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THE WHITTAKER-SHINTANI FUNCTIONS FOR SYMPLECTIC
GROUPS
XIN SHEN
Abstract. In this note, we give a formula for the Whittaker-Shintani functions
for the p-adic symplectic groups, which is a generalization of the Zonal spherical
functions and Whittaker functions. We then use the formula to give an alterna-
tive proof of a conjecture given by T.Shintani on the unramified calculation of
L-functions for Sp2m ×GL1.
1. Introduction
1.1. Let G be a connected reductive linear algebraic group defined over a number
field F with its ring of Adeles A, Π = ⊗vΠv an irreducible unitary automorphic
cuspidal representation of G(A), and r a finite dimensional representation of the
L-group LG of G. Following Langlands, one may define the partial L-function as
LS(s,Π, r) =
∏
v/∈S
L(s,Πv, rv) (1)
where S is a finite set of places of F outside of which both G and Πv are unrami-
fied. Langlands conjectured that this partial L-function continues to a meromorphic
function in C which has only finitely many poles and satisfies a standard functional
equation relating its value at s to 1 − s. One of the successful approaches to this
conjecture, the Rankin-Selberg method, is by constructing a global zeta-integral plus
an Euler product expansion, and equating the unramified local zeta-integrals with
the “Langlands factors” L(s,Πv, rv) (referred to as “unramified computation”).
One of the interesting cases of the above conjecture is the partial tensor L-function,
where (G,Π, r) = (Sp2n × GLk, π ⊗ τ, "standard".). Here π and τ are irreducible
cuspidal automorphic representations of Sp2n and GLk respectively. The purpose
of this paper is to give an explicit formula for the Whittkaker-Shintani functions,
which is one of the key steps towards the unramified computation, for the case
when π is non-generic and k < n, following the global construction of zeta-integral
in [5]. When π is generic the unramified calculation is completed in [6] using the
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Casselman-Shalika formula ([4]) for the Whittaker functions, and the formula for
Whittkaker-Shintani functions play a parallel role in the non-generic case.
The main idea of this paper actually comes from [4] for the Casselman-Shalika
formula for Whittaker functions, and [7] where the Whittaker-Shintani functions
for orthogonal groups are defined in a similar way and an explicit formula is given.
However, the calculation in our case is more technical since the Jacobi group we are
dealing with is not reductive. While the general formula we obtain is not as explicit
as in the orthogonal case due to its nature, we still have an explicit formula (5) when
restricted to the torus, which is enough for the unramified computation.
The author would like to express his sincere appreciation to his adviser, Prof.
Dihua Jiang, for his support and advice in writing this paper. He also thanks Prof.
David Ginzburg for his suggestion on the unramified computation. This paper would
be part of the author’s thesis.
1.2. Let G and M be symplectic groups, defined over a non-archimedean local field,
of rank n and m respectively with n ≥ m + 1. Let IndGBG(χ) be the unramified
principle series of G. Let MJ be the Jacobi group and BMJ its Borel subgroup as
defined in (A) in Section 2, and let IndM
J
B
MJ
(ξ, ψ) be an unramified principle series
of MJ as defined in (C) in Section 2. Let U be the unipotent radical of a parabolic
subgroup P n−m−11 of G and ψU be a character on U which is stablized by M
J (see
(6) and (7)). Then one can define an MJ-invariant, (U, ψU)-covariant pairing lχ,ξ,ψ
between IndGBG(χ) and Ind
MJ
B
MJ
(ξ, ψ). Let F0χ and F
0
ξ,ψ be the normalized spherical
vectors in IndGBG(χ) and Ind
MJ
B
MJ
(ξ, ψ), and we define
Wχ,ξ,ψ(g) = lχ,ξ,ψ(R(g)F
0
χ,F
0
ξ,ψ).
This function is a Whittaker-Shintani function attached to (χ, ξ, ψ) (see Definition
2.3). We will show later that for given (χ, ξ, ψ) (unramified) such function is unique
up to a scalar. Denote by W0χ,ξ,ψ the normalized Whittaker-Shintani function which
is equal to 1 at the identity. In this paper we show the following two theorems (for
the definition of X0,Z,KMJ, p
d, λ, pf ,KG, see Section 2).
Theorem 1.1. Let (χ, ξ) ∈ Cn × Cm, and let d ∈ Λ+m, f ∈ Λ
+
n . Let W
0
χ,ξ,ψ be the
normailzed Whittaker-Shintani function attached to (χ, ξ, ψ). Then we have
∫
X0
dxW0χ,ξ,ψ(p
dxpf ) = ζ(1)−m
m∏
i=1
ζ(2i)
·
∑
w∈WG,w′∈WM
b(wχ,w′ξ)d(wχ)d′(w′ξ)((wχ)−1δ
1
2 )(pf)((w′ξ)−1δ
1
2 )(pd).
(2)
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where
d(χ) =
∏
1≤a<b≤n
ζ(χa ± χb)
n∏
i=1
ζ(χi), d
′(ξ) =
∏
1≤a<b≤m
ζ(ξa ± ξb)
m∏
j=1
ζ(2ξj),
and
b(χ, ξ) =
∏
i<j+n−m
ζ−1(χi − ξj +
1
2
) ·
∏
i>j+n−m
ζ−1(−χi + ξj +
1
2
)
∏
1≤j≤m
ζ−1(ξj +
1
2
)
∏
1≤i≤n
1≤j≤m
ζ−1(χi + ξj +
1
2
)
Theorem 1.2. Under the same notation and assumption as in the previous theorem,
the support of W0χ,ξ,ψ is on ⋃
d∈Λ+m,f∈Λ
+
n
ZUKMJ(p
dλpf )KG. (3)
If we let L(d′, f ′) =
∫
X0 dxW
0
χ,ξ,ψ(p
d′xpf
′
), then there exists a(d′) ≥ 0 independent
of (χ, ξ, ψ) such that
W0χ,ξ,ψ(p
dλpf) =
∑
d′
a(d′)L(d′, f + d− d′). (4)
where d′ runs over the set {d′ | d′ ∈Λ+m, f + d− d
′ ∈ Λ+n ,d
′ ≤ d} and a(d) > 0. In
particular, we have
W0χ,ξ,ψ(p
f ) = L(0, f) (5)
The paper is organized as follows. In Section 2 we give the notation we use in
this paper. In Section 3 we use the Rankin-Selberg convolution to find an integral
expression of the pairing lχ,ξ,ψ when (χ, ξ) belongs to Zc ⊂ Cn ×Cm which contains
a Hausdoff open set. In Section 4 we show that the pairing lχ,ξ,ψ between Ind
G
BG
(χ)
and IndM
J
B
MJ
(ξ, ψ) satisfying Condition A (seeDefinition 2.2) is unique up to a scalar.
Then in Section 5 we apply the Bernstein’s theorem to extend this pairing defined
by the integral to generic (χ, ξ). In Section 6 we discuss the double cosets of G
on which the Whittaker-Shintani function is supported. By considering the vectors
invariant under certain open compact subgroups (in Section 7) and applying the
intertwining operators (in Section 8) we give an explicit formula in Section 9 for
the Whittaker-Shintani function attached to generic (χ, ξ), and we obtain its value
at the identity by an combinatorial argument in Section 10. After showing the
uniqueness of the normailized Whittaker-Shintani function in Section 11, we apply
the Bernstein’ theorem again to extend the formula to all (χ, ξ) in Section 12. In
Section 13 we use the formula we obtained to give an alternative proof of in [9,
Theorem 6.1], the unramified calculation of L-fucntions for Sp2n ×GL1.
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The application in the last section is in fact a special case of [5, Theorem 4.3], the
unramified calculation of L-functions for Sp2n×GLk. The proof for the general case
will be shown in our [10]. We also expect parellel results for unitary groups (with
respect to skew hermitian forms). This will be covered in the future.
2. Notation
In this paper, we let F be a non-archimedean local field of characteristic 0. Let
O be its maximal compact subring and p the uniformizer. Suppose the order of
the residue field is q which is not a power of 2. All the groups are defined over F .
Through out the paper we fix ψ to be an additive character on F with conductor 0.
(A) Groups. Let G = Sp2n, H = Sp2m+2 and M = Sp2m, wherem,n are two positive
integers with n ≥ m + 1. M (or H) embedds to G as diag(1n−m, g, 1n−m) (or
diag(1n−m−1, g, 1n−m−1)) for g ∈ M (or g ∈ H). LetM2n×2n(F ) be the 2n by 2n
matrix over F . For any subgroup G˜ of G, and any i ≥ 0, we define G˜i as
G˜i = G˜ ∩
(
I2n +M2n×2n(p
iO)
)
.
Let KG = G
0, and KM = M ∩ KG. Let J be the Heisenberg group of dimension
2m+ 1 embedding to H as
J(x, y, z) =


1 x y z
1 ty
1 −tx
1


where x, y ∈ Fm, z ∈ F. Let MJ = M ⋉ J, and KMJ = KM ⋉ J
0. We let
X(x) = J(x, 0, 0), Y(y) = J(0, y, 0), Z(z) = J(0, 0, z) and let X,Y,Z be the
group of them respectively. Let BG, BH and BM be the standard Borel subgroup
of G,H,M, and BMJ = BM⋉(Y×Z), and let NG,NH,NM,NMJ be their unipotent
radical respectively. Let TG be the toral part of of BG, and let
Λ+k = {(d1, ..., dk) ∈ Z
k | d1 ≥ d2 ≥ ... ≥ dk ≥ 0}
T+G = {diag(t1, ..., tn, t
−1
n , ..., t
−1
1 ) | |t1| ≤ ... ≤ |tn| ≤ 1}
T−G = {t
−1 | t ∈ T+G }
The definition of T+M and T
−
M are similar. Let P
n−m−1
1 be the standard parabolic
subgroup of G with Levi decomposition
P n−m−11 = GL
n−m−1
1 ×H⋉U. (6)
Let ψU be the character on U given by
ψU(u) = ψ(
n−m−1∑
i=1
ui,i+1), (7)
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which is stablized by MJ. We denote by IG, IM the Iwahori subgroups of G and
M, and IM = IM⋉J
0. Let WG, WM be the Weyl group of G and M with respect
to TG and TM.
(B) Elements. Let wG0 be the longest Weyl element in G. For k ≤ n, and given
t1, ..., tk ∈ F
∗, we let dk(t1, ..., tk) = diag(In−k, t1, . . . , tk, t
−1
k , . . . , t
−1
1 , In−k) ∈
TG. Let Z = Z ∪ {∞}, and let v be the normalized valuation from F to Z.
For a,b ∈ Z
k
, we define an order in Z such that a ≥ b if and only if a − b ∈
(N ∪ {∞})k. We define min(a,b) = (min(a1, b1), . . . ,min(ak, bk)). When a ∈
Z
m
, we let λ(a) = X(pa1 , . . . , pam). Here p∞ = 0. Let λ = λ(0). For a =
(a1, ..., ak) ∈ Zk, we let pa = dk(pa1 , ..., pak).
(C) Representations. Let χ and ξ be unramified characters on TG and TM. We
parametrize them as χ = (χ1, ..., χn) ∈ Cn and ξ = (ξ1, ..., ξm) ∈ Cm such that
χ(dn(t1, ..., tn)) =
∏n
i=1 |ti|
χi and ξ(dm(t1, ..., tm)) =
∏m
j=1 |tj |
ξj . Let IndM
J
B
MJ
(ξ, ψ)
be a representation of MJ consistiting of smooth functions on MJ such that
f(bM(0, y, z)m
J) = ξδ
1
2
B
MJ
(bm)ψ(z)f(m
J),
with MJ acting by right translation. Sometimes we write ξψ as a character on
BMJ such that
ξψ(bMJ(0, y, z)) = ξ(bM)ψ(z).
Remark 2.1. Although BMJ\M
J is not compact, functions in IndM
J
B
MJ
(ξ, ψ) are com-
pactly supported on BMJ\M
J by smoothness. In fact by Iwasawa decomposition on
M, we have
MJ = BMJXKM.
Suppose f ∈ IndM
J
B
MJ
(ξ, ψ) which is right Kf invariant for some open compact subgroup
Kf . Note that Kf\KMJ is finite. Let k be a representative in one of the cosets and
suppose f(xk) 6= 0. Then by the smoothness of f , f(xk) = f(xyk) when y is in a
neighbourhood of 0 ∈ Fm. But note that f(xyk) = ψ(2〈x, y〉)f(xk), so ψ(〈x, y〉) = 1
for all such y, which implies that x belongs to a compact subset.
In particular, if f is KMJ-invariant, then f(x) 6= 0 implies x ∈ X
0. So the spherical
vector in IndM
J
B
MJ
(ξ, ψ) is supported on BMJKMJ, and is unique up to a scalar.
(4) Functions and Functional. We denote by ζ(s) the local zeta function
as ζ(s) = (1 − q−s)−1. For any set X we denote by ChX its characteristic
function. For ϕ1 ∈ C∞c (G), we let
Fχ(ϕ1)(g) =
∫
BG
χ−1δ
1
2
BG
(bG)ϕ1(bGg) dlbG. (8)
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Then the map ϕ1 7→ Fχ(ϕ1) is surjective from C∞c (G) to Ind
G
BG
(χ). Similarly
for ϕ2 ∈ C∞c (M
J), we let
Fξ,ψ(ϕ2)(m
J) =
∫
B
MJ
(ξψ)−1δ
1
2
B
MJ
(bMJ)ϕ2(bMJm
J) dlbMJ. (9)
The map ϕ2 7→ Fξ,ψ(ϕ2) is surjective from C∞c (M
J) to IndM
J
B
MJ
(ξ, ψ). Let
Kχ,ξ,ψ be a function defined on G such that
Kχ,ξ,ψ(bGw
G
0 λJ(0, y, z)bMu) = χ
−1δ
1
2 (bG)ξδ
− 1
2 (bM)ψ(z)ψ
−1
U (u), (10)
and Kχ,ξ,ψ(g) = 0 for all other g. For ϕ1 ∈ C
∞
c (G) and ϕ2 ∈ C
∞
c (M
J), let
Iχ,ξ,ψ(ϕ1, ϕ2)(g) =
∫
G
dg′
∫
MJ
dmJϕ1(g
′)Kχ,ξ,ψ(g
′g−1(mJ)−1)ϕ2(m
J), (11)
and let I0χ,ξ,ψ(g) = Iχ,ξ,ψ(ChKG, ChKMJ )(g). Let F
0
χ = Fχ(ChKG) and F
0
ξ,ψ =
Fξ,ψ(ChK
MJ
) be spherical elements in IndGBG(χ) and Ind
MJ
B
MJ
(ξ, ψ) respectively.
LetHG be the spherical Hecke algebra of G, andHMJ,ψ be the spherical Hecke
algebra of MJ with respect to ψ as defined in section 4 of [8], and let them act
on IndGBG(χ)
KG and IndM
J
B
MJ
(ξ, ψ)KMJ by characters ωχ and ωξ respectively. For
any function f on G, let (L(g0)f)(g) = f(g
−1
0 g), and (R(g0)f)(g) = f(gg0).
Definition 2.2. A pairing lχ,ξ,ψ between Ind
G
BG
(χ) and IndM
J
B
MJ
(ξ, ψ) is called
satisfying Condition A if
(i) lχ,ξ,ψ(Fχ,Fξ,ψ) = lχ,ξ,ψ(R(m
J)Fχ, R(m
J)Fξ,ψ) for any m
J ∈ MJ.
(ii) lχ,ξ,ψ(R(u)Fχ,Fξ,ψ) = ψU(u)lχ,ξ,ψ(Fχ,Fξ,ψ) for any u ∈ U.
Definition 2.3. For (χ, ξ) ∈ Cn ×Cm, a function Wχ,ξ,ψ ∈ C
∞(G) is called
a Whittaker-Shintani Function attached to (χ, ξ) if
(i) Wχ,ξ,ψ(zukMJgkG) = ψ
−1(z)ψU(u)Wχ,ξ,ψ(g).
(ii) L(ϕMJ)R(ϕG)Wχ,ξ,ψ = ωξ(ϕMJ)ωχ(ϕG)·Wχ,ξ,ψ for any ϕMJ ∈ HMJ,ψ and
ϕG ∈ HG.
The space of Whittaker-Shintani functions attached to (χ, ξ, ψ) is denoted by
WSχ,ξ,ψ. Sometimes we omit ψ because it is fixed in this paper. A Whittaker-
Shintani function is called a Normalized Whittaker-Shintani function if it
equals 1 at the identity.
3. Integral expression for the pairing
We first use the function Kχ,ξ,ψ, as defined in (10), to construct a pairing between
IndGBG(χ) and Ind
MJ
B
MJ
(ξ, ψ) satisfying Condition A. For any element g ∈ BGwG0 NG,
the way to express g = bwG0 n with b ∈ BG and n ∈ NG is unique. From this it is
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not hard to see that the set BGw
G
0 λYZBMU has the same property. So the function
Kχ,ξ,ψ is well-defined. Moreover BGwG0 λYZBMU is zarisky open in G by lemma (3.3)
below. Let ϕ1 ∈ C∞c (G) and ϕ2 ∈ C
∞
c (M
J), and let Fχ(ϕ1) and Fξ,ψ(ϕ2) be defined
as in (8) and (9). Then we let
E(Fχ(ϕ1))(g) =
∫
BG\G
Fχ(ϕ1)(g˙g)Kχ,ξ,ψ(g˙) dg˙,
where dg˙ is the right G-invariant functional on IndGBG(δ
1
2
BG
) determined by the Haar
measure of G. By direct calculation we have
E(Fχ(ϕ1))(g) =
∫
G
ϕ1(g
′g)Kχ,ξ,ψ(g
′) dg ,
which is convergent when Kχ,ξ,ψ is continuous on G. E(Fχ(ϕ1)) satisfies
(1) E(R(u)Fχ(ϕ1))(g) = ψU(u)E(Fχ(ϕ1))(g) when u ∈ U.
(2) When restricted to MJ, E(Fχ(ϕ1)) ∈ Ind
MJ
B
MJ
(ξ−1, ψ).
So E actually gives an MJ-homomorphism from the twisted Jacquet-module(
IndGBG(χ)
)
U,ψU
to IndM
J
B
MJ
(ξ−1, ψ). Now we consider the integral
lχ,ξ,ψ(Fχ(ϕ1),Fξ,ψ(ϕ2)) =
∫
B
MJ
\MJ
E(Fχ(ϕ1))(m˙
J)Fξ,ψ(ϕ2)(m˙
J) dm˙J
where dm˙J is the right MJ-invariant functional on IndM
J
B
MJ
(δ
1
2
B
MJ
) determined by the
Haar measure of MJ. Substituting E and Fξ,ψ by definition, we have
lχ,ξ,ψ(Fχ(ϕ1),Fξ,ψ(ϕ2)) =
∫
G
∫
MJ
ϕ1(g
′)Kχ,ξ,ψ(g
′(mJ)−1)ϕ2(m
J) dmJ dg′. (12)
Note that the right hand side is actually Iχ,ξ,ψ(ϕ1, ϕ2)(e) as defined in (11).
It is easy to see that the pairing lχ,ξ,ψ(Fχ(ϕ1),Fξ,ψ(ϕ2)) satisfies Condition A if the
integral is convergent, and the integral is convergent if Kχ,ξ,ψ is continuous on G. In
the rest of this section we will prove the following proposition.
Propostion 3.1. Let Zc be the set of unramified characters (χ, ξ) satisfying

Re(χi − χi+1) ≥ 1 for 1 ≤ i ≤ n−m− 1
Re(χn−m−1+j − ξj) ≥
1
2
for 1 ≤ j ≤ m
Re(−χn−m+j + ξj) ≥
1
2
for 1 ≤ j ≤ m
Re(χn) ≥ 1
(13)
then when (χ, ξ) ∈ Zc, the function Kχ,ξ,ψ is continuous on G, and as a consequence,
the integral (12) is convergent.
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Since Kχ,ξ,ψ is defined continuously on an Zariski open subset of G (we will see
this soon) and extend by 0 to G, we only need to show the continuity outside the
Zariski open set, for the function |Kχ,ξ,ψ|. The method we use here is similar to that
in [7].
First by the Bruhat decomposition we have
G =
⋃
w∈WG
BGwNG.
And we know that BGw
G
0 NG is zariski open in G. In fact we have
Lemma 3.2. There exists αk ∈ o[G] for 1 ≤ k ≤ n such that
BGw
G
0 NG = {g | αk(g) 6= 0 for all k }.
Proof. For g ∈ G, let its matrix be g = (gij)1≤i,j≤2n. Let N2n = {1, 2, . . . , 2n}.
For I = (i1, . . . , ik) and J = (j1, . . . , jk) both belonging to N k2n, we Let gIJ =
(gis,jt)1≤s,t≤k. We define
∆IJ(g) = det gIJ . (14)
For 1 ≤ k ≤ n, let Ik = {2n+1−k, 2n+1− (k−1), . . . , 2n}, and Jk = {1, 2, . . . , k},
and we take
αk(g) = ∆Ik,Jk(g). (15)
Then one can check that
(1) For any n1, n2 ∈ NG, αk(n1gn2) = αk(g).
(2) αk(dn(t1, . . . , tn)gdn(s1, . . . , sn)) =
∏k
i=1 t
−1
i si · αk(g).
(3) Let w ∈WG. If αk(w) 6= 0 for all 1 ≤ k ≤ n, then w = wG0 .
Combining these properties with the Bruhat decomposition of G, we have our lemma.

Next we have
Lemma 3.3. There exists βl ∈ o[G] for 1 ≤ l ≤ m such that
BGw
G
0 λYZBMU = {g ∈ G | αk(g) 6= 0, βl(g) 6= 0 for all 1 ≤ k ≤ n, 1 ≤ l ≤ m},
where αk is as defined in lemma 3.2.
Proof. Note that for any w ∈ W, BGwNG = BGwXUNMJ. For any X(x1, . . . , xm) ∈
X, we have X(x1, . . . , xm) = s
−1X(r1, . . . , rm)s, where s = dm(s1, . . . , sm) ∈ TM such
that
(si, ri) =

(xi, 1) if xi 6= 0;(1, 0) if xi = 0
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From this we can see that
BGwNG =
⋃
r∈{0,1}m
BGwX(r)BMJU, (16)
and when w = wG0 , the union is disjoint. For 1 ≤ l ≤ m, we let
J ′l = {1, 2, . . . ,
ˆ(n−m), . . . , n−m+ l},
and we define
βl(g) = ∆In−m+l−1,J ′l (g). (17)
Then βl satisfies
(1) βl(n1g) = βl(g) for any n1 ∈ NG.
(2) βl(gn2u) = βl(g) for any n2 ∈ NMJ and u ∈ U.
(3) βl(dn(t1, . . . , tn)gdm(s1, . . . , sm)) =
∏n−m
i=1 t
−1
i ·
∏l−1
j=1 t
−1
n−m+j ·
∏l
j=1 sj · βl(g).
(4) βl(w
G
0 X(r)) = ±rl. The sign in front of rl depends on l, which is not impotant
since we are only interested in |βl|.
In fact, (1) is by the definition of Ik while (3) and (4) are by direct calculation. For
(2), note that if we only consider the first n column of (gij), multiplying elements in
NMJU from the right corresponds to column operations adding multiples of column
k1 to column k2 where 1 ≤ k1 < k2 ≤ n with k1 6= n−m. On the other hand elements
in J ′l are consecutive from 1 to n −m + l with n −m missing, so ∆In−m+l−1,J ′l (g) is
invariant under such column operations.
So for g ∈ BGwX(r)BMJU, αk(g) 6= 0 and βl(g) 6= 0 for all 1 ≤ k ≤ n and
1 ≤ l ≤ m if and only if w = wG0 (by lemma 3.2) and X(r) = λ (by the property of
βl’s), completing our proof. 
Remark 3.4. If we let ̟i = ǫ1 + . . .+ ǫi ∈ Hom(TG,GL1) and ̟
′
j = ǫ
′
1 + . . .+ ǫ
′
j ∈
Hom(TM,GL1) be the dominant weights of G and M with respect to BG and BM,
then the properties of αk and βl actually shows that under the BG × BMJ action,
αi has the highest weight (̟k, 0) when 1 ≤ k ≤ n − m, and (̟k, ̟
′
k−(n−m)) when
n−m+ 1 ≤ k ≤ n, and βl has the highest weight (̟n−m+l−1, ̟′l).
Now we can expressed Kχ,ξ,ψ by αk and βl. First we have
Lemma 3.5. Let g = dn(t1, . . . , tn)nGw
G
0 λdm(s1, . . . , sm)nMJu ∈ BGw
G
0 λBMJU, we
have
|ti| =


|α1(g)−1| if i = 1;
|αi−1α
−1
i (g)| if 2 ≤ i ≤ n−m;
|βi−(n−m)α
−1
i (g)| if i > n−m
and
|sj| = |βjα
−1
n−m+j−1(g)| for 1 ≤ j ≤ m
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By this we have
Lemma 3.6. For g ∈ BGwG0 λBMJU, we have
|Kχ,ξ,ψ(g)| =
n−m−1∏
i=1
|(χiχ
−1
i+1| · |
−1)(αi(g))| ·
m∏
j=1
|(χn−m−1+jξ
−1
j | · |
− 1
2 (αn−m+j(g))|
· |(χn| · |
−1)(αn(g))| ·
m∏
j=1
|(χ−1n−m+jξj| · |
− 1
2 )(βj(g))|.
The proof of these are by direct calculation. Note that αk, βl are continuous
functions on G, so when the assumptions in proposition 3.1 are satisfied, the extension
of |Kχ,ξ,ψ(g)| by 0 to outside the set BGwG0 λBMJU is continuous, and so Kχ,ξ,ψ(g) is
continuous.
4. Uniqueness for the pairing for generic (χ, ξ)
The pairing lχ,ξ,ψ satisfying Condition A corresponds to the homomorphism
HomB
MJ
U(Ind
G
BG
(χ), ξ−1ψ−1δ
1
2
B
MJ
⊗ ψU). (18)
In this section we prove that
Propostion 4.1. For generic (χ, ξ),
dimHomB
MJ
U(Ind
G
BG
(χ), ξ−1ψ−1δ
1
2
B
MJ
⊗ ψU) ≤ 1.
Let Ud be the union of double cosets of BG\G/BMJU with codimension ≤ d. Then
U0 = BGwG0 λBMJU is open in G, and for any d ≥ 1 we have the exact sequence
0→ S(Ud−1)→ S(Ud)→
∑
codim U=d
S(U)→ 0.
Obviously we have
dimHomB
MJ
U(Ind
G
BG
(χ,U0), ξ
−1ψ−1δ
1
2
B
MJ
⊗ ψU) ≤ 1,
so we only need to show that
Lemma 4.2. Suppose (χ, ξ) is generic, and let U = BGgBMJU be a double coset
different from U0, then
dimHomB
MJ
U(Ind
G
BG
(χ,U), ξ−1ψ−1δ
1
2
B
MJ
⊗ ψU) = 0.
Proof. When U = BGgBMJU, we let Gg = BMJU ∩ g
−1BGg, then
HomB
MJ
U(Ind
G
BG
(χ,U), ξ−1ψ−1δ
1
2
B
MJ
⊗ ψU)
=HomGg(g
−1(χδ
1
2
BG
)⊗ ξψδ
− 1
2
B
MJ
⊗ ψ−1U , δg)
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where δg is the modulus character of Gg. So we need to show that
g−1(χδ
1
2
BG
) · ξψδ
− 1
2
B
MJ
· ψ−1U · δ
−1
g 6≡ 1 (19)
when restricted to Gg for any generic (χ, ξ). Recall from (16) that
G =
⋃
w∈WG,r∈{0,1}m
BGwX(r)BMJ.
So we can assume g = wX(r) with either w 6= wG0 or r 6= (1, 1, . . . , 1). What we need
to find is b1 ∈ BG and b2 ∈ BMJU such that
b1g = gb2
(χδ
1
2
BG
)(b1) 6= ξψδ
− 1
2
B
MJ
ψU · δg(b2).
(20)
First suppose r 6= (1, 1, . . . , 1). In this case we claim that TG ∩ (gTMg
−1) contains
a nontrivial torus. Let t = dm(t1, . . . tm) ∈ TM. Note that TG is stablized by the
adjoint action of WG, so it suffices to show that there exists a nontrivial torus Ts of
TM such that when t ∈ Ts, X(r)−1tX(r) ∈ TG. Note that
X(r)−1tX(r) = t · X((1− t1)r1, (1− t2)r2, . . . , (1− tm)rm),
so when rj = 0 for some j, we can let Ts = {t = dm(1, . . . ,
j-th
t , . . . , 1)} be the
torus we claimed. Then since (χ, ξ) is generic, one can find some b2 ∈ Ts and
b1 = gb2g
−1 ∈ TM so that (20) is satisfied, completing the proof for this case.
Now suppose r = (1, . . . , 1) ∈ Fm and w 6= wG0 , so X(r) = λ by our notation. In
this case there is a simple root α in G such that wNαw
−1 ∈ NG.
When α = ei − ei+1 with 1 ≤ i ≤ n −m − 1, note that λ ∈ MJ stablizes ψU, so
ψU(λ
−1nα(t)λ) = ψU(nα(t)) 6= 1 for some t ∈ F . On the other hand, wnα(t)w−1 ∈
NG by our assumption. So let b1 = wnα(t)w
−1 and b2 = λ
−1nα(t)λ we have (20).
When α = ei − ei+1 with i ≥ n − m, we let r(t, i) = X(1, . . . ,
i’-th
1 , 1 + t, . . . , 1),
where i′ = i− (n−m). Then for t 6= −1 we have
wnα(t)λ = wX(r(t, i))nα(t)
=(d−1m (r(t, i)) )
wwλdm(r(t, i))nα(t).
So let b1 = (d
−1
m (r(t, i))nα(t))
w and b2 = dm(r(t, i))nα(t). For generic (χ, ξ), we can
always find some t ∈ F so that (20) is satisfied.
When α = 2en, we have
wnα(t)λ = wλY(t)Z(−t)nα(t).
So let b1 = (nα(t))
w and b2 = Y(t)Z(−t)nα(t), we have (χδ
1
2
BG
)(b1) = 1, and we can
find some t ∈ F so that ψ(Z(−t)) 6= 1, so (20) is satisfied. 
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5. Rationality(I)
In this section we show that the pairing lχ,ξ,ψ defined in (12) can be extended to
all generic (χ, ξ).
Lemma 5.1. Given ϕ1 and ϕ2, the pairing lχ,ξ,ψ(Fχ(ϕ1),Fξ,ψ(ϕ2)) as defined in (12)
can be extended as a rational function on (χ, ξ), and for generic (χ, ξ) it is the pairing
between IndGBG(χ) and Ind
MJ
B
MJ
(ξ, ψ) satisfying Condition A.
Proof. By lemma (8.4), which does not depend on the rationality of lχ,ξ,ψ, we know
that for (χ, ξ) ∈ Zc,
lχ,ξ,ψ(Fχ(ChIG),Fξ,ψ(ChIM)) = Vol(IG)Vol(IM). (21)
Now we apply the Bernstein theorem. Note that by the last section, the pairing lχ,ξ,ψ
satisfying Condition A and (21) is unique for generic (χ, ξ). When (χ, ξ) ∈ Zc, the
pairing lχ,ξ,ψ defined by
lχ,ξ,ψ(Fχ(ϕ1),Fξ,ψ(ϕ2)) = Iχ,ξ,ψ(ϕ1, ϕ2)
satisfies these conditions. So it extends to a rational function in (χ, ξ) when ϕ1
and ϕ2 are given. Moreover, it is regular at generic (χ, ξ) where the uniqueness is
valid. 
From now on we still denote by lχ,ξ,ψ its own meromorphic continuation to all
generic (χ, ξ), and similarly for Iχ,ξ,ψ(g) and I
0
χ,ξ,ψ(g).
6. Double coset decomposition
Let Wχ,ξ,ψ(g) be a Whittaker-Shintani function. In this section we discuss the
support of Wχ,ξ,ψ(g) on the double cosets ZUKMJ\G/KG. We denote by g1 g2 when
g1 and g2 belong to the same double coset. We are going to show that
Theorem 6.1. The support of Wχ,ξ,ψ(g) is contained in the double coset⋃
d∈Λ+m,f∈Λ
+
n
ZUKMJ(p
dλpf)KG.
First, by the Iwasawa decomposition on G and the Cartan decomposition on M,
we have
G = ZUKMJ(XYT
n−m
1 T
+
M)KG.
Here Tn−m1 is the embedding of GL
n−m
1 to G as
Tn−m1 (t1, ..., tn−m) = dn(t1, ..., tn−m, 1, 1, . . . , 1).
So we only need to consider the support of Wχ,ξ,ψ on the set XYp
(a;b) where a ∈ Zn−m
and b ∈ Λ+m. We have
THE WHITTAKER-SHINTANI FUNCTIONS FOR SYMPLECTIC GROUPS 13
Lemma 6.2. Suppose Wχ,ξ,ψ(xyp
(a,b)) 6= 0. Then y ∈ Y0 and a ∈ Λn−m
Proof. The proof is given in lemma 2.1 in [9]. First for any z ∈ Z0, we have
Wχ,ξ,ψ(xyp
(a,b)) = Wχ,ξ,ψ(xyp
(a,b)z) = ψ(p2an−mz)Wχ,ξ,ψ(xyp
(a,b)).
So an−m ≥ 0.
To show y ∈ Y0, we argue by contradiction. Let y = Y(y1, ..., ym) with |yj| = |p|−r,
r > 0. We let Eα be the root subgroup in G of the root α. Let Eα(t) be the canonical
embedding of F to Eα. Define E
′
β(t) similarly on M. Then for any t ∈ O
∗,
Wχ,ξ,ψ(xyp
(a,b)) = Wχ,ξ,ψ(xyp
(a,b)E ′−2ej(p
2bj+rt))
=Wχ,ξ,ψ(xyE
′
−2ej
(prt))p(a,b)) = ψ(prty2j )Wχ,ξ,ψ(xyp
(a,b))
But note that prty2j ∈ w
−rO∗, one can choose t ∈ O∗ so that ψ(prty2j ) 6= 1, which is
a contradiction. So y ∈ Y0.
To show a ∈ Λ+n−m, we also argue by contradiction. Since we already have an−m ≥
0, we assume that ai < ai+1 for some i ≤ n−m− 1. Note that when i ≤ n−m− 1,
Eei−ei+1 ∈ U. For any t ∈ O, we have
Wχ,ξ,ψ(xyp
(a,b)) = Wχ,ξ,ψ(xyp
(a,b)Eei−ei+1(t))
=ψ(pai−ai+1t)Wχ,ξ,ψ(xyp
(a,b))
But when ai < ai+1, we can always find some t ∈ O such that ψ(p
ai−ai+1t) 6= 1,
contradicting the assumption. So we have a ∈ Λ+n−m.

By this lemma the support of Wχ,ξ,ψ is on ZUKMJ(XT
+
n−mT
+
m)KG. Next we narrow
the support further on the X-part. Note that if v(xi) = ci for 1 ≤ i ≤ m, then
X((x1, . . . , xm))t λ(c)t for any t ∈ TG. So we only need to consider for which c that
λ(c)T+n−mT
+
m is contained in the support.
Lemma 6.3. Suppose x = λ(c), then for any t ∈ Tn,
x t λ(min(c, 0))t
Proof. Note that λ ∈ KMJ, so x t λx t ∈ T
0
Mλ(min(c, 0))tT
0
M. 
By this lemma, we just need to consider the support of Wχ,ξ,ψ on xp
(a;b) with
x = λ(−d) for some d ≥ 0.
Lemma 6.4. Let x = λ(−d) with d ≥ 0. Let a ∈ Λ+n−m and b ∈ Λ
+
m. Suppose
Wχ,ξ,ψ(xp
(a,b)) 6= 0, then d ≤ b.
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Proof. Suppose not, so we let dj > bj for some j. Let t ∈ O∗, then
Wχ,ξ,ψ(xp
(a,b)) = Wχ,ξ,ψ(xp
(a,b)E ′2ej (t)) = Wχ,ξ,ψ(xE
′
2ej
(p2bj t)p(a,b))
=ψ(p2bj−2dj t)Wχ,ξ,ψ(Y (0, . . . , 0, p
2bj−dj︸ ︷︷ ︸
j−th
, 0, . . . , 0)xp(a,b))
By lemma (6.2), when Wχ,ξ,ψ(xp
(a,b)) 6= 0, we have p2bj−dj ∈ O, so the last formula
equals ψ(p2bj−2dj t)Wχ,ξ,ψ(xp
(a,b)). But when dj > bj we can choose some t ∈ O∗ such
that ψ(p2bj−2dj t) 6= 1, contradicting the assumption. 
Note that when x = λ(−d) with d ≥ 0, xp(a,b) = pdλp(a,b−d). Let r = b− d. So
by the previous lemmas, the support of Wχ,ξ,ψ is on the union of ZUKMJ(p
dλp(a,r))KG
for all a ∈ Λ+n−m, d ≥ 0, r ≥ 0 and d+ r ∈ Λ
+
m. The following two lemmas help us
to narrow our choice of a,b,d so that we get theorem (6.1). We also need to use
them in the later calculations for the Whittaker-Shintani function.
Lemma 6.5. Suppose g = pdλp(a,r) with a ∈ Λ+n−m, d ≥ 0, r ≥ 0, and d+ r ∈ Λ
+
m,
then
(1) Suppose an−m < r1. Let r = (an−m, r2, . . . , rm). Then
p
dλp(a,r) pd+r−rλp(a,r).
Moreover, if d ∈ Λ+m, then so is d+ r− r. We call the process from (d; a, r)
to (d+ r− r; a, r) Operation 1.
(2) Fix i, let r˜ = (r˜1, ..., r˜m) where
r˜j =

ri if j > i and rj > rirj otherwise,
then
p
dλp(a,r) pd+r−r˜λp(a,˜r).
Moreover, if an−m ≥ r1, then an−m ≥ r˜1; if d ∈ Λ+m, then so is d+ r− r˜.
For given i, we call the process from (d; a, r) to (d+ r− r˜; a, r˜) Operation
(2,i).
(3) Given i, let d˜ = (d˜1, ..., d˜m) where
d˜j =

di if j < i and dj < didj otherwise,
then
Wχ,ξ,ψ(p
dλp(a,r)) = Wχ,ξ,ψ(p
d˜λp(a,r+d−d˜)).
Moreover, if (a, r) ∈ Λ+n , then so is (a, r+ d− d˜). For given i, we call the
process from (d; a, r) to (d˜; a, r+ d− d˜) Operation (3,i)
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Proof. For part 1, note that when a < r1,
p
dλp(a,r) pdλp(a,r)λ
p
dλ((an−m − r1, 0, . . . , 0))p
(a,r)
p
d+r−rλp(a,r),
so we have part 1. For part 2, we fix i, then we have
p
dλp(a,r) pdλp(a,r) ·
∏
j |j>i,rj>ri
E ′ei−ej(1)
∏
j |j>i,rj>ri
E ′ei−ej (p
di+ri−dj−rj)pdλ(r˜− r)p(a,r) pd+r−r˜λp(a,˜r)
the rest of part 2 is correct since d+ r ∈ Λ+m. Part 3 is similar to part 2. For fix i,
we have
p
dλp(a,r)
∏
j|j<i,dj<di
E ′−ej+ei(1)p
dλp(a,r)
p
dλ(d− d˜)p(a,r)
∏
j|j<i,dj<di
E ′ei−ej(p
dj+rj−di−ri) pd˜λp(a,r+d−d˜).
The rest of part 3 is correct since d+ r ∈ Λ+m and r˜1 ≤ r1. 
Propostion 6.6. Suppose a ∈ Λ+n−m, d ≥ 0, r ≥ 0 and d+ r ∈ Λ
+
m. Starting from
(d; a, r), if we take the Operation 1, and then Operation (2,i), for i from 1 to m,
and then Opeartion (3,i), for i from m to 1, we will end the process with (d; a, r)
such that
(1) d+ r = d+ r.
(2) d ≥ d, so equivalently, r ≤ r.
(3) d ∈ Λ+m, and (a, r) ∈ Λ
+
n .
(4) For any triple (d′; a, r′) satisfying (1),(2) and (3) above, d ≤ d′.
In other words, for (d; a, r) such that a ∈ Λ+n−m, d ≥ 0, r ≥ 0 and d+ r ∈ Λ
+
m,
there exists (d; a, r) satisfying (1),(2) and (3) above such that pdλp(a,r) pdλp(a,r).
Moreover, among all the triples satisfying (1), (2) and (3), (d; a, r) is the one with
the smallest d.
Proof. Part (1) is obvious. Part (2) is true because in all the operations, either d
increases or r decreases, and by (1) they are equivalent. Part (3) is true because by
opeartion 1, an−m ≥ r1, and after operation (2,i), ri ≥ rj for all j > i, and after
operation (3,i), di ≤ dj for all j < i.
To prove part (4), we let (d′; a, r′) satisfy (1),(2) and (3). Note that (d; a, r) is the
result of 2i+ 1 operations on (d; a, r). We show below that for any triple (D; a,R)
satisfying D+R = d′ + r′ and D ≤ d′, it still satisfies the same conditions after one
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of the operations in lemma (6.5). Repeating it for 2i + 1 times we prove (4) since
initially we have d ≤ d′.
To be precise, let (D; a,R) be such a triple, and suppose after one of the opera-
tions in lemma (6.5) it becomes (D′; a,R′). We need to show D′ +R′ = d′ + r′ and
D′ ≤ d′. The former one is obvious by the definition of the operations. For the lat-
ter first suppose the operation we took is (3,i), then for any j, either D′j = Dj ≤ d
′
j,
or D′j = Di, in which case j < i, implying D
′
j = Di ≤ d
′
i ≤ d
′
j. So D
′
j ≤ d
′
j anyway
and hence D′ ≤ d′. If the operation we took is (1) or (2,i), we can similarly prove
that R′ ≥ r′, which implies, by D′ +R′ = d′ + r′, that D′ ≤ d′. So in any case
D′ ≤ d′. 
Following lemma (6.5) and (6.6), theorem (6.1) is implied.
7. Vectors invariant under certain open compact subgroups
7.1. The IG-invariant vectors in Ind
G
BG
(χ).
Let IG be the Iwahori subgroup of G. For w ∈ WG, let Φ
wχ
1 be the element in
IndGBG(wχ) defined as
Φwχ1 (g) =
∫
BG
dlb ChIG(bg)(wχ)
−1δ
1
2
BG
(b).
Then Φwχ1 is IG-invariant. And we have
Φwχ1 (1) = Vol(BG ∩ IG) = 1.
For a Weyl element w and a character χ on the TG, let Tw,χ be the Intertwining
operator from IndGBG(χ) to Ind
G
BG
(wχ) defined as
Tw,χf(g) =
∫
N∩wNw−1
dn f(w−1ng).
The integral is convergent when Re(χ) is sufficiently large, and by [3] it continues
holomorphically to generic χ. We write Tw,χ as Tw when there is no risk of confusion.
For generic χ, the G-intertwining operator from IndGBG(χ) to Ind
G
BG
(wχ) is unique
for every w ∈WG. So
Tw1 ◦ Tw2 = c · Tw1w2
for some constant c. Moreover,if we let
cα(χ) =
ζ(〈χ, αˇ〉)
ζ(〈χ, αˇ〉+ 1)
cw(χ) =
∏
α>0,wα<0
cα(χ),
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then by theorem 3.1 in [2]
TwF
0
χ = cw(χ)F
0
wχ.
So if we let
Tw,χ = cw(χ)
−1Tw,χ,
then
Tw1,w2χTw2,χ = Tw1w2,χ
Following section 5 in [4] we state the following results without proof.
Lemma 7.1. Elements in {Tw−1Φ
wχ
1 }w∈WG form a basis of Ind
G
BG
(χ)IG .
By this lemma, we have
Lemma 7.2. one can express F0χ as a linear combination of {Tw−1Φ
wχ
1 }w∈WG. In
fact we have
F0χ = Vol(IG)
−1
∑
w∈WG
cw0(wχ)Tw−1Φ
wχ
1 .
Next we have
Propostion 7.3. For a ∈ T−G,
R(ChIGaIG)Φ
χ
1 = Vol(IG)χδ
− 1
2 (a)Φχ1 . (22)
So as a consequence,
R(ChIGaIG)F
0
χ =
∑
w∈WG
cw0(wχ)(wχ)δ
− 1
2 (a)Tw−1Φ
wχ
1 . (23)
7.2. The IM-Invariant vectors in Ind
MJ
B
MJ
(ξ, ψ).
A similar discussion can be applied to MJ with some modification. Let IM be the
Iwahori subgroup of M, and let IM = IM ⋉ J
0. Consider the space
IndM
J
B
MJ
(ξ, ψ)IM.
We have the following lemma.
Lemma 7.4. Any f ∈ IndM
J
B
MJ
(ξ, ψ)IM is supported on BMJWMIM.
Proof. Since
M = BMWMIM,
we have
MJ = BMJXWMIM.
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Suppose f ∈ IndM
J
B
MJ
(ξ, ψ)IM with f(X(x)w) 6= 0, then since WM normalizes J0, we
have
f(X(x)w) = f(X(x)Y(y)w)
for any y ∈ Om. But then
f(X(x)Y(y)w)
=f(Y(y)X(x)Z(2〈x, y〉)w)
=ψ(〈x, y〉)f(X(x)w).
So ψ(〈x, y〉) = 1 for any y ∈ Om, which means x ∈ Om, completing our proof since
BMJX
0WMIM = BMJWMIM. 
By this lemma, we have
dim IndMJB
MJ
(ξ, ψ)IM ≤ Card(WM).
For any character ξ on TM, let T
ξ,ψ
w be the intertwining operator from Ind
MJ
B
MJ
(ξ, ψ)
to IndMJB
MJ
(wξ, ψ) defined as
Tξ,ψw (f)(g) =
∫
NJ∩wNJw−1\NJ
f(w−1ng) dn.
Similar to the previous subsection, the integral is convergent when Re(ξ) is suffi-
ciently large, and continues holomorphically to generic ξ. In fact the only difference
is that we are integrating on part of X, on which smooth elements in IndM
J
B
MJ
(ξ, ψ) is
compactly supported. For generic ξ, the MJ-intertwining operator from IndMJB
MJ
(ξ, ψ)
to IndMJB
MJ
(wξ, ψ) is unique, so we have
Tw2ξ,ψw1 ◦ T
ξ,ψ
w2
= c · Tξ,ψw1w2
for some constant c. By a similar method as in theorem 3.1 in [2] we have the
following result.
Lemma 7.5. For α being a simple root in M, if we let
c˜α(ξ) =
ζ(〈ξ, α〉)
ζ(〈ξ, α〉+ 1)
,
and let
c˜w(ξ) =
∏
α>0,wα<0
c˜α(ξ),
then,
Tξ,ψw (F
0
ξ,ψ)(e) = c˜w(ξ)
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So if we define
T
ξ,ψ
w = (c˜w(ξ))
−1Tξ,ψw ,
then
T
w2ξ,ψ
w1
◦ T
ξ,ψ
w2
= T
ξ,ψ
w1w2
Let
Ψξ,ψ1 = Fξ,ψ(ChIM),
then we have
Ψξ,ψ1 (g) =

ξψδ
1
2
B
MJ
(b) if g = bn−x, b ∈ B0MJ , n
− ∈ N−,1M , x ∈ X
0.
0 if g /∈ B0MJN
−,1
M X
0
Lemma 7.6. The set {Tw−1Ψ
wξ,ψ
1 }w∈WM forms a basis of Ind
MJ
B
MJ
(ξ, ψ)IM
Proof. Since dim IndMJB
MJ
(ξ, ψ)IM ≤ Card(WM), it suffices to prove that elements in
{Tw−1Ψ
wξ,ψ
1 }w∈WM are linear indepedent. Consider
Tw(Ψ
ξ,ψ
1 )(w
M
0 ) = (c˜w(ξ))
−1
∫
NJ∩wNJw−1\NJ
dnJΨξ,ψ1 (w
−1nJwM0 )
By the definition of Ψξ,ψ1 , the integral is non-zero implies
w−1NJwM0 ∩ BMJN
−
1,MX
0 6= ∅,
which implies
w−1NJ ∩ BMJN
−
1,MX
0(wM0 )
−1 6= ∅.
Note that w−1NJ ⊆ BMw−1NM ⋉ J, and BMJN
−
1,MX
0(wM0 )
−1 ⊆ BM(wM0 )
−1NM ⋉ J, so
by the Bruhat-decomposition on M we have
w = wM0
if Tw(Ψ
ξ,ψ
1 )(w
M
0 ) 6= 0. On the other hand, when w = w
M
0 ,
TwM0 (Ψ
ξ,ψ
1 )(w
M
0 ) = (c˜wM0 (ξ))
−1
∫
N−X
dn dxΨξ,ψ1 (nx)
which equals
(c˜wM0 (ξ))
−1Vol(IM)
by the definition of Ψξ,ψ1 . Now let TwM0 w acts on all elements in {Tw−1f
wξ,ψ
1 }w∈WM
and evaluate them at wM0 . Only TwM0 w ◦ Tw−1f
wξ,ψ
1 is non-zero. So they are linear
independent, and hence form a basis of IndM
J
B
MJ
(ξ, ψ)IM . 
So then we have
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Lemma 7.7. We can write F0χ,ψ as a linear combination of {Tw−1Ψ
wξ,ψ
1 }w∈WM as
F0χ,ψ = Vol(IM)
−1
∑
w∈WM
c˜wM0 (wχ)Tw−1Ψ
wξ,ψ
1 . (24)
Proof. Since {Tw−1Ψ
wξ,ψ
1 }w∈WM is the basis of Ind
MJ
B
MJ
(ξ, ψ)IM , we assume
F0χ,ψ =
∑
w∈WM
bwTw−1Ψ
wξ,ψ
1 .
for some bw ∈ C. Let TwM0 w acts on both sides of the equation and take the value at
wM0 , we obtain that
1 = bw(c˜wM0 (wξ))
−1Vol(IM),
completing our proof. 
Next we consider the action R(ChIMaChIM) on F
0
χ,ψ for a ∈ T
−
M. We have
Propostion 7.8.
R(ChIMaChIM)F
0
χ,ψ =
∑
w∈WM
c˜wM0 (wξ) · (wξ)δ
− 1
2
B
MJ
(a) · Tw−1Ψ
wξ,ψ
1
Proof. Consider R(ChIMaChIM)Ψ
ξ,ψ
1 . Note that it belongs to Ind
MJ
B
MJ
(ξ, ψ)IM , so by
lemma (7.4), we only need to consider its value on WM. Note that when a ∈ T
−
M, we
have the decomposition
IMaIM = N
−,1
M X
0aB0MJ.
Since Ψξ,ψ1 is IM-invariant, and Vol(X
0) = Vol(B0MJ) = 1, so
R(IMaIM)Ψ
ξ,ψ
1 (w) =
∫
N−,1
M
X0
dnΨξ,ψ1 (wnxa)
Suppose it is non-zero, then by considering the support of Ψξ,ψ1 ,
wN−1,MaX ∩ B
0
MJN
−,1
M X
0 6= ∅
so
wN−1,MaXw
M
0 ∩ B
0
MJw
M
0 N
1
MY
0 6= ∅
Note that
wN−1,MaXw
M
0 ⊆ BMww
M
0 NM ⋉ J
and
B0MJw
M
0 N
1
MY
0 ⊆ BMw
M
0 NM ⋉ J.
So by Bruhat decomposition of M we have
w = e.
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This implies that R(IMaIM)Ψ
ξ,ψ
1 is propotional to Ψ
ξ,ψ
1 . Consider R(IMaIM)Ψ
ξ,ψ
1 (e),
which is equal to ∫
N−,1M X
0
dn dxΨξ,ψ1 (nxa).
Note that Ψξ,ψ1 ∈ Ind
MJ
B
MJ
(ξ, ψ), the integral is equal to
ξδ
1
2
B
MJ
(a)
∫
N−,1M X
0
dn dxΨξ,ψ1 (a
−1nxa).
Considering the support of Ψξ,ψ1 ,
ξδ
1
2
B
MJ
(a)
∫
N−,1M X
0
dnΨξ,ψ1 (a
−1nxa) = ξδ
1
2
B
MJ
(a)Vol(N−,1M X
0 ∩ aN−1,MX
0a−1)
When a ∈ T−M, aN
−
1,MX
0a−1 ∈ N−,1M X
0, so
Vol(N−,1M X
0 ∩ aN−1,MX
0a−1)
=Vol(aN−1,MX
0a−1)
=δ−1B
MJ
(a)Vol(IM).
So we have
R(IMaIM)Ψ
ξ,ψ
1 = ξδ
− 1
2
B
MJ
(a)Vol(IM)Ψ
ξ,ψ
1 .
Applying this to both sides of equation (24), our proposition is proved. 
8. γ-factor
In this section we assume (χ, ξ) is generic. We are going to show that
Theorem 8.1. Let χ = (χ1, ..., χn) and ξ = (ξ1, ...ξm). Let Γ(χ, ξ) be a function on
(χ, ξ) given by
Γ(χ, ξ) =
∏
1≤a<b≤n
ζ−1(χa − χb + 1)ζ
−1(χa + χb + 1) ·
n∏
i=1
ζ−1(χi + 1)
·
∏
1≤a<b≤n
ζ−1(ξa − ξb + 1)ζ
−1(ξa + ξb + 1) ·
m∏
j=1
(1 + ξj(p)|p|
1
2 )
·
m∏
j=1
(n−m)+j−1∏
i=1
ζ(χi − ξj +
1
2
)
ζ(−χi + ξj +
1
2
)
·
n∏
i=1
m∏
j=1
ζ(χi + ξj +
1
2
)ζ(−χi + ξj +
1
2
)
Then for any fixed g ∈ G,
lχ,ξ,ψ(R(g)F
0
χ,F
0
ξ,ψ)
Γ(χ, ξ)
is WG ×WM-invariant.
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If we can prove that for (w,w′) = (wα, 1) and (w,w
′) = (1, wβ) where α is a simple
root in G and β is a simple root in M,
Γ(wχ,w′ξ)
Γ(χ, ξ)
=
lwχ,w′ξ,ψ(R(g)F
0
wχ,F
0
w′ξ,ψ)
lχ,ξ,ψ(R(g)F0χ,F
0
ξ,ψ)
then theorem (8.1) is implied. Since we can calculate the left hand side above directly,
we only need to consider the ratio
lwχ,w′ξ,ψ(R(g)F
0
wχ,F
0
w′ξ,ψ)
lχ,ξ,ψ(R(g)F0χ,F
0
ξ,ψ)
. (25)
We obtain its value by the uniqueness of the pair lχ,ξ,ψ. To be precise, for (w,w
′) ∈
WG ×WM, let
l˜χ,ξ,w,w′(Fχ,Fξ,ψ) = lwχ,w′ξ,ψ(T
χ
wFχ,T
ξ,ψ
w′ Fξ,ψ).
Then l˜χ,ξ,w,w′ is also a pairing on Ind
G
BG
(χ) ⊗ IndM
J
B
MJ
(ξ, ψ) satisfying Condition A.
By the uniqueness of such pairing, there exists a constant, which we denote by
γ(χ, ξ, w, w′), such that
l˜χ,ξ,w,w′ = γ(χ, ξ, w, w
′)lχ,ξ,ψ.
Then, since TχwF
0
χ = cw(χ)F
0
wχ and T
ξ,ψ
w′ F
0
ξ,ψ = c˜w′(ξ)F
0
w′ξ,ψ, we have
lwχ,w′ξ,ψ(R(g)F
0
wχ,F
0
w′ξ,ψ)
lχ,ξ,ψ(R(g)F0χ,F
0
ξ,ψ)
=c−1w (χ)c˜
−1
w′ (ξ) ·
l˜χ,ξ,w,w′(R(g)F
0
χ,F
0
ξ,ψ)
lχ,ξ,ψ(R(g)F0χ,F
0
ξ,ψ)
=c−1w (χ)c˜
−1
w′ (ξ)γ(χ, ξ, w, w
′)
So in the rest of this section we calculate γ(χ, ξ, wα, 1) and γ(χ, ξ, 1, wβ). The result
will be stated in theorem (8.3) and (8.7), which implies the theorem (8.1).
8.1. The calculation of γ(χ, ξ, wα, 1).
Let IMJ = IM ⋉ (X
1Y0Z0), and let
F1ξ,ψ = Fξ,ψ(ChIMJ ).
. For w ∈WG, let Φχ,w = Fχ(ChIGwIG). Then by theorem 3.4 in [2]
Twα(Φχ,1 + Φχ,wα) = cα(χ)(Φwαχ,1 + Φwαχ,wα).
So we have
γ(χ, ξ, wα, 1) = cα(χ) ·
lwαχ,ξ,ψ(R(λw
G
0 ) ◦ (Φwαχ,1 + Φwαχ,wα),F
1
ξ,ψ)
lχ,ξ,ψ(R(λwG0 ) ◦ (Φχ,1 + Φχ,wα),F
1
ξ,ψ)
(26)
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Let i′ = i − (n − m). The result of the calculation is stated as the proposition
below:
Propostion 8.2. For generic (χ, ξ), the value of lχ,ξ,ψ(R(λw
G
0 )◦ (Φχ,1+Φχ,wα),F
1
ξ,ψ)
equals
Vol(IG)Vol(IMJ)|p|
−1(1− (χiχ
−1
i+1)(p)|p|)
for α = ei − ei+1, 1 ≤ i ≤ n−m− 1, and equals
Vol(IG)Vol(IMJ) · (|p|
−1 − 1) ·
1− |p|(χiχ
−1
i+1)(p)
(1− (χiξ
−1
i′+1)(p)|p|
1
2 )(1− (χ−1i+1ξi′+1)(p)|p|
1
2 )
for α = ei − ei+1, n−m ≤ i ≤ n− 1, and equals
Vol(IG)Vol(IMJ)|p|
−1 · (1− χn(p)|p|)
for α = 2en.
Substituting this in (26), we have
Theorem 8.3. For generic (χ, ξ), the γ-factor γ(χ, ξ, wα, 1) is equal to
cα(χ) ·
ζ(χi − χi+1 + 1)
ζ(χi+1 − χi + 1)
for α = ei − ei+1, 1 ≤ i ≤ n−m− 1, and
cα(χ) ·
ζ(χi − χi+1 + 1)
ζ(χi+1 − χi + 1)
ζ(χi+1 − ξi′+1 +
1
2
)ζ(−χi + ξi′+1 +
1
2
)
ζ(χi − ξi′+1 +
1
2
)ζ(−χi+1 + ξi′+1 +
1
2
)
for α = ei − ei+1, n−m ≤ i ≤ n− 1, and
cα(χ) ·
ζ(χn + 1)
ζ(−χn + 1)
for α = 2en.
Recall that for (χ, ξ) ∈ Zc, we have
lχ,ξ,ψ(R(g)Fχ(ϕ1),Fξ,ψ(ϕ2)) = Iχ,ξ,ψ(ϕ1, ϕ2)(g).
First we calculate Iχ,ξ,ψ(ChIG ,ChIMJ )(λw0), in fact,
Lemma 8.4. For (χ, ξ) ∈ Zc, we have
Iχ,ξ(ChIG,ChIMJ )(λw0) = Vol(IG)Vol(IM). (27)
Proof. By definition,
Iχ,ξ,ψ(ChIG,ChIMJ )(λw0) =
∫
IG×IMJ
Kχ,ξ,ψ(xw0λ
−1x′)dxdx′
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From now on we write Kχ,ξ,ψ by K for simplicity. Note that
λ−1 = dm(−1,−1, ...,−1)λd(−1,−1, ...,−1) ∈ T
0
MλT
0
M,
so we have ∫
IG×IMJ
dxdx′K(xw0λ
−1x′) =
∫
IG×IMJ
dxdx′K(xw0λx
′).
The proposition is implied if K(xw0λx′) = 1 for all x ∈ IG and x′ ∈ IMJ. To show
this we note that IG = B
0
GN
−,1
G and IMJ = X
1N−,1M B
0
MY
0Z0. So by the definition of
K, we only need to show
K(n′w0λxn
−) = 1
for n′ ∈ N−,1G , x ∈ X
1 and n− ∈ N−,1M . Note that when x ∈ X
1, we have λx ∈ T 0MλT
0
M,
and note that T 0M normalizes both N
−,1
G and N
−,1
M , so it reduces to show that
K(n′w0λn
−) = 1
for n′ ∈ N−,1G , and n
− ∈ N−,1M . The proof for this is similar to that in lemma (8.10),
so we just skip it here. 
Now we consider the calculation of Iχ,ξ,ψ(ChIGwαIG,ChIMJ )(λw0). First, by a similar
method as in lemma (8.10), we have
Iχ,ξ,ψ(ChIGwαIG,ChIMJ )(λw0) = |p|
−1Vol(IG)Vol(IM)
∫
N0α
dnαK(wαnαw0λ).
Combining this with (27), we have
Iχ,ξ,ψ(ChIG +ChIGwαIG,ChIMJ )(λw0) = Vol(IG)Vol(IM)(1+ |p|
−1
∫
N0α
dnαK(wαnαw0λ))
Note that wαnα(t) ∈ T0GTα(t
−1)Nα(−t)N−α(t−1), so it is equal to
Vol(IG)Vol(IM) ·
(
1 + |p|−1
∫
|t|≤1
dtK(Tα(t
−1)w0nα(t
−1)λ)
)
.
We consider the calculation of this case by case.
Case a. When α = ei − ei+1 with 1 ≤ i ≤ n−m− 1 we have nα(t−1)λ = λnα(t−1)
if i < n − m − 1, and nα(t−1)λ = λnα(t−1)u for some u ∈ U with ψU(u) = 1 if
i = n−m− 1. So
K(Tα(t
−1)w0nα(t
−1)λ) = K(Tα(t
−1)w0λnα(t
−1)),
and so ∫
|t|≤1
dtK(Tα(t
−1)w0nα(t
−1)λ) =
∫
|t|≤1
dt(χiχ
−1
i+1)(t)|t|
−1ψ(t−1).
THE WHITTAKER-SHINTANI FUNCTIONS FOR SYMPLECTIC GROUPS 25
We let
I(n) =
∫
|t|=|p|n
dt(χiχ
−1
i+1)(t)|t|
−1ψ(t−1)
=(χiχ
−1
i+1(p))
n|p|−n
∫
|t|=|p|n
dtψ(t−1).
Using lemma (8.11) below we have I(0) = 1 − |p|, I(1) = (−1)(χiχ
−1
i+1)(p)|p|, and
I(n) = 0 if n ≥ 2. Combining these we have
Iχ,ξ,ψ(ChIG + ChIGwαIG ,ChIMJ )(λw0)
=Vol(IG)Vol(IMJ)|p|
−1(1− (χiχ
−1
i+1)(p)|p|),
which is the first part of proposition (8.2)
Case b. When α = ei − ei+1 with n−m ≤ i ≤ n− 1, we let
tj = (1, 1, ...,
j-th
1 + t−1, 1, ..., 1) ∈ Fm. Then nα(t−1)λ = X(t1) if i = n − m, and
nα(t
−1)λ = X(ti′+1)nα(t
−1) if i ≥ n − m + 1. Here i′ = i − (n − m). Note that
w0X(tj) = d
′(tj)w0λd
′(tj), so
K(Tα(t
−1)w0nα(t
−1)λ) =
∫
|t|≤1
dt |t|χi−ξi′+1−
1
2 |t+ 1|−χi+1+ξi′+1−
1
2 .
To calculate this we apply the lemma 8.6 in [7].
Lemma 8.5. Suppose χ and χ′ are two unramified character on F ∗, then
1 + |p|−1
∫
O
dt χ(t)χ′(1 + t) = (|p|−1 − 1)
1− |p|2(χχ′)(p)
(1− |p|χ(p))(1− |p|χ′(p))
.
Applying the lemma for χ = χiξ
−1
i′+1| · |
− 1
2 and χ′ = χ−1i+1ξi′+1| · |
− 1
2 , we have, when
α = ei − ei+1 with n−m ≤ i ≤ n− 1,
Iχ,ξ,ψ(ChIG + ChIGwαIG,ChIMJ )(λw0)
=Vol(IG)Vol(IMJ)(|p|
−1 − 1)
1− |p|(χiχ
−1
i+1)(p)
(1− (χiξ
−1
i′+1)(p)|p|
1
2 )(1− (χ−1i+1ξi′+1)(p)|p|
1
2 )
,
which is the second part of proposition (8.2).
Case c. When α = 2en, we have
nα(t
−1)λ = λZ(t−1)Y1(−t
−1)nα(t
−1)
So ∫
|t|≤1
dtK(Tα(t
−1)w0nα(t
−1)λ) =
∫
|t|≤1
dt χn(t)|t|
−1ψ(t−1).
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Similar to Case a, if we let
I˜(i) =
∫
|t|=|p|i
dtχn(t)|t|
−1ψ(t−1)
=χn(p)
i|p|−i
∫
|t|=|p|i
dtψ(t−1),
then by lemma (8.11),
I˜(i) =


1− |p| if i = 0;
−χn(p)|p| if i = 1;
0 if i ≥ 2.
So
Iχ,ξ,ψ(ChIG + ChIGwαIG,ChIMJ )(λw0)
=Vol(IG)Vol(IMJ)|p|
−1 · (1− χn(p)|p|),
which is part 3 of proposition (8.2).
So by the calculation in the Case a, b and c, we have proved proposition (8.2),
which implies theorem (8.3).
8.2. Calculation of γ(χ, ξ, 1, wβ).
Let χ˜i = χn−m+i for 1 ≤ i ≤ m. Let Φχ,1 = Fχ(Ch(IG)) as before. Recall that
IM = IM ⋉ J
0. Let
Ψξ,ψ,w = Fξ,ψ(ChIMwIM).
Similar to theorem 3.4 in [2], we have
Twβ(Ψξ,ψ,1 +Ψξ,ψ,wβ) = c˜β(ξ)(Ψwβξ,ψ,1 +Ψwβξ,ψ,wβ). (28)
So we have
γ(χ, ξ, 1, wβ) = c˜β(ξ) ·
lχ,wβξ,ψ(R(λw
G
0 )Φχ,1,Ψwβξ,ψ,1 +Ψwβξ,ψ,wβ)
lχ,ξ,ψ(R(λw
G
0 )Φχ,1,Ψξ,ψ,1 +Ψξ,ψ,wβ)
(29)
What we are going to show is
Propostion 8.6. For generic (χ, ξ), the value of lχ,ξ,ψ(R(λw
G
0 )Φχ,1,Ψξ,ψ,1+Ψξ,ψ,wβ)
equals
|p|−1(1− |p|)mVol(IG)Vol(IM)
∏
j 6=i,i+1
ζ(
1
2
− χ˜j + ξj)
·
ζ(ξi − χ˜i +
1
2
)ζ(ξi+1 − χ˜i+1 +
1
2
)ζ(ξi − χ˜i+1 +
1
2
)ζ(−ξi+1 + χ˜i +
1
2
)
ζ(χ˜i − χ˜i+1 + 1)ζ(ξi − ξi+1 + 1)
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when β = ei − ei+1, and equals
|p|−1(1− |p|)mVol(IG)Vol(IM)
m−1∏
j=1
ζ(−χ˜j + ξj +
1
2
)
·
(1− χ˜m| · |)(p)(1 + ξm| · |
1
2 (p))
(1− χ˜−1m ξm| · |
1
2 (p))(1− χ˜mξm| · |
1
2 (p))
when β = 2em.
Substituting this in (29) we have
Theorem 8.7. For generic (χ, ξ), the γ-factor γ(χ, ξ, 1, wβ) equals
c˜β(ξ)
ζ(ξi − ξi+1 + 1)ζ(−χ˜i + ξi+1 +
1
2
)ζ(χ˜i − ξi +
1
2
)
ζ(−ξi + ξi+1 + 1)ζ(χ˜i − ξi+1 +
1
2
)ζ(−χ˜i + ξi +
1
2
)
when β = ei − ei+1, and equals
c˜β(ξ)
ζ(−ξm − χ˜m +
1
2
)ζ(−ξm + χ˜m +
1
2
)ζ(2ξm + 1)ζ(−ξm +
1
2
)
ζ(ξm − χ˜m +
1
2
)ζ(ξm + χ˜m +
1
2
)ζ(−2ξm + 1)ζ(ξm +
1
2
)
when β = 2em.
To prove 8.6, first we have
Propostion 8.8. For (χ, ξ) ∈ ZC ,
Iχ,ξ,ψ(ChIG,ChIM)(λw
G
0 ) = Vol(IG)Vol(IM)
m∏
j=1
1− |p|
1− χ˜−1j ξj(p)|p|
1
2
Proof. By definition, we have
Iχ,ξ,ψ(ChIG ,ChIM)(λw
G
0 ) =
∫
IG
∫
IM
dg dmK(gwG0 λ
−1m).
Since λ ∈ IM, and K is left B0G-invariant and right B
0
M-invariant, and Vol(B
0
G) =
Vol(B0M) = 1, we have∫
IG
∫
IM
dg dmK(gwG0 λ
−1m) =
∫
N−,1
G
dn
∫
N−,1
M
X0
dn′ dx′K(nwG0 n
′x′).
By a similar discussion as in lemma (8.10), which is given later, we have, for all
n ∈ N−,1G and n
′ ∈ N−,1M ,∫
X0
dx′K(nwG0 n
′x′) =
∫
X0
dx′K(wG0 x
′).
So
Iχ,ξ,ψ(ChIG ,ChIM)(λw
G
0 ) = Vol(IG)Vol(IM)
∫
X0
dx′K(wG0 x
′).
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Parametrize X0 as X0 = {X(x) = X(x1, ..., xm)|xi ∈ O for all i}, then,
wG0 X(x1, ..., xm) = dm(x1, ..., xm)w
G
0 λdm(x1, ..., xm) if all xi are non-zero, and
K(wG0 x
′) = 0 otherwise. So∫
X0
dx′K(wG0 x
′) =
m∏
j=1
∫
xj∈O
dxj(χ˜
−1
j ξj| · |
− 1
2 )(xj)
=
m∏
j=1
1− |p|
1− χ˜−1j ξj(p)|p|
1
2
,
where the last equality follows from the following lemma. 
Lemma 8.9. Let χ be an unramified character on F ∗. Then∫
x∈O∗
χ(x) dx =
1− |p|
1− χ(p)|p|
.
We skip its proof.
Next we consider Iχ,ξ,ψ(ChIG ,ChIMwβIM)(λw
G
0 ). By definition, it is equal to∫
IG
dx
∫
IMwβIM
dx′K(xwG0 λ
−1x′).
Note that λ ∈ Im, and IMwβIM = N
−,1
M,βˆ
wβN
0
−βJ
0B0M. So the above integral is equal to∫
N−,1
G
dn
∫
N−,1
M
dn′
∫
N0
−β
dn−β
∫
J0
duK(nwG0 n
′wβn−βu)
We claim that
Lemma 8.10. For any n ∈ N−,1G and n
′ ∈ N−,1M ,∫
N0
−β
dn−β
∫
J0
duK(nwG0 n
′wβn−βu) =
∫
N0
−β
dn−β
∫
J0
duK(wG0 wβn−βu).
Proof. First we have∫
N0
−β
dn−β
∫
J0
duK(nwG0 n
′wβn−βu) =
∫
N0
−β
dn−β
∫
J0
duK(nwG0 wβn−βu). (30)
for some n ∈ N−,1G . This is true because
(1) wG0 N
−,1
M w
G
0 = N
1
M,
(2) N−,1G N
1
M ⊂ B
0
MN
−,1
G ,
(3) K is left B0M-invariant.
Continue the calculation, the right hand side of equation (30) is equal to∫
N0
−β
dn−β
∫
J0
duK(wG0 n˜wβn−βu) (31)
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for some n˜ ∈ N1G. We write n˜ as n˜ = n1n2J(x, y, z)n3 where n1 ∈ N
1
β , n2 ∈ N
1
M,βˇ
,
J(x, y, z) ∈ J1, and n3 ∈ U
1. Here NM,βˇ is the subgroup of NM generated by all
positive roots in M except β. Then (31) is equal to∫
N0
−β
dn−β
∫
J0
duK(wG0 n1n2J(x, y, z)n3wβn−βu)
Our lemma will be proved if we remove n1n2J(x, y, z)n3 in the integral, which is by
the following steps
(1) First, n3 can be removed because U
1 is normalized by wβ, N
0
−β , and J
0, and
K is right U1-invariant.
(2) Note that J1 is normalized by wβN
0
−β, we can remove J
1(x, y, z) by a change
of variable in the integral of J0.
(3) We can remove n2 because N
1
M,βˇ
is normalized by wβN
0
−β, and N
1
M,βˇ
normalizes
J0, and K is right N1
M,βˇ
-invariant.
(4) Finally, note that N1βwβ = wβN
1
−β, we can remove n1 by a change of variable
in the integral of N0−β
So the lemma is proved. 
By the lemma we have
Iχ,ξ,ψ(ChIG,ChIMwβIM)(λw
G
0 ) = |p|
−1Vol(IG)Vol(IM)
∫
|t|≤1
dt
∫
X0
dxK(wG0 wβn−β(t)x)
Combining this with proposition (8.8), we have
Iχ,ξ,ψ(ChIG ,ChIM + ChIMwβIM)(λw
G
0 )
=Vol(IG)Vol(IM)

 m∏
j=1
1− |p|
1− χ˜−1j ξj(p)|p|
1
2
+ |p|−1
∫
|t|≤1
dt
∫
X0
dxK(wG0 wβn−β(t)x)

 .
(32)
Now we calculate ∫
|t|≤1
dt
∫
X0
dxK(wG0 wβn−β(t)x).
Note that wβn−β(t) = n−β(−t−1)Nβ(t)Tβ(t), so
∫
|t|≤1
dt
∫
X0
dxK(wG0 wβn−β(t)x)
=
∫
|t|≤1
dt
∫
X0
dxK(wG0 n−β(−t
−1)nβ(t)Tβ(t)x)
=
∫
|t|≤1
dt
∫
X0
dxK(wG0 x
nβ(t)Tβ (t))(ξδ
− 1
2
BJ
M
)(Tβ(t))
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Below we discuss this integral case by case.
Case a. When β = ei − ei+1.
We parametrize X0 as X(x) = X(x1, ..., xm) with xj ∈ O. Then we have
X(x1, ..., xm)
nβ(t)Tβ(t) = X(x1, ..., xi−1, t
−1xi,−xi + txi+1, xi+2, . . . , xm)
and
(ξδ
− 1
2
BJ
M
)(Tβ(t)) = (ξiξ
−1
i+1| · |
−1)(t).
Let x(i, t) = (x1, ..., xi−1, t
−1xi,−xi + txi+1, xi+2, ..., xm), then∫
|t|≤1
dt
∫
X0
dxK(wG0 x
nβ(t)Tβ (t))(ξδ−
1
2 )(Tβ(t))
=
∫
|t|≤1
dt
∫
|xi|≤1,i=1,2,...,m
dxi (ξiξ
−1
i+1)(t)|t|
−1K(wG0 X(x(i, t))).
Note that if none of the components of x(i, t) is zero, then
wG0 X(x(i, t)) = dm(x(i, t))w
G
0 λdm(x(i, t))
and K(wG0 X(x(i, t))) = 0 if otherwise. So the integral above is equal to∏
j∈{1,2,...,i−1,i+2,...,m}
∫
xj∈O
(χ˜−1j ξj| · |
− 1
2 )(xj) dxj ·
∫
|t|≤1,|xi|≤1,|xi+1|≤1
dt dxi dxi+1(ξiξ
−1
i+1| · |
−1)(t)
(χ˜−1i ξi| · |
− 1
2 )(t−1xi) (χ˜
−1
i+1ξi+1| · |
− 1
2 )(−xi + txi+1)
By lemma (8.9), it is equal to
∏
j∈{1,2,...,i−1,i+2,...,m}
1− |p|
1− χ˜−1j ξj(p)|p|
1
2∫
|t|≤1,|xi|≤1,|xi+1|≤1
dt dxi dxi+1(ξiξ
−1
i+1| · |
−1)(t)
(χ˜−1i ξi| · |
− 1
2 )(t−1xi) (χ˜
−1
i+1ξi+1| · |
− 1
2 )(−xi + txi+1)
(33)
Let I(a, b) be part of the integral above for |t| = |p|a and |xi| = |p|b with a, b ≥ 0,
then the integral is equal to
∑
a,b≥0 I(a, b). When a > b. i.e., |xi| > |t|, we have
| − xi + txi+1| = |xi|. So
I(a, b) = (1− |p|)2|p|
a
2 χ˜a−bi χ˜
−b
i+1ξ
b
i ξ
−a+b
i+1 .
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When a ≤ b, i.e., |xi| ≤ |t| we can change the variable xi+1 → xi+1 +
xi
t
, we have
I(a, b) =
∑
c≥0
(1− |p|)3|p|
(b+c)
2 χ˜a−bi χ˜
−a−c
i+1 ξ
b
i ξ
c
i+1,
where the summand for c corresponds to |xi+1| = |p|c after the change of variable.
So applying this to equation (32) and by some calculation,
Iχ,ξ,ψ(ChIG,ChIM + ChIMwβIM)(λw
G
0 ) = Vol(IG)Vol(IM)
·

 m∏
j=1
1− |p|
1− χ˜−1j ξj(p)|p|
1
2
+ |p|−1
∏
j 6=i,i+1
1− |p|
1− χ˜−1j ξj(p)|p|
1
2
∑
a,b≥0
I(a, b)


=|p|−1(1− |p|)mVol(IG)Vol(IM)
∏
j 6=i,i+1
ζ(
1
2
− χ˜j + ξj)
·
ζ(ξi − χ˜i +
1
2
)ζ(ξi+1 − χ˜i+1 +
1
2
)ζ(ξi − χ˜i+1 +
1
2
)ζ(−ξi+1 + χ˜i +
1
2
)
ζ(χ˜i − χ˜i+1 + 1)ζ(ξi − ξi+1 + 1)
which is the first part of proposition (8.6)
Case b. When β = 2em, we have
(ξδ
− 1
2
B
MJ
)(Tβ(t)) = ξm(t)|t|
− 3
2 ,
and
X(x1, ..., xm)
nβ(t)Tβ (t) = X(x1, ..., xm−1, t
−1xm)Y1(−xm)Z(t
−1x2m).
So ∫
|t|≤1
dt
∫
X0
dxK(wG0 x
nβ(t)Tβ(t))(ξδ−
1
2 )(Tβ(t))
=
∫
|t|≤1
dt
∫
xi∈O
dxi ψ(t
−1x2m)ξm(t)|t|
− 3
2K(wG0 X(x1, ..., xm−1, t
−1xm)) (34)
=
m−1∏
j=1
1− |p|
1− χ˜−1j ξj| · |
1
2 (p)
(35)
·
∫
t,xm∈O
dt dxm (χ˜
−1
m ξm| · |
− 1
2 )(t−1xm)(ξm| · |
− 3
2 )(t)ψ(t−1x2m). (36)
Let I(a, b) be part of the integral above when |t| = |p|a and |xm| = |p|b. To calculate
I(a, b), we apply the following lemma which can be proved by direct calculation
Lemma 8.11. Suppose |x| = |p|i, then
∫
|t|=|p|j
ψ(t−1x)dt =


|p|j(1− |p|) if j ≤ i
−|p|i+2 if j = i+ 1
0 if j ≥ i+ 2
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So I(a, b) = (1−|p|)2χ˜a−bm ξ
b
m|p|
1
2
b when 0 ≤ a ≤ 2b, and I(a, b) = −(1−|p|)χ˜mξbm|p|
1
2
b+1
when a = 2b+ 1, and I(a, b) = 0 when a ≥ 2b+ 2. Applying these to equation (32)
and by some calculation, we have
Iχ,ξ,ψ(ChIG,ChIM + ChIMwβIM)(λw
G
0 )
=|p|−1(1− |p|)mVol(IG)Vol(IM)
m−1∏
j=1
ζ(−χ˜j + ξj +
1
2
)
·
(1− χ˜m| · |)(p)(1 + ξm| · |
1
2 (p))
(1− χ˜−1m ξm| · |
1
2 (p))(1− χ˜mξm| · |
1
2 (p))
which is the second part of the proposition (8.6). Combining Case a and b, we have
proposition 8.6, which implies theorem 8.7.
9. Formula for generic (χ, ξ)
In this section we discuss the value of I0χ,ξ,ψ(p
dλpf ) for generic (χ, ξ) where d ∈ Λ+m
and f ∈ Λ+n . First we claim that
Lemma 9.1. For any g ∈ IG and m ∈ IM, we have
p
dλwG0 p
−f
p
dmλwG0 gp
−f
in the double coset UKMJ\G/KG.
Proof. When d ∈ Λ+m and f ∈ Λ
+
n , we have p
dB0Mp
−d ∈ B0M and p
fB0Gp
−f ∈ B0G, so
it suffices to prove the lemma when g ∈ N−,1G and m ∈ N
−,1
M , which is true by the
method in lemma (8.10). 
Now we consider
Γ−1(χ, ξ) · lχ,ξ,ψ(R(λw
G
0 )R(IGp
−f IG)F
0
χ, R(IMp
−dIM)F
0
ξ,ψ).
By lemma (9.1) it is equal to
Γ−1(χ, ξ)Vol(IG)Vol(IM)
∫
X0
dx I0χ,ξ,ψ(p
dxpf ).
On the other hand, by lemma (7.3) and (7.8), it is equal to
Γ−1(χ, ξ)
∑
w∈WG,w′∈WM
cwG0 (wχ)(wχδ
− 1
2
BG
)(p−f)c˜wM0 (w
′ξ)(w′ξδ
− 1
2
B
MJ
)(p−d)
· lχ,ξ,ψ(R(λw0)Tw−1Φ
wχ
1 , T (w′)−1Ψ
w′ξ,ψ
1 )
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So we have
Γ−1(χ, ξ)
∫
X0
I0χ,ξ,ψ(p
dxpf ) = Vol(IG)
−1Vol(IM)
−1
·
∑
w∈WG,w′∈WM
(
cwG0 (wχ)(wχδ
− 1
2
BG
)(p−f )c˜wM0 (w
′ξ)(w′ξδ
− 1
2
B
MJ
)(p−d)
· lχ,ξ,ψ(R(λw0)Tw−1Φ
wχ
1 , T (w′)−1Ψ
w′ξ,ψ
1 )Γ
−1(χ, ξ)
)
.
(37)
To calculate the right hand side of the equation above, we use the following lemma
without proof.
Lemma 9.2. For generic (χ, ξ), and (d, f) ∈ Λ+m × Λ
+
n , let
B(χ, ξ,d, f) =
∑
w∈WG,w′∈WM
A(χ, ξ, w, w′)(wχ)(pf)(w′ξ)(pd).
Suppose B(χ, ξ,d, f) is WG ×WM-invariant for all (d, f) ∈ Λ+m × Λ
+
n , then we have
A(χ, ξ, w, w′) = A(wχ,w′ξ, e, e).
By this lemma, the summation on the right hand side of (37) is determined by its
summand at (w,w′) = (e, e), which, by proposition 8.8, is equal to
cwG0 (χ)(χδ
− 1
2
BG
)(p−f )c˜wM0 (ξ)(ξδ
− 1
2
B
MJ
)(p−d) · lχ,ξ,ψ(R(λw0)Φ
χ
1 ,Ψ
ξ,ψ
1 ) · Γ
−1(χ, ξ)
=(1− |p|)mb(χ, ξ)d(χ)d′(ξ)(χδ
− 1
2
BG
)(p−f )(ξδ
− 1
2
B
MJ
)(p−d)Vol(IG)Vol(IM),
where
d(χ) =
∏
1≤a<b≤n
ζ(χa − χb)ζ(χa + χb)
n∏
i=1
ζ(χi),
d′(ξ) =
∏
1≤a<b≤m
ζ(ξa − ξb)ζ(ξa + ξb)
m∏
j=1
ζ(2ξj),
and
b(χ, ξ) =
∏
i<j+n−m
ζ−1(χi − ξj +
1
2
) ·
∏
i>j+n−m
ζ−1(−χi + ξj +
1
2
)
∏
1≤j≤m
ζ−1(ξj +
1
2
) ·
∏
1≤i≤n
1≤j≤m
ζ−1(χi + ξj +
1
2
)
Applying the lemma 9.2, we have∫
X0
dx I0χ,ξ,ψ(p
dxpf ) = (1− |p|)mΓ(χ, ξ)
·
∑
w∈WG,w′∈WM
b(wχ,w′ξ)d(wχ)d′(w′ξ)(wχδ
− 1
2
BG
)(p−f)(w′ξδ
− 1
2
B
MJ
)(p−d).
(38)
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Though this is not a direct formula for I0χ,ξ,ψ(p
dλpf), we have the following theorem.
Theorem 9.3. Let l(d, f) = I0χ,ξ,ψ(p
dλpf ), and let
L(d, f) =
∫
X0
dx I0χ,ξ,ψ(p
dxpf ), (39)
then l(0, f) = L(0, f). Moreover, there exists a(d′) ≥ 0 such that
l(d, f) =
∑
d′
a(d′)L(d′, f + d− d′)
where the sum is over the set {d′ | d′ ≤ d,d′ ∈ Λ+m, f + d− d
′ ∈ Λ+n }, and we have
a(d) > 0.
Proof. We have l(0, f) = L(0, f) by the KMJ-invariance on the left. Because of this,
if we can prove
L(d, f) =
∑
d′
b(d′)l(d′, f + d− d′) (40)
where d′ runs over {d′ | d′ ≤ d, d′ ∈ Λ+m, f + d− d
′ ∈ Λ+n } with b(d
′) ≥ 0 and b(d) >
0, then the theorem is implied. Expand the right hand side of equation (39), and then
by lemma (6.3), L(d, f) is a linear combination of I0χ,ξ,ψ(p
dX(c)pf ) with non-negative
coefficients where 0 ≤ c ≤ d. Note that I0χ,ξ,ψ(p
dX(c)pf ) = I0χ,ξ,ψ(p
d−cλpf+c), and
that (d− c; f + c) satisfies the assumption in lemma (6.6). So by lemma (6.6),
I0χ,ξ,ψ(p
d−cλpf+c) = I0χ,ξ,ψ(p
d′λpf+d−d
′
) where d′ satisfies the conditions in our theo-
rem, so we have (40). To show that b(d) 6= 0, note that when x ∈ (O∗)m,
I0χ,ξ,ψ(p
dX(x)pf ) = l(d, f), so b(d) ≥ (1− |p|)m > 0, completing our proof. 
10. Normalization
By equation (38), we have
I0χ,ξ,ψ(e) = (1− |p|)
mΓ(χ, ξ) ·
∑
w∈WG,w′∈WM
b(wχ,w′ξ)d(wχ)d′(w′ξ).
Now we calculate the value of I0χ,ξ,ψ(e). The method is similar to that in section 11
in [7]. Our conclusion is
Theorem 10.1. The value of I0χ,ξ,ψ at identity is given by
I0χ,ξ,ψ(e) = (1− |p|)
mΓ(χ, ξ)ζ(1)m
m∏
i=1
ζ−1(2i).
Let C =
∑
w∈WG,w′∈WM b(wχ,w
′ξ)d(wχ)d′(w′ξ), then what we need to show is
C = ζ(1)m
m∏
i=1
ζ−1(2i).
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In this section we simply denote χi(p) (resp. ξj(p)) as χi (resp. ξj) for convenience.
Let b1(χ) be a function defined on χ ∈ Cn and b2(ξ) a function on ξ ∈ Cm, we define
AWG (b1(χ)) =
∑
w∈WG
sgn(w)b1(wχ).
and
AWM(b2(ξ)) =
∑
w′∈WM
sgn(w′)b2(w
′ξ).
Then it is not hard to see that
Lemma 10.2. For w ∈WG and w′ ∈WM, we have
AWG(b1(wχ)) = sgn(w)AWG(b1(χ)),
AWM(b2(w
′ξ)) = sgn(w′)AWM(b2(ξ)).
For ǫ ∈ Zn and µ ∈ Zm, let χǫ =
∏
i χ
ǫi
i and ξ
µ =
∏
j ξ
µj
j . We say ǫ (resp. µ) is
regular if wǫ = ǫ (resp. w′µ = µ) implies w = e (resp. w′ = e). Then we have
Lemma 10.3. For non-regular ǫ and µ,
AWG(χ
ǫ) = 0; AWM(ξ
µ) = 0.
Let ρ1 = (n−
1
2
, n− 3
2
, ..., 1
2
) and let ρ2 = (m,m− 1, ..., 1). Let
P(χ) = χρ1 ; Q(ξ) = ξρ2.
Note that ρ1 is the half sum of postive roots in Gˆ = SO2n+1(C), and ρ2 is that of
M = SP2m, and note that WG = WGˆ, so, by the Weyl character formula on Gˆ and
on M, we have
d(χ) =
(−1)n
P(χ)AWG(P(χ))
, d′(ξ) =
(−1)m
Q(ξ)AWM(Q(ξ))
.
From which we know that
d(wχ) =
(−1)nsgn(w)
P(wχ)AWG(P(χ))
, d′(w′ξ) =
(−1)msgn(w′)
Q(w′ξ)AWM(Q(ξ))
.
So we have
C = (−1)m+n
(AWG ◦ AWM)(b(χ, ξ)P(χ
−1)Q(ξ−1))
AWG(P(χ))AWM(Q(ξ))
. (41)
Note that sgn(wG0 )sgn(w
M
0 ) = (−1)
m+n, wG0 (χ) = χ
−1 and wM0 (ξ) = ξ
−1. So
C =
(AWG ◦ AWM)(b(χ
−1, ξ−1)P(χ)Q(ξ))
AWG(P(χ))AWM(Q(ξ))
.
To calculate C, we need to simplify (AWG ◦ AWM)(b(χ
−1, ξ−1)P(χ)Q(ξ)).
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Lemma 10.4. Let
A(χ, ξ) =
b(χ−1, ξ−1)P(χ)Q(ξ)∏n−m
i=1
∏m
j=1 ζ
−1(−χi + ξj +
1
2
)ζ−1(−χi − ξj +
1
2
)
then
C =
(AWG ◦ AWM)(A(χ, ξ))
AWG(P(χ))AWM(Q(ξ))
.
Proof. Consider b(χ−1, ξ−1)P(χ)Q(ξ), wihch is equal to∏
i<j+n−m
ζ−1(−χi + ξj +
1
2
) ·
∏
i>j+n−m
ζ−1(+χi − ξj +
1
2
)
∏
1≤j≤m
ζ−1(−ξj +
1
2
) ·
∏
1≤i≤n
1≤j≤m
ζ−1(−χi − ξj +
1
2
) · χρ1ξρ2.
Let b(χ−1, ξ−1)P(χ)Q(ξ) =
∑
ǫ,µ cǫ,µ · χ
ǫξµ, then
(AWG ◦ AWM)(b(χ
−1, ξ−1)P(χ)Q(ξ)) =
∑
ǫ,µ regular
cǫ,µ · (AWG ◦ AWM)(χ
ǫξµ).
By considering the power of χ, for those (ǫ, µ) with cǫ,µ 6= 0, we have
ǫi ∈

[
1
2
+ (n− i)− 2m, 1
2
+ (n− i)] when 1 ≤ i ≤ n−m
[ 1
2
−m,m− 1
2
] when n−m+ 1 ≤ i ≤ n
Suppose ǫ is regular, then for n − m + 1 ≤ i ≤ n, {|ǫi|} must be a permutation
of {1
2
, 3
2
, ..., m − 1
2
}, which implies ǫn−m =
1
2
+ m, which then implies ǫn−m−1 =
1
2
+ (m + 1), and so on. Eventually we have, ǫi =
1
2
+ n − i for 1 ≤ i ≤ n −
m. In other words, for 1 ≤ i ≤ n − m, ǫi should attain its upper bound. This
implies that (AWG ◦ AWM)(b(χ
−1, ξ−1)P(χ)Q(ξ)) remains the same if we divides∏n−m
i=1
∏m
j=1 ζ
−1(−χi + ξj +
1
2
)ζ−1(−χi − ξj +
1
2
) from b(χ−1, ξ−1)P(χ)Q(ξ), which
equals A(χ, ξ). 
Let χ˜ = (χ˜1, . . . , χ˜m) ∈ C
m such that χ˜i = χn−m+i. Let
A˜(χ˜, ξ) =
A(χ, ξ)∏n−m
i=1 χ
1
2
+(n−i)
i
=
∏
i<j
ζ−1(−χ˜i + ξj +
1
2
)
∏
i>j
ζ−1(χ˜i − ξj +
1
2
)
∏
1≤j≤m
ζ−1(−ξj +
1
2
)
∏
1≤i,j≤m
ζ−1(−χ˜i − ξj +
1
2
)χ˜ρ˜1ξρ2 ,
where ρ˜1 = (m−
1
2
, n− 3
2
, ..., 1
2
). Then we have the following lemma.
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Lemma 10.5. If we let P(χ˜) = χ˜ρ˜1, and let
(AWM ◦ AWM)(A˜(χ˜, ξ)) =
∑
w1,w2∈WM
sgn(w1)sgn(w2)A˜(w1χ˜, w2ξ),
then
C =
(AWM ◦ AWM)(A˜(χ˜, ξ))
AWM(P˜(χ˜))AWM(Q(ξ))
.
Moreover, the value of C is independent of (χ, ξ).
Proof. What we actually need to prove is
(AWG ◦ AWM)(A(χ, ξ))
AWG(P(χ))AWM(Q(ξ))
=
(AWM ◦ AWM)(A˜(χ˜, ξ))
AWM(P˜(χ˜))AWM(Q(ξ))
and that it is independent of (χ, ξ). Let A(χ, ξ) =
∑
ǫ,µ dǫ,µχ
ǫξµ. Then by the
discussion in the previous lemma,
ǫi =
1
2
+ n− i, for 1 ≤ i ≤ n−m
ǫi ∈ [−(m−
1
2
), m−
1
2
], for i > n−m.
So for each regular ǫ, if we let ǫ′ = (ǫn−m+1, . . . , ǫn) ∈ Z
m, then
(1) ǫ = (n− 1
2
, n− 3
2
, . . . , m+ 1
2
; ǫ′).
(2) Note that χǫ =
∏n−m
i=1 χ
1
2
+(n−i)
i · χ˜
ǫ′, so
A˜(χ˜, ξ) =
∑
ǫ,µ
dǫ,µχ˜
ǫ′ξµ
(3) ǫ is regular if and only if ǫ′ is regular with respect to the action of WM. So
when ǫ is regular, {|ǫn−m+1|, . . . , |ǫn|} is a permutation of {
1
2
, . . . , m− 1
2
}, and
hence there exists w1 ∈WM, such that ǫ = w1ρ1 and ǫ′ = w1ρ˜1.
By a similar consideration on the power of ξ, if µ is regular, we have
{|µ1|, . . . , |µm|} is a permutation of {1, . . . , m}.
So for (ǫ, µ) being regular, we let ǫ = w1ρ1 (so ǫ
′ = w1ρ˜1), and µ = w2ρ2, where
w1, w2 ∈WM, and we let dw1,w2 = dǫ,µ. Then
(AWG ◦ AWM)(A(χ, ξ)) =
∑
ǫ,µ regular
dǫ,µ(AWG ◦ AWM)(χ
ǫξµ)
=
∑
w1,w2∈M
dw1,w2(AWG ◦ AWM) ((χ)
w1ρ1(ξ)w2ρ2)
=AWG(P(χ))AWM(Q(ξ))
∑
w1,w2∈M
dw1,w2sgn(w1)sgn(w2).
38 XIN SHEN
and
(AWM ◦ AWM)(A˜(χ˜, ξ)) =
∑
ǫ,µ regular
dǫ,µ(AWM ◦ AWM)(χ˜
ǫ′ξµ)
=
∑
w1,w2∈M
dw1,w2(AWM ◦ AWM)
(
(χ˜)w1ρ˜1(ξ)w2ρ2
)
=AWM(P˜(χ˜))AWM(Q(ξ))
∑
w1,w2∈M
dw1,w2sgn(w1)sgn(w2).
So
C =
(AWG ◦ AWM)(A(χ, ξ))
AWG(P(χ))AWM(Q(ξ))
=
∑
w1,w2∈M
dw1,w2sgn(w1)sgn(w2)
=
(AWM ◦ AWM)(A˜(χ˜, ξ))
AWM(P˜(χ˜))AWM(Q(ξ))
,
completing our proof since dw1,w2 is independent of (χ, ξ). 
So to find the value of C one only needs to find the value of
(AWM ◦ AWM)(A˜(χ˜, ξ))
AWM(P˜(χ˜))AWM(Q(ξ))
for a special (χ, ξ). From now on we let χ˜i = −(m + 1− i) and ξj = −(m+
1
2
− j),
then we have the following lemma
Lemma 10.6. If A˜(wχ˜, w′ξ) 6= 0, then w = w′ = e.
Proof. We denote χ˜−i = −χ˜i and ξ−j = ξj. For any weyl element w,w′ ∈WM, there
exists σ, σ′, permutations of the set {±1,±2, . . . ,±m} such that
(1) σ(−i) = −σ(i), σ′(−j) = −σ′(j).
(2) (wχ˜)i = χ˜σi , (w
′ξ)j = ξσ′
j
.
So w = w′ = e if and only if σ = σ′ = id. Now suppose A˜(wχ˜, w′ξ) 6= 0, since
ζ−1(0) = 0, we σ and σ′ should satisfy the following properties:
(1) For any i < j, χ˜σi − ξσ′(j) 6=
1
2
.
(2) For any i > j, χ˜σi − ξσ′(j) 6= −
1
2
.
(3) For any 1 ≤ j ≤ m, ξσ′(j) 6=
1
2
.
(4) For any 1 ≤ i, j ≤ m, χ˜σi + ξσ′(j) 6=
1
2
These four conditions actually imply σ = σ′ = 1. To see this we consider A =
{χ˜σ(i), 1 ≤ i ≤ m} and B = {ξσ′(j), 1 ≤ j ≤ m}. Note that {|χ˜σ(1)|, . . . , |χ˜σ(m)|} =
{1, . . . , m} and {|ξσ(1)|, . . . , |ξσ(m)|} = {
1
2
, . . . , (m − 1
2
)}. By property (3), 1
2
/∈ B,
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which implies −1
2
∈ B. Then by property (4), 1 /∈ A. So then −1 ∈ A. Then again
by property (4), 3
2
/∈ B, so then−3
2
∈ B. And then by property (4), 2 /∈ A, so−2 ∈ A.
Continuing this process, we will eventually have A = {−m,−(m − 1), ...,−1} and
B = {−m+ 1
2
,−m+ 3
2
, ...,−1
2
}. So σ and σ′ are actually permutations of {1, 2, ..., m}.
Note that χ˜k−ξk = −
1
2
, so by property (2), σ(i) 6= σ′(j) for any i > j, which implies
that
σ−1(k) ≤ (σ′)−1(k) (42)
when 1 ≤ k ≤ m. On the other hand, since χ˜k+1 − ξk =
1
2
, we have
σ−1(k + 1) ≥ (σ′)−1(k). (43)
by property (1). Combining equation (42) and (43), we have
(σ′)−1(m) ≥ σ−1(m) ≥ (σ′)−1(m− 1) ≥ σ−1(m− 1) ≥ ... ≥ (σ′)−1(1) ≥ σ−1(1),
which implies that σ = σ′ = id. 
By the lemma,
C =
A˜(χ˜, ξ)
AWM(P˜(χ˜))AWM(Q(ξ))
where χ˜i = −(n + 1 − i) and ξj = −(m +
1
2
− j). Note that by the Weyl character
formula,
AWM(P˜(χ˜)) =
∏
1≤a<b≤m
ζ−1(−χ˜a + χ˜b)ζ
−1(−χ˜a − χ˜b)
n∏
i=1
ζ−1(−χ˜i)P˜(χ˜);
AWM(Q(ξ)) =
∏
1≤a<b≤m
ζ−1(−ξa + ξb)ζ
−1(−ξa − ξb)
m∏
j=1
ζ−1(−2ξj)Q(ξ).
By direct calculation we have
C = ζ(1)m
m∏
i=1
ζ−1(2i).
11. Uniqueness of the Whittaker Shintani function
In this section we show the following theorem.
Theorem 11.1. Let Wχ,ξ,ψ be a Whittaker Shintani function on G. Let W(d, f) =
Wχ,ξ,ψ(p
dλpf) with d ∈ Λ+m and f ∈ Λ
+
n . If W(0, 0) = 0, then W(d, f) = 0 for every
d ∈ Λ+m and f ∈ Λ
+
n .
Combine this with theorem (6.1) we know that for all (χ, ξ), the space of Whittaker
Shintani function WSχ,ξ,ψ is of at most one dimensional. The method we use in the
proof is from [7] and [9]. First we define an order on Λ+n × Λ
+
m as
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Definition 11.2. Let ̟k, ̟
′
l be the dominant weights of G and M. For any
(d′, f ′), (d, f) ∈ Λ+m × Λ
+
n , we write (d, f) ≥WS (d
′, f ′) if
(1) 〈̟l, f〉 ≥ 〈̟l, f ′〉 for 1 ≤ k ≤ n−m
(2) 〈̟l, f〉+ 〈̟′l−(n−m),d〉 ≥ 〈̟l, f
′〉+ 〈̟l−(n−m),d
′〉 for n−m+ 1 ≤ l ≤ n
(3) 〈̟n−m+l−1, f〉+ 〈̟′l,d〉 ≥ 〈̟n−m+l−1, f
′〉+ 〈̟l,d′〉 for 1 ≤ l ≤ m
Then we have the following lemma
Lemma 11.3. Suppose (d, f) ∈ Λ+m × Λ
+
n .
(1) If (d′, f ′) ∈ Λ+m × Λ
+
n satisfies
KMJp
dKGp
fKG ∩ ZUKMJp
d′λpf
′
KG 6= ∅,
then (d, f) ≥WS (d′, f ′).
(2) If u ∈ U and z ∈ Z satisfies
KMJp
dKGp
fKG ∩ zuKMJp
dλpfKG 6= ∅,
then ψU(u) = 1 and ψ(z) = 1.
Before proving the lemma (11.3), we first show it implies theorem (11.1).
Proof of theorem (11.1). Consider
∫
K
MJ
pdKGpfKG
dgIχ,ξ,ψ(g). On the one hand it is
equal to
ωχ(ChKGpfKG)ωξ(ChKMJpdKMJ )W(0, 0).
On the other hand, by lemma (11.3) and themrem (6.1) it is equal to∑
(d′,f ′)≤WS(d,f),(d′,f ′)∈Λ
+
m×Λ
+
n
Cd′,f ′W(d
′, f ′).
Where Cd,f is positive by the second part of the lemma (11.3). So if W(0, 0) = 0,
we have ∑
(d′,f ′)≤WS(d,f),(d′,f ′)∈Λ
+
m×Λ
+
n
Cd′,f ′W(d
′, f ′) = 0
for all (d, f) ∈ Λ+m × Λ
+
n . Taking the induction on (d, f) by the order ≤WS we have
W(d, f) = 0
for all (d, f) ∈ Λ+m × Λ
+
n , completing our proof. 
So in the rest of this section we only need to prove lemma (11.3). To prove the
first part of lemma (11.3), we need the following lemma.
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Lemma 11.4. Let N2n = {1, 2, . . . , 2n}, and let g, g1, g2, g3 ∈ G. For I = (i1, . . . , ik),
J = (j1, . . . , jk) ∈ (N2n)k, we denote fI,J(g) =
∏k
s=1 gis,js, and
∆I,J(g) = det(gI,J) =
∑
σ∈Sk
sgn(σ)
k∏
s=1
gis,jσ(s).
If g = g1g2g3, then we have
∆I,J(g) =
∑
A,C∈N k2n
fI,A(g
1)∆A,C(g
2)fC,J(g
3). (44)
Proof. Since g = g1g2g3, we have
gi,j =
∑
a,b
g1i,ag
2
a,bg
3
b,j, (45)
where a, b runs over N k2n. So
∆I,J(g) =
∑
σ∈Sk
sgn(σ)
∑
(a1,...,ak),(b1,...,bk)∈(N2n)k
k∏
s=1
g1is,asg
2
as,bsg
3
bs,jσ(s)
. (46)
Note that Sk acts on (N2n)k. If we define cs = bσ−1(s), then
∑
(a1,...,ak),(b1,...,bk)∈(N2n)k
k∏
s=1
g1is,asg
2
as,bsg
3
bs,jσ(s)
=
∑
(a1,...,ak),(c1,...,ck)∈(N2n)k
k∏
s=1
g1is,asg
2
as,cσ(s)
g3cσ(s),jσ(s).
Note that for any σ ∈ Sk,
k∏
s=1
g3cσ(s),jσ(s) =
k∏
s=1
g3cs,js.
So (46) is equal to
∑
(a1,...,ak),(c1,...,ck)∈(N2n)k
k∏
s=1
(
g1is,asg
3
cs,js
)
·
∑
σ∈Sk
sgn(σ)
k∏
s=1
g2as,cσ(s)
=
∑
(a1,...,ak),(c1,...,ck)∈(N2n)k
k∏
s=1
(
g1is,asg
3
cs,js
)
·∆(a1,...,ak),(c1,...,ck)(g
2).
which is the formula we want to prove. 
By this lemma we can prove the first part of lemma (11.3).
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Proof of first part of lemma (11.3). Suppose
KMJp
dKGp
fKG ∩ ZUKMJp
d′λpf
′
KG 6= ∅,
then pf
′
wG0 λp
−d′uz = k1p
−fk2p
−dk for some k1, k2 ∈ KG and k ∈ KMJ. Apply αl and
βl, which are defined as (15) and (17) on page 8 to both sides of the equation. When
l ≥ n−m+ 1, we have
v(αl(p
f ′wG0 λp
−d′uz)) = −〈̟l, f
′〉 − 〈̟′l−(n−m),d
′〉. (47)
On the other hand, note that
αl(g) = ∆Il,Jl(g). (48)
where Il = (2n + 1− l, 2n + 1− (l − 1), . . . , 2n), and Jl = (1, 2, . . . , l). By (44), we
have
αl(k1p
−fk2p
−dk) =
∑
A,C∈(N2n)l
fI,A(k1)∆A,C(p
−fk2p
−d)fC,J(k).
Note that for fI,A(k1)∆A,C(p
−fk2p
−d)fC,J(k) 6= 0, both A and C should contain
distinct coordinates. Moreover, note that k ∈ KMJ, so fC,J(k) 6= 0 implies cj = j for
all 1 ≤ j ≤ n−m. Under these two restrictions it is not hard to see that
v(∆A,C(p
−fk2p
−d)) ≥ −〈̟l, f〉 − 〈̟
′
l−(n−m),d〉.
So
v(αl(k1p
−fk2p
−dk)) ≥ −〈̟l, f〉 − 〈̟
′
l−(n−m),d〉. (49)
Comparing (47) and (49) we have
〈̟l, f
′〉+ 〈̟′l−(n−m),d
′〉 ≤ 〈̟l, f〉+ 〈̟
′
l−(n−m),d〉
for all n − m + 1 ≤ l ≤ n. Similarly, if we apply αl for 1 ≤ l ≤ n − m or βl for
1 ≤ l ≤ m, we will have
〈̟l, f
′〉 ≤ 〈̟l, f〉
for all 1 ≤ l ≤ n−m and
〈̟n−m+l−1, f
′〉+ 〈̟′l,d
′〉 ≤ 〈̟m−m+l−1, f〉+ 〈̟
′
l,d〉
for all 1 ≤ l ≤ m. So we have the first part of the lemma (11.3). 
Next we prove the second part of the lemma (11.3).
Proof of second part of the lemma (11.3). Suppose
p
dk1pf = zukpdλpfk2 (50)
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for some u ∈ U, z ∈ Z, k ∈ KMJ and k1, k2 ∈ KG. We need to show that ψ(z) =
ψU(u) = 1. Consider the element r2n = (0, 0, . . . , 0, 1) ∈ F 2n. Multiplying r2n from
the left to both sides of (50), we have
k12np
f = p−f1k22n.
Here k12n, k
2
2n are the 2n-th row of k
1 and k2. Suppose k12n = (k
1
2n,1, . . . , k
1
2n,2n), then
k22n
=(pf1+f1k12n,1, p
f1+f2k12n,2, . . . , p
f1+fnk12n,n, p
f1−fnk12n,n+1, . . . , p
f1−f2k12n,2n−1, k
1
2n,2n).
(51)
Note that when k2 ∈ KG, each row of it is primitive, that is, it belongs to O2n,
but not (pO)2n. So suppose f1 = f2 = · · · fk > fk+1 ≥ · · · ≥ fn for some k, then
by (51), at least one element in {k12n,2n−k+1, . . . , k
1
2n,2n} belongs to O
∗. Let’s say
it is k12n,2n−i+1. Let w be an weyl element of G transposing 1 and i, then k
1w−1
has element in O∗ at the (2n, 2n) position. Then, by the Bruhat decomposition of
K (mod p), there exists x1, x2, y1, y2 ∈ On−1, and z1, z2 ∈ O, such that
k1w−1 = E1(x1, y1, z1)

ǫ k′
ǫ−1

E1(x2, y2, z2)wG0 ,
where ǫ ∈ O∗, k′ ∈ KSp2n−2 , and
E1(x, y, z) =


1 x y z
I2n−2
ty
−tx
1


So (50) becomes
E1(x1, y1, z1)
pd

pd

ǫ k′
ǫ−1

 pf

 p−fE1(x2, y2, z2)wG0 wpf = uzkpdλpfk2.
By the definition of w, it commutes with pf , so p−fE1(x2, y2, z2)
wG0 wpf ∈ KG. So we
just need to show that
E1(x1, y1, z1)
pd

pd

1 k′
1

 pf

 = uzkpdλpfk2 (52)
implies ψ(z) = ψU(u) = 1. We prove this by induction on n−m.
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When n − m = 1, U is trivial, and E1(x, y, z) = J(x, y, z). By (52), we have
pfk2p−f ∈ MJ. So k2 ∈ KMJ. Suppose k
2 = n1k
′′ where n1 ∈ J0 and k′′ ∈ KM, and
suppose f˜ = (f2, . . . , fn), then we have
J(x1, y1, z1)
pd

pd

1 k′
1

 pf˜

 = zkpdλnpf1 pf˜k′′
Note that now both sides belongs to MJ, we write both sides in the form of J ⋊M.
Then by comparing the J-part of both sides we have
J(x1, y1, z1)
pd = z(λnp
f
1 )
kpd.
When f ∈ Λ+n , n
pf
1 ∈ J
0. So we assume λnp
f
1 = J(x3, y3, z3) with x3, y3 ∈ O
n−1 and
z3 ∈ O. Then we have
z · Z(z3 − z1) = J(x1, y1, 0)
pdJ(−x3,−y3, 0)
kpd
When J(x1, y1, 0)
pdJ(−x3,−y3, 0)kp
d
∈ Z, we have
J(−x3,−y3, 0)
kpd = J(−x1,−y1, 0)
pd.
So z · Z(z3 − z1) = x1 ·ty1 ∈ Z0. Since z1, z3 ∈ O, so z ∈ Z0, and hence ψ(z) = 1,
completing the proof for n−m = 1.
Assume the lemma is true for n −m = r − 1, and suppose now n −m = r > 1.
Then E1(x1, y1, z1)
pd ∈ U. Since E1(x1, y1, z1) ∈ U
0 and pd stablizes ψU, we have
ψU(E1(x1, y1, z1)
pd) = 1. So from (52) reduces to show that
p
d

1 k′
1

 pf = uzkpdλpfk2 (53)
implies ψ(z) = ψU(u) = 1. Let
G′ = {g ∈ G | g =

1 ∗ ∗g′ ∗
1

} ∼= Sp2n−2 ⋉H2n−1.
Then by (53), pfk2p
−f ∈ G′, so k2 ∈ KG′. Let k2 = u˜k′′ where u˜ ∈ H2n−1 and
k′′ ∈ KSp2n−2 . Then we have
p
d

1 k′
1

 pf˜ = uzkpdλ · (u˜)pfpf˜k′′
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Suppose u = u1u2 where u1 ∈ H2n−1 and u2 ∈ Sp2n−2. Now both sides belongs to
G′. Write them in the form H2n−1Sp2n−2 we have
u1(u˜)zkp
dpf = 1
and
u2zkpdλpf˜k′′ = pd

1 k′
1

 pf˜ .
Note that u˜ ∈ U0, f ∈ Λ+n , and zkp
d ∈ MJ which stablizes ψU,we have
ψU(u1) = ψ
−1
U (u˜
zupdpf ) = ψ−1U (u˜
pf ) = 1.
On the other hand, by assumption of the induction, when
u2zkpdλpf˜k′′ = pd

1 k′
1

 pf˜ ,
we have ψU(u2) = ψ(z) = 1. So ψU(u) = ψU(u1u2) = 1 and ψ(z) = 1, completing
our proof for n−m = r > 1. 
12. The formula for normalized Whittaker-Shintani function
Let lχ,ξ,ψ be a pairing between Ind
G
BG
(χ) and IndM
J
B
MJ
(ξ, ψ) satisfying Condition A
and
lχ,ξ,ψ(F
0
χ,F
0
ξ,ψ) = 1
Since every such pairing produces a normalized Whittaker-Shintani function, so it
is unique for every (χ, ξ). By theorem (10.1), for those generic (χ, ξ) where Γ(χ, ξ)
has no zeroes or poles, such pairing exists. So applying the Bernstein theorem, and
the corollary in section 1 in [1], formula (38) can be extended to a regular function
on (χ, ξ). Now we summerize our result.
Theorem 12.1. For every (χ, ξ) ∈ Cn × Cm, the normalzied Whittaker-Shintani
function is given by∫
X0
dxW0χ,ξ,ψ(p
dxpf ) = ζ(1)−m
m∏
i=1
ζ(2i)·
∑
w∈WG,w′∈WM
b(wχ,w′ξ)d(wχ)d′(w′ξ)((wχ)−1δ
1
2 )(pf )((w′ξ)−1δ
1
2 )(pd)
for d ∈ Λ+m and f ∈ Λ
+
n . If we let L(d
′, f ′) =
∫
X0 dxW
0
χ,ξ,ψ(p
d′xpf
′
), then
W0χ,ξ,ψ(p
dλpf) =
∑
d′
a(d′)L(d′, f + d− d′).
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with a(d′) ≥ 0 and a(d) > 0. Here in the summation on d′ runs over the set
{d′ | d′ ∈Λ+m, f + d− d
′ ∈ Λ+n ,d
′ ≤ d}.
In particuler,
W0χ,ξ,ψ(p
f) = L(0, f).
13. Application
Using the formula for the Shintani function, we can give an alternative proof of
the Theorem 6.1 in [9]. We rewrite the theorem as below.
Theorem 13.1 (Theorem 6.1 in [9], conjectured by T.Shintani). Let G = Sp2n and
M = Sp2m as defined in our paper, and suppose n = m + 1. Let π and σ˜ be the
unramified representation of G(Fv) and M˜(Fv) respectively. Let
zπ = (p
χ1, . . . , pχm+1, 1, p−χm+1, . . . , p−χ1) be the Satake parameters of π and zσ˜ =
(pξ1 , . . . , pξm , p−ξm, . . . , p−ξ1) be the Satake parameters of σ˜ with respect to ψ so that
σ˜ ⊗ ωψ ∼= Ind
MJ
B
MJ
(ξ, ψ). Let W0χ,ξ,ψ be the Whittaker-Shintani function as we defined
in this paper. Then we have
∫
GL1
W0χ,ξ,ψ

t I2m
t−1

 |t|s−m−1 dt = L(π, s)
Lψ(σ˜, s+
1
2
)ζ(2s)
(54)
We denote by LHS and RHS the left hand side and right hand side of above
respectively. First we have
Lemma 13.2. Recall that ρ1 = (n−
1
2
, n− 3
2
, . . . , 1
2
), where n = m + 1 now, corre-
sponding to the half sum of positive roots in SO2n+1 = SO2m+3. Then
LHS =
∑
l≥0
AWG(
∏
1≤j≤m(1− p
−χ1±ξj+
1
2 )p〈χ,l+ρ1〉)
AWG(p
〈χ,ρ1〉)
· |p|ls.
Note that by abusing the notation the l in l + ρ1 is regarded as (l, 0, . . . , 0) ∈ Cn.
Proof. Since all the data are unramified, the integral on the left is actually a sum
over t = pl with l ∈ Z. By the discussion of section 6, the Whittaker-Shintani
function vanishes unless l ≥ 0. Substituting W0χ,ξ,ψ by the formula we developped in
the previous sections, and note that δ
1
2
BG

t I2m
t−1

 = |t|m+1, we have
LHS = c−1 ·
∑
l≥0

|p|sl · ∑
w∈WG,w′∈WM
b(wχ,w′ξ)d(wχ)d′(w′ξ)((wχ)−1)(pl)

 .
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Here c = ζ(1)m
∏m
i=1 ζ
−1(2i). Recall that ρ2 = (m,m− 1, . . . , 1). Then
d(χ) = (−1)m+1p−〈χ,ρ1〉A−1WG(p
〈χ,ρ1〉).
d′(ξ) = (−1)mp−〈ξ,ρ2〉A−1WM(p
〈ξ,ρ2〉).
So
LHS =
c−1
AWG(p
〈χ,ρ1〉)AWM(p
〈ξ,ρ2〉)
·
∑
l≥0

|p|ls ∑
w∈WG,w′∈WM
(−1)2m+1sgn(w)sgn(w′)p−〈wχ,l+ρ1〉p−〈w
′ξ,ρ2〉b(wχ,w′ξ)

 .
(55)
In fact the summation on WG ×WM is equal to, by a change of variable w 7→ wwG0
and w′ 7→ w′wM0 , ∑
w∈WG,w′∈WM
sgn(w)sgn(w′)p〈wχ,l+ρ1〉p〈w
′ξ,ρ2〉b(−wχ,−w′ξ)
We can further simplify this summation by a similar discussion as in Section 10.
By the definition of b(χ, ξ), we have
p
〈wχ,ρ1+l〉p
〈w′ξ,ρ2〉b(−wχ,−w′ξ)
=

 m∏
j=1
(1− p−χ1±ξj+
1
2p
(l+m+ 1
2
)χ1)

 [A˜(χ˜, ξ)] .
Here A˜(χ˜, ξ) is defined right after lemma 10.4. If we let W1 be the subgroup of WG
stablizing χ2, . . . , χm+1 and W2 the subgroup of WG stablizing χ1, and let W0 be a
set of representatives in (W1 ×W2)\WG, then the first bracket is invariant under
WM ×W2, and the second bracket is invariant under W1. So the summation over
WG ×WM is equal to
∑
w0,w1
sgn(w0w1)[(w1w0) ◦ (
m∏
j=1
(1− p−χ1±ξj+
1
2p
(l+m+ 1
2
)χ1))]
· [
∑
w2,wM
sgn(w2wM)A˜(w2w0χ˜, wMξ)]
By Lemma 10.5, the second bracket is equal to
c ·
∑
w2,wM
sgn(w2wM)p
〈w2w0χ,ρ˜1〉p
〈wMξ,ρ2〉,
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where ρ˜1 = (0, m−
1
2
, m− 3
2
, . . . , 1
2
). From this it is not hard to see that the summation
over WG ×WM in (55) is equal to
c ·

 ∑
w∈WG
sgn(w) · w ◦

 m∏
j=1
(1− p−χ1±ξj+
1
2 )p〈χ,l+ρ1〉



AWM(w〈ξ,ρ2〉)
Substituting the formula to equation 55 we obtain our lemma. 
Now we can prove Theorem 13.1.
(Proof of Theorem 13.1). By Weyl’s character formula, for the representation of
SO2N+1(C) whose highest weight is λ = (λ1, . . . , λN) ∈ Λ
+
N , the trace of x =
diag(x1, . . . , xN , 1, x
−1
N , . . . , x
−1
1 ) is T˜N (λ; x) =
det(x
λj+N−j+
1
2
i
−x
−(λj+N−j+
1
2
)
i
)
det(x
N−j+ 12
i
−x
−(N−j+ 12 )
i
)
. The func-
tion T˜N(λ; x) is in fact defined for all λ ∈ ZN . For any set A = {a1, . . . , aN}, we let
∧i(A) =
∑
S⊂A,|S|=i(
∏
s∈S as). Using these notation, we can express LHS as
LHS =
∑
l≥0,r∈{0,1,...,2m}
(−1)r ∧r (Γσ˜) · T˜m+1((l − r, 0, . . . , 0); zπ)|p|
ls. (56)
Here Γσ˜ is the set {ξ1+
1
2
, . . . , ξm+
1
2
,−ξm+
1
2
, . . . ,−ξ1+
1
2
}. Next we consider RHS.
By the discussion in [6, Theorem 3.1], we have
L(π, s)
ζ(2s)
=
∑
a≥0
T˜m+1(a; zπ)|p|
as.
So by the notation introduced above, we have
RHS =
∑
a≥0,r∈{0,1,...,2m}m
(−1)r ∧r (Γσ˜)T˜m+1((a, 0, . . . , 0); zπ)|p|
(a+r)s. (57)
To show that (56) equals (57), note that in (56) if l < r, then l− r ∈ {−1, . . . ,−2m}
since 0 ≤ r ≤ 2m. Then it is not hard to see that T˜m+1(l − r, 0, . . . , 0) = 0 by its
definition. So one can replace the summation from l ≥ 0 to l ≥ r. Then by a change
of the variable l = a + r with a ≥ 0 we have (56) equals (57). 
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