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"...There's glory for you!' 
 
'I don't know what you mean by "glory",' Alice said. 
 
Humpty Dumpty smiled contemptuously. 'Of course you don't — till I tell you.  
I meant "there's a nice knock-down argument for you!"' 
 
'But "glory" doesn't mean "a nice knock-down argument",' Alice objected. 
 
'When I use a word,' Humpty Dumpty said, in rather a scornful tone, 'it means just what I 
choose it to mean — neither more nor less." 
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 In recent years, we have witnessed the astonishing evolution of Science and Technology. 
Personally, I was born at a time when personal computers were not accessible to most of the 
population, even in developed countries. Three decades after, children grow up at the time they 
get used to play with tablets or phones, and soon reach full ability with computers. Along this 
period, a bunch of consoles, phones, laptops and sound-reproducing devices of all sizes and 
shapes has been introduced in the market. For instance, it is already possible to download this 
document from the cloud, far away from the closest power plug or internet connection, and read 
it on a small, flexible device, under water. In fact, it has always been possible to read this thesis 
in the traditional paper platform (a flexible device indeed) and far away from the closest power 
plug or internet connection (the under-water issue may result trickier to achieve, though). Even 
so, the hunger for technology is leading us to an increasingly computerized existence. To fulfill 
such demands, and to design fancier, smaller, and faster-processing devices, there is much 
interest in achieving new materials that can be used to this purpose.  
 
Advances in molecular chemistry have provided the field with thousands of new molecules, 
with impressive properties, ready to be used to create functional materials. One of the 
advantages of working with molecular building blocks is that their interactions are governed by 
covalent bonding or weak dispersive interactions, such as hydrogen bonding. This is in contrast 
to other traditional materials such as oxides, ceramics, or metals, where the cohesive forces are 
of ionic or metallic nature. As a result, molecule-based materials can be synthesized in solution, 
and under mild conditions of temperature and pressure. This type of synthesis is particularly 
interesting since it allows for the deposition of the material on surfaces, in a way to achieve 
mechanical flexibility, low density, transparency, or chirality. This strategy has been especially 
prolific when combining magnetic, electric and optical properties.1 Consequently, the 
understanding of those properties and their interplay has become a major field of research in 
chemistry along the last decades. Nowadays, the first devices with a crucial molecule-based 
component have appeared in the market,2 and many potential applications have been envisaged 
for those materials, such as molecular transistors3 or magnetic refrigerators,4 among others.5 
 
The synthesis of the first molecule-based magnet dates from mid-80’s,6 when Miller and 
coworkers reported [Fe(C5Me5)2]+[TCNE]•−7 and, shortly after, Kahn and coworkers described 
[MnCu(obze)],8 both of them presenting magnetic ordering below ca. 5 K. This means that 
those materials only behave as magnets below that temperature, which is often referred to as 
“critical temperature”, Tc. After those pioneering works, the realization of molecule-based 
magnets with critical temperatures above room temperature became a major quest. Such 
breakthrough was achieved later on, in both the V(TCNE)x(CH2Cl2)y charge-transfer salt,9 and 
in some Prussian-blue derivatives.10 Since then, the field of molecule-based magnets has 
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become one of the most important and interdisciplinary fields of research within the chemistry 
and physics communities.11  
 
A pre-requisite for a material to behave as a molecule-based magnet is to have a crystal 
structure (partly-) made of molecules holding an unpaired electron (↑).* The interaction between 
two spins located in different molecules (A and B) is often referred to as the magnetic exchange 
coupling (or magnetic exchange interaction, JAB). In general, the nature and strength of JAB 
depends on the magnetic pathway (either: through-bond or through-space), defined as how the 
magnetic interaction is propagated between the two relevant radicals. After inspection of the 
literature, it can be easily seen that antiferromagnetic coupling (AFM, ↑↓, JAB < 0) tends to 
dominate over ferromagnetic coupling (FM, ↑↑, JAB > 0). Those interactions, which are 
originated at the microscopic level, have a macroscopic manifestation that depends on the 
overall magnetic network within the whole crystal. One of the most common physical 
observables is the temperature-dependence of the magnetic susceptibility, χ(T), which is the 
degree of magnetization of a material in response to an applied magnetic field.12 With all this in 
mind, one can easily realize that the evolution of the rational design of molecule-based magnets 
is closely related to several fields of research. For instance, to: (1) Synthetic chemistry, which is 
able to combine the elements to create stable materials with net spin different from zero, (2) 
Crystallography and Crystal Engineering, which are aimed at identifying and controlling, 
respectively, the packing of the molecules in the crystal structure, (3) Physics, which studies the 
magnetic properties of the molecular materials at the macroscopic and microscopic levels, (4) 
Engineering, which designs new devices from molecule-based materials and, finally, (5) 
Computational Chemistry, which is a powerful technique that works in close collaboration with 
the aforementioned disciplines to push forward the frontiers of knowledge.  
 
The present PhD thesis aims at contributing to the multidisciplinary field of molecular 
magnetism and, more specifically, to the computational modeling of those materials. Herein, we 
will describe how the tools of computational chemistry may be used in order to study molecular 
magnetic materials from different perspectives. It comprises nine chapters, organized as 
follows. Chapter 2, the methodology section, contains a complete description of the methods 
that have been used along the thesis, and the fundamental aspects of quantum chemistry. 
Chapter 3 is devoted to explain how the modeling of molecular materials is tackled, with special 
emphasis on the application of the First Principles Bottom-Up (FPBU) procedure,13 which is 
one of our main working-strategies to analyze the magnetic properties of molecular materials. 
Therein, the four steps of the FPBU procedure are extensively described, together with the main 
                                                      
* For simplicity, Single Molecule Magnets (SMM) will be excluded from this simplified overview of 
magnetism. 
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strategies employed in the computation of the JAB values, and the programs used to this purpose. 
Altogether, Chapters 2 and 3 collect all the necessary concepts to understand the results 
documented in the following chapters.  
 
We would like to emphasize that the present PhD thesis has been organized as a 
compendium of publications, either already published, or in the process of publication. The 
results have been organized in three chapters, in which a brief discussion of the most relevant 
results is given, together with a specific introduction to the field. Each of the publications 
included in this thesis contains all necessary details about the motivation, the methodology 
employed, the results obtained, and the literature that has been consulted.  
 
Chapter 4 contains a specific introduction on how molecular magnetism is interpreted from 
the experimental point of view, and a critical discussion on the way in which the magnetic 
interactions are experimentally assigned. The research performed in this chapter has been 
largely stimulated by our long-term collaboration with Prof. M. M. Turnbull, from Clark 
University, USA. In the last years, his group has synthesized a large number of molecular 
materials based on Cu(II) radicals showing different magnetic topologies (i.e. the network of 
connectivity of all relevant JAB values), from 1D to 3D. When working with molecule-based 
magnets, the final aim of our group has been twofold: (i) to provide the scientific community 
with a rigorous analysis of the magnetic properties of molecule-based magnets, and (ii) to 
analyze how the magnetic properties of a given material can be affected by different factors that 
are usually ignored, such as the counterions. Progress along this line will eventually lead to a 
better understanding of the synthetic conditions that are necessary to achieve a specific 
magnetic connectivity.  
 
In Chapter 5, the fundamental aspects of the spin crossover phenomena in transition-metal-
based materials are described. Spin crossover, as defined by Prof. P. Gütlich, is one of “the most 
striking and fascinating phenomena showed by relatively simple molecular species”. Those 
compounds are a particularly interesting class of molecular magnetic materials that have also 
attracted our attention. This chapter contains the results of our first contribution to this field of 
research, a project devoted to understand the effect of the crystal packing on the spin-crossover 
behavior of an Fe(II)-based material, the [FeII(1-bpp)2]2+ complex (1-bpp = 2,6-bis[pyrazol-1-
yl]pyridine).  
 
Chapter 6 holds the discussion and results of three projects that give an insight on how 
magnetism must be understood in organic mono-radical crystals. Those particularly-interesting 
systems have been the subject of new perspectives that have tried to model temperature-
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dependent JAB interactions.14 Within this chapter, we must highlight the results obtained in the 
study of the structural and magnetic properties of the high-temperature phase of TTTA, an 
organic neutral radical. We have unveiled the dynamic fluctuations present on this particular 
material, and demonstrated that, due to those fluctuations, the JAB values evolve with time, 
undergoing wide oscillations due to the intimate relation of their strength with the vibrational 
movement present in TTTA. In fact, this dependence upon time, and the aforementioned 
temperature-dependence, must be understood as the two consequences of the same effect, since 
the strength of the vibration and, therefore, how important are the changes in JAB upon time, is 
determined by temperature. The results presented in this chapter intend to be a step forward 
towards a better modeling of the magnetic exchange interactions, which may eventually lead to 
models that will include the thermal vibrations in a natural way, leading to the description of 
time- and temperature- dependent magnetic exchange interactions.  
 
Finally, Chapter 7 gathers the main conclusions that can be extracted from this thesis, 
Chapter 8 specifies the contribution of the author of this thesis to all the publications presented 
in this document, and Chapter 9 holds a brief summary of the PhD thesis in Catalan.  
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2.1) The Schrödinger equation.  
 
The time-dependent Schrodinger equation (TDSE, 2.1) was formulated by Erwin 
Schrodinger in 1926 and allows us to describe how the quantum state of a physical system 
changes upon time. It is the equivalent of Newton’s laws for classical mechanics.  
 Ĥ t !(!, !) =   !ћ !!"!(!, !) (2.1) 
 
In the standard interpretation of quantum mechanics, the most complete description of a 
system is given by a wavefunction (!), to which mathematical operators are applied to obtain 
the properties of the system. One of these operators, the Hamiltonian (Ĥ), is of great importance 
in quantum chemistry as it allows us to obtain the energy !   of the system when applied to the 
wavefunction.  
 
For the study of stationary states, it is possible to simplify the TDSE, considering that the 
system does not suffer major changes and that the wavefunction is constant upon time, in what 
is called the Time-Independent Schrödinger equation (TISE, 2.2).  
 Ĥ!(!; !) =   !"(!; !) (2.2) 
 
Unfortunately, the TISE cannot be solved exactly, except for the simplest cases. The solving 
of this equation, as accurate as possible, has been a major field of research in the second half of 
the last century. Among all options, the two most-important groups of methods employed to that 
purpose, namely wavefunction-based and density-based methods, will be presented in sections 
2.4 and 2.5. 
 
The correct description of any system in the Hamiltonian is expressed by the sum of different 
terms.  Ĥ = !! + !! + !!! + !!! + !!" (2.3) 
 
where !!  is the nuclear kinetic energy operator, !!   is the electronic kinetic energy operator, !!! 
is the internuclear repulsion potential energy operator, !!! is the interelectronic repulsion 
potential energy operator, and !!" is the electron-nuclei attraction potential energy operator. 
Replacing each term by its analytical expression, we obtain: 
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Ĥ = −    12!!!!!!! − 12!!
!
!!! !!! − !!!!"
!
!!! + 1!!"
!
!!! +
!
!!!
!!!!!!"!!!!
!
!!!
!
!!!  (2.4) 
 
where i and A denote electrons and nuclei respectively; !! and !! are the mass and the nuclear 
charge of nucleus A;  !!" is the distance from electron i to nucleus A and !!" is the distance 
between nuclei A and B. 
 
2.2) Born Oppenheimer Approximation.  
 
Proposed by the physicists Max Born and Julius Oppenheimer in the early days of quantum 
mechanics, the Born-Oppenheimer approximation is crucial in quantum chemistry as it 
simplifies the resolution of the TISE. It is based on considering that the electron and nuclei of a 
given system are decoupled, allowing a partition of the wavefunction of a molecule into its 
electronic and nuclear components (2.5), that are solved in two consecutive steps. 
 !( !! ; !! ) = !!"!# !! ; !! ·   !!"#( !! ) (2.5) 
 
In the first step, the nuclear kinetic energy term (!!) is subtracted from the molecular 
Hamiltonian (2.3), and the nuclear repulsion term is considered to be constant. Note that, since 
any constant added to an operator is only added to the operator’s eigenvalues, it has no effect on 
its eigenfunctions. The remaining terms are grouped into the electronic Hamiltonian (2.6). Then, 
the electronic Schrödinger equation is solved (2.7), yielding the electronic wavefunction !!"!# !! ; !! , and the corresponding electronic energy !!"!#, that depends on the chosen 
positions of the nuclei. 
 Ĥ!"!# =   !! + !!! + !!" (2.6) 
  Ĥ!"!#!!"!# !! ; !! =    !!"!#!!"!# !! ; !!  (2.7) 
 
In the second step, the nuclear kinetic energy term is reintroduced in the Hamiltonian (2.8) 
and the TISE for the nuclear motion (2.9) is solved obtaining the total energy !!"!, and the 
nuclear wavefunction, that depends on the nuclear coordinates. 
 Ĥ!"# =   !! + !!"!# (2.8) 
  Ĥ!"#!!"#( !! ) =    !!"!!!"#( !! ) (2.9) 
 
 Ĥ!"!#!!"!# !! ; !! =    !!"!#!!"!# !! ; !!  
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2.3) The Electronic Wavefunction. 
 
The objective of the wavefunction is to describe, at the highest possible level of accuracy, 
the system under study. The following lines will present some techniques aimed at this purpose. 
 
As a first approximation, let us imagine a system in which it is possible to write the exact 
electronic Hamiltonian in terms of a sum of one-electron Hamiltonians. Then, a possible 
eigenfunction would be a simple product of spin orbital (!!) wavefunctions describing each 
electron separately in terms of its coordinates and spin state (!!) (2.10).  
 !!" !!,… , !! ,… , !! ,… , !! = !!(!!)  !!(!!)… !!(!!) (2.10) 
 
Such a wavefunction is called Hartree product, and neither takes account of the 
indistinguishability of electrons nor accomplishes the antisymmetry principle, which states that 
the wavefunction must be antisymmetric with respect to the interchange of the coordinate x 
(representing both space and spin) of any two ‘i’ and ‘j’ electrons: 
 ! !!,… , !! ,… , !! ,… , !! = −  ! !!,… , !! ,… , !! ,… , !!  (2.11) 
 
To overcome those problems, the Slater determinants are extensively used, and are usually 
represented with the notation shown in expression 2.12. They consist of normalized and 
antisymmetrized summatories of Hartree products, all of them composed by the same set of spin 
orbitals, in which the electron coordinates are permuted in all the possible combinations among 
the spin orbitals. 
 ! !!, !!,… , !! = |!!!! … !! > (2.12) 
 
Physically, a Slater Determinant represents a specific electronic state in an electronic system. 
Thus, a linear combination of different Slater Determinants is able to represent a system in 
which different electronic states are considered. The larger the number of Slater Determinants 
used, the more accurate is the solution, being exact when the number of Slater Determinants 
includes all possible electronic states. 
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2.4) Hartree-Fock Method.  
 
The Hartree-Fock (HF) method is based on the approximation that the exact poly-electronic 
wavefunction can be expressed by a single Slater Determinant composed by n-spin orbitals 
defining the n-electrons. The aim of this method is to find the best set of spin-orbitals, that is, 
those that minimize the electronic energy: 
 !! = !! Ĥ !!  (2.13) 
 
To obtain this result, the total electronic Hamiltonian is assumed to be the sum over all 
electrons (n) of a monoelectronic operator known as the Fock operator ! !  (2.14) 
 
Ĥ = ! !!! = ℎ ! + !!"(!)
!
!  (2.14) 
 
where: ℎ !  is a monoelectronic operator and !!"(!) is an effective interelectronic repulsion 
monoelectronic operator (2.15). 
 !!" ! = !!(!) − !!(!)!!!  (2.15) 
 
where ! and ! are the coulomb and exchange operators respectively. They are monoelectronic 
operators, but their expected values arise from integrals 2.16 and 2.17, which depend on the spin 
state of the electron upon which they are applied (a), and the other electrons in the system 
(b≠a). 
 !! !!(!) !! = !"! !"! !!∗!!!!"!!!!∗!! = !!|!!  (2.16)  !! !!(!) !! = !"! !"! !!∗!!!!"!!!!∗!! = !"|!"  (2.17) 
 
The coulomb operator represents the average local potential at x1 arising from an electron in !!, and the exchange operator arises from the antisymmetrized nature of the Slater determinant, 
but has not simple classical interpretation. 
 
The eigenvalues of the Fock operator must be obtained using an iterative process called the 
Self-Consistent Field (SCF). Since the !!" !  operator depends on the eigenfunctions, the 
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initial guess is calculated only with the monoelectronic operator ℎ ! . Then, after some cycles 
of calculation, the iterative procedure is completed when a convergence value is achieved, and 
the best value for the eigenvalues is obtained. The details of this process will not be given here 
as it is widely explained in other sources.1 
 
2.4.1) Atomic Basis Sets.  
 
Once we have chosen the nuclear coordinates, the wavefunction must be specified by using a 
set of base functions. The LCAO (Linear Combination of Atomic Orbitals) approximation is a 
technique to represent the molecular orbitals by using atomic orbitals (2.18).  
 !! = !!"!!!  (2.18) 
 
where: !! is the molecular orbital to be described, !! are the atomic orbitals and the !!" 
coefficients are the weights of the contribution of each atomic orbital to the molecular orbital. 
The SCF method is used to obtain these coefficients.  
 
Within the LCAO approximation, orbitals are expressed as linear combinations of base 
functions that are one-electron functions centered on the nuclei of the atoms of the molecule. 
The atomic orbitals used are typically those of hydrogen-like atoms since those are known 
analytically, and can be represented mathematically using Slater-type (2.19, STO) or Gaussian-
type (2.20, GTO) orbitals. The STO and GTO are the most-used functions to represent the 
atomic orbitals. These functions depend on the quantum numbers of the orbitals to be 
represented (n,l,m), and have radial (r) and spherical (!,!) dependencies. 
 !!,!,!,!(!, !,!) = !!!!!!!!"!!,!(!,!) (2.19) STO !!,!,!,!(!, !,!) = !!!!!!!!!!!!!!!!!,!(!,!) (2.20) GTO 
 
where: ! is yet another coefficient that introduces flexibility to the functions and N is a 
normalization factor, that is explicitly parametrized for every orbital. 
 
Pople and coworkers developed STO-nG basis sets to take the advantages of both types of 
functions. This basis sets are Slater-type orbitals constructed as a least squares fitting of an 
expansion of n Gaussian functions. The most widely used is the STO-3G. These types of 
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expansions are usually called contracted Gaussian functions, and the N Gaussian functions 
involved are called primitive Gaussian functions. 
 
When the basis set contains only the minimum number of base functions required to 
represent all of the electrons on each atom of a system on its ground state, it is called a minimal 
basis set. For most of the cases, it offers a rough description that is not enough to correctly 
describe the system under study. To increase the flexibility of the basis set, it is usual to increase 
the number of functions that describe each orbital. This leads to more sophisticated basis sets 
that can include polarization (*) and diffuse functions (+), and even more reliability is obtained 
when some orbitals (usually the valence orbitals) are described by more than one function. For 
instance, using a 3-21G* basis set, each inner electron is described by one STO built from three 
primitive Gaussian functions and each valence electron is described by two STO, one of which 
is built from two primitive Gaussians and the other one is built from a single primitive Gaussian 
function. It also includes a function that adds polarization. Polarization functions have higher 
angular momentum than the orbital to be described. For example, a hydrogen atom would have 
polarization functions of ‘p’ type, and an element in the second row with p functions in its 
valence shell, would have ‘d’ polarization functions. In turn, diffuse functions have smaller 
exponents, resulting in the maximum of the probability density to be further from the nucleus. 
 
2.4.2) Hartree-Fock Limit and Correlation Energy.  
 
Larger basis sets will give lower energy values until the Hartree-Fock limit is reached (when 
using an infinite basis set). This energy is the best approach to the exact energy that can be 
obtained from the Hartree-Fock method. The difference between the Hartree-Fock limit and the 
exact energy is the correlation energy, and accounts for a very small portion of the total energy 
of the system. However small, it may be of crucial importance for the proper description of spin 
problems. 
 
The correlation energy is, essentially, the stabilization that arises from the interdependency 
of electronic motion. In Hartree-Fock theory, the movement of electrons is simplified in a way 
that each electron is treated independently and within the field created by the other electrons. 
This treatment includes the Fermi correlation, which prevents two parallel-spin electrons from 
being found at the same point in space. However, the Coulomb correlation, which describes the 
correlation between the spatial positions of electrons due to their Coulomb repulsion, is not 
included. Two different types of correlation energy are usually mentioned in the literature: 
dynamical and non-dynamical (or static) correlation. Dynamical correlation is the correlation 
resulting from the movement of electrons. It is of ‘short range’ and introduces the Coulomb 
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correlation. In turn, the static correlation is important for molecules where the ground state is 
well described only with more than one (nearly-) degenerate determinants. In this case, the 
Hartree–Fock wavefunction is qualitatively wrong since only one determinant is used.  
 
A quantitative improvement is usually achieved by adding a few extra determinants to 
include the static correlation, in what is called Multiconfigurational Self-consistent Field 
approach (MCSCF). The usual way to select those extra determinants is to split the set of 
orbitals in three subsets: Inactive, Active and External orbitals. The active orbitals are meant to 
be those that are likely to be involved in electron excitations. One Slater Determinant will be 
created for each possible excitation within those orbitals. Meanwhile, the inactive (external) 
orbitals are those that are not likely to be involved in electron excitations. They remain doubly 
occupied (unoccupied) in all possible configurations. This definition of the wavefunction is 
usually referred to as Complete Active Space Self-Consistent Field (CASSCF).2  
 
Some more-flexible alternatives than the CAS selection of orbitals have been proposed in the 
literature.3 Among them, we would like to highlight the Restricted Active Space (RAS) 
approximation, which consists on splitting the CAS active space in three subspaces (RAS1-3). 
The RAS1 space includes the orbitals that are allowed to be either singly or doubly occupied. 
The RAS2 space is the equivalent to the CAS space. The orbitals within RAS2 are allowed to be 
singly occupied, doubly occupied, or empty. Finally, the RAS3 space includes the orbitals that 
are allowed to host one electron at most. This treatment allows for a truncation of the total 
number of possible configurations, in which the less probable configurations are not considered. 
Of course, as the number of spaces to be specified increases, the more relevant becomes a good 
knowledge of the system under study in order to properly select the orbitals that are assigned to 
each space (RAS1-3).  
 
In the CASSCF and RASSCF approaches, the shape of the molecular orbitals is optimized 
along with the coefficients of the multiple configurations. Alternatively, the Configuration 
interaction (CI) method consists exclusively on the optimization of the coefficients of the 
different Slater determinants, and the shape of the orbitals is not changed. The CASSCF and CI 
methods are aimed to include the ‘static’ correlation. The remaining ‘dynamic’ correlation 
needs to be included a posteriori via the so-called Post Hartree-Fock methods; that can be 
classified in variational (CASCI, DDCI) and perturbative (CASPT2 and NEVPT2, Coupled 
Cluster).  
 
 
 
18  Methodology 
2.4.3) Variational Methods: FCI, CASCI, DDCI  
 
The only way to introduce all correlation energy, and thus obtain the exact (non-relativistic) 
energy of the system, is to perform a Full Configuration Interaction (Full-CI, or FCI). 
According to the FCI treatment, the wavefunction is expanded by including a number of Slater 
determinants to represent each possible excitation of one, two, or n electrons from the ground 
state (2.21). However, one must note that the number of Slater determinants that are included 
grows exponentially with the number of electrons of the system and, therefore, this approach is 
extremely demanding in terms of computational cost, becoming affordable only in very small 
systems. 
 !!"# = !!!!! = !!!! + !!!!!!!,! + !!"!"!!,!!,!!!!,!!! +   … (2.21)  
 
The truncation of equation 2.21 at its first (second) summatory results in the CAS+S 
(CAS+SD) method, in which only the single (double) excitations are included. Another method 
derived from the FCI treatment is the Difference-Dedicated Configuration Interaction (DDCI) 
method,4 which includes all kinds of excitations, except the double excitations from the 
occupied to the virtual orbitals (often referred to as 2-holes-2-particles, or 2h2p).  
 
2.4.4) Perturbational Methods: MP2, CASPT2. 
  
In perturbation theory, one starts from a partition of !, which specifies what can be solved 
exactly (!!) and what can be considered a “perturbation” (!) in the system (2.22). The term !! 
is the zeroth order Hamiltonian and must include as much “physics” as possible, in a way that !, the perturbation operator, represents only a “small” perturbation to it.  
 ! = !! + !! (2.22) 
 
The most successful way to define !! and ! is the Moller-Plesset (MP) approach. According 
to this method, the zeroth-order Hamiltonian is defined as the sum of the Fock one-electron 
operators (2.14), and the perturbed Hamiltonian is defined as in equation 2.23. Thus, the first 
order correction is the closed-shell HF energy (2.24). 
 ! = 1!!"!!! −! !! ! − !! !!!  (2.23) 
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!!(!) + !!(!) = 2 !! − !! ! − !! !!!! = !!" (2.24) 
 
Regarding the second order correction, the Condon-Slater rules and Brillouin’s theorem for 
canonical orbitals state that only double excitations will have non-zero contributions. Therefore, 
the second order correction results in the following expression: 
 
!!(!) = ѱ!|!|ѱ!"!" !!! + !! − !! − !!!!!!!!  (2.25) 
 
   Altogether, the first and second order corrections give rise to the so-called MP2 energy 
(2.26). 
 
!!"! = !!" + ѱ!|!|ѱ!"!" !!! + !! − !! − !!!!!!!!  (2.26) 
 
Higher energy terms can be also obtained, leading to MP3, MP4, etc. Terms up to fifth order 
are sometimes used in quantum chemistry. However, they are highly expensive and, since it is 
not a variational method, a higher order of correction does not guarantee a better solution per se.  
 
The development of the MP2 scheme raised expectations to find a similar methodology to be 
applied in cases where the zeroth order wavefunction is of multiconfigurational nature. After 
many unsuccessful attempts,5 the CASPT26 method was an important step forward towards a 
cost-effective and accurate implementation of perturbational theory within this framework. 
However, CASPT2 is far from being a black-box method, and suffers from important 
drawbacks that must be tackled in order to obtain reliable energy predictions. For instance, its 
accuracy is closely related to the quality of the zeroth-order CASSCF wavefunction, which must 
be selected in order to already include the static correlation and as much dynamic correlation as 
possible. Otherwise, degeneracies may appear in the zeroth-order energies, leading to the so-
called ‘intruder states’ upon application of CASPT2, which are configurations weakly coupled 
to the state of interest. In general, the presence of intruder states may be corrected by including 
the offending orbitals in the active space (thus increasing the computational cost) or using the 
level-shift technique.7  
 
An alternative to CASPT2, which does not present the intruder-state problem (among other 
improvements), has been developed in the last decades by Angeli, Malrieu and co-workers, 
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under the acronym NEVPT2.8 Both CASPT2 and NEVPT2 methods are based on the 
diagonalize-then-perturb approach. Whenever systems with near-degeneracy are treated, 
multistate approaches have to be introduced, giving rise to the MSCASPT2 and the MCQDPT 
methods,9 which are based on the diagonalize-then-perturb-then-diagonalize approach. 
 
2.5) Density Functional Theory.  
 
The Density Functional Theory (DFT) represents the most-used alternative to the 
conventional ab-initio methods for quantum chemistry calculations, essentially because its 
computational cost scales more favorably with size. While the electronic wavefunction depends 
on 4N variables (three spatial variables and one spin variable), where N is the number of 
electrons, DFT describes the electronic states of atoms, molecules and materials in terms of the 
three-dimensional electronic density of the system. The size-dependency of wavefunction 
methods sets its current computational limitations to systems with a reduced number of atoms. 
Contrarily, DFT is found in most of the fields of application of quantum chemistry, which 
usually involve hundreds (or even thousands) of atoms.  
 
According to this theory, the energy of the ground state of a many-electron system can be 
obtained through the electron density. However, the precise mathematical formula is not known 
yet and, thus, it is necessary to use approximate expressions that usually provide surprisingly 
good results, taking into account the approximations upon which they are based on. One of the 
greatest disadvantages of this method is its mono-configurational nature, which limits the 
application of DFT to those systems in which this theory has shown good behavior. In this 
section, we will discuss its main features, and for a more detailed description, the reader is 
derived to other more specific sources.10 
 
2.5.1) Density Functions and Exchange-Correlation.  
 
The electron density ! !!  is the probability of finding an electron at a given position 
(between !! and !! + !!!) with no specification on its spin (2.27). 
 ! !! = ! Ψ !!, !!,… , !! Ψ∗ !!, !!,… , !! !!!!!!… !!! (2.27) 
 
where the term ! arises from the electron indistinguishability and is the number of electrons, !! 
stands for a coordinate representing the spin state and position of the i electron, and !! is only its 
position. 
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On the other hand, the second order density (2.28) gives us the probability of finding 
electron 1 between !! and !! + !!! and electron 2 between !! and !! + !!! under any spin 
combination.  
 ! !!, !! = !  (! − 1) ! !!, !!,… , !! !∗ !!, !!,… , !! !!!!!!!!!… !!! (2.28) 
 
where the term !  (! − 1) represents all possible pairs of electrons that can be built. 
 
The two electron density ! !!, !!  contains information about the correlated motion of two 
electrons. It is straightforward to see that, in this expression, we have somewhat more 
information that in the two first order densities ! !  for electrons 1 and 2, which represent the 
probability of finding electron 1 within !! and !! + !!! and electron 2 within !! and !! + !!! 
respectively, under any spin combination, and without correlation. The difference between these 
two terms is the exchange-correlation density Γ!" !!, !!  (2.29). 
 !!" !!, !! = ! !!, !! − ! !! ! !!  (2.29) 
 
2.5.2) The Hohenberg-Kohn Theorems.  
 
The first Hohenberg-Kohn (HK) theorem states that: Any observable of a stationary non-
degenerate ground state can be calculated, exactly in theory, from the electron density of the 
ground state. In other words, any observable can be written as a functional of the electron 
density of the ground state. Thus, there is a direct relation between the density and the 
wavefunction through the external potential: ! ! → ! ! → ! → Ψ . There are another two 
conditions that must be fulfilled: ! !  must be N-representable (must be a positive function 
defined in the entire space and its integral must be equal to the total number of electrons) and V-
representable (there is an external potential from which ! !  can be derived).  
 
For the cases where the HK theorem is valid, the energy can be expressed as a functional of 
the density: 
 ![!] = ! ! + !!" ! + !!! ! (+!!!) (2.30) 
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where T ρ   and V!! ρ  are universal functionals, i.e. they do not depend on the external 
potential, and are usually encompassed within the HK functional !!"[ρ]. Equation (2.30) can 
thus be rewritten as:  
 ! ! = !!" ! +    !!" ! ! ! !" (2.31) 
 
The second Hohenberg-Kohn theorem is the equivalent to the variational principle for 
energy, and states that: The electron density of a non-degenerate ground state can be 
calculated, exactly in theory, determining the density that minimizes its energy. This principle 
assures that any trial density results in a higher or equal energy than the exact energy of the 
ground state. 
 
2.5.3) The Levy’s Constrained-Search Formulation.  
 
The Levy’s Constrained-Search Formulation11 is yet another proof that there is a relationship 
between the density and the wavefunction of the ground state of a system. The main 
improvement with respect to the first HK theorem is that, in this formulation, the density is not 
required to be V-representable. In addition, the demonstration can be applied to a non-
degenerated ground state. 
 
This formulation allows us to determine the wavefunction of the ground state Ψ! only from 
the knowledge of ρ!, which is the density of the ground state, through constrained minimization 
of the expected value of ! + !!!: 
 !!" ! = !"#!→!!! ! ! + !!! !  (2.32) 
 
In principle, excited states of a given symmetry and/or spin can be studied restricting the set 
of functions used in the variational procedure to suitable symmetry and spin multiplicity 
functions, using the same arguments as in the Levy’s constrained-search formulation. However, 
it is demonstrated12 that for a given excited state there might exist more than one external 
potential which yields the electron density of that state, and consequently the energy of the 
excited state would not be a functional of the density. 
 
Once the Levy formulation is presented, Equation (2.31) can be rewritten as: 
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! ! = !"#!→! ! ! + !!" ! ! ! !"  (2.33) 
 
It can be seen that, in equation 2.33, we have replaced !!" ρ  for ! ! . The difference 
between them is that the latter is defined using only electronic densities derived from 
antisymmetric N-electronic wavefunctions.  
 
To assure the N-representability, while applying the variational procedure to a problem, a 
restriction is introduced using Lagrange multipliers: 
 ! !! ! − ! ! ! !" − ! = 0 (2.34) 
 
The Lagrange multiplier ! has the meaning of a chemical potential. From equation 2.34, 
equation 2.35 can be obtained, and is known as the fundamental equation of density functional 
theory. 
 ! = !!! !!"(!) = ! ! + !!!"[!]!"(!)  (2.35)  
 
2.5.4) The Kohn-Sham Approach. 
  
The Hohenberg-Kohn theorems and the Levy formulation constitute the theoretical 
foundations of DFT but do not provide the necessary information for their application in 
computational calculations. The main conceptual drawback is that the exact expression of the ! !  functional is not known. Nowadays, the most-used methods to approximate the functional ! !  are based on the Kohn-Sham (KS) approach. The main idea is to use as a reference the 
Hamiltonian of an N-electron system in which their electrons do not interact and that will 
provide the same electronic density as the real state. This Hamiltonian (2.36) will only contain 
single-electron terms (where the subscript ! denotes reference): 
 
Ĥ! = ℎ!!" !!!!! = − 12 ∇!
!
!!! ! + !!!" !
!
!!!  (2.36) 
 
The first term is the kinetic energy of the electron !, and the second one is a potential that 
must reproduce the effects of the nuclear attraction and the interelectronic repulsion. We are 
interested now to obtain the expression of !!!" ! . 
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The reference wavefunction can be calculated for this Hamiltonian and, subsequently, the 
exact density and kinetic energy can be obtained from it using equations 2.37 and 2.38. 
 
! ! = |!! ! |!!"##!!!  (2.37)  !!" ! = !! − 12 ∇! !!!"##!!!  (2.38) 
 
where !! represent molecular orbitals. Similarly to equation 2.30, the total energy of the 
reference system can be expressed as: 
 !! ! = !!" ! + !!" ! + !!!!" ! + !!" !    +!!!  (2.39) 
 
While the energy of the real system remains the same as equation 2.30, the term !!" !  is 
the exchange-correlation energy, is the only difference between the real and the reference 
system, and can be obtained with the subtraction of equations 2.30 and 2.39: 
 !!" ! = ! ! − !! ! = ! ! − !!" ! + !!! ! − !!!!" !  (2.40) 
 
Replacing the terms by their expression, equation 2.39 turns into (2.41): 
 !! ! = !!" ! + ! !! ! !! !!! + 12 ! !! ! !!|!! − !!| !!!!!! + !!" !    +!!!  (2.41) 
 
Applying equation 2.41 to equation 2.35 in an iterative process, and using as initial guess of 
spin orbitals the ones obtained by applying equation 2.32, an initial guess for the electron 
density can be obtained. Then, from the resulting electron density, the !!""(!) can be obtained 
from equation 2.42, which arises from deriving, with respect to ! !! , all the contributions to 
the potential energy present in (2.41), with respect to ! !! . 
 !!"" ! = ! ! + ! !!|!! − !!| !!! + !!!" !!" !  (2.42) 
 
Using equation 2.42, the Kohn-Sham monoelectronic Hamiltonian can be written for the real 
system (2.43): 
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 ℎ!" = − 12 ∇! + !!""(!) (2.43) 
 
Besides, from the corresponding eigenvalue equation 2.44, the Kohn-Sham orbitals (!!) can 
be obtained. 
 ℎ!"!! = !!   !! (2.44) 
 
In fact, neither the Kohn-Sham orbitals, !!, nor the wavefunction !!"  and its square, do not 
have strict physical meaning with the exception of the HOMO that, as proven by the Janak 
theorem,13 is the exact ionization potential with opposite sign. However, the Kohn-Sham 
orbitals do not have to be necessarily rejected because their shape, symmetry and energetic 
ordering have been proven to coincide with those of the HF orbitals.14 
 !!" !  and, thus, !!"" ! , are the unique unknowns in this approach to DFT. Their exact 
expression is not known and some approximations must be used to solve this problem. The next 
sections will present different approximations to obtain !!" ! . 
 
2.5.4.1) The Local Density Approximation.  
 
Within the Local Density Approximation (LDA), already present in the seminal paper of 
Kohn and Sham,15 the exchange-correlation energy terms are considered to depend only on the 
local density. The function !!" !  is introduced as the exchange and correlation energy per 
particle depends only on a constant density ρ. !!"!"# !  can be thus expressed as: 
 !!"!"# ! = ! ! !!" ! !" (2.45)  
 !!" !  can be separated into independent exchange and correlation contributions: 
 !!" ! = !! ! + !! !  (2.46)  
 
where !! !  has analytical expression given by the Dirac formula16 (2.47)  
 
!! ! = − 34 3! ! ! !! ! (2.47) 
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and !! !  is normally achieved by using a suitable interpolation formula, starting from a set of 
values calculated for a number of different densities in a homogeneous electron gas (HEG).17 
Some examples of LDA functionals are VWN18, PZ8119, CP20, PW9221. The quality of LDA 
functionals deeply relies on the quality of the HEG approximation. It is expected to be better for 
solids close to a HEG and worse for very inhomogeneous gases. Those functionals are not able 
to describe the weak interactions.  
 
In open-shell systems, there is different density for α electrons and β electrons so they must 
be treated separately, in what is called the Local Spin Density Approximation (LSDA). The 
extension of density functionals to spin-polarized systems is straightforward for exchange, 
where the exact spin-scaling is known, but further approximations must be employed for 
correlation. Using the same approach as LDA, the exchange correlation energy is partitioned 
into two contributions: 
 !!" !! = !! !! + !! !! , !!  (2.48) 
 
It must be mentioned that the exchange depends only on !! density because there is no 
exchange contribution between electrons of different spin coordinate. Both contributions can be 
treated in a similar way as are in LDA. 
 
2.5.4.2) Generalized Gradient Approximation.  
 
The Generalized Gradient Approximation (GGA) introduces the density gradient as a 
complement to the density to describe more accurately the exchange and correlation effects. 
 !!"!!" ! = !(!,∇!)!" (2.49)  
 
Becke’s non-local correction to the exchange22 adds a non-local term to the LDA expression: 
 !!!!" ! = !!!"# ! + !!!"#$ !  (2.50) 
 
with:  !!!"#$ ! = !!! ! !!"#$ ! !" (2.51) 
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where !!"#$ !  is a parametrized function of the density and its gradient which gives a correct 
asymptotic behavior of the exchange energy per particle. Many other non-local corrections are 
used, but the most often used are perhaps the Becke’s22 correction to the exchange and the 
Perdrew23 and Lee, Yang and Parr24 to the correlation. Typical GGA functionals are PBE25, 
PW9126 or BLYP22,24. GGA functionals still fail to describe complexes with relevant van der 
Waals contributions. 
 
2.5.4.3) Meta-GGA functionals.  
 
In meta-GGA functionals, the exchange and correlation energy functional contains, not only 
the density and its gradient, but also the kinetic energy density !(!), which depends on the 
occupied KS orbitals, and/or the Laplacian of the density ∇!!.27 
 !!"!"#$!!!" ! = !(!,∇!,∇!!, !)!" (2.52)  
 
The inclusion of more dependencies such as the gradient, the Laplacian and the kinetic 
energy density, increases the computational requirements of these functionals. Some examples 
of meta-GGA functional are B9528, KCIS29, TPSS30, M06L31 and VSXC32. 
 
2.5.4.4) Hybrid Functionals.  
 
Hybrid functionals combine the Exchange-correlation of a standard GGA and the exact 
Hartree-Fock exchange by doing a weighted average of both contributions. The exact amount of 
the Hartree-Fock term is fitted semi-empirically. Hybrid functionals offer a significant 
improvement over GGA functionals and, therefore, they have become widely used in most of 
the fields of computational chemistry (although in solid-state physics this type of functional is 
much less successful due to difficulties on computing the exact-exchange part within a plane-
wave basis set). Some examples of hybrid functionals are B3LYP,22,24,28 B3P86,22,23,28 and 
B3PW91.22,28,33 Along this thesis, B3LYP has been the most-used functional and its expression 
is shown in equation 2.53.  
 !!"!!!"# ! = !!!"#$ + !! !!!"#$% − !!!"#$ + !!!!!!!! + !!!"#+ !! !!!"# − !!!"#  (2.53) 
 
B3LYP has a LDA correction to Exchange, a parametrized amount of exact Exchange, a B88 
non-local correction to exchange, a local VWN correction to correlation, and a non-local LYP 
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correction to correlation. B3LYP is the most used functional, being present in ca. 80% of the 
articles gathered in the Web of Science over the period 1990-2006.34 
 
2.5.4.5) Range-Separated Hybrid Functionals. 
 
A more sophisticated approach is to use a weighted average of both contributions, as is done 
in the range-separated hybrid (RSH) functionals, where the two-electron operator is partitioned 
into short-range and long-range terms by means of the standard error function erf(x): 
 1!!" = 1 − !"# !"!"!!" + !"# !"!"!!"  (2.54) 
  
where ω is a parameter that determines the ratio of these parts. The short-range is treated as 
any of the schemes shown before, while the long-range is the full HF exchange. The CAM-
B3LYP35 is the long range corrected version of B3LYP using the Coulomb-attenuating method. 
 
2.5.5) On-site Coulomb Interaction. 
 
In strongly correlated systems, electrons occupying ‘d’ or ‘f’ orbitals are localized due to the 
presence of a strong Coulomb repulsion. However, LDA and GGA exchange-correlation 
functionals suffer from an incomplete cancelation of the electronic self-interaction (or self-
interaction error), which manifests itself primarily in the form of an erroneous delocalization of 
these strongly correlated electrons. The DFT+U method attempts to cure this defect by 
introducing a strong intra-atomic interaction in a screened HF-like manner by adding a 
Hubbard-type Coulomb repulsion U to the DFT Hamiltonian (2.55): 
 !!"#!! ! ! = !!"# ! ! + !! !!!!"  (2.55) 
 
where ! !  is the electronic density, !!!!"   are generalized atomic orbital occupations with 
spin σ associated to the I atom, and !!"# ! !  is the standard LDA or GGA functional. Since !!"# ! !  already contains an approximate correlation contribution, a term intended to model 
such a contribution, !!" !!" , must be subtracted to avoid double counting, DC (2.56). 
 !!"#!! ! ! = !!"# ! ! + !!"# !!!!!" − !!" !!"  (2.56) 
 
where !!" is the sum of the occupations corresponding to all orbitals ( !!!!!"! ) and !!"# !!!!!"  represents the “correct” on-site correlation energy. 
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Along this thesis, this methodology has been used as implemented in Quantum Espresso.36 
This code uses the formulation of Liechtenstein et al.37, later simplified by Dudarev,38 in which 
the correction to the energy can be finally written as: 
 !! !!!!!" = !2 !!!" 1 − !!!"!!,!  (2.57) 
 
Equation 2.57 already includes the double counting correction, and imposes a penalty 
(mediated by U) for fractional occupations, thus favoring either fully occupied or empty orbitals 
(λ=1 and λ=0, respectively). One must note that, under the definition of Liechtenstein and 
Dudarev, the term U corresponds to the difference U − J (where J is a Stoner-like exchange 
parameter), alternatively utilized in other implementations.39 
 
2.6) Minimum Energy Structures and Transition States. The Gradient and the Hessian.   
 
To summarize, within the Born-Oppenheimer approximation, the HF and DFT methods are 
tools to determine the best electronic wavefunction (and hence the electronic energy) for a 
system of n-electrons. By adding the nuclear repulsion, one obtains the total energy as a 
function of the nuclear coordinates. By repeating the calculation for different nuclear 
coordinates, we can then explore the potential energy surface (PES) for nuclear motion. Much 
of the chemistry involving PES concerns the determination of stationary points such as minima, 
and first-order saddle points (maximum in one direction, minima in all others), through 
optimization procedures that usually need to evaluate the gradient and the Hessian.  
 
The gradient is defined as the vector formed by the first derivatives of the PES with respect 
to the n different nuclear coordinates (2.58). 
 !"!!! , !"!!! , !"!!! ,… , !"!!!  (2.58) 
 
In turn, the Hessian can be defined as the matrix of the second derivatives of the PES with 
respect to all the possible combination of nuclear coordinates !! and !! (2.59). 
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!!!!!!! … !!!!!!!!!⋮ ⋱ ⋮!!!!!!!!! … !!!!!!!
 (2.59) 
 
The stationary point is reached when the length of the gradient vector is zero. Then, the 
Hessian matrix is diagonalized and the number of negative eigenvalues provides the nature of 
the stationary point: 
-If there are no negative eigenvalues, the stationary point is a local minimum. 
-If there are m negative eigenvalues, it is an m-th order saddle point. A first order saddle point is 
the most interesting case as it represents a transition state. 
-Finally, if all eigenvalues are negative: the stationary point is a local maximum. 
 
2.7) Molecular dynamics (MD). 
 
The quantum chemistry methods discussed so far are applied to static structures, that is, the 
structures do not change over time. However, when describing some chemical or physical 
processes, it is necessary to know how the system of interests evolves over time. In such cases, 
the dynamics of the system may be obtained by integrating Hamilton’s equations of motion 
once their initial conditions are settled, namely: the coordinates, qi, and linear momenta, pi, of 
each atom i (2.60 and 2.61). 
 !! = − !"!!! (2.60)  !! = !"!!! (2.61)  
 
The definition of the Hamiltonian is crucial, since the evaluation of the energy and its 
gradient will be the most computationally expensive part of the simulation, and will also define 
the applicability of the MD. In any case, the Hamiltonian may be decomposed into its kinetic 
and potential terms (2.62), and the equation of motion can be then expressed as in equation 
2.63, 
 ! !, ! = ! ! + ! !  (2.62)  
  !! = !! = −∇!!U (2.63)  
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which is numerically integrated usually by means of the Verlet, Leap-frog, or Beeman 
algorithms.40 Once equation 2.63 is integrated, the position of the atoms can be updated, and 
this process is repeated until some user-defined criterion is satisfied. 
 
2.7.1) Classical Dynamics. 
 
One of the most common procedures to define the Hamiltonian and thus, to perform 
molecular dynamics (MD) simulations is by using a classical force-field. Among the several 
possible definitions, the most common is given as follows (2.64). 
 
! = !! ! − !!" !!"#$% + !! ! − !!" !!"#$%& + !! 1 + cos(!" − !!"!!"!!"#$%&
+ !!!!!!" − 2!!" !!"!"#!!" ! + !!" !!"!"#!!" !"!!!  
(2.64)  
 
In this definition, the potential energy is accounted as the deformation of bonds, angles, and 
dihedral angles from their equilibrium value (!!", !!", !!" , respectively), and by a pair-wise 
Lennard-Jones 6-12 term that includes coulombic and van der Waals interactions. This 
framework allows for the simulation of processes that take place in the nanosecond -or even 
microsecond- timescale. However, it does not consider the electronic structure of the system, 
which is a requirement of outmost importance when describing certain processes. 
 
2.7.2) Ab Initio Molecular Dynamics (AIMD). 
 
An alternative approach is the so-called ab initio molecular dynamics (AIMD) –or also Car-
Parrinello molecular dynamics, CPMD–, which combines atomistic MD with internuclear 
forces, obtained from ab initio electronic structure calculations, usually DFT calculations. 
Under the Born-Oppenheimer approximation, the nuclear and electron motions are completely 
decoupled, and thus the Hamiltonian may be partitioned into its nuclear and electronic parts, as 
previously explained. This fact also permits the nuclei to be described by the left part of the 
equation of motion (2.63), while the Hamiltonian includes the DFT electronic energy and the 
nuclear-nuclear terms. Thus, the electrons respond instantaneously to the nuclear motion and 
hence the ground state electronic eigenvalues, !! ! , give rise to an electronic surface on which 
the nuclear dynamics is described by the TDSE (2.1) applied to the time-dependent nuclear 
wavefunction  !(!, !). 
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!! + !!! ! + !! ! !(!, !) = !ћ !!"!(!, !) (2.65)  
 
Following this scheme, the Schrödinger electronic equation has to be evaluated at each nuclear 
configuration, which might be computationally expensive. In order to solve this issue, R. Car 
and M. Parrinello developed in 1985 an efficient approach by introducing a fictitious electronic 
kinetic energy that allows the electrons to follow the nuclear motion adiabatically.  
 !!"#$ = ! !! !!!  (2.66)  
 
After introducing a Lagrangian that includes the orbitals as fictitious dynamical degrees of 
freedom, the Euler-Lagrange equations give rise to the following coupled equations of motion 
 !!!! = −∇!E φ ,R  (2.67)  !!! ! = − !!"!∗ ! E φ ,R + Λ!! φ! r  (2.68)  
 
where Λ! is a set of Lagrange multipliers introduced in order to preserve orthonormality. 
Therefore, starting from an initial set of minimized orbitals at an initial nuclear configuration, 
the position of the nuclei and “the orbitals” evolve according to equations 2.67 and 2.68, 
respectively. 
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Most of the results collected in the following chapters have been obtained from the 
application of the First Principles Bottom Up (FPBU) procedure, which has been extensively 
developed in our group along the last decade. The  FPBU procedure implies the completion of a 
four-step work strategy (see Figure 3.1) that involves the computation of the JAB microscopic 
magnetic interactions between pairs of radicals, and its translation to the observable 
macroscopic magnetic properties (eg. magnetic susceptibility (χ), magnetization (M) or heat 
capacity (Cp)). Thus, it allows finding a direct correspondence between the strength of a certain 
JAB interaction and its effect on the macroscopic magnetic properties of the material. This fact is 
of great importance for the proper rationalization of the magnetic properties of molecule-based 
magnetic materials and, consequently, its application on relevant systems has been one of the 
fundamental aspects of this thesis.  
 
Figure 3.1. Scheme showing the logical evolution of the FPBU four-step work strategy for the proper 
completion of the procedure. 
 
Similar bottom-up strategies are now widely employed in the theoretical community.1 
However, in the last decade the FPBU strategy represented a notable step forward, when the 
study of molecule-based magnets was either centered in the microscopic part, that is, the 
evaluation of the most relevant radical···radical JAB interactions, or in the macroscopic part, 
with the evaluation of the macroscopic properties using parametric JAB estimates. Some attempts 
were done to bring together the two perspectives but fell short.2 Contrarily, the FPBU procedure 
presents numerous advantages, such as the construction of the full Heisenberg Hamiltonian, or 
the inclusion of all spin states in the evaluation of the macroscopic properties. The FPBU 
methodology has been widely described in the past since its first appearance in 2002,3 and also 
in the manuscripts included in the present thesis. However, a detailed description of each step of 
the work strategy will be given in this section, including the identification of the goals and how 
to face them successfully. 
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3.1) First Step: Crystal Structure, Selection of Pairs and Cluster Model 
 
In this first step, we tackle the difficult issue of how to model the structural disposition of the 
radical units of the target system (hereafter called 1) in order to describe its magnetism at the 
broadest possible range of temperatures. Among the possible options to do it, we generally use 
the experimentally-determined crystal structure, which is usually available in the Supporting 
Information of the manuscript that reports its synthesis, or in specialized databases such as the 
Cambridge Structural Database (CSD). The most common temperature for the elucidation of 
crystal structures is ca. 300 K. Lower temperatures, up to ca. 80 K, may be usually achieved by 
liquid nitrogen in most typical X-Ray diffractometers and finally, structures at up to 4 K can be 
obtained if Neutron Diffraction facilities are available and provided that the crystal resists such 
conditions. 
 
A crystal structure represents the most probable structure of the target system 1 at the 
temperature at which it has been elucidated. In the absence of phase transitions, it is assumed 
that temperature has only a contraction effect when cooling (of course, one may talk about the 
expansion effect when heating), and that this effect is generally of minor importance. However, 
it must not be systematically ignored and, in fact, it may be especially important in organic 
radicals, as discussed in chapter 6. For this reason, and because the systems studied along this 
thesis usually present χ(T) curves with the maximum at low temperatures, we have always tried 
to work on crystal structures obtained at the lowest possible temperature. Moreover, as the 
temperature is raised, the internal energy of the molecules also increases. This fact allows the 
material to explore more energetic configurations in its potential energy surface, which usually 
results in poorer resolution and/or the appearance of disordered atoms (i.e. an atom, or groups of 
atoms, having equal probability of being in more than one position).  
 
Once it has been chosen the crystal structure to conduct the calculation of the magnetic 
properties of 1, the procedure continues by the selection of the radical-pairs that will be studied. 
Any crystal structure is a representation of a periodic structure that includes an infinite number 
of radical pairs. In order to describe our system, a first level of truncation is added here by 
considering that only dimers closer than a certain cutoff value are likely to be magnetically 
relevant (i.e., have a non-negligible magnetic exchange interaction). The experience in our 
group tells us that this distance is usually comprised between 10 and 15 Angstrom, which is 
usually large enough to include first- and second- neighboring 1···1 interactions. One must note 
that no restrictions are included in this process regarding the nature of the magnetic pathway 
involved in the interaction (through-bond or through-space, see Figure 3.2). 
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(a) (b) 
  
Figure 3.2. Examples of a through-bond (a) and through-space (b) magnetic exchange interactions. 
Color code: Cu (deep blue), N (light blue), C (black), H (gray), Cl (green), O (red). Cu atoms hold the 
unpaired electrons. Extracted from publication #4. 
 
Finally, once a representative structure has been selected and the magnetically-relevant 
radical-pairs have been identified, it is time to decide which cluster model will be employed in 
the computation of the JAB values. The common approach consists in including explicitly only 
the two radicals directly involved in the magnetic interaction. However, the strength of JAB may 
sometimes be affected by the polarization caused by nearby radicals. In such cases, an extended 
model is required. Along this thesis, the dimer cluster model has been the most common 
framework in the computation of JAB values and, in fact, it is also the most common approach in 
the literature.4 However, as shown in publication #5, there are cases in which it is necessary to 
design models containing several radicals to properly describe the mutual polarization in the 
spin density of adjacent radicals (see Figure 3.3).5  
 
 
Figure 3.3. Partial crystal structure of the TTTA·Cu(hfac)2 polymer where it has been highlighted the 
decamer model (ten radicals) used to account for environment effects in the calculation of JAB values. 
Extracted from publication #5. 
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3.2) Second step: Calculation of Magnetic Exchange Interactions, JAB 
 
The second step of the FPBU procedure consists of the calculation of the JAB values between 
the radical-pairs identified in the first step. The computational methods employed to this 
purpose have been already described in the methodology section. Therefore, in the following 
lines, our aim will be to complete the picture with a more practically-oriented perspective in 
order to provide the reader with the main foundations needed to calculate magnetic exchange 
interactions.  
 
The computation of magnetic exchange interactions is a very challenging issue from a 
theoretical point of view. One needs to describe any given system at the molecular level 
(including also its environment if needed) with great accuracy to account for extremely small 
energy differences, in the order of few cm-1 (0.01 kcal/mol), within absolute energy values that 
are often 1010 times larger. Most of the times, the size of the molecule and the nature of the JAB 
magnetic exchange interactions define the most appropriate methodology, being the Density 
Functional Theory (DFT) and wavefunction-derived approaches (WF) the most used, each one 
having some advantages and drawbacks. In this section, after the definition of the Heisenberg-
Dirac-Van Vleck Hamiltonian (HDVV), the reader will find a general description of the WF and 
DFT approaches that aims at complementing the information given in the methodology section 
(chapter 2).  
 
3.2.1) The Heisenberg-Dirac-Van Vleck Hamiltonian (HDVV) 
 
Along the thesis we have followed the Heisenberg-Dirac-Van Vleck (HDVV) Hamiltonian, 
which in a pair-wise approximation, and for a two-spin system reads:  
 ! = −  2  !!" · !! · !! (3.1) 
 
where JAB is the magnetic exchange constant, and !! and !! are the total spin operators acting 
on radicals A and B. If JAB is positive, it describes a ferromagnetic (FM*, parallel spin 
disposition) coupling and, if negative, the coupling is antiferromagnetic (AFM, anti-parallel 
spin disposition). Note that some authors use a modified version of this Hamiltonian, in which 
either the 2 factor or the minus sign are removed. This expression is valid as long as it involves 
radicals in which the paramagnetic centers do not present orbital angular momentum associated 
                                                      
* Some authors use AF and F instead of AFM and FM to refer to antiferromagnetic and 
ferromagnetic couplings, respectively. 
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to its ground state. Along this thesis, the systems under study are either pure-organic materials 
or containing first-row transition metals. Therefore, it is not expected any contribution from the 
orbital angular momentum. 
 
The JAB values may be computed from the evaluation of two electronic states with 
consecutive spin multiplicity following: 
 2  !!" = ! ! − 1 − !(!)!!"#  (3.2) 
 
where !!"# is the spin quantum number for the highest spin-state. When  !! = !! = !! , the 
resulting spin multiplicities are the triplet (S=1) and the singlet (S=0) states. Then, equation 
(3.2) reads: 
 2  !!" = ! ! = 0 − !(! = 1) (3.3) 
 
or, alternatively:  
 2  !!" = !! − !! (3.3)’ 
 
where S denotes singlet and T denotes triplet. In the following, and for the sake of simplicity, it 
will be used the nomenclature shown in equation (3.3)’.  
 
3.2.2) Wavefunction-Derived Methods 
 
In principle, the most accurate framework for the evaluation of magnetic exchange 
interactions involves the use of a multideterminantal approach. In fact, magnetism is by 
definition a multireferential problem, as the singlet is a combination two determinants with 
equal weight (in the case of two interacting S = ½ particles, see Scheme 3.1). As already 
mentioned in the methodology section, the Complete Active Space (CAS) method allows for the 
simultaneous evaluation of different electronic configurations within a set of orbitals whose 
coefficients may be (CASSCF) or may not be (CASCI) optimized along the process. Chemical 
intuition, and sometimes a trial and error procedure, leads to the selection of a suitable active 
space that has to incorporate as much static correlation as possible. For a two-radical problem, 
at least the two singly-occupied molecular orbitals (SOMO) of the high-spin state are needed. 
However, it is usually necessary to add some other orbitals involved on the magnetic pathway, 
located either in specific parts of the ligand, in the metal-ligand junction, or in the counterions if 
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weak interactions are expected.4a,6 In some cases, especially when organic radicals are involved, 
the concept of magnetic orbitals becomes less significant and it is recommended to include the 
full π-system of orbitals.7  
 !! = 12 ! 1 ! 2 − ! 1 ! 2  
 
Scheme 3.1. Wavefunction describing the singlet state in the Heisenberg Hamiltonian, where α and β 
denote electrons, with !! = + !! and − !!, respectively, that are located in magnetic centers (1) and (2). 
 
 
Figure 3.4. Representation of the type of excitations included in the main derivations of the DDCI 
procedure. Extracted from reference #7 
 
On top of the CAS wavefunction, a subsequent perturbational or variational treatment is 
usually performed to incorporate the remaining dynamical correlation. On one side, 
perturbational treatments, such as CASPT2 or NEVPT2, evaluate the contribution of all the one- 
and two-electron excitations to the total energy at a moderate cost. However, they often offer 
barely any quantitative gain with respect the unperturbed wavefunction when aiming at JAB 
values smaller than ±10 cm-1. On the other side, the DDCI method, although being more 
expensive, is the best method among all variational treatments to evaluate not the absolute 
energy values but the differential effects that arise from the different spin states. DDCI is, thus, 
perfect for the evaluation of magnetic exchange interactions. It includes all kinds of excitations, 
except the 2-holes-2-particles (2h2p) which are not relevant in the calculation of JAB values, as 
demonstrated in the literature (see Figure 3.4).8 However, although being commonly taken as 
the reference, it also has its drawbacks. DDCI calculations of different spin states must be 
carried out in a common set of orbitals and, depending on its shape, the resulting JAB values may 
vary in a factor between one and six.7 After a brief inspection of the literature, one may find 
different strategies for the proper generation of these orbitals: i) High Spin MOs,6a,9,10,11 ii) state 
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average of 70% of the magnetic singlet CASSCF state and 30% of the closed-shell singlet,7 iii) 
obtained iteratively after a number of DDCI runs (iDDCI) until convergence,12,13 or even in 
some cases, iv) no information regarding the orbitals is specified in the manuscript.4b,14 
 
3.2.3) DFT Methods: The Broken Symmetry Approach 
 
Alternatively to wavefunction-derived methods, DFT methodologies can also deal with 
different spin problems. In fact, the size of the system often forces the use of DFT, as 
wavefunction-derived methods are much more demanding in terms of computational and 
manpower cost. Despite there is a still ongoing discussion about the proper way to evaluate the 
exchange coupling constants within the DFT framework,15 and that several papers may be found 
in the literature describing in depth the BS approach,16 a brief description is offered in the 
following lines.  
 
Within DFT, the multireferential character of the singlet state is tackled by the Broken 
Symmetry (BS) approach, developed by Noodleman et al.17 and originally conceived to be 
applied in HF-type calculations. Within the BS framework, one obtains an unrestricted single-
determinantal wavefunction, with Sz = 0 and opposite spins at the two paramagnetic centers, in 
which the contribution of the open-shell singlet (OSS) and the closed-shell singlet (CSS) in the 
wavefunction is optimized following the variational principle.18 Among the projection 
techniques proposed to deal with the non-orthogonality, the one advocated by Yamaguchi and 
co-workers19 has some particular advantages (see equation 3.4). 
 !!" = !!" −   !!"!! !"   −    !! !" (3.4) 
 
where BS and HS stand for the Broken Symmetry and High Spin states, respectively.  
 
One of its two extreme cases corresponds to the very strong subsystem interaction, 
applicable to a scenario with a dominant contribution of the ionic, closed-shell singlet (CSS) 
configurations such as in the bond formation, yielding a BS solution with total spin equal or 
close to zero ( !! !" = 0). On the opposite end, one finds the case of no subsystem interaction 
in which: ( !! !" = !!"#). The former situation has been used by Ruiz et al,15a yielding 
equation (3.5) for the case of two S=½ interacting particles, while the later is proposed in the 
original treatment of Noodleman (equation (3.6)). Both scenarios nicely interpolate in 
Yamaguchi’s equation (3.4), where the different weight of the neutral and ionic components of 
the wavefunction is incorporated by its contribution to the total spin expectation of the system. 
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 !!" ≈ !!"   −   !!"2  (3.5) !!" ≈    !!"   −   !!"  (3.6) 
 
In addition to the potential defects of the BS approach, DFT presents yet another important 
drawback: it is well known that there is a very strong dependency of the spin expectation value, 
and therefore of the resulting JAB values, on the chosen exchange-correlation functional.20 In 
fact, a customized mixing of Fock exchange and DFT exchange can provide any beforehand 
decided result. This is one of the major conceptual drawbacks from DFT. Along the results 
presented in this PhD thesis we have always employed the same exchange-correlation 
functional, the B3LYP, in the computation of JAB values thus maintaining the same combination 
of HF and DFT exchange terms; B3LYP introduces 20% of HF and 80% of DFT in a 
combination that usually yields quantitative results when applied together with the Broken 
Symmetry approach.21 Furthermore, our computed JAB values are often validated by post-
Hartree Fock calculations (see publication #10) or by the calculation of the magnetic properties 
and comparison with the available experimental observables, as explained along the results 
sections. 
 
3.3) Third Step: Magnetic Topology. Diagonalization of the Heisenberg Hamiltonian 
 
The network of connectivity of all relevant JAB values defines the magnetic topology. The 
main types of magnetic topologies are shown in Figure 3.5, ordered on an ever-increasing level 
of complexity: (a) represents a 0-D material in which a single JAB connects two radicals forming 
a dimer, and no inter-dimer interactions are present; (b) represents a 1D material in which the 
interaction propagates along an arbitrarily-selected horizontal direction, (c) represents a 2-leg 
spin ladder, a type of 2-D magnetic dimensionality, in which two JAB interactions coexist, but 
only one of those (red line in Figure) propagates along a certain direction, (d) represents a 2-D 
structure, in which two JAB interactions coexist and propagate along different directions forming 
a plane, (e) represents a more complex 2-D magnetic topology, depicted here to show that all 
those topologies are not limited to two JAB interactions and finally, (f) represents a 3-D structure, 
in which three JAB interactions define 2-D planes that stack in the third direction. Note that, 
although they can be present in some cases, the possible magnetic interactions between second-
nearest neighbors have not been shown in this scheme, for simplicity.  
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 (a) (b) (c) 
   
(d) (e) (f) 
   
Figure 3.5. Representation of the most common magnetic topologies, as explained in main text.  
 
According to the effective Hamiltonian theory,22 it is possible to design an effective 
Hamiltonian that, when applied to the proper model space, provides a set of eigenvalues that 
match those of the exact Hamiltonian. The FPBU procedure is based on this approach. The 
energies and total spin numbers that arise from the application of the Heisenberg Hamiltonian to 
all the possible spin combinations of a selected magnetic model (model space) are extracted to 
be used in the proper statistical mechanics expressions23 (see equations 3.7-3.9) to calculate the 
macroscopic properties of the system. This fact is accomplished in the fourth step of the FPBU 
strategy (see next section). The magnetic model must be selected in a way that, ideally, is able 
to reproduce the full, infinite, crystal when propagated over the three crystalline directions. 
However, the quality of the selected model space is difficult to assess, since the energies and 
total spin numbers of the exact Hamiltonian, for comparison purposes, are impossible to obtain. 
In general, in order to be as good as possible, the magnetic model should include all significant 
JAB magnetic interactions in a ratio as close as possible to that found in the infinite crystal. The 
current computational limitations force us to build magnetic models with no more than 18 spin 
centers (corresponding to 48620 states). The model spaces employed along this thesis have been 
assessed by evaluating its level of convergence. For instance, a linear model of 18 spins would 
be considered to be adequate if the macroscopic observables, that are extracted from it, show a 
good convergence with those coming from similar models with less number of radicals (i.e. 16, 
12, 8 … etc, spins). See for instance publications #1 and #6, where is offered an analysis of the 
convergence of the models. The use of cyclic models was tested in the early days of the 
methodology and discarded due to the already rapid convergence of the macroscopic properties 
in most of the cases, even when using a relatively small number of spin centers.  
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3.4) Fourth Step: Computation of Macroscopic Magnetic Properties.  
 
The last step of the FPBU procedure allows us to relate the information extracted in previous 
steps with the magnetic properties at the macroscopic scale. To do so, the energy and spin states 
of the finite magnetic models, selected in the previous step, are introduced in the proper 
statistical mechanics expressions to obtain the desired macroscopic property, such as 
magnetization (M, 3.7), magnetic susceptibility (χ, 3.8), or heat capacity (Cp, 3.9): 
 
! = −!!!µμ! !! !!!!! !!! !!" − !! !!! !!"!!! !!!!!!!"!!!!! !! !!!!! !!! !!! !!"!!! !!!!!!!"!!!!!  (3.7) 
! = −!!!!µμ!!!!! !
! !!!!! !!! !!" − !! !!!! !!"!!! !!!!!!!"!!!!! !! !!!!! !!! !!! !!"!!! !!!!!!!"!!!!!
− !! !!!!! !!! !!" − !! !!! !!"!!! !!!!!!!"!!!!! !! !!!!! !!! !!! !!"!!! !!!!!!!"!!!!!  
(3.8) 
!! = − !!!!!! !! − !! + ! !!" + !! !!! !!!!! !! !!"!!! !!!!"!!"!!!!! !! !!!!! !! !!"!!! !!!!"!!"!!!!!
− !! − !! + ! !!" + !! !!! !!!!! !! !!"!!! !!!!"!!"!!!!! !!! !!!!! !! !!"!!! !!!!"!!"!!!!! !  
(3.9) 
 
where ! = !µμ!!, and “n” runs over the total number of states that can be build from the 
magnetic model.  
 
As can be seen in these expressions, the only information that is needed to calculate the 
macroscopic properties is the energy spectra of the magnetic model together with its spin 
multiplicities. Both magnitudes are extracted from the diagonalization of the Heisenberg 
Hamiltonian at a 0 T external field, which is performed in the third step of the procedure. Then, 
by using these expressions, it is possible to represent the evolution of those properties as a 
function of temperature (at a constant magnetic field) or magnetic field (at a constant 
temperature), and compare them with the experimental data.  
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3.5) Quantum Chemistry Software  
 
Finally, to conclude with the practical aspects that are necessary to tackle the modelization of 
molecular magnetic materials, this section is aimed at presenting the computational tools that 
have been used to this purpose throughout chapters 4, 5 and 6. Note that the evaluation of these 
codes is made based on the experience of the author and, therefore, absolutely debatable. 
 
Gaussian 09 (G09).24 It is an all-round package designed to perform all sorts of calculations 
ranging from QM/MM to post-HF treatments. It was initially released in 1970 by the group of 
Sir John Pople, and has been continually improved since then, resulting in the title version, 
which is the latest at the time of this thesis. It has a large number of DFT functionals, including 
hybrid, long-range corrected and customized combinations of existing exchange and correlation 
functionals. It has also a large number of basis sets implemented including pseudo-potentials, 
and the possibility to request Complete Basis Set (CBS) treatments. Moreover, the Grimme 
dispersion can be added to the functionals that do not properly describe the dispersion 
interactions. It has been the most-used quantum chemistry package along this thesis. G09 has 
been employed thoroughly for the computation of JAB values together with DFT since it 
incorporates robust algorithms for the SCF procedure, as well as for geometry optimization and 
Hessian evaluation. Additionally, is has been especially valuable for the computation of 
intermolecular interaction energies thanks to the counterpoise method25 implemented therein.  
 
Orca.26 It is another all-round package and the freeware alternative to G09. Its development 
started in 1999 in the group of F. Neese. It has been used mainly for two purposes: (a) in the 
calculation of JAB values in clusters with a large number of radicals, such as in publication #5, 
due to the “FlipSpin” feature implemented therein, which allows defining the spin state of an 
initial guess of orbitals in a more user-friendly manner, and (b) in the computation of g-tensor 
values for publications #5 and #6. However, the SCF algorithm is much weaker that in other 
codes, which make it not suitable for complex CASSCF calculations, and thus for the posterior 
application of NEVPT2 and/or DDCI treatments, despite being implemented in the code.  
 
Molcas.27 This code has been used for the computation all CASSCF and CASPT2 energies 
reported in this thesis. Although it requires large amounts of memory and disk and does not 
parallelize, it is the best code to work with if post-HF methods are desired. 
 
Casdi.28 This code has been occasionally used to compute DDCI energies in publication #10. 
The DOLO set of codes included in the package has also been used in publications #7 and #10 
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to perform a VB-like orbital localization29 that is used as initial guess for subsequent 
calculations. 
 
Quantum Espresso.30 It is a code designed to perform DFT calculations at the solid state 
level, with periodic boundary conditions, plane-waves and ultra-soft pseudopotentials.31 The 
On-Site coulomb repulsion and Grimme corrections are implemented, and it is highly efficient 
when working on parallel architectures. Unfortunately, it lacks of analytical Hessian evaluation 
and the SCF convergence is rather weak for complex electronic structures. The initial spin state 
of the system cannot be specified in the input unless some tricky modifications are applied to 
the code.  
 
CPMD.32 This code is an implementation of DFT that works with plane-waves and 
pseudopotentials. It contains the Car-Parrinello propagation scheme, which makes it an 
interesting choice when performing ab initio molecular dynamics simulations at a much reduced 
computational cost than other implementations. 
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4.1) Introduction 
 
The field of molecular magnetism is aimed at synthesizing compounds with tailored-made 
magnetic properties. This is certainly an ambitious goal, and first requires the development of 
theoretical models that must be capable to make reliable predictions. Before reaching this point, 
the foundations of these models must be settled upon the understanding of the magnetic 
properties of compounds that have been already synthesized.  
 
From the experimental point of view, the JAB values and the magnetic topology are usually 
inferred by a trial and error procedure, in which the temperature-dependent experimental data is 
introduced in analytical models that are initially selected by inspection of the crystal structure.1 
Only in some special topologies (isolated dimers,2 isolated regular3 or alternating4 chains, 
among others) one can use available analytical expressions to correlate the macroscopic 
property with the microscopic radical···radical interactions. In other cases with more complex 
magnetic topologies, one can only guess the nature of the dominant magnetic interactions by 
looking at the shape of the magnetic susceptibility curve. In any case, all models are restricted to 
describe the presence of three or less magnetic interactions, while the rest (if present) are 
averaged and included as a mean field contribution. Furthermore, multiple analytical models 
may sometimes fit the data comparably well and the final choice is only based on mathematical 
criteria, which is, in our opinion, an oversimplified and arbitrary procedure. 
 
Once the best mathematical model is found (i.e. the one that fits the data with less error), it is 
adopted as the magnetic topology of the crystal, and the set of magnetic exchange parameters 
are extracted from the fitting model, together with some other variables such as the g-tensor. 
Then, those JAB parameters are ascribed to a certain magnetic pathway according to some 
structural criteria, for instance: inter-radical distances or angles. However, those 
magnetostructural correlations, and other simplified models (such as Kahn-Briat,5 McConnell I6 
and II7), are usually not enough to assign the dominant interactions to a certain magnetic 
pathway, and must be used carefully.8 For all those reasons, the experimental determination of 
the magnetic exchange couplings, by means of a fitting procedure, has several inherent 
difficulties and, in fact, this approach suffers from yet another, more fundamental, deficit: it 
assumes temperature-independent JAB values, about which will be discuss extensively in chapter 
6. In contrast, theoretical chemistry overcomes all those drawbacks, since it allows a univocal 
interpretation of the magnetic topology by associating each JAB interaction with its true magnetic 
pathway and evaluating its effect on the macroscopic magnetic properties of the material, as 
done in our FPBU procedure9 or in similar approaches.10 
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Since the appearance of the FPBU procedure in 2002, our group has made progress toward 
to understand what is needed to successfully model the magnetic properties of molecular 
materials. Simultaneously, the performance of our procedure has been evaluated in numerous 
studies of organic materials11 and metal-organic compounds based on cobalt(II)12 or copper(II) 
ions.13,14,15 The study of this latter type of compounds has been done in close collaboration with 
the group of Prof. Mark M. Turnbull, whose research is devoted to the study of low-dimensional 
materials, that is, materials in which the magnetic exchange interactions are propagated in less 
than three dimensions (i.e. 0D, 1D or 2D). Those materials have been studied for more than 
three decades for the reasons listed below. 
(i) They present fundamental physical phenomena. For instance, even-leg ladders present an 
energy gap in its spin excitation spectrum between the coherent antiferromagnetic state (S = 
0) and the first excited triplet (S = 1), in contrast with the behavior of odd-leg ladders.16  
(ii) Some of them are present in certain phases of high-temperature superconductors.17 
Moreover, recent theoretical studies have explained the presence of superconductivity in 2D 
copper oxides with strong AFM interactions (ca. 500 cm-1) based on analyzing field-
dependent properties.18 According to these studies, the critical phenomena would occur when 
the applied field is close to the saturation field.19 Unfortunately, the required external field in 
these materials is too strong to be reached with current technology (ca. 4000 T). For this 
reason, research has been focused to study other materials with 2D magnetic topologies and 
with weaker magnetic exchange interactions, such as the ones synthesized in the group of 
Prof. Turnbull and coworkers, in which the saturation field may be easily reached.20  
(iii) They offer an excellent playground to evaluate the goodness of synthetic procedures to 
achieve a desired dimensionality.21 To this end, certain versatile ligands such as pyrazine 
(pz) have been extensively used to create coordination networks, and with a smart 
combination of the remaining ligands22 and counterions,23 one can usually define the primary 
magnetic pathways (other variables such as pressure have been also used to this purpose24). 
However, the final disposition of the molecules in the crystal may create other magnetic 
pathways, thus hindering the obtention of the desired magnetic topology. Therefore, from an 
experimental point of view, the only way to study how the crystal packing influences the 
magnetic topology of a sample, is to design families of related compounds with small 
differences in their chemical structure.  
Along these years we have studied three substituted-pyridinium tetrahalocuprate(II)13 
compounds (see Table 1), and six substituted-pyrazine (or -pyridine) dihalocopper(II) 
complexes (see Table 2).14 The first family is an excellent scenario to explore magnetic 
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dimensionality (isotropic and strong-rail spin-ladders, interacting 2D hexagonal layers, 3D 
magnetic topology) due to the presence of through-space magnetic exchange interactions. In 
contrast, the second family provides both through-bond (namely, Cu-pz-Cu and Cu-X-Cu) as 
well as through-space (e.g. Cu-X···X-Cu) magnetic interactions.  
 
Table 4.2. Compounds of the substituted-pyrazine (or -pyridine) dihalocopper family studied in our 
research group in recent years. It is shown the experimentally assigned and calculated magnetic 
topologies. 
Name Exp. Topology Calc. Topology Reference 
[CuBr2(2,3-dmpz)2] 2D 2D 14a 
[CuCl2(2,3-dmpz)2] 2D 2D 14a 
[CuCl2(2,5-­‐dmpz)2] 1D 3D 14b 
[CuCl2(2-­‐Clpz)2] 1D 2D 14c 
[CuBr2(2-­‐Br-­‐3-­‐Mepy)2] 1D 2D 14d 
[CuCl2(2-­‐Cl-­‐3-­‐Mepy)2] 0D 2D 14d 
2,3-dmpz = 2,3-dimethylpyrazine; 2,5-dmpz = 2,5-dimethylpyrazine; 2-Clpz = 2-chloropyrazine; 2-X-3-Mepy = 
2-X-3-methylpyridine. 
 
Four compounds of the dihalocopper(II) family have been studied in this thesis. In 
publication #1, we have rationalized the different macroscopic magnetic properties of two 
compounds that were expected to be isostructural: [CuBr2(2-Br-3-Mepy)2] and [CuCl2(2-Cl-3-
Mepy)2] (see Figure 4.1a and 4.1b, respectively). Instead, the former compound presents 
dominant FM interactions (+1.16 cm-1) while the latter shows dominant AFM behavior (−2.37 
cm-1). We have been able to connect such a change in the nature of the dominant magnetic 
interaction with a change in the conformation of the ligands, which converts from anti in the 
brominated specie, to syn in the chlorinated counterpart. Furthermore, the simulated χ(T) curves 
of both compounds are in very good agreement with the experimental measurements. In 
publication #2 we have studied the magnetic properties of the [CuCl2(2,5-­‐dmpz)2] compound 
(see Figure 4.1c), and identified up to five magnetic exchange interactions that create a complex 
3D network of connectivity. With this set of JAB values, we have calculated the χ(T) curve, 
which is again in very good agreement with experiment. Complementarily, we have carried out 
simulations to evaluate how the χ(T) curves vary when the dimensionality of the material 
changes from 3D to 2D and from 2D to 1D or 0D. Finally, in publication #3 we have studied the 
[CuCl2(2-­‐Clpz)2] (see Figure 4.1d) crystal and found two dominant JAB values that create 
Table 4.1. Compounds of the substituted-pyridinium tetrahalocuprate family studied in our research 
group in recent years. The experimentally assigned and calculated magnetic topologies are given. 
Name Exp. Topology Calc. Topology Reference 
(5FAP)2CuCl4 2D ladder 3D 13a 
(2,3-dmpyH)2CuBr4 2D ladder 2D ladder 13b 
(5MAP)2CuBr4 2D 3D 13c 
5FAP = 2-amino-5-fluoropyridinium; 2,3-dmpyH = 2,3-dimethylpyridinium; 5MAP = 5-Methyl-2-
aminopyridinium.  
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alternating 2D layers, which are, in turn, weakly interconnected by a third magnetic exchange 
interaction, generating a quasi-2D magnetic topology. In this manuscript, we have studied the 
convergence of the magnetic models to calculate the susceptibility curves, which evinces that, 
for this specific material, we would need models with more than 16 spin centers to properly 
reproduce the experimental magnetic susceptibility data. This observation, together with an 
improvement of our computational capabilities, led us to extend the maximum memory assigned 
to our code to support up to 18 spin centers. Unfortunately, beyond this point the memory 
requirements are unaffordable (~100 GB for 20 spin centers) and, as a result, further upgrades 
are not anticipated. 
(a) (b) 
  
(c) (d) 
  
Figure 4.1. Molecular units of (a) CuBr2(2-Br-3-Mepy)2, (b) CuCl2(2-Cl-3-Mepy)2, (c) (2,5-dmpz)CuCl2 
and (d) CuCl2(2-Clpz)2, studied in publications #1, #1, #2 and #3, respectively. 
  
Yet within Cu(II)-based architectures, we have applied the FPBU procedure to another two 
molecular materials: [Cu(pz)2](ClO4)2 and TTTA·Cu(hfac)2. In the following, we will briefly 
summarize the reasons why these materials have attracted our attention and the results obtained 
from these projects, which are collected in the present thesis in publications #4 and #5, 
respectively.  
 
Experimentally, [Cu(pz)2](ClO4)2 is taken as a prototype of a 2D Heisenberg antiferromagnet 
up to 4.21 K, where it undergoes a transition to a 3D ordered state, as revealed by muon spin 
relaxation measurements.25 Initially, we studied the crystal structure reported in its synthesis, 
which was obtained at 163K.23a Our results confirmed the previous experimental interpretation 
of the material having a 2D magnetic topology. We identified two dominant magnetic exchange 
pathways (d1 and d2, see Figure 4.2a) associated to JAB values with similar strength (J1 and J2, 
see Table 3). Interestingly, an anomaly was observed close to the transition temperature in the 
Chapter 4  57 
 
simulated Cp(T) curves (see blue curve in Figure 4.2b). Previous experience26 in our group 
prompted us to study a crystal structure resolved at lower temperatures (i.e. closer to the 
transition). With this aim in mind, our collaborators obtained the 10-K crystal structure of the 
material by using neutron diffraction techniques. Then, a second FPBU analysis was applied to 
this new crystal structure with similar results: two dominant magnetic exchange interactions 
were observed, yielding a 2D magnetic topology (see Table 3), and the resulting Cp(T) curve 
showed the same anomaly in the 2.0 K to 4.5 K temperature range (see red curve in Figure 
4.2b). Therefore, publication #4 is an excellent example of a material in which the magnetic 
response is not significantly dependent upon the thermal contraction of the crystal structure as 
the temperature is lowered.  
 
(a) (b) 
  
Figure 4.2. (a) Overlap of the 10K crystal structure of [Cu(pz)2](ClO4)2 and representation of dimers d1−d4 
associated to J1−J4. (b) Experimental (black symbols) and computed (red and blue lines) Cp(T) data using 
crystals obtained at 10 and 163 K, respectively. Note the shoulder in the simulated Cp(T) curves at around 
3K. Extracted from publication #4 
 
Table 4.3. Inter-radical distance and values of the two JAB dominant magnetic exchange interactions 
using the crystal structures of [Cu(pz)2](ClO4)2 determined at 10 K and 163 K. 
 10 K 163 K 
dimer, di d(Cu···Cu)/Å Ji (cm−1) d(Cu···Cu)/Å Ji (cm−1) 
d1 6.898 −10.2 6.916 −9.0 
d2 6.876 −7.3 6.920 −8.7 
 
Although the magnetic topology at 163 K corresponds to a quasi-isotropic 2D layer, it can be 
realized (see Table 3 and Figure 4.2a) that the two magnetic pathways at the 10-K crystal 
structure are nearly identical in terms of structure but are associated to two significantly 
different JAB values (−10.2 vs. −7.3 cm-1). Therefore, we continued our study on the 
[Cu(pz)2](ClO4)2 compound by analyzing the influence of the (pz)Cu(pz) frame, and the 
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perchlorate counterions, on the strength of the magnetic exchange interactions. Interestingly, we 
could ascribe the difference between J1 and J2 to two cooperating factors: First, to the 
deformation of the bridging pyrazine ligand (measured as the bond-length alternation 
parameter) and, second, to the different amount of intermolecular interactions between the 
counterions and the bridging pyrazine in dimers d1 and d2. To this respect, we hypothesized 
that hydrogen contacts are responsible for these interactions, and that its strength (and thus the 
strength of the corresponding JAB) can be enhanced by using other similar counterions with less 
electronegative external counterions.  
 
So far, all the studies carried out have involved Cu(II) metals coordinated to diamagnetic 
ligands, such as pyrazine and derivatives (publications #1-4). On the contrary, the subject of our 
next study, the TTTA·Cu(hfac)2* ferromagnetic polymer, is a remarkable example of what is 
called the “metal-radical” synthetic approach.27 This strategy, proposed two decades ago by 
Gatteschi and coworkers,28 consists in attaching an organic radical to a metal-organic moiety 
holding another unpaired spin. This is in contrast with the most common strategy when 
synthesizing metal–organic frameworks, which is to coordinate the metallic center to 
diamagnetic ligands. From the point of view of computational chemistry, the “metal-radical” 
approach implies that the common description of those materials, which consists in preserving 
the coordination sphere of the metal center at the expense of truncating the coordination of the 
diamagnetic ligands (when necessary), cannot be applied. As a result, whatever the cluster 
model used to study the magnetism of TTTA·Cu(hfac)2, the complete coordination of all TTTA 
and Cu(hfac)2 radicals is never achieved. Moreover, the high density of spin-carrying units in 
the crystal, and the large delocalization of the spin density inside the organic radicals, such as in 
TTTA, should in principle allow the magnetic interaction to happen through a larger variety of 
magnetic pathways.29 For those reasons, the elucidation of the magnetic topology in this class of 
materials is a challenge both experimentally and computationally.  
 
Keeping in mind all the difficulties previously mentioned, in publication #5 we have tackled 
the calculation of all JAB values by adopting a decamer cluster model (i.e. ten radicals), which 
has been designed in order to provide the best possible description of the system and its 
environment at the same time. Using this model, we have found three dominant magnetic 
interactions between first nearest neighbours. Interestingly, although the metal center is attached 
to two organic radicals, only one of the corresponding magnetic interactions is sizeable (J1 = 
11.9 cm-1), while the other has negligible strength (J2 = 0.3 cm-1, see Figure 4.3). Instead, the 
remaining non-negligible interactions are associated to pairs of radicals in adjacent chains (J3 = 
                                                      
* TTTA=1,3,5-trithia-2,4,6-triazapentalenyl, hfac=(1,1,1,5,5,5-hexafluoroacetylacetonate) 
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−3.0 cm-1 and J4 = −3.2 cm-1, see Figure 4.3). Therefore, TTTA·Cu(hfac)2 provides an example 
of a magnetic topology that cannot be inferred from its coordination pattern.  
 
Figure 4.3. Overlap of crystal structure and magnetic topology of the four first-neighboring JAB 
magnetic interactions in TTTA·Cu(hfac)2. Extracted from publication #5. 
 
Finally, publication #6 (the last project in this chapter) is devoted to (BDTA)2[Co(mnt)2]†, a 
bistable metal-organic system with a small hysteresis loop centered at ca. 190 K and a width of 
20 K (see Figure 4.4).30 Experimentally, the origin of its bistability was ascribed solely to a 
charge transfer process that accompanies the formation of a Co-S(BDTA) bond at the transition 
from the high-temperature (HT) phase to the low-temperature (LT) phase.31 This process is 
associated to a change in the g-tensor of the cobalt center from 2.29 at HT to 2.55 at LT, and 
thus the magnetic properties are dramatically affected. In this publication, we uncovered yet 
another contribution to the different magnetic behavior showed by the two phases: their 
different magnetic topology. Indeed, we have weighted such effect to contribute a non-
negligible 16% of the experimental jump at 190K. This is in agreement with other bistable 
compounds in which the magnetic topology also plays a role in defining the different magnetic 
behavior of the two involved phases.11a,32 
(a) (b) 
  
Figure 4.4. (a) The geometries of the (BDTA)2[Co(mnt)2] units in the LT and HT phases. (b) Comparison 
between the experimental (black) and computed χT(T) curves each phase. HT and LT curves are in blue 
and red, respectively; dashed lines correspond to χT(T) values obtained for both phases when all JAB 
interactions are set to zero, corresponding to the Curie law regime. Extracted from publication #6. 
 
                                                      
† BDTA = 1,3,2-benzodithiazolyl, mnt = maleonitriledithiolate 
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4.2) Results 
Publication #1:  
 
A theoretical analysis of the magnetic properties of the low-dimensional copper(II)X2(2-X-
3-methylpyridine)2 (X = Cl and Br) complexes. 
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Publication #2: 
 
Assigning the dimensionality in low-dimensional materials: A rigorous study of the 
dimensionality of (2,5-dimethylpyrazine)CuCl2. 
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Publication #3: 
 
 A theoretical analysis of the magnetic properties of the low dimensional bis(2-
chloropyrazine)dichlorocopper(II) molecule-based magnet. 
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Publication #4: 
 
Dividing the spoils: The role of pyrazine ligands and perchlorate counterions in the 
magnetic properties of bis(pyrazine)diperchloratecopper(II), [Cu(pz)2](ClO4)2, compound. 
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Publication #5:  
 
Elucidating the complex magnetic topology of the 'metal-radical' TTTA·Cu(hfac)2 system. 
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Publication #6:  
 
"Tracing the Sources of the Different Magnetic Behavior in the Two Phases of the Bistable 
(BDTA)2[Co(mnt)2] Compound: 
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4.3) Summary 
 
The objective of this chapter has been twofold: (i) to provide the scientific community with a 
rigorous analysis of the magnetic properties of molecule-based magnets, and (ii) to analyze how 
the magnetic properties of a given material can be affected by different factors that are usually 
ignored, such as the counterions. In order to address our objectives, we have studied the 
magnetic properties of different molecule-based materials, with particular interest in identifying 
their magnetic topology, and to reproduce the experimental macroscopic data. 
 
In publication #1 we have corroborated that, a change in the arrangement of the diamagnetic 
(2-X-3-Mepy)2 ligands, is the key structural feature that produces two distinct magnetic 
topologies in two similar materials, CuX2(2-X-3-Mepy)2 (X=Br, Cl). 
 
In publication #2 we have analyzed the magnetic properties of the [CuCl2(2,5-­‐dmpz)2] 
compound, and identified up to five magnetic exchange interactions that create a complex 3D 
network of connectivity. The absence of analytical models for such complex topologies 
precludes the experimental fitting of the magnetic data to extract JAB parameters.  
 
In publication #3 we have studied the [CuCl2(2-­‐Clpz)2] crystal and found two dominant JAB 
values that create alternating 2D layers, which are, in turn, weakly interconnected by a third 
magnetic exchange interaction, generating a quasi-2D magnetic topology. Our results are, thus, 
in contrast to the experimental interpretation, made in terms of a 1D magnetic topology. 
 
Publication #4 demonstrates how the counterions, and diamagnetic bridging ligands, 
influence the strength of the magnetic exchange couplings of [CuCl2(2-Clpz)2]. In this work, we 
have also observed that the thermal contraction of the crystal upon cooling has a meaningless 
influence in the strength of the JAB values of this class of materials. 
 
Publication #5 has been devoted to study TTTA·Cu(hfac)2, a material based on the ‘metal-
radical’ synthetic approach. Our results demonstrate that this system, previously interpreted in 
terms of polymeric chains of radicals, must be regarded, instead, as chains of de facto biradical-
units. Moreover, we demonstrate that the coordination motif cannot be directly associated to 
infer the magnetic topology of this particular material.  
 
Finally, Publication #6 unveils the importance of the magnetic topology to understand the 
bistability of the (BDTA)2[Co(mnt)2] material, and also uncovers the dominant ferromagnetic 
(antiferromagnetic) behavior of the high(low)-temperature phase. 
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Along this process, one of our major goals has been to learn about the proper modeling of 
those materials by means of the FPBU procedure. With this aim in mind, in publication #2 we 
have analyzed how the χ(T) curves vary when the magnetic topology of the material changes. In 
publication #3, we have learned about the convergence of the magnetic models in the 
calculation of the χ(T) curves, and realized that, occasionally, a magnetic model of 16 centers is 
not enough to describe the system of interest. Finally, in publication #5 the application of the 
FPBU procedure has been a challenging task. In this manuscript, we have learned about the 
calculation of JAB values in large cluster models containing several radical units (i.e. tetramer 
and decamer). 
 
Overall, our work on this line of research allows us to review, critically, the experimental 
assignation of JAB values by means of a fitting procedure, and to demonstrate that computational 
chemistry methods are valuable tools	  that can aid to this purpose.  
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5.1) Introduction 
 
Some molecular materials can undergo a spin transition between two different electronic 
states holding a different number of unpaired electrons, in what is usually called a spin 
crossover (SCO). Such apparent subtlety may cause a notable change in several physical 
properties, such as magnetic moment, color or molecular structure. The phenomenon was first 
described by Cambi et al. in the early 30s1 and, since then, has been extensively studied, 
especially after a number of reviews by König,2 Goodwin3 and Gütlich,4 who paved the way for 
the modern understanding of SCO. Later on, in 1993, the field was popularized by Kahn, who 
envisaged SCO compounds as switchable materials, and thus potential candidates to be used for 
technological purposes.5 Few years after, their application in real devices became reality6 and, 
nowadays, numerous efforts are devoted to the application of SCO materials in imaging 
techniques7 or spin transistors,8 among others.9 
 
The spin crossover phenomenon is manifested in many types of materials, including metallic 
complexes,10 organometallic11 and purely organic12 compounds, metal–metal bonded species13 
and inorganic salts.14 In practice, an inspection of the literature immediately reveals that the 
most prolific combination is based on a Fe(II) core with organic ligands attached through 
nitrogen atoms, yielding a Fe(II)N6 first-coordination sphere.15 In those cases, the ligand field 
splitting has caused a small energy difference between the diamagnetic low-spin (LS, S=0) state 
and the paramagnetic high-spin state (HS, S=2). Then, an external perturbation can be applied to 
interchange the most stable state and thus the spin transition occurs, accompanied by a volume 
increase due to the population of the ‘eg’ anti-bonding metal-ligand orbitals (see Figure 5.1).  
 
(a) (LS, S=0) (b) (HS, S=2) 
 
 
 
 
Figure 5.1. Scheme of the changes undergone by the Fe-N6 coordination sphere at the spin-crossover 
transition (a,b), note the change in volume and electronic configuration. 
 
The SCO can be induced by an external triggering effect such as light, pressure, magnetic 
field and temperature, being the latter the most common.15c In such cases, the transition occurs 
at a temperature (T1/2) at which the enthalpy of the stronger metal–ligand bonds in the LS state 
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is overcome by the higher electronic and vibrational entropy of the HS configuration (see 
equations 5.1 and 5.2).  
 !" = !" − !"# (5.1) 
 
which, at T1/2 (!" = 0), becomes: 
 !! ! = !"!" !! !  (5.2) 
 
where !" can be assumed to be temperature independent and !" corresponds to the entropy 
difference at the transition temperature.  
 
In turn, the shape of the spin transition, represented in Figure 5.2 as the evolution of the 
fraction of HS species with temperature, !!"(T), can be classified into gradual, abrupt and 
hysteretic (see Figure 5.2a-c, respectively). A gradual transition refers to those that span over a 
wide range of temperatures, being ‘extremely’ gradual in solution (i.e. no cooperativity), where 
the Boltzmann distribution dictates the presence of either HS or LS molecules. In an abrupt 
transition, the SCO phenomenon occurs in a narrow range of temperatures (less than 10K) due 
to the presence of more cooperative effects in the crystal. Finally, the cooperativity may be even 
stronger and originate the emergence of a hysteresis loop, yielding a different transition 
temperature depending on the initial state (↑ !!/! ≠  ↓ !!/!).  
 
(a) (b) (c) 
 
 
 
   
Figure 5.2. Schematic representation of (a) gradual (b) abrupt and (c) hysteretic spin transition, achieved 
by increasing the level of cooperativity in the transiting units, herein represented as bricks. 
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The presence of hysteresis is crucial for the use of SCO materials in devices as it provides 
them with a memory effect.9b For this reason, a major goal in this field has been the 
achievement of large hysteresis loops, especially at room temperature, in order to obtain a 
bistability region of potential technological interest. Two major approaches have been followed 
to capitalize the volume change around the metal ion (see Figure 5.1a-b) to increase 
cooperativity, namely: (i) the use of covalent bonds to design coordination polymers, or (ii) the 
use of organic ligands as a source of van der Waals interactions to create cooperativity 
networks. Although the former approach has achieved promising results,5,7,16 the role of weak 
interactions seems to be the key factor in the formation of wide hysteresis loops.17 This latter 
strategy is based on generating different amount of interactions depending on the SCO units 
being at either their HS or LS states via van der Waals18 contacts or/and the electrostatic 
contribution (Madelung field).19  
 
Two contributions modulate the temperature at which a certain spin transition happens and 
also the shape of the !!"(T) curve: the crystal field splitting originated in the first sphere of 
coordination, and how the SCO units are influenced by the crystal packing (see Figure 5.2). 
From the point of view of computational chemistry, a consensus has been achieved on the 
processes that happen at the molecular level, which are rather common within each family of 
SCO units.20 In contrast, the second aspect is not well known and strongly depends on the 
system under study. Furthermore, the inherent difficulties of modeling the SCO units and the 
crystal environment at the same time limit the predicting capabilities of computational 
chemistry.21 On one hand, the description of the transiting units is extremely delicate, as it relies 
on the correct treatment of electron correlation. On the other hand, the description of the 
crystalline phase usually involves a large number of atoms, and the need to incorporate the 
treatment of weak dispersion forces. Such requirements cannot be fulfilled by using correlated 
wavefunction methods such a CASPT2, due to their huge computational requirements, but nor 
with bare DFT functionals, since those are not capable of describing electron correlation and 
weak interactions with the needed accuracy. Therefore, the influence of the crystal packing on 
the SCO units is a challenging task from the point of view of the computational modeling. 
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Figure 5.3. Magnetic susceptibility (χMT) curves, over the 220-280K temperature range, 
associated to crystal structures of [Fe(1-bpp)2]2+ molecules showing a distorted (red) and regular 
(black) conformations. Adapted from reference 23b. 
 
When working with SCO materials, this PhD thesis has been focused in the studying the 
subtle effects that arise from the crystal packing in systems where those are expected to play a 
crucial role. In particular, in publication #7 we have studied an Fe(II)-based compound, the 
[Fe(1-bpp)2]2+ (1-bpp = 2,6-bis{pyrazol-1-yl}pyridine), which either undergoes a complete spin 
transition when its structure is regular, or remains blocked in its HS configuration when its 
structure is distorted. 22 Apparently, the choice of its structure is dictated by the counterion 
employed on its synthesis, in a way that, when using BF4− the SCO units adopt the regular 
conformation, while in the presence of ClO4− (among others) the structure is distorted (see 
Figure 5.3).23 Keeping in mind the complexities mentioned before, in this study we have tacked 
the modelization of our system by combining CASPT2 calculations at the molecular level with 
DFT+U+Grimme calculations at the crystalline phase. The connection between these two 
methodologies has been the parametrization of the Hubbard-Like term (U) by using the results 
obtained at the CASPT2 level. This innovative working strategy, never documented before, 
allows us to gather all necessary information to evaluate the multiple contributions that affect 
the spin crossover behavior of [Fe(1-bpp)2]2+, and ultimately ascribe the presence of regular or 
distorted SCO units to the influence of the intermolecular interactions originated in the 
counterions.  
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5.2) Results 
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Insights into the Crystal-Packing Effects in the Spin Crossover of [FeII(1-bpp)]2+ 
Architectures 
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5.3) Summary 
 
The objective of this chapter has been to analyze the effect of the crystal packing in the SCO 
behavior of molecule-based materials. Due to time constrains, only one compound has been 
studied and included in this PhD thesis, the [FeII(1-bpp)2]2+ complex. This particular material 
has been studied because it is a prototypical example in which the crystal packing exerts a key 
influence in its spin crossover transition.  
 
The results presented in publication #7 allow us to identify why the counterions are 
responsible for the two markedly distinct SCO behaviors (trapping or spin transition) of this 
Fe(II)-based material. Additionally, in this publication we have presented a novel strategy for 
the rational study of spin crossover materials at their crystalline phase. Within the DFT+U 
framework, we have fine-tuned the U-term by means of CASPT2 calculations, which allows us 
to treat hundreds of atoms at the solid state level (including periodic boundary conditions), with 
an accuracy comparable to that of the CASPT2 method. Notice that, whenever possible, 
comparison between experimental estimations and our computed data shows a remarkable 
agreement, which translates into a notable accuracy achieved in all our calculations.  
 
Future work in our group will be devoted to study the mechanism of cooperativity, that occur 
at the spin transition, and that is responsible for the appearance of magnetic bistability regions 
in some SCO materials. 
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6.1) Introduction 
 
Magnetism and spin crossover (SCO) phenomena have been traditionally associated to 
transition metal compounds, the latter being explained in terms of iron-based materials, such as 
done in the previous chapter. However, it has been demonstrated that organic radicals can 
compete with transition-metal based materials in their application to create thermal sensors, 
memories and switching devices.1 Therefore, given the importance of organic radicals in the 
field of molecular magnetism, we will now give a different perspective to what has been 
explained in chapters 4 and 5, and introduce the results obtained along this thesis when working 
with organic radicals. 
 
The first magnet (partially-) made of organic radicals, the [Fe(C5Me5)2]+[TCNE]•−, was 
reported by Miller and coworkers in 19852 and, since then, a plethora of organic radicals has 
been synthesized. Most of them are so extremely reactive that dimerize spontaneously and 
irreversibly, losing their radical nature. In contrast, other radicals can be stabilized, 
electronically or sterically, and remain exclusively monomeric. In between those two extreme 
scenarios, some materials, such as nitroxides,3 verdazyl-,4 thiazyl-5 and triazinyl6-derived 
radicals, tend to dimerize weakly and reversibly due to a Peierls-like mechanism. In those cases, 
a spin transition may occur between the diamagnetic dimeric form, a closed-shell singlet, and 
the paramagnetic monomeric form, an open-shell singlet (see Figure 6.1). The diamagnetic form 
is stabilized by the dimerization enthalpy !"!"#  that results from the formation of a long-
bond,7 and is present at low temperature (LT), whereas the paramagnetic form is stabilized by 
the entropic term and, thus, is preferentially found at high temperature (HT).  
 
 
Figure 6.1. Scheme representing the structure and electronic configuration of the spin states usually 
involved in organic SCO, namely, a close-shell singlet (left), an open-shell singlet (middle) and a 
thermally-accessible triplet (right). 
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An important difference between organic and inorganic SCO (taking Fe(II) architectures as a 
reference) is found in the amount of enthalpy and entropy involved in the process. Keeping in 
mind equations 5.1 and 5.2 of the previous chapter, which explain the presence of spin 
transition, a decomposition of the entropic term can be done, in order to differentiate the 
contribution of the vibrational and electronic terms to the total entropy (6.1).  
  !"!"! = !"!"# +   !"!"!# (6.1) 
 
Although the different contribution of !"!"# to organic vs. inorganic SCO is more difficult to 
ascribe, the electronic contribution provides an important difference between the two cases 
aforementioned. According to statistical mechanics, !!"!# can be expressed as:  
 !!"!# = ! ln!!"!# + !" ! ln!!"!#!" !,! (6.2) 
 
where !!"!# is the electronic partition function (6.3) and runs over all ‘i’ energy states, and !! is 
the Boltzmann constant. 
 !!"!# = !!! !!!!  (6.3) 
 
In inorganic SCO, the HS state of a Fe(II)-based compound has S = 2, which corresponds to 2! + 1 = 5 states. Assuming that neighboring SCO units do not interact with each other, the 
five states are degenerate (! = 5, !! = 0), yielding !!"!# = 5. Under these assumptions, and 
considering that !!"!# does not depend on temperature (second term in eq. 6.2 is equal to 0), 
equation 6.2 reads:  
 
Inorganic SCO !!"!#,!" = ! ln 5   ≈ 13.4  J  mol!!K!! (6.4) 
 
In contrast, when dealing with organic radicals, the maximum contribution of the electronic 
entropy is calculated by assuming that the monomers are isolated (J = 0) and thus, in a doublet 
state (S = ½). Then, (2! + 1 = 2) and equation 6.2 reads:  
 
Organic SCO !!"!#,!" = ! ln 2   ≈ 5.8  J  mol!!K!! (6.5) 
 
In real systems, antiferromagnetic interactions between monomers are usually involved. 
Then, since the ground state is a singlet (S = 0), only accessible (paramagnetic) excited states, 
such as the first triplet (S = 1), can contribute to !!"!#,!". The larger the magnetic exchange 
interaction, the less populated are those excited states and, thus, smaller is their contribution to 
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!!"!#,!". As a result, one may easily realize that, in organic SCO, the electronic entropy 
difference is less important than in inorganic SCO materials. Therefore, for a transition to occur 
at a moderate range of temperatures, organic materials require values of !"!"# close to zero, 
whereas for inorganic SCO materials, their typical value for !"!"# tends to be ca. 15 kJ·mol-1. 
 
In this PhD thesis we have studied dithiazolyl (DTA) family of radicals, because they 
typically present values of !"!"# ≈   0 and consequently, exhibit spin transition near room 
temperature (see Table 6.1). In particular, one of its members, TTTA,8 is especially remarkable 
since it presents a hysteresis loop that spans 92 K and encompasses room temperature (T1/2 = 
271 K, see Figure 6.2a). In TTTA, the enthalpy difference between the dimerized and 
monomeric phases has been estimated experimentally to be ca. 2.5 kJ·mol-1. Therefore it is 
straightforward to realize, starting from equation 6.5, that the electronic entropy (1.6 kJ·mol-1 at 
271 K) is not enough to overcome the enthalpic stabilization of the dimerized phase, as already 
pointed out by Awaga and coworkers in previous experimental work.9  
 
Table 6.1. Spin-transition data for compounds of the DTA family of organic radicals. 
Note that T½(↑) and T½(↓) are the transition temperatures when heating and cooling, 
respectively, and are only different in the presence of a hysteresis loop.   
Radical T½(↑) / K T½(↓) / K ΔT / K 
TTTA 317 225 92 
TDP-DTA 200 150 50 
PDTA 343 297 46 
2-NCBDTA 250 250 0 
3-NCBDTA 304 293 7 
4-F3CpyDTA 50 50 0 
 
(a) (b) 
  
Figure 6.2. (a) Temperature dependence of the magnetic susceptibility for the TTTA material on cooling 
(downward triangles) and on heating (upward triangles). The inset shows the molecular structure of 
TTTA. (b) Potential energy profile along the diagonal path connecting the two minima structures of 
TTTA explored in the pair-exchange dynamics. Extracted from publication #8.  
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It was then logic to ascribe the remaining entropy to the vibrational entropy term, !"!"#. 
However, the mechanism responsible for such vibrations was unknown. In publication #8 we 
have resolved this enigma by identifying the mechanism that provides the missing entropy to 
allow the transition. In this work, we have uncovered that the regular stacks of radicals observed 
in the high temperature phase of TTTA (between ca. 230-300 K) are, in fact, the average 
structures of a system presenting large thermal fluctuations due to a pair-exchange dynamics 
occurring within the columns (see Figure 6.2b). According to this mechanism, a given TTTA 
radical is vividly exchanging the adjacent TTTA neighbor (upper or lower) with which it forms 
the dimer, in what is reminiscent of the A−H···B  A···H−B dynamics observed in certain 
hydrogen-bonded systems, where a given bridging proton jumps rapidly between two positions. 
In fact, we have also demonstrated that the HT crystal structure of TTTA is not a minimum on 
its potential energy surface. Instead, it must be understood as the most probable arrangement of 
radicals at 300 K. Below this temperature, the pair-exchange dynamics gradually slows down 
until it eventually freezes at ca. 200 K. This fact is a fingerprint of a second order (or order-
disorder) phase transition within stacks of radicals that remained unnoticed up to now because a 
first-order first transition occurs simultaneously. As a consequence, it has not been possible to 
obtain direct, univocal, evidence of the newly discovered second-order transition. However, as 
shown in publication #8, we have gathered numerous evidence that supports the presence of this 
pair-exchange dynamics.  
 
(a) (b) 
 
 
(c) 
 
Figure 6.3. (a) Temperature dependence of the magnetic susceptibility curve for the 2-NCBDTA organic 
radical on cooling (white circles) and on heating (black circles). The inset shows the molecular structure 
of 2-NCBDTA. Adapted from reference #9. Also shown the 2D-probability distribution functions at (b) 
300 K and (c) 120 K, which represent the most probable configurations explored by the dimers along our 
molecular dynamics. These figures must be compared with Figure 4 of publication #8, and are indicative 
of the presence of a pair-exchange dynamics also in 2-NCBDTA. 
↔
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It must be remaked that the order of the phase transition cannot be assigned on the basis of 
ab initio molecular dynamics simulations. Therefore, at this point we became interested in 
another radical of the same family, 2-NCBDTA10 (see Figure 6.3), which does not undergo any 
first-order transition that could hide the second-order phase transition. Our calculations, not 
included in this compendium of publications, demonstrate that the pair-exchange dynamics is 
also present therein, and further studies are currently being done in order to univocally assign 
the order of the phase transition by means of experiments.  
 
Publication #8 and our preliminary results on 2-NCBDTA, demonstrate the existence of a 
pair-exchange dynamics that appears to be present in the HT phase of DTA-based radicals. This 
discovery, together with the non-linear dependence observed for the dominant JAB on key 
structural parameters,11 prompted us to study, as collected in publication #9, the impact of the 
large-amplitude fluctuations on the magnetic properties of TTTA. In chapter 4, we have 
discussed the standard approach to interpret and simulate the magnetic properties of molecular 
magnetic materials. As we have seen, it is based on a static perspective, where it is assumed that 
these properties can be readily extracted from a single (static) configuration, which is usually an 
X-ray resolved structure or, alternatively, an optimized structure. Following this interpretation, 
each magnetic exchange interaction (JAB) is associated with a frozen pair of radicals and the 
magnetic properties can be rationalized using a single geometry, which is assumed to be 
representative of the material. This perspective has already been challenged in a pioneer work 
by Marx and coworkers,12 where an improved dynamic perspective of magnetism was first 
proposed in order to explore the effect of the vibrational degrees of freedom on the evolution of 
the magnetic exchange interactions in a [2Fe-2S] cluster embedded into a protein. Surprisingly, 
although similar approaches have been applied to other physical properties (NMR,13 Spin 
Density,14 Hyperfine Coupling Constants,15 EPR,16 and Adsorption Spectrum17), the dynamic 
perspective has not yet percolated in the field of molecule-based magnetism.  
 
In publication #9, we have calculated the time-evolution of the magnetic exchange 
interactions in a stack of TTTA radicals (see Figure 6.4a). Our results indicate that the 
pronounced thermal vibrations of TTTA in the HT phase, translate into extremely large 
fluctuations of the magnetic coupling between dimers (Figure 6.4b). Specifically, the sampled 
values of JAB range from slightly positive values (ferromagnetic interactions, ca. 70 cm-1) to 
strongly negative values (strong antiferromagnetic interactions, JAB < −1000 cm-1), some of 
them being as large as −5000 cm-1. However, since JAB is not a physical observable, we have 
also calculated the magnetic susceptibility of the material at 300 K. It should be noted that the 
agreement between the computed and experimental χ is better when the thermal fluctuations are 
explicitly taken into consideration (compare triangle and diamond markers in Figure 6.4c).  
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(a) (b) 
  
(c) 
 
Figure 6.4. (a) One stack of radicals extracted from the super-cell employed in the molecular dynamics 
(MD) simulations of the HT phase of TTTA at 300 K (b) Time-resolved fluctuations of J1, J2 and J3 at 
300 K. The blue curve of the right-most graphic is the probability distribution function (PDF) of the JAB 
values. This PDF has been obtained taking into account all the sampled JAB values. (c) Experimental χ 
vs. T curve for the two phases of TTTA in the bistability range of temperatures (filled circles for the 
heating mode; empty circles for the cooling mode), together with two computed values of χ for the HT 
phase at 300 K. One of the computed χ values (filled diamond) refers to the average of the computed χ 
values for the molecular configurations sampled throughout the MD simulations. The other computed χ 
value (filled triangle) has been evaluated using a single molecular configuration: the X-ray recorded 
regular structure of HT at 300 K. Extracted from Publication #9.  
 
To summarize, in publication #8 we disclose the presence of a pair-exchange process in the 
HT phase of TTTA. We also demonstrate that the assumption that the X-ray crystal structure 
corresponds to a minimum energy structure in the potential energy surface (PES) of the crystal 
is not valid for this organic radical. This statement is corroborated in a second DTA-based 
organic radicals and it thus appears to be general. Publication #9 unveils that, in those materials, 
the magnetic properties cannot be understood with the only knowledge of the crystal structure, 
in what we call “static view”. Instead, the thermal vibrations must be incorporated by means of, 
for instance, molecular dynamics simulations, in order to completely understand the origin of 
their magnetic properties. We have referred to this perspective as a “dynamic view”. 
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The presence of the thermal fluctuations in TTTA is intimately related to another effect, the 
expansion (contraction) of the crystal structure when heating (cooling). Both effects are 
originated in anharmonic vibrations (see Figure 6.5). At low temperatures, the vibrational 
modes explored by a certain material are typically associated to harmonic, short-amplitude, 
oscillations. As the temperature is increased, the material explores vibrational modes that lie 
higher in energy and, thus, enters into the anharmonic regime, where it will likely feature more 
vivid fluctuations, such as in the case of TTTA. Along this process, the middle point of the 
vibration moves towards larger values of the coordinate, since the potential energy well is not 
symmetric at high temperature (see circles in Figure 6.5). When this concept is applied to, for 
instance, a diatomic molecule, it means that the most probable distance between atoms will be 
larger at high temperature than at low temperature. It must be noted that in a crystal structure 
there are several vibrational modes acting simultaneously and, thus, the real scenario is much 
more complex. Yet the previous description is worth in order to understand the basic concept.  
 
 
Figure 6.5. Representation of an anharmonic potential well for an arbitrary vibrational normal mode. 
The circles in each colored line indicate the middle point of the vibration at the corresponding state. Note 
that the position evolves towards larger values of the coordinate as higher vibrational states are 
populated. 
 
It is commonly assumed that the expansion (or contraction) of the crystal structure is 
generally of little importance, especially in inorganic materials with covalent bonds, since it 
would require very high temperatures to enter into the anharmonic regime. However, it must not 
be systematically ignored and, in fact, it may be especially important in organic radicals, where 
the structure is governed by labile π-π overlaps. Furthermore, in those cases, the delocalized 
nature of the unpaired spins may result in a strong dependence of JAB to small geometrical 
distortions.11 In such cases, thermal expansion (contraction) effects must be taken into account. 
The importance of this effect has been analyzed in the past in some inorganic18 and organic 
radicals4c,19 and, along this PhD thesis, its impact has also been evaluated in publications #4 
(discussed in chapter 4) and #10.  
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Figure 6.6. (a) Molecular structures of the two 1,3-diphenyl-X-1,4-dihydro-1,2,4-benzotriazin-4-
yl radicals studied, where [X=7-(4-Fluorophenyl), R=F], and [X=7-phenyl, R=H). Extracted from 
publication #10. 
 
Following our study on the importance of the temperature on the magnetic properties of TTTA, 
our attention moved towards other organic radicals in which this effect could also be present. In 
publication #10, we have studied the magnetic properties of two organic radicals (see Figure 
6.6), the 1,3-diphenyl-7-(4-fluorophenyl)-1,4-dihydro-1,2,4-benzotriazin-4-yl, and the 1,3-
diphenyl-7-phenyl-1,4-dihydro-1,2,4-benzotriazin-4-yl. In this work we have tackled different 
issues that remained uncertain about the modeling of this class of radicals, such as the accuracy 
of DFT to describe these materials accurately, fact that raised some controversy in the 
literature.6c Moreover, we have applied the First Principles Bottom-Up (FPBU) procedure to the 
crystal structures of both compounds, which were elucidated at 180 K. Given that the JAB values 
extracted from these structure do not properly reproduce the experimental χ(T) curves (see 
Figure 6.7, red curves), we have decided to analyze the importance of the thermal effects. First, 
we have carried out ab initio molecular dynamics (AIMD) simulations, which allowed us to 
identify the origin of the disorder observed experimentally in the phenyl ring attached to atom 
N1 (see Figure 6.6), and to discard the presence of large amplitude fluctuations that could affect 
the JAB values dramatically, as observed for TTTA. Then, we have performed variable-cell 
geometry optimizations (i.e. 0-K structures) to obtain the minimum energy structures of both 
compounds, which are more representative of the material at the temperature where the 
maximum in χ occurs (ca. 15 K). Using these 0-K structures, we have again calculated the JAB 
values and the corresponding χ(T) curves, obtaining much better correspondence with the 
experimental data (see Figure 6.7, blue curves). Publication #10 is, thus, another example of 
how the contraction of a crystal upon cooling affects the magnetic properties of the material.  
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(a) (b) 
  
Figure 6. Experimental (black) and computed magnetic susceptibility curves for compounds 1 (left) and 2 
(right). The computed curves are obtained with the set of JAB values extracted from the 180-K (red) or 0-
K (blue) crystal structures. Extracted from publication #10. 
 
Altogether, we believe that the work done in publications #8, #9 and #10 represents a step 
forward towards a better modeling of magnetic interactions, which is essential to understand the 
magnetism of organic radicals. Future progress will eventually lead to models that will 
somehow include the thermal vibrations in a natural way, leading to a most-accurate description 
of time- and temperature- dependent magnetic exchange interactions. 
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6.2) Results 
 
Publication #8:  
 
The key role of vibrational entropy in the phase transitions of dithiazolyl-based bistable 
magnetic materials. 
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Re-thinking Molecule-based Magnetism in TTTA: moving from a Static to a Dynamical 
computational perspective. 
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Theoretical insight into the structure and magnetic properties of two benzotriazinyl-derived 
organic radicals. 
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6.3) Summary 
 
In this chapter, our objective has been to study the magnetic properties of molecular 
materials based on organic radicals. Along the different publications of this chapter, we have 
demonstrated that a key element, in order to understand the magnetism of those materials, is to 
have the full knowledge of their structure within the crystal. This implies that, not only their X-
ray crystal structure must be known, but also how the molecules vibrate within the crystal at 
finite temperatures. 
 
In publication #8, we have uncovered that a pair-exchange process is present at the high-
temperature phase of TTTA. As a consequence, in this particular material, the X-ray resolved 
crystal structure is not sufficient to capture its main structural features. Of course, this can be 
extended to all crystals, since the thermal vibrations are always present at finite temperatures. 
However, the HT-phase of TTTA is a particularly-relevant case, since the dependence of the JAB 
values with such vibrations is exponential for some normal modes. As a consequence, its 
magnetism cannot be fully understood with the only knowledge of its crystal structure, as we 
demonstrate in publication #9.  
 
In publication #10 we have also analyzed the importance of the thermal vibrations in the 
magnetic properties of two benzotriazinyl-based materials. In those systems, the dependence of 
JAB with respect to the vibrations is almost-linear and, thus, the effect of the thermal vibrations 
is much less important. However, despite the thermal vibrations are not strictly necessary to 
understand its magnetism, publication #10 shows how important is to take into account the 
thermal expansion (compression) of a crystal structure when heating (cooling), even in the 
absence of a phase transition. 
 
In summary, in publications #9 and #10 we have revealed the importance of the thermal 
vibrations and the thermal expansion influence to understand the magnetism in organic radicals. 
It is important to stress that, when those thermal effects are taken into account, the description 
of the magnetic properties is substantially improved. Therefore, we believe that the dynamic 
perspective of magnetism, as defined in publication #9, represents a step forward towards a 
better modeling of magnetic interactions, which is essential when trying to rationalize the 
magnetism of organic radicals.  
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The results obtained during this PhD thesis have been organized in three chapters (4, 5 and 
6). Each of those chapters contains a summary, in which some of the conclusions are already 
drawn and, furthermore, each publication contains a section in which the conclusions of each 
contribution are also discussed. Therefore, the goal of this chapter is to summarize the main 
conclusions that stem from this dissertation as a whole. To this purpose, the main messages 
have been organized using a Top-Down scheme, from a wider perspective, to a more-specific 
one.  
 
General Conclusions: 
 Computational chemistry is a helpful discipline, capable to aid in the interpretation 
of experimental results and in the prediction of interesting properties, especially 
when working in close collaboration with experimentalists. 
 The First Principles Bottom-Up (FPBU) procedure is a useful tool to rationalize the 
magnetic properties of any molecular magnetic material. To this purpose, the 
magnetic topology is the key element. 
 
On the Magnetic Topology: 
 We have demonstrated that the magnetic topology can be more intricate and 
complex than expected, and that it cannot be directly inferred from the coordination 
pattern of the molecule-based material. 
 The experimental assignation of the magnetic topology, by means of a fitting 
procedure, must be taken with caution. 
 
On the JAB values:  
 The fitted JAB values must not be taken as a reference when comparing them with the 
values extracted from quantum chemistry calculations. 
 We have proved that the magnetic exchange interactions, and thus, the magnetic 
topology of a crystal, depend on temperature, and that this dependence may be 
especially important when working with organic radicals. 
 We have analyzed how the JAB values evolve with time, as a consequence of the 
thermal motion at finite temperatures, and that this evolution may involve huge 
fluctuations of their magnitude. 
 When the JAB values depend non-linearly with the thermal vibrations of a material, 
the static perspective of magnetism is not valid to fully understand their magnetic 
properties. It is then required to adopt a dynamic perspective. 
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On the computational modeling of JAB values:  
 The combination of UB3LYP and the Broken-Symmetry approach yields magnetic 
exchange interactions that, when transformed into the macroscopic observables, are 
in good agreement with experiment. 
 More interestingly, we have demonstrated that, in order to predict the strength of a 
given JAB value, small distortions in the crystal structure can induce a large variation, 
which may be much more important than the intrinsic error associated with the 
theoretical method employed. 
 
On the effect of the crystal packing:  
 The magnetic topology and, thus, the macroscopic magnetic properties of a given 
material, cannot be understood without the proper knowledge of their crystal 
structure.  
 We have demonstrated that the counterions and diamagnetic ligands may have an 
important effect in defining the magnetic properties of a system. In fact, it has been 
also demonstrated that the counterions can ultimately define the spin crossover 
behavior of an Fe(II)-based material. 
 
On the computational modeling of the crystal packing:  
 We have demonstrated that the main structural features of organic molecular crystals 
can be modeled at the PBE level with the Grimme correction.  
 Additionally, when modeling Fe(II)-based SCO units, it is necessary to include the 
Hubbard-like U-term to gain quantitative accuracy in the energies of different spin 
states. 
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The results presented in this dissertation have been organized as a compendium of 
publications, which are the final output of the work carried out by several authors beyond the 
author of this PhD thesis. This chapter aims to clarify the contribution of the author of this PhD 
thesis to each one of the publications.  
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the manuscript. 
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Aquest és un resum en català de la tesi doctoral titulada: Modelització Computacional de 
Materials Moleculars Magnètics. 
 
10.1) Introducció.  
 
En els darrers anys hem estat testimonis de la sorprenent evolució de la ciència i la 
tecnologia. No obstant això, per tal de mantenir l’actual nivell de desenvolupament tecnològic, 
és necessari assolir nous materials que permetin treballar a una escala més petita, fins a arribar a 
l’escala molecular. Per a aquest motiu, en les últimes dècades la comprensió dels materials 
moleculars (és a dir, fets a partir de molècules), s'ha convertit en un camp d'investigació molt 
important de la química. Avui en dia, ja han aparegut els primers dispositius amb un component 
molecular crucial ja han aparegut al mercat,1 i les aplicacions potencials d’aquest tipus de 
materials són molt nombroses, com ara transistors moleculars2 o refrigeradors magnètics,3 entre 
d'altres.4 
 
Un material es comportarà com a imant molecular sempre i quan tingui una estructura 
cristal·lina (parcialment) feta de molècules amb un electró desaparellat, és a dir, un radical (↑). 
La interacció entre dos espins ubicats en diferents radicals (A i B) es refereix sovint com 
l'acoblament magnètic de bescanvi (o interacció magnètica de bescanvi, JAB). En general, la 
naturalesa i la força de JAB depèn del camí d'interacció magnètic (ja sigui: a través d'enllaç o a 
través de l'espai), el qual es defineix per com es propaga la interacció magnètica entre els dos 
radicals pertinents. A la literatura, es poden trobar més casos d'acoblament antiferromagnètic 
(AFM, ↑↓, JAB <0) que d'acoblament ferromagnètic (FM, ↑↑, JAB > 0). Aquestes interaccions 
s'originen a nivell microscòpic, i tenen una manifestació macroscòpica que depèn de la xarxa 
magnètica global de tot el cristall. Un dels observables físics més comuns és la susceptibilitat 
magnètica en funció de la temperatura, χ(T), que és el grau de magnetització d'un material en 
resposta a un camp magnètic aplicat. Així doncs, un pot adonar-se fàcilment que l'evolució en el 
disseny racional dels imants moleculars està estretament relacionada amb diversos camps 
d'investigació. Per exemple, amb: (1) la Química Sintètica, que és capaç de combinar els 
elements per crear materials estables amb espín diferent de zero, (2) Cristal·lografia i 
Enginyeria de Cristalls, que estan dirigides a identificar i controlar, respectivament, 
l'empaquetament de les molècules en l'estructura cristal·lina, (3) Física, que estudia les 
propietats magnètiques dels materials moleculars a nivell macroscòpic i microscòpic, (4) 
Enginyeria, que dissenya nous dispositius a partir de materials moleculars i, finalment, (5) 
Química Computacional , que és una disciplina de gran abast que treballa en col·laboració amb 
les disciplines abans esmentades per tal d’ampliar les fronteres del coneixement.  
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La present tesi doctoral pretén doncs contribuir en el camp del magnetisme molecular i, més 
concretament, en com es poden utilitzar les eines de la química computacional per a modelitzar 
materials magnètics moleculars des de diferents perspectives. 
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10.2)  Modelització Computacional. Procediment FPBU 
 
La majoria dels resultats recollits en els capítols següents s'han obtingut a partir de l'aplicació 
del procediment de First Principles Bottom-Up (FPBU), el qual s'ha desenvolupat en el nostre 
grup al llarg de l'última dècada. Aquesta estratègia de treball consta de quatre passos (vegeu la 
Figura 10.1) que impliquen el càlcul de les interaccions magnètiques microscòpiques entre 
parells de radicals, i la seva traducció en les propietats magnètiques macroscòpiques 
observables (per exemple, susceptibilitat magnètica (χ ), magnetització (M) o capacitat 
calorífica (Cp)). Per tant, permet trobar una correspondència directa entre la força d'una certa 
interacció magnètica microscopica JAB i el seu efecte sobre les propietats magnètiques 
macroscòpiques del material. Aquest fet és de gran importància per a la racionalització 
adequada de les propietats magnètiques dels materials moleculars i, en conseqüència, la seva 
aplicació en sistemes rellevants ha estat un dels aspectes fonamentals d'aquesta tesi. 
 
 
Figura 10.1. Esquema que representa l'evolució lògica de l'estratègia de treball FPBU. 
 
Primer Pas: Estructura Cristal·lina, Selecció de Parells i Model de Cluster 
 
En aquest primer pas, fem front al difícil repte de com modelar la disposició estructural dels 
radicals del nostre sistema objectiu (en endavant, 1) amb la finalitat de descriure el seu 
magnetisme en el rang de temperatures més ampli possible. Entre les possibles opcions per fer-
ho, generalment fem servir l'estructura cristal·lina determinada experimentalment, que sol estar 
disponible a la informació de suport de l’article en el qual s’informa de la seva síntesi, o bé en 
bases de dades especialitzades, com ara la Cambridge Structural Database (CSD). Una 
estructura cristal·lina representa l’empaquetament cristal·li més probable del sistema objectiu 1 
a la temperatura a la qual s'ha dilucidat. En absència de transicions de fase, es suposa que la 
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temperatura té només un efecte de contracció durant el refredament (per descomptat, un pot 
parlar sobre l'efecte d'expansió quan s'escalfa), i que aquest efecte és generalment poc 
important. No obstant això, no es pot ignorar sistemàticament i, de fet, s’ha comprovat que pot 
ser especialment important en els radicals orgànics. Per això, i pel fet que els sistemes estudiats 
al llarg d'aquesta tesi en general presenten corbes χ(T) amb el seu màxim a baixes temperatures, 
sempre hem tractat de treballar amb estructures cristal·lines caracteritzades a la temperatura més 
baixa possible. Un cop s'ha triat l'estructura cristal·lina per dur a terme el càlcul de les propietats 
magnètiques d'1, el procediment continua amb la selecció dels parells de radicals que seran 
estudiats. L'experiència del nostre grup ens indica que aquesta distància es troba generalment 
entre 10 i 15 Angstrom, i sol ser prou gran com per incloure interaccions 1···1 entre primers i 
segons veïns. Cal assenyalar que, en aquest procés no hi ha restriccions pel que fa a la 
naturalesa del camí magnètic implicat en la interacció (a través de l'enllaç o a través d'espai). 
Finalment, una vegada que s’ha seleccionat una estructura representativa, i que els parells de 
radicals que poden ser magnèticament rellevants han estat identificats, és el moment de decidir 
quin serà el model de clúster emprat en el càlcul dels valors de JAB. L'aproximació habitual 
consisteix en incloure explícitament només els dos radicals involucrats directament en la 
interacció magnètica. Ara bé, la força de JAB de vegades es pot veure afectada per la polarització 
causada pels radicals propers. En aquests casos, caldrà fer servir un model més estès. 
 
Segon Pas: Càlcul d’interaccions d'acoblament magnètic, JAB. 
 
El càlcul de les interaccions magnètiques de bescanvi és un tema molt complex des del punt 
de vista teòric. En tots els estudis presentats en aquesta tesi, s’ha fet servir l’Hamiltonià de 
Heisenberg-Dirac-Van Vleck (HDVV), que en una aproximació per parells, i per un sistema de 
dos espins, diu el següent:  
 ! = −  2  !!" · !! · !! (10.1) 
 
Si es treballa amb mètodes basats en funció d'ona, els valors JAB es poden calcular a partir de: 
 2  !!" = !! − !! (10.2)  
 
En canvi, quan es treballa amb mètodes basats en la teoria del funcional de la densitat (DFT), 
el caràcter multirreferencial de l'estat singlet és abordat mitjançant l'aproximació de simetria 
trencada (Broken Symmetry, BS), desenvolupada per Noodleman i col·laboradors, i 
originalment concebuda per ser aplicada en els càlculs de tipus Hartree-Fock. En el marc BS, 
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s'obté una funció d'ona d'un sol determinant sense restriccions d'ortonormalitat, amb !!= 0 i 
espins oposats en els dos centres paramagnètics, en què la contribució del singlet de capa oberta 
(OSS) i el de capa tancada (CSS) està optimitzada seguint el principi variacional. Entre les 
tècniques de projecció propostes per fer front a la manca d'ortogonalitat, la proposada per 
Yamaguchi i col·laboradors és la més adequada. 
 !!" = !!" −   !!"!! !"   −    !! !" (10.3) 
 
on BS i HS representen els estats de simetria trencada i d'alt espín, respectivament.  
 
Un dels dos casos extrems de l’equació de Yamaguchi correspon al cas d’interacció molt 
forta entre subsistemes, aplicable en un escenari amb una contribució dominant del singlet de 
capa tancada (CSS), tal i com passa en la formació d'un enllaç, on: !! !" = 0 (2.14). A 
l'extrem oposat, es troba el cas d’interacció feble entre subsistemes, en el qual: !! !" = !!"#) 
(10.15). Totes dues situacions s’interpolen molt bé en l'equació de Yamaguchi, on el diferent 
pes dels components neutres i iònics de la funció d'ona es té en compte mitjançant la seva 
contribució al valor esperat d'espín del sistema. 
 !!" ≈ !!"   −   !!"2  (10.4) !!" ≈    !!"   −   !!"  (10.5) 
 
A més dels defectes potencials de l'aproximació de simetria trencada, el mètode DFT 
presenta encara un altre inconvenient important: és ben sabut que hi ha una dependència molt 
forta del valor esperat d'espín del sistema, i per tant, dels valors JAB resultants, amb el funcional 
d'intercanvi-correlació triat per al càlcul. De fet, una barreja personalitzada de bescanvi de Fock 
(HF) i de bescanvi DFT pot proporcionar qualsevol resultat triat per endavant. Aquest és un dels 
principals inconvenients conceptuals del DFT. Al llarg dels resultats presentats en aquesta tesi 
doctoral, sempre hem emprat el mateix funcional de bescanvi-correlació, el B3LYP, en el càlcul 
dels valors JAB, mantenint així la mateixa combinació dels termes de bescanvi HF i DFT. En 
concret, B3LYP introdueix 20% de HF i 80% de DF en una combinació que generalment 
produeix resultats quantitatius quan s'aplica juntament amb l'aproximació Broken Symmetry.5 
D'altra banda, els nostres valors computats de JAB sovint es validen mitjançant càlculs post-
Hartree Fock (vegeu la publicació #10), o amb el càlcul de les propietats magnètiques i la seva 
posterior comparació amb els observables experimentals disponibles, com s'explica a la secció 
3.4 (veure publicacions #1-6). 
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Tercer Pas: Topologia Magnètica i Diagonalització de l’Hamiltonià de Heisenberg. 
 
La xarxa de connectivitat formada per totes les interaccions JAB rellevants, defineix la 
topologia magnètica del material. Els principals tipus de topologies magnètiques es mostren a la 
Figura 10.2, ordenats seguint un nivell creixent de complexitat: (a) representa un material 0D en 
què una JAB connecta dos radicals, formant un dímer, i no hi ha interaccions entre dímers; (b) 
representa un material 1D en què la interacció es propaga al llarg d'una direcció horitzontal 
seleccionada arbitràriament, (c) representa una escala d'espín, un tipus de dimensionalitat 
magnètica 2D, en la qual dues interaccions JAB coexisteixen, però només una d'elles (línia 
vermella en el gràfic) es propaga al llarg d'una determinada direcció, (d) representa una 
estructura de 2D, en què dues interaccions JAB coexisteixen i es propaguen al llarg de diferents 
direccions, formant un pla, (e) representa una topologia magnètica 2D més complexa, 
representada aquí per tal de mostrar que totes aquestes topologies no es limiten a dues 
interaccions JAB i, finalment, (f) representa una estructura 3-D, en què tres interaccions JAB 
defineixen plans 2D que s'apilen en la tercera direcció. Cal tenir en compte que, encara que 
poden estar present en alguns casos, les possibles interaccions magnètiques entre segons veïns 
no s'han mostrat en aquest esquema. 
 
(a) (b) (c) 
   
(d) (e) (f) 
   
Figura 10.2. Representació de les topologies magnètiques més habituals, tal i com s'explica en el 
text. 
 
D'acord amb la teoria de l'Hamiltonià efectiu, és possible dissenyar un Hamiltonià tal que, 
quan s'aplica a l'espai model adequat, proporciona un conjunt de valors propis que coincideixen 
amb els de l'Hamiltonià exacte. El procediment FPBU es basa en aquesta teoria. Per tant, 
l’aplicació de l’Hamiltonià de Heisenberg a totes les combinacions possibles d’espín d’un 
model magnètic seleccionat (espai model), proporciona les energies i les seves corresponents 
multiplicitats S. Aquestes energies i multiplicitats seran utilitzades en les expressions 
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proporcionades per la mecànica estadística i, així, poder calcular les propietats macroscòpiques 
del sistema (vegeu quart pas del procediment FPBU i equacions 10.6-10.8. El model magnètic 
s'ha de seleccionar de tal manera que, idealment, sigui capaç de reproduir el cristall infinit si el 
traslladem al llarg dels eixos cristal·logràfics. No obstant això, la qualitat de l'espai model 
seleccionat és difícil de provar, ja que les energies i els valors d'espín totals que sorgeixen de 
l'Hamiltonià exacte, a efectes comparatius, són impossibles d'obtenir. En general, per tal de tenir 
un bon model magnètic, aquest ha d'incloure totes les interaccions magnètiques JAB 
significatives en una proporció el més semblant possible a la trobada en el cristall. Les actuals 
limitacions computacionals ens obliguen a construir models magnètics amb no més de 18 espins 
(que corresponen a 48.620 estats). Els espais model emprats al llarg d'aquesta tesi han estat 
corroborats mitjançant l'avaluació del seu nivell de convergència. Vegeu, per exemple, les 
publicacions #1 i #6, a on s'ofereix una anàlisi de la convergència dels models.  
 
Quart Pas: Càlcul de les propietats magnètiques macroscòpiques. 
 
L'últim pas del procediment FPBU ens permet relacionar la informació extreta en els passos 
anteriors amb les propietats magnètiques a escala macroscòpica. Per fer-ho, l'energia i l’estat 
d’espín extrets dels models magnètics seleccionats en el pas anterior, s'introdueixen en les 
expressions adequades de la mecànica estadística per a obtenir la propietat macroscòpica 
desitjada, com la magnetització (M, 10.6), la susceptibilitat magnètica (χ, 10.7), o la capacitat 
calorífica (Cp, 10.8): 
 
! = −!!!µμ! !! !!!!! !!! !!" − !! !!! !!"!!! !!!!!!!"!!!!! !! !!!!! !!! !!! !!"!!! !!!!!!!"!!!!!  (10.6) 
  
  
! = −!!!!µμ!!!!! !
! !!!!! !!! !!" − !! !!!! !!"!!! !!!!!!!"!!!!! !! !!!!! !!! !!! !!"!!! !!!!!!!"!!!!!
− !! !!!!! !!! !!" − !! !!! !!"!!! !!!!!!!"!!!!! !! !!!!! !!! !!! !!"!!! !!!!!!!"!!!!!  
(10.7) 
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!! = − !!!!!! !! − !! + ! !!" + !! !!! !!!!! !! !!"!!! !!!!"!!"!!!!! !! !!!!! !! !!"!!! !!!!"!!"!!!!!
− !! − !! + ! !!" + !! !!! !!!!! !! !!"!!! !!!!"!!"!!!!! !!! !!!!! !! !!"!!! !!!!!!!"!!!!! !  
(10.8) 
 
Com es pot veure en aquestes expressions, l'única informació necessària per calcular les 
propietats macroscòpiques és l’espectre d'energia del model magnètic, juntament amb les seves 
multiplicitats d'espín. Ambdues magnituds s'extreuen de la diagonalització de l’Hamiltonià 
d'Heisenberg a un camp extern  0 T (vegeu tercera etapa del procediment). Llavors, mitjançant 
l'ús d'aquestes expressions, és possible representar aquestes propietats en funció de la 
temperatura (en un camp magnètic constant), o del camp magnètic (a una temperatura constant), 
i comparar l'evolució amb els resultats experimentals. 
 
  
Chapter 10  223 
10.3) Magnetisme molecular en materials basats en metalls de transició 
 
El camp del magnetisme molecular té l’objectiu de sintetitzar compostos amb propietats 
magnètiques fetes a mida. Aquest és, sens dubte, un objectiu ambiciós, i requereix en primer 
lloc el desenvolupament de models teòrics que han de poder fer prediccions fiables. Abans 
d'arribar a aquest punt, cal establir les bases d'aquests models en base a l'enteniment de les 
propietats magnètiques de compostos ja sintetitzats. Des del punt de vista experimental, els 
valors de JAB i la topologia magnètica generalment s’obtenen mitjançant un procediment de 
prova i error. Segons aquest procediment, les dades experimentals dependents de la temperatura 
s'introdueixen en models analítics, seleccionats inicialment en funció de l'estructura cristal·lina. 
Només en el cas d’algunes topologies especials (dímers aïllats,6 cadenes aïllades regulars7 o 
alternes,8 entre d'altres) es poden utilitzar expressions analítiques per correlacionar la propietat 
macroscòpica amb les interaccions reals entre radicals. En d’altres casos amb topologies 
magnètiques més complexes, només es pot endevinar la naturalesa de les interaccions 
magnètiques dominants a partir d’observar la forma de la corba de susceptibilitat magnètica. En 
qualsevol cas, tots els models es limiten a descriure la presència de tres interaccions 
magnètiques o menys, mentre que la resta d’interaccions s'inclouen com a una contribució de 
camp promig. D'altra banda, a vegades diversos models analítics poden ajustar les dades 
comparativament bé i la decisió final es basa únicament en criteris matemàtics, la qual cosa és, 
al nostre parer, un procediment massa simplificat i arbitrari.  
 
Una vegada que s’ha trobat el millor model matemàtic (és a dir, el que s'ajusti a les dades 
amb menys error), aquest s’adopta com a topologia magnètica del cristall, i el conjunt de les 
interaccions magnètiques de bescanvi s'extreuen del model d'ajust, juntament amb algunes altres 
variables com el tensor ‘g’. Llavors, els valors de JAB s'assignen a un camí d'interacció magnètic 
d'acord amb alguns criteris estructurals, per exemple: distàncies o angles entre radicals. No 
obstant això, en general aquestes correlacions magnetoestructurals, juntament amb d’altres 
models simplificats (com Kahn-Briat,9 McConnell I10 i II11), no són suficients per assignar les 
interaccions dominants a un camí d'interacció magnètic determinat, i han s’han de tractar amb 
cura.12 Així doncs, la determinació experimental de les interaccions magnètiques de bescanvi, 
per mitjà d'un procediment d’ajust (fitting), té, indiscutiblement, diverses dificultats inherents. 
D'altra banda, la química computacional permet una interpretació unívoca de la topologia 
magnètica associant cada interacció JAB amb el seu camí d'interacció magnètic, i avaluar el seu 
efecte sobre les propietats magnètiques macroscòpiques, tal i com es fa en el nostre procediment 
FPBU,13 o en d’altres de similars.14 
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Des de l'aparició del procediment FPBU l’any 2002, el nostre grup de recerca ha fet 
progressos amb l’objectiu d’entendre què es necessita per modelar amb èxit les propietats 
magnètiques dels materials moleculars. Alhora, l'èxit del nostre procediment s'ha avaluat en 
nombrosos estudis de materials orgànics i compostos metal·lorgànics basats en ions de 
cobalt(II) o de coure(II). En concret, al llarg d'aquests anys, en el nostre grup s’han estudiat tres 
compostos derivats de tetrahalocuprat(II) amb piridines substituïdes15 (vegeu Taula 10.1) i sis 
compostos derivats de dihalocuprat(II) amb pirazines (o piridines) substituïdes16 (vegeu Taula 
10.2). Per una banda, la primera família és adequada per explorar la dimensionalitat magnètica a 
causa de la presència d’interaccions magnètiques de bescanvi a traves de l’espai. Per altra 
banda, la segona família proporciona interaccions magnètiques a través d'enllaços i de l'espai. 
Quatre compostos de l'última família s'han estudiat en aquesta tesi. 
 
 
Taula 10.2. Compostos derivats de dihalocuprat(II) amb pirazines (o piridines) substituïdes estudiats 
en el nostre grup de recerca en els últims anys. S’ensenyen també les topologies magnètiques 
calculades i les assignades experimentalment. 
Nom Topologia Exp. Topologia Calc. Referencia 
[CuBr2(2,3-dmpz)2] 2D 2D 16a 
[CuCl2(2,3-dmpz)2] 2D 2D 16a 
[CuCl2(2,5-­‐dmpz)2] 1D 3D 16b 
[CuCl2(2-­‐Clpz)2] 1D 2D 16c 
[CuBr2(2-­‐Br-­‐3-­‐Mepy)2] 1D 2D 16d 
[CuCl2(2-­‐Cl-­‐3-­‐Mepy)2] 0D 2D 16d 
2,3-dmpz = 2,3-dimetilpirazina; 2,5-dmpz = 2,5-dimethylpyrazine; 2-Clpz = 2-chloropyrazine; 2-X-3-Mepy = 2-
X-3-metilpiridine 
 
En la publicació #1 s’han racionalitzat les diferents propietats magnètiques macroscòpiques 
de dos compostos que s’esperava que fossin isoestructurals: [CuBr2(2-Br-3-Mepy)2] i [CuCl2(2-
Cl-3-Mepy)2] (vegeu la Figura 10.3a i 10.3b, respectivament). En canvi, el primer compost 
presenta interaccions FM dominants (1,16 cm-1) mentre que el segon mostra un comportament 
AFM dominant (-2,37 cm-1). Hem estat capaços de connectar aquest canvi en la naturalesa de la 
interacció magnètica dominant amb un canvi en la conformació dels lligands, els quals passen 
de ser anti en l'espècie bromada, a syn en l’espècie clorada. D'altra banda, les corbes de χ(T) 
simulades  d'ambdós compostos concorden molt bé amb les mesurades experimentalment.  
Taula 10.1.  Compostos derivats de tetrahalocuprat(II) amb piridines substituïdes estudiats en el nostre 
grup de recerca en els últims anys. S’ensenyen també les topologies magnètiques calculades i les 
assignades experimentalment. 
Nom Topologia Exp. Topologia Calc. Referencia 
 (5FAP)2CuCl4 escala d’espín 2D 3D 15a 
 (2,3-dmpyH)2CuBr4 escala d’espín 2D escala d’espín 2D 15b 
 (5MAP)2CuBr4 2D 3D 15c 
5FAP = 2-amino-5-fluoropiridina; 2,3-dmpyH = 2,3-dimetilpiridina; 5MAP = 5-Metil-2-aminopiridina 
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A la publicació #2 s'han estudiat les propietats magnètiques del compost [CuCl2(2,5-­‐dmpz)2] 
(vegeu Figura 10.3c), i s’han identificat fins a cinc interaccions magnètiques que creen una 
xarxa de connectivitat 3D molt complexa. Amb aquest conjunt de valors JAB, hem calculat la 
corba χ(T), la qual, torna a concordar molt bé amb els experiments. Finalment, s'han dut a terme 
simulacions per tal d’avaluar com les corbes de χ(T) simulades varien quan la dimensionalitat 
magnètica dels materials canvia de 3D a 2D i de 2D a 1D o 0D.  
 
(a) (b) 
  
(c) (d) 
  
Figura 10.3. Unitats molecular de: (a) CuBr2(2-Br-3-Mepy)2, (b) CuCl2(2-Cl-3-Mepy)2, (c) (2,5-
dmpz)CuCl2 and (d) CuCl2(2-Clpz)2, estudiades a les publicacions #1, #1, #2 i #3, respectivament. 
 
Finalment, en la publicació #3 s'ha estudiat el cristall [CuCl2(2-­‐Clpz)2] (veure Figura 3d), i 
s’han trobat dos valors de JAB dominants que creen capes 2D alternants, les quals 
s’interconnecten feblement mitjançant una tercera interacció,  generant una topologia magnètica 
quasi-2D. En aquest article, s'ha estudiat la convergència dels models magnètics en calcular les 
corbes de susceptibilitat, i els resultats posen en evidència que, per aquest material específic, 
necessitaríem models amb més de 16 centres d’espín per tal de reproduir adequadament les 
corbes de susceptibilitat magnètica experimentals. Aquesta observació, juntament amb una 
millora de les nostres capacitats computacionals, ens ha portat a ampliar la memòria màxima 
assignada al nostre codi per poder descriure fins a 18 centres d'espín. Per desgràcia, més enllà 
d'aquest punt, els requisits de memòria són inassequibles (~100 GB per a 20 centres d’espín) i, 
com a resultat, no s'anticipen més actualitzacions a curt termini. 
 
A la publicació #4 hem estudiat el compost [Cu(pz)2](ClO4)2, el qual es 2D fins a 4,21 K, 
temperatura a la qual pateix una transició a un estat 3D, segons han revelat mesures de relaxació 
d'espín de muons.17 Inicialment, es va estudiar el cristall caracteritzat a 163K,18 i els nostres 
resultats van confirmar la interpretació experimental prèvia, la qual assignava al material una 
topologia magnètica 2D. Així, es van identificar dos camins d’interacció magnètica dominants 
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(d1 i d2, vegeu la figura 10.4a), associats a dos valors JAB  amb una força similar (aprox. -9 cm-1, 
vegeu J1 i J2, Taula 10.3). Curiosament, es va observar una anomalia a prop de la temperatura de 
transició en els corbes Cp(T) simulades (vegeu la corba blava a la Figura 10.4b). L'experiència 
prèvia del nostre grup ens va portar a estudiar una estructura cristal·lina resolta a temperatures 
més baixes (és a dir, més a prop de la transició),19 que els nostres col·laboradors van obtenir a 
10 K mitjançant l'ús de tècniques de difracció de neutrons. Llavors, un segon anàlisi FPBU es 
va aplicar a aquesta nova estructura cristal·lina amb resultats similars: es van avaluar dues 
interaccions magnètiques dominants, produint una topologia magnètica 2D (vegeu la Taula 3), i 
la corba Cp(T) resultant va mostrar la mateixa anomalia en el rang de temperatura entre 2,0 K i 
4,5 K (veure corba vermella a la Figura 4b).  
 
Tal i com es pot veure a la Taula 3 i a la Figura 4a, els dos camins magnètics d1 i d2 són 
gairebé idèntics en termes d'estructura, però s'associen a dos valors JAB significativament 
diferents (−10,2 cm-1 i −7,3 cm-1 ). En base al nostre anàlisi, podem atribuir aquesta diferència a 
dos factors cooperatius. En primer lloc, a la deformació del lligand pirazina i, en segon, a la 
diferent quantitat d'interaccions intermoleculars entre els contraions i la pirazina en els dímers 
d1 i d2. De fet, hem hipotetitzat que els contactes d'hidrogen són responsables d'aquestes 
interaccions, i que la seva força (i per tant la força de la interacció magnètica corresponent) es 
pot incrementar mitjançant l'ús d'altres contraions similars amb àtoms externs menys 
electronegatius. 
 
  
Figura 10.4. (a) Superposició de l’estructura cristal·lina del [Cu(pz)2](ClO4)2 a 10 K  i la representació 
dels dimers d1−d4 associats a J1−J4. (b) Corbes Cp(T) experimental (en negre) i calculades (en vermell i 
blau) usant els cristalls obtinguts a 10 i 163 K, respectivament. Vegeu la protuberància al voltant de 3 K en 
les corbes simulades. Figura extreta de la publicació #4 
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Taula 10.3. Distància entre radicals i valors de les dues interaccions de bescanvi magnètic dominants a 
les estructures cristal·lines del compost [Cu(pz)2](ClO4)2 determinades 10 K i 163 K. 
 10 K 163 K 
dimer, di d(Cu···Cu)/Å Ji (cm−1) d(Cu···Cu)/Å Ji (cm−1) 
d1 6.898 −10.2 6.916 −9.0 
d2 6.876 −7.3 6.920 −8.7 
 
En la publicació #5 hem abordat l’estudi del polímer ferromagnètic TTTA·Cu(hfac)2*.20 
Degut a les característiques particulars d’aquest sistema, el càlcul de tots els valors de JAB en el 
cristall s’ha fet mitjançant un model de clúster de decàmer (és a dir, amb 10 radicals), el qual ha 
estat dissenyat amb la finalitat de proporcionar la millor descripció possible del sistema, i alhora 
del seu entorn. Curiosament, encara que el metall està unit a dos radicals orgànics, només una 
de les dues possibles interaccions magnètiques és considerable (J1 = 11,9 cm-1), mentre que 
l'altre té una força insignificant (J2 = 0.3 cm-1, veure Figura 10.5). En canvi, la resta de les 
interaccions no menyspreables estan associades a parells de radicals en cadenes adjacents (J3 = 
−3,0 cm-1 i J4 = −3,2 cm-1, veure figura 10.5). Per tant, el compost TTTA·Cu(hfac)2 proporciona 
un exemple d'una topologia magnètica que no es pot deduir a partir del seu patró de coordinació. 
 
 
Figura 5. Superposició de l’estructura cristal·lina i la topologia magnètica del TTTA·Cu(hfac)2. 
Extret de la publicació #5. 
 
Finalment, la publicació #6 està dedicada al (BDTA)2[Co(mnt)2]†, un sistema metall-orgànic 
biestable amb un petit cicle d'histèresi centrat al voltant de 190 K i amb una amplada de 20 K 
(vegeu la Figura 10.6).21 Experimentalment, l'origen de la seva biestabilitat va ser atribuït 
exclusivament a un procés de transferència de càrrega que acompanya la formació d'un enllaç 
Co-S(BDTA) durant la transició de HT a LT. Aquest procés està associat a un canvi en el tensor 
g del cobalt que passa de 2,29 a HT, a 2,55 a LT i, per tant, les propietats magnètiques es veuen 
afectades de manera notable. En aquesta publicació, hem descobert un nou factor responsable 
                                                      
* TTTA = 1,3,5-tritia-2,4,6-triazapentalenil, i hfac = (1,1,1,5,5,5-hexafluoroacetilacetonat) 
† BDTA = 1,3,2-benzodithiazolyl and mnt = maleonitriledithiolate 
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del diferent comportament magnètic entre les dues fases: la diferent topologia magnètica. De 
fet, hem ponderat el seu efecte en un gens menyspreable 16% del salt experimental a 190 K.  
  
Figura 6. (a) Geometries de les unitats (BDTA)2[Co(mnt)2] a les fases de baixa (LT) i alta (HT) 
temperatura. (b) Comparació entre les corbes χT(T) experimental (negre) i simulades a cada fase. Les 
corbes HT i LT estan dibuixades en blau i vermell, respectivament; les línies discontínues corresponen als 
valors χT(T) obtinguts per a ambdues fases quan totes les interaccions JAB son zero, corresponent al règim 
de Curie. Extret de la publicació #6. 
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10.4) Transició d'espín en materials moleculars 
 
Alguns materials moleculars poden experimentar una transició d’espín entre dos estats 
electrònics diferents amb un nombre diferent d'electrons no aparellats. Aquest fenomen 
s’anomena “spin crossover” (SCO, vegeu Figura 10.7). Tal subtilesa pot causar un canvi notable 
en diverses propietats físiques, com ara el moment magnètic, color o estructura.22  
 
(a) (LS, S=0) (b) (HS, S=2) 
  
(c) (d) 
  
Figura 10.7. Esquema dels canvis patits per la primera esfera de 
coordinació (Fe-N6) durant la transició d’spin crossover en termes de 
volum (a,b) i configuració electrònica (c,d). 
 
Dues contribucions modulen la temperatura a la qual ocorre aquesta transició d'espín. (a) 
l’efecte del camp cristal·lí, originat en la primera esfera de coordinació, i (b) la manera en que 
les unitats de SCO es veuen influïdes per l’empaquetament cristal·lí (vegeu la Figura 10.8).23 
Des del punt de vista de la química computacional, s'ha aconseguit un cert consens en els 
processos que tenen lloc a nivell molecular, els quals són bastant comuns dins de cada família 
d’unitats SCO.24 En canvi, el segon aspecte no és tan ben conegut i depèn fortament del sistema 
estudiat. A més, és força difícil modelitzar simultàniament les unitats de SCO i el seu entorn 
cristal·lí, la qual cosa limita la capacitat de predicció de la química computacional.25 En primer 
lloc, la descripció de les unitats de SCO és extremadament delicada, ja que es basa en el 
tractament correcte de correlació electrònica. D’altra banda, la descripció de la fase cristal·lina 
generalment implica un gran nombre d'àtoms, i la necessitat d'incorporar el tractament de les 
forces de dispersió. Aquests requisits no es poden complir mitjançant l'ús de mètodes de funció 
d'ona com CASPT2, degut a les seves necessitats computacionals, però tampoc amb funcionals 
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DFT nus, ja que no són capaços de descriure la correlació d'electrons i les interaccions febles 
amb la precisió necessària. 
 
(a) (b) (c) 
 
 
 
   
Figura 10.8. Representació esquemàtica de les possibles transicions d'espín: (a) progressiva, (b) abrupta i 
(c) d'histèresi, ordenades a mesura que augmenta el nivell de cooperativitat entre unitats de SCO, 
representades com a peces de jocs de construcció. 
 
Aquesta tesi s’ha dedicat a estudiar els efectes subtils que sorgeixen degut a 
l’empaquetament cristal·lí, en sistemes en els quals s'espera que aquests tinguin un paper 
crucial. En la publicació #7 hem estudiat un compost basat en Fe(II), el [Fe(1-bpp)2]2+ (1-bpp = 
2,6-bis{pyrazol-1-yl}piridina), perquè o bé pateix una transició d'espín completa quan la seva 
estructura és regular, o bé es queda bloquejat en la seva configuració d’alt espín (HS) quan la 
seva estructura està distorsionada. Aparentment, l'elecció de la seva estructura està dictada pel 
contraió utilitzat en la seva síntesi, de manera que, quan s'utilitza BF4−, les unitats de SCO 
adopten la conformació regular, mentre que en presència de ClO4− (entre d'altres), aquestes 
adopten la conformació distorsionada. Tenint en compte les complexitats esmentades 
anteriorment, en aquest estudi hem dut a terme la modelització del nostre sistema mitjançant la 
combinació de càlculs CASPT2 a nivell molecular, amb càlculs DFT+U+Grimme en la fase 
cristal·lina. La connexió entre aquests dos mètodes ha estat la parametrització del terme de 
Hubbard (U) mitjançant l'ús dels resultats obtinguts amb CASPT2. Aquesta estratègia de treball 
innovadora, mai abans documentada, ens permet recopilar tota la informació necessària per 
avaluar les múltiples contribucions que afecten la transició d’espín en [Fe(1-bpp)2]2+ i, en última 
instància, atribuir la presència d'unitats de SCO regulars o distorsionades a la influència de les 
interaccions intermoleculars originades en els contraions. 
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10.5) Magnetisme Molecular en Radicals Orgànics 
 
En aquesta tesi ens hem interessat en la família dels radicals ditiazolil (DTA), ja que 
normalment presenten transició d'espín a prop de la temperatura ambient. En particular, un dels 
seus membres, el TTTA,26 és especialment interessant ja que presenta un cicle d'histèresi que 
s'estén al llarg de 92 K i hi inclou la temperatura ambient (T1/2 = 271 K, vegeu la Figura 10.9a). 
En el TTTA, la diferència d'entalpia entre les fases d’alta i baixa temperatura (HT i LT, 
respectivament) s'ha estimat experimentalment en ca. 2,5 kJ·mol-1. Aquesta diferència 
d’entalpia no es pot assignar nomes a la diferent entropia electrònica entre les dues fases, tal i 
com van assenyalar Awaga i col·laboradors.27 
 
(a) (b) 
  
Figura 10.9. (a) Dependència de la susceptibilitat magnètica amb la temperatura per al TTTA en  
refredar (triangles cap avall) i en escalfar (triangles cap amunt). També es mostra l'estructura molecular 
del TTTA. (b) Perfil d'energia potencial al llarg de la trajectòria que connecta les dues estructures dels 
mínims de TTTA. Extret de la publicació #8. 
 
Encara que era lògic atribuir l'entropia restant a l’entropia de vibració, el mecanisme 
responsable d'aquestes vibracions era desconegut. En la publicació #8 hem resolt aquest enigma 
al identificar els mecanisme que proporciona l'entropia restant, i que, per tant, permet la 
transició. En aquest treball, hem descobert que les columnes regulars de radicals que s'observen 
en la fase d'alta temperatura de TTTA (entre aprox. 230-300 K) són, de fet, les estructures 
mitjanes d'un sistema que presenta grans fluctuacions tèrmiques, a causa d'una dinàmica de 
bescanvi de parells. Segons aquest mecanisme, un radical TTTA està constantment bescanviant 
el veí (superior o inferior) amb el qual forma el dímer (vegeu Figura 10.9b). De fet, també hem 
demostrat que l'estructura cristal·lina HT de TTTA no és un mínim en la seva superfície 
d'energia potencial. En canvi, s'ha d'entendre com la disposició més probable de radicals a 300 
K. Per sota d'aquesta temperatura, la dinàmica de bescanvi de parells s’alenteix gradualment 
fins que eventualment es congela a aprox. 200 K.  
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Aquest descobriment, juntament amb la dependència no lineal observada en els valors de JAB 
al variar certs paràmetres estructurals clau,28 ens va portar a estudiar, com es recull en la 
publicació #9, l'impacte de les fluctuacions en les propietats magnètiques del TTTA. Amb 
anterioritat s’ha discutit l'enfocament estàndard fet servir per interpretar i simular les propietats 
magnètiques dels materials magnètics moleculars. Com hem vist, es basa en un punt de vista 
estàtic, on se suposa que aquestes propietats es poden extreure fàcilment a partir d'una única 
configuració (estàtica), la qual és generalment una estructura de raigs X o, alternativament, una 
estructura optimitzada. Seguint aquesta interpretació, cada interacció de bescanvi magnètic JAB 
s'associa a un parell congelat de radicals, i les propietats magnètiques es pot racionalitzar 
mitjançant l'ús d'una sola geometria, la qual es suposa que és representativa del material. 
Aquesta perspectiva ja ha estat posada en dubte per Marx i col·laboradors29 però, 
sorprenentment, encara no s’ha introduït definitivament en el camp del magnetisme molecular.  
 
(a) (b) 
  
(c) 
 
Figura 10.10. (a) Una columna de radicals extreta de la súper cel·la emprada en les simulacions de la 
fase HT de TTTA a 300 K. (b) Evolució temporal de J1, J2 i J3 a 300 K. La corba blava de la dreta és la 
funció de distribució de probabilitat (PDF) dels valors JAB. Aquesta PDF s'ha obtingut tenint en compte 
tots els valors de JAB mostrejats. (c) Comparació de la corba χ(T) experimental per a les dues fases de 
TTTA en el rang de temperatures biestabilitat (cercles negres per a l’escalfament; cercles blancs per al 
refredament), juntament amb els dos valors calculats de χ per a la fase de HT a 300 K. Un d’ells 
(diamant) es refereix a la mitjana dels valors calculats de χ per a cada configuració extreta de les 
simulacions de dinàmica molecular ab initio (AIMD). L'altre (triangle) s'ha avaluat utilitzant una única 
configuració molecular: l’estructura regular de raigs-X enregistrada a 300 K. Extret de la publicació #9. 
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En la publicació #9 s'ha calculat l'evolució temporal de les interaccions de bescanvi magnètic 
en una columna de radicals TTTA (veure Figura 10.10a). Els nostres resultats indiquen que les 
vibracions tèrmiques del TTTA en la fase de HT es tradueixen en fluctuacions extremadament 
grans de JAB entre dímers (Figura 10.10b). Específicament, els valors mostrejats abracen des de 
valors de JAB lleugerament positius (aprox. 70 cm-1) fins a valors fortament negatius (JAB < 
−1.000 cm-1), essent alguns d'ells tan grans com −5000 cm-1. No obstant això, com que les 
interaccions magnètiques no són un observable físic, també hem calculat la susceptibilitat 
magnètica del material a 300 K. Cal assenyalar que la χ calculada i l’experimental concorden 
molt millor quan les fluctuacions tèrmiques es prenen explícitament en consideració (compareu 
marcadors amb forma de triangle i diamant a la Figura 10.10c). 
 
(a) (b) 
  
Figura 10.11. Comparació de les corbes de susceptibilitat magnètica experimentals (negre) i les 
calculades per als dos compostos estudiats. Les corbes calculades s'obtenen amb el conjunt de valors JAB 
extrets de les estructures cristal·lines a 180K (vermell) i 0K (blau). Extret de la publicació #10. 
 
Finalment, en la publicació #10, s’han modelat les propietats magnètiques de dos radicals 
orgànics basats en la unitat de benzotriazinyl.30 En aquest treball s'han abordat diferents 
qüestions sobre la modelització d'aquest tipus de radicals, com ara l'exactitud de la metodologia 
DFT per a descriure aquests materials amb precisió, fet que ha sigut posat en dubte en la 
literatura.31 A més, hem aplicat el procediment FPBU per a les estructures cristal·lines dels dos 
compostos, que van ser determinades a 180 K. Tenint en compte que els valors de JAB obtinguts 
a partir d'aquestes estructures no reprodueixen correctament la corba de χ(T) experimental 
(veure Figura 10.11, corbes vermelles), hem decidit analitzar la importància dels efectes 
tèrmics. En primer lloc, hem realitzat simulacions AIMD, per tal d’identificar l'origen del 
desordre observat experimentalment en l'anell fenil lateral, i també per tal de descartar la 
presència de grans fluctuacions que poguessin afectar als valors JAB dràsticament, com s'observa 
per al TTTA. Després, s’han dut a terme optimitzacions de geometria de cel·la variable per 
obtenir les estructures de mínima energia dels dos compostos, les quals són més representatives 
del material a la temperatura a la qual es produeix el màxim en les corbes χ(T). Fent servir 
aquestes estructures 0-K, hem calculat de nou els valors de JAB i la corresponent corba χ(T), 
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obtenint molt millor acord entre les simulacions i les dades experimentals (vegeu Figura 10.11, 
corbes blaves). Per tant, la publicació #10 és un altre exemple de com la contracció d'un cristall 
en refredar-se afecta les propietats magnètiques del material.  
 
En resum, creiem que el treball realitzat en les publicacions #8, #9 i #10 representa un pas 
endavant cap a una millor modelització de les interaccions magnètiques, la qual cosa és un pas 
essencial per tal d’entendre el magnetisme dels radicals orgànics.  
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10.6) Conclusions 
 
Conclusions Generals: 
 La química computacional és una disciplina útil, capaç d'ajudar en la interpretació de 
resultats experimentals i en la predicció de propietats d’interès, especialment quan es 
treballa en estreta col·laboració amb els experimentadors. 
 El procediment de First Principles Bottom-Up (FPBU) és una eina útil per 
racionalitzar les propietats magnètiques de qualsevol material magnètic molecular. 
Per a aquest propòsit, la topologia magnètica és l'element clau. 
 
Sobre la topologia magnètica: 
 Hem demostrat que la topologia magnètica pot ser més intricada i complexa del 
previst, i que no es pot deduir directament a partir del patró de coordinació del 
material a força de molècula. 
 L'assignació experimental de la topologia magnètica, per mitjà d'un procediment 
d'ajust, s'ha de prendre amb cautela. 
 
Sobre els valors de JAB:  
 Els valors de JAB procedents d’un procés d’ajust (fitting) no han de ser presos com 
una referència al comparar-los amb els valors extrets a partir de càlculs de química 
quàntica. 
 Hem demostrat que les interaccions magnètiques de bescanvi i, per tant, la topologia 
magnètica d'un cristall, depenen de la temperatura, i que aquesta dependència pot ser 
especialment important quan es treballa amb radicals orgànics. 
 Hem analitzat com evolucionen amb el temps els valors de JAB com a conseqüència 
del moviment tèrmic a temperatures finites, i s’ha vist que aquesta evolució pot 
implicar grans fluctuacions en la seva magnitud. 
 Quan els valors de JAB depenen de forma no lineal amb les vibracions tèrmiques d'un 
material, el punt de vista estàtic del magnetisme no és vàlid per entendre 
completament les seves propietats magnètiques. Per tant, cal adoptar una perspectiva 
dinàmica 
 
Sobre la modelització computacional dels valors de JAB:  
 La combinació del mètode UB3LYP i l’aproximació de simetria trencada produeix 
interaccions magnètiques de bescanvi que, quan es transformen en els observables 
macroscòpics, estan en bon acord amb els experiments. 
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 Hem demostrat que, per tal de predir la magnitud d'un valor de JAB, petites 
distorsions en l'estructura cristal·lina poden induir una gran variació, la qual pot ser 
molt més important que l'error intrínsec associat amb el mètode teòric emprat. 
 
Sobre l’efecte de l’empaquetament cristal·lí:  
 La topologia magnètica i, per tant, les propietats magnètiques macroscòpiques d'un 
material donat, no es pot entendre sense el coneixement adequat de la seva estructura 
cristal·lina. 
 Hem demostrat que els contraions i els lligands diamagnètics poden tenir un efecte 
important en la definició de les propietats magnètiques d'un sistema. De fet, s'ha 
demostrat també que, en última instància, els contraions poden definir el 
comportament de transició d’espín d'un material basat en un ió de Fe(II). 
 
Sobre la modelització computacional de l’empaquetament cristal·lí:  
 Hem demostrat que les principals característiques estructurals de cristalls moleculars 
orgànics poden ser modelats usant el funcional PBE amb la correcció de Grimme.  
 A més, quan es modelen unitats de transició d’espín basades en l’ió Fe(II), cal 
incloure el terme U de Hubbard per a obtenir una bona precisió en les energies dels 
diferents estats d'espín. 
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