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Abstract
In this note we revisit the classical geometric-arithmetic mean inequality and find
a formula for the difference of the arithmetic and the geometric means of given n ∈
N nonnegative numbers x1, x2, . . . , xn. The formula yields new stronger versions of
the geometric-arithmetic mean inequality. We also find a second version of a strong
geometric-arithmetic mean inequality and show that all inequalities are optimal in some
sense. Anther striking novelty is, that the equality in all new inequalities holds not only
in the case when all n numbers are equal, but also in other cases.
1 The Cauchy Inequality
As the topic is most classical and probably the most known one among mathematicians (and
could be even school students) we do not devote a special introduction section to it, but just
recall the inequality, that is due to Augustine-Louis Cauchy [2], see also the books [3,7] and
the references therein for detailed review of the inequality.
Theorem 1.1. (Cauchy or geometric-arithmetic mean inequality) Assume n ∈ N is a natural
number. Then for any nonnegative numbers x1, x2, . . . , xn the inequality holds
x1 + x2 + · · ·+ xn
n
≥ (x1x2 . . . xn)1/n. (1.1)
Denote for convenience the arithmetic and geometric means by (by skipping the xi vari-
able dependence)
A =
x1 + x2 + · · ·+ xn
n
, G = (x1x2 . . . xn)
1/n. (1.2)
Then the Cauchy inequality reads as
A−G ≥ 0.
We aim to find a formula for the difference A−G that is a sum of squares, i.e., it is obviously
always nonnegative. The formula is provided in the next section which is the main result of
the paper.
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2 The new formula
In this section we prove a formula for the difference A − G by iterating an inequality on
A−G. We prove the following theorem:
Theorem 2.1. (The new formula) Assume n ∈ N is a natural number. Then for any
nonnegative numbers x1, x2, . . . , xn the equality holds
A−G =
∞∑
k=1
2k−1G1−
1
2k−1
1
n
n∑
i=1
(
x
1
2k
i −G
1
2k
)2
. (2.1)
Proof. If G = 0, then (2.1) is trivial. Assume in what follows xi > 0 for all i. Denote
yk = 2
k−1G1−
1
2k−1
1
n
∑n
i=1(x
1
2k
i − G
1
2k )2 and Ym =
∑m
k=1 yk. Let us show by induction in m
that
A−G− Ym = 2mG1− 12m
(∑n
i=1 x
1
2m
i
n
−G 12m
)
. (2.2)
For m = 1 we have by simple manipulation, that
A−G− Y1 = 1
n
n∑
i=1
xn −G− 1
n
n∑
i=1
(
√
xi −
√
G)2 (2.3)
= 2
√
G
(
1
n
n∑
i=1
√
xi −
√
G
)
,
thus the case m = 1 is proven. Also, formula (2.3) shows how one must calculate the
difference A − G − Ym+1 having the formula (2.2) for A − G − Ym. Indeed, assuming that
(2.2) holds for m we have, that
A−G− Ym+1 = AG − Ym − ym+1 (2.4)
= 2mG1−
1
2m
(∑n
i=1 x
1
2m
i
n
−G 12m
)
− 1
n
2mG1−
1
2m
n∑
i=1
(x
1
2m+1
i −G
1
2m+1 )2
= 2mG1−
1
2m
(∑n
i=1 x
1
2m
i
n
−G 12m −
n∑
i=1
(x
1
2m+1
i −G
1
2m+1 )2
)
.
Observe, that the expression in the brackets of the last line in (2.4) is exactly of the form
of A− G − Y1 in (2.3) written for the sequence {x
1
2m
i } with the geometric mean G
1
2m , thus
owing to (2.3) we discover
A−G− Ym+1 = 2m+1G1−
1
2m+1

∑ni=1 x 12m+1i
n
−G 12m+1

 .
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the proof of (2.2) is finished now. It remans to prove, that
lim
m→∞
2m
(∑n
i=1 x
1
2m
i
n
−G 12m
)
= 0. (2.5)
We can calculate
lim
t→0
1
t
(∑n
i=1 x
t
i
n
−Gt
)
=
1
n
n∑
i=1
lim
t→0
xti − 1
t
− lim
t→0
Gt − 1
t
=
1
n
n∑
i=1
ln(xi)− ln(G)
= 0,
as G is the geometric mean of the sequence {xi}ni=1. The last observation yields the validity
of (2.5). The theorem is proven now.
We get the following corollary.
Corollary 2.2. Assume n ∈ N is a natural number. Then for any nonnegative numbers
x1, x2, . . . , xn the inequality holds
x1 + x2 + · · ·+ xn
n
− (x1x2 . . . xn)1/n ≥ 1
n
n∑
i=1
(
√
xi −
√
G)2, (2.6)
where G = (x1x2 . . . xn)1/n. Moreover, the coefficient 1/n on the right hand side of (2.6) is
optimal and the equality in (2.6) holds if and only if either one of the numbers xi is zero or
all xi are equal.
Proof. The validity and also the case of equality of (2.6) is trivial being a consequence of
the formula (2.1) being the obvious inequality A−G ≥ y1. The optimality of the coefficient
1
n
follows from the choice of the sequence x1 = 1, xi = 0 for i = 2, 3, . . . , n.
Of course another inequality would be A−G ≥ Y2, which reads as
A−G ≥ 1
n
n∑
i=1
(
√
xi −
√
G)2 + 2
√
G
1
n
n∑
i=1
(x
1
4
i −G
1
4 )2. (2.7)
3 Another version of a stronger Cauchy inequality
In this section we prover following stronger version of the Cauchy inequality which has a
different form than (2.6) or (2.7).
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Theorem 3.1. (Second strong Cauchy inequality) Assume n ∈ N is a natural number. Then
for any nonnegative numbers x1, x2, . . . , xn the inequality holds
x1 + x2 + · · ·+ xn
n
− (x1x2 . . . xn)1/n ≥ 1
n(n− 1)
∑
1≤i<j≤n
(
√
xi −√xj)2 (3.1)
and the coefficient 1/n(n− 1) on the right hand side of (3.1) is optimal. Moreover the
equality holds in (3.1) only in one of the following cases:
(i) If n = 2.
(ii) All but one of the numbers x1, x2, . . . , xn are zero.
(iii) All of the numbers x1, x2, . . . , xn are equal.
Proof. the proof is done by opening the brackets on the right hand side to get the analog
inequality ∑
1≤i<j≤n
√
xixj ≥ n(n− 1)
2
G, (3.2)
which is again the geometric and arithmetic mean inequality written for the numbers
√
xixj
for 1 ≤ i < j ≤ n. Let us now analyse the equality case in (3.2). If n = 2 then (3.1)
obviously becomes equality. If n > 2 then clearly the equality in (3.2) holds if all numbers√
xixj are equal for 1 ≤ i < j ≤ n. If xi 6= 0 for some 1 ≤ i ≤ n, then we get from the
equality
√
xixj =
√
xixk that xj = xk for j, k 6= i. On the other hand as n ≥ 3 the equality√
xixj =
√
xjxk holds and thus we get xj(xi − xk) = 0 for all j, k 6= i and j 6= k. This then
implies that xj = 0 for all j 6= i or xi = xj for all 1 ≤ i, j ≤ n, which are exactly cases (ii)
and (iii) respectively. It is trivial that both cases provide equality in (3.1). The optimality of
the constant 1
n(n−1)
follows from the choice of the sequence x1 = 1, xi = 0 for i = 2, 3, . . . , n.
The proof is finished now.
4 The optimality of the exponents and constants
In this section we prove the optimality of the exponent 2 in both inequalities (2.6) and (3.1).
It is well known that a quantitative Cauchy inequality of the form (2.6) yields a quantitative
Brunn-Minkoski, Wulff and isoperimetric inequalities, see [1,4,5,8,] and the the better the
exponent in (2.6) is the better the obtained Brunn-Minkowski type inequality is, thus the
optimality question of α in both (2.6) and (3.1) is very important. By optimality we mean
the following: find a pair of constants Cn, α > 0 such, that the inequality
A−G ≥ Cn
n∑
i=1
|x1/αi −G1/α|α, for all x1, x2, . . . , xn ≥ 0, (4.1)
holds for all nonnegative sequences x1, x2, . . . , xn. First of all, as seen before, the choice of
the sequence x1 = 1, xi = 0 for i = 2, 3, . . . , n makes it clear, that Cn ≤ 1n in (4.6). Assume
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in what follows we consider (4.6) with Cn =
1
n
, i.e., the inequality
A−G ≥ 1
n
n∑
i=1
|x1/αi −G1/α|α, for all x1, x2, . . . , xn ≥ 0. (4.2)
It is straightforward to check that given x > y > 0 numbers, the function h(t) = (x1/t−y1/t)t
decreases in the interval (0,∞), thus the optimal value of α in (4.6) will be its smallest
possible value. Let us prove that α ≥ 2 in (4.2). To that end, we test (4.2) with the
sequence x1 = 1 + ǫ, and xi = 1, i > 1, where ǫ > 0 is a small number. We have then from
(4.2) that
1 +
ǫ
n
− (1 + ǫ)1/n ≥ Cn
n∑
i=1
|x1/αi −G1/α|α. (4.3)
The left hand side can be approximated by the binomial expansion, and we have up to the
second order,
1 +
ǫ
n
− (1 + ǫ)1/n = 1
2n
(
1− 1
n
)
ǫ2 +O(ǫ3), (4.4)
and by the Bernoulli inequality,
Cn
n∑
i=1
|x1/αi −G1/α|α ≥ (n− 1)Cn
(
(1 + ǫ)1/αn − 1)α (4.5)
≥ Cn
(αn)α
ǫα.
Therefore, combining (4.3)-(4.5) we obtain for small ǫ, that
1
n
(
1− 1
n
)
ǫ2 ≥ Cn
(αn)α
ǫα,
which then yields the estimate α ≥ 2 in the limit ǫ→ 0. Analogously is one is interested in
an inequality of the form
A−G ≥ Cn
n∑
1≤i<j≤n
|x1/αi − x1/αj |α, for all x1, x2, . . . , xn ≥ 0, (4.6)
the the optimal values of Cn and α are
1
n(n−1)
and 2 respectively.
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