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Functional Models and Minimal Contractive
Liftings
Santanu Dey, Rolf Gohm and Kalpesh J. Haria
Abstract. Based on a careful analysis of functional models for contrac-
tive multi-analytic operators we establish a one-to-one correspondence
between unitary equivalence classes of minimal contractive liftings of
a row contraction and injective symbols of contractive multi-analytic
operators. This allows an effective construction and classification of all
such liftings with given defects. Popescu’s theory of characteristic func-
tions of completely non-coisometric row contractions is obtained as a
special case satisfying a Szego¨ condition. In another special case of sin-
gle contractions and defects equal to 1 all non-zero Schur functions on
the unit disk appear in the classification. It is also shown that the pro-
cess of constructing liftings iteratively reflects itself in a factorization of
the corresponding symbols.
Mathematics Subject Classification (2010). 47A20, 47A13, 47A15, 46L53,
46L05.
Keywords. characteristic function, minimal contractive lifting, row con-
traction, multi-analytic, completely non-coisometric, Schur function.
1. Introduction
Functional models from analytic functions were developed by Sz.Nagy-Foias
[12] and used for classifying contractive operators on Hilbert spaces. A simi-
lar approach was used by Popescu in [14] for classifying row contractions by
certain multi-analytic operators. These classifying objects were called char-
acteristic functions. In [3] and more explicitly in [4] characteristic functions
of liftings of row contractions were introduced and it was shown that they are
complete invariants for unitary equivalence in a certain class of liftings. Here
we present an approach which is based on a systematic use of associated
functional models which on the one hand exhibits Popescu’s characteristic
functions as special cases of characteristic functions of liftings and which on
the other hand fully discloses the additional potentials of our generalization.
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Let us immediately introduce the two main players.
(1) Let Γ :=
⊕∞
n=0(Cd)⊗n, the full Fock space over Cd, and let {e1, . . . , ed}
be the standard basis of Cd. Denote the left creation operator w.r.t. ej on Γ
by Lj , that is Ljx = ej ⊗ x for x ∈ (Cd)⊗n. Let D and L be Hilbert spaces.
A linear operator MΘ : Γ ⊗ D → Γ ⊗ L is called multi-analytic (cf. [15]) if
it intertwines Lj ⊗ I for all j = 1, . . . , d. A multi-analytic operator MΘ is
determined by its symbol Θ : D → Γ⊗L defined by Θ(δ) := MΘ(e∅ ⊗ δ) for
all δ ∈ D, here e∅ denotes the standard basis vector of (Cd)0 = C. We call
MΘ contractive if ‖MΘ‖ ≤ 1. Note that for d = 1 and dimD = 1 = dimL
a contractive multi-analytic operator corresponds exactly to multiplication
with a function in the Schur class, i.e., a bounded analytic function in the
open unit disk with supremum norm at most 1.
(2) A d-tuple C = (C1, . . . , Cd) of operators on a Hilbert space HC
is called a row contraction if it is a contraction from
⊕d
1HC to HC or,
equivalently, if
∑
j CjC
∗
j ≤ I. If a d-tuple E = (E1, . . . , Ed) on a Hilbert
space HE = HC ⊕HA can be written in the form
E =
(
C 0
B A
)
for suitable d-tuples B and A then E is called a lifting of C. The lifting is
called contractive if E is still a row contraction and it is called minimal if
HE is the smallest E-invariant subspace containing HC . (By E-invariance
we mean invariance for all Ej , j = 1, . . . , d.) We remark that it presents no
particular difficulties to include sequences of operators (d =∞) but we write
all formulas as if d is finite.
To establish a correspondence between the two main players we start
with a detailed discussion of functional models. We use the generalized setting
introduced by Popescu in [14] to study row contractions. The case d = 1
(single contractions) is of course of special interest and our results are new also
for d = 1 but these results work just as well for general d. This observation
is important because from the case d > 1 there are promising applications to
the dynamics of open quantum systems, see [10] for an introduction to this
topic and further references along these lines. The impact of our results on
these applications will be worked out elsewhere.
In Section 2 we prove properties of functional models to be used later.
The results about functional models which are new depend on observations
about the geometry of an invariant subspace for a row isometry which we
derive from a geometric lemma proved in an appendix to this paper. They
establish relations between the positions of certain subspaces on the one hand
and properties of the symbol Θ of the multi-analytic operator on the other
hand.
Section 3 is the core of the paper. Based on the results about the func-
tional model and extending ideas from [4], we work out a mapping E which,
for any given row contraction C, maps contractive multi-analytic operators
MΘ : Γ ⊗ D → Γ ⊗ DC , where DC is the defect space of C, to contrac-
tive liftings E of C. In the converse direction we make use of the theory
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of the minimal isometric dilation for the contractive lifting E to construct
a mapping M from contractive liftings E of a given row contraction C to
contractive multi-analytic operators MΘ : Γ ⊗ D → Γ ⊗ DC . Suitably re-
stricted, the maps E and M become inverses of each other and we obtain
a one-to-one correspondence between unitary equivalence classes of minimal
contractive liftings and equivalence classes of injective symbols. This justifies
to call the corresponding multi-analytic operators characteristic functions of
liftings, as has been done already in [4]. With the theory developed here we
provide a complete answer to the open problem posed at the end of Section
3 in [4], namely to classify the multi-analytic operators which can occur as
characteristic functions of liftings. The surprisingly simple answer, all that is
needed is the easily checked property of injectivity of the symbol, shows that
the connection with liftings is a very natural application of multi-analytic
operators and makes it now much easier to develop the applications. We can
always study minimal contractive liftings via the corresponding symbols. As
an example of such an application we study the factorization of liftings with
the help of the corresponding factorization of the characteristic functions
(compare [12], [16]).
In Section 4 we revisit Popescu’s work in [14] where he defined a charac-
teristic function for a completely non-coisometric row contraction as a certain
multi-analytic operator. We show that this can be considered as a special case
of our theory in the sense that Popescu’s characteristic functions appear as
characteristic functions of a special type of liftings and that the property of
being a complete invariant for unitary equivalence follows from the corre-
sponding result about liftings in Section 3.
In Section 5 we look at a class of examples: minimal contractive liftings
E of a single contraction C such that both C and E have defect equal to
1. By our theory the unitary equivalence classes of these liftings are in one-
to-one correspondence with non-zero Schur functions on the unit disk (up to
unimodular complex factors). This gives us an opportunity to illustrate many
of the previous results by easily computable examples. Already in this case
in the future there is a lot more to find out about these liftings by making a
more systematic use of what is known about Schur functions. For example,
operator-valued Schur functions have been used for commutant lifting, see
[6] and more recently [7].
Related work in different directions is done in [1], [2], [5], [6], [7], [8], [9]
and [17]. But the explicit parametrization of all minimal contractive liftings
achieved here is new and provides an excellent basis for studying applications,
for example the dynamics of open quantum systems mentioned earlier. In fact
in the special case of the minimal isometric dilation it is long known and well
studied how it describes the embedding of open into closed quantum systems,
see for example [3, 10]. Let us finish this introduction with a short reminder
of the well known theory of the minimal isometric dilation V T of a row
contraction T = (T1, . . . , Td) which appears in several places in this paper.
It was first presented in [13], with small modifications we use the notation
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from [4]. In both papers a lot of additional details can be found. Recall that
a d-tuple V = (V1, . . . , Vd) on a Hilbert space H is called a row isometry
if V ∗V = I or, equivalently, the Vj are isometries with orthogonal ranges.
For any row contraction T = (T1, . . . , Td) on a Hilbert space HT there exists
a row isometry V = (V1, . . . , Vd) on a bigger Hilbert space such that Tα =
PHT Vα|HT for all α. Here we use, as in similar cases, the notation PX for the
orthogonal projection onto X and the notation Tα for any word α = α1 . . . αm
with letters αk ∈ {1, . . . , d} to stand for the operator Tα1 . . . Tαm . We call
m = |α| the length of the word. For all α means here and later: for all such
words of all possible lengths including the empty word ∅ of length 0 which
corresponds to the identity operator. A row isometry V with this property is
called an isometric dilation of T . It is easily seen that this is actually a very
specific example of a contractive lifting in the sense introduced earlier.
If we require minimality for an isometric dilation in the sense that the
bigger Hilbert space is the smallest closed V -invariant space containing HT
then this determines V up to unitary equivalence and we denote it by V T ,
on the Hilbert space HˆT ⊃ HT . There is a construction of the minimal
isometric dilation analogous to the Scha¨ffer construction for a single con-
traction: Recall that the operator DT :
⊕d
i=1HT →
⊕d
i=1HT given by
DT := (δijI − T ∗i Tj)
1
2
d×d is called the defect operator, DT := range DT is
called the defect space and the (Hilbert space) dimension of DT is called the
defect of T . The minimal isometric dilation V T is then realized in a canonical
way on the Hilbert space HˆT := HT ⊕ (Γ ⊗ DT ). Again Γ :=
⊕∞
n=0(Cd)⊗n
is the full Fock space over Cd and we note that V T restricted to Γ ⊗ DT is
nothing but L ⊗ I, with L = (L1, . . . , Ld), the d-tuple of creation operators
on Γ. We refer to the row contraction L ⊗ I as the canonical row shift and
to e∅ ⊗ DT as its generating wandering subspace. (As usual, the subspace
is called wandering for L ⊗ I because its translates Lα ⊗ I (e∅ ⊗ DT ) over
all words α, including the empty word ∅, are orthogonal to each other.)
The minimal isometric dilation V T is obtained from any isometric dila-
tion V by restriction. The unitary equivalence to the canonical construc-
tion above is expressed by a canonical unitary from the defect space DT
onto the V -wandering subspace LT := span{HT , V (
d⊕
1
HT )} 	 HT given
by DT (
⊕d
i=1 ξi) 7→
∑d
i=1(Vi − Ti)ξi. It can be extended to a canonical uni-
tary from HT ⊕ (Γ⊗DT ) onto HT ⊕
⊕
α VαLT (over all words α, including
the empty word ∅) intertwining the two versions of the minimal isometric
dilation. Compare [12] and [13, 14].
2. Functional Models
As already defined in the Introduction, let Γ be the full Fock space over Cd
and {e1, . . . , ed} be the standard basis of Cd. Denote the left creation operator
w.r.t. ej on Γ by Lj . Let MΘ : Γ⊗D → Γ⊗L be a contractive multi-analytic
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operator where D and L are Hilbert spaces. We now define the model space
HΘ := (Γ ⊗ L) ⊕∆Θ(Γ⊗D) where ∆Θ := (I −M∗ΘMΘ)
1
2 and an isometric
map WΘ : Γ⊗D → HΘ by
WΘξ := MΘξ ⊕∆Θξ for all ξ ∈ Γ⊗D.
Since WΘ is isometric, its range HD := {MΘξ ⊕∆Θξ : ξ ∈ Γ⊗D} is closed.
Note that by this construction we can think of MΘ as the orthogonal projec-
tion onto (Γ⊗ L)⊕ 0 restricted to HD.
Further define the d-tuple V = (V1, . . . , Vd) on the Hilbert space HΘ =
(Γ⊗ L)⊕∆Θ(Γ⊗D) by
Vj(η ⊕∆Θξ) := (Lj ⊗ I)η ⊕∆Θ(Lj ⊗ I)ξ for ξ ∈ Γ⊗D, η ∈ Γ⊗ L.
It is easy to see that V is a row isometry on HΘ. Observe that
Vj(MΘξ⊕∆Θξ) = (Lj⊗I)MΘξ⊕∆Θ(Lj⊗I)ξ = MΘ(Lj⊗I)ξ⊕∆Θ(Lj⊗I)ξ
for ξ ∈ Γ⊗D, j = 1, . . . , d. Thus HD is an invariant subspace for V .
Define V Dj := Vj |HD for j = 1, . . . , d and denote the row isometric
d-tuple (V D1 , . . . , V
D
d ) on HD by V D. Because for ξ ∈ Γ⊗D
WΘ(Lj ⊗ I)ξ = MΘ(Lj ⊗ I)ξ ⊕∆Θ(Lj ⊗ I)ξ
= Vj(MΘξ ⊕∆Θξ) = V Dj WΘξ
for j = 1, . . . , d, we conclude that WΘ : Γ ⊗ D → HD is a unitary operator
intertwining between the canonical row shift on Γ ⊗ D and V D. Restriction
to the generating wandering subspaces yields a unitary operator
WΘ|e∅⊗D : e∅ ⊗D → ker (V D)
∗
.
Further we define
HA := HΘ 	HD
LA := span{HA, V (
d⊕
1
HA)} 	HA,
LE := span{LA, PHD (e∅ ⊗ L)}.
The use of the subscript E will become clear in the context of the next section.
The following geometric lemma helps to clarify the positions of these spaces.
Lemma 2.1. (a) PHDkerV
∗ ⊂ ker (V D)∗.
(b) ker (V D)
∗
= LA ⊕
(
kerV ∗ ∩ HD
)
.
Proof. Because this follows from a general argument about adjoints we have
postponed this argument to an appendix. In Lemma 6.1 we choose T ∈
B(H1,H2) to be the row isometry V ∈ B(
⊕d
j=1HΘ,HΘ) and we choose
K1 :=
⊕d
j=1HD and K2 := HD, so that TK1 ⊂ K2 because HD is an
invariant subspace. Then T˜ = V D, N1 =
⊕d
j=1HA, N2 = HA, L = LA and
we get (a) from Lemma 6.1(ii) and (b) from Lemma 6.1(iii). 
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Now from Lemma 2.1(b) we have LA ⊂ ker (V D)∗. Further e∅ ⊗ L ⊂
kerV ∗ which implies PHD (e∅ ⊗ L) ⊂ PHDkerV ∗ ⊂ ker (V D)∗, the last inclu-
sion is Lemma 2.1(a). Hence also LE ⊂ ker (V D)∗ and we conclude that
LA ⊂ LE ⊂ ker (V D)∗.
In the following we determine how equalities in these inclusions depend on
properties of the symbol Θ. Recall that the symbol Θ of MΘ is defined by
Θ(δ) := MΘ(e∅ ⊗ δ) for δ ∈ D. We also write ∆Θ(δ) as a shorthand for the
formally correct ∆Θ(e∅ ⊗ δ). Since WΘ(e∅ ⊗D) = ker (V D)∗, we have
x ∈ ker (V D)∗ ⇔ x = Θ(δ)⊕∆Θ(δ) for some δ ∈ D.
Lemma 2.2. For x = Θ(δ)⊕∆Θ(δ) ∈ ker (V D)∗ for some δ ∈ D we have
(a) x ⊥ LA ⇔ Θ(δ) ∈ e∅ ⊗ L.
(b) x ⊥ LE ⇔ Θ(δ) = 0.
Proof. (a) From Lemma 2.1(b) it follows that for x ∈ ker (V D)∗ we have
x ⊥ LA if and only if x ∈ kerV ∗. This is the case if and only if for all
y = η ⊕∆Θξ, ξ ∈ Γ⊗D, η ∈ Γ⊗ L and all j = 1, . . . , d
0 = 〈V ∗j x, y〉 = 〈x, Vjy〉
= 〈Θ(δ)⊕∆Θ(δ), (Lj ⊗ I)η ⊕∆Θ(Lj ⊗ I)ξ〉
= 〈Θ(δ), (Lj ⊗ I)η〉+ 〈e∅ ⊗ δ,∆2Θ(Lj ⊗ I)ξ〉
= 〈Θ(δ), (Lj ⊗ I)η〉+ 〈e∅ ⊗ δ, (Lj ⊗ I)ξ〉 − 〈e∅ ⊗ δ,M∗ΘMΘ(Lj ⊗ I)ξ〉
= 〈Θ(δ), (Lj ⊗ I)η〉+ 0− 〈MΘ(e∅ ⊗ δ),MΘ(Lj ⊗ I)ξ〉
= 〈Θ(δ), (Lj ⊗ I)(η −MΘξ)〉.
But 〈Θ(δ), (Lj ⊗ I)(η − MΘξ) = 0 for all ξ ∈ Γ ⊗ D, η ∈ Γ ⊗ L and all
j = 1, . . . , d if and only if Θ(δ) ∈ e∅ ⊗ L, and hence (a) follows.
(b) x ⊥ LE if and only if x ⊥ LA and x ⊥ PHD (e∅ ⊗ L). Because for ` ∈ L
〈x, PHD (e∅ ⊗ `)〉 = 〈PHDx, e∅ ⊗ `〉 = 〈x, e∅ ⊗ `〉
= 〈Θ(δ)⊕∆Θ(δ), e∅ ⊗ `⊕ 0〉 = 〈Θ(δ), e∅ ⊗ `〉.
we infer that x ⊥ PHD (e∅ ⊗ L) if and only if Θ(δ) ⊥ e∅ ⊗ L. From this and
part (a) we obtain x ⊥ LE ⇔ Θ(δ) = 0. 
Definition 2.3. We say that a symbol Θ : D → Γ⊗L has no constant directions
if Θ(δ) ∈ e∅ ⊗ L only for δ = 0.
The following result relating properties of certain subspaces in the func-
tional model to properties of the symbol is crucial for our applications to
characteristic functions later.
Theorem 2.4. Suppose MΘ : Γ ⊗ D → Γ ⊗ L is a contractive multi-analytic
operator where D and L are Hilbert spaces. Then the following statements
hold:
(a) LA = LE ⇔ [Θ(δ) ∈ e∅ ⊗ L ⇒ Θ(δ) = 0] for all δ ∈ D.
(b) LE = ker (V D)∗ ⇔ Θ is injective.
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(c) LA = ker (V D)∗ ⇔ Θ has no constant directions.
Proof. (a) is immediate from Lemma 2.2.
(b) Assume that ker (V D)∗ = LE . Let δ ∈ D such that Θ(δ) = 0. Then
x := Θ(δ) ⊕ ∆Θ(δ) ∈ ker (V D)∗ but from Lemma 2.2(b) also x ⊥ LE =
ker (V D)∗. So x = 0 and this implies δ = 0 because WΘ|e∅⊗D : e∅ ⊗ D →
ker (V D)
∗
is unitary. Thus Θ is an injective map.
Conversely, assume that Θ is injective. Let x ∈ ker (V D)∗ 	 LE . Then
there exist δ ∈ D such that x = Θ(δ) ⊕ ∆Θ(δ) and x ⊥ LE . From Lemma
2.2(b) we infer that Θ(δ) = 0. Since Θ is injective, we obtain δ = 0 and
x = Θ(0)⊕∆Θ(0) = 0. Thus ker (V D)∗ = LE .
Finally (c) follows by combining (a) and (b). Note that having no con-
stant directions clearly implies injectivity. 
The traditional motivation for functional models is the study of the
compression A of V to HA, that is A := (A1, . . . , Ad) with Aj := PHAVj |HA
for j = 1, . . . , d. In the following propositions we state some properties which
will be used later. Note that by construction V is an isometric dilation of A
and the following criterion for minimality is our first application of Theorem
2.4.
Proposition 2.5. V is a minimal isometric dilation of A if and only if LA =
ker (V D)∗ which happens if and only if Θ has no constant directions.
Proof. Restriction of V to the smallest closed V -invariant subspace contain-
ing HA, with the wandering subspace LA, provides a minimal isometric di-
lation for A. Hence V itself is a minimal isometric dilation of A if and only
if LA = ker (V D)∗. The second half is a restatement of Theorem 2.4(c). 
Recall that A is called completely non-coisometric if z ∈ HA satisfies∑
|α|=n ‖A∗αz‖2 = ‖z‖2 for all n ∈ N only if z = 0.
Proposition 2.6. The following statements hold:
(a) HA ∩ (Γ⊗ L)⊥ = {0}.
(b) A is completely non-coisometric.
Proof. If z ∈ HΘ is orthogonal to Γ ⊗ L then it can be written in the form
0 ⊕ ∆Θη with η ∈ Γ ⊗ D. If further z ∈ HA then it is also orthogonal to
MΘξ⊕∆Θξ for all ξ ∈ Γ⊗D. With ξ = η we find ∆Θη = 0 and hence z = 0.
This proves (a).
If z ∈ HA satisfies
∑
|α|=n ‖A∗αz‖2 = ‖z‖2 for all n ∈ N then z must
be orthogonal to Γ⊗ L because A∗α = V ∗α |HA and V acts on Γ⊗ L as a row
shift. Hence (b) follows from (a). 
Note that (b) has already been observed in [14], in the proof of Theorem
5.1 there. We discuss the characteristic function of A in Section 4 and then
compare our concept of having no constant directions with the traditional
concept of a purely contractive function.
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3. From Contractive Multi-Analytic Operators to Contractive
Liftings and Back
In this section we state and prove the main result of this paper, Theorem 3.2,
which gives a complete classification of minimal contractive liftings by multi-
analytic operators (or their symbols). The correspondence is constructive
and can be used to analyze the structure of the set of minimal contractive
liftings. To be able to state this result in an optimal way as a one-to-one
correspondence we need to introduce suitable equivalence classes. Recall that
liftings and the concepts of contractivity and minimality have already been
defined in the Introduction. We also use the notation which is given there.
Definition 3.1. Let E and E′ be liftings of a row contraction C. If there exists
a unitary u : HE → HE′ which intertwines E and E′ and restricts to the
identity on the subspace HC corresponding to C then we say that the liftings
E and E′ are unitarily equivalent.
If M and M ′ are multi-analytic operators with symbols Θ : D → Γ⊗ L
and Θ′ : D′ → Γ⊗L (with the same L) and there exists a unitary v : D → D′
such that Θ′ ◦ v = Θ then we say that M and M ′ (also Θ and Θ′) are
equivalent.
Note that if Θ1 : D → Γ⊗ L1 and Θ2 : D′ → Γ⊗ L2 are multi-analytic
operators then even if dimL1 = dimL2 it only makes sense to say that they
are equivalent after fixing an identification between the spaces L1 and L2,
for example by specifying unitaries u1 : L1 → L and u2 : L2 → L to identify
both L1 and L2 with a space L. In this sense the concept of equivalence is
slightly different from the concept of coincidence used in [12, 13, 14]. This is
further discussed in Section 4. We are now able to state the main result.
Theorem 3.2. Let C be a row contraction on a Hilbert space HC . Then there
is a one-to-one correspondence between unitary equivalence classes of mini-
mal contractive liftings E of C and equivalence classes of injective symbols
Θ : D → Γ⊗DC .
The dimension of D is equal to the defect of E. The correspondence is given
explicitly by two mappings E from contractive multi-analytic operators to con-
tractive liftings and M in the opposite direction which are constructed below.
By this one-to-one correspondence it is justified, in the case of minimal
contractive liftings E, to call the contractive multi-analytic operator M(E)
the characteristic function of the lifting E. This terminology has been intro-
duced in [4]. With the theory developed here we have completely solved the
open problem formulated at the end of Section 3 in [4], namely to classify the
symbols which can occur as characteristic functions of minimal contractive
liftings: exactly the injective symbols can and do occur. We give a precise
statement as follows.
Corollary 3.3. The characteristic function of a minimal contractive lifting has
always an injective symbol. Conversely, if M is any contractive multi-analytic
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operator with an injective symbol then it is the characteristic function of the
minimal contractive lifting E(M).
Let us also note here the following immediate consequence of Theorem
3.2 which shows a surprising correspondence between liftings of different row
contractions.
Corollary 3.4. Let C = (C1, . . . , Cd) and C
′ = (C ′1, . . . , C
′
d) be row con-
tractions with the same defect `. Then there is a one-to-one correspondence
between their sets of unitary equivalence classes of minimal contractive lift-
ings.
Proof. This is obvious because both sets are in one-to-one correspondence
with the classes of injective symbols described in Theorem 3.2. Note that to
fix a specific correspondence you have to fix an identification between DC
and DC′ , compare the remarks after Definition 3.1. 
We now construct the mappings E and M and determine their proper-
ties in a sequence of propositions and lemmas, more and more closing in on
a proof of Theorem 3.2. Let C = (C1, . . . , Cd) be any row contraction on a
Hilbert space HC , fixed once and for all. We first define the mapping E from
contractive multi-analytic operators MΘ : Γ ⊗ D → Γ ⊗ DC to contractive
liftings E of C. We introduce the Hilbert space
Hˆ := HC ⊕HΘ
= HC ⊕ (Γ⊗DC)⊕∆Θ(Γ⊗D)
= HC ⊕HA ⊕HD,
where the notation comes from the functional model construction in Section
2, with L = DC . Note that on the subspace HΘ we have the row isometry
V introduced in Section 2. It restricts to the canonical row shift on Γ ⊗ DC
which is a reducing subspace for V . Now we also have the minimal isometric
dilation V C on the subspace HC⊕(Γ⊗DC), in the canonical version stated in
the final paragraph of the Introduction, which also restricts to the canonical
row shift on Γ⊗DC . Hence there exists a row isometry on Hˆ, which we call
Vˆ , which restricts to V on HΘ and restricts to V C on HC ⊕ (Γ⊗DC). If we
examine the decomposition Hˆ = HE ⊕ HD with HE := HC ⊕ HA then we
obtain on HE a contractive lifting of C as follows:
E =
(
C 0
B A
)
defined by Ej := PHE Vˆj |HE . j = 1, . . . , d.
We now define the mapping E by setting E(MΘ) equal to the contractive
lifting E of C defined in this way. We also write EC(MΘ) or EC,Θ if we want
to include the dependence on the original row contraction C in the notation.
Note further that Vˆ is an isometric dilation of E and we also have
Eα = PHE Vˆα|HE for all words α. The notation LE introduced in Section 2 is
10 Santanu Dey, Rolf Gohm and Kalpesh J. Haria
consistent with the notation for isometric dilations of E in the sense that
LE = span{LA, PHD (e∅ ⊗DC)} = span{HE , Vˆ (
d⊕
1
HE)} 	HE ,
hence we find a version of the minimal isometric dilation V E of E by re-
stricting Vˆ to HˆE := HE ⊕
⊕
α VˆαLE . As usual we identify this space (by a
canonical unitary) with HE ⊕ (Γ ⊗ DE). Now from Theorem 2.4(b) we im-
mediately conclude that under a rather weak assumption, injectivity of the
symbol Θ, our construction of Vˆ already provides us with a minimal isometric
dilation of the lifting E:
Proposition 3.5. For the lifting E = E(MΘ) of C
Vˆ = V E ⇔ LE = ker (V D)∗ ⇔ Θ injective
This means that for an injective symbol Θ the minimal isometric dila-
tion of the lifting E = EC,Θ can be built in a straightforward way from the
minimal isometric dilation of C together with the functional model for Θ.
Now we construct the mapping M in the opposite direction. We still
have the row contraction C = (C1, . . . , Cd) on a Hilbert space HC , fixed once
and for all. Suppose that we are further given a contractive lifting
E =
(
C 0
B A
)
on a Hilbert space HE := HC ⊕ HA. We can now construct the minimal
isometric dilation V E on the Hilbert space HE ⊕ (Γ ⊗ DE). Instead of e∅ ⊗
DE we can also write LE . Clearly V E is an isometric dilation of C on HC
and hence we can find a version of the minimal isometric dilation V C by
restricting V E toHC⊕
⊕
α V
E
α LC , where LC = span{HC , V E(
d⊕
1
HC)}	HC
is a subspace with dimension equal to the defect of C and hence can be
identified canonically with DC . Both LE and LC are wandering subspaces of
V E and we can think of the orthogonal projection onto
⊕
α V
E
α LC restricted
to
⊕
α V
E
α LE as a contractive multi-analytic operatorMΘ : Γ⊗DE → Γ⊗DC .
That this is indeed a multi-analytic operator can be directly verified from
LC ⊂ HE ⊕ LE , compare [10], Theorem 1.2, for a systematic study of the
construction of multi-analytic operators from pairs of wandering subspaces.
We set M(E) := MΘ which defines a map M from contractive liftings
E of a given row contraction C to contractive multi-analytic operators MΘ :
Γ⊗DE → Γ⊗DC . We also writeMC(E) or MC,E if we want to include the
dependence on the original row contraction C in the notation.
Recall from Section 2 that within the functional model we can in fact
always think of MΘ as such a restriction of an orthogonal projection. By
inspection we observe that if and only if in the construction of E we end up
with Hˆ = HˆE the application ofM after E just reconstructs the original MΘ.
Thus from Proposition 3.5 we conclude:
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Proposition 3.6.
M◦ E(MΘ) = MΘ ⇔ Θ injective
To make the equality on the left explicit recall that in the functional
model space HΘ for MΘ : Γ⊗D → Γ⊗DC with injective symbol Θ we have
LE = WΘ(e∅ ⊗D),
see Section 2 and Theorem 2.4(b). Now LE in the dilation space of E =
E(MΘ), which is provided by the functional model space HΘ together with
HC , is related by the canonical unitary to DE . With this canonical identifi-
cation of D and DE we have the equality in Proposition 3.6.
It remains to determine and to examine the class of contractive liftings
which correspond to multi-analytic operators in this way. It is here where
the minimality of liftings comes into the game. We restate the definition of
minimality in a more explicit way.
Definition 3.7. A lifting E of C is called minimal if
span{Eαx : x ∈ HC , all words α} = HE .
Here α = α1 . . . αm with αk ∈ {1, . . . , d} if m ∈ N and α = ∅ if m = 0.
Equivalently, the lifting E is minimal if and only if HE is the smallest
E-invariant subspace containing HC . Hence Definition 3.7 is consistent with
the definition of minimality given in the Introduction.
Proposition 3.8. For a contractive lifting
E =
(
C 0
B A
)
of a row contraction C the following are equivalent:
(a) E is minimal.
(b) HA ∩ (
⊕
α V
E
α LC)⊥ = {0}.
Proof. Let y ∈ HE . With ⊥ denoting the orthogonal complement in HE we
have
y ∈ [span{Eαx : x ∈ HC , all words α}]⊥
⇔ y ⊥ Eαx (= PHEV Eα x) for all x ∈ HC , all words α
⇔ y ⊥ PHE
[HC ⊕ (⊕
α
V Eα LC)
]
= HC + PHE
⊕
α
V Eα LC
⇔ y ∈ HA ∩ (
⊕
α
V Eα LC)⊥
We conclude that
[
span{Eαx : x ∈ HC , all words α}
]⊥
= {0} if and only if
HA ∩ (
⊕
α V
E
α LC)⊥ = {0}, which implies the proposition. 
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Remark: Comparing (b) with Lemma 3.5(iii) of [4] shows that what
we call a minimal lifting in this paper is the same as what was called a re-
duced lifting in [4]. We prefer the terminology ‘minimal’ because Definition
3.7 above is simpler and because this is consistent with the terminology ‘min-
imal isometric dilation’ which is the most important example of a minimal
contractive lifting. A number of additional results about minimal or reduced
liftings can be found in [4], we only include the following basic property which
foreshadows the connection between minimal liftings and functional models
established later.
Proposition 3.9. The right lower corner A of a minimal contractive lifting E
of C is completely non-coisometric.
Proof. Taking adjoints in the definition of minimal lifting we see that E is
minimal if and only if there is no 0 6= x ∈ HA = HE 	 HC such that
E∗αx ∈ HA for all α. In other words, if E is minimal then for all 0 6= x ∈ HA
we find α such that
‖A∗αx‖ = ‖PHAE∗αx‖ < ‖E∗αx‖
and because E is contractive it follows that A is completely non-coisometric.
Alternatively we could use Corollary 3.15 below to establish that A
arises from a functional model and then quote Proposition 2.6(b) to get the
result. 
We now proceed to obtain minimal liftings from multi-analytic operators.
Proposition 3.10. If M : Γ ⊗ D → Γ ⊗ DC is any contractive multi-analytic
operator then the lifting E(M) of C is always minimal.
Proof. In the construction of E = E(M) using a functional model of M it is
the subspace Γ⊗DC in the model which becomes the subspace
⊕
α V
E
α LC in
the dilation space of E. Hence by Proposition 3.8 minimality of E is satisfied
if and only if in the model we have HA∩(Γ⊗DC)⊥ = {0}. But by Proposition
2.6(a) this is always the case. 
Corollary 3.11. If Θ is an injective symbol then there exists a minimal lifting
E of C such that MΘ =M(E).
Proof. Put E := E(MΘ). Then E is minimal by Proposition 3.10 andM(E) =
M◦ E(MΘ) = MΘ by Proposition 3.6. 
Proposition 3.12. If a contractive lifting E of C is minimal then the symbol
of M(E) is injective.
Proof. Suppose the symbol of M(E) is not injective. By the definition of
M(E) this means that there exists 0 6= x ∈ LE which is orthogonal to
HC⊕(
⊕
α V
E
α LC). Further by definition LE = span{HE , V E(
d⊕
1
HE)}	HE .
Hence there exists j such that y := (V Ej )
∗x 6= 0. [In fact, assume that on the
contrary (V Ej )
∗x = 0 for all j = 1, . . . , d. Then x is orthogonal to V Ej HE for
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all j = 1, . . . , d. But x ∈ LE , hence x is also orthogonal to HE . It follows that
x is orthogonal to LE and hence that x = 0, contradicting our assumption
above.] Note that y ∈ HE and
〈y, z〉 = 〈x, V Ej z〉 = 0
for all z ∈ HC ⊕ (
⊕
α V
E
α LC), by the assumption about x and because the
V Ej leave this subspace invariant. Hence 0 6= y ∈ HA ∩ (
⊕
α V
E
α LC)⊥ and E
is not minimal by Proposition 3.8. 
But injectivity of the symbol ofM(E) does not imply minimality of E.
For example take a lifting E with B = 0 so that E is a direct sum of C and
A. If HA 6= {0} this is clearly not minimal. In this case LE = LC ⊕LA and if
LA = {0}, that is if A is chosen to be isometric, then M(E) is the identity.
Corollary 3.13. If M is any contractive multi-analytic operator then the sym-
bol of M◦ E(M) is injective.
Proof. This follows from Proposition 3.10 and Proposition 3.12. 
To obtain the one-to-one correspondence stated in Theorem 3.2 we need
to study the equivalence classes introduced in Definition 3.1.
Proposition 3.14. Let E and E′ be minimal contractive liftings of a row con-
traction C. Then E and E′ are unitarily equivalent liftings if and only if
MC,E and MC,E′ are equivalent.
Proof. The proof is easier to understand by always using the canonical iden-
tifications with full Fock spaces and defect spaces. Then LE = e∅ ⊗DE etc.
If E and E′ are unitarily equivalent liftings then we can extend the
unitary u to a unitary uˆ which intertwines the minimal isometric dilations
V E and V E
′
and restricts to the identity on a space HC⊕(Γ⊗DC) contained
in both. By restricting uˆ we obtain a unitary v : LE → LE′ providing the
equivalence of MC,E and MC,E′ . (Note that this direction is true even without
assuming minimality.)
Conversely assume that MC,E and MC,E′ are equivalent via v : DE →
DE′ . Again we identify the space of the minimal isometric dilation of C with
HC⊕(Γ⊗DC). Then by minimality of E we have HA∩(Γ⊗DC)⊥ = {0} from
Proposition 3.8, withHA = HE	HC and using the identifications announced
in the beginning of the proof. Taking orthogonal complements in the space HˆE
of the minimal isometric dilation we note that (HA)⊥ = HC ⊕ (Γ⊗DE) and
hence find HˆE = span{HC⊕ (Γ⊗DC),Γ⊗DE}. Similarly HˆE′ = span{HC⊕
(Γ⊗DC),Γ⊗DE′}. Because MC,E resp. MC,E′ are the orthogonal projections
onto HC ⊕ (Γ ⊗ DC) restricted to Γ ⊗ DE resp. Γ ⊗ DE′ we can extend the
unitary I ⊗ v : Γ ⊗ DE → Γ ⊗ DE′ to a unitary uˆ : HˆE → HˆE′ which is the
identity on HC ⊕ (Γ ⊗ DC) and intertwines the minimal isometric dilations
V E and V E
′
. Because HE = HˆE 	 (Γ ⊗ DE) and HE′ = HˆE′ 	 (Γ ⊗ DE′)
this restricts to a unitary u : HE → HE′ intertwining E and E′ and being
the identity on HC . 
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Corollary 3.15. For a contractive lifting E of a row contraction C:
E and E ◦M(E) are unitarily equivalent ⇔ E minimal.
Proof. By Proposition 3.10 we know that E ◦M(E) is always minimal. Be-
cause minimality is preserved by unitary equivalence, E and E ◦M(E) can
only be unitarily equivalent if E is minimal. Conversely, if E is minimal then
by Proposition 3.12 the symbol of M(E) is injective, hence by Proposition
3.6
M◦ E ◦M(E) =M(E)
and now Proposition 3.14 implies that E and E ◦M(E) are unitarily equiv-
alent. 
We remark that there is no canonical identification of HE 	 HC and
HE◦M(E) 	HC and this unitary equivalence is the best we can expect.
By combining the results obtained so far we are now able to complete
the proof of Theorem 3.2 and Corollary 3.3 as follows.
Proof. Let us denote by M˜ respectively E˜ the mappings between equivalence
classes which are given by M respectively E on representatives. We have to
prove that these are well defined and inverse to each other.
From Proposition 3.14 we find that M˜ is well defined and it maps into
classes of injective symbols by Proposition 3.12. Conversely, assume that
M and M ′ have injective symbols which are equivalent to each other. The
liftings E = E(M) and E′ = E(M ′) are both minimal by Proposition 3.10.
By Proposition 3.6 we have M(E) = M and M(E′) = M ′ and we conclude
from Proposition 3.14 that E and E′ are unitarily equivalent. Hence E˜ is well
defined and maps into classes of minimal liftings. We have M˜ ◦ E˜ = id from
Proposition 3.6 and we have E˜ ◦ M˜ = id by Corollary 3.15. Proposition 3.5
shows that the dimension of D is equal to the defect of E.
Note further that Corollary 3.3 is nothing but a restatement of Propo-
sition 3.12 and Proposition 3.6 established above. 
We have now completely proved Theorem 3.2 and Corollary 3.3. Let us
have a look at two easy examples. First, if HA = {0} then we have the trivial
lifting E = C. This is a minimal lifting and the characteristic function MC,E
is the identity (here LE = LC). Second, if E is the minimal isometric dilation
of the row contraction C then this is a minimal lifting and the characteristic
function MC,E is the zero function. Here LE = {0}, so it is the zero function
on the zero space and hence injective: no contradiction to Theorem 3.2. More
complicated examples will appear in the following sections.
We finish this section with an application. The one-to-one correspon-
dence established in Theorem 3.2 very naturally leads to the possibility to
examine the structure of the set of minimal contractive liftings via the corre-
sponding characteristic functions. Along these lines we obtain a result about
the factorization of the characteristic function of a minimal lifting.
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Theorem 3.16. Let C be a row contraction on a Hilbert space HC . If E is
a minimal contractive lifting of C on a Hilbert space HE ⊃ HC and E′ =
(E′1, . . . , E
′
d) is a minimal contractive lifting of E on a Hilbert space HE′ ⊃
HE then E′ is a minimal contractive lifting of C and for the characteristic
function we have
MC,E′ = MC,EME,E′ .
Conversely, if E′ is a minimal contractive lifting of C on a Hilbert space
HE′ ⊃ HC and the characteristic function MC,E′ : Γ ⊗ DE′ → Γ ⊗ DC can
be written as
MC,E′ = M1M2
where M1 : Γ⊗D → Γ⊗DC and M2 : Γ⊗DE′ → Γ⊗D are contractive multi-
analytic operators, for a Hilbert space D and both with injective symbols, then
there exists a minimal contractive lifting E of C such that E′ is a minimal
contractive lifting of E, and M1 and M2 are equivalent to MC,E and ME,E′
respectively.
Proof. The first half is Theorem 4.1 of [4]. Its proof can be simplified in the
present setting. It is easy to check that contractivity and minimality are both
preserved if we iterate liftings. Further let HˆE′ = HE′ ⊕ (Γ ⊗ DE′), HˆE =
HE⊕(Γ⊗DE), HˆC = HC⊕(Γ⊗DC) the spaces of minimal isometric dilations
for which we have HˆE′ ⊃ HˆE ⊃ HˆC if we iterate liftings. We can think of
MC,E′ as the orthogonal projection PC,E′ from HˆE′ onto HˆC restricted to
Γ⊗DE′ because this maps to Γ⊗DC . Similar for MC,E and ME,E′ . With this
observation the factorization MC,E′ = MC,EME,E′ follows from the obvious
factorization PC,E′ = PC,EPE,E′ .
Let us now prove the converse direction. We use the map E , in partic-
ular Corollary 3.3 and Proposition 3.5. From M1 with its injective symbol
Θ1 : D → Γ⊗DC we can build the minimal contractive lifting E˜ = EC,M1 of
C which has characteristic function M1 and defect equal to dimD. Then from
M2 with its injective symbol Θ2 : DE′ → Γ ⊗ D we can build the minimal
contractive lifting E˜′ = EE˜,M2 of E˜ which has characteristic function M2.
We can think of E˜
′
as a minimal contractive lifting of C with characteristic
function M1M2, by the first part above (or Theorem 4.1 in [4]). Hence with
the assumption that E′ has characteristic function M1M2 we can use Propo-
sition 3.14 to conclude that E′ and E˜
′
are unitarily equivalent as liftings of
C. If we use this unitary to rotate the lifting E˜ then we obtain a minimal
contractive lifting E of C with the properties required. 
4. Characteristic Functions of Completely Non-coisometric
Row Contractions
Recall the notion of a characteristic function of a completely non-coisometric
row contraction A on HA from [14]: The space HˆA = HA ⊕ (Γ ⊗ DA) of
the minimal isometric dilation V A not only contains the wandering subspace
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LA = e∅ ⊗DA but also the wandering subspace L∗,A := ker (V A)∗ arising in
the Wold decomposition of V A into the direct sum of a row unitary part and a
row shift part. The space L∗,A is canonically identified with the ∗-defect space
D∗,A, the closure of D∗,AHA. Here D∗,A := (I − AA∗) 12 and the canonical
unitary from D∗,A onto L∗,A is given by D∗,Aξ 7→ (I −
∑d
i=1 V
A
i A
∗
i )ξ (where
ξ ∈ HA). Then the orthogonal projection onto the space of the row shift
part restricted to Γ ⊗ DA can be thought of as a contractive multi-analytic
operator MΘA : Γ ⊗ DA → Γ ⊗ D∗,A with a symbol ΘA : DA → Γ ⊗ D∗,A.
This is called the characteristic function of A.
It is verified in [14], Theorem 4.1, that if we construct the functional
model for MΘA and then form the compression to HA (as we did more gen-
erally in Section 2) then we recover the original A we started from, up to
unitary equivalence. Our Proposition 2.6 implies that this is only possible if
A is completely non-coisometric and the functional model constructed from
MΘA adds the insight that all completely non-coisometric row contractions
can be obtained in this way.
Recall that a contractive multi-analytic operator M = MΘ with symbol
Θ : D → Γ ⊗ L is called purely contractive if ‖Pe∅⊗LΘ(δ)‖ < ‖δ‖ for all
0 6= δ ∈ D. We attach a name, motivated in Section 5, to another property
which already appears in [14] as (5.1).
Definition 4.1. We say that a contractive multi-analytic operator M : Γ⊗D →
Γ⊗ L satisfies the Szego¨ condition if
∆(Γ⊗D) = ∆((Γ⊗D)	 (e∅ ⊗D)),
where ∆ = (I −M∗M) 12 .
Recall that multi-analytic operators M and M ′ with symbols Θ : D →
Γ ⊗ L and Θ′ : D′ → Γ ⊗ L′ are said to coincide (compare [12, 14]) if there
are unitaries vD : D → D′ and vL : L → L′ so that Θ′ ◦ vD = (I ⊗ vL) ◦Θ.
With this terminology we can now restate one of the main results ob-
tained in sections 4 and 5 of [14], as follows.
Theorem 4.2 ([14]). A contractive multi-analytic operator coincides with the
characteristic function of a completely non-coisometric row contraction if and
only if it is purely contractive and satisfies the Szego¨ condition.
We want to discuss the relationship between this result and our theory
of characteristic functions of liftings.
Lemma 4.3. Let Θ : D → Γ ⊗ L be a symbol. If Θ has no constant direc-
tions (see Definition 2.3) then it is purely contractive. If the Szego¨ condition
for MΘ holds then, conversely, purely contractive implies having no constant
directions.
Proof. Recall that having no constant directions means that Θ(δ) ∈ e∅ ⊗ L
only for δ = 0 (compare Definition 2.3). This implies purely contractive, in
fact in the remaining case Θ(δ) 6∈ e∅⊗L it is obvious that ‖Pe∅⊗LΘ(δ)‖ < ‖δ‖.
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The converse direction, going from purely contractive to having no constant
directions, only fails if there exists 0 6= δ ∈ D such that Θ(δ) ∈ e∅ ⊗ L but
‖Θ(δ)‖ < ‖δ‖. We show that this contradicts the Szego¨ condition. In fact,
from M(e∅ ⊗ δ) = Θ(δ) ∈ e∅ ⊗ L we conclude that M(e∅ ⊗ δ) ⊥ (Lj ⊗
I)M(Γ⊗D) = M(Lj ⊗ I)(Γ⊗D) for all j = 1, . . . , d, hence M∗M(e∅ ⊗ δ) ⊥
(Lj ⊗ I)(Γ ⊗ D) for all j and M∗M(e∅ ⊗ δ) ∈ e∅ ⊗ D. We conclude that
∆2(δ) = e∅ ⊗ δ −M∗M(e∅ ⊗ δ) ∈ e∅ ⊗D and
∆(δ) ⊥ ∆(Lj ⊗ I)(Γ⊗D)
for all j. Because ‖Θ(δ)‖ < ‖δ‖ we have ∆(δ) 6= 0, so the Szego¨ condition
cannot hold. 
Corollary 4.4. The characteristic function of a completely non-coisometric
row contraction has no constant directions and (hence) it is injective. The
isometric dilation provided by the functional model is minimal.
Proof. From Theorem 4.2 together with Lemma 4.3 we conclude that we have
no constant directions and then by Proposition 2.5 the isometric dilation
provided by the functional model is minimal. The second statement is also
part of [14], Theorem 5.1, where an alternative proof for it can be found. 
Theorem 4.5. Let C = (C1, . . . , Cd) be a row contraction on a Hilbert space
HC and
E =
(
C 0
B A
)
be a minimal contractive lifting on a Hilbert space HE = HC ⊕ HA with
characteristic function MC,E : Γ ⊗ DE → Γ ⊗ DC . Then MC,E is purely
contractive and satisfies the Szego¨ condition if and only if LE = LA and
LC = L∗,A. In this case, with the canonical identifications, the characteristic
function MC,E : Γ⊗DE → Γ⊗DC of the lifting E is equal to the characteristic
function MΘA : Γ⊗DA → Γ⊗D∗,A of the row contraction A.
The characteristic function MΘA of any completely non-coisometric row
contraction A can be written in this form for any row contraction C with
defect equal to dimD∗,A.
From [14]: Two characteristic functions MΘA and MΘA′ coincide if and
only if A and A′ are unitarily equivalent.
Proof. Note that because E is minimal the symbol Θ of MC,E is injective
by Proposition 3.12. Restricted to HΘ = HˆE 	 HC the minimal isometric
dilation V E is given by the functional model row isometry V corresponding
to MC,E , as described in Section 2. With Theorem 2.4(b) and Proposition
2.5 we see that here LA = LE is equivalent to V on HΘ being the minimal
isometric dilation of A. Recall that V can be represented by
Vj(x⊕∆y) := (Lj ⊗ I)x⊕∆(Lj ⊗ I)y
for x⊕∆y ∈ (Γ⊗DC)⊕∆(Γ⊗DE). The Szego¨ condition says exactly that the
ranges of the maps ∆(Lj ⊗ I) for all j = 1, . . . , d have as their closed linear
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span the whole space ∆(Γ⊗DE), hence, under the condition LA = LE , it is
equivalent to L∗,A (= kerV ∗) = (e∅ ⊗DC)⊕ 0 = LC .
We can now verify the first part of the theorem. Note that if we have
LE = LA and LC = L∗,A then MC,E = MΘA follows from the fact that both
are described by the same restriction of an orthogonal projection. Assume
LE = LA. Then Θ has no constant directions by Theorem 2.4(b),(c) and
hence MC,E is also purely contractive by Lemma 4.3. Assume additionally
LC = L∗,A. Then the Szego¨ condition holds, as shown above.
Conversely from the Szego¨ condition together with MC,E purely con-
tractive we conclude by Lemma 4.3 that Θ has no constant directions which
implies LE = LA, again by Theorem 2.4(b),(c). As shown above, under this
condition the Szego¨ condition also implies LC = L∗,A. The first part of the
theorem is proved.
If we start with any completely non-coisometric row contraction A then
by Corollary 4.4 the functional model for MΘA provides a minimal isometric
dilation for A. If we choose any C with defect equal to dimD∗,A then we
can build E = E(MΘA) (as shown in Section 3) based on any (unitary)
identification of D∗,A and DC . Then L∗,A = LC . Note that also LA = LE
from Proposition 2.5. We conclude that MC,E = MΘA by the first part.
This shows that indeed for any completely non-coisometric row contraction
A the characteristic function MΘA appears in suitable liftings by A as the
characteristic function of the lifting.
If A and A′ are unitarily equivalent then clearly MΘA and MΘA′ coincide
(because the minimal isometric dilations are unitarily equivalent). Conversely
assume that MΘA and MΘA′ coincide, so we have unitaries v : DA → DA′
and v∗ : D∗,A → D∗,A′ so that ΘA′ ◦ v = (I ⊗ v∗) ◦ ΘA. Now for any C
with defect equal to dimD∗,A = dimD∗,A′ , we can choose any unitary u′ :
D∗,A′ → DC and use it to identify the spaces D∗,A′ and DC . Then the unitary
u := u′ ◦ v∗ : D∗,A → DC can be used to identify D∗,A and DC . Based on
these identifications we construct E = E(MΘA) and E′ = E(MΘA′ ) and we
can check that, with these identifications, MC,E = MΘA and MC,E′ = MΘA′
are actually equivalent. By Proposition 3.14 it follows that the corresponding
liftings E and E′ are unitarily equivalent and this implies, by restriction, the
unitary equivalence of A and A′. 
We finish this section with a few comments.
The final part of the proof of Theorem 4.5 illustrates the relationship
between the concepts of coincidence and equivalence, compare the comments
after Definition 3.1.
Note that in the proof of Theorem 4.5 the only thing we used from the
theory of characteristic functions of completely non-coisometric row contrac-
tions (from [14]) was the fact that the functional model constructed from
the characteristic function provides a minimal isometric dilation. Given an
independent proof of this fact we have obtained a new proof of Theorem 4.2
because clearly Theorem 4.2 follows from Theorem 4.5. We claim that the
new context of liftings simplifies some of the original arguments.
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While in the theory of characteristic functions of completely non-coiso-
metric row contractions the concept of a purely contractive function is fun-
damental it seems that in the wider class of characteristic functions of liftings
the concept of having no constant directions is more fundamental.
Theorem 4.5 does not solve all natural questions about the relationship
between the different notions of characteristic functions: whenever we have a
characteristic function of a lifting then we always have associated the char-
acteristic function of the completely non-coisometric row contraction in the
right lower corner. Only in the very special situation of Theorem 4.5 the two
functions are equal. There are some computations in the general case in [4],
section 4, see also [10], section 2, but we leave a more systematic treatment
of this topic to future work.
We finally remark that in the original theory of Sz.-Nagy and Foias
[12] for d = 1 the more general case of a completely non-unitary contraction
was treated and that Ball and Vinnikov in [2] provided a generalization of it
for d > 1. The relationship of our setting with the theory in [2] is another
promising field of investigation.
5. Examples from Schur Functions
We are content in this section to illustrate our results by examples and do
not develop a complete theory. Recall that an analytic function Θ in the
open unit disk which satisfies ‖f‖∞ ≤ 1 is called a Schur function. We refer
to [11] for further information about Schur functions. We can think of Θ as
a symbol of a contractive multiplication operator MΘ on the Hardy space
H2, the Hilbert space of analytic functions in the open unit disk with square
summable Taylor coefficients and isomorphic in this way to the unilateral
sequence space `2. This is the special case d = 1 and dimD = 1 = dimL
in our general scheme for contractive multi-analytic operators. Note that, to
simplify notation, we use Θ in two different ways here: the Schur function
z → Θ(z) for z ∈ C with |z| < 1 has a sequence of Taylor coefficients which
is the image of 1 ∈ C ' D under Θ if used in the way we introduced the
symbol for multi-analytic operators. Note also in this respect that identifying
a one-dimensional space with C is not canonical but involves the choice of a
unimodular factor. We call the Schur function the spectral representation of
Θ.
Note further that a Schur function Θ represents an injective symbol (in
the sense used in previous sections) if and only if it is non-zero. Two Schur
functions Θ and Θ′ are equivalent in the sense of Definition 3.1 if and only if
Θ′ = cΘ with c ∈ C and |c| = 1.
Let C be a contraction with defect equal to 1. Then by Theorem 3.2
we have a one-to-one correspondence between unitary equivalence classes of
minimal contractive liftings E (of C) with defect equal to 1 and non-zero
Schur functions (up to unimodular complex factors). Applying Theorem 2.4
we confirm that for all non-zero Schur functions dimLE = 1 (equal to the
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defect of E) and find in addition that always dimLA ≤ dimD = 1 and that
dimLA = 1 if and only if (the spectral representation of) Θ is not a constant
function.
Example 5.1. Let C =
1
2
be the contraction on a Hilbert space HC =
C. The defect is equal to 1. Consider the Mo¨bius transformation Θ(z) =
z − α
1− α¯z , |α| < 1. Because Θ is an inner function, the multiplication operator
MΘ : H
2 → H2 is an isometry and we note that ∆ := (I −M∗ΘMΘ)
1
2 = 0.
The model space is HΘ = H2⊕ 0H2 = H2. In this case MΘH2 consists of all
functions f ∈ H2 with f(α) = 0. HenceHA = H2	MΘH2 is one-dimensional
and equal to the scalar multiples of the function z 7→ 1
1− α¯z =
∞∑
n=0
α¯nzn.
We want to construct the lifting E = EC(MΘ) = EC,Θ, compare Section
3 for the procedure and for the notation. We find Hˆ = HC ⊕ H2 with the
isometry Vˆ so that Vˆ (1⊕ 0) = 1
2
⊕
√
3
2
(the second summand is a constant
function in H2) and the restriction of Vˆ to H2 is the multiplication operator
Mz with the variable z. We compute B = PHA Vˆ |HC =
√
3
2
(1 − |α|2) 12 and
A = PHA Vˆ |HA = α and conclude that the minimal contractive lifting of
C =
1
2
with the Mo¨bius transformation Θ(z) =
z − α
1− α¯z as its characteristic
function is the (scalar) 2× 2-matrix
E =

1
2
0
√
3
2
(1−|α|2) 12 α
 .
It is easy to check that the defect of E is indeed equal to 1. As a non-
constant inner function the Mo¨bius transformation Θ(z) =
z − α
1− α¯z clearly
satisfies the conditions in Theorem 4.5 and indeed it is well known that Θ
is the characteristic function of the (completely non-coisometric) contraction
A = α.
Let us see what Theorem 4.5 tells us in general about Schur functions
as characteristic functions. For this consider H2 ⊂ L2(dt), the Hilbert space
of square integrable functions on the unit circle with Lebesgue measure. This
can be achieved by considering boundary values. For a Schur function Θ and
f ∈ H2 in general ∆Θf = (I−M∗ΘMΘ)
1
2 f 6= (1−|Θ|2) 12 f (the latter function
is not always in H2), but because
‖(I −M∗ΘMΘ)
1
2 f‖2 = ‖f‖2 − ‖Θf‖2 = ‖(1− |Θ|2) 12 f‖2
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we can replace ∆Θ and ∆ΘH
2 by the multiplication with (1 − |Θ|2) 12 and
the subspace (1− |Θ|2) 12H2 ⊂ L2(dt) (using the unitary defined by ∆Θf 7→
(1− |Θ|2) 12 f).
Proposition 5.2. Let Θ be a non-zero Schur function.
(a) MΘ is purely contractive if and only if (in the spectral representation)
|Θ(0)| < 1.
(b) MΘ satisfies the Szego¨ condition (see Definition 4.1) if and only if (the
spectral representation of) Θ satisfies the spectral Szego¨ condition:∫ 2pi
0
log
(
1− |Θ(eit)|2) dt = −∞ .
(c) A Schur function Θ is the characteristic function of a completely non-
coisometric contraction if and only if it satisfies |Θ(0)| < 1 and the
spectral Szego¨ condition.
Proof. (a) is obvious because Θ(0) is equal to the zero’th Taylor coefficient of
Θ. With the considerations preceding this proposition we see that the Szego¨
condition (from Definition 4.1) holds if and only if the constant polynomial 1
can be approximated in norm by analytic polynomials p with p(0) = 0 in the
Hilbert space L2
(
(1−|Θ|2) dt). Here the non-negative function 1−|Θ|2 plays
the role of a density for Lebesgue measure. By a classical theorem of Szego¨
this is the case if and only if the spectral Szego¨ condition holds, see [11],
Chapter 4. This proves (b). Now (c) is just the reformulation of Theorem 4.5
in the setting of Schur functions. 
It is a classical result that a Schur function Θ satisfies what we have
called the spectral Szego¨ condition if and only if it is an extremal Schur
function, see [11], Chapter 9. Generalizations of this result for the case of
operator-valued Schur functions (still with d = 1) are given in [18], general-
izations for d > 1 are discussed in [17], Section 1.4, in connection with the
notion of prediction entropy.
Note at this point that any non-zero Schur function is the characteristic
function of a lifting but only a very special subclass consists of characteristic
functions of completely non-coisometric contractions. We give an example
outside of this special subclass.
Example 5.3. Again we start with the contraction C =
1
2
on a one-dimensional
Hilbert space HC but this time we look at the Schur function Θ(z) = z
2
.
Clearly this does not satisfy the spectral Szego¨ condition. Again we want to
construct the minimal contractive lifting E = EC,Θ.
In this case the model space is HΘ = H2 ⊕
√
3
2
H2 = H2 ⊕H2. Hence
Hˆ = HC ⊕H2 ⊕H2 and the isometry Vˆ maps 1⊕ 0⊕ 0 to 1
2
⊕
√
3
2
⊕ 0 and
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acts as Mz ⊕Mz on H2 ⊕H2. Further g ⊕ h ∈ HA ⊂ HΘ = H2 ⊕H2 if and
only if
〈1
2
Mzf ⊕
√
3
2
f, g ⊕ h〉 = 0 for all f ∈ H2,
which is satisfied if and only if h = − 1√
3
M∗z g. So we have
HA = {g ⊕− 1√
3
M∗z g : g ∈ H2}.
Here B(c) = PHA Vˆ (c) =
√
3
2
c ⊕ 0 for c ∈ HC (note that M∗z applied to a
constant function yields zero) and for A = PHA Vˆ |HA we find
A(g⊕− 1√
3
M∗z g) = PHA
(
Mzg⊕− 1√
3
(g−g(0))) = Mz(g−g(0)
4
)⊕− 1√
3
(g−g(0)
4
).
The last equality can be checked by verifying that the difference Mz
g(0)
4
⊕
− 1√
3
(−3
4
g(0)) is indeed orthogonal to HA.
We note that any factorization Θ = Θ1Θ2 among non-zero Schur func-
tions leads to a corresponding factorization of liftings, by Theorem 3.16.
In particular the lifting in the previous example can be factorized in many
ways. But we postpone a detailed investigation of this phenomenon to another
place.
We finally remark that the general case of minimal contractive liftings
for a single contraction (the general case d = 1) can be handled in a similar
way. In fact, for d = 1 a multi-analytic operator has a spectral representation
by an operator-valued Schur function, i.e., a bounded analytic function Θ on
the open unit disk such that Θ(z) ∈ B(D,L) and ‖Θ(z)‖ ≤ 1 for all z in the
open unit disk. Then Theorem 3.2 takes the form that there is a one-to-one
correspondence between unitary equivalence classes of minimal contractive
liftings E with defect dimD (of a given contraction C) and operator-valued
Schur functions with values in B(D,DC), up to a unitary on D (the same
for all z), and with the following injectivity property: if 0 6= δ ∈ D then
z 7→ Θ(z)δ is not the zero function.
6. Appendix
In our analysis of functional models in Section 2 we need a few technical
results about how the kernel of the adjoint changes if we go to a restriction
of an operator. We provide them in the following lemma. These are quite
general observations, useful in particular to describe the geometry of invariant
subspaces.
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Lemma 6.1. Let T ∈ B(H1,H2) where H1,H2 are Hilbert spaces and Ki ⊂
Hi, i = 1, 2, be subspaces such that TK1 ⊂ K2. Define T˜ := T |K1 : K1 7→ K2
and Ni := Hi 	Ki, i = 1, 2. Then
(i) ker T˜ ∗ = {ξ ∈ K2 : T ∗ξ ∈ N1}.
(ii) PK2 kerT
∗ ⊂ ker T˜ ∗.
Assume in addition that T is an isometry. Set L := span {N2, TN1} 	 N2.
Then
(iii) span {L, PK2 kerT ∗} = ker T˜ ∗ = L ⊕ (kerT ∗ ∩ K2).
Proof. (i) For ξ ∈ K2
ξ ∈ ker T˜ ∗ ⇔ 〈ξ, T˜ η〉 = 0 for all η ∈ K1
⇔ 〈ξ, Tη〉 = 0 for all η ∈ K1
⇔ 〈T ∗ξ, η〉 = 0 for all η ∈ K1
⇔ T ∗ξ ∈ N1.
(ii) Decompose ξ ∈ kerT ∗ as ξ = ξK2⊕ξN2 such that ξK2 ∈ K2 and ξN2 ∈ N2.
Since T ∗(N2) ⊂ N1 it follows that T ∗ξN2 ∈ N1. Thus T ∗ξK2 = T ∗ξ−T ∗ξN2 =
0 − T ∗ξN2 ∈ N1. We conclude that ξK2 ∈ ker T˜ ∗ by (i). Finally because
PK2 ξ = ξK2 we obtain PK2 kerT
∗ ⊂ ker T˜ ∗ which is (ii).
(iii) First note that if ξ ∈ kerT ∗ ∩ K2 then ξ ⊥ rangeT ⊃ TN1 and ξ ⊥ N2.
Therefore kerT ∗ ∩ K2 ⊥ L.
Further L ⊂ N⊥2 = K2 and T ∗L ⊂ T ∗
[
span {N2, TN1}
]
= N1, by the
assumption that T is an isometry. So L ⊂ ker T˜ ∗ by (i). Clearly kerT ∗∩ K2 ⊂
ker T˜ ∗ by (i). Together we have L ⊕ (kerT ∗ ∩ K2) ⊂ ker T˜ ∗.
For the opposite inclusion let ξ ∈ ker T˜ ∗ 	 L. Because ξ ∈ ker T˜ ∗ we
have ξ ∈ K2 and T ∗ξ ∈ N1 by (i). But from ξ ⊥ L and ξ ⊥ N2 we also get,
using the definition of L, that ξ ⊥ TN1, i.e., T ∗ξ ⊥ N1. Hence T ∗ξ = 0 and
ξ ∈ kerT ∗ ∩ K2. We have now established the second equality in (iii).
Finally it is clear that kerT ∗ ∩ K2 ⊂ PK2 kerT ∗, hence L ⊕ (kerT ∗ ∩
K2) ⊂ span {L, PK2 kerT ∗}. On the other hand we have seen above that
L ⊂ ker T˜ ∗ and we have PK2 kerT ∗ ⊂ ker T˜ ∗ by (ii). Hence we also have
span {L, PK2 kerT ∗} ⊂ ker T˜ ∗ = L ⊕ (kerT ∗ ∩ K2) and we have proved the
first equality in (iii). 
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