Abstract-The Nehari problem plays an important role in control theory. It is well known that control problem can be reduced to solving this problem. This note gives a parameterization of all suboptimal solutions of the Nehari problem for a class of infinite-dimensional systems. Many earlier solutions of this problem are seen to be special cases of this new parameterization. It is also shown that for finite impulse response systems this parameterization takes a particularly simple form.
I. INTRODUCTION
It is well known that many interesting H 1 control problems can be transformed to the so-called one-block problem; see for example, [1] - [3] and references therein. The one-block problem can be seen as a model matching problem where stable approximation(s), in the sense of L 1 , of a given unstable system is sought. This is precisely the Nehari problem which can be stated as follows: Given F 2 L 1 , find all 2 H 1 such that kF + k L < 1:
(We have chosen to write F + in place of F 0 , which is more conventional, for the convenience of later developments.) Nehari's theorem states that a solution 2 H 1 satisfying (1) exists if and only if k0Fk < 1, where 0F is the Hankel operator associated with symbol F ; see Section II and [2] . In this note, we assume that F 2 L 1 with k0 F k < 1 is given and we derive a parameterization of solutions 2 H 1 of (1). We approach this problem from an operator theoretic viewpoint. The Nehari problem has been studied in the control community for various classes of F , and many different solution techniques have been developed, depending on the assumptions of F . In the finite-dimensional case where F is rational, the solution can be obtained easily by solving Lyapunov equations derived from a state space realization of F . However, for the infinite-dimensional case where F is irrational, state space approaches require solutions of operator equations (instead of matrix Lyapunov equations), see, e.g., [4] .
One of the most interesting solutions of the Nehari problem is a characterization due to Adamjan, Arov and Krein (abbr. AAK hereafter) [5] . The AAK solution was originally given for H 1 functions defined on the unit disk [5] . Several parameterization for the continuous-time suboptimal Nehari problem have also been derived; see, e.g. [4] and references therein. Among them, the following two independently derived results played an important role in the frequency-domain approaches for infinite-dimensional H 1 control theory:
• Toker and Özbay [6] derived a solution by directly converting AAK theory to the continuous-time domain by using a conformal mapping between the unit disk and the right half plane. This result involves a redundant variable, conformal map parameter, which blurs the structure. We will further comment on this issue in Section III.
• Meinsma et al. [7] gave a parameterization for the Nehari problem with a continuous-time finite impulse response (FIR) system F (see Section IV) by constructing J-spectral factor via solving 2 matrix Riccati equations. However, its structure and relation with the AAK theory is not very clear. Our goal in this note is to clarify the relationship between these two results and represent AAK theory in a unified way for infinite-dimensional systems. To this end, we first derive Theorem 1, a direct continuous-time counterpart of AAK theory. While this result is in a similar form to that in [6] , no redundant variable is introduced in Theorem 1. We then show that Theorem 1 includes [7] as a special case. This way we establish a clear connection between the chain scattering approach taken by [7] and the AAK theory used in [6] .
The remaining parts of this note are organized as follows: The next section summarizes notational conventions and preliminary results. The main contribution, Theorem 1, is given in Section III. In Section IV, we investigate a special case which is crucial for standard H 1 control problems for a class of infinite-dimensional system including systems with time delays. 
II. PRELIMINARY RESULTS

A. Notation and Convention
0I
where J is partitioned accordingly to 2. Then 2 is said to be J-unitary if 2~J2 = J.
The following lemma reduces the Nehari problem to an equivalent problem of finding a J-unitary matrix.
Suppose that a J-unitary matrix 2 2 L 1 satisfies G 01 2, 2 01 G 2 H 1 . Then all 2 H 1 satisfying (1) is given by
where U 2 BH 1 but otherwise arbitrary.
Proof: For J-unitary matrix 2 in L 1 , its inverse is given by 2 01 = J2~J. It can be easily verified that 2 01 G is a J-spectral factor for G~JG, i.e., bistable matrix 2 01 G satisfies G~JG = (2 01 G)~J(2 01 G). Therefore, the same discussion as that in [9, Theorem 3.1] yields the bistability of 222 and the desired result; see also [10, Appendix] , [11] .
It should be noted that, in many cases, k0k < 1 actually imply the existence of such 2; see the following sections and [4] , [9] , and [10] .
III. MAIN RESULT
In this section, we attempt to construct 2 satisfying the properties required in Lemma 1, i.e., 2 should be J-unitary and G 01 2 should be bistable. It should be stressed that AAK theory was derived in a similar way and that such a 2 was given in terms of the Hankel operator.
While we will not go into further details of AAK theory, it would be informative to consider an equivalent form in the continuous-time domain as follows. Let us partition 2 as 2 := 211 212 221 222 (4) and assume that it satisfies We may try to construct 2 from the above. However, this function may not satisfy the required properties nor be well-defined either. To see this, let us focus our attention only on
Recall that 0 3 0 is a bounded operator in H 2 . Obviously, the left-hand side belongs to H 2 whenever so does 2 22 . Therefore, this equation is meaningless because the constant I never belongs to H 2 . This shows a clear contrast with the discrete-time domain case where any constant function is square integrable on the unit circle. In [6] , an extra variable was introduced to fill the gap of measures between the imaginary axis and the unit circle; that is, the right-hand side of (5) 
The point here is that defining 2 22 := I + yields It seems natural that we use this equality instead of (5 
Under these definitions, the desired J-unitary matrix 2 can be given as follows. 
The proof of this result will be given below. First, note that from Lemma 1, it is sufficient to show that 2 in (8) is J-unitary and that G 01 2, 2 01 G belong to H 1 . We will also need the following lemma on shift operators. 
IV. CONTINUOUS-TIME FIR CASE
For an arbitrary irrational F it is not easy to obtain suboptimal from Theorem 1. When F has a certain special structure, our result can be more effectively utilized. In this section, we illustrate this fact for so-called FIR systems. These type of problems are crucial in deriving an explicit realization of suboptimal H 1 controllers for a class of standard H 1 control problems for time delay systems; see [3] , [7] , [10] , [12] - [15] and references therein for earlier work on FIR systems and H 1 -control. 
A. Extension of FIR Systems
For a scalar complex function f (s), the set of square matrices M such that f~(s) is analytic in a neighborhood of every eigenvalue of In [3] , the standard H 1 control problem for systems in Fig. 1 was studied. Here the generalized plant is given as the series connection of a rational transfer matrix Pr and a scalar inner function m. This problem covers a wide class of practical control problems for infinite-dimensional plants with finitely many unstable modes, and was shown to be reducible to the Nehari problem in (1), via solving a couple of matrix Riccati equations. Moreover, the symbol associated with the resulting Nehari problem is always given in the form of
where W is an appropriately defined strictly proper rational transfer matrix. For such an F , its Hankel norm can be computed by analyzing singularity of a matrix of finite size as seen in Theorem 2 below. If the norm conditions are satisfied, all suboptimal solutions can be given by Theorem 1 and Fig. 1 . Proof: Since this theorem can be shown by the same computations as that in [3] , we only give the outline. First, the assumptions in this theorem is necessary and sufficient conditions for k0k < 1, [3] . In what follows, we derive state space forms of and in (6) explicitly. It can be verified that solutions , to operator equations (6) Trivially, 2 is in L 1 since so are m~and m [2r]. The realization of 2 in Theorem 2 is exactly the same as that in [7] when we take m(s) = e 0hs . In this sense, Theorem 1 includes the existing result as a special case and provides us with an AAK theoretic interpretation of the chain scattering based results.
Remark 1:
Let us go back to the standard H 1 control problem in Fig. 1 . By substituting the parameterization in Theorem 2 to suboptimal H 1 controller obtained in [3] , we can show that all suboptimal H 1 controllers are given in the form of modified Smith predictor. This fact can be proven by simply replacing e 0hs by a general inner function m(s) in [12] ; see also [17] .
We close this section with a remark on the assumption F 2 L 2 (j ).
A possible relaxation of Assumption 1 follows. The present authors have derived a solution for H 1 control problem for systems with infinitely many unstable modes (and finite-dimensional inner part) [18] . The Nehari problem to which this standard problem reduces satisfies Assumption 2 only. We can derive similar results to Theorem 1 and 2 under this relaxed assumption. Details are omitted since it can be proven straightforwardly.
B. Example
We demonstrate the above result numerically on problem data derived originally from a weighted mixed sensitivity optimization for a delayed feedback system. Let us consider the Nehari problem with It should be noted that the original mixed sensitivity optimization is a so-called two-block problem for an infinite-dimensional system. However, it can be described by the system in Fig. 1 , and consequently can be reduced to a one-block problem that is equivalent to the Nehari problem of the above form via solving a couple of Riccati equations; see [3] and [18] for details of the reduction procedure. Fig. 2 shows minimal singular values of m~(H )j 22 for 1. Since this matrix is nonsingular for any 1 and consequently k0 m~ [W ] k < 1, we can apply Theorem 2 to obtain 2 in Theorem 1.
Let 0 be the central solution (U = 0), i.e., 0 := 2 21 which is less than 1 over all frequencies. Therefore, a solution 0 to the Nehari problem is obtained without solving any operator equations. Of course, all solutions are also given by exhausting U 2 BH 1 .
V. CONCLUSION
In this note, we derived a parameterization of all suboptimal solutions of the Nehari problem for a class of infinite dimensional systems.
The key additional assumption was that F is square integrable on the imaginary axis. This can be viewed as a continuous-time counterpart of the AAK theory, and enables us to interpret in a unified way some existing results that use chain scattering approach.
