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Towards a classication of static electro{vacuum
space{times containing an asymptotically flat spacelike








We show that static electro{vacuum black hole space{times containing an asymptot-
ically flat spacelike hypersurface with compact interior and with both degenerate and
non{degenerate components of the event horizon do not exist, under the supplementary
hypothesis that all degenerate components of the event horizon have charges of the same
sign. This extends previous uniqueness theorems of Simon [?] and Masood{ul{Alam [?]
(where only non{degenerate horizons were allowed) and Heusler [?] (where only degener-
ate horizons were allowed).
1 Introduction
A classical question in general relativity, rst raised and partially answered by Israel [?], is that
of classication of non{singular black hole solutions of the Einstein{Maxwell equations. The
most complete results existing in the literature so far are due to Simon [?], Masood{ul{Alam
[?] and Heusler [?, ?] who show, roughly speaking, the following:
1. Suppose that all the horizons are non{degenerate. Then the black hole is a Reissner{
Norsdstro¨m black hole [?, ?, ?].
2. Suppose instead that all the horizons are degenerate, and that
8 i; j QiQj  0 ; (1.1)
where Qi is the charge of the i{th connected component of the black hole. Then the black
hole is a standard Majumdar{Papapetrou black hole [?] (cf. also [?, ?]).
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Heusler’s condition (1.1) is obviously satised by a connected black hole, so that the above
results settle the classication question in the connected case (recall that a standard connected
Majumdar{Papapetrou black hole is an extreme Reissner{Nordstro¨m one.) The general case,
however, remains still open. In this paper we \merge" those two results and show the following:
Theorem 1.1 Let (M; g; F ) be a static solution of the Einstein{Maxwell equations with den-
ing Killing vector X. Suppose that M contains a connected and simply connected space-like
hypersurface  the closure  of which is the union of an asymptotically flat end and of a
compact interior, such that:
1. We have gX
X < 0 on1 .
2. The topological boundary @   n  of  is a nonempty topological manifold, with
gX
X = 0 on @.
Then:
1. If @ is connected, then  is dieomorphic to R3 minus a ball. Moreover there exists
a neighborhood of  in M which is isometrically dieomorphic to an open subset of the
(extreme or non{extreme) Reissner{Nordstro¨m space{time.
2. If @ is not connected and if condition (1.1) holds for charges Qi associated to those
components of @ that intersect the degenerate horizons, then  is dieomorphic to R3
minus a nite union of disjoint balls. Moreover the space{time contains only degenerate
horizons, and there exists a neighborhood of  in M which is isometrically dieomorphic
to an open subset of the standard Majumdar{Papapetrou space{time.
Actually a somewhat more general result is proved in Theorem 3.6 below. We emphasize
that no sign conditions are made concerning the charges of non{degenerate horizons. We also
note that simple connectedness of  will hold when appropriate further global hypotheses on
M are done, cf. Theorem 1.3 below. Thus, to obtain a satisfactory classication of the space{
times under consideration it remains to remove the condition on the sign of the charges, or to
construct (and classify) appropriately regular black holes which do not satisfy this condition.
We nd that last possibility rather unlikely.
The denitions and conventions used here coincide with those of the accompanying paper
[?]. Those denitions which cannot be found there are presented in Section 2 below.
We refer the reader to a discussion of a similar theorem for vacuum space{times in [?,
Section 1] for comments concerning the improvements of this result as compared to the ones
available in the literature even in cases where a mixture of degenerate and non{degenerate
horizons is forbidden. It might be of some interest to mention that our conclusion will still
hold for quite a larger class of manifolds . A possible generalization is that with  being
e.g. the union of a) a nite number of asymptotically flat ends with b) a neighborhood of
the boundary @ which has compact closure in M and c) a non{compact region on which we
have 0 <   1 +  
p
−gXX , provided that  with the induced metric is a complete
Riemannian manifold;  here is the electric potential as dened in Equation (3.3) after the
relevant duality rotations have been performed, cf. Lemma 3.2. The proof carries through
without any modications to this case.
1We use the signature (−;+;+;+).
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Our strategy is a modication of that of Ruback2 [?] along the lines of [?]: we consider the
orbit space metric h on , as dened in [?]. The key tool here are the results of [?] concerning
the geometry of (; h) near both the degenerate components of @ and the non{degenerate ones.
Next, following [?], we consider a manifold which consists of two copies of (; h) glued along all
non{degenerate components of @, equipped with an appropriate conformally deformed metric.
As in [?] we use a new version of the positive energy theorem proved in [?] (Theorem 3.3 below)
to show that the metric on  is conformally flat. One can then use classical calculations to
nish the proof. We note that it is usual in the last step of the proof to invoke analyticity to
conclude. Because analytic extensions of manifolds are not unique this is not sucient without
a more thorough justication. We nish the proof by a simple open{closed argument which
avoids this problem.
Under the hypotheses of Theorem 1.1 there is no chance of getting more information about
the size of the set on which the metric is that of a Reissner{Nordstro¨m or a standard Majumdar{
Papapetrou space{time (consider any hypersurface  in the Reissner{Nordstro¨m space{time,
and set M to be any neighborhood of  which does not coincide with the Reissner{Nordstro¨m
space{time; alternatively, identify t with t + 1 in the Reissner{Nordstro¨m space{time). In
complete analogy with the vacuum case in [?] we have the following:
Corollary 1.2 Under the hypotheses of Theorem 1.1, assume further that
3. The orbits of the Killing vector X through  are complete.
Then the following properties are equivalent:
i. ext is achronal
3 in Mext.
ii. Mext is dieomorphic to R ext (which is equivalent to J( having R S2 topology).
iii. There are no closed timelike curves through ext contained in Mext.
Further, if one (and hence all) of the above conditions holds, then the Killing development 4
K() of  dened as
K()  [t2Rt() ; (1.2)
where t is the action of the isometry group generated by X, equipped with the induced metric,
is isometrically dieomorphic to a domain of outer communications of a standard extension of
a Reissner{Nordstro¨m space{time or of a standard Majumdar{Papapetrou space{time.
The standard Majumdar{Papapetrou space{times are dened in Section 2. We refer the
reader to the introduction of [?] for a discussion of the relationship between Theorem 1.1 and
Corollary 1.2 and black holes. In particular in the introduction of [?] an example was given
which shows that more hypotheses than those of Corollary 1.2 are needed to show that K()
coincides with a d.o.c. in M . For reference we state the following:
2We note that while the relevant claims in [?] can be eventually justied, the paper [?] contains several
essential gaps. The work here can be considered as an extension of that of Ruback to include degenerate black
holes, together with a justication of the relevant unsubstantiated claims made in [?]. We further note that we
have not been able to adapt the technique of Simon [?] and Masood{ul{Alam [?] to include degenerate black
holes without having to introduce some supplementary restrictions.
3By that we mean that there are no timelike curves from ext to itself which are entirely contained in Mext.
4The notion of Killing development used here diers slightly from the denition given in [?], as we allow here
a topology of K() which is not R .
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Theorem 1.3 Let (M; g; F ) be a solution of the Einstein{Maxwell equations containing a con-
nected space-like hypersurface , the closure  of which is the union of a nite number of
asymptotically flat ends and of a compact interior. Let X be a Killing vector eld on M which
is timelike future directed in all the asymptotically flat ends, and which satises the staticity
condition (2.1). Let further Doc  Doc(Mext) be a domain of outer communications in (M; g)
associated with one of the asymptotically flat ends of . Suppose that:
1. We have   Doc.
2. The topological boundary @  n of  is a nonempty topological manifold and satises
@ =  \ @Doc.
3. X has complete orbits in Doc.
In addition to the above, suppose that condition (1.1) holds for charges Qi associated to those
components of @ that intersect the degenerate horizons and that one of the following conditions
holds:
4a) Either (Doc; gjDoc) is globally hyperbolic, or
4b) (M; g) is globally hyperbolic.
Then the conclusions of Theorem 1.1 and Corollary 1.2 hold. Moreover Doc is isometrically
dieomorphic to a domain of outer communications of a standard extension of a Reissner{
Nordstro¨m space{time or of a standard Majumdar{Papapetrou space{time.
We note that it is not assumed above that X is timelike throughout .
The proofs of both Corollary 1.2 and Theorem 1.3 are essentially identical to the corre-
sponding ones in [?]; some comments about the proof of Corollary 1.2 can be found at the end
of Section 3; the proof of Theorem 1.3 will be omitted. We note that the property that  is
simply connected and has only one asymptotically flat end required in Theorem 1.1 follows from
[?]. We further note that the obvious electro{vacuum generalization of the remaining cases of
Theorem 1.3 of [?] holds under the supplementary hypothesis that  is simply connected and
has only one asymptotically flat end.
This paper is organized as follows: Section 2 contains denitions and some preliminary
remarks. In section 3 we prove Theorem 1.1, as a consequence of the somewhat more general
Theorem 3.6, which is also proved there.
Acknowledgments: The author acknowledges useful discussions with W. Simon.
2 Preliminaries
Our conventions and denitions are as in [?, Section 2]. Further, a triple (M; g; F ) will be said
to be static if there exists on M a Killing vector eld X such that the Maxwell two{form eld
F satises
LXF = 0 ;
with X satisfying moreover the staticity condition:
X[rXγ] = 0 : (2.1)
Here and throughout LX denotes the Lie derivative with respect to X.
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Next, a data set (ext; g;K) with Maxwell eld F will be called an asymptotically flat end if
ext is dieomorphic to R3 minus a ball and if the elds (gij; Kij) satisfy the fall{o conditions
jgij − ij j+ rj@‘gijj+   + r
kj@‘1‘kgijj+ rjKijj+   + r
kj@‘1‘k−1Kijj  Ck;r
− ; (2.2)
for some constants Ck;,  > 0, k  1. We shall further require that in the local coordinates as
above on ext the Maxwell eld satises the fall{o conditions
jFj+ rj@‘Fj+   + r
kj@‘1‘kFj  C^k;r
−−1 ; (2.3)
for some constants C^k;,  > 0, k  0. We shall always implicitly assume  > 1=2 when the
ADM mass will be invoked, as this condition makes it well dened in vacuum. It follows in
any case from [?, Section 1.3] that in stationary electro{vacuum space{times there is no loss of
generality in assuming  = 1, k { arbitrary. A hypersurface will be said to be asymptotically
flat if it contains an asymptotically flat end ext.
To avoid ambiguities, we dene the Reissner{Nordstro¨m space{time (MRN; gRN) to be the
manifold ft 2 R; r 2 (m+
p
m2 −Q2 − P 2;1); q 2 S2g, with
m2 −Q2 − P 2  0 ; (2.4)











Q2 + P 2
r2
)−1dr2 + r2dΩ2 ; (2.5)
where dΩ2 is the standard round metric on a unit two{dimensional sphere S2. It is somewhat
awkward to build in the inequality (2.4) in our denition of a Reissner{Nordstro¨m space{
time, but it saves us the need of repeating that (2.4) holds each time we mention a Reissner{
Nordstro¨m space{time. The Maxwell eld is
F  Fdx
 ^ dx =
Q
r2
dt ^ dr − P sin()d ^ d ; (2.6)
so that Q is the total electric charge and P is the total magnetic charge of ext. We will refer to
those coordinates as the standard coordinates on the Reissner{Nordstro¨m space{time. We shall
call the standard extension of the Reissner{Nordstro¨m space{time the extension of (MRN; gRN)
described e.g. by the Carter{Penrose diagram on page 158 of [?] for m2 > Q2 − P 2 and on
page 160 of [?] for m2 = Q2 − P 2.
Recall that the Majumdar{Papapetrou (MP) metrics are, locally, of the form [?, ?]
g = −u−2dt2 + u2(dx2 + dy2 + dz2) ; (2.7)
A = u−1dt ; (2.8)
where A is the Maxwell potential, F = dA, with some nowhere vanishing, say positive, function
u. A space{time will be called a standard MP space{time if the coordinates x of (2.7){(2.8)
are global with range R (R3 n f~aig) for a nite set of points ~ai 2 R3, i = 1; : : : ; I, and if the
function u has the form






for some positive constants mi. It has been shown by Hartle and Hawking [?] that every
standard MP space{time can be analytically extended to an electro{vacuum space{time with a
non{empty black hole region, and with a domain of outer communication which is non{singular
in the sense of the theorems proved here. Those extensions will be called the standard extensions
of the standard Majumdar{Papapetrou space{times.
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3 Proof of Theorem 1.1
Following [?], we equip  with the orbit space metric h dened as




where X is the dening Killing vector, that is, the Killing vector which asymptotes @=@t in the
asymptotic regions, and satises the staticity condition (2.1). Let the electric eld E and the
magnetic eld B be dened on M by the equations (we use the conventions of [?])
E(Y ) = −F (X; Y ) ; B(Y ) = (F )(X; Y ) ; (3.2)
where F denotes the space{time Hodge dual of the Maxwell eld two{form F . Simple con-
nectedness of  and a standard calculation (cf., e.g., [?]) shows that there exist functions 
and  dened in a neighborhood of  in M such that we have
E = d ; B = d ; LX = LX = 0 : (3.3)
By an abuse of notation we shall often use the symbol  to denote the restriction of  to ,
similarly with  . The potentials  and  are of course dened up to a constant, and we can








where Q is the total electric charge and P is the total magnetic charge in ext. (We note if
there were several asymptotically flat ends it could happen that the potentials could asymptote
constants dierent from zero on some ends, and the proof given below would break down. This
is the only place where the hypothesis that  has only one end enters in the argument. In fact,
one could allow several ends when the supplementary hypothesis is made that  and  can be
normalized to asymptote to zero in all asymptotically flat ends.)
The metric h on  is essentially \the metric that would have been induced on  if  were
normal to X", so that we have the following equivalent of Lemma 5.1 of [?], the proof of which
is a repetition of that in [?]:
Lemma 3.1 Suppose that (M; g; F ) is static and assume that the couple (h^; V^ ; ^), where h^ is
the metric induced on the hypersurfaces orthogonal to X, −V^ 2 is the square of the Lorentzian
norm of X on those hypersurfaces, and ^ is the restriction of the electric potential  dened by
Equations (3.2) and (3.3) to those hypersurfaces, satises some coordinate{independent system
of equations. Then the orbit space{metric h together with the function V (such that −V 2 is
the square of the Lorentzian norm of X on ) and the electric potential j satisfy the same
system of equations.
It follows that in the Einstein{Maxwell case we have the equations:
Vh = h(d; dV ) ; (3.5)
Vh = h(d ; dV ) ; (3.6)
VhV = h(d; d) + h(d ; d ) ; (3.7)
V Rij = DiDjV + V
−1f(h(d; d) + h(d ; d ))hij − 2;i;j − 2 ;i ;jg ; (3.8)
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where h is the Laplace operator of the metric h, Rij is the Ricci tensor of h, and where a
comma denotes dierentiation. In particular we have
R  hijRij = 2V
−2fh(d; d) + h(d ; d )g : (3.9)
Following Heusler [?] we note:
Lemma 3.2 Under the hypotheses of Theorem 1.1 the magnetic eld B can be made to vanish
by a duality rotation.
Proof: If E  0 the result is obvious by exchanging  with  . Suppose thus that E is not
identically vanishing, as shown e.g. in [?] we then have
B = E ;
with  being constant on each connected component of the set Ω  fE 6= 0g. Let Ω0 be any
connected component of Ω, by performing a duality rotation we can obtain  = 0 in Ω0 [?]. As
Ω0 is open, Equation (3.6) and the unique continuation theorem of Aronszajn [?] show that
  0, hence B  0.
Unless explicitly stated otherwise, in the remainder of the paper we shall assume that the
duality transformation of Lemma 3.2 has been performed, so that
  0 :
In the proof of Theorem 1.1 we shall need the following version of the positive energy
theorem, proved in [?]:
Theorem 3.3 Let (^; h^) be a smooth complete Riemannian manifold with an asymptotically
flat end ^ext (in the sense of Equation (2.2) with k  4 and  > 1=2) and with a smooth






in ^ext. Suppose that the Ricci scalar R^ of h^ satises
0  R^ − 2h^(E^; E^) 2 L1(^ext) :
Then the ADM mass m^ of ^ext satises
m^  jQ^j ;
where Q^ is the total charge of ^ext. If the equality is attained and E^ is not identically vanish-
ing, then the metric h^ is, locally, the metric induced on the t =const slices of a Majumdar{






where u is as in (2.7){(2.8).
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We emphasize that in the result above ^ can have an arbitrary number (perhaps innite)
of asymptotic ends, and that no hypotheses are made on the asymptotic behavior of the met-
ric in those ends except that the metric h^ is complete (and that at least one of the ends is
asymptotically flat so that its ADM mass is well dened). More general results, allowing for
non{vanishing extrinsic curvature of the initial data hypersurface, non{vanishing of the mag-
netic eld, poor dierentiability of the metric, and boundaries, can be found in [?]. The proof
of Theorem 3.3 uses a Witten{type spinorial argument based on the suggestion of Gibbons and
Hull [?]. The equality case is handled by the results of Tod [?]; the plane waves case allowed by
Tod is excluded by [?, Theorem 3.4]. We note that it is not known whether one can conclude
that the metric must be (locally or globally) a standard Majumdar{Papapetrou metric.
To proceed further, we need to analyze the behavior of h and  near @. We shall give here
an overview of the results needed, and we refer the reader to [?] for detailed proofs of the results
discussed in this paragraph. Recall, thus, that by the Vishveshwara{Carter Lemma [?, ?] @
must be a subset of (the closure of) a Killing horizon N . By that same lemma one knows that
in a static space{time the Killing horizon is a smooth submanifold. Standard results [?] show
that  is constant on any connected component of N , hence of @. A connected component
S of @ will be called degenerate, respectively non{degenerate, if S intersects a degenerate,
respectively non{degenerate Killing horizon. By deforming  slightly in space{time if necessary
we can ensure that @ is a smooth submanifold both of  and of M near degenerate horizons.
Every degenerate component corresponds to a complete end of (; h) [?, Prop. 3.2]. As far as
non{degenerate horizons are concerned, @ will not be a smooth submanifold of M in general
when there are points on @ at which the Killing vector eld X vanishes. However we can
equip  with a dierentiable structure so that @ is a smooth submanifold of  [?, Prop. 3.3].
Moreover @ with this dierentiable structure is a totally geodesic boundary of (; h) across
which h can be extended smoothly when doubling . Now  is a smooth function on space{
time, and the proof of [?, Prop. 3.3] shows that  is a smooth function of (x2; ya) (here x2
denotes the square of x, and not an index 2 on x) in an appropriate coordinate system near
a non{degenerate connected component S of @, with S given by x = 0 in this coordinate
system. This implies in particular that
jdjh(x = 0) = 0 ; (3.11)
and that  extends smoothly across S when a doubling of  across S is performed.
We have the following, which is based on an observation of Ruback [?]:
Proposition 3.4 Under the hypotheses of Theorem 1.1 we have
0  V + jj  1 (3.12)
on , with the inequalities being strict on  except if the metric is, locally, a Majumdar{
Papapetrou metric. Further the right inequality is strict on non{degenerate horizons.
Proof: Set
F = V
2 − (1 )2 ;
as noted by Ruback [?] the functions F satisfy the equation
γF = 0 ; (3.13)
where γ is the Laplace operator of the metric V
−2hij. In the asymptotically flat region of
ext the F’s approach zero, while at every component of @ we have F  0.
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Suppose, rst, that F− = 0 on all components of @; the maximum principle implies then
F−  0
on . Equation (3.8) and the transformation rule of the Ricci tensor under conformal trans-
formations show that the metric (1 − )−2hij is Ricci flat. In dimension three this implies
flatness, and the proof of Lemma 5.1 of [?] shows that near  the space{time metric can locally
be written in the Majumdar{Papapetrou form (2.7). A similar analysis applies if F+ vanishes
throughout @.
It remains to consider the case in which both F+ and F− are negative somewhere on @.
From the maximum principle one obtains
F < 0 (3.14)
on , so that
V 2 < (1− )2 ; V 2 < (1 + )2 (3.15)
on . V has no zeros on  by hypothesis, which together with (3.15) shows that both 1− 
and 1 +  have no zeros on . As both 1−  and 1 +  go to 1 at the innity of ext it follows
that
−1 <  < 1 (3.16)
on . Equations (3.15){(3.16) imply 0 < V < min(1 + ; 1− ) = 1− jj on , as desired.
It remains to consider what happens on non{degenerate components of @. Let, thus, S be
a connected non{degenerate component of @, so that d vanishes on S by Equation (3.11).
It is well known, and in any case easily checked from the formulae in [?, Section 3], that
jdV jh(x = 0) =  ; (3.17)
where  is the surface gravity of S; the condition that S is non{degenerate is precisely  6= 0.
Suppose that  = 1 on S, then F− vanishes on S and Equation (3.17) shows that F− =
2x2 + O(x4) will be positive in a neighborhood of S (recall that  − jS = O(x2)), which
contradicts (3.14). Similarly  = −1 on S would lead to F+ being positive in a neighborhood
of S, again a contradiction.
We note the following corollary5 of Proposition 3.4:
Corollary 3.5 Under the hypotheses of Theorem 1.1 we have
m  jQj : (3.18)
where m > 0 is the ADM mass of ext and Q the total charge of ext. Further, if the inequality
is attained the metric is, locally, a Majumdar{Papapetrou metric.
Proof: A theorem of Beig [?] (cf. also [?, ?]) shows that the Komar mass of a static





5The inequality (3.18) has been established under rather more general circumstances in [?, Remark, p. 107],
using a technique suggested by Gibbons and Hull [?].
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The inequality (3.18) follows immediately from Proposition 3.4 and the asymptotic expansion
(3.4). Ifm = Q we have F+ = O(r
−2), and F+  0 follows from (3.13) and the asymptotic strong
maximum principle of [?, Appendix]. The conclusion that the metric is locally a Majumdar{
Papapetrou metric follows then as in the proof of Proposition 3.4. The case m = −Q follows
similarly by considering F−. The inequality m > 0 follows either from the asymptotic strong
maximum principle of [?, Appendix] or from [?].
It follows from Proposition 3.4 that  satises the inequality −1 <  < 1 on , and that
the values  = 1 or  = −1 can only be attained at degenerate components of @. When only
one component of the event horizon is degenerate we can without loss of generality assume,
changing  to − if necessary, that we have
−1 <   1 on  : (3.20)
It is tempting to conjecture that one can always assume, changing  to − if necessary, that
0    1 on  :
This is due to the fact that a change of the sign of  will necessarily lead to both positive and
negative charges of event horizons, cf. Lemma 3.7 below | such a conguration is unlikely to
be static. Whatever the situation, if Equation (3.20) holds we can prove the following:
Theorem 3.6 Let (M; g; F ) be a static solution of the Einstein{Maxwell equations with den-
ing Killing vector X. Suppose that M contains a connected and simply connected space{like
hypersurface  the closure  of which is the union of an asymptotically flat end and of a
compact interior, such that:
1. We have gX
X < 0 on .
2. The topological boundary @   n  of  is a nonempty topological manifold, with
gX
X = 0 on @.
If Equation (3.20) holds, then the conclusions of Theorem 1.1 hold.
Proof: The case m = jQj = 0 cannot occur by [?]. If m = jQj 6= 0 the metric is, locally, of
Majumdar{Papapetrou form by Corollary 3.5. In that case we can apply [?, Theorem 7.2] (cf.
also [?]) to the Killing development (M^; g^) of  as dened in [?] to conclude that (M^; g^) is a
standard Majumdar{Papapetrou space{time, and the result follows; cf. the argument around
Equation (3.35) below for a more detailed exposition of the construction of the embedding in
the Reissner{Nordstro¨m context.
It remains to analyze the case m > jQj. In order to do that, consider the manifold 
equipped with the metric h dened by Equation (3.1). From what has been said (; h) is a
complete Riemannian manifold with compact (perhaps empty) boundary and with at least one
asymptotically flat end ext. Let us denote by @nd the collection of all those components of
the boundary of  which correspond to non{degenerate components of the event horizon of the
black hole. Following [?], if @nd 6= ; we set













^ = + [ − [ @nd ; h^

+
= h+ ; h^

−
= h− ; (3.21)
E^ =
(1 + )d− V dV




= E^+ ; E^

−
= E^− : (3.22)
The topological and dierentiable structure of ^ are dened through the gluing of + 
+ [ @nd with −  − [ @nd by identifying @nd, considered as a subset of +, with a
second copy of @nd, considered as a subset of −, using the identity map. From our remarks
at the beginning of this section it follows that the metric h^ dened on + [ − in (3.21) can
be extended by continuity to a smooth metric on ^; similarly E^ can be extended by continuity
to a smooth vector eld on ^.
If @nd = ; we set
^ =  ; h^ = h+ ; E^ = E+ :
We have the following:
 The conformal factor 1−V +  1−V −jj is strictly positive on [@nd by Proposition
3.4, and so is 1 +V + = 2V + 1− V +  1−V +. Near every connected degenerate
component S of @ the electric potential  will tend to a value dierent from −1 by
the hypothesis (3.20), while V will tend to zero, hence the asymptotic end of (; h)
corresponding to S remains complete in the metric (^; h^).
 The conformal factor (1 +V +)=2 tends to 1 in the asymptotically flat end ext, so that









(m+Q) = m^ :
 The conformal factor 1− V +  tends to 0 in the asymptotically flat ext as (m+Q)=r,
with m+Q 6= 0, thus as r tends to innity in ext the metric h− approaches, to leading








where dΩ2 is the standard round metric on a two sphere. It easily follows that (ext; h−)
is a complete end of (^; h^) (cf. the calculation in the proof of Proposition 3.2 in [?]).
As emphasized by Ruback [?] we have
R^ = 2h^(E^; E^) ; (3.23)
r^iE^i = 0 ; (3.24)
where r^ is the covariant derivative of the metric h^. Thus the hypotheses of Theorem 3.3 are
satised. Since the mass of h^ and the charge of E^ coincide, Theorem 3.3 shows that h^ is,
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locally, the space part of the Majumdar{Papapetrou6 metric. This shows in particular that h^,
and hence also h, are conformally flat, so that the Cotton tensor Bijk of h satises
Bijk  0 : (3.25)
Equation (3.10) implies dE^ = 0 and from Equation (3.22) we have




It follows that d is parallel to dV wherever dV does not vanish. Standard results about





so that dV does not vanish for r  R, for an R large enough. Increasing R if necessary it follows
from Equation (3.19) and from the maximum principle that for r  R the level sets of V will
be embedded spheres. One also nds that there exists 0  V− < 1 such that for c 2 [V−; 1) the
level sets fV = cg are smooth embedded spheres. Let
I^ = fc j c is a non{critical value of V g ;
U^ = fp j V (p) 2 I^g = [c2I^V
−1(c) ;
and dene U to be that connected component of U^ that contains R3 n B(0; R). (Recall that c
is non{critical is dV is nowhere vanishing on the level set V = c.) Similarly dene I  (0; 1)
to be that connected component of I^ n f0g that contains (V−; 1); clearly
U = fp j V (p) 2 Ig = [c2IV
−1(c) :
Compactness of the level sets of V implies that U is dieomorphic to IS2, and that on U the
function V can be used as a coordinate. Further we can introduce a nite number of coordinate
patches with coordinates xA, A = 1; 2, on S2 so that on U the metric takes the form
h = W−2dV 2 + γABdx
AdxB : (3.28)
Equation (3.26) shows that
 = (V )













































6It might be worthwhile to point out that it is not known at this stage that h^ is the space part of a standard
Majumdar{Papapetrou metric, but this information is not needed in the argument.
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where A is an integration constant. From Equation (3.27), from m > 0 and from d =










Suppose rst that Q = 0, then
d  0
on U by Equation (3.31). Equation (3.5) and the unique continuation theorem of Aronszajn
[?] show that  is constant throughout , so that the initial data set is vacuum. In this case
the space{time metric is the Schwarzschild metric in a neighborhood of  by [?, Theorem 1.1].





m2 +Q2(V 2 − 1)
Q
: (3.32)













Here j  jγ denotes the norm with respect to the metric γ = γABdxAdxB, DW is the gradient of
the restriction of the function W (dened in (3.28)) to the level sets of V , and   ABdxAdxB














Equation (3.25) implies that @γAB
@V
is pure trace, and that W = W (V ). This latter property
and Equation (3.30) show that det γAB is a product of a function of V with a function of the
remaining coordinates. From the asymptotic behavior of the metric it then follows that
h = W (V )−2dV 2 +H(V )dΩ2 : (3.34)
for some function H(V ), where dΩ2 is the standard round metric on S2. A straightforward
integration of Equations (3.30) and (3.9) using (3.32) shows that the metric on U is the space
part of the Reissner{Nordstro¨m metric. In other words, h is on U the pull back by a suitable
dieomorphism  of the space part hRN of the Reissner{Nordstro¨m metric.
To nish the proof7, we claim that I is open in (0; 1), which can be seen as follows: Let
p 2 U , we thus have dV (q) 6= 0 for all q such that V (p) = V (q). By Equation (3.34) jdV jh = W
is constant on the level set V −1(V (p)) of V through p so that
inf
V −1(V (p))
jdV jh > 0 ;
7We note that it is usual at this stage to invoke analyticity to conclude the proof. Because analytic extensions
of manifolds are not unique this is not sucient without further justication. The argument we present here
avoids this problem.
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which easily implies that all nearby level sets are non{critical.
To see that I is closed in (0; 1), recall that, using obvious notation, we have h =  hRN and
V = V RN   on U . Let si 2 I be any sequence converging to s 2 (0; 1), thus si = V (pi) for
some pi 2 U . By the interior compactness of , passing to a subsequence if necessary, there
exists p 2  such that pi ! p, with V (p) = s > 0. Set
C = inf jdV RNjhRN ;
where the inmum is taken over those points q in MRN for which V RN(q) > V (p)=2. We have
V (pi) = si > V (p)=2 for i large enough, so that V
RN( (pi)) = V (pi) > V (p)=2. It follows that
jdV jh(p) = lim
i!1
jdV jh(pi) = lim
i!1
jdV RNjhRN( (pi)) > C ;
so that dV (p) 6= 0. Now jdV jh is constant on those level sets of V which are in I, and by
continuity it is also constant on those level sets of V which are in I, the closure of I in (0; 1).
Hence jdV jh is non{vanishing on the level set fV = sg, thus s 2 I.
We have thus shown that I is open and closed, and connectedness of  implies U = .
Thus the manifold R   with the metric −V 2dt2 + h is isometrically dieomorphic to the
Reissner{Nordstro¨m space{time.
Consider any neighborhood V of  dieomorphic to an open interval times ; the set V is






Equation (2.1) shows that  is closed, and simple{connectedness of V implies existence of a
function t 2 C1(V) such that  = dt. As in the proof of Lemma 5.1 of [?] there exists a
function f : ! R such that
t = s+ f ; (3.35)
Here s denotes the coordinate along the (perhaps only locally dened) orbits of the Killing
vector eld on V. Passing to a subset of V if necessary we may assume that every orbit of X
in V intersects  precisely once. We can then extend f to a function on V by requiring that
X(f) = 0. As the metric −V 2dt2 + h has already been shown to be the Reissner{Nordstro¨m
metric, Equation (3.35) provides now the required embedding of V into an open subset of the
Reissner{Nordstro¨m space{time.
In order to show that Theorem 1.1 is a special case of Theorem 3.6 we need the following
result:
Lemma 3.7 Let Sa, a = 1; 2 be connected components of @ such that the horizon potentials
a = jSa satisfy
1 = inf

 < 0 ; 2 = sup

 > 0 : (3.36)
Then the charges Qa of the Sa’s are non{vanishing and have opposite signs.
The result it obtained by standard integration by parts arguments. However, some care must
be taken in our context because the degenerate components of the boundary @ lie at innite
h{distance, and because V tends to zero there.
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Proof: Recall that the charges of the Sa’s can be dened by the equations




V −1ri dSi ; (3.37)
where the Sa;i are any family of connected smooth hypersurfaces converging in an appropriate
sense to the Sa’s as i tends to innity. For deniteness:
 If Sa is degenerate we take the Sa;i’s to be the sets x = 1=i, where x is the coordinate
of the proof of Proposition 3.2 of [?], and we assume that x has been rescaled so that its
range covers the interval [0; 1]; we set
Ωa = fx < 1g :
 If Sa is non{degenerate we take the Sa;i’s to be the sets w = 1=i, where w is the coordinate
of the proof of Proposition 3.3 of [?], and we assume that w has been rescaled so that its
range covers the interval [0; 1]; we set
Ωa = fw < 1g :
The integrals at the right{hand{side of Equation (3.37) are i independent by equation (3.5)
and the divergence theorem,Z
Sa;i
V −1ri dSi −
Z
Sa;j




−1ri) dh = 0 :





 ; + = sup
S2;1
 :
By Equation (3.36) and the maximum principle we have 1 < − and + < 2. Let c be a
non{critical value of  satisfying 1 < c < −, then the level set 
−1fcg \ Ω1 is a smooth
compact submanifold of Ω1; recall that the set of non{critical values of  is dense by Sard’s
theorem (cf., e.g., [?]). Applying the divergence theorem on a set bounded by −1fdg \ Ω1
(with a non{critical d satisfying 1 < d < −) and by S1;i for an i large enough we obtainZ
−1fdg\Ω1
V −1ri dSi = −Q1 : (3.38)
Let c and d be any non{critical values of  satisfying 1 < c < d < −, thus Wcd  fc 
  dg \ Ω1 is a smooth compact submanifold of Ω1 with boundary (−1fcg [ −1fdg) \ Ω1.
By the maximum principle and the boundary point lemma [?, Lemma 3.4] we have
h(r; n) > 0





V −1ri dSi < 0 :
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The inequality Q2 > 0 follows by changing  to − in the argument above.
We can now pass to the
proof of Theorem 1.1: If @ is connected the hypotheses of Theorem 3.6 are obviously
satised, and the result follows. Suppose, thus, that @ is not connected. Changing  to − if
necessary we will be able to satisfy (3.20) unless there exists a connected component S1 of @
such that 1 = −1 and a connected component S2 of @ such that 2 = 1. By Proposition 3.4
S1 and S2 have to be degenerate, and by Lemma 3.7 the charges of S1 and S2 have opposite
signs. This is, however, not allowed by the hypotheses of Theorem 1.1, and the result follows
by Theorem 3.6.
We nally note that the Reissner{Nordstro¨m case of Corollary 1.2 is proved by a repetition
of the arguments of the proof of Corollary 1.2 in [?]. The Majumdar{Papapetrou case is proved
by a repetition of the arguments of the proof of Corollary 1.2 in [?] together with the arguments
presented in the rst paragraph of the proof of Theorem 3.6.
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