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Abstract—Inverse problems play a key role in modern im-
age/signal processing methods. However, since they are generally
ill-conditioned or ill-posed due to lack of observations, their
solutions may have significant intrinsic uncertainty. Analysing
and quantifying this uncertainty is very challenging, particularly
in high-dimensional problems and problems with non-smooth
objective functionals (e.g. sparsity-promoting priors). In this
article, a series of strategies to visualise this uncertainty are
presented, e.g. highest posterior density credible regions, and
local credible intervals (cf. error bars) for individual pixels and
superpixels. Our methods support non-smooth priors for inverse
problems and can be scaled to high-dimensional settings. More-
over, we present strategies to automatically set regularisation
parameters so that the proposed uncertainty quantification (UQ)
strategies become much easier to use. Also, different kinds of
dictionaries (complete and over-complete) are used to represent
the image/signal and their performance in the proposed UQ
methodology is investigated.
Index Terms—Uncertainty quantification, image/signal pro-
cessing, inverse problem, Bayesian inference, convex optimisation.
I. INTRODUCTION
Inverse problems, like reconstruction (e.g. [1], [2]), denos-
ing (e.g. [3]) or deblurring (e.g. [4]), are important subjects
in image/signal processing. Briefly speaking, the task is to
recover images/signals that are as close to natural ones as
possible from corrupted observations, e.g. noisy, blurry and/or
incomplete data. The degraded quality of the observations
makes the associated inverse problems ill-conditioned or ill-
posed, and therefore their solutions may have significantly
intrinsic uncertainty (see e.g. [5], [6]). Quantifying this kind
of uncertainty, particularly for high-dimensional problems, is
very challenging. This is the main focus in this article.
Briefly speaking, inverse problems in image/signal process-
ing can be generally formulated as regularised estimation
problems involving a data fidelity term and a regularisation
term, which are often substantiated by using a statistical
likelihood function and a prior distribution, respectively (see
Section II for more detail). Statistical sampling approaches
like Markov Chain Monte Carlo (MCMC) sampling can in
principle recover the full posterior probability distribution of
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the image/signal from the given inverse problems, from which
uncertainties (like error bars) can then be quantified, see e.g.
[5], [6], [7], [8]. However, due to the long computation time
required to sample the full posterior distribution, these kind
of methods can be extremely slow when data sets are large.
As an alternative, maximum a posteriori (MAP) estimation
has been adopted as a standard approach, combined with
convex optimisation techniques to compute the estimator in
practice [9], [10]. Such approaches have led to significant
improvements in estimation accuracy and computation time
in high dimensional scenarios. Recently, the authors proposed
a series of uncertainty quantification (UQ) strategies based
on MAP estimation [11] to visualise uncertainties [5], [12],
illustrated for radio interferometric (RI) imaging. Note that
the UQ techniques presented in [11], [12], which possess the
advantages of MAP estimation as mentioned above, are very
different to the methods using MCMC sampling [5], [6], [7]
but accurately approximate the same forms of UQ (see [5],
[6], [7], [11], [12] for more details).
In this article, based on the high-posterior-density (HPD)
region approximation method [11], we develop strategies to
efficiently perform UQ in general image/signal processing
inverse problems. In particular, general dictionaries are con-
sidered in prior knowledge, and the involved regularisation
parameter, which controls the strength of the prior knowledge
in inverse problems and plays a key role in UQ analyses,
is estimated automatically and used for the subsequent UQ
analyses. Simulations are implemented to demonstrate the
validity and effectiveness of the UQ strategies in terms of
computing local credible intervals (cf. error bars or Bayesian
confidence intervals) for individual pixels and superpixels.
II. PROBLEM FORMULATION
Let y ∈ CM represent the observed data set (an im-
age/signal degraded and/or transformed by some operators
[e.g. Fourier transform, blur operator], noise, and/or informa-
tion loss), which satisfies y = Φx + n, where Φ ∈ CM×N ,
x ∈ RN , and n ∈ CM denote, respectively, a problem
related operator, the clean image/signal, and noise. Without
loss of generality, we subsequently consider independent and
identically distributed (i.i.d.) Gaussian noise. Under a basis or
dictionary (e.g., a wavelet basis or an over-complete frame
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[13]) Ψ ∈ CN×L, x can be represented by x = Ψa =∑
iΨiai, where vector a = (a1, · · · , aL)> represents the
synthesis coefficients of x under Ψ. In particular, x is said to
be compressible if many coefficients of a are small; natural
images are generally compressible for appropriate choices of
Ψ [14].
In practice, y is only observed partially or with limited
resolution and thus solving
y = Φx+ n or y = ΦΨa+ n (1)
for x presents an ill-posed inverse problem. In particular,
when Φ is an identity operator, blur operator (e.g., Gaussian),
or transformation (e.g., Fourier or Radon), the above inverse
problem goes to image/signal denosing, deblurring, or recon-
struction, respectively (see e.g. [15], [5], [3], [16], [9] for more
detail).
Bayesian inference. Estimating x (or a) in problem (1) can
be addressed in the Bayesian statistical framework [8]. Using
Bayes’ theorem we obtain the posterior distribution
p(x|y) = p(y|x)p(x)/
∫
RN
p(y|x)p(x)dx, (2)
which models our knowledge about x after observing y given
prior information, and where p(y|x) and p(x) respectively
represent the likelihood function and prior distribution (used
to regularise the original problem, reduce uncertainty, and
improve estimation results) of x. Using Bayes’ theorem to
model a, p(a|y) is given analogously. The general forms
of the likelihood function and prior distribution considered
are p(y|x) ∝ exp(−gy(x)) and p(x) ∝ exp(−µf(x)),
respectively, where µ represents the so-called regularisation
parameter which controls the strength of the prior information.
The classical forms used are gy(x) = ‖y − Φx‖qq/2σ2,
f(x) = ‖Ψ†x‖s, where q, s ≥ 0 (often s = 1 is used), and σ
represents the standard deviation of the noise level.
MAP estimation. Sampling the full posterior p(x|y) or
p(a|y) by e.g. MCMC methods is difficult when high di-
mensionality is involved [5], [12], [7], [6], [17]. Instead,
Bayesian estimators that summarise p(x|y) or p(a|y) are
often computed. A particularly popular choice is the MAP
estimator, given by
x∗µ = argmin
x∈RN
{
µf(x) + gy(x)
}
. (3)
In the rest of this article we assume f(x) and gy(x) are closed
convex functions which are not necessarily differentiable, and
the objective functional (3) is computationally tractable with
respect to x given the value of µ. For further details about
MAP estimation see, e.g., [18].
A main computational advantage of the MAP estimator
(3) is that it can be computed very efficiently, even in high
dimensions, by using convex optimisation algorithms (e.g.
[10], [9], [19]). However, since MAP estimation results in a
single point estimator, we lose uncertainty information that
sampling approaches like MCMC methods can provide [5].
But as shown in [11], it is possible to approximately quantify
the uncertainties associated with x|y by leveraging recent
results in the theory of probability concentration.
Optimisation algorithms. There are many convex minimisa-
tion methods that can be used to solve the MAP estimation
problems with form (3) efficiently, such as forward-backward
splitting, Douglas-Rachford splitting, primal-dual, or alternat-
ing direction method of multipliers (see [10], [20], [21] and
references therein for more detail). Furthermore, algorithmic
structures that allow computations to be highly distributed
and parallelised have also been developed, see e.g. [22], [23],
[24], [21]. Note that to solve problem (3), the regularisation
parameter µ should either be given beforehand or be estimated
from y.
Selecting the value of the regularisation parameter µ in
(3) correctly is crucial, as this value impacts strongly the
estimation results [25]. Setting appropriate values for µ by
hand is generally difficult, and fortunately there are now sev-
eral different kinds of Bayesian and non-Bayesian methods to
select µ automatically [25], [26], [27], [28]. In the following,
we briefly recall the Bayesian method [25] (coming from a
hierarchical Bayesian model and using joint MAP estimation),
which we adopt for our UQ strategies. The resulting iteration
formula is given by
x(i) = argmin
x∈RN
{
µ(i−1)f(x) + gy(x)
}
,
µ(i) = (N/k + γ − 1)/(f(x(i)) + β),
(4)
where γ, β are fixed parameters (default values are 1), and k
is related to the definition of f and is fixed as well (e.g. k = 1
when f is `1 norm); refer to [25] for more detail.
III. PROPOSED UNCERTAINTY QUANTIFICATION
METHODS
As discussed previously, MCMC methods sampling the
full posterior p(x|y) [or p(a|y)] to quantify uncertainties
is computationally expensive when high dimensionality is
involved. Instead, Bayesian credible regions can be estimated
approximately based on the MAP estimator that summarises
p(x|y) [or p(a|y)], which does scale efficiently to high-
dimensional settings [11], [12].
The diagram in Fig. 1 shows the main procedures of our
proposed UQ methodology based on MAP estimation. Firstly,
the objective functional related to a given inverse problem is
formed, followed by estimation of µ (e.g. using the method
in [25], shown in (4)) and MAP estimation of x using convex
optimisation techniques (which can scale to high-dimensional
problems where MCMC methods struggle). Then, various
forms of UQ, e.g. those described in [12], are performed. Here
we restrict our attention on local credible interval at pixel level
(cf. error bars).
The first step in our UQ pipeline is to compute the HPD
region Cα with level (1−α), defined by Cα := {x : µf(x)+
gy(x) ≤ γα} [8], with γα such that
p(x ∈ Cα|y) =
∫
x∈RN
p(x|y)1Cαdx = 1− α . (5)
Observations: y
Inverse problem: form objective functional
Regularisation parameter selection (automatically)
MAP image/signal estimation: x∗µ
Approximate
local credible
intervals:
(ξ−, ξ+)
Approximate
HPD credible
regions: C ′α
Fig. 1. UQ methodology based on MAP estimation for image/signal process-
ing. The light green areas at the bottom show the types of UQ developed.
Computing Cα exactly is often not possible when N = dim(x)
is large. However, from [11], we can have an approximation
of Cα, say C ′α, obtained by approximating γα by γ
′
α given by
γ′α = µf(x
∗
µ) + gy(x
∗
µ) +
√
16 log(3/α)
√
N +N. (6)
This approximation was motivated from recent results in
information theory in terms of a probability concentration
inequality, and is generally accurate for large N (refer to [11],
[12] for more details).
The second step in the pipeline is to use C ′α to compute
local credible interval for pixels and superpixels. This is a
form of Bayesian UQ that we use as a means for visualising
uncertainty spatially at different scales [12]. Let Ω = ∪iΩi
be a partition of the image/signal domain Ω into subsets or
superpixels Ωi satisfying Ωi ∩ Ωj = ∅, i 6= j. Then a local
credible interval (ξ−,Ωi , ξ+,Ωi) for region Ωi is defined by
ξ−,Ωi=min
ξ
{
ξ|µf(xi,ξ)+gy(xi,ξ) ≤ γ′α,∀ξ ∈ [0,+∞)
}
, (7)
ξ+,Ωi=max
ξ
{
ξ|µf(xi,ξ)+gy(xi,ξ) ≤ γ′α,∀ξ ∈ [0,+∞)
}
, (8)
where xi,ξ = x∗µζΩ\Ωi+ξζΩi , ζΩi ∈ RN is the index operator
on Ωi with value 1 for pixels in Ωi otherwise 0. Note that
ξ−,Ωi and ξ+,Ωi are actually the values that saturate the HPD
credible region C ′α from above and from below at Ωi. Then
the local credible interval (ξ−, ξ+) for the whole image/signal
is obtained by gathering all the (ξ−,Ωi , ξ+,Ωi),∀i, i.e.,
ξ− =
∑
i
ξ−,ΩiζΩi , ξ+ =
∑
i
ξ+,ΩiζΩi . (9)
We hereby briefly clarify the distinctions of this work from
[12]. Firstly, we now concern the UQ strategies in general
image/signal processing problems instead of just a special
application in RI imaging in [12]. Secondly, here we adjust
µ automatically, but [12] assumes µ is known beforehand.
Finally, we consider the over-complete bases Ψ (such as
SARA [13], [29]) and explore their influence in UQ with
synthesis and analysis priors, which is not considered in [12].
Fig. 2. Test images in applications of RI imaging and medical imaging; shown
in log10 scale. Left: RI image M31; right: MRI brain image.
TABLE I
RECONSTRUCTION QUALITY IN SNR AND THE AUTOMATICALLY
COMPUTED PARAMETER µ WITH ORTHONORMAL BASIS AND SARA
LIBRARY, CORRESPONDING TO SYNTHESIS AND ANALYSIS PRIORS.
Image Library/basis Synthesis Analysis µ
M31 Orthonormal 25.04 25.04 196SARA 23.66 31.09 65
Brain Orthonormal 19.06 19.06 33SARA 19.89 23.63 11
1− α 1− α
Fig. 3. HPD credible region. Plots on the left and right are the results using
orthonormal basis and SARA dictionary, respectively. MRI brain image is
used as an example here (results for RI image M31 are similar).
IV. EXPERIMENTS
We now illustrate the proposed UQ methodology with a
canonical image processing problem – image reconstruction
with `1 prior. The observations (noisy measurement) y =
Φx + n ∈ CM where M = N/10 is used, and Φ is con-
structed using Fourier transform followed by a downsampling
mask. We consider both the analysis and synthesis priors, i.e.,
f(x) = ‖Ψ†x‖1 and f(a) = ‖a‖1, respectively. Accordingly,
the likelihood functions are set to gy(x) = ‖y − Φx‖22/2σ2
and gy(a) = ‖y−ΦΨa‖22/2σ2, where σ = ‖x∗‖∞10SNR/20
with SNR (signal to noise ratio) set to 30. In contrast to the
work in [5], [12], which only used an orthonormal basis for Ψ
(Daubechies 8 [DB8]), here we also consider an over-complete
basis. Note that an over-complete basis can lead to difference
between the analysis and synthesis priors, and therefore is
worth investigating. For comparison, we use DB8 wavelets for
the orthonormal basis and the over-complete SARA dictionary,
consisting of a concatenation of nine bases (DB1–DB8 plus
Dirac basis) [13].
(a) x∗µ (b) synthesis (10× 10) (c) analysis (10× 10) (d) synthesis (15× 15) (e) analysis (15× 15)
Fig. 4. Length of the local credible interval (99% credible level) for RI image M31 (row one) and MRI brain image (row two) (size 256× 256). (a) is the
computed point estimator for the objective functional equipped with analysis prior and SARA dictionary and is shown in log10 scale; (b)–(c) and (d)–(e) are
the length of the computed local credible interval obtained by equipping SARA dictionary at grid scales of 10× 10 and 15× 15, respectively.
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Test image: M31
grid scale
Test image: Brain
Fig. 5. Average relative error (over all pixels) of the length of the local
credible interval (99% credible level) computed by MAP estimation, where
the dividend of the error is the absolute difference of the length of the local
credible interval computed by MAP estimation and Px-MALA, and the divisor
is the difference of the maximum and minimum values of the clean image.
The analysis prior is used here and the test images are the RI image M31
(left plot) and MRI brain image (right plot). The red line with asterisk and the
blue line are the errors regarding the orthonormal basis and SARA dictionary,
respectively.
The numerical experiments performed in this article were
run on a Macbook laptop with an i7 Intel CPU and memory
of 16 GB, running MATLAB R2015b. We report experiments
with two widely used test data sets – one is M31 (Fig. 2 left) in
RI imaging [5], [12] and the other is MRI (magnetic resonance
imaging) brain image (Fig. 2 right) in medical imaging [30] –
for simulations. Credible regions and intervals are reported at
α = 0.01, i.e., 99% Bayesian confidence. We remark that the
test M31 and MRI brain images used here, due to the limited
space of the article, are just a showcase of the proposed UQ
strategies for general inverse problems. Tests can certainly be
performed analogously for other inverse problem applications
with different types of images.
The parameter µ in (3) is estimated via algorithm (4) with
10 iterations and γ, β, k = 1. The MAP estimator at each
iteration is computed via the forward-backward splitting used
in [12]. The automatically estimated parameter µ associated to
the orthonormal basis and SARA dictionary for the analysis
prior are reported in Table I, which are then used for the
synthesis prior.
Fig. 3 shows the computed threshold γ′α of the HPD credible
regions, which tells us that the difference of the results
between synthesis and analysis priors equipped orthonormal
basis is negligible, but not for the SARA dictionary. This is
consistent with the fact that over-complete basis can lead to a
big different between the analysis and synthesis priors for the
original inverse problems. Moreover, we found from Table I
that the SNR of the point estimators (e.g. see Fig. 4 (a)) using
SARA library and the orthonormal basis are different either
for the analysis or the synthesis prior, which again shows
the difference due to the over-complete basis. Note that the
prior with the over-complete SARA dictionary takes greater
computation time than that with the orthonormal basis DB8
since SARA contains more sub-bases.
Fig. 4 gives the results of the local credible intervals with
respect to grid sizes of 10 × 10 and 15 × 15, which shows
that all the results are reasonable, and, more importantly, the
differences between analysis and synthesis priors and between
orthonormal basis and SARA dictionary are subtle (note that
the results regarding the orthonormal basis are withdrew here
due to the limited space and the negligible different in visual
comparison). Fig. 5 shows the error of the length of the local
credible interval computed by MAP estimation compared to
Px-MALA (a state-of-the-art MCMC method [6]) correspond-
ing to the analysis prior, with both orthonormal basis and
SARA dictionary. From Fig. 5, we again see that both bases
give very similar local credible interval error, using Px-MALA
as the benchmark. Moreover, we see that the error of the MAP
estimation is decreasing monotonically regarding different grid
scales; particularly, lower than ∼ 5% when the grid scale is
larger than 10 × 10 (with O(105) orders of magnitude faster
that Px-MALA).
From the above results we conclude that selecting the
regularisation parameter automatically can improve the effec-
tiveness of UQ strategies, applying more complex dictionaries
improves the quality of point estimators, and the UQ results
are consistent for different prior types and dictionaries. Future
works will analyse the sensitivity (or robustness) of the UQ
method with respect to the value of the regularisation param-
eter µ.
V. CONCLUSIONS
Analysing and quantifying uncertainties for inverse prob-
lems in image/signal processing is critical and very challeng-
ing since the problems themselves are ill-posed and often high-
dimensional. In this article we presented a UQ methodology
and investigated a series of UQ strategies based on MAP
estimation for general image/signal processing problems. Par-
ticularly, in this article, two important new components – auto-
matic regularisation parameter selection and more general dic-
tionaries/bases used in priors – are considered to illustrate and
improve the performance of these UQ strategies. Moreover,
the experimental results further strengthen the very promising
performance of the proposed UQ strategies. We emphasise
again that these techniques are based on MAP estimation,
and therefore can scale to high-dimensional problems and
problems with non-smooth objective functionals (e.g. sparsity-
promoting `1 prior).
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