Given a finite-dimensional monomial algebra A we consider the trivial extension T A and provide formulae which depends on the characteristic of the field for the dimensions of the summands HH1(A) and Alt(DA) of the first Hochschild cohomology group HH 1 (T A). From them a formula for the dimension of HH 1 (T A) can be derived.
Introduction
The purpose of this paper is to study the first Hochschild cohomology group HH 1 (T A) of the trivial extension of a finite-dimensional monomial algebra A = kQ/ < Z > where k is a field, Q a finite quiver and Z a set of paths of length at least two.
Given an algebra Λ and a Λ − Λ-bimodule X, the Hochschild cohomology groups H i (Λ, X), introduced in [13] , are the groups Ext i Λ−Λ (Λ, X). In particular if X = Λ we write HH i (Λ) = H i (Λ, Λ). Analogously, the Hochschild homology groups Hi(Λ, X) are the groups Tor Λ−Λ i (Λ, X) and we write HHi(Λ) = Hi(Λ, Λ). Although these groups are not easy to compute in general, some approachs have been done when the algebra Λ is given by a quiver with relations. For instance, explicit formulae for the dimensions of HH i (Λ) in terms of those combinatorial data have been found in [5, 6, 7, 10, 11] . The first Hochschild cohomology group plays an important role in the representation theory of algebras since it is related to the separation properties of the vertices of the quiver of Λ, and to the notion of (strongly) simply connectedness (see [2, 3, 12, 16, 19] ). The importance of simply connected algebras follows from the fact that often we may reduce the study of indecomposable modules over an algebra to that of the corresponding simply connected algebras.
Given an algebra A we consider DA, the dual A − A-bimodule of A. The trivial extension T A is the algebra whose underlying vector space is A ⊕ DA, and the product is given by (a, f )(b, g) = (ab, ag + f b) for any a, b ∈ A, f, g ∈ DA. In other words, A is a subalgebra of T A and DA is a two-sided ideal endowed with the zero multiplicative structure.
In [9] it has been shown that if A is a finite-dimensional algebra, HH 1 (T A) is a direct sum of four vector spaces. More precisely,
where Z(A) is the center of A and Alt(DA) = {ϕ ∈ HomA−A(DA, A) : ϕ+ϕ * = 0}. As an immediate consequence we have that HH 1 (T A) never vanishes. The first and second summands have been studied in [10] , for A a monomial algebra, where explicit formulae for their dimensions are obtained. The Lie algebra structure of HH 1 (T A) with respect to this decomposition is described in [18] .
In this paper we compute the third and the fourth summands for a given monomial algebra A in terms of the combinatorics of the quiver and of the set of path relations. In particular we provide precise criteria for the vanishing of those summands.
An important tool for the computations is given by the circuits of a quiver, which are equivalence classes of cycles under rotation, see Definition 2.2. Each circuit has a well defined multiplicity, in characteristic p the relevant circuits have multiplicity non divisible by p. We call them p ′ -circuits in analogy with the p ′ -conjugacy classes of a group. The paper is organized as follows. In Section 2 we introduce some notations and definitions, and we provide formulae for the dimension of the first Hochschild homology group HH1(A) when the field k has zero characteristic. In Section 3 we extend the previous results for any field k of positive characteristic. In Section 4 we obtain a dimension formula for the vector space Alt(DA) and, as an application of the formulae obtained in the paper, describe the monomial algebras A for which HH 1 (T A) is minimal. All the algebras considered here are finite-dimensional, but results in Section 2 and 3 hold also for infinite-dimensional monomial algebras.
Degree one Hochschild homology of a monomial algebra
Let k be a field, Q a finite quiver with set of vertices Q0, set of arrows Q1 and s, t : Q1 → Q0 be the maps providing each arrow a with its source vertex s(a) and its terminus one t(a). A path α of length l is a sequence of l arrows a l . . . a1 such that t(ai) = s(ai+1). We put s(α) = s(a1) and t(α) = t(a l ). Any vertex u is a trivial path of length zero and we put s(u) = t(u) = u. A cycle is a path α such that s(α) = t(α); vertices are always cycles. The corresponding path algebra kQ is the vector space with basis all the paths in Q and product on the basis elements provided by the concatenation of the sequences of arrows of the paths β and α if they form a path (namely, if t(α) = s(β)) and zero otherwise. Vertices form a complete set of orthogonal idempotents. Note that αs(α) = α while αu = 0 if u = s(α). We have also t(α)α = α and uα = 0 if u = t(α). Since all summands in HH 1 (T A) are additive with respect to the decomposition of A into a finite direct product of algebras, it is not restrictive for our purposes to assume that Q is connected, something that we do from now on.
Next consider Z a set of paths of length at least two which is minimal with respect to the subpath order relation, namely, for each γ ∈ Z strict subpaths of γ are not in Z. We denote < Z > the two-sided ideal generated by Z and kQ/ < Z > is by definition a monomial algebra. We fix Q and Z and put A = kQ/ < Z > in the sequel.
The purpose of this section is to provide a combinatorial formula computing the dimension of the first Hochschild homology vector space of a monomial algebra, when char k = 0.
We provide notations in order to describe a cochain complex computing Hochschild cohomology. Let B be the set of paths of Q which do not contain any path of Z. In other words, B is a basis of a subvector space of kQ complementing < Z > and B is identified with a k-basis of the monomial algebra. Product of paths in B is given by usual concatenation, which can be zero if it contains a path from Z. Paths containing a path from Z are called zero paths.
We describe now the set of cyclic couples of paths. Let X and Y be sets of paths. Then
Note that Q0 ⊙ X is just the set of cycles in X.
We denote by k(X ⊙ Y ) the vector space that has as basis the set X ⊙ Y . This notation is very convenient to provide a chain complex giving H * (A) as its homology. We denote by Zn instead of Γn the set of n-chains defined in [1] (hence, Z2 = Z, Z1 = Q1 and Z0 = Q0). This set is independent of the side (cf [4] [Lemma 3.1]) and, as proved in [4] [Theorem 4.1], the minimal projective resolution P * of A as an A − Abimodule has Pn = ⊕pn∈Z n Ae t(p n ) ⊗ e s(p n ) A and the differential d :
. . , p n r } are the subpaths of p n+1 which are n-chains and p n+1 = θip n i µi is the corresponding (unique) factorization (here ei ∈ {0, 1} is a convenient exponent introduced in order to avoid distinction between the even and odd cases of [4] ). Now H * (A) is the homology of the chain complex P * ⊗A−A A and we leave as an exercise for the reader to check that Pn ⊗A−A A is isomorphic to k(Zn ⊙ B) as a k-vector space. Viewing that isomorphism as an identification, the following is now straightforward. 
, making the convention that a summand is zero when µibθi is a zero path.
The complex of the lemma will be referred to as Bardzell's complex and its initial part is:
where α = an . . . a1 is a path in Z.
Next we show that the above complex decomposes along the circuits of Q that we define below. 
The second path is called the rotated of the first path. An equivalence class is by definition a circuit for this relation, and we denote C the set of circuits. A circuit is said to be trivial if it corresponds to a vertex.
Cyclic couples of paths provide circuits by concatenation, namely we have a map
If C is a fixed circuit we denote (X ⊙ Y )C the fiber over C of this map, namely
There is a decomposition k(Zn ⊙ B) = ⊕C∈Ck(Zn ⊙ B)C which is preserved by the differentials of Bardzell's complex. In particular,
where HH * ,C(A) is the homology of the C-split part of the complex.
Remark 2.4. The above decomposition also holds for cyclic homology. In [15] relations between cyclic homology and global dimension for monomial algebras are obtained, see also [14] .
We will compute for each circuit C the corresponding first homology group H1,C := HH1,C(A). Of course if (Q1 ⊙ B)C = ∅ then H1,C = 0. Hence we concentrate on the set of circuits C such that (Q1 ⊙ B)C = ∅. In the sequel we will need the following definitions.
ii) A circuit C is said to be strong if each cycle of C is a basis vector. In other words there is no zero cycle belonging to the circuit C.
iii) A circuit C is said to be efficient if it is a useful (non strong) circuit verifying
While computing H1 we will need an evaluation of the differences |Q1 ⊙ B| − |Q0 ⊙ B|. |Q1 ⊙ B| − |Q0 ⊙ B| = w − |Q0|, and
Proof. Denote B + the set B \ Q0 of positive length non zero paths and consider the map
which takes out the last arrow of a path of B + and put it as a first component:
This map is clearly injective. The complement of its image consists on cyclic couples (a, β) ∈ Q1 ⊙ B such that aβ is not in B any more. Since β ∈ B, we have that aβ contains paths from Z only including a as its last arrow. Moreover, since Z is minimal aβ contains exactly one path of Z located at its end, which means that aβ ∈ W . Conversely, each cycle γ ∈ W has positive length and if γ = an . . . a1 then (an, an−1 .
and this provides the complete formula. The specialized formula for a non trivial circuit is clear.
Recall from 2.5 the definition of strong and useful circuit, and note that any non trivial strong circuit is useful. Proposition 2.8. Let C be a useful strong circuit, that is, a non trivial strong circuit. Then dim k H1,C = 1.
Proof. Since C is strong (Z ⊙ B)C = ∅, otherwise there would be a zero cycle in the strong circuit C. Then dim k H1,C = dim k Ker d0,C . Moreover C being strong also implies W ∩ C = ∅, consequently the preceding lemma shows that
Since C is strong, aβ and βa are in B for each (a, β) ∈ (Q1 ⊙ B)C. So each difference of a cycle of C with its rotated cycle is in Im d0,C . In fact the image of the basis elements of (Q1 ⊙ B)C are precisely those. Now the square matrix of d0,C is
which shows that dim k Coker d0,C = 1.
We turn now to useful non strong circuits in order to complete the computation of HH1 along the circuits.
Lemma 2.9. Let C be a useful non strong circuit. Then d0,C is surjective.
Proof. Consider the circuit equivalence relation restricted to B ∩ C. Since C is not strong there is at least one zero cycle in C which implies that each equivalence class in B ∩ C is now totally ordered, the elementary step for this ordering is given by rotation. The first and the last element of each of those totally ordered classes are reached by d0,C, as well as all the successive differences. This shows that each element of the class is in the image of d0,C .
Proposition 2.10. Let C be a useful non strong circuit verifying
Proof. Since d1,C = 0 we have that H1,C = Ker d0,C. By the preceding result d0,C is surjective, hence
where wC is the number of cycles in C which has only one subpath from Z located at its end. But if there exists such a path, then (Z ⊙ B)C would be non empty. Hence wC = 0.
We focus now on efficient circuits, see Definition 2.5. Proposition 2.11. Let C be an efficient circuit. If k has characteristic zero we have dim k H1,C = wC − 1.
In order to prove this result we will define a canonical element KC in k(Q1 ⊙ B)C which will be also useful in positive characteristic. First notice that if γ = am . . . a1 is a cycle in the quiver, each ai arising in the sequence of arrows has a well defined complement path in the cycle, namely a Proof. Since C is efficient, there exists a cyclic couple (α, β) ∈ (Z ⊙ B)C and we use the cycle βα = bn . . . b1am . . . a1 in order to construct KC :
Indeed each term of the form (bj, bj−1 . . . b1αbn . . . bj+1) is zero since its second component is not in B. Note that some of the written terms in KC can also be zero, but this has no incidence in this proof. By definition of d1,C we obtain d1,C (α, β) = KC .
Proof. of Proposition 2.11. The proof now is obvious since C is efficient, useful and non strong, hence d0,C is surjective. In characteristic zero we have proved that
The results we have obtained show that in characteristic zero the contributing circuits for HH1 are the non trivial strong circuits and the efficient ones. The following statement is obtained by assembling the previous results. 
Every non trivial circuit of Q contains a zero cycle and, whenever C is a circuit
such that (Q1 ⊙ B)C = ∅ = (Z ⊙ B)C , there is exactly one pair (ξ, β) ∈ (Z ⊙ B)C such that the cycle ξβ contains no zero relation apart from ξ.
More generally, the following formula holds as a direct consequence of the previous discussion.
Theorem 2.18. Let A = kQ/ < Z > be a monomial algebra, with k a field of characteristic zero and Q a finite connected quiver. We have
where E is the set of efficient circuits, e = |E|, the number of non trivial strong circuits is s and wC is defined in Definition 2.6.
A formula avoiding the integers wC can also be obtained as follows. 
Proof. We compute C∈E wC in order to replace it in the previous result. Note that if C is trivial then wC = 0. We assert that also if C is not efficient then wC = 0. 3 Degree one Hochschild homology of a monomial algebra in positive characteristic
Let C be a circuit and γ = an . . . a1 be a cycle in C. Among the possible iterated rotated cycles of γ clearly the n-th one coincides with γ. Let l be the smallest integer such that the l-th rotated of γ coincides with γ. We have l | n and l is called the period of the circuit while m = n l is its multiplicity. Recall that KC is defined using any cycle γ = an . . . a1 of the circuit C,
. Clearly if C is useful ∆C = 0 for k a field of any characteristic since ∆C is the sum of all the basis vectors, a non empty set.
The following result follows from the above considerations.
Lemma 3.1. Let C be a circuit of multiplicity m. Then KC = m∆C.
Definition 3.2. Let p be a prime number. A circuit is called a p ′ -circuit if its multiplicity is not divisible by p.

Proposition 3.3. Let C be an efficient circuit. If C is a p
′ -circuit then dim k H1,C = wC − 1 and dim k H1,C = wC otherwise.
Proof. For an efficient circuit we have proved that Im
The next result computes the dimension of HH1(A) for a field k of positive characteristic using the same decomposition as in characteristic zero but considering p ′ -circuits.
Theorem 3.4. Let A = kQ/ < Z > be a monomial algebra, with k a field of characteristic p > 0 and Q a finite connected quiver, and let e p ′ be the number of efficient
where E is the set of efficient circuits, s is the number of non trivial strong circuits and wC is defined in Definition 2.6. we describe first a set of generators of DA ⊗A−A DA, which will allows us to find the desired basis.
Recall that B is the set of paths in Q which do not contain any path of Z. The dual basis B * is a basis of the vector space DA which A − A-bimodule structure is given by (af b)(x) = f (bxa) for any a, b, x ∈ A, f ∈ DA. This means that for any α, β, γ ∈ B, αγ * β = 0 if and only if γ = βξα, for some ξ ∈ B. In this case, αγ * β = ξ * . In particular, uγ * v = (vγu) * for any u, v ∈ Q0, γ ∈ B. This implies that the set of cyclic couples of paths B ⊙ B = {(α, β) : t(β) = s(α) and t(α) = s(β)} provides a set of generators of DA ⊗A−A DA, that is, the set {α * ⊗ β * : (α, β) ∈ B ⊙ B}. 
We denote by ∼ the equivalence relation on B ⊙ B generated by the elementary relations
An equivalence class for this relation will be called neat when all its elements are neat cyclic couples. Let N be the set of neat equivalence classes. Proof. We know that B ⊙ B provides a set of generators. We assert that α * ⊗ β * = 0 if (α, β) is not neat, and, α
Clearly this facts will prove the Lemma.
Let (α, β) be a cyclic couple which is not neat. We may assume that there exists an arrow a ∈ Q1 such that βa ∈ B and a is not the last arrow in α. Then
The proof for the other cases is analogous.
To finish the proof we have to check the asserted equality for the elementary relation used to define ∼.
We are now in a position to describe a basis for HomA−A(DA, A). Let N ∈ N be a neat equivalence class and consider the map ψN ∈ Hom k (DA, A) defined by
Lemma 4.3. The map ψN is a morphism of A − A-bimodules.
Proof. We shall prove only that ψN is a morphism of left A-modules, since the proof for right A-morphism is analogous. It is clear that ψN (uγ * ) = uψN (γ * ) for any u ∈ Q0, γ ∈ B. In order to finish the proof we have to see that ψN (aγ * ) = aψN (γ * ) for any a ∈ Q1, γ ∈ B. Suppose first that aγ * = 0. This means that a is not the first arrow in γ. If ψN (γ * ) = 0 we are done. If not, aψN (γ * ) = (γ,δ)∈N aδ = 0 because the cyclic couples (γ, δ) are neat. Now suppose that aγ * = 0. Hence γ = ξa ∈ B and aγ * = ξ * . It is clear that (ξ, µ) ∈ N if and only if µ = aδ, for some δ ∈ B such that (γ, δ) ∈ N . Then We are now in a position to compute the dimension of the vector space Alt(DA). 
In case Q is a loop, Alt(DA) is zero, when char k = 2, and has dimension 2, when char k = 2.
Proof. If the quiver Q is a loop, then (a, u) = (u, a) and (a, a) are the only neat equivalence classes, both of which are symmetric, where a is the loop and u is the vertex. Then r = s = 2 and the result follows in this case. If Q is not a loop then Q1⊙Q1 is the set of neat cyclic couples, and the equivalence relation is just the equality. In particular, (a, b) is symmetric if and only if a = b is a loop. Then r = |Q1 ⊙ Q1| and s = |Q1 ⊙ Q0| and we are done.
Using [9] [Theorem 5.5], the combination of the formulae in [10] [Theorem 1 and Proposition 2] and our Theorems 2.18 (resp. 3.4) and 4.6 give a precise formula for the dimension of HH 1 (Λ), when Λ = T A is the trivial extension of the monomial algebra A. We don't write down that formula in order to avoid excessive technicalities. Instead, we show an application by describing the monomial algebras A such that Λ = T A has minimal HH 1 (Λ). Recall that if Q is a finite quiver, thenQ is the graph obtained from Q by forgetting the orientation of the arrows. Proposition 4.10. Let Q be a finite oriented quiver, A = kQ/ < Z > be a monomial algebra and Λ = T A be its trivial extension. The following assertions are equivalent:
Q is a quiver without double arrows such thatQ is a tree.
Proof. 
, where Π = π1(Q, Z) is the fundamental group of (Q, Z) (see op.cit. for the definition). Hence, we have Hom(Π, k + ) = 0. But, since A is monomial, Π = π1(Q) is the fundamental group of the graphQ, which is always free. Therefore Π = π1(Q) = 0, which implies assertion 4). 4) =⇒ 2) Since Q is acyclic, we have dim k Z(A) = 1 and the equality HH1(A) = 0 = Alt(DA) trivially holds using Theorems 2.18, 3.4 and 4.6. Finally, the equality HH 1 (A) = 0 follows from [16] [Corollary 2(3)]. On the other hand, we have Z(A) ∼ = k and dim k HH 1 (A) = 1, the latter being easily deducible from [16] [Corollary 2 (3) ] or [10] [ Theorem 1] . As a result, we conclude that dim k HH 1 (T A) = 3, independently of the characteristic. 
