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Abstract—The sigma-point filters, such as the UKF, which
exploit numerical quadrature to obtain an additional order
of accuracy in the moment transformation step, are popular
alternatives to the ubiquitous EKF. The classical quadrature
rules used in the sigma-point filters are motivated via polyno-
mial approximation of the integrand, however in the applied
context these assumptions cannot always be justified. As a result,
quadrature error can introduce bias into estimated moments, for
which there is no compensatory mechanism in the classical sigma-
point filters. This can lead in turn to estimates and predictions
that are poorly calibrated. In this article, we investigate the
Bayes–Sard quadrature method in the context of sigma-point
filters, which enables uncertainty due to quadrature error to be
formalised within a probabilistic model. Our first contribution is
to derive the well-known classical quadratures as special cases
of the Bayes–Sard quadrature method. Then a general-purpose
moment transform is developed and utilised in the design of novel
sigma-point filters, so that uncertainty due to quadrature error
is explicitly quantified. Numerical experiments on a challenging
tracking example with misspecified initial conditions show that
the additional uncertainty quantification built into our method
leads to better-calibrated state estimates with improved RMSE.
Index Terms—Kalman filters, Bayesian quadrature, quantifica-
tion of uncertainty, sigma-points, Gaussian processes.
I. INTRODUCTION
THIS article is concerned with quantification of uncertaintyassociated with sigma-point approximations, which are
widely employed in nonlinear local filtering algorithms, such
as the unscented Kalman filter (UKF). The goal of filtering
algorithms is to estimate the state of a dynamical stochastic
system based on all measurements obtained until the present.
The applications of filters are manifold, ranging from global po-
sitioning [1], object tracking [2], [3], simultaneous localization
and mapping [4] to weather forecasting [5] and finance [6].
Nonlinear filtering algorithms can be categorised either as
local or global. The global filters, such as particle filters [7] or
point-mass filters [8], keep track of the whole, potentially
multi-modal, state posterior, which comes with increased
computational demands. The local filters, on the other hand,
have lower computational load at the cost of introducing more
restrictive assumptions. Instead of keeping track of the whole
state posterior, the local filters only work with the first two
statistical moments of the state and the measurement.
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For nonlinear systems and/or measurements, the moments
are defined by intractable integrals that have to be approximated
using numerical quadratures, also known as the sigma-point
rules (which is where the filters get their name). The classical
quadrature rules, such as the Gauss–Hermite rule, are designed
with the assumption that the nonlinear integrand is well-
approximated with a polynomial of a given maximal degree.
Since these assumptions are almost never met in practice, there
will always be a quadrature error involved. Standard sigma-
point filters do not attempt to compensate for this source of
error, and in practice this can lead to estimates and predictions
that are biased and over-confident [9], [10].
The idea to perform formal probabilistic uncertainty quan-
tification in the numerical integration context can be traced
back to [11], with the name Bayesian quadrature (BQ) being
coined later in [12]. The BQ has in recent years received much
attention in the probabilistic numerics community [13]–[16].
The BQ approach posits that the integrand can be modelled
by a stochastic process defined on the domain of integration.
This model is subsequently refined by conditioning on point-
wise evaluations of the integrand which induces a posterior
distribution over the value of the integral. The posterior mean
of this distribution is point estimate of the value of the integral
while the posterior variance expresses the integration error.
Applications of the BQ in nonlinear filtering have appeared
previously in [17], [18] with encouraging results. These BQ-
based filters do not generally coincide with any classical sigma-
point filter, such as the UKF or Gauss–Hermite Kalman filter
(GHKF), and tend to be rather sensitive to specification of the
stochastic process model for the integrand. It has been shown
that classical sigma-point rules can be cast as degenerate BQ
rules [13], [17] (see [19] for spline methods). This is to say
that the variance associated to the integral vanishes, being thus
of no use in modelling integration error.
In this article we utilise the recently proposed Bayes–Sard
quadrature [20] for the design of novel sigma-point filters,
which can be viewed as probabilistic versions of the well-
known sigma-point filters. Namely, under certain conditions,
the Bayes–Sard quadrature allows us to recover the classical
sigma-point rules and at the same time endow the sigma-point
rule with non-degenerate probabilistic output. We thus obtain
versions of standard sigma-point filters that are, to some extent,
capable of accounting for numerical integration error in filtering
by (in most cases) inflating the error covariance. In some cases,
such covariance inflation is known to improve stability of
nonlinear Kalman filters; see for instance [21, Remark 1], [22,
Section 3.3], and [23, Section V.C].
The rest of the article is structured as follows. In Section II,
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2we formally outline the nonlinear filtering problem and the
nature of sigma-point approximations. Section III identifies
the moment transformation problem as the central issue in
local filtering and describes the structure of sigma-point
moment transforms. The Bayes–Sard quadrature is formalised
in Section IV, which is later used in Section V to design
the Bayes–Sard quadrature moment transform. The numerical
experiments are contained in Section VI and Section VII
concludes the article.
II. SIGMA-POINT FILTERING
This section is devoted to the sigma-point filters, which
are a subset of local filtering algorithms characterised by their
reliance on a Gaussian approximation together with a numerical
quadrature method. Let the stochastic dynamical system and
the process by which its state is observed be described by the
state-space model
xk = f(xk−1) + qk−1, (1)
zk = h(xk) + rk, (2)
where the function f : Rdx → Rdx is the system dynamics,
h : Rdx → Rdz is the measurement model, xk ∈ Rdx is the
latent state vector and zk ∈ Rdz is the measurement vector.
Both the process noise qk−1 ∼ N(0, Q) and the measurement
noise rk ∼ N(0, R) are zero-mean white Gaussian sequences,
independent of each other and independent of the system initial
condition x0 ∼ N(mx0 , Px0).
The Bayesian formulation of the filtering problem can be
summarized by the following two general relations. The state
posterior is
p(xk | z1:k ) ∝ p(zk |xk )p(xk | z1:k−1 ), (3)
where the likelihood p(zk |xk ) is obtained from the mea-
surement model (2) and z1:k , {z1, . . . , zk}. The predictive
density is given by the Chapman–Kolmogorov equation
p(xk | z1:k−1 ) =
∫
p(xk |xk−1 )p(xk−1 | z1:k−1 ) dxk−1,
(4)
where the transition density p(xk |xk−1 ) is obtained from the
system dynamics (1).
A vast majority of the well-known local filters, such as
EKF, UKF and GHKF, can be recovered from the Bayesian
formulation under a Gaussian approximation of the joint
density of the state and measurement. That is, when the
density p(xk, zk | z1:k−1 ) = p(zk |xk )p(xk | z1:k−1 ) is ap-
proximated by a Gaussian density of the form
N
([
xk
zk
] ∣∣∣∣∣
[
mxk|k−1
mzk|k−1
]
,
[
Pxk|k−1 P
xz
k|k−1
Pzxk|k−1 P
z
k|k−1
])
, (5)
then the mean and covariance of the state posterior (3) have
analytical form, given by
mxk|k = m
x
k|k−1 + Kk
(
zk −mzk|k−1
)
, (6)
Pxk|k = P
x
k|k−1 −KkPzk|k−1K>k , (7)
Moment g(x) x m P
mxk|k−1 f(xk−1) xk−1 m
x
k−1|k−1 P
x
k−1|k−1
Pxk|k−1 ∆f∆f
> xk−1 mxk−1|k−1 P
x
k−1|k−1
mzk|k−1 h(xk) xk m
x
k|k−1 P
x
k|k−1
Pzk|k−1 ∆h∆h
> xk mxk|k−1 P
x
k|k−1
Pxzk|k−1 ∆x∆h
> xk mxk|k−1 P
x
k|k−1
Table I: Quantities that need to be substituted into the Gaussian
integral (8) in order to obtain every predictive moment necessary to
compute the moments of the state posterior. The following shorthand
notation is used: ∆f = f(xk−1)−mxk|k−1, ∆h = h(xk)−mzk|k−1,
∆x = xk −mxk|k−1.
where Kk = Pxzk|k−1
(
Pzk|k−1
)−1
is the Kalman gain. The
predictive moments of the state, mxk|k−1 and P
x
k|k−1, and the
moments of measurements, mzk|k−1, P
z
k|k−1 and P
xz
k|k−1, are
defined as integrals of the form
Ex[g(x)] =
∫
g(x)N(x |m, P ) dx. (8)
Table I shows which quantities have to be substituted for g(x),
x, m and P to obtain any of the above predictive moments.
Since the function g being integrated is nonlinear in each case,
these integrals cannot be typically computed analytically and
some type of approximation needs to be employed1. Each local
nonlinear filter is distinguished solely by the type of integral
approximation it uses. For example, the EKF employs the first
order Taylor expansion to linearise g in the vicinity of m,
which in turn facilitates analytic tractability of the moment
integrals. On the other hand, the sigma-point filters, such as
the UKF and the GHKF, leverage numerical quadrature for
approximation of the integral. Since quadratures are typically
designed to be used with standard Gaussian, the integrals of
the form (8) need to be converted by employing a stochastic
decoupling substitution x(n) = m + Lξ(n), which leads to an
approximation
Ex[g(x)] ≈
N∑
n=1
wng(m + Lξ
(n))
=
N∑
n=1
wng˜(ξ
(n)), (9)
where ξ(n) are unit sigma-points, wn ∈ R are weights, L is
a matrix factor such that P = LL> and g˜(ξ) , g(m + Lξ).
Note that various quadrature rules are distinguished by the
different weights and sigma-points they prescribe to satisfy
various optimality criteria.
III. SIGMA-POINT MOMENT TRANSFORMS
From the above exposition, it is apparent that the central
issue in local filtering is the design of the so-called moment
1When the model functions f and h are linear, the integrals can be computed
analytically and the eqs. (6) and (7) become identical to the Kalman filter
update.
3transformations, which generate approximations to the moments
of a random variable under a possibly nonlinear transformation.
Let x ∈ RD be an input Gaussian random variable and
y ∈ RE an output random variable defined by
y = g(x), x ∼ N(m, P). (10)
If the transformation g is nonlinear, the joint density p(x, y)
will be non-Gaussian in general. However, there are many
applied situations where g is approximately linear in the region
where probability mass is concentrated. In such situations the
principal error term in the moment transform is numerical
quadrature error. This error is the focus of our present work and,
therefore, in what follows we proceed under the assumption
that the Gaussian approximation
N
([
x
y
] ∣∣∣∣ [mµ
]
,
[
P C
C> Π
])
(11)
of p(x, y) can be justified. In this setting the moment
transformation then reduces to computing the output mean µ,
covariance Π and cross-covariance C as accurately as possible,
when supplied with the input moments, m and P. This is a
specific instance of uncertainty propagation; see for example
[24].
In this article we focus on the sigma-point approximations,
exemplified by eq. (9), to the moment integrals in Table I.
The well-known classical approximations, such as the Gauss–
Hermite, the spherical-radial and the unscented transform, are
conventionally written in the form
µ ≈ µˆ =
N∑
n=1
wng˜(ξ
(n)), (12)
Π ≈ Πˆ =
N∑
n=1
wn
(
g˜(ξ(n))− µˆ)(g˜(ξ(n))− µˆ)>, (13)
C ≈ Cˆ = L
N∑
n=1
wnξ
(n)
(
g˜(ξ(n))− µˆ)>, (14)
which, under the assumption that
∑
wn = 1 and
∑
wnξ
(n) =
0, we will prefer to write using the matrix notation as
µˆ = Y>w, (15a)
Πˆ = Y>WY − µˆµˆ>, (15b)
Cˆ = LΞWcY, (15c)
where Ξ =
[
ξ(1) . . . ξ(N)
]
and the matrix of integrand
evaluations is given by [Y]ne = g˜e(ξ
(n)), where e in-
dexes outputs of g˜. The vector w contains the weights and
W = Wc = diag( w ) for any classical sigma-point moment
transform. Each moment transform uses a different set of
sigma-points and weights.
We next discuss the unscented transform and the Gauss–
Hermite quadrature in detail.
A. Unscented Transform
The unscented transform (UT) of D-dimensional input uses
N = 2D + 1 sigma-points, which exploit symmetry of the
Gaussian distribution, given, for d = 1, . . . , D, by
ξ(0) = 0, ξ(d) =
√
c ed, ξ
(D+d) = −√c eD+d, (16)
where ed is the standard unit vector and c = D + κ for a
scaling parameter κ. The weights are defined as
w0 =
κ
c
, wd =
1
2c
, wD+d =
1
2c
. (17)
This selection of sigma-points and weights yields a quadrature
rule that integrates exactly all polynomials of (total) degree at
most three; the derivation is essentially contained in the proof
of Theorem 1. The spherical-radial rule, which is used in the
cubature Kalman filter (CKF) [25], is equivalent to the UT
with κ = 0; it therefore lacks the central sigma-point.
B. Gauss–Hermite Rule
From non-singularity of the Vandermonde matrix [V]nm =
xm−1n for any distinct sigma-points x1, . . . , xp ∈ R it follows
that there are unique weights such that
∑p
n=1 wnx
m
n =∫
xmN(0, 1)dx for every m ≤ p−1 (i.e., the rule has a degree
of exactness p− 1). However, degree of exactness 2p− 1 can
be achieved with p sigma-points if these are selected to be the
roots of the p-th degree Hermite polynomial Hp. The weights
are then given by
wn =
p!
p2Hp−1(ξ(n))2
. (18)
This is the Gauss–Hermite (GH) rule [26], [27]. In multivariate
versions, the sigma-points are formed as Cartesian products of
the aforementioned one-dimensional points and the weights are
products of wn in eq. (18). The multivariate GH rule exactly
integrates functions in the space
Πmax2p−1 , span
{
xα : α ∈ ND0 , max
d=1,...,D
αi ≤ 2p− 1
}
,
(19)
where xα =
∏D
d=1 x
αd
d denotes multivariate monomial. Be-
cause of the Cartesian product design, the number of points,
N = pD, in the GH rule grows exponentially with dimension,
which makes it practically unattractive for D > 5 [27]. The
problem can be partially mitigated by using sparse grids [28].
IV. BAYESIAN QUADRATURE
This section reviews the underlying philosophy of the
Bayesian quadrature as an alternative perspective on numerical
integration and describes the Bayes–Sard quadrature as a
necessary stepping stone on the way to building the Bayes–
Sard moment transform proposed in Section V. A general
formulation of the BQ is presented for integrals
Ex
[
g†(x)
]
=
∫
g†(x)p(x) dx (20)
with arbitrary density function p. Vector-valued integrands are
discussed in Section IV-B. The moment transform proposed
in Section V then specialises to the case p(x) = N(x |0, I ).
Throughout this section, the true integrand will be denoted by
g† to distinguish it from the stochastic model of the integrand.
4From eq. (9) it is clear that the quadrature approximation
of the integral (8) is based on limited knowledge about
the behaviour of the integrand, because it only relies on
finitely many evaluations. The design of classical quadrature
rules typically involves formation of polynomial interpolant
passing through the function values, which is then integrated
instead of the intractable integrand. The polynomial limitations
on exactness notwithstanding, the inherent downside of the
classical approach is the inability to account for the functional
uncertainty induced by the approximation itself.
The Bayesian approach to quadrature [11], [12], [15]
(see [29]–[31] for equivalent non-probabilistic formulations)
aims to address this limitation by treating the numerical
approximation of intractable integrals as a problem of Bayesian
statistical inference, where a prior for the integrand is spec-
ified by a stochastic process model g(x) with user-defined
mean function m(x) = Eg[g(x)] and covariance (or ker-
nel) function k(x,x′) = Cg[g(x), g(x′)]. The dataset D ={
(x(n), g†(x(n)))
}N
n=1
comprises evaluations of the integrand
g†(x(n)) at pre-defined points x(n). Conditioning on D leads to
a posterior stochastic process, with mean mD(x) = Eg|D[g(x)]
and covariance kD(x,x′) = Cg|D[g(x), g(x′)], which in turn
induces a posterior marginal distribution on the value of the
integral Ex[g(x)], with the first two moments given by [32]
Eg|D[Ex[g(x)]] = Ex
[
Eg|D[g(x)]
]
, (21)
Vg|D[Ex[g(x)]] = Ex,x′
[
Cg|D[g(x), g(x′)]
]
. (22)
The mean is a convenient point estimate while the full posterior
serves as a probabilistic model of the integration error. The
most common stochastic process model of the integrand is a
Gaussian process (GP), which has been studied extensively [15],
[33]. The standard formulation of the GP regression model,
which is limited to modelling of scalar functions g† : RD → R,
has been extended to vector functions in several ways [34]–
[36]. Alternatively, one could use the t-process (TP) regression
[37], [38], which offers more flexible uncertainty modelling
capabilities and contains the GP as a special case.
In the next section, we specify the Bayes–Sard GP model
which is later used to construct the Bayes–Sard quadrature in
Section IV-C.
A. Bayes–Sard Gaussian Process Model
Let pi be a linear function space spanned by Q ≤ N functions
φ1, . . . , φQ : RD → R. Modeling of the scalar integrand
g† : RD → R in Bayes–Sard quadrature (BSQ) begins by
considering a hierarchical GP prior given by
γ ∼ N(0,Σpi), (23)
m(x) =
Q∑
q=1
γqφq(x), (24)
g(x) ∼ GP(m(x), k(x,x′;θ)), (25)
where the prior mean function m(x) : RD → R is composed of
basis functions φq(x) of Q-dimensional linear space pi and the
prior covariance function (kernel) k(x,x′;θ) : RD ×RD → R
can be any symmetric positive-definite function parametrized
by the parameter vector θ. The dependence on θ will be
tacitly assumed and explicitly denoted only when required.
Discussion about the particular choice of the kernel and its
effects is postponed to Section IV-E. The above model differs
from the one often used in Gaussian process based Bayesian
quadrature in that the prior mean function is non-zero and,
furthermore, its coefficients are random.
The next phase in modelling is to consider a flat prior limit
on the mean function coefficients, such that Σpi → ∞ [39,
Chapter 4]. In order for the GP posterior to be well-defined,
the set X = {x(1), . . . ,x(N)} of sigma-points must meet the
condition of pi-unisolvency, which is defined next.
Definition 1 (pi-unisolvency). Let pi be a Q-dimensional linear
space spanned by {φ1, . . . , φq}. A point set X is said to be
pi-unisolvent if and only if the N×Q alternant matrix [Φ]qn =
φq(x
(n)) is of full-rank.
Following the Bayesian paradigm, the final step is to
condition the GP on the set of sigma-points X and the
corresponding integrand evaluations, collectively denoted as
D = {(x(n), g†(x(n)))}N
n=1
, to arrive at the GP posterior.
For pi-unisolvent X the GP posterior in the flat prior limit
becomes [20]
Eg|D[g(x)] = k(x)>K−1y
−ψ(x)>[Φ>K−1Φ]−1Φ>K−1y,
(26)
Cg|D[g(x), g(x′)] = k(x,x′)− k(x)>K−1k(x′)
+ψ(x)>
[
Φ>K−1Φ
]−1
ψ(x), (27)
where ψ(x) = k(x)K−1Φ − φ(x), [k(x)]n = k(x,x(n)),
[φ(x)]q = φq(x) and [y]n = g
†(x(n)). It is worth pointing
out that all sigma-point sets in the relevant classical filters are
pi-unisolvent.
We further restrict the model to the case when N = Q,
which means the alternant matrix Φ is square and, due to
pi-unisolvency of X , invertible. This leads to the final form
of the posterior mean and covariance of the Bayes–Sard GP
model:
Eg|D[g(x)] = φ(x)>Φ−1y, (28)
Cg|D[g(x), g(x′)] = k(x,x′)− 2k(x)>Φ−>φ(x′)
+φ(x)>
[
Φ>K−1Φ
]−1
φ(x′). (29)
Note that the posterior mean now only depends on the choice
of the function space pi and the kernel affects only the posterior
covariance.
B. Vector-Valued Integrands
Until now, we have only considered scalar-valued integrands.
The model specified by eqs. (28) and (29) can be straightfor-
wardly extended to vector-valued integrands g† : RD → RE
that comply with the specification of the moment transformation
problem in eq. (10). Noticing that we can decompose the
integrand as g†(x) =
[
g†1(x) . . . g
†
E(x)
]>
, the simplest
solution is to use eqs. (28) and (29) to model each coordinate
5function independently, either using a common kernel parameter
for all outputs, which is accomplished by
ge(x) ∼ GP(mD(x), kD(x,x′;θ)), (30)
or using a different kernel parameter values for each output,
so that
ge(x) ∼ GP(mD(x), kD(x,x′;θe)) (31)
for all e = 1, . . . , E. In both cases, the GP posterior mean
function is given as
mD(x) = Y>Φ−1φ(x), (32)
where [Y]ne = g
†
e(x
(n)). For the single-parameter model (30)
the posterior covariance becomes
KD(x,x′) = kD(x,x′;θ) IE (33)
and for the multi-parameter model (31), we get
KD(x,x′) = diag
( [
kD(x,x′;θ1) . . . kD(x,x′;θE)
] )
,
(34)
where mD(x) , Eg|D[g(x)] and KD(x,x′) ,
Cg|D[g(x),g(x′)]. Both of these modelling choices assume
that the outputs are conditionally independent given the inputs.
Alternatively, the use multi-output Gaussian processes [35],
[36] would make it possible to model correlations between
coordinate functions and use coordinate-dependent sigma-
points at the expense of increased computational cost.
C. Bayes–Sard Quadrature
The advantage of using a GP for modelling the integrand is
that as it gets transformed by the integral, which is a linear
operator, the resulting distribution over the value of the integral
is also Gaussian2. The Bayes–Sard quadrature [12], [20], [40]
enables enforcing exactness conditions of the form
Eg|D[Ex[g(x)]] =
∫
g†(x)p(x) dx
for all functions g† : RD → RE such that g†e ∈ pi for
each e = 1, . . . , E. As shown in Section IV-D, the classical
quadrature methods can be replicated by judicious choice of
the function space pi. The posterior integral mean and variance
under the Bayes–Sard quadrature are straightforwardly derived
by plugging the Bayes–Sard GP model moments from eqs. (32)
and (34) into the general BQ expressions in eqs. (21) and (22).
For the mean of the posterior distribution of the integral, we
have
Eg|D[Ex[g(x)]] = Ex[mD(x)] = Y>Φ−1φ¯, (35)
where [
φ¯
]
q
= Ex[φq(x)] =
∫
φq(x)p(x) dx. (36)
2Analogous invariance result holds for the TP model as well.
Recognizing that the vector of quadrature weights is w =
Φ−1φ¯, we see that the posterior mean of the integral
Eg|D[Ex[g(x)]] = Y>w =
N∑
n=1
wng
†(x(n)), (37)
takes on the form of weighted sum from eq. (9). The integral
covariance becomes
Vg|D[Ex[g(x)]] = Ex,x′ [KD(x,x′)] = diag
( [
k¯1D . . . k¯
E
D
] )
(38)
where
k¯eD , Ex,x′ [kD(x,x′;θe)]
= k¯ − 2k¯>Φ−>φ¯+ φ¯>[Φ>K−1Φ]−1φ¯. (39)
Since the single-parameter model in eq. (33) is a special case
of eq. (34), the posterior integral variance under this model
would be a trivial modification of eq. (38).
D. Relationship to Classical Sigma-Point Rules
As stated in the previous section, careful selection of pi (via
the basis functions φq) allows for recovery of many well-known
classical quadrature rules used in nonlinear filtering. Below,
we show that the unscented transform and the Gauss–Hermite
rule are special cases of the BSQ whenever the space pi is
spanned by suitably selected polynomial basis. Similar results
can be proved for many other sigma-point rules. Note that the
BSQ reports a non-zero integral variance even for g† whose
coordinate functions are in pi (and hence integrated exactly).
This behaviour is desirable because, given only a finite set
of function values, one can never tell with certainty the true
nature of the integrand.
Theorem 1. Consider the standard Gaussian distribution,
p(x) = N(x |0, I ). Select the 2N + 1 dimensional function
space
pi = span
{
1, x1, . . . , xD, x
2
1, . . . , x
2
D
}
(40)
and the N = 2D+1 unscented transform points (16). Then, the
Bayes–Sard weights w = Φ−1φ¯ that determine the posterior
mean (35) coincide with the unscented transform weights (17).
Proof: Because dim(pi) = N , the Bayes–Sard weights w
solve the linear system Φw = φ¯. That is, they are the unique
weights such that
2D∑
n=0
wnv(ξ
(n)) =
∫
v(x)N(x |0, I ) dx (41)
for every polynomial v ∈ pi. In the following, let d = 1, . . . , D.
We have
∫
N(x |0, I ) dx = 1 and
∫
xd N(x |0, I ) dx = 0,
∫
x2d N(x |0, I ) dx = 1. (42)
6Consequently, eq. (41) is equivalent to
2D∑
n=0
wn = 1,
2D∑
n=0
wnxn,d = 0,
2D∑
n=0
wnx
2
n,d = 1 (43)
Because ξd = −ξD+d, the second of these equations implies
that wd = wD+d, while the third one yields wd = wD+d =
1/(2c). Furthermore, w0 = κ/c due to the weights summing
up to one. We have thus solved the BSQ weights w = Φ−1φ¯
and see that they are precisely UT weights in eq. (17).
Theorem 2. Consider the standard Gaussian distribution,
p(x) = N(x |0, I ), and let p ≥ 1. Select the pD dimensional
function space pi = Πmaxp−1 (see eq. (19)) and the points that
constitute the Cartesian product of the roots of the p-th degree
Hermite polynomial. Then, the Bayes–Sard weights w = Φ−1φ¯
that determine the posterior mean (35) coincide with the
classical Gauss–Hermite weights from Section III-B.
Proof: Since the Bayes–Sard weights yield, by their
definition, a quadrature rule exact for functions in pi and it
is known that, given the Gauss–Hermite points, the Gauss–
Hermite weights are the unique weights that determine a
quadrature rule exact for this very same function space (see
Section III-B), the result follows.
E. Choice of Kernel
As already noted, the posterior mean for the integral
produced by the BSQ depends only on pi and the kernel controls
the posterior variance of the integral. The reasonableness of the
BSQ output depends on the reasonableness of the assumption
that g† is “well modelled” by the GP specified by the kernel
k. Consequently, selection of the kernel is important in order
to ensure that the integral variance is meaningful in modelling
the integration error. At the same time, the functional form
of the kernel is constrained by the requirement in BSQ to
analytically compute the integral of the kernel. To facilitate
analytic tractability of the Bayes–Sard moment transform,
introduced next, we use the radial basis function (RBF) kernel
k(x,x′) = α2
D∏
d=1
exp
(
− (xd − x
′
d)
2
2`2d
)
(44)
throughout the remainder. The parameters θ of this kernel
consist of the scale parameter α > 0 and dimension-wise
lengthscale parameters `1, . . . , `D > 0. A particular modelling
assumption associated with this kernel is that the integrand
is infinitely differentiable. If this is not the case (i.e., there is
model misspecification) the proposed method still works but
the uncertainty quantification for the integral may be rendered
less meaningful. For certain classes of kernels it has been
shown that convergence rates to the true integral as N →∞
are not much affected by model misspecification [41], [42].
V. BAYES–SARD MOMENT TRANSFORM
The simplest way to design a moment transform is to use
the BSQ directly for approximation of the moment integrals
in eqs. (15a) to (15c). However, this design does not reflect
integral uncertainty, which is the key advantage of Bayesian
quadrature, not to mention the fact that we would only obtain
the classical rules as a result. To resolve this issue, we employ
the same general conceptual framework used in the design of
the GPQ moment transform in [18], which can account for the
variance of the mean integral 15a.
A. Incorporating Integration Error
First, it is important to realize that the output variable y
is now subject to an additional source of uncertainty in g
introduced by the model. The key idea is to account for all
sources of uncertainty in the computed moments, which can
be achieved with the following
µ = Ex
[
g†(x)
] ≈ µˆ = Ex, g|D[g(x)] (45)
Π = Cx
[
g†(x),g†(x)
] ≈ Πˆ = Cx, g|D[g(x), g(x)]
(46)
C = Cx
[
x,g†(x)
] ≈ Cˆ = Cx, g|D[x, g(x)] (47)
Using the law of total expectation and covariance, the approxi-
mate moments of the output can be written as
µˆ = Eg|D[Ex[g(x)]] = Ex
[
Eg|D[g(x)]
]
, (48)
Πˆ = Cg|D[Ex[g(x)]] + Eg|D[Cx[g(x),g(x)]], (49)
= Cx
[
Eg|D[g(x)]
]
+ Ex
[
Cg|D[g(x),g(x)]
]
, (50)
Cˆ = Ex
[
xEg|D[g(x)]
]− Ex[x]Eg|D,x[g(x)]. (51)
The first equality exposes the fact that integral mean is obtained
by integrating the mean function of the integrand model. The
way the integral uncertainty is incorporated into the output
covariance is revealed by eq. (49). Note that since the model
of the integrand has conditionally independent outputs, the
covariance of the integral, Cg|D[Ex[g(x)]], and the model
covariance, Cg|D[g(x),g(x)], are diagonal matrices. When
either of the covariances approaches zero, eqs. (48) to (51)
approach their true values. From now on, we will work with
the output covariance in the form (50) because it is easier to
analyse and implement.
B. Derivation of Transformed Moments
In the following derivations, explicit conditioning on D in
the expectations is omitted to reduce notational clutter. We also
assume that the stochastic decoupling substitution has taken
place in the integrals, so that g˜(ξ) = g(m + Lξ).
Taking the expression for the mean function of the model in
eq. (32) and plugging it into eq. (48), the output mean of the
Bayes–Sard quadrature moment transform (BSQMT) becomes
µˆ = Eξ[Eg[g˜(ξ)]] = Y>Φ−>Eξ[φ(ξ)] = Y>w, (52)
where w = Φ−>Eξ[φ(ξ)] are the mean weights. The output
covariance becomes
Πˆ = Eξ
[
Eg[g˜(ξ)]Eg[g˜(ξ)]>
]− µˆµˆ> + Eξ[Cg[g˜(ξ), g˜(ξ)]]
= Y>Φ−>Eξ
[
φ(ξ)φ(ξ)>
]
Φ−1Y − µˆµˆ> + σ¯2IE
= Y>WY − µˆµˆ> + σ¯2IE (53)
where the expected model variance is
σ¯2 = Eξ[k(ξ, ξ)]− tr
[
D>Φ−> + DΦ−1 −WK]. (54)
7Here D = Eξ
[
k(ξ)φ(ξ)>
]
and the covariance weights
are W = Φ−>Eξ
[
φ(ξ)φ(ξ)>
]
Φ−1. Finally, the covariance
between the input and output becomes
Cˆ = Eξ[(m + Lξ)Eg[g˜(ξ)]]− Eξ[m + Lξ]Eg,ξ[g˜(ξ)]
= mµˆ+ LEξ[ξEg[g˜(ξ)]]−mµˆ
= LEξ[ξ φ(ξ)]Φ−1Y = LWcY (55)
where the cross-covariance weights are Wc = Eξ[ξ φ(ξ)]Φ−1.
It has now become evident that the output moments depend
on the expectations of the basis functions. In Section IV,
we have shown that the classical moment transforms can be
recovered when the basis functions are multivariate polynomials.
When this basis and the RBF kernel eq. (44) are used, the
expectations above are available in closed form. Derivations
are confined to Appendices A to C so as not to disrupt the flow.
The complete algorithm of the Bayes–Sard moment transform
is summarized in Alg. 1.
Theorem 3. The BSQ output covariance Πˆ is positive semi-
definite.
Proof: Using the expression for the BSQ mean weights
from Alg. 1, we can write the output covariance as Πˆ =
Y>Φ−>(A− φ¯φ¯>)Φ−1Y + σ¯2IE . Define Z = Φ−1Y and
A˜ = A − φ¯φ¯>, then Π = Z>A˜Z + σ¯2IE . We recognize
that A˜ = V[φ(ξ)] = E
[
φ(ξ)φ(ξ)>
]−E[φ(ξ)]E[φ(ξ)]>  0,
which follows from the properties of covariance matrices. This
implies that Z>A˜Z  0 for any matrix Z. Because σ¯2 ≥ 0,
we have that Πˆ  0.
C. Relationship to the Gaussian Process Quadrature MT
The recently proposed Gaussian process quadrature moment
transform (GPQMT) [18], together with the BSQMT, are both
instances of the general BQ framework. The GPQMT uses a
zero-mean GP prior model of the integrand as opposed to the
more sophisticated hierarchical prior in eqs. (23) and (25). As a
result, the GPQMT weights are affected by the choice of kernel
and its parameter values, which is not the case in the BSQMT,
where the kernel only affects the last term of the transformed
covariance and the weights depend only on the sigma-points and
the choice of the function space pi. Consequently, this makes
BSQMT much less sensitive to misspecification of the kernel
parameters, which is a notorious problem plaguing GPQMT.
Compared to the zero-mean GP employed in GPQMT, the
Bayes–Sard GP is a stronger prior, which means it can provide
better fit to the integrand when conditioned on smaller datasets,
such as the UT sigma-points, which are especially attractive
in local filtering applications.
D. BSQ Moment Transform in Sigma-Point Filtering
As outlined in Section II, the local filtering algorithms use the
moment transformations for computing the predictive moments
of the system state and measurement. Alg. 2 summarizes
the Bayes–Sard quadrature Kalman filter (BSQKF), which
employs the proposed BSQ moment transform for computing
the predictive moments from Table I. The BSQKF takes two
different kernel parameter values, θf and θh, because there are
Algorithm 1: Bayes-Sard quadrature moment transform
Input: The mean m and the covariance P of the input
variable x, the integrand g(x), the matrix of unit
sigma-points Ξ and the kernel parameters θ.
Output: Approximate mean µˆ and covariance Πˆ of the
output variable y = g(x), and approximate
input-output covariance Cˆ.
Function BSQMT(g(x), m, P, Ξ, θ)
// form sigma-points
1 L← MatrixFactor(P)
2 X←m + LΞ
3 k¯ ← Eξ[k(ξ, ξ ;θ)]
4 φ¯← Eξ[φ(ξ)]
5 A← Eξ
[
φ(ξ)φ(ξ)>
]
6 B← Eξ
[
ξφ(ξ)>
]
7 for n← 1 to N do
8 [Y]n∗ ← g(x(n))
9 [Φ]n∗ ←
[
φ1(ξ
(n)) . . . φN (ξ
(n))
]
10 [D]n∗ ← Eξ
[
k
(
ξ, ξ(n) ;θ
)
φ(ξ)>
]
11 for m← 1 to N do
12 [K]nm ← k(ξ(n), ξ(m); θ)
13 end
14 end
// compute BSQ weights
15 w← Φ−>φ¯
16 W← Φ−>AΦ−1
17 Wc ← BΦ−1
// compute transformed moments
18 σ¯2 ← k¯ − tr [D>Φ−> + DΦ−1 −WK]
19 µˆ← Y>w
20 Πˆ← Y>WY − µˆµˆ> + σ¯2I
21 Cˆ← LWcY
22 return µˆ, Πˆ, Cˆ
end
two different functions that need to be integrated (see eqs. (1)
and (2)).
E. Kernel-Agnostic BSQ Moment Transform
The BSQ moment transform stated in Alg. 1 depends on
the choice of kernel and the values of its parameters, which in
general GP regression are conventionally estimated from data
by marginal likelihood maximization [33]. Considering the fact
that the classical sigma-point sets are inherently sparse relative
to dimensionality of the input space, maximum likelihood
estimation is not expected to work well in this context. The
last resort in practice is therefore manual parameter tuning.
When the moment transform is employed on its own, like
in Section VI-A, tuning can be informed by the analytic
form of integrand with the goal of producing good model
fit, which typically yields good results. However, this tactic
8Algorithm 2: Bayes-Sard quadrature Kalman filter.
Input: Sequence of measurements
{
zk
}K
k=1
, initial
conditions mx0|0, P
x
0|0, kernel parameters θf and
θh, unit sigma-points Ξ
Output: Sequence of state estimates and covariances{
mxk|k, P
x
k|k
}K
k=1
for k ← 1 to K do
// predictive state moments
mxk|k−1, P
x
k|k−1 ←
BSQMT(f(xk−1), mxk−1|k−1, P
x
k−1|k−1, Ξ, θf)
Pxk|k−1 ← Pxk|k−1 + Q
// predictive measurement moments
mzk|k−1, P
z
k|k−1, P
xz
k|k−1 ←
BSQMT(h(xk), mxk|k−1, P
x
k|k−1, Ξ, θh)
Pzk|k−1 ← Pzk|k−1 + R
// measurement update (filtering)
Kk ← Pxzk|k−1
(
Pzk|k−1
)−1
mxk|k ←mxk|k−1 + Kk
(
zk −mzk
)>
Pxk|k ← Pxk|k−1 −KkPzk|k−1K>k
end
has not been observed to work well in filtering applications
(see Sections VI-B and VI-C), because good filter performance
may not be necessarily achieved by parameters that maximize
model fit to the integrands f and h from eqs. (1) and (2).
With all these considerations in mind, in filtering applications
it is easier to re-parametrise the BSQMT in terms of the
expected model variance (EMV) σ¯2 directly rather than through
the complicated dependence on kernel parameters as given by
eq. (54). Note that this re-parametrisation renders the BSQMT
independent of the choice of kernel and thus removes the need
for computation of the EMV-related terms in line 3 and lines 10
to 13 in Alg. 1.
A more systematic approach than manual tuning would
be to treat σ¯2 as an unknown static parameter, which could
be estimated using the energy function minimization [43]. In
case σ¯2 is assumed to be time-variant, the state augmentation
approach [44] might prove useful. Exploration of the various
parameter estimation techniques is beyond the scope of this
article.
VI. NUMERICAL EXPERIMENTS
This section contains a static example and two numerical
filtering experiments that demonstrate performance of the
Bayes–Sard quadrature moment transform and the Bayes–Sard
quadrature Kalman filter.
A. Mapping from Polar to Cartesian Coordinates
To gain insight into the performance of our proposed method,
we first consider the moment transform in isolation, outside of
the filtering context. As an example of ubiquitous nonlinearity,
we use the conversion from polar to Cartesian coordinates,
which appears in radars and laser range finders and is given by[
x
y
]
=
[
r cos(θ)
r sin(θ)
]
, (56)
where r is radius and θ is azimuth. When setting the RBF
kernel parameters, we exploited the conditional linearity of the
mapping, which is reflected in the setting `1 = 60 and `2 = 6,
where the range coordinate r is given relatively large value.
The kernel scaling was set to α = 1.
The BSQ and GPQ transforms with UT points (κ = 2) were
compared with the classical unscented transform. Since the
input space is given in polar coordinates, the input means were
placed on a spiral and several covariances were considered for
each input mean. More specifically, 10 different positions on a
spiral were chosen as input means mi =
[
ri θi
]
and for each
mi we considered 10 different input covariance matrices Pj =
diag
( [
σ2r σ
2
θ,j
] )
, where σr = 0.5 m and σθ,j ∈ [6◦, 36◦] for
j = 1, . . . , 10. Agreement between the approximate moments
(µˆ, Πˆ) and the ground-truth moments (µ, Π), computed
by Monte Carlo method with 10 000 samples, was measured
by the symmetrized KL-divergence of two Gaussian densities
given by
SKL =
1
4
{
(µ− µˆ)>Π−1(µ− µˆ)+
(µˆ− µ)>Πˆ−1(µˆ− µ)+
tr(Π−1Πˆ) + tr(Πˆ
−1
Π)− 2E
}
, (57)
where E = dim(µ).
The plots in the left pane of Fig. 1 show the SKL score
averaged over the input covariances Pj , while the right pane
shows SKL averaged over the input means mi. The proposed
Bayes–Sard quadrature transform with UT points (BSQ-UT)
outperforms the classical UT, while achieving almost the same
performance as the GPQ-UT.
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Figure 1: Symmetrised KL divergence between the MC baseline
Gaussian and the approximate Gaussian computed by the BSQ, GP
and UT moment transforms.
B. Univariate Non-stationary Growth Model
As the first experiment with sigma-point filters based on
the BSQ moment transform, we consider the univariate non-
9stationary growth model (UNGM), which is often used to
benchmark particle filters [45], [46]. The system dynamics and
the observation model are given by
xk =
1
2
xk−1 +
25xk−1
1 + x2k−1
+ 8 cos(1.2 k) + qk−1, (58)
zk =
1
20
x2k−1 + rk, (59)
with the state noise qk−1 ∼ N(0, 10), measurement noise
rk ∼ N(0, 1) and initial conditions x0 = x0|0 ∼ N(0, 5).
Kernel scaling used in the BSQ with for the UT (κ = 2) and
the 5-th order GH points was set to α = 5 and the lengthscales
to ` = 0.5 and ` = 0.3, respectively. For the 7-th order GH
points the kernel parameters were set to α = 4 and ` = 0.1.
The RMSE was used to measure the tracking performance.
The inclination indication (INC) [47], given by
INC =
10
K
K∑
k=1
log10
(xk −mxk|k)>(Pxk|k)−1(xk −mxk|k)
(xk −mxk|k)>Σ−1k (xk −mxk|k)
,
(60)
where Σk is the mean-squared error matrix of the state, was
used to measure the credibility of the estimates. A perfectly
balanced estimate has INC = 0. For INC > 0, the estimate is
said to be optimistic, which is to say the covariance is smaller
than it should be, while negative values indicate pessimism.
We simulated the model for K = 500 time steps and averaged
the performance scores over 100 simulations. The variance
of the average scores was estimated by bootstrapping. The
parentheses in Tables II to III contain the uncertainty as the
least significant digits of 2 standard deviations.
The BSQ filters with classical points were tested against
the well-known sigma-point filters as well as the GPQ filters
from [18]. As seen in Table II, the filters based on the BSQ
outperform the classical sigma-point filters in terms of RMSE.
Assuming the GH points are used, BSQKFs can outperform
the GPQ filters as well. In comparison with the classical filters,
the proposed BSQ filters also provide much more balanced
estimates as evidenced by the values of the INC in Table III.
Point-set Classical Bayes–Sard GPQ
UT 10.791(160) 10.180(93) 9.442(83)
GH-5 9.922(158) 8.886(55) 8.934(44)
GH-7 9.673(150) 8.607(59) 9.985(37)
Table II: The average RMSE on UNGM example with bootstrapped
2 standard deviations (in parentheses).
Point-set Classical Bayes–Sard GPQ
UT 12.077(57) 2.638(21) 3.504(11)
GH-5 10.140(70) −0.224(16) 1.835(7)
GH-7 9.175(75) 0.049(15) 4.213(2)
Table III: The average INC on UNGM example with bootstrapped 2
standard deviations (in parentheses).
C. Radar Tracking of Reentry Vehicle
Radar tracking of an object entering Earth’s atmosphere is
a very challenging tracking scenario for nonlinear filters. The
following model has been used to demonstrate superiority of
the UKF over the EKF in [48].
The dataset of the ground-truth system state trajectories
comprised of 100 MC simulations of the SDE
x˙(t) =

vx(t)
vy(t)
D(t)vx(t) +G(t)px(t) + q1(t)
D(t)vy(t) +G(t)py(t) + q2(t)
q3(t)
 (61)
using the Euler-Maruyama method for the duration of
200 s with time step ∆t = 0.05 s. The state x(t) =[
px(t) py(t) vx(t) vy(t) θ(t)
]
consists of Cartesian po-
sition coordinates (px, py) in km, velocity (vx, vy) in km/s
and an aerodynamic parameter θ. The functions D(t) and G(t)
are the drag-related and the gravity-related force terms, given
by
D(t) = β(t) exp
(
R0 −R(t)
H0
)
V (t), (62)
G(t) =
Gm0
r3(t)
, (63)
β(t) = β0 exp(θ(t)), (64)
with R(t) =
√
(px(t))2 + (py(t))2 being the distance from
the centre of the Earth and V (t) =
√
(vx(t))2 + (vy(t))2
the speed. The parameter values were set identically to [48];
thus R0 = 6374, H0 = 13.406, β0 = −0.597 83 and Gm0 =
3.9860× 105. The system initial condition x(0) ∼ N(mx0 , Px0)
was set to
mx0 =
[
6500.4, 349.14,−1.8093,−6.7967, 0.6932] , (65)
Px0 = diag
( [
σ2p σ
2
p σ
2
v σ
2
v 0
] )
, (66)
where σ2p = 1× 10−6 km2 and σ2v = 1× 10−6 km2 s−2. The
vector q(t) =
[
q1(t) q2(t) q3(t)
]
is the white noise process
with covariance function
C[q(t),q(s)] = δ(t− s)diag( [σ2v σ2v σ2θ] ) (67)
where δ(·) is the Dirac delta distribution and σ2v =
2.4064× 10−5 km2 s−2 and σ2θ = 0. For every generated
trajectory we simulated the range and bearing measurements
of the radar using the measurement model
zk =
[√
(pxk)
2 + (pyk)
2
atan2(pyk, p
x
k)
]
+ rk (68)
with the measurement noise covariance
R = diag
( [
1× 10−6 km2 0.17× 10−6 rad2] ). (69)
The filters assumed the discrete-time state-space model
xk = xk−1 +

vxk ∆t
vyk ∆t
(Dkv
x
k +Gkp
x
k) ∆t+ q1,k
(Dkv
y
k +Gkp
y
k) ∆t+ q2,k
q3,k
 (70)
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obtained by Euler-Maruyama approximation of eq. (61) with
step size ∆t = 0.1 s. The resulting process covariance was
Q = ∆t ·diag( [σ2v σ2v σ2θ] ) where we set σ2θ = 1× 10−6.
We considered a scenario with misspecified initial conditions,
where the filter assumed that the initial mean and covariance
of the system are
mx0|0 =
[
6500.4, 349.14,−1.1093,−6.1967, 0.6932] , (71)
Px0|0 = diag
( [
σ2p σ
2
p σ
2
v σ
2
v 1
] )
, (72)
which, compared to the true conditions in eqs. (65) and (66),
indicates that the initial filtered covariance is not reflective of
our ignorance about the true initial velocity.
In the experiments, we compared the BSQKF with UT
sigma-points with the standard UKF. The previously proposed
GPQKF is not included in the results, because we were unable
to find kernel parameter values yielding numerically stable
estimates. This is were the advantages of the BSQKF, described
in Section V-C, become practically evident. For this experiment,
the BSQKF employed the kernel-agnostic BSQMT, described in
Section V-E, with σ¯2f = diag
( [
0.1 0.1 0.1 0.1 0.015
] )
for the dynamics and to σ¯2h = diag
( [
0 0
] )
for the measure-
ment model. Both filters used identical UT sigma-points with
scaling parameter κ = 0.
Figs. 2 to 4 compare the development of the RMSE and
INC in time for the position, the velocity and the aerodynamic
parameter. Overall, the proposed BSQKF clearly provides
more credible estimates for the position and the aerodynamic
parameter, especially during the initial stages, while the velocity
estimates are more pessimistic, which is generally preferable to
optimism in safety-critical applications. In terms of RMSE, the
BSQKF gives comparable estimate of the velocity and superior
estimates of position and parameter. Note, in Fig. 4, how the
parameter RMSE for the UKF stays constant, while for the
BSQKF it is much lower.
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Figure 2: Position RMSE and INC.
VII. CONCLUSIONS AND DISCUSSION
In this article, we designed a general-purpose moment
transformation based on Bayes–Sard quadrature, which allows
for explicit modelling of numerical integration error through
the use of a stochastic process model. The hierarchical GP
prior was shown to be key in developing probabilistic models
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Figure 3: Velocity RMSE and INC.
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Figure 4: Parameter RMSE and INC.
whose means correspond to the classical quadrature rules used
in the sigma-point filters and whose variance is statistically
meaningful. We designed the BSQ Kalman filter by leveraging
the proposed BSQ moment transform for computation of the
predictive moments. The performance of the BSQMT was
tested on the ubiquitous coordinate transformation as well as
synthetic filtering benchmark and challenging tracking scenario
with misspecified initial conditions. Overall, the BSQ-based
filters report more balanced estimates and tend to err on the
side of caution (the reported estimates are more likely to be
pessimistic).
The BSQMT could easily be applied in nonlinear sigma-
point smoothing as well. Further improvement in performance
could be achieved by the use of more expressive multi-output
GP models.
APPENDIX
[Computation of Certain Expectations] This appendix derives
analytical expressions for a number of expectations that
are needed for implementation of the Bayes–Sard moment
transform. In the following, let x ∼ N(0, I) and let φ(x) :
RD → RQ consist of monomials defined by the multi-indices
α1, . . . , αQ ∈ ND0 , such that φ(x) =
[
xα1 . . . xαQ
]>
.
Given a sigma-point set X = {x1, . . . , xN} ⊂ RD, let k(x)
denote a vector of kernel evaluations, such that [k(x)]n =
k(x,x(n)), where the kernel is the RBF kernel in eq. (44).
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A. Computing E
[
φ(x)φ(x)>
]
Elements of the Q×Q matrix A , E[φ(x)φ(x)>] are
[A]qr =
D∏
d=1
1√
2pi
∫
R
x
αq,d+αr,d
d e
−x2d/2 dxd.
From the standard Gaussian moment formula
1√
2pi
∫
R
xne−x
2/2 dx =
{
(n− 1)!! if n is even,
0 if n is odd
we obtain
[A]qr =
D∏
d=1
(αq,d + αr,d − 1)!!
if none of αq,d +αr,d for d = 1, . . . , D is odd and [A]qr = 0
otherwise.
B. Computing E
[
k(x)φ(x)>
]
Elements of the N ×Q matrix D , E[k(x)φ(x)>] are
[D]nq =
D∏
d=1
1√
2pi
∫
R
x
αq,d
d exp
(
− (xd − xn,d)
2
2`2d
)
e−x
2
d/2 dxd.
Completion of squares and a change of variables yield∫
R
x
αq,d
d exp
(
− (xd − xn,d)
2
2`2d
)
e−x
2
d/2 dxd
=
∫
R
x
αq,d
d exp
−
(
xd − 11+`2dxn,d
)2
2
`2d
1+`2d

× exp
(
− x
2
n,d
2(1 + `2d)
)
dxd
=
(
`2d
1 + `2d
)1/2
exp
(
− x
2
n,d
2(1 + `2d)
)
×
∫
R
[(
`2d
1 + `2d
)1/2
xd +
xn,d
1 + `2d
]αq,d
e−x
2
d/2 dxd
= `d
(
`2d
1 + `2d
)(1+αq,d)/2
exp
(
− x
2
n,d
2(1 + `2d)
)
×
∫
R
(
`dxd +
xn,d√
1 + `2d
)αq,d
e−x
2
d/2 dxd.
The binomial theorem yields(
`dxd +
xn,d√
1 + `2d
)αq,d
=
αq,d∑
s=0
αq,d!
s!(αq,d − s)!`
s
dx
s
d
(
xn,d√
1 + `2d
)αq,d−s
.
Therefore
1√
2pi
∫
R
(
`dxd +
xn,d√
1 + `2d)
)αq,d
e−x
2
d/2 dxd
=
αq,d∑
s=0
αq,d!
s!(αq,d − s)!`
s
d
(
xn,d√
1 + `2d
)αq,d−s
× 1√
2pi
∫
R
xsde
−x2d/2 dxd
=
bαq,d/2c∑
s=0
αq,d!
(2s)!(αq,d − 2s)!`
2s
d
(
xn,d√
1 + `2d
)αq,d−2s
(2s)!
2ss!
=
bαq,d/2c∑
s=0
αq,d!
2ss!(αq,d − 2s)!`
2s
d
(
xn,d√
1 + `2d
)αq,d−2s
.
By combining all the equations above, we conclude that
[D]nq =
D∏
d=1
[
`d
(
`2d
1 + `2d
)(1+αq,d)/2
exp
(
− x
2
n,d
2(1 + `2d)
)
×
bαq,d/2c∑
s=0
αq,d!
2ss!(αq,d − 2s)!`
2s
d
(
xn,d√
1 + `2d
)αq,d−2s]
.
C. Computing E[xφ(x)]
This reduces to the computation in Appendix A. The D×Q
matrix B , E
[
xφ(x)>
]
has the elements
[B]dq = αq,d
∏
d6=q
(αq,d − 1)!!
if αq,d is odd and none of αq,d are and [B]dq = 0 otherwise.
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