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A. WORK COMPLETED
The following studies have been completed by the students indicated, and have been
submitted as theses in partial fulfillment of the requirements for the degree of Master
of Science, Department of Electrical Engineering, M. I. T., August 1962.
1. C. J. R. Deal, Optimum Laguerre Series Expansion of Functions.
2. T. L. Stewart, Measurement of Second-Order Correlation Functions by Orthog-
onal Expansions.
3. E. P. Gould, A Study of Error Criteria for Square-Law Devices.
4. A. A. Al-Shalchi, Prediction of Singular Time Functions.
5. R. D. Shelton, Estimation of Signal-to-Noise Ratio.
M. Schetzen
6. A Functional Study of Duffing's Equation
The present study has been completed by V. S. Mummert and the results have been
presented to the Department of Aeronautics and Astronautics, M. I. T., as a thesis in
partial fulfillment of the requirements for the degree of Master of Science, August 1962.
H. L. Van Trees, Jr.
B. A TWO-STATE MODULATION SYSTEM
A two-state modulation system for which the block diagram is shown in Fig. X-l
was described in Quarterly Progress Report No. 66 (pages 187-189). The present
report presents a portion of the analysis of this modulation system to dc signals. The
analysis presented is also valid for ac signals, provided that their highest frequency is
low compared with the lowest switching frequency of the system.
The object of the present analysis is to determine the time average y of the output
y(t) and the period T 2 of the modulator output as functions of the dc input signal E s .
The analysis is facilitated by reference to the sketch of the feedback signal efb
*This work was supported in part by the National Institutes of Health (Grant
MH-04737-02).
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shown in Fig. X-2.
We shall obtain expressions involving T 1, T 2 , the system parameters, and E s
From these expressions we can then determine 7.
First, let us find E 1 and then see how long it takes for efb to go from E 1 to -Es +62'
From Fig. X-2 we can write
-Td/T
S= E + (-Es+61-E a ) e (1)
Next, we write an equation relating E 1 to -Es + 62 in the form
-Es + 62 = E b + (E-Eb) e  d (2)
Inserting Eq. 1 into Eq. 2 to eliminate E1, we obtain
-E + 6 2 - Eb =[E - Eb + (-E +6 1 -E ) e -Td e - ( T - T d ) / (3)
which relates T 1 to Es and the system parameters. In a similar way two equations can
be written which relate -Es + 62 to E 2 and E 2 to -Es + 61. When E 2 is eliminated from
those equations, we obtain the result
-E + E [Eb - E + (-E+6 2 -E e-Td/ - ( T - T - T d ) / T (4)s 1 a b (4)
The output signal 7 is related to T 1 and T 2 by the equation
T
= 2 (Eb-Ea) + E a  (5)
Equations 3, 4, and 5 can be solved simultaneously to yield the system transfer function
and the period T 2 of the modulated signal. The results are
n (-E+6 2-E) - In E- Eb + (-E +61 -E )ed -3 (Eb-E
+E
in (-Es+6 2-Eb) - in Ea - E b + (-Es+61 -Ea) e Td/ + In (Ea+Es-6I ) - In E a - Eb + (Eb+Es-6 2 ) e T
(6)
and
[Ea - Eb + (-E +6 1 -E ) e -Td/][ E  - Eb + (E -6 2 +Eb)e-Td/ T]
T 2 = 2T d + 7 In
(-Es+62 -Eb)(E -6 1+Ea)
(7)
These general expressions are useful in determining the sensitivity of y and T2 to
dissymmetries in the hysteresis loop caused by drift in the circuitry that realizes the
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Fig. X-I. Diagram of modulation system indicating the system parameters.
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loop. However, in order to obtain a better understanding of how 37 and T 2 depend upon
the input signal Es it is convenient and reasonable to assume a symmetrical hysteresis
loop. Thus in Eqs. 6 and 7 we shall let E = -E = E and 6 =-6 = 6. If we also
a b o 1 2
normalize our expressions with respect to E o , we obtain
S2
-= 1- (8)
o In I + Es/E - 6/E J Td
2 - (1-E s/Eo-6/Eo) e
1 1 1 Td-
1 - E /E - 6/E 0 Td
-Td/7
- (1+Es/Eo-6/Eo) e
and
T 2 = 2T d + T In2 d
[2 -Td/ T] -2 2 -2Td/72- (1-6/E )e (E/E) e
(1-6/Eo) - (Es/Eo)
The appearance of Eq. 8 does not at first glance indicate that 3 is a very linear
function of E . However, a computer study of this relation for various values of the
s
parameters 6/E 0 and Td/7 indicates that for practical values of the system parameters
the system function is quite linear. For example, the ratio of output to input of the
system is tabulated below for a range of input voltages and for the choice of parameters
6/Eo = 10-4 and Td/T = 0.281.
Es /E
o
0. 7
0. 35
0. 175
0. 0875
0. 04375
0. 021875
0. 010937
0. 54687 X 10-2
0. 27344 X 10-2
0. 13672 X 10-2
-3
0. 68359 X 10-
The percentage of error column
deviates from a straight line with
Y/ Es
0. 80225
0.78966
0.78756
0. 78708
0. 78696
0. 78693
0. 78692
0. 78692
0. 78691
0. 78692
0. 78693
Percentage of Error
1. 532
0. 2732
0. 0631
0.0148
0.0029
0. 0000
in this tabulation is the percentage by which Y/Es
a slope of 0. 78693 at each value of Es/E o .
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Since the primary objective of the present report is to derive expressions for the
dc transfer function and the period of the modulation system, we shall not discuss at
this time how we select the parameters or what effect this selection has upon the
dynamic response. The choice of parameters above corresponds to a ratio of signal
bandwidth to zero-signal modulation frequency of approximately 0. 16. The linearity
improves as this ratio is decreased.
Inspection of Eq. 9 reveals that the modulator period is a monotonically increasing
function of E . For the choice of system parameters indicated above the modulator
s
switching period increases from its zero-signal value by approximately 47 per cent
for Es/Eo = 0. 7. Equation 9 shows that T 2 becomes infinite when Es/Eo = 1 - 6/E o,
a result that is easily understood, since for Es/Eo > 1 - 6/Eo the feedback signal
cannot attain a magnitude that is great enough to cause the system to switch states.
The behavior of T 2 as a function of Es suggests that we restrict the range of Es in
order to restrict the range of the switching frequency to frequencies well above the
highest signal component.
A. G. Bose
C. DESIGN OF FILTERS FOR NON MEAN-SQUARE-ERROR PERFORMANCE
CRITERIA BY MEANS OF A CONTINUOUS ADJUSTMENT PROCEDURE
In Quarterly Progress Report No. 66 (page 196), the author stated that he would
give the proofs of Statements 1 and 2 concerning the convergence of the adjustment
procedure in Quarterly Progress Report No. 67. The following report gives these
proofs.
1. Proof of Statements 1 and 2
Note that in defining the adjustment process up to time t, our basic sample space
is the space of functions d(7), f(7) ..... fk(7), 1 < T -< t. The quantity Lt is a random
variable that depends not only on these functions but also on the deterministic quantity
x(l). The quantity xt is thus in reality a family of random variables indexed by the
parameter x(l). When we state an equality or inequality, it is to be understood that it
holds for all x(l) E X. Our starting point is the equation
E{2(xt-, -a(t)/c(t)Yt  t} = -a(t) 2(xt -, Mc(t)x t))
+ a(t). 2E t-, - Yt+Mc(t) x . (1)
.th
Here, Yt is the vector random variable whose ith component corresponds to the sample
function Y.(t); M (x ) denotes the expectation of Y t(x t), in which xt is treated as a vec-
tor and not as a random variable; that is, the quantity obtained by taking a long time
tor and not as a random variable; that is, the quantity obtained by taking a long time
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1
average of Yt(xt) with x and c held constant. Thus c(t) Mc(t)(is a symmetric difference
approximation of grad M(z)=x . We consider separately the two terms on the right side of
Eq. 1. We have shown that with the random variables f. bounded, restriction (c) implies
k
if. D x-O0 f> t (2)
23 1
for D > 0, E > 0, x E X, x * 6. It has also been shown2, 3 that restrictions (a), (b), (d)
and inequality (2) imply that
(x-0, grad M(z) Iz=x) > k -1 2 k > 0. (3)
It has also been shown4 that
Mc(X) = 2 grad M(z)l +c2/6 z (4)
in which z is a vector whose ith component is
3a M(z) a 3M(z)
0 7. 1 0- T7' 13 3  1 1
1 z=x+cT.e. Z=X-CTre.
11 1 -i
Combining Eq. 4 and inequality (3), we obtain
-(x-_ Mc()) < -2ko l _-612 + (k)l/2c Q xIIA-I (5)
- 0 3
in which
a 3M(z)Q = sup 3
xEXi=l, 2,...,k a8x
z=x
This quantity Q can be shown to be bounded by restrictions (a), (b), and (d). Substi-
tuting inequality (5) in Eq. 1 and taking expected values, we obtain
E 2 - Yt)-  <-4k a(t) E{ 1 xt_ 12} + 2 a(t) c2(t) kl/2QE{ I xt- 11}
+ 2a(t) E(xt- Y c(t ) +M (xit (6)
It will be shown that restrictions (a), (b), (d), and (e) imply that
JE( ct, - Y +Mc(t) t (x  ka(t/2). (7)
c -~t)t
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We now have satisfactory bounds on the right-hand side of inequality (6). Consideration
of the left-hand side of this inequality reveals that it is equal to
Restrictions (ii), (a), (b), and (d) guarantee that we can interchange the order of differ-
entiation and expectation 5 in this quantity. Thus, letting b(t) denote E{ xt-_ol 2 and
substituting inequality (7) in inequality (6), we obtain
d b < -2 2 kl/2rE{ I} +
dt b(t) -4koa(t) b(t) a(t) c (t) k QE t-O + 2K 3 a(t) a(t/ 2) (8)
It is easily shown that
E{ II t-l} < + E{II xet_ 12} (9)
t > 0. Setting
for any Et> 0. Setting
2 kl/2Qc2 (t)
t 3 0 < <4
0
and substituting inequality (9) in inequality (8), we obtain
d
t b(t) + p(t)b(t) -< q(t)
in which
q(t) EKQ a(t) c 4 (t)+ 2k3a(t) a- > 0
cK 0
(10)
p(t) = (4-E)K a(t) > 0.
Integrating both sides of inequality (10) from 1 to t and rearranging terms, we have
b(t)+ f p(T7)b(7) d' < q(7) + b(l).
Now consider the integral equation
bo(t) + f p(T)b(T) d = f q ( 7) d + b(l)
with the solution
bo(t) = exp - p(T) d7
q
q(T) expf
QPR No. 67
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It can be shown in a straightforward manner that, for b(t) satisfying inequality (11) and
b (t) satisfying Eq. 12,
b(t) - b (t), (14)0
and thus we shall concentrate on bounding bo(t). Rewriting Eq. 13, we have
bo(t) = b(1) exp p(7) d + f[1, t] ( 7 ) d7
in which
1 < t
elsewhere
f[1, t] ( T )  e xp- 
p(P) d q()
0
By restriction (1) it follows that
for all t and 7 greater than one
and
q(7-) d7 exists for all t > 1.
Moreover, from Eq. 16
lim f (7) = 0 for all 7.
Therefore, by the general convergence theorem of Lebesque 6
lim b (t) = lim b(l) exp L p() d + lim f 1, t] ( )
t -o t-3. t-0 1
0+f
1
(18)lim f (7) d7 = 0
t [1,t]
The first term on the right-hand side of Eq. 18 goes to zero because b(1) is bounded
and the integral of p(T) is divergent. This equation, together with inequality (14), com-
pletes the proof of Statement 1.
To complete the proof of the positive side of Statement 2, we merely note that for
a(t) and c(t), as specified in Statement 2,
1
q(t) < k 4 2,t
p(t) = (4- ) ko > 0,o t t> 1.
Substituting these in Eq. 13 and simplifying, we obtain
QPR No. 67
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1 1
b (t) < b(1) 4 + K[(4- E)Koa-1] I- (O< <4. (19)
o (4-)K 0a 4t t (4 -)K a
1
Thus, noting that b(l) is bounded, we have, for a > 4k
1
bo(t) < K 5 t (20)
The negative side of Statement 2 is established by referring to inequality (8) and
recalling that the last term 2k 3 a(t) a(t/2) resulted from finding an upper bound for the
quantity
C = Ejx -, --- Y +M (xt . (21)( c t)-t -c(t) -t
By picking a suitable example (W(e) = e2 and dt and ft possessing simple suitable sta-
tistical properties consistent with restrictions (a)-(e)) it is possible to obtain a lower
bound for C which is of the form
tC > k a(!-1) k6 > 0.
This will be the dominant term in inequality (8), since for W(e) = e2 the quantity Q
is zero. Under these conditions, it is possible to use a line of reasoning analogous to
that above to show that
b(t) > k 7  k > 0.7t 7
This establishes the positive side of Statement 2 and thus completes the proof.
2. Proof of a Certain Inequality
We wish to establish inequality (7) by suitably bounding
C = E-t . (22)
Here, we treat only the one-dimensional case: x = x, a single parameter. The
method and most of the details are the same for the multidimensional case; the only
additional problem is that of notation.
We have
Yc(t) c(t) {W[dt-(xt+c(t)ft]-W[dt-(xt-c(t))ft] .
Recognizing that W is a finite polynomial of order N, expanding and collecting terms,
we obtain
c-(t Y t - c(t) JN0 mI A m(dt N ( xt+c(t))m-(xt-c(t))m ] (23)
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For m = 0 the argument of the double sum is zero, and for m >, 1
(xt+c(t))m - (xt-c(t))m =
m
2
q= 1
q odd
(24)
(25)
Substituting Eq. 24 in Eq. 23, we obtain
N m
Yt = Djmq (c(t))q- (x)m-q (dt)N-j (f t )m
= m=1 q=1q odd
q odd
Moreover, by our definition of Mc(t)(x t )
Mc(t)(xt) =
N j m
=0 m=1 q= 1
q odd
(26)Djmq(x)m-q (c(t)) q - 1 (dtN-j (f)m
Substituting Eqs. 25 and 26 in Eq. 27, we obtain
N
IC I=
j=0 m=1
m
q=1
q odd
(27)
in which the bar indicates expectation. This expression consists of a finite number of
terms, the number being dependent only on N, the degree of W. We shall consider a
typical term of this expression and bound it in magnitude. We pick a term in which c(t)
does not appear, since these terms approach zero at a slower rate than those in which
c(t) is raised to a positive power. We also pick a term that does not contain 0; a term
containing 0 can be handled in the same fashion.
We thus wish to bound
ICr = (xt)r(tt-t)I
in which
W t = (d (ft)p .
We may rewrite Eq. 28 as
C r = (xt)r( t- ) = (x(1))r(,t- ) +
t r] d
QPR No. 67
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(29)
t
f fr t-)d(xT )r] dT
1 t t d
(30)
- Djmq(c(t))q-1 (xt-)(xt)m-q [(dt)N-j (ft)m-(dt)N-j(f t )m
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in which we are justified in interchanging the order of integration and expectation by the
theorem of Kolmogoroff.5 Now
= r(x )r- d (x ) = r(x )r-_ a() ]Y
T d (X7T C() 7
Combining Eqs. 28-31, we obtain
t
C r f
(31)
(32)
Refer to Eq. 25; both x and 1 Y are bounded random variables that depend on f(s)
and d(s) only for s .Thus)
and d(s) only for s -: . Thus by restriction (e)
K 5
< K52
(t-T)2
K < oo
t-1- 7T t
(33)
7 t- 1
for all x(l) E X.
Considering restriction (i), we shall assume that all functions a(t) of interest will
be monotonic. Thus, substituting inequality (33) in Eq. 32, we obtain
CI < rKS a(7) 2 dT +(t-7)
" rK 5 a2 ) 1 + f
SKt/ 2
< rK5[2alj) +a(l)L
1
(t-T 2 dT + a(1)j1
all x(l) E X.
But, by assuming a(t) to be monotonic, restriction (i) implies that a(t/2) >K 6 l/t, K 6 > 0,
and
CrI < K 7 ra(2) , K 7 < 0, all x(l) E X.
We have thus split C into a finite number of terms and shown that each of these can be
bounded in magnitude as in inequality (35).
IC < K3a F, K 3 < 00,
Thus
for all x(l) E X
as desired.
D. J. Sakrison
QPR No. 67
d (x )r
d7 v
t
t-1
a(T) d7T
1
(t-T)2
d7
(34)
(35)
a(T) (X r-1 t Tt) d7 .
a(7)T) Y,) dT
(x)r-1 Y (9t-ft)
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D. PREDICTION OF SINGULAR TIME FUNCTIONS
In pure prediction the desired output of the predictor is the input advanced by the
prediction time, a seconds. That is,
fd(t) = fi(t+a ) . (1)
The optimum realizable linear system for a minimum mean-square-error criterion is
given by the Wiener-Hopf equation 1
pii(7+aCL) f hopt(o) ii(7-o) do- for 7 > 0,
in which ii(T) is the autocorrelation function of the input, fi(t). If the power density
spectrum, ii(w), of the input is factorable, it can be written as
11 ii 11(3)
in which Qii (0) is the complex conjugate of (0w); also, all of the poles and zeros of11 11
e (w) are in the left-half of the complex S-plane in which S = o- + jw. In terms of . (-),the solution of the Wiener-Hopf equation is1
the solution of the Wiener-Hopf equation is
H (w) = I
opt +.(w) 0
11
(T ) e-j .)' d7T (4)
in which
00oo
-(7) f
-00
+mm () ejWT du.mm
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The minimum mean-square error in pure prediction is then
2 1 a
S (t) = - fC 2() dT. (5)
aopt 0
It is seen that the mean-square error is a monotonically increasing function of the pre-
diction time, a.
The basis of this method for determining the optimum linear predictor is the factor-
ization of i. (w). There are, however, functions for which this factorization is not
11
possible. Wiener has shown that factorization is not possible for those power density
spectra for which
o Iln #.i(W)
f 2 do = . (6)
-00 1 +
This integral is called the Paley-Wiener integral. 2 Furthermore, Wiener has shown
that if the power density spectrum, .i(w), is not factorable, the future of the time
11
function, f.(t), can be determined completely by a linear operation on its past. That is,1
for any prediction time the mean-square error of prediction with a realizable linear
system can be made arbitrarily small. In communication the future of all practical
messages is not completely determined by its own past, since it would then not be
possible to introduce new information in any period of the message. Thus time functions
for which the Paley-Wiener integral diverges are called singular time functions.
In this report we shall present some results that we have obtained concerning the
properties of these singular time functions which enable them to be predicted with an
arbitrarily small error by means of a realizable linear system.
1. Classes of Singular Functions
We find it convenient to classify singular time functions in two classes in accordance
with the manner by which they cause the Paley-Wiener integral to diverge. The first
class, which we denote Class A, is made up of exponentially band-restricted time
functions. These are time functions whose power density spectra are, for large w,
exponentially bounded. That is, for Iwl >- W
(w) B e - Aw . (7)
The second class, which we denote Class B, is made up of band-eliminated time
functions. These are time functions that contain no power over at least a band of
frequencies. That is, their power density spectra are zero in some band of frequen-
cies. It is, of course, possible for a time function to be a member of both classes
simultaneously. An example of such a function is the bandlimited time function that
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contains no power above a certain frequency. We shall first discuss the prediction of
functions of Class A. The results obtained for this class will then be extended to the
prediction of functions of Class B.
2. The Prediction of Exponentially Band-Restricted Functions
Since power density spectra for functions of Class A cause the Paley-Wiener inte-
gral (Eq. 6) to diverge, they are not factorable and Eqs. 4 and 5 are not applicable.
Insight into a desired transfer function of the predictor can be obtained from a general
expression for the mean-square error in prediction. The desired expression is
obtained by noting that the desired output of the predictor as given by Eq. 1 can be
thought of as the response of an unrealizable linear system whose impulse response is
an impulse at t =-a. The transfer function of such a system is ejwa . If a linear
system with the transfer function H(w) is used to predict the signal f.(t), then the error1
can be considered the output of the linear system depicted in Fig. X-3. The transfer
function of this system is
G(w) = ejwa - H(o) . (8)
Then, since
2 oo
(t) = ee(0)= f 0ee(w) dw, (9)
-O
we have
2 oS(t) = f 0IG(w) 2 ii(w) dw
--o
-oo
We note from Eq. 10 that for the mean-square error of prediction to be reducible to
an arbitrarily small value, it is not necessary to make G(w) = 0. Rather, it is just
fi(t + a)
ea
,E(0
I fo(
t)
Fig. X-3. Pertaining to the calculation of the mean-square
error of prediction.
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necessary to make the area under the product 1G(w)1 2 Dii(w) arbitrarily small. Thus,
for example, for band-eliminated time functions, the value of G(w) in the bands in which
i..(w) = 0 does not affect the mean-square error of prediction. This fact is the basis
for our ability to reduce the mean-square error of prediction to an arbitrarily small
value with a realizable linear system, H(w). We also note that the optimum predictor
for such time functions is not unique.
To determine a predictor for time functions of Class A, we note that their power
density spectra are exponentially restricted for large w. Thus, it is possible for JG(w)I
to increase with increasing w and the mean-square error of prediction to be small; as
a result, a possible form of a realizable linear predictor for such time functions is a
series of differentiators. Thus we choose H(w) to be the first N terms of the MacLaurin
series of expansion of ejwa . That is,
N-1 n
H(w) = -  (j0)n. (11)
n=0
Then, from Eq. 8
N-1 n
G(w) = eW a - a (jw)n . (12)
n=
By the use of the remainder theorem for the Taylor series, we than have
G(w)l ( N! (13)
The mean-square error of prediction is obtained by substituting Eq. 13 in Eq. 10. It is
(t) )2N ii(w) dw . (14)
0- (N! )2
We shall consider the case for which
ii(w) - e -l W k  for Iow > W, (15)
first, for k > 1 and, second, for k = 1. For k> 1, an upper bound of the value of the
mean-square error can then be obtained by use of inequality (15). Thus, from Eq. 14
2 W  2N 00 2N
(t) = 2 () d +2 ii(w) d
0 (N!) (N!)
2N W 2N o k
< (aW) 2 (.iiw() dw + 2 N d 2N -w (16)
(N!) 2 0 (N !)2
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The first term of Eq. 16 can be made arbitrarily small by choosing N sufficiently
large because
I - (aW)
2 N
(N!) 2
and
Lim
N-oo
f ii( )
N(aW)(wN 0.N!
The second term of Eq. 16 can also be made arbitrarily small by choosing N suf-
ficiently large. This fact can be shown as follows:
2 2 N
12 (N!)2(N!)
oo
fW
k 2N 2N
w d w < 2 O2 2N(N!) 0
Now let x = . Then
2N 0 (2N+1-k2a k12 < )2  x
k(N!)
2a 2 N
k(N!) 2
(2N+1k )
k '
2 N
-x 2a 2N
e dx 2(
2 a2N
k(N!) k2N
k
e dw.
2N+1
(17)
By use of the Stirling approximation, we obtain
2 aI <2 ( 2 Q12 ::kN2 fkN k-I )2N exp 2Ny--)
for sufficiently large N.
Thus, for k > 1, we can make 12 arbitrarily small by choosing N sufficiently large
because
axe
Lim bx 0
x-0 x
xo ex
for a, b> 0.
Thus the mean-square error of prediction can be made arbitrarily small by using a
suitably large number of differentiators. That is, we have shown that
N a n dn  12
Lim if.(t+a) _ d fi(t)
N =0 n=O dt
(19)
for time functions of Class A whose power density spectra are restricted by Eq. 15 for
k > 1. We note the correspondence of this class of functions to analytic functions.
For our demonstration we required that k > 1. However, functions for which k = 1
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are also members of Class A. It is not surprising that we have some difficulty with
these functions because, in a sense, they form boundary functions between singular
and nonsingular time functions. This result follows because time functions whose
power density spectra for large w decay to zero slower than e-Aw are nonsingular
since, for such spectra, the Paley-Wiener integral converges. To predict time
functions for which
iii(w) < B e - Aw (20)
we need to be more subtle in our use of differentiators. The technique is to form a
complete orthonormal set of functions by using differentiators. Using the Gram-Schmidt
procedure, we form an orthonormal set of functions, {Pn(w) exp[-1/2 Awj]}, from the set
{Fn() exp[-Awu/ 2]} in which
F(w) exp -LIA] (j,)n exp[- iIA] . (21)
The functions, {Pn(w) exp[-1/ 2 A]}, thus formed are similar to the Laguerre functions.
We now form the expansion
ejwa exp - = CnPn(w) exp I- AL, (22)[ 2 n=0
in which
C = f e a P (w) e - AJI dw, (23)
-00
since
oo for m = nSP (w)P (0) e-IA dw = (24)
n m0 for m n.
The integral-square error obtained by using N terms of this set is
0_ N 2[ 1
N = ea exp -IAj - I CP () exp[i- AcI dw
-oo - n
= f ejo w - N CP ( e-AI dC . (25)
-oo n= 0
This error tends to zero as N increases, since the set is complete and
e]W ex xp -LAw dw < oo. (26)
By substituting Eq. 20 in Eq. 10, we note that expression (25) for the integral-square
By substituting Eq. 20 in Eq. 10, we note that expression (25) for the integral-square
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error is an upper bound to the mean-square error of prediction. Thus, since
Lim 6 N = 0, the mean-square error of prediction can be made arbitrarily small by
N--o
using a suitably large number of members of the set {Pn(w)} as the predictor. We
note that the functions P (0) are a linear combination of differentiators. Thus we are
still predicting the time function, f (t), by means of differentiators; however, the coef-
ficients - which correspond to amplifier gains - are different from those given in
Eq. 19. We have thus shown that, for any prediction time, all functions of Class A can
be predicted with arbitrarily small mean-square error by using only differentiators.
This result implies that for any member of Class A the entire function - its complete
past, as well as its complete future - is determined by the value of the function and all
of its derivatives at one instant of time. Thus, for example, a bandlimited time function
that has no power above W cycles per second could be specified in terms of its Taylor
series expansion at some instant of time instead of its sample values spaced every
1/2W seconds apart.
3. Prediction of Band-Eliminated Time Functions
We shall study the prediction of this class by approximating spectra in this class
by sequences of nonsingular spectra. The prediction of the nonsingular spectrum is
known and its results are given by Eqs. 2-5. As the approximation becomes very
close, we shall show that the mean-square error of prediction becomes very small.
By virtue of Eq. 10, this result means that the optimum predictor approaches the
perfect predictor arbitrarily closely over the nonzero bands of the spectrum.
Consider the band-eliminated spectrum, D aa(), shown in Fig. X-4a. It can be
approximated by
2n
n(w)= 2n (27)
l+w
This n() is a nonsingular spectrum in the sense that its Paley-Wiener integral
converges. With a little algebra one can see that, in the complex S-plane, the poles
become smoothly distributed over the circle as n becomes large.
We shall find the optimum predictor for n() by the method of spectrum factori-
zation. Let us express the spectrum as a product in terms of its poles, pi, and its
zeros, z i . Then, factorizing it, we obtain
(S-z )(S) i  (S-Pi) (28)n iT(S-p )
where the zeros, zi, and the poles, pi, are simple and lie in the left-half plane. Next,
we expand the product into partial fractions
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Ck
(S) = k (S-P
k
Ck (Pk- zi)/ T (Pk- Pi).
1 /i, ifk
Using Eq. 4, we find the optimum predictor for prediction time a
Cke Pk/(S-Pk )H (S) =Z
optn k (S)
n
= ea p k T S- Pi k - z i
k i, ik Pk - Pi i S - z i
(29)
(30)
(31)
At the poles of the spectrum the optimum predictor is equal to the perfect predictor;
however, at the zeros of the spectrum the difference, G(w), between the optimum pre-
dictor and e j a w is large. Using Eq. 31 we find that the optimum predictor for n (w) is
CD (W)
0
(a)
Cbb(w)
-1 0
(b)
( (W)cc
-( 1 + a 1 (1 + a)
Fig. X-4. Some band-eliminated spectra.
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n Skn naS S -S.
H (S) k e k (32)
opt 1 i=1, ik i k
Si = j exp + )] k = 0, .,n, (33)
and the S.i lie in the left-hand plane only. As n becomes very large, 'n() becomes
very close to aa(w) and it can be shown that the optimum predictor converges to a
perfect predictor. 3
Note that the predictor is a series of integrators. These are large at small
frequencies, at which our spectrum D (w) is small. Thus not much error is intro-
duced. This result is similar to that for functions of Class A, which, as we have
found from Eqs. 19 and 25, are predictable by differentiators because the spectrum
is small at high frequencies, at which differentiators are large.
Next, we shall consider the behaviour of the mean-square error in predicting
D n() for very large n. The mean-square error of prediction 2n(t) given by Eq. 5 is
2 1
n(t) = T f (7r) d7 . (34)
Using Eq. 29 for n(S), we can replace the summation by an integral when n is
very large. For large n the coefficient Ck corresponding to our spectrum can be
approximated by
Ck() = C-2n expL
From Eq. 29
k Cke 7> 0
n(T) = 1
0 T <0.
Thus,
3HI/2 ex 2j exp (a+7) e J Cn dO > 0fiI exp 7
n(7 ) = 2 1(35)
0 ~7 < 0 .
The functions 4in(7), as given by Eq. 35, are similar to Fourier coefficients, which
have the property of going to zero for large n. This fact is valid for every T in the
interval [0, a]; thus we can bound n(7) for n large by
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(36)
2a
nP (T)l < 2nn2C2n C
Thus by substituting Eq. 33 in Eq. 34 we obtain
2 4a
2 (t) <T ae 4
n 2 4nC
(37)
We can consider n as a measure of the closeness of a nonsingular spectrum to a
singular one. In Fig. X-5 the behaviour of 62n(t), n, and prediction time into the future
is shown.
Note that for D (n), the error is small until a is of the order of n. Equation 37n
shows that for any given prediction time less than or equal to a
n =100
400 -
300 -
200 -
100 -
0 25 50 100
the error becomes
2 (t) - ae2a/C 2n
n 
= 1000
I I~ I I
200 300 400 500 600 700 800 900 1000
Fig. X-5. Approximate plot of error vs prediction time as a function of the closeness
to a singular spectrum (drawn for C = e).
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arbitrarily small as n becomes very large. In the limit of infinite n the error becomes
zero. This result implies that the optimum predictor is equal to the perfect predictor
except over the zero bands of the spectrum which introduce no error whatsoever, as
shown by Eq. 10.
The error ( 2 (t) was small for a less than n because n(T) is small for 7 < n and
most of the contribution to the error comes at 7 > n. Thus for very large n, that is, a
spectrum close to being singular, 4Jn(7) is small for a long interval 0 < 7 < n. This is
the interval of good prediction time. This behaviour in Qn(7) could be seen in other
almost singular spectra, as shown in section 4.
This method of predicting a singular spectrum by approximating it arbitrarily
closely by a power density spectrum can be applied to other singular spectra of both
Classes A and B. For example, the spectra of Fig. X-4b and 4c, (bb(e) and Icc(e), can
be approximated, respectively, by
n( )  1 2n (38)
1+w
1
Scn(W) = 1 + 1 (39)cn 2n 2nl+w 1+(y )
4. The Relation of the Paley-Wiener Integral to the Mean-Square Error of Prediction
It can be shown5 that the mean-square error of prediction is bounded by
2 lIn <D.( w)
S(t) < Me2a exp 2 1 1 2 dw (40)
This bound clearly shows that when i. (w) is singular, the Paley-Wiener integral
diverges, and the mean-square error of prediction is then zero.
Equation 40 could be used to obtain approximate values of the time of good pre-
diction. Let us consider the spectrum
2 -n
n(w) = 1 +w (41)
2
which converges to e -  . Applying Eq. 41, we obtain
-2
2 2a 2nf1n 1+u 2 /
2a 4n 0 In (l+w /n)
2n oo (w2/n)
SM e 2 a exp - f 2 d j
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Let (w2 / n) = x; then
0 2  2a 0 2 In 3x e2a -k V(t) - M e exp- f H dx Me e
o x 3/2
For a small compared with vn, and for n large, we can see that the error in
prediction is very small in agreement with the result given by Wiener2 which states
that the time of good prediction for this wave is of the order of f'ri.
Let us apply the result given by Eq. 40 to another spectrum. Consider the spectrum
discussed in section 3, and given by Eq. 27. This spectrum will give a small contri-
bution to Eq. 40 at high frequencies. Thus we need to consider only low frequencies.
n 2n 2n
(t) < M e2a exp 2 d2o,
-w1 1 + 
where w is some small number. Then
o
aWo In 2n 2a 4n o In 1
n(t) M e2 a exp 2 dw =M e exp 2 d
-w 1+ 2  -w 1 +
o o
Me2a e-kn (42)
Thus the time of good prediction is of the order of n. This agrees with what we
have found in the previous section. Also, note that the bound on the error has a form
that is similar to that in the previous section (Eq. 37).
M. Schetzen, A. A. Al-Shalchi
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E. ANALOG SIMULATION OF A PHASE-LOCKED OSCILLATOR
A model that describes the behavior of a phase-locked loop is shown in Fig. X-6.
The noises n 1(t) and n2 (t) represent the lowpass random processes when the Gaussian
input noise is resolved into a component that is in phase with 01(t) and in quadrature
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-n2 t) Fig. X-6. Model of a phase-
COS E locked oscillator.
Kfd I FILTER
with 61 (t). The details of the derivation of the model have been given by Van Trees. 1
When 01 (t) is constant and the input noise spectrum is symmetrical around the carrier
frequency fc' it is obvious that nl(t) and n2 (t) are sample functions from independent
Gaussian random processes with spectra as shown in Fig. X-7. When the input noise
N(t) is white (in practice, when 1/W is small relative to changes in the input phase
l1(t)), the resultant decomposition still gives independent, Gaussian processes.2
Fig. X-7. Power density spectrum of n1
and n2 .
-W 0 +W
The model is valid for all signal-to-noise levels. We are concerned with the
threshold behavior. One can showl that there exists a noise level that guarantees the
nonexistence of any stable equilibrium points.
This level, No > 1/K, results in an unbounded variance of the phase error, E, as
t approaches infinity, and hence this value of No is an upper bound on the threshold
noise level of the system.
When the model was simulated on an analog computer, the resulting threshold
noise levels were found to be less than the predicted upper bound. The details of the
simulation and of the experimental results have been given in the author's thesis. 3
The effects of the two noises acting separately were also studied. In an actual
loop the two noises can act separately only if the carrier is amplitude-modulated with
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Fig. X-8. Effects of n1 and n 2 for p/K = 0. 3.
BOTH n 1 AND n 2
.0320 .016
N (VOLTS 2/CYCLE/SEC)
Fig. X-9. Effects of n 1 and n 2 for p/K = 0.
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an independent, Gaussian process. Looking at the noises separately gives some
insight into what can be neglected in an analytic model. In Fig. X-8 are shown curves
of cycle skipping vs N o for n 1 acting alone, n 2 acting alone, and n1 and n 2 acting
together, all for p/K = 0. 3. Figure X-9 shows a similar set of curves for p/K = 0.
We observed that n2 acting alone did not cause skipping at any value of p/K, and
that at higher values of p/K the effect of n 1 acting alone is nearly the same as that for
n1 and n 2 acting together. At lower values of p/K, n 1 did not have as much effect as
n1 and n 2 - in fact, for P/K = 0, n 1 alone did not cause skipping. This result is
obvious, since nl(t) is multiplying a zero signal.
Similar results could be obtained for a loop with a filter. We expect the corre-
sponding curves to be qualitatively the same as those shown in Fig. X-9.
M. E. Austin
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