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Chapitre 1
Introduction
1.1 Contexte
Depuis le début du XXième siècle, le radar est progressivement utilisé pour détecter la présence d’objets
(aéronef, navire, véhicule terrestre, hydrométéores...), les localiser, déterminer leur vitesse et les identifier.
Ses applications sont nombreuses, tant dans le domaine civil (météorologie, sécurité routière,...) que
militaire (détection, localisation, identification,...).
La maîtrise de la SER, qui représente la capacité d’une cible à renvoyer un champ électromagnétique,
est donc primordiale, notamment dans le domaine militaire. Ainsi, de nombreux travaux portent sur la
réduction de la SER des engins militaires, principalement axés sur leur forme ou les matériaux qui les
composent.
Dans ce contexte de guerre électronique, la prédiction de la SER par le calcul est essentielle, dès la
phase de conception des engins. La géométrie de la cible est l’un des facteurs influençant sensiblement sa
SER. Ainsi certains contributeurs (réflexions spéculaires, diffractions d’arêtes de bords d’attaque ou de
fuite, discontinuités, réflexions multiples,...) ont un fort impact sur la valeur de la SER d’un engin. Dans
le cas d’aéronefs, les manches à air sont des éléments critiques pour la discrétion radar, particulièrement
en secteur frontal. Ces cavités induisent un phénomène de multiples réflexions à l’origine d’une SER très
forte pour un secteur angulaire très important. La modélisation de la SER de cavités est complexe et
nécessite une méthode de calcul efficace.
C’est dans ce contexte de volonté de maîtrise de la signature radar que s’inscrit ce travail de thèse,
qui porte sur le calcul de SER de cavités.
1.2 Objectifs et plan d’étude
Cette thèse a pour cadre le calcul de la diffraction électromagnétique par des cavités de forme complexe
et dont les dimensions sont grandes par rapport à la longueur d’onde afin d’en déterminer la SER.
L’objectif est d’aboutir à une méthode fiable et dont le temps de calcul est raisonnable.
De nombreuses méthodes ont été développées pour les calculs de SER de cavités. Elles se classent
en trois catégories : les méthodes analytiques, les méthodes numériques rigoureuses, et les méthodes
asymptotiques. Les méthodes analytiques sont basées sur un développement analytique des champs au
sein des cavités de forme canonique. Ces méthodes, précises et rapides, ne sont pas retenues car elles ne
peuvent être appliquées à des cavités de forme complexe. Les méthodes rigoureuses sont elles aussi très
précises puisque la seule approximation qu’elles impliquent est celle liée au maillage (discrétisation de la
cible). L’inconvénient majeur de ces méthodes est leur complexité, qui augmente avec la fréquence et/ou les
dimensions de la cible. Les temps de calculs peuvent alors rapidement devenir rédhibitoires. Ces méthodes
ne seront alors pas retenues mais pourront être utilisées comme référence pour valider les calculs effectués.
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Enfin, pour pallier ce défaut des méthodes rigoureuses, des méthodes asymptotiques Hautes Fréquences
ont été développées, basées sur l’Optique Géométrique (OG), on parle alors de méthodes asymptotiques
de type “rayons”, ou sur l’OP (Optique Physique), on parle alors de méthodes asymptotiques de type
“courants”. Parmi celles-ci, l’IPO (Iterative Physical Optics, OP itérative) a été choisie dans ces travaux,
cette méthode permettant un excellent compromis entre la complexité du calcul et la précision.
Dans le chapitre 2, une étude contextuelle et bibliographique est menée. Les équations de Maxwell,
base de tout problème d’électromagnétisme, sont rappelées. Elles permettent l’établissement des condi-
tions aux limites et des équations intégrales des champs. La notion de Surface Equivalente Radar est
ensuite explicitée. Par la suite, une étude des méthodes de calcul de la diffraction électromagnétique est
menée. On y distingue plusieurs méthodes, classées selon les grandes catégories citées précédemment :
les méthodes analytiques, les méthodes discrètes rigoureuses, et les méthodes asymptotiques Hautes Fré-
quences (HF). Un état de l’art est ensuite constitué sur la diffraction par des cavités, dont le calcul est
possible par de nombreuses méthodes. Cet état de l’art se conclut par la justification du choix de l’IPO,
axé particulièrement sur la notion de complexité de calcul.
Le chapitre 3 est consacré à l’étude et l’amélioration de la précision de l’IPO. Une étude détaillée de
l’ombrage au sein de l’IPO est alors menée, ce phénomène ayant un impact important sur la précision
du calcul de SER. La technique novatrice d’ombrage “physique” est développée. Il s’agit d’une technique
d’ombrage basée sur les équations intégrales des champs électromagnétiques pour deux objets couplés,
et sur le rayonnement en zone d’ombre de l’OP. Cette technique est comparée à l’ombrage géométrique
pour des applications à des structures ouvertes. Pour une application à une cavité, l’utilisation d’une
surface fictive sur l’ouverture permet aussi une prise en compte du phénomène d’ombrage. La technique
de l’ombrage physique a pu être comparée et associée à cette technique classique. Enfin, une application
de l’IPO autre que celle de la prédiction de SER est étudiée : le rayonnement d’antenne sur porteur.
Pour ces cas de structures ouvertes, l’ombrage physique est également appliqué et comparé à l’ombrage
géométrique.
Le chapitre 4 concerne l’amélioration du temps de calcul par l’IPO, directement lié à sa complexité.
Afin d’appliquer une compression numérique à la méthode IPO, un formalisme matriciel est développé,
puis il est optimisé afin de réduire la taille des matrices engendrées. Ensuite, l’application de l’algorithme
ACA (Adaptive Cross Approximation) à ces matrices est alors possible, représentant une innovation
importante. Cette technique, courante en méthodes rigoureuses, permet une diminution importante de
la complexité du calcul matriciel ainsi que de la mémoire nécessaire au stockage des matrices. L’ACA a
ensuite été recompressée en utilisant la technique R-ACA, qui lui associe une décomposition QR et une
SVD tronquée afin d’améliorer sa compression. Enfin, la S-IPO (IPO segmentée), IPO appliquée à des
tronçons qui composent la cavité, est également utilisée pour réduire la complexité.
Enfin, le chapitre 5 consiste en une conclusion générale de ces travaux. Un bilan sur l’amélioration de
la précision et du temps de calcul par l’IPO est dressé, et des perspectives sont dégagées pour améliorer
encore cette méthode.
1.3 Notations et conventions
La présente section a pour but de résumer les principales notations adoptées dans ce manuscrit afin
d’en faciliter la lecture. Dans un premier temps, les notations concernant les vecteurs et matrices seront
explicitées. Puis les définitions des coordonnées spatiales seront illustrées, et on donnera également la
convention temporelle. Enfin, une liste des principales grandeurs rencontrées sera effectuée, en rappelant
leur nature, et leur unité.
1.3.1 Notations pour les vecteurs et matrices
Dans ce manuscrit, les vecteurs “physiques” (caractérisés par leur direction, leur sens et leur norme)
seront différenciés des vecteurs “numériques” (ensemble de valeurs scalaires) dans la notation. Les nota-
tions pour ces deux types de vecteurs ainsi que pour les matrices et les opérations associées sont résumées
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ci-dessous.
Les vecteurs physiques seront notés ~V , à l’exception des vecteurs unitaires (de norme constante et
égale à 1), qui seront notés vˆ. Ainsi un vecteur pourra être exprimé ~V = V vˆ, vˆ donnant sa direction, le
signe de V son sens, et |V | = ‖~V ‖ sa norme.
On associe aux vecteurs physiques les opérations produit vectoriel et produit scalaire. Le produit
vectoriel sera noté “∧” : ~W = ~U ∧ ~V et le produit scalaire “·” : A = ~U · ~V .
Les vecteurs numériques seront notés V . Ils correspondent à une matrice-colonne. Les matrices à
plusieurs colonnes seront, elles, notées P ou encore P [a × b] pour préciser les dimensions, a étant alors
le nombre de lignes et b le nombre de colonnes.
Aux matrices et vecteurs numériques sont associées les opérations produit matriciel, multiplication et
division élément par élément, transposition et inverse. Le produit matriciel sera omis dans les expressions :
P [a× c] = M [a× b]N [b× c]. La multiplication élément par élément sera notée “.” : P [a× b] = M [a×
b].N [a× b] et la division élément par élément “./” : P [a× b] = M [a× b]./N [a× b]. Enfin la transposée
d’une matrice M [a × b] sera notée MT [b × a], la transposée d’un vecteur numérique (matrice-colonne)
V [N × 1] est une matrice-ligne : V T [1 × N ]. Enfin, l’inverse d’une matrice carrée inversible M [a × a]
sera noté M
−1
[a× a].
Par ailleurs, les éléments qui composent une matrice M [a× b] seront notés M(u, v), où u ∈ [1..a] et
v ∈ [1..b] représentent les indices des éléments dans la matrice.
Exemple :
Soient 2 points A et B, de coordonnées cartésiennes respectives ~A1 =
Xa1Y a1
Za1
 et ~B1 =
Xb1Y b1
Zb1
 dans
un repère R1, et ~A2 =
Xa2Y a2
Za2
 et ~B2 =
Xb2Y b2
Zb2
 dans un repère R2.
Numériquement, on notera le vecteur coordonnées dans R1 de l’ensemble des points R1 =

Xa1
Xb1
Y a1
Y b1
Za1
Zb1

,
et dans R2 R2 =

Xa2
Xb2
Y a2
Y b2
Za2
Zb2

.
La matrice de passage du repère R1 au repère R2 sera alors notée P 12, telle que P 12R1 = R2. La
matrice de passage du repère R2 au repère R1 sera P 21 = P
−1
12 , et P 21R2 = R1.
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1.3.2 Coordonnées spatiales et convention temporelle
On précise ici la définition des coordonnées sphériques (R, θ, φ), telles qu’elles seront utilisées tout au
long de ce manuscrit. La figure 1.1 illustre la définition des angles de site θ et de gisement φ associés
à un point P de l’espace. Á chaque point P de l’espace, situé en ~R, on associe un repère sphérique(
Rˆ(~R), θˆ(~R), φˆ(~R)
)
, dont les vecteurs de base sont les vecteurs unitaires donnant la direction croissante
des coordonnées sphériques.
Figure 1.1 – Coordonnées sphériques - Définition
Par ailleurs, la convention temporelle (définie en section 2.1.2) adoptée dans ce manuscrit sera e−jωt.
1.3.3 Grandeurs introduites et unités
Unités du Système International
Grandeur Unité Symbole
masse kilogramme kg
distance mètre m
temps seconde s
courant Ampère A
NB : le Système International (S.I.) compte en fait 7 unités de base, mais le Kelvin (K), la mole (mol)
et le candela (cd) ne seront pas utilisés dans ce manuscrit.
1.3. NOTATIONS ET CONVENTIONS 23
Grandeurs scalaires
Grandeur Notation Unité courante Unité S.I.
potentiel électrique V V kg.m2.A−1.s−3
résistance, impédance R,Z Ω = V.A−1 kg.m2.A−2.s−3
conductance, admittance G,Y S = A.V −1 A2.s3.kg−1.m−2
charge électrique q C A.s
charge magnétique (1) qm Wb = V.s kg.m2.A−1.s−2
densité de charge électrique ρe,ρ C.m−3 A.s.m−3
densité de charge magnétique (1) ρm Wb.m−3 kg.m−1.A−1.s−2
capacité électrique C F = A.s.V −1 A2.s4.kg−1.m−2
inductance L H = V.s.A−1 kg.m2.s−2.A−2
permittivité (2)  F.m−1 A2.s4.kg−1.m−3
perméabilité (2) µ H.m−1 kg.m.A−2s−2
célérité c m.s−1 m.s−1
fréquence F Hz s−1
pulsation propre ω rad.s−1 s−1
longueur d’onde λ m m
nombre d’onde k rad.m−1 m−1
force F N kg.m.s−2
énergie E J kg.m2.s−2
puissance P W kg.m2.s−3
SER σ m2 m2
SER (dB) (3) σ dBm2
(1) La charge magnétique et sa densité volumique n’ont pas de réalité physique. Elles sont utilisées
pour formuler une dualité dans les expressions des grandeurs électromagnétiques (voir section 2.1.1).
Physiquement, ces grandeurs sont nulles.
(2) La permittivité et la perméabilité ne sont des grandeurs scalaires que dans le cas d’une propagation
dans un milieu isotrope, ce qui sera le cas dans ce manuscrit.
(3) La SER est souvent exprimée en dBm2, sans distinction de notation avec la SER en m2 (voir les
définitions en section 2.1.6). Dans le S.I., les dBm2 correspondent à une grandeur sans unité.
Grandeurs vectorielles
Grandeur Notation Unité courante Unité S.I.
champ électrique ~E V.m−1 kg.m.A−1.s−3
champ magnétique ~H A.m−1 A.m−1
densité de courant électrique ~J A.m−2 A.m−2
densité de courant magnétique ~M V.m−2 kg.A−1.s−3
induction électrique ~D C.m−2 A.s.m−2
induction magnétique ~B T = Wb.m−2 kg.A−1.s−2
vecteur d’onde ~k rad.m−1 m−1
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Valeurs typiques
Grandeur Notation Valeur (approchée) Unité
célérité de la lumière dans le vide c0 3.108 m.s−1
permittivité du vide 0 136pi10−9 = 8.854.10−12 F.m−1
perméabilité du vide µ0 4pi10−7 = 1.257.10−6 H.m−1
impédance de l’espace libre Z0,η0 120pi = 376.991 Ω
Chapitre 2
Diffraction par des cavités et choix
de la méthode IPO
Cette thèse se place dans le contexte de la modélisation électromagnétique et de la résolution du
problème de la diffraction. De nombreuses techniques ont été développées pour de tels calculs. Comme
tout problème électromagnétique, ces techniques se basent sur les équations de Maxwell. Dans cette thèse,
on s’intéresse plus particulièrement aux équations intégrales des champs et aux conditions aux limites, qui
se déduisent des équations de Maxwell, pour la résolution du problème de la diffraction par des cavités.
Ainsi, dans ce chapitre, les équations de l’électromagnétisme seront d’abord rappelées afin de poser
les bases théoriques, ainsi que la définition de la Surface Equivalente Radar (SER), grandeur utilisée pour
caractériser la diffraction électromagnétique. Puis les méthodes de résolution du problème de la diffraction
seront abordées, et plus particulièrement pour le cas des cavités. Il sera alors possible de justifier le choix
de la méthode utilisée pour résoudre le problème du calcul de la SER de cavités complexes de grandes
dimensions.
2.1 Electromagnétisme et SER
2.1.1 Equations de Maxwell
L’électromagnétisme consiste en l’étude des interactions entre particules chargées en mouvement. En
pratique, l’étude d’une charge ponctuelle et de l’influence qu’elle subit de l’ensemble des autres charges est
reliée à une propriété de l’espace et du temps. Cette propriété est représentable par un couple de vecteurs(
~E, ~H
)
que l’on appelle le champ électromagnétique, et qui permet de globaliser l’action des particules.
~E est le champ électrique, exprimé en V.m−1 et ~H est le champ magnétique, exprimé en A.m−1.
A l’échelle macroscopique, les charges sont représentées par deux grandeurs : la densité volumique
de charge électrique ρ (exprimée en C.m−3), qui représente la quantité moyenne de charges par unité
de volume au voisinage du point de l’espace considéré ; et le vecteur densité de courant électrique ~J (en
A.m−2) qui est lié à la vitesse ~v (en m.s−1) des charges : ~J = ρ~v. Les grandeurs ρ et ~J sont alors qualifiées
de sources du champ électromagnétique.
Le champ électromagnétique est relié aux sources par les équations de Maxwell. Ces équations sont
nées des travaux de James Clerk Maxwell en 1864 [1, 2], qui parvint à unifier les théories entre champs
magnétique et électrique. Simplifiées sous la forme de quatre équations vectorielles à la fin du XIXème siècle
par Oliver Heaviside [3], elles constituent les équations fondamentales de tout problème électromagnétique.
Elles sont données, sous une forme locale et pour un milieu Linéaire Homogène et Isotrope (LHI) [4],
par :
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~∇∧ ~E = −µ∂
~H
∂t
(2.1a)
~∇ · ~H = 0 (2.1b)
~∇ · ~E = ρ

(2.1c)
~∇∧ ~H = ~J + ∂
~E
∂t
(2.1d)
Dans ces équations, les champs ~E et ~H sont alors reliés aux sources ρ et ~J .  (F.m−1) et µ (H.m−1) sont
respectivement la permittivité et la perméabilité du milieu, qui ne dépendent ni des champs (condition
de linéarité), ni du point de l’espace considéré (homogénéité), ni de la direction des champs (isotropie).
Il est à noter que les grandeurs ~E, ~H, ~J et ρ sont soumises à une dépendance spatio-temporelle (~r, t),
où ~r représente la location du point de l’espace et t l’instant, omise dans l’écriture des équations. Cette
dépendance justifie les utilisations des opérateurs différentiels temporel ∂∂t et spatial ~∇ (“nabla”).
Les 2 premières équations traduisent des propriétés intrinsèques du champ électromagnétique, indépen-
damment des sources. L’équation de Maxwell-Faraday (2.1a) traduit le fait que des variations temporelles
du champ magnétique induisent la création d’un champ électrique dont les lignes de champ s’enroulent
autour de celles du champ magnétique. L’équation de Maxwell-Thomson (2.1b), également appelée équa-
tion de Maxwell-Gauss magnétique, traduit mathématiquement le fait que les lignes de champ magnétique
ne peuvent pas diverger à partir d’un point de l’espace. Physiquement, elle exprime l’inexistence d’un
monopôle magnétique, charge magnétique ponctuelle analogue à la charge électrique q.
Les 2 autres équations montrent les dépendances des champs vis-à-vis des sources. L’équation de
Maxwell-Gauss (électrique) (2.1c) montre que la présence de charges électriques en un point de l’espace
permet aux lignes de champ électrique de diverger à partir de ce point. L’équation de Maxwell-Ampère
(2.1d) montre enfin que la génération d’un champ magnétique est liée à la fois à la présence d’un courant
électrique et à la variation temporelle du champ électrique. Cette dernière dépendance, qui est le fruit de
l’apport de Maxwell au théorème d’Ampère, est fondamentale puisque, associée à l’équation de Maxwell-
Faraday, elle montre que la circulation des ondes électromagnétiques est auto-entretenue.
On remarque dans ces équations que la présence de charges et de courants électriques rompt une symé-
trie dans les expressions des deux champs. Ainsi, il est parfois pratique d’utiliser des sources magnétiques
fictives afin de rendre les équations de Maxwell symétriques et de pouvoir exprimer facilement un champ
à partir de l’expression de l’autre. On peut alors réécrire les équations de Maxwell en considérant à la fois
des densités de charges électrique ρe (C.m−3) et magnétique ρm (Wb.m−3), et des courants électrique
~J (A.m−2) et magnétique ~M (V.m−2), tout en sachant que ρm et ~M n’ont pas de réalité physique. Les
équations de Maxwell symétrisées s’écrivent alors :
~∇∧ ~E = − ~M − µ∂
~H
∂t
(2.2a)
~∇ · ~H = ρm
µ
(2.2b)
~∇ · ~E = ρe

(2.2c)
~∇∧ ~H = ~J + ∂
~E
∂t
(2.2d)
On note tout de même que la dualité est vérifiée à un signe près dans les équations, on parle de “dualité
symétrique”. On peut exprimer les relations de passage du champ électrique au champ magnétique [4,5] :
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~E → ~H
~H → − ~E
ρe → ρm
→ µ
~M → − ~J
~J → ~M
µ→ 
(2.3)
Les équations de Maxwell, sous leur forme locale, ne sont valables qu’en un point régulier de l’espace
(milieu homogène). Le traitement de l’interface entre deux milieux s’effectue grâce à des relations de
passage. Ainsi un problème de diffraction électromagnétique fait intervenir deux phénomènes : la pro-
pagation d’une onde dans un milieu homogène, et le comportement de l’onde à l’interface entre deux
milieux. Ces phénomènes sont respectivement régis par les équations de propagation et les conditions aux
limites, objets des deux sections suivantes.
2.1.2 Equations de propagation
Les équations de propagation découlent des équations de Maxwell. Le point de départ est d’appliquer
la formule du rotationnel du rotationnel au champ électrique :
~∇∧
(
~∇∧ ~E
)
= ~∇
(
~∇ · ~E
)
−∇2 ~E (2.4)
Où ∇2 = ~∇ · ~∇ est l’opérateur Laplacien. On peut alors injecter les équations de Maxwell-Faraday
(2.2a) et Maxwell-Gauss (2.2c), pour obtenir :
~∇∧
(
− ~M − µ∂
~H
∂t
)
= ~∇
(ρe

)
−∇2 ~E (2.5)
Dans un milieu LHI, on peut transformer cette expression :
∇2 ~E − µ ∂
∂t
(
~∇∧ ~H
)
= 1

~∇ (ρ) + ~∇∧ ~M (2.6)
On reconnait ainsi un membre de l’équation de Maxwell-Ampère (2.2d), que l’on peut donc remplacer
par l’autre membre :
∇2 ~E − µ ∂
∂t
(
~J + ∂
~E
∂t
)
= 1

~∇ (ρe) + ~∇∧ ~M (2.7)
Il suffit alors de réorganiser les termes, en séparant les termes de sources des termes de champ, pour
obtenir :
∇2 ~E − µ∂
2 ~E
∂t2
= 1

~∇ (ρe) + µ∂
~J
∂t
+ ~∇∧ ~M (2.8)
Il s’agit d’une forme d’équation d’onde avec un terme d’excitation (terme de droite), où l’on peut
noter c = 1√µ la célérité de l’onde. De plus, on peut utiliser la dualité symétrique (2.3) entre les champs
électrique et magnétique, pour obtenir les équations d’onde électrique et magnétique :
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∇2 ~E − 1
c2
∂2 ~E
∂t2
= 1

~∇ (ρe) + µ∂
~J
∂t
+ ~∇∧ ~M (2.9)
∇2 ~H − 1
c2
∂2 ~H
∂t2
= 1
µ
~∇ (ρm) + ∂
~M
∂t
− ~∇∧ ~J (2.10)
En l’absence de sources, on obtient des équations de la forme des équations d’onde de D’Alembert :
∇2 ~E − 1
c2
∂2 ~E
∂t2
= ~0 (2.11)
∇2 ~H − 1
c2
∂2 ~H
∂t2
= ~0 (2.12)
Ces équations rendent compte d’un phénomène de propagation de l’onde électromagnétique. Si elles
sont, comme on l’a vu, une conséquence des équations de Maxwell, elles ne sont pas une équivalence à
celles-ci (en particulier, elles ne renseignent en rien du lien entre les champs électrique et magnétique qui
sont ici séparés). Elles traduisent le fait que les champs électrique et magnétique, créés au niveau des
sources, s’entretiennent ensuite au-delà de celles-ci.
A ce stade, on remarque que les deux champs sont régis par la même équation d’onde. On s’attache
alors à trouver une solution pour un seul des deux champs, qui sont liés par les équations de Maxwell.
Une solution particulière de cette équation de propagation est l’Onde Plane Progressive Monochromatique
(OPPM), pour laquelle le champ électrique, en un point de position ~r et à l’instant t, a pour expression :
~E(~r, t) = ~E0e±j(ωt−
~k·~r+Φ0) = ~E(~r)e±jωt (2.13)
Dans cette expression, les dépendances spatio-temporelles ont été exprimées pour faciliter la compré-
hension. ~E0 est un vecteur complexe constant qui donne l’amplitude et la polarisation du champ. Φ0 est
un terme de phase constant (la phase n’est définie que relativement par rapport à une origine). La dépen-
dance spatiale est relative au vecteur d’onde ~k = kkˆ, dont la norme k = 2piλ (exprimée en rad.m−1) est le
nombre d’onde, λ (m) est la longueur d’onde, et le vecteur unitaire kˆ donne la direction de propagation.
La dépendance temporelle est relative au facteur ω (rad.s−1), pulsation propre de l’onde. La célérité de
l’onde permet un lien entre les 2 dépendances : k = ωc .
Le choix du signe du terme de phase est arbitraire. Par la suite, la convention e−jωt sera retenue,
et ce facteur sera omis dans les équations, l’étude portera donc sur ~E(~r) = ~E0e+j(~k·~r−Φ0). On peut
alors ramener toute dérivation temporelle à une multiplication par un facteur −jω. L’équation d’onde
électrique s’écrit alors :
∇2 ~E + k2 ~E = (∇2 + k2) ~E = 1

~∇ (ρ)− jωµ ~J (2.14)
En particulier, si l’on se place en l’absence de source, on obtient l’équation de Helmholtz :
∇2 ~E + k2 ~E = (∇2 + k2) ~E = ~0 (2.15)
Par ailleurs, avec l’hypothèse d’onde plane, on peut montrer [4] la relation suivante, pour une propa-
gation dans un milieu LHI assimilé au vide :
~H = kˆ ∧
~E
Z0
(2.16)
Cette relation montre que
(
kˆ, ~E, ~H
)
forme un trièdre direct, et que le rapport d’amplitude ‖~E‖‖ ~H‖ est
égal à l’impédance d’onde dans le vide Z0 (en Ω).
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2.1.3 Conditions aux limites
En plus des équations de propagation ainsi établies, un problème de diffraction, qui fait intervenir au
moins deux milieux différents, nécessite la connaissance du comportement des champs à l’interface entre
deux milieux.
On considère (voir figure 2.1) une surface S, séparant un milieu LHI 1 de permittivité et perméabilité
(1, µ1) d’un milieu LHI 2 de permittivité et perméabilité (2, µ2). On note nˆ12 la normale à S orientée
du milieu 1 vers le milieu 2,
(
~E1, ~H1
)
le champ électromagnétique dans le milieu 1 et
(
~E2, ~H2
)
dans le
milieu 2.
Figure 2.1 – Conditions aux limites - Représentation des champs à l’interface entre 2 milieux
Les équations de Maxwell, sous leur forme locale, ne sont applicables qu’en des points réguliers de
l’espace. En cas de discontinuité de milieu, leur forme intégrale peut être utilisée [4] afin d’établir des
équations valides à l’interface. Ces équations sont appelées conditions aux limites, et s’expriment :
nˆ12 · ( ~B2 − ~B1) = 0 (2.17a)
nˆ12 · ( ~D2 − ~D1) = ρS (2.17b)
nˆ12 ∧ ( ~E2 − ~E1) = ~0 (2.17c)
nˆ12 ∧ ( ~H2 − ~H1) = ~JS (2.17d)
Où ~B1 = µ1 ~H1 et ~B2 = µ2 ~H2 sont appelées induction magnétique (en Tesla) respectivement du
milieu 1 et du milieu 2, ~D1 et ~D2 sont appelées induction électrique (en C.m−2) respectivement du milieu
1 et du milieu 2, ρS (C.m−2) est la densité surfacique de charge, et ~JS (A.m−2) la densité surfacique de
courant sur S.
Ces relations imposent, à l’interface entre deux milieux LHI :
– la continuité de la composante normale de l’induction magnétique et de la composante tangentielle
du champ électrique ;
– la discontinuité de la composante normale de l’induction électrique. Cette discontinuité est due aux
charges surfaciques ;
– la discontinuité de la composante tangentielle du champ magnétique. Cette discontinuité correspond
à un courant surfacique.
2.1.4 Problème de la diffraction électromagnétique
Un problème de diffraction fait intervenir une source, un obstacle qui interagit avec l’onde émise, et
un point d’observation. La figure 2.2 illustre le problème étudié.
On considère un objet de surface S centré à l’origine du repère (O, Xˆ, Yˆ , Zˆ).
L’émetteur est placé au point Pi. L’onde incidente est de nombre d’onde k = 2pi/λ, et de direction kˆi.
On considère un élément de surface dS′ sur S, de normale nˆ′, dont le centre P ′ est situé en ~R′. On
note
(
~Ei(~R′), ~Hi(~R′)
)
le champ incident en cet élément de surface. Le champ total en ce point est noté
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Figure 2.2 – Diffraction par un objet quelconque - Configuration spatiale
(
~E(~R′), ~H(~R′)
)
, ou encore pour simplifier les écritures
(
~E′, ~H ′
)
.
Le champ est observé au point P, situé en ~R = Rrˆ. On note
(
~Es(~R), ~Hs(~R)
)
le champ diffracté par
l’objet en P.
On utilisera le vecteur ~r′ = ~R− ~R′, de norme r′ et porté par rˆ′.
NB : Les variables notées avec des « ′ »représentent des variables dépendant de l’élément de surface
considéré. Cette notation permettra d’identifier facilement les variables d’intégration dans les équations
intégrales qui suivent.
La résolution du problème de diffraction consiste en l’expression du champ électromagnétique diffracté(
~Es(~R), ~Hs(~R)
)
en fonction du champ électrique incident
(
~Ei(~R′), ~Hi(~R′)
)
en tout point de coordonnée
~R′ d’une surface S donnée. Cette résolution fait appel aux phénomènes de propagation (décrits en section
2.1.2), entre Pi et S puis entre S et P , ainsi qu’aux conditions aux limites (voir section 2.1.3) sur la surface
S. Les conditions aux limites ont été décrites en section 2.1.3 pour un point d’une surface, et devront
donc être intégrées sur l’ensemble des points de S.
2.1.5 Equations intégrales de Stratton-Chu
A partir des équations de l’électromagnétisme vues précédemment, il est possible de développer des
équations intégrales des champs. Le calcul, détaillé en Annexe B, repose sur la méthode de Stratton-
Chu [5–10]. Il aboutit aux expressions suivantes pour les champs électrique et magnétique diffractés,
appelées équations de Stratton-Chu :
~Es(~R) =
x
S
[
jωµ(nˆ′ ∧ ~H ′)g′ + (nˆ′ ∧ ~E′) ∧ ~∇g′ +
(
nˆ′ · ~E′
)
~∇g′
]
dS′ (2.18)
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~Hs(~R) =
x
S
[
−jω(nˆ′ ∧ ~E′)g′ + (nˆ′ ∧ ~H ′) ∧ ~∇g′ +
(
nˆ′ · ~H ′
)
~∇g′
]
dS′ (2.19)
Où ~Es = ~E − ~Ei et ~Hs = ~H − ~Hi sont les champs électrique et magnétique diffractés et g′ = G(~R, ~R′)
est la fonction de Green appliquée aux vecteurs positions ~R et ~R′. La fonction de Green [9,11,12], qui peut
être vue comme un propagateur d’une source ponctuelle du champ électromagnétique, est par définition
solution de l’équation suivante, issue de l’équation de Helmholtz :
(∇2 + k2)G(~R, ~R′) = −δ(~R− ~R′) (2.20)
La fonction de Green correspond physiquement au rayonnement d’une source ponctuelle vers un point
d’observation, et sa solution, dans le cas tridimensionnel, est donnée par :
G(~R′, ~R) = G(~R, ~R′) = e
jk‖~R′−~R‖
4pi‖~R′ − ~R‖ (2.21)
Les équations de Stratton-Chu, valables pour P en dehors de la surface S, formalisent ainsi le problème
de diffraction par un objet dans son milieu. Cependant, ce formalisme nécessite encore la connaissance
des courants de surface :
~J ′ = nˆ′ ∧ ~H ′ (2.22)
~M ′ = −nˆ′ ∧ ~E′ (2.23)
2.1.6 SER : Surface Equivalente Radar
On considère la scène radar présentée figure 2.3, qui contient un objet, appelé “cible”, un émetteur
radar qui émet un champ électrique ~Ei vers la cible, et un récepteur radar qui reçoit le champ ~Es diffracté
par la cible. Ri représente la distance entre l’émetteur et la cible et Rs celle entre la cible et le récepteur.
Sur la figure 2.3, l’émetteur et le récepteur sont délocalisés, on parle de configuration bistatique. Lorsqu’ils
sont colocalisés, on parle de configuration monostatique. On note alors R = Ri = Rs.
Figure 2.3 – Scène radar (configuration bistatique)
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La SER (Surface Équivalente Radar) est une grandeur couramment utilisée pour la détection et
l’identification de cibles radar. Elle représente la réflectivité électromagnétique d’un objet, sa capacité à
renvoyer l’énergie électromagnétique. Sa définition est donnée par la formule (2.24). Communément notée
σ, la SER est homogène à des m2, et souvent exprimée en dBm2.
σ[m2] = lim
R→∞
4piR2 ‖
~Es‖2
‖ ~Ei‖2
= lim
R→∞
4piR2 ‖
~Hs‖2
‖ ~Hi‖2
(2.24)
σ[dBm2] = 10 log10(
σ[m2]
σ0
), avec σ0 = 1m2 (2.25)
Cette définition est vraie en zone de Fraunhofer (ou zone de champ lointain), définie par
l’équation (2.26), et dans laquelle on se placera dans le cadre de l’étude de la SER.
R ≥ 4D
2
λ
(2.26)
Où D est la dimension caractéristique de l’objet, et λ la longueur d’onde.
NB : Ici, la zone de Fraunhofer est définie pour une configuration monostatique, en tenant compte du
trajet aller retour. Pour un trajet simple, un critère R ≥ 2D2λ est suffisant
Ainsi, les ondes incidentes sur la cible sont considérées comme planes, tout comme les ondes réfléchies
sur l’antenne de réception.
La SER d’une cible dépend :
– de la géométrie de la cible
– des matériaux la constituant
– de la position et l’orientation relatives de la cible par rapport au radar
– de la fréquence de l’onde émise
– des polarisations des champs incident et diffracté
Ce dernier élément est fondamental lors d’un calcul de SER. La polarisation définit l’orientation du
vecteur champ électrique. En zone de Fraunhofer, on considère que l’onde électromagnétique est plane
et
(
kˆ, ~E, ~H
)
forme donc un trièdre direct. On définit pour une direction d’incidence donnée les états de
polarisation linéaire H (Horizontale) et V (Verticale).
Afin de définir les polarisations, on se place dans le repère lié à la cible, qui reçoit un champ incident
depuis un point Pi et dont le champ diffracté est évalué au point P . La figure 2.4 illustre la configuration
utilisée pour définir la polarisation du champ incident. On considère un point d’incidence Pi de coordon-
nées (Ri, θi, φi), avec Ri → ∞. On associe au point d’incidence les vecteurs de base du repère sphérique(
Rˆ(Pi), θˆ(Pi), φˆ(Pi)
)
, et la direction d’incidence est alors donnée par kˆi = −Rˆ(Pi). On peut alors définir
un angle de polarisation ηi [13] , comme illustré sur la figure 2.4, afin de définir par projection l’orientation
des champs. Ainsi, on peut écrire :
eˆi = −~ei,V θˆ(Pi) + ~ei,H φˆ(Pi) (2.27a)
~ei,V = −eˆi · θˆ(Pi) = eˆi(ηi = 0°) (2.27b)
~ei,H = eˆi · φˆ(Pi) = eˆi(ηi = 90°) (2.27c)
(2.27d)
Où eˆi est le vecteur unitaire donnant la direction du champ incident ; ~ei,V et ~ei,H sont alors appelées
composantes verticale (V) et horizontale (H) respectivement. La composante H est donnée par le cas
particulier ηi = 90° et la composante V par le cas particulier ηi = 0°
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De même à l’observation, (Rs, θs, φs) désignent les coordonnées de P , de vecteurs de base en coordon-
nées sphériques
(
Rˆ(P ), θˆ(P ), φˆ(P )
)
. La direction du champ est alors cette fois kˆs = +Rˆ(P ), et les états
de polarisation sont définis par :
eˆs = +~es,V θˆ(P ) + ~es,H φˆ(P ) (2.28a)
~es,V = eˆs · θˆ(P ) = eˆs(ηs = 0°) (2.28b)
~es,H = eˆs · φˆ(P ) = eˆs(ηs = 90°) (2.28c)
(2.28d)
(a) vue 3D (b) vue 2D (plan de normale −kˆi)
Figure 2.4 – Configuration de la polarisation du champ électromagnétique incident
On peut ainsi redéfinir la SER, jusqu’alors définie sans tenir compte des polarisations, en utilisant les
différents états de polarisations rectilignes, formant ainsi une matrice de SER :
σ =
[
σHH σV H
σHV σV V
]
(2.29)
Avec :
σpq = lim
R→∞
4piR2
∣∣∣ ~Eqd∣∣∣2∣∣∣ ~Eps ∣∣∣2 (2.30)
Où σpq est la SER pour un couple de polarisations p à l’émission et q à la réception.
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2.2 Méthodes de résolution du problème de la diffraction
2.2.1 Méthode analytique
Les méthodes analytiques [5,7,14] permettent une résolution exacte du problème de la diffraction par
séparation des variables dans l’équation de Helmholtz (2.15). Dans un repère orthonormal (uˆ1, uˆ2, uˆ3),
on montre [7] que la résolution du problème passe par celle de l’équation scalaire :
∇2Ψ + k2Ψ = 0 (2.31)
Où Ψ = Ej , j ∈ [1..3], représente une des composantes du champ (ici, le champ électrique, mais le
champ magnétique peut en être déduit).
Si cette méthode permet bien une résolution rigoureuse du problème de diffraction, elle présente
l’inconvénient majeur de ne pas être généralisable à n’importe quelle cible. Il est en effet nécessaire de
trouver un système de coordonnées dans lequel la surface de l’obstacle se trouve dans l’un des 3 plans
équi-coordonnées.
Ainsi, cette méthode, couramment utilisée pour des géométries canoniques (on peut notamment citer
la solution de Mie pour une sphère [14, 15], celle de Rayleigh pour un cylindre infini [16]), n’est pas
applicable à des géométries complexes. Pour celles-ci, il est nécessaire d’utiliser une méthode dite de
discrétisation, c’est-à-dire d’appliquer une discrétisation (maillage) surfacique ou volumique à la cible
pour résoudre le problème.
2.2.2 Méthodes discrètes rigoureuses
Les méthodes de discrétisation sont utilisées pour résoudre des problèmes de diffraction électromagné-
tique par des cibles complexes, ce qui n’est pas possible analytiquement. La cible est alors discrétisée (ou
maillée), et la résolution du problème de la diffraction se fait numériquement. La cible peut être maillée
soit volumiquement soit surfaciquement, et plusieurs formes de mailles sont possibles. Pour un maillage
surfacique, il est plus courant d’utiliser des mailles triangulaires, adaptées pour décrire toute forme de
cible. La figure 2.5 montre un exemple de cible discrétisée surfaciquement par un maillage triangulaire, à
partir de la CAO (Conception Assistée par Ordinateur).
(a) CAO (b) Maillage surfacique triangulaire
Figure 2.5 – CAO et maillage d’un avion de chasse alphajet
Si cette discrétisation engendre nécessairement une approximation du résultat, il existe des méthodes
discrètes dites rigoureuses qui ne contiennent aucune autre approximation, et à condition d’avoir un
maillage adéquat, on considère qu’elles offrent une solution exacte du problème.
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2.2.2.1 Méthode des différences finies dans le domaine temporel (FDTD)
La méthode de la FDTD [4, 5, 17–20], Finite Differences in Time Domain, permet une résolution
directe des équations de Maxwell dans le domaine du temps et de l’espace. Il s’agit d’une méthode
de discrétisation tridimensionnelle (maillage volumique) de résolution temporelle (par opposition aux
méthodes fréquentielles, qui résolvent les équations de Maxwell en régime harmonique, donc fréquence
par fréquence).
La résolution s’effectue dans un domaine de temps et d’espace borné où la cible et le milieu de propa-
gation sont discrétisés en cellules élémentaires. Les dérivées spatiales et temporelles des 6 composantes du
champ électromagnétique présentes dans les équations de Maxwell sont alors approchées numériquement
par le principe des différences finies s’appuyant sur un développement en séries de Taylor. On montre [4,18]
que l’on peut s’affranchir numériquement de l’interdépendance des 2 champs en les décalant d’un demi
pas de discrétisation dans le domaine temporel et dans le domaine spatial. Une résolution progressive
dans le domaine temporel est alors possible. La difficulté de cette méthode réside dans les limites du vo-
lume de calcul. En effet des phénomènes de réflexions aux bornes du volume considéré peuvent perturber
la résolution. Pour résoudre ce problème, on utilise couramment des couches absorbantes parfaitement
adaptées (Perfectly Matched Layer, PML [17, 19]) afin de simuler une condition d’espace libre. D’autre
part, les bornes du volume de calcul posent également problème lors de calculs où l’émetteur et le récep-
teur sont placés à l’infini (généralement le cas en calcul de SER). On utilise alors les sources équivalentes
de Huygens sur une surface entourant l’obstacle, ce qui ajoute de la complexité au problème.
La FDTD est une méthode courante de résolution fréquemment utilisée puisque simple à mettre en
œuvre. Mais elle présente l’inconvénient majeur d’être extrêmement gourmande en ressources, notam-
ment à cause du maillage tridimensionnel nécessaire. Elle est par contre très adaptée pour résoudre des
problèmes inhomogènes.
2.2.2.2 Méthode des Moments (MoM)
La méthode des moments [11, 21], en anglais Method of Moments (MoM) est une méthode discrète
rigoureuse de résolution du problème de diffraction dans le domaine fréquentiel. La méthode s’applique
à des cibles discrétisées soit surfaciquement soit volumiquement, avec une dimension caractéristique de
mailles entre λ/5 et λ/10.
Elle repose sur le développement en série de fonctions de base [22, 23] des courants sur la surface de
la cible. Les équations intégrales du champ électrique (2.18) et du champ magnétique (2.19) sont alors
exprimées à l’aide de ces sommes puis projetées sur des fonctions de tests afin de minimiser l’erreur. Le
système d’équations intégrales est alors transformé en un système d’équations linéaires, qu’il est possible
d’écrire sous forme matricielle. La résolution se fait alors par l’inversion d’une matrice dite matrice
impédance du système, qui représente l’interaction de la cible avec elle-même.
La MoM est une méthode très précise, et sert souvent de référence pour des calculs de SER. Cependant,
son inconvénient majeur reste sa complexité. En effet, l’inversion matricielle peut être coûteuse en temps
de calcul, notamment pour des cible de très grandes dimensions devant la longueur d’onde, pour lesquelles
le nombre de mailles est d’autant plus important.
2.2.3 Méthodes asymptotiques
Les méthodes rigoureuses sont couramment utilisées car elles offrent une excellente précision de calcul.
Cependant, ces méthodes présentent des coûts en temps de calcul et en occupation de l’espace mémoire
très importants, en particulier lorsque la fréquence et/ou les dimensions de la cible augmentent (la cible
devenant alors très grande par rapport à la longueur d’onde). Pour pallier cet inconvénient, il existe des
méthodes asymptotiques dites Hautes Fréquences (HF). Ces méthodes utilisent des approximations HF
pour la résolution des équations de Maxwell. Il existe deux approches différentes : les méthodes basées
sur un développement asymptotique du champ rayonné à grande distance de la cible, on parle alors de
méthodes asymptotiques de type “rayons” (c’est le cas de l’Optique Géométrique et la Théorie Géomé-
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trique de la Diffraction, présentées ci-après) ; et les méthodes basées sur une résolution asymptotique
via le courant induit sur la surface de la cible, on parle alors de méthodes asymptotiques de type “cou-
rants” (comme l’Optique Physique, la Théorie Physique de la Diffraction et la Méthode des Courants
Equivalents).
2.2.3.1 Optique Géométrique (OG)
L’Optique Géométrique (OG) [5, 24] est la première méthode asymptotique à avoir été établie pour
décrire l’interaction onde-objet. L’OG devient rigoureuse dans le cas limite d’une longueur d’onde qui
tend vers 0. Bien sûr ce cas n’est pas physique (il correspond au cas extrême d’une fréquence infinie) mais
cela permet de définir la notion fondamentale de rayon, permettant de décrire la propagation du champ
électromagnétique en HF. Ces rayons suivent les lois suivantes, héritées de l’optique :
Principe de Fermat : “La longueur optique d’un rayon (produit de la longueur physique du rayon par
l’indice de réfraction n du milieu de propagation) entre deux points d’une trajectoire correspond à
un extremum. Lorsque le milieu de propagation est homogène, les trajectoires des rayons décrivent
alors des lignes droites”.
Lois de Snell-Descartes : Sur une surface lisse plane et infinie S séparant deux milieux LHI 1 et 2
(voir figure 2.6), d’indices de réfraction respectifs n1 et n2, le champ incident ~Ei venant du milieu
1 se scinde en deux champs : le champ réfléchi ~Er qui repart vers le milieu 1, et le champ réfracté
(transmis) ~Et qui pénètre dans le milieu 2, en respectant les propriétés suivantes :
– les directions du champ réfracté et du champ réfléchi sont contenues dans le plan d’incidence,
formé par la normale Nˆ à S et la direction du champ incident ;
– les angles θi (formé par la direction du champ incident par rapport à la normale) et θr (formé
par la direction du champ réfléchi par rapport à la normale sont opposés) : θr = −θi ;
– les angles θi et θt (formé par la direction du champ réfracté par rapport à la normale) sont liés
par la loi de réfraction : n1 sin(θi) = n2 sin(θt).
On utilise ensuite les coefficients de réflexion et de transmission de Fresnel [5,25] pour déterminer les
valeurs des champs réfléchi et réfracté.
Figure 2.6 – Configuration des champs incident, réfléchi et réfracté suivant les lois de Snell-Descartes
Une première limite de l’OG est la non prise en compte par les rayons des effets liés à la polarisation
et la phase. Ces notions peuvent être ajoutées artificiellement au champ en imposant au champ d’être
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identique au premier terme du développement asymptotique de la solution HF des équations de Maxwell
introduit par Luneberg et Kline [5, 25,26].
Si l’OG reste bien adaptée pour la représentation des phénomènes de propagation et réflexions simples
ou multiples, elle ne permet pas de traiter les phénomènes de diffraction par des particularités de surface
(arêtes, pointes, ondes rampantes,...) et présente des singularités (caustiques).
2.2.3.2 Théorie Géométrique de la Diffraction (TGD)
La Théorie Géométrique de la Diffraction (TGD) [27] est une généralisation de l’OG qui introduit des
rayons représentatifs d’interactions ondes-structures autres que les réflexions, tels que les discontinuités
de surface ou encore les ondes rampantes. Concrètement, elle ajoute notamment à l’OG une matrice de
diffraction qui permet de traiter asymptotiquement la nature de la particularité géométrique considérée.
La TGD, plus complète que l’OG, reste cependant limitée. En particulier, l’application des solutions
est limitée à un cône (cône de Keller [27]), et la méthode introduit des discontinuités de champ sans
réalité physique aux voisinages des frontières d’ombre induites par les rayons. De plus, la méthode ne
permet pas le calcul en champ proche.
2.2.3.3 Optique Physique (OP)
Les méthodes “rayons” vues précédemment présentent des inconvénients dûs précisément à l’utilisation
de rayons, qui par nature induisent des discontinuités qui ne correspondent pas à la réalité physique.
Pour s’affranchir de certains de ces inconvénients, d’autres méthodes asymptotiques HF ont alors été
développées, reposant cette fois sur une expression asymptotique des courants.
L’Optique Physique (OP) [5, 21, 28, 29] est la méthode asymptotique “courant” la plus utilisée pour
approximer des courants surfaciques. On note alors ~JOP et ~MOP ces courants approximés, à intégrer
dans les intégrales de rayonnement. Les équations de Stratton-Chu sont alors écrites en fonction de ces
courants :
~Es(~R) =
x
S
[
jωµ ~JOP (~R′)g′ − ~MOP (~R′) ∧ ~∇g′ + j
ω
(
~JOP (~R′) · ~∇
)
~∇g′
]
dS′ (2.32)
~Hs(~R) =
x
S
[
jω ~MOP (~R′)g′ + ~JOP (~R′) ∧ ~∇g′ + j
ωµ
(
~MOP (~R′) · ~∇
)
~∇g′
]
dS′ (2.33)
La méthode OP utilise l’approximation du plan tangent pour le calcul des courants ~JOP et ~MOP ,
valable pour des surfaces grandes par rapport à la longueur d’onde. Elle stipule que si les rayons de
courbure de la surface illuminée sont très supérieurs à la longueur d’onde, tout se passe comme si on
avait localement un phénomène de réflexion sur un plan infini tangent à la surface. On a alors :
~JOP (~R′) = nˆ′ ∧
(
~Hi(~R′) + ~Hr(~R′)
)
(2.34a)
~MOP (~R′) = −nˆ′ ∧
(
~Ei(~R′) + ~Er(~R′)
)
(2.34b)
Où
(
~Ei(~R′), ~Hi(~R′)
)
est le champ électromagnétique incident, et le champ réfléchi
(
~Er(~R′), ~Hr(~R′)
)
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est déduit du champ incident à l’aide des coefficients de réflexion de Fresnel [5, 8] :
~Er(~R′) =
[
~E

r (~R′)
~E⊥r (~R′)
]
=
[
R

E 0
0 R⊥E
][
~E

i (~R′)
~E⊥i (~R′)
]
(2.35a)
~Hr(~R′) =
[
~H

r (~R′)
~H⊥r (~R′)
]
=
[
R

H 0
0 R⊥H
][
~H

i (~R′)
~H⊥i (~R′)
]
(2.35b)
En particulier dans le cas d’un corps parfaitement conducteur (Perfect Electric Conductor, PEC), on
a :
~JOP (~R′) = 2nˆ′ ∧ ~Hi(~R′) (2.36a)
~MOP (~R′) = ~0 (2.36b)
La notion de plan tangent étant incompatible avec les discontinuités de surface, l’approximation de
l’OP exclut le traitement rigoureux des phénomènes sensibles à la polarisation et à la diffraction par des
arêtes, et limite la validité de la méthode à des surfaces de rayon de courbure très supérieurs à la longueur
d’onde.
Figure 2.7 – Diffraction par l’Optique Physique - Configuration spatiale - Mise en évidence de la frontière
entre la zone illuminée S1 et la zone d’ombre S2
De plus, une autre approximation est communément admise dans l’OP : on considère une zone d’ombre
dans laquelle le courant induit est nul. Ainsi on réduit la surface d’intégration à la surface illuminée. Cette
notion de surface ombrée est cependant géométrique, puisqu’elle nécessite l’utilisation de rayons afin de
séparer la surface ombrée de la surface illuminée (voir figure 2.7). Par ailleurs, en utilisant ~∇(g′) =( 1
r′ − jk
)
g′rˆ′, où rˆ′ est le vecteur unitaire donnant la direction entre le point d’intégration P ′ et le point
d’observation P , rˆ′ = ~R− ~R′‖~R− ~R′‖ , et r
′ = ‖~R − ~R′‖ la distance entre le point d’intégration P ′ et le point
d’observation P , on peut établir les expressions suivantes :
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~Es(~R) =
j
4piω
x
S1
[
p1(r′) ~J ′ +
1
Z
p2(r′) ~M ′ ∧ rˆ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
]
ejkr
′
r′3
dS′ (2.37)
~Hs(~R) =
j
4piωµ
x
S1
[
p1(r′) ~M ′ − Zp2(r′) ~J ′ ∧ rˆ′ + p3(r′)
(
rˆ′ · ~M ′
)
rˆ′
] ejkr′
r′3
dS′ (2.38)
Avec :
– Z l’impédance caractéristique du milieu de propagation
– ~J ′ = ~JOP (~R′) et ~M ′ = ~MOP (~R′) les courants surfaciques électrique et magnétique calculés avec
l’approximation de l’OP
– p1(r′) = −1 + jkr′ + k2r′2
– p2(r′) = k2r′2 + jkr′
– p3(r′) = 3− 3jkr′ − k2r′2
Dans le cas où P est suffisamment éloigné de la cible (kR  1), les expressions (2.37) et (2.38)
peuvent être simplifiées en négligeant les termes en 1r′2 et
1
r′3 [5,8,30]. En effet, dans ce cas, la condition
de Fraunhofer suppose rˆ′ ≈ rˆ, où rˆ est le vecteur unitaire de direction de ~R, et R′  ‖~R‖, ce qui permet
de simplifier la fonction de Green :
g′ = 14pi
ejkr
′
r′
≈ g0e−jk ~R′·rˆ (2.39)
Avec g0 ≈ 14pi e
jkR
R . Ainsi on peut formuler des expressions en champ lointain des champs électrique et
magnétique par l’OP :
~Es(~R) =
−j
2λ g0
x
S
[(
− ~M ′ + Z ~J ′ ∧ rˆ
)
∧ rˆ
]
e−jk ~R
′·rˆdS′ (2.40)
~Hs(~R) =
−j
2λ g0
x
S
[(
~J ′ + 1
Z
~M ′ ∧ rˆ
)
∧ rˆ
]
e−jk ~R
′·rˆdS′ (2.41)
La résolution de cette intégration peut alors être faite analytiquement pour certaines cibles canoniques,
ou numériquement grâce à la discrétisation surfacique de la cible, ou bien même semi-analytiquement, en
résolvant analytiquement l’équation pour chaque maille et en sommant les champs diffractés par chaque
maille (voir section C.4 en Annexe C). Pour un calcul numérique par l’OP, la longueur caractéristique des
mailles, selon la forme de la cible, doit être entre λ/6 et λ/3 (maillage moins fin que pour des méthodes
rigoureuses) afin que l’approximation du plan tangent soit applicable. De plus, la discrétisation d’une
cible incurvée (voir figure 2.8) est soumise à la contrainte du critère de flèche. Celui-ci précise que l’erreur
maximale en distance e entre le maillage et la cible réelle ne doit pas dépasser un seuil de  = λ/16 [31],
soit la condition sur la discrétisation angulaire :
∆α ≤ 2 arccos
(
1− 
ρ
)
(2.42)
Avec :
– ∆α le pas angulaire de discrétisation
– ρ le rayon de courbure local
–  = λ/16
L’Optique Physique est une méthode attractive puisqu’elle réside en une simple intégration. Cepen-
dant, l’OP ne prend pas en compte les ondes rampantes, et considère une zone d’ombre géométrique qui
nécessite l’utilisation de rayons et induit une discontinuité non physique des courants.
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Figure 2.8 – Maillage d’une surface incurvée , vue de coupe
2.2.3.4 Théorie Physique de la Diffraction (TPD)
La Théorie Physique de la Diffraction (TPD) [32,33] est une correction de l’OP, à l’instar de la TGD
pour l’OG. Elle ajoute aux courants de l’OP des courants d’arêtes non uniformes afin d’améliorer la
précision dans les zones éloignées de la direction spéculaire.
Tout comme pour la TGD, la validité de cet ajout n’est valable que dans la zone délimitée par le cône
de Keller.
2.2.3.5 Méthode des Courants Equivalents (MCE)
La MCE [5,8,34–37] est basée sur le calcul d’intégrales linéiques de rayonnement le long d’un contour.
Elle consiste à considérer pour une discontinuité d’arête des courants équivalents fictifs, électrique et
magnétique, circulant le long de l’arête, comme source pour le champ diffracté.
La figure 2.9 montre la configuration générale de la diffraction par une arête. La MCE attribue la
source du champ diffracté par une discontinuité d’arête à des courants équivalents fictifs électrique Ie′ et
magnétique Im′ qui circulent en tout point P ′ de son contour C. Ces courants sont calculés en considérant
que l’arête est localement rectiligne (similairement à l’approximation du plan tangent en OP). Le calcul
du champ diffracté se fait par l’intégration suivante, analogue linéique des équations de Stratton-Chu :
~Es(~R) = −jk
∫
C
[
Z0I
′
erˆ
′ ∧ (rˆ′ ∧ tˆ′) + I ′m(rˆ′ ∧ tˆ′)
]
G( ~R′, ~R)dl′ (2.43)
~Hs(~R) = −jk
∫
C
[
1
Z0
I ′mrˆ
′ ∧ (rˆ′ ∧ tˆ′)− I ′e(rˆ′ ∧ tˆ′)
]
G( ~R′, ~R)dl′ (2.44)
Où ~R est la position du point d’observation, ~R′ la position du point d’intégration mobile sur C, rˆ′ est
le vecteur unitaire de direction entre P ′ et P , et tˆ′ est le vecteur unitaire tangent à C en P ′.
De nombreuses techniques ont été établies pour déterminer les courants de contour Ie et Im [5],
recherchés dans ces expressions. Les 2 principales méthodes sont :
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Figure 2.9 – Maillage d’une arête , vue de coupe
La MCE de Michaeli [35, 36]
La MCE de Michaeli s’appuie sur la TGD afin d’établir les expressions suivantes pour les courants
de contour :
I ′e = Ie( ~R′) =
2j
kZ0
De
sin2 β′
(
~Ei(P ′) · tˆ′
)
+ 2j
k
Dem
sin β′
(
~Hi(P ′) · tˆ′
)
(2.45)
I ′m = Ie( ~R′) =
−2jZ0
k
Dm
sin β′ sin β
(
~Hi(P ′) · tˆ′
)
(2.46)
Où De, Dm et Dem sont des coefficients dont les expressions sont données dans [8]. Une des par-
ticularités de cette méthode est que ces courants fictifs, qui sont à intégrer sur le contour pour
déterminer le champ diffracté, sont exprimés non seulement à partir des champs incidents ~Ei(P ′)
et ~Hi(P ′), mais également de la direction d’observation. Avec ces méthodes, les inconvénients de la
TGD sont évités : les champs restent bornés sur les caustiques et la direction des ondes n’est pas
confinée au cône de Keller. L’inconvénient de cette méthode est que les coefficients De, Dm et Dem
deviennent singuliers aux frontières de zones d’ombre.
La MCE de Mitzner [37]
La MCE de Mitzner est une autre méthode de résolution des équations (2.43) et (2.44), basée sur
la TPD. Remise sous le même formalisme que celle de Michaeli, il s’avère [5,38] qu’elle correspond
à la somme de celle-ci et de la contribution de l’OP.
2.2.4 Conclusion
Il existe donc de nombreuses méthodes pour la résolution du problème de la diffraction. La liste
dressée dans cette section n’est pas exhaustive. Ces méthodes permettent la résolution soit de manière
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Figure 2.10 – Contributeurs majeurs de la SER d’un avion (FA-18-Hornet)
analytique, soit de manière numérique, en utilisant une discrétisation de la cible. Parmi les méthodes
de discrétisation, on distingue les méthodes rigoureuses (pour lesquelles aucune autre approximation que
celle du maillage n’est appliquée) et les méthodes asymptotiques (qui utilisent des approximations Hautes
Fréquences). Les avantages et limitations de ces méthodes ont été évoqués.
Il convient donc désormais de s’intéresser à la résolution du problème de diffraction par des cavités,
qui est le sujet de ce manuscrit. Par leur particularité géométrique, ces éléments nécessitent des méthodes
adaptées. Ainsi, parmi les méthodes précédemment évoquées, un état de l’art sur la diffraction par les
cavités montrera lesquelles seront utiles pour mettre au point des méthodes particulières adaptées pour
de telles cibles.
2.3 Etat de l’art sur le calcul de SER des cavités
Le problème de la diffraction et les méthodes de résolution associées ont été présentés dans les sections
précédentes. Ce manuscrit s’intéresse à la diffraction par des cavités. Dans cette section, il sera d’abord
expliqué l’intérêt de l’étude de la diffraction par des cavités ainsi que les particularités que ce calcul
présente. Puis un état de l’art des méthodes sera dressé, selon un classement similaire à celui de la section
précédente.
2.3.1 Diffraction par une cavité
2.3.1.1 Pourquoi s’intéresser au calcul de la diffraction par les cavités ?
Dans un contexte de maîtrise des signatures radar, la prédiction par le calcul de la SER d’un aéronef
est un enjeu important. La figure 2.10 illustre les contributeurs principaux d’un avion militaire. La cavité
de type manche à air en fait partie, avec les diffractions d’arêtes et de coin, les réflexions multiples et
les antennes. La prédiction de la SER des cavités de type manche à air des aéronefs est un des enjeux
importants des études de furtivité radar.
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2.3.1.2 Les particularités de la diffraction par des cavités
Les cavités ont pour particularité que des parties de leur surface interagissent avec d’autres parties,
générant ainsi de multiples réflexions. Ainsi, parmi les méthodes vues précédemment, certaines sont
applicables en l’état, d’autres ne le sont pas, et d’autres encore peuvent servir de base pour une méthode
adaptée au cas particulier des cavités.
La particularité géométrique se comprend bien par une approche rayons (voir figure 2.11) : l’onde
incidente dans la cavité est rediffusée vers l’extérieur après de multiples réflexions à l’intérieur de celle-
ci. Ce phénomène provoque une diffusion dans un large secteur spatial (Field Of View, FOV). De plus,
dans une application d’imagerie ISAR (Inverse Synthetic Aperture Radar, radar à ouverture synthétique
inverse [30,39–42] ), les réflexions multiples sont à l’origine d’échos retardés donc spatialement délocalisés
[30].
Figure 2.11 – Diffraction par une cavité - multiples réflexions et large FOV
2.3.2 Méthodes analytiques
Une méthode analytique existe pour le calcul des cavités : la méthode modale [11, 14, 30, 43]. Cette
méthode consiste à :
– résoudre les équations de Maxwell par séparation des variables, ce qui conduit à une forme générale
des champs dans le repère considéré ;
– appliquer les conditions aux limites, ce qui induit l’obtention de fonctions modales décrivant la
distribution des champs dans le guide considéré.
Comme expliqué précédemment (voir section 2.2.1), cette méthode est très limitée : en effet il est néces-
saire de travailler dans un système de coordonnées adapté à la géométrie de la cavité étudiée (exemples :
système cartésien pour un guide rectangulaire, cylindrique pour un guide à section circulaire). Un autre
inconvénient est que le calcul est alourdi par l’augmentation du nombre de modes propagés avec la
fréquence.
Cette méthode n’étant pas applicable à des cavités de forme arbitraire, elle ne peut donc pas être
retenue.
2.3.3 Méthodes discrètes rigoureuses
Les méthodes discrètes rigoureuses vues précédemment sont applicables à des cavités.
La FDTD, bien que valide pour des utilisations dans tout type de structure complexe [44–46], est
rarement utilisée pour des cavités de grandes dimensions, à cause de la lourdeur engendrée par le maillage
volumique. Les besoins en ressources informatiques sont alors très importants.
La MoM [11, 21], évoquée en section 2.2.2.2, est adaptée pour le calcul des SER par des cavités. En
effet, elle permet de traiter avec précision la diffraction au sein de cavités, et constitue une référence fiable
pour les calculs de SER de cavités complexes. La section suivante décrit l’application de la MoM.
L’inconvénient majeur de la MoM reste cependant sa complexité. La notion de complexité fait l’objet
de la section 2.3.6, et la complexité de la MoM y sera alors illustrée et étudiée.
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2.3.3.1 Résolution par la MoM
La MoM est une méthode de résolution de systèmes d’équations intégrales. Elle est ici appliquée
aux équations intégrales des champs électrique et magnétique. La MoM consiste en la résolution d’une
équation de la forme :
L[f ] = g (2.47)
Dans une application électromagnétique, g est la fonction d’excitation ; f , l’inconnue, contient les
courants surfaciques
(
~J ; ~M
)
; et L[•] est un opérateur intégro-différentiel linéaire.
La résolution par la MoM s’effectue par les étapes suivantes [11,15,21,23,47,48] :
1. Projection sur les fonctions de base : La première étape est d’approcher la fonction solution par
une projection sur une base d’éléments fn, n = 1..N , appelés « fonctions de base ».
f ≈ fˆ =
N∑
n=1
anfn (2.48)
Où la base (fn) est une base complète : lim
N→∞
‖f − fˆ‖ = 0. Les fonctions de base les plus courantes
pour une application au calcul électromagnétique par une surface maillée triangulairement sont les
fonctions RWG (Rao-Wilton-Glisson) [22].
Par cette approximation, on rend le problème équivalent à la détermination des coefficients an. Par
linéarité de l’opérateur intégro-différentiel, on peut alors réécrire l’équation (2.47) :
N∑
n=1
anL[fn] = g (2.49)
2. Projection sur les fonctions test : Afin de minimiser l’erreur, on projette ensuite l’équation sur
des fonctions wm,m = 1..M,M ≥ N, appelées « fonctions test ».
∀m ∈ 1..M,
N∑
n=1
an < wm,L[fn] >=< wm, g > (2.50)
3. Ecriture matricielle : Il est alors possible d’écrire l’équation sous forme matricielle, en introduisant
la matrice d’impédance Z.
Za = b (2.51)
où : Z(m,n) =< wm,L[fn] >, soit : Z =
< w1,L[f1] > ... < w1,L[fN ] >... ... ...
< wM ,L[f1] > ... < wM ,L[fN ] >
 (2.52)
a =
a1...
aN
 , et b =
 b1...
bM
 =
< w1, g >...
< wM , g >
 (2.53)
4. Résolution matricielle : La résolution de l’équation (2.47) se fait alors par inversion matricielle.
a = Z
−1
b (2.54)
fˆ =
N∑
n=1
anfn = f
T
Z
−1
b, où :fT = [f1, ..., fN ] (2.55)
2.3. ETAT DE L’ART SUR LE CALCUL DE SER DES CAVITÉS 45
2.3.4 Méthodes asymptotiques “rayons”
Pour parer aux inconvénients des méthodes précédentes, des méthodes asymptotiques HF ont été
développées. On s’intéresse dans un premier temps aux méthodes asymptotiques “rayons”, basées sur
l’OG. Ces méthodes consistent à suivre le trajet des rayons à l’intérieur de la cavité afin de calculer
l’amplitude du champ diffracté.
Si ces méthodes sont très rapides, les limites de leur précision, en particulier dans le cas de cavi-
tés présentant de fortes courbures, font que l’on préfèrera se tourner vers une méthode asymptotique
“courants” [30].
2.3.5 Méthodes asymptotiques “courants”
2.3.5.1 IPO : Iterative Physical Optics
L’IPO [30,44,49–56] est une méthode reposant sur le calcul itératif par l’OP des densités de courant
induits sur la paroi interne de la cavité. Comme l’OP, elle se base sur l’approximation du plan tangent
(équations (2.34) et (2.36)) pour le calcul des courants surfaciques et sur les équations de Stratton-Chu
(équations (2.18) et (2.19)) pour le calcul des champs induits.
Elle repose sur un algorithme itératif en 4 étapes, illustré sur la figure 2.12. Dans la description de
l’algorithme ci-dessous, le cas d’un matériau PEC est considéré dans les équations (celles-ci peuvent être
généralisées en utilisant les équations de l’OP fournies en section 2.2.3.3), et les notations suivantes sont
utilisées : Sc est la surface interne de la cavité ; Pc et P ′c sont des points de Sc ; nˆ(Pc) est la normale
à Sc en Pc ; ~Ei et ~Hi sont respectivement le champ électrique et magnétique incident ; n est l’indice de
l’itération courante (pour les étapes itératives 2 et 3) ; ~J ′
(n)
c est le courant électrique surfacique sur le
point P ′c des parois de la cavité à l’itération n ; ~H
(n)
c est le champ magnétique calculé à partir du courant
de l’itération n.
1. Incidence (Itération 0) Cette première étape consiste à déduire du champ électromagnétique in-
cident
(
~Ei; ~Hi
)
une valeur initiale du courant surfacique à l’intérieur de la cavité ~J ′
(0)
c . Plusieurs
méthodes, détaillées dans le chapitre 3, sont possibles afin de modéliser cette étape initiale ;
2. Rayonnement interne (Itérations) Les courants de surface induisent alors un rayonnement à l’in-
térieur de la cavité et on détermine ainsi le champ électromagnétique
(
~E
(n−1)
c ; ~H(n−1)c
)
se propa-
geant d’une facette à une autre (pour un matériau PEC, la connaissance du champ magnétique
~H
(n−1)
c est suffisante). Ainsi en chaque point Pc de Sc :
~H(n−1)c (Pc) =
−jZ
4piωµ
x
Sc
[
(k2r′2 + jkr′)(~J ′
(n−1)
c ∧ rˆ′)
] ejkr′
r′3
dS′ (2.56)
Où ~r′ = r′rˆ′ est le vecteur reliant le point d’intégration P ′c à Pc et dS′ est l’élément de surface
associé au point P ′c.
3. Mise à jour des courants de surface (Itérations) Les champs induits rayonnés au sein de la ca-
vité induisent eux-mêmes une modification des courants de parois, que l’on détermine en appliquant
l’approximation du plan tangent. Le courant sur les parois à l’itération n peut alors être calculé en
tout point Pc :
~J (n)c (Pc) = ~J (0)c (Pc) + 2nˆ(Pc) ∧ ~H(n−1)c (Pc) (2.57)
4. Rayonnement vers l’extérieur (Observation) On calcule finalement les champs
(
~Es; ~Hs
)
redif-
fusés par l’ensemble de la cavité vers le point d’observation. Comme pour la première étape, se
reporter au chapitre 3 pour les différentes techniques possibles.
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Figure 2.12 – Schéma de l’algorithme IPO
Les courants surfaciques et les champs à l’intérieur de la cavité s’induisant les uns les autres, un
processus itératif est utilisé entre les étapes 2 et 3. La fin des itérations peut être déterminée soit en
fixant un nombre Niter d’itérations, soit en utilisant un critère de convergence (communément, un critère
basé sur l’évolution des courants entre deux itérations consécutives [30]).
A chaque étape, un phénomène d’ombrage peut intervenir : à l’incidence, lorsqu’une partie seulement
de la cavité est éclairée géométriquement, à l’intérieur de la cavité en cas de géométrie complexe (obstacles
au sein de la cavité) et lors du rayonnement si le point d’observation n’est pas en visibilité géométrique
d’une partie de la cavité.
2.3.5.2 PPO
L’inconvénient majeur de la méthode IPO, qui donne cependant de très bons résultats, est le temps de
calcul. En effet le nombre d’itérations nécessaires augmente généralement avec l’inclinaison de l’incidence,
les dimensions de la cavité et la fréquence [30]. Il a ainsi été proposé [57] de résoudre, comme pour l’IPO,
la MFIE mais en une seule itération. Cette méthode, appelée PPO (Progressive Physical Optics), consiste
à considérer que les facettes ne rayonnent que dans le sens de propagation, d’abord vers la terminaison
de la cavité, puis vers l’ouverture pour re-rayonner.
Cette hypothèse permet une diminution importante des temps de calcul, mais pour des résultats
moins précis [30]. On ne retiendra donc pas la méthode PPO, à laquelle on préfèrera l’IPO. Cependant,
la complexité d’un calcul IPO amène à étudier des méthodes d’accélération.
2.3.6 Complexité des méthodes de calcul
2.3.6.1 Notion de complexité de calcul
Avec la précision, l’autre facteur déterminant pour le choix d’une méthode de calcul de diffraction
est la complexité. Elle représente le nombre d’opérations de multiplication nécessaires au calcul. Elle est
donc représentative du temps de calcul.
La complexité d’une méthode dépend du nombre d’inconnues N du problème. Souvent, la complexité
est une fonction polynomiale du nombre d’inconnues, et l’on représente la complexité par son premier
ordre, c’est-à-dire la plus importante puissance de N mise en jeu. Par exemple, si le nombre d’opérations
mis en jeu est aN3 + bN2 + cN + d, avec (a, b, c, d) des entiers positifs quelconques, on parlera d’une
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complexité en O(N3). Cependant, il est parfois utile, notamment à des fins de comparaison entre deux
méthodes, de développer le facteur d’ordre principal de la complexité (dans l’exemple précédent : a) ou
de pousser les développements à des ordres supérieurs.
2.3.6.2 Illustration de la complexité d’un calcul de SER de cavité
Afin d’illustrer la différence de complexité entre les méthodes IPO et MoM, le cas d’une cavité ouverte-
fermée cubique, d’arête λ/
√
2, a été étudié (voir figure 2.13). Dans ce cas didactique, la cavité est composée
de 5 faces carrées, discrétisées par des mailles triangulaires régulières. On compare la complexité de l’IPO
avec celle de la MoM avec des fonctions de test RWG. La différence de complexité intervient à plusieurs
niveaux :
– le maillage nécessaire est plus fin pour la méthode MoM que pour la méthode IPO. Comme évoqué
dans les sections précedentes, en IPO, on peut mailler entre λ/3 et λ/5 (contrainte de l’OP), tandis
qu’un maillage entre λ/6 et λ/10 est nécessaire en MoM (de plus, pour des surfaces courbes, les 2
méthodes doivent respecter le critère de flèche). Ici, afin de simplifier l’illustration, le maillage IPO
a été fait en λ/4 et le maillage MoM en λ/8, ce qui induit déjà une différence de nombre de mailles
par face d’un facteur 4 entre les 2 méthodes. On obtient alors, dans l’exemple proposé :
Nmailles(MoM) = 4×Nmailles(IPO) (2.58)
– le nombre d’inconnues n’est pas déterminé de la même manière. Pour l’IPO, le nombre d’inconnues
correspond simplement au nombre de mailles. Pour la MoM, le nombre d’inconnues correspond au
nombre de segments de transition d’une maille à une autre (ou encore la différence entre le nombre
de segments total et le nombre de segments sur les arêtes de bord), qui est plus important que
le nombre de mailles (d’un facteur 1.5 environ, selon la géométrie). Alors la différence entre les 2
méthodes en terme de nombre d’inconnues est de :
Ninconnues(MoM) ≈ 6×Ninconnues(IPO) (2.59)
– enfin, la complexité du calcul est différente. L’IPO admet une complexité en O(N2), quand la
MoM admet une complexité en O(N3) (qui correspond à la complexité de l’inversion de la matrice
impédance à l’aide d’une décomposition LU [47]). Ce qui donne finalement, en terme de nombre
d’opérations, pour l’exemple proposé :
Nopérations(MoM) ≈ 3.3.104 ×Nopérations(IPO) (2.60)
En cumulant ces 3 effets, la différence de complexité entre MoM et IPO est très importante. Dans le
cas didactique présenté, le rapport d’ordre de complexité est d’environ 33000. Il correspond environ au
rapport en temps de calcul.
Si ce cas est très simpliste, il permet d’illustrer l’écart très important de complexité entre les méthodes,
et de justifier l’intérêt d’utiliser une méthode asymptotique. La différence est d’autant plus importante
que la fréquence (qui, étant inversement proportionnelle à λ, influe sur la taille des mailles) et/ou les
dimensions de la cible augmentent.
2.3.6.3 Réduction de la complexité
Il existe des techniques qui permettent de diminuer la complexité des calculs.
Pour la MoM, on peut citer :
La FMM (Fast Multipole Method) [58,59]
Elle consiste à grouper les fonctions de base et calculer les interactions entre les groupes de fonctions
ainsi créés, et non entre toutes les fonctions de base considérées indépendamment, comme c’est le
cas lors d’une utilisation classique de la MoM.
Le principe est de répartir les N mailles d’une cible en groupes géométriques. A chaque groupe est
associé un centre diffusant, utilisé comme intermédiaire pour le calcul du champ. Ainsi le champ
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Figure 2.13 – Illustration de la différence de complexité entre l’IPO et la MoM : cas d’une cavité cubique
à mailles rectangulaires
est d’abord évalué en chaque centre diffusant, puis les champs sont calculés vers leurs diffuseurs
élémentaires. Enfin, chaque centre diffusant reçoit les diffusions venant des centres diffusant des
autres groupes. Le produit matrice-vecteur est alors la somme de deux termes : un terme corres-
pondant aux interactions proches, les éléments de la matrice impédance entre les groupes séparés
d’une distance inférieure à la longueur d’onde étant calculés de manière traditionnelle ; et un terme
correspondant aux interactions lointaines, où les éléments de la matrice impédance sont approchés
aux niveaux des centres diffusants.
Cette méthode permet de diminuer la complexité de O(N3) à O(N3/2). La MLFMM, généralisation
de la FMM à plusieurs niveaux [60], permet de réduire encore ce coût de calcul. La complexité pour
la MLFMM est de O(N log(N)).
L’ACA (Adaptive Cross Approximation) [61–64]
Il s’agit d’une technique algébrique qui consiste à approximer la matrice impédance par le produit
de 2 matrices de dimensions réduites afin de comprimer l’information de la matrice.
La matrice impédance de la MoM est alors approchée par le produit :
Z[M ×N ] ≈ U [M ×R]× V [R×N ] (2.61)
Les matrices U et V sont de taille fortement réduite par rapport à Z : R  (M,N). Elles sont
obtenues par un algorithme itératif basé sur un seuil  autorisé sur l’erreur évaluée :∥∥∥Z −U × V ∥∥∥ ≤ ∥∥∥Z∥∥∥ (2.62)
2.3. ETAT DE L’ART SUR LE CALCUL DE SER DES CAVITÉS 49
Cette technique, purement algébrique, permet de diminuer fortement l’espace mémoire ainsi que la
complexité de calcul [63].
Des techniques permettent également de diminuer la complexité de l’IPO, permettant ainsi un gain
en temps de calcul :
La méthode de segmentation Cette méthode consiste à diviser la cavité en plusieurs sections, aux-
quelles on applique l’IPO indépendamment les unes des autres, en considérant les surfaces d’échange
entre deux sections consécutives [30,50]. On parle alors de méthode S-IPO (Segmented IPO, IPO
Segmentée). Une telle méthode peut également être utilisée pour accélérer la méthode PPO, on
parle alors de S-PPO. Cette méthode offre une réduction de la complexité (voir tableau 2.1), et
donc du temps de calcul.
L’utilisation du théorème de réciprocité Afin de réduire encore la complexité, il est possible d’uti-
liser le théorème de réciprocité généralisé [30, 65]. L’application de ce théorème, intégré dans l’al-
gorithme S-IPO, permet de ne pas appliquer la méthode sur le chemin “retour” (de la terminaison
vers l’ouverture). Ainsi la complexité est encore réduite par rapport à la méthode S-IPO seule (voir
tableau 2.1) [30].
Méthode IPO S-IPO S-IPO + réciprocité
Complexité O (IN2) O ( 2S−1S3 IN2) O ( IN2S2 )
Tableau 2.1 – Comparatif de la complexité - méthode IPO et méthodes d’accélération - N : nombre de
mailles, I : nombre d’itérations, S : nombre de sections S-IPO
La FaFFA (Fast Far Field Arpproximation) [52,66]
Sur une idée proche de celle de la FMM, la FaFFA permet de regrouper les mailles d’un calcul IPO
par groupes géométriques, et ainsi de calculer différemment les interactions champ proche et les
interactions champ lointain.
Il s’agit ainsi dans un premier temps de regrouper les N mailles de la cible en groupes, respectant
les critères suivants [30, 52] : les mailles d’un groupe doivent être le plus proche possible les unes
des autres, et chaque groupe doit avoir un nombre de facettes à peu près égal. On repère alors pour
chaque groupe d’indice p un centre géométrique Cp et une dimension caractéristique Dp (distance
maximale entre deux centres de mailles du groupe). Alors le rayonnement lors des itérations de
l’IPO entre le groupe p et un autre groupe q est calculé différemment selon la distance dpq entre les
centres des groupes :
– si dpq ≤ 2D
2
p
λ , les interactions sont proches, donc non simplifiables, et l’on calcule classiquement
par les équations (2.56) (2.57) ;
– si dpq >
2D2p
λ , on peut utiliser une approximation champ lointain pour le calcul du champ ma-
gnétique diffracté d’un groupe à l’autre. En effet, le champ magnétique reçu en un point Pq du
groupe d’indice q par l’ensemble des mailles du groupe p, noté ~Hc(p 7→ Pq), peut se déduire du
champ magnétique reçu par le centre du Cq du groupe, noté ~Hc(p 7→ Cq), par l’approximation
champ lointain : ~Hc(p 7→ Pq) = ~Hc(p 7→ Cq)e−jk(~R(Pq)−~R(Cq))·kˆpq , où ~R(Pq) est la position du
point Pq, ~R(Cq) est la position du centre Cq, et kˆpq est le vecteur unitaire de direction entre
les centres des groupes p et q. Si l’on note N ′ le nombre de mailles de chaque groupe (que l’on
considère constant), la complexité de l’opération diminue alors de O(N ′2) à O(2N ′) pour ces
interactions champ lointain.
Finalement, on montre [30] que la complexité obtenue par la FaFFA avec un regroupement optimal
est de O(N5/3), au lieu de O(N2) pour l’IPO.
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2.4 Conclusion et choix de la méthode IPO
En conclusion, on a vu qu’il existe plusieurs types de méthodes de résolution du problème de la
diffraction par des cavités. Elles sont classées en 3 grandes familles. La première famille est celle des
méthodes dites analytiques. Ces méthodes, si elles fournissent de bons résultats pour des cibles canoniques,
ne sont pas généralisables à des cavités de forme arbitraire, et ne peuvent être retenues. Les méthodes
discrètes rigoureuses, qui admettent pour seule approximation celle liée au maillage, sont des méthodes
de résolution très fiables. Cependant, leur complexité, qui augmente avec la fréquence et les dimensions
de la cible, limite leur utilisation. En effet, leur coût en temps de calcul et en occupation mémoire
conduit à utiliser des méthodes asymptotiques. Ces méthodes, moins précises que la MoM, utilisent des
approximations Hautes Fréquences afin de simplifier les calculs.
L’IPO (Iterative Physical Optics) est une méthode asymptotique de type “courants” qui présente un
bon compromis précision du calcul d’un côté et le temps de calcul et l’espace mémoire nécessaire de
l’autre. Elle est basée sur l’Optique Physique (OP), détaillée en 2.2. C’est l’IPO qui sera retenue pour le
calcul de la diffraction électromagnétique par des cavités complexes de grandes dimensions.
Cependant, des axes d’amélioration de la méthode existent. Premièrement, la précision de l’IPO
semble pouvoir être améliorée, et en particulier la prise en compte des phénomènes d’ombrage, qui font
intervenir la notion géométrique de rayon, et donc des discontinuités de courant. Ensuite, la complexité
de l’IPO peut être réduite, afin de diminuer encore le temps de calcul. L’idée ici est de se rapprocher du
formalisme des méthodes rigoureuses et d’appliquer à l’IPO des techniques de compression similaires à
celles utilisées pour les méthodes rigoureuses.
Ainsi, ces deux axes de recherche seront les sujets des prochains chapitres. Le chapitre 3 sera consacré
à l’amélioration de la précision de la méthode IPO, et le chapitre 4 à l’accélération de l’IPO.
Chapitre 3
Amélioration de la précision de
l’IPO
Dans le chapitre 2, le choix de la méthode IPO pour des calculs de SER de cavités de grandes dimen-
sions a été justifié. Cependant, cette méthode nécessite d’être optimisée. Dans ce chapitre, l’amélioration
de la précision de la méthode est étudiée.
3.1 Phénomène d’ombrage
Comme vu en section 2.3.5.1, le phénomène d’ombrage peut être important dans un calcul par l’IPO
(Iterative Physical Optics). Il influe sur l’expression des courants surfaciques et/ou des champs diffractés
à plusieurs niveaux :
– à l’incidence, pour le calcul du courant initial ;
– durant les itérations, pour la mise à jour du courant dans le cas d’une structure complexe faisant
intervenir des ombrages à l’intérieur de la cavité ;
– au rayonnement, pour le calcul du champ rayonné final.
C’est pourquoi il est intéressant d’étudier rigoureusement ce phénomène important. Deux méthodes
ont déjà été utilisées pour prendre en compte le phénomène d’ombrage dans des cavités : l’ombrage
géométrique, qui consiste à utiliser la technique de lancers de rayons afin de déterminer les zones ombrées
et les zones illuminées ; et l’excitation par une surface fictive d’ouverture. Les sections suivantes décrivent
ces deux méthodes, puis une nouvelle méthode : l’ombrage physique. Il est important de préciser que si
le terme d’ombrage renvoie à une absence de courant dans le cas géométrique, les deux autres techniques
donnent lieu à des expressions continues des courants, qui ne sont pas forcément nuls dans les zones
d’ombre géométriques.
Dans ce chapitre, les fondements théoriques, cas d’application et limites sont alors analysés pour
chacune de ces méthodes, qui seront ensuite comparées. Des résultats seront montrés pour des cibles
canoniques dans un premier temps afin d’illustrer les phénomènes, puis pour des cavités ouvertes-fermées.
Enfin, les techniques d’ombrage seront aussi comparées dans un cas de champ proche, lié à une application
d’antenne sur porteur.
3.1.1 Ombrage via l’excitation par une surface fictive d’ouverture
Dans [49], il est proposé pour l’IPO d’appliquer une excitation par une surface d’ouverture fictive,
fermant la cavité. Cette technique est basée sur le principe de Huygens, la surface d’ouverture venant
compléter la surface de la cavité pour former une surface fermée dans laquelle le théorème est applicable.
Si cette technique n’est pas en soi une technique d’ombrage, on verra dans les applications qu’elle permet
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de créer un effet d’ombrage dans la cavité.
Cette technique, utilisée dans l’IPO, consiste alors à utiliser les champs tangentiels et les conditions
aux limites sur cette surface fictive pour déterminer des champs rayonnés à l’intérieur de la cavité. Les
champs ainsi créés viennent exciter les parois de la cavité. Une étude théorique de l’excitation par la
surface d’ouverture est menée en section 3.1.4. L’application de cette méthode est décrite ci-dessous,
pour l’incidence (étape 1 de l’algorithme IPO décrit en section 2.3.5.1) puis pour le rayonnement après
processus itératif (étape 4).
Un inconvénient de cette méthode, lié au fait qu’il ne s’agit pas en soi d’une méthode d’ombrage mais
d’une technique de prise en compte du champ incident, est qu’elle doit être associée à une autre méthode
pour prendre en compte les phénomènes d’ombrages autres que ceux du champ incident sur la paroi
interne de la cavité. Cette association avec une autre technique d’ombrage est nécessaire pour des cavités
complexes lors de la mise à jour itérative des courants, mais également à l’itération 0 et au rayonnement.
Cet aspect sera négligé dans les paragraphes suivants, mais abordé par la suite.
3.1.1.1 Utilisation de la surface d’ouverture à l’itération 0 de l’IPO
On considère la configuration illustrée sur la figure 3.1 de l’excitation d’une cavité dont la surface des
parois internes est notée Sc. On note Sa la surface fictive d’ouverture.
Soient Pc, situé en ~Rc, et P ′a, situé en ~R′a des points respectifs de Sc et Sa, de normales respectives nˆc
(orientée vers l’intérieur de la cavité) et nˆ′a (orientée vers l’extérieur de la cavité). On note ~r′ac = r′acrˆ′ac
le vecteur ~Rc − ~R′a.
L’objectif est ici d’exprimer le courant électrique ~J (0)(Pc), en utilisant une excitation par la surface
d’ouverture.
Figure 3.1 – Utilisation de la surface d’ouverture à l’itération 0 de l’IPO - Configuration
La première étape de la technique est de déterminer les courants sur la surface Sa. Comme il s’agit
d’une surface fictive, l’approximation de l’OP ne peut être appliquée et les courants magnétique et élec-
trique doivent être calculés. On note respectivement ~J ′a et ~M ′a les densités de courant surfaciques électrique
et magnétique en tout point P ′a de Sa, déterminés par les conditions aux limites appliquées aux champs
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incidents électrique ~Ei(P ′a) et magnétique ~Hi(P ′a) en P ′a par :
~J ′a = nˆ′a ∧ ~Hi(P ′a) (3.1a)
~M ′a = −nˆ′a ∧ ~Ei(P ′a) (3.1b)
Avec, pour des champs exprimés en approximation champ lointain :
~Ei(P ′a) = E0ejkˆi·
~R′a eˆi (3.2a)
~Hi(P ′a) =
E0
Z0
ejkˆi· ~R
′
a hˆi (3.2b)
Où kˆi est la direction d’incidence, E0 est l’intensité du champ électrique incident (on pose couramment
E0 = 1 V.m−1 pour normaliser le résultat), eˆi est l’orientation du champ électrique incident (polarisation),
et hˆi = kˆi∧ eˆi est l’orientation du champ magnétique incident. kˆi, eˆi et hˆi sont communs à tous les points
P ′a de Sa en approximation champ lointain.
Après l’obtention de ces courants sur Sa, ils sont utilisés pour le rayonnement du champ électroma-
gnétique dans la cavité. Dans le cas de parois parfaitement conductrices, seul le champ magnétique diffusé
est nécessaire. On utilise alors le champ magnétique ~Ha(Pc) diffusé par la surface d’ouverture en Pc afin
de déterminer par l’OP le courant ~J (0)(Pc) :
~J (0)(Pc) = 2nˆc ∧ ~Ha(Pc) (3.3a)
~Ha(Pc) =
j
4piωµ
x
Sa
[
p1(r′ac) ~M ′a − Z0p2(r′ac) ~J ′a ∧ rˆ′ac + p3(r′ac)
(
rˆ′ac · ~M ′a
)
rˆ′ac
] ejkr′ac
r′3ac
dS′ (3.3b)
Où p1(r′ca), p2(r′ca) et p3(r′ca) sont les coefficients exprimés en section 2.2.3.3.
3.1.1.2 Utilisation de la surface d’ouverture au rayonnement de l’IPO
Il s’agit ici de faire le chemin inverse du paragraphe précédent, afin de déterminer le champ diffracté
~Es(P ) au point d’observation P situé en ~R en utilisant les courants induits par les champs rayonnés par
la cavité sur la surface d’ouverture après les itérations.
On considère la configuration illustrée figure 3.2. Soient P ′c et P ′a respectivement des points mobiles
de Sc et Sa, situés en ~R′c et ~R′a, de normales orientées vers l’intérieur de la cavité nˆ′c et nˆ′a et associés aux
éléments infinitésimaux de surface dS′c et dS′a. On note J ′c le courant électrique au point P ′c de la paroi
parfaitement conductrice. On note ~J ′a et ~M ′a les courants électrique et magnétique fictifs au point P ′a,
qui correspondent aux champs tangentiels. Enfin, on note ~r′ca = r′carˆ′ca le vecteur ~R′a − ~R′c et ~r′a = r′arˆa
le vecteur ~R − ~R′a, dont la direction est indépendante du point P ′a considéré en champ lointain. Pour
l’approximation champ lointain, on notera ra la distance entre le centre de Sa et le récepteur P .
La première étape est de déterminer les densités de courant électrique ~J ′a et magnétique ~M ′a en tout
point P ′a de Sa. On fait alors rayonner les courants ~J ′c obtenus après itérations de l’IPO en tout point P ′c
de Sc pour calculer les champs ~Eca(P ′a) et ~Hca(P ′a) diffusés en tout point P ′a de Sa :
~J ′a = nˆ′a ∧ ~Hca(P ′a) (3.4a)
~M ′a = −nˆ′a ∧ ~Eca(P ′a) (3.4b)
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Figure 3.2 – Utilisation de la surface d’ouverture au rayonnement - Configuration
Avec :
~Eca(P ′a) =
j
4piω
x
Sc
[
p1(r′ca) ~J ′c + p3(r′ca)
(
rˆ′ca · ~J ′c
)
rˆ′ca
] ejkr′ca
r′3ca
dS′c (3.5a)
~Hca(P ′a) =
−jZ0
4piωµ
x
Sc
[
p2(r′ca) ~J ′c ∧ rˆ′ca
] ejkr′ca
r′3ca
dS′c (3.5b)
Une fois ces courants exprimés, on peut les faire rayonner vers le point d’observation P pour déterminer
le champ diffracté ~Es(P ) :
~Es(P ) =
jωµ
4pi
ejkra
ra
x
Sa
[
~J ′a +
1
Z0
~M ′a ∧ rˆa −
(
rˆa · ~J ′a
)
rˆa
]
e−jk ~R
′
a·rˆadS′ (3.6)
3.1.2 Ombrage géométrique
Une autre technique d’ombrage possible est de définir des zones d’ombre pour la densité de courant
surfacique [8,30]. Cette technique est tout à fait cohérente avec l’OP, qui admet des zones d’ombres pour
le courant, et consiste en une limitation de la surface d’intégration des équations de Stratton-Chu (2.37)
et (2.38). Son application étant liée à des techniques de lancers de rayons dépendant de la forme de la
cible, cette technique sera appelée “ombrage géométrique”. C’est aussi la technique couramment utilisée
pour une structure ouverte où la surface d’ouverture ne peut pas être définie.
L’ombrage géométrique est une technique d’ombrage classique pour une méthode Optique Physique.
En effet, il a été évoqué en section 2.2.3.3 que l’OP admet des zones d’ombres définies à l’aide de rayons.
Dans l’IPO, l’ombrage géométrique est une méthode d’ombrage générale qui peut s’appliquer aussi bien
à l’incidence que lors des itérations de l’IPO et au rayonnement après convergence des courants.
L’ombrage géométrique consiste à suivre les rayons optiques et à déterminer pour chaque couple de
points émetteur-récepteur (Pe;Pr) si les points sont en visibilité directe ou si un obstacle se trouve sur
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leur trajet. Dans le premier cas, on considérera que les sources au niveau du point Pe rayonneront en
Pr. Dans le second cas, ce rayonnement sera nul, et lors du calcul d’un rayonnement vers Pr le point
Pe sera exclu de l’intégrale de rayonnement de Stratton-Chu lors du calcul du champ en Pr. Cela peut
s’exprimer par l’ajout de booléens d’ombrage dans l’intégrande : I (Pe, Pr) = 0 en cas d’ombrage et Pe
est alors exclu de l’intégrale ; I (Pe, Pr) = 1 en cas d’illumination et Pe est alors inclus dans l’intégrale.
Notons tout de suite que cette condition d’illumination est réciproque : I (Pr, Pe) = I (Pe, Pr), puisque
uniquement liée à des lancers de rayons, sans considération de la direction de ces rayons. De plus, elle
inclut deux tests sur les normales : si on note ~r le trajet entre Pe et Pr, l’illumination est conditionnée à
~r · nˆ(Pe) > 0 et ~r · nˆ(Pr) < 0.
Les paragraphes suivants détaillent l’application de l’ombrage géométrique à l’IPO dans les cas de
l’itération 0, des itérations et du rayonnement.
3.1.2.1 Application de l’ombrage géométrique à l’itération 0 de l’IPO
On considère un cas général de cavité illuminée en champ lointain, illustré figure 3.3. On note Sc
la surface de la cavité, et Pc un point de Sc, de normale nˆc, situé en ~Rc. kˆi est la direction du champ
incident, eˆi l’orientation du champ électrique incident et hˆi = kˆi ∧ eˆi l’orientation du champ magnétique
incident.
Figure 3.3 – Utilisation de l’ombrage géométrique à l’incidence - Configuration
L’ombrage géométrique consiste à définir un booléen d’illumination Ii(Pc) à partir de lancers de
rayons, afin de déterminer si Pc est illuminé par le champ incident (Ii(Pc) = 1) ou s’il est dans une zone
d’ombre (Ii(Pc) = 0).
Alors ~J (0)(Pc), le courant à l’itération 0 en tout point Pc de Sc, peut être déterminé à l’aide de
ce booléen d’ombrage et de l’expression des champs incidents. En considérant une paroi parfaitement
conductrice et une incidence en champ lointain, on obtient :
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~J (0)(Pc) =
(
2nˆc ∧ Hˆi(Pc)
)
Ii(Pc) (3.7)
Avec :
~Hi(Pc) =
E0
Z0
ejkˆi· ~Rc hˆi (3.8)
Ii(Pc) =
{
1 si Pc est dans la zone d’illumination par le champ incident
0 sinon
(3.9)
3.1.2.2 Application de l’ombrage géométrique aux itérations de l’IPO
Au sein des itérations, l’application de l’ombrage géométrique nécessite la définition d’un booléen pour
chaque couple de points de Sc. Soit un point fixe Pc et un point mobile P ′c, tous deux sur Sc. On note
~Rc et ~R′c leurs positions respectives, et nˆc et nˆ′c leurs normales respectives. On note ~r′ = r′rˆ′ le vecteur
~Rc − ~R′c reliant P ′c à Pc. On pose le booléen d’illumination entre ces deux points :
Ic(P ′c, Pc) = Ic(Pc, P ′c) =
{
1 si P ′c illumine Pc
0 sinon
(3.10)
Alors la mise à jour du courant en Pc lors des itérations se fait en utilisant ce booléen et le champ
rayonné par l’ensemble des points P ′c. Le courant en Pc à l’itération n, ~J
(n)
c (Pc), vaut alors :
~J (n)c (Pc) = ~J (0)c (Pc) + 2nˆc ∧ ~H(n−1)c (Pc) (3.11)
Avec :
~H(n−1)c (Pc) =
−jZ0
4piωµ
x
Sc
[
(k2r′2 + jkr′)(~J ′
(n−1)
c ∧ rˆ′)
] ejkr′
r′3
Ic(P ′c, Pc)dS′ (3.12)
Le booléen Ic(P ′c, Pc) réduit ainsi la surface d’intégration pour le rayonnement des courants des parois
aux points P ′c en visibilité directe du point Pc de réception.
3.1.2.3 Application de l’ombrage géométrique au rayonnement de l’IPO
Au rayonnement, on définit un nouveau booléen d’ombrage Is(P ′c), entre chaque point P ′c de la surface
Sc et le point P d’observation. En monostatique, par réciprocité de l’illumination, ce booléen est le même
que le booléen d’illumination défini précédemment (voir figure 3.3) : Is(P ′c) = Ii(P ′c).
Le champ diffracté en champ lointain au point d’observation P s’exprime alors, à partir de la valeur
en tout point P ′c de Sc de ce booléen et du courant final ~J ′c issu des itérations de l’IPO :
~Es(P ) =
jωµ
4pi
ejkrc
rc
x
Sc
[
~J ′c −
(
rˆc · ~J ′c
)
rˆc
]
e−jk ~R
′
c·rˆcIs(P ′c)dS′ (3.13)
Où ~rc = rcrˆc est le vecteur (constant en approximation champ lointain) reliant P ′c à P .
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3.1.3 Ombrage physique
Une nouvelle technique d’ombrage a été mise en œuvre : l’ombrage physique. Cette technique se base
sur une exploitation des équations intégrales de propagation et l’application de l’OP en zone d’ombre.
Il s’agit d’une technique d’ombrage générale, basée sur les équations intégrales appliquées à 2 objets
distincts, l’un venant ombrer l’autre. La technique permet alors la prise en compte de l’ombrage d’un
objet par l’autre avec l’approximation de l’OP. Cette technique présente l’avantage de ne pas utiliser de
lancers de rayons, qui induisent des discontinuités sur les densités de courant.
Il convient donc dans un premier temps de poser les bases théoriques de l’OP en zone d’ombre et
de la diffraction par deux objets couplés, puis d’utiliser ces théories pour justifier l’ombrage physique,
avant d’appliquer la technique à l’IPO. Enfin, l’ombrage physique sera comparé à l’excitation par surface
d’ouverture d’un point de vue théorique, en étudiant les différences entre les deux techniques au niveau
des équations utilisées pour déterminer l’expression des champs et courants.
3.1.3.1 Calcul de champ diffracté en zone d’ombre par l’Optique Physique
Dans cette section, on s’intéresse au champ diffracté par un objet dans sa “zone d’ombre”, à savoir
la zone située derrière l’objet par rapport à l’incidence. On désigne couramment ce phénomène par le
terme anglais forward scattering [32, 67–72]. Autour de la direction de propagation correspondant à un
angle de bistatisme de 180°, le champ total tend à s’annuler. Le champ diffracté, qui est par définition
la différence entre le champ total et le champ incident, tend donc vers le champ incident en amplitude,
leurs phases étant opposées.
Ce phénomène peut être expliqué par le principe de Babinet [69, 71, 72], qui établit que le champ
diffracté en zone d’ombre d’un corps opaque est identique à celui d’un trou de même forme que la
silhouette de l’objet dans un écran parfaitement conducteur. Il a été montré [71, 72] que ce principe est
inclus dans le calcul du champ diffracté par l’OP en zone d’ombre.
La figure 3.4 montre le résultat obtenu pour le calcul par l’OP du champ diffracté par une plaque
parfaitement conductrice. La plaque étudiée est carrée, de côté L = 10λ et contenue dans le plan (yOz).
L’incidence est en champ lointain dans le plan xOz (φi = 0°) et deux cas d’incidence sont montrés : selon
la normale de la plaque (θi = −90°, soit un angle de αi = θi + 90° = 0° par rapport à la normale) et pour
une incidence oblique (θi = −70°, soit αi = 20°), en polarisation V.
On y constate que le champ électrique diffracté calculé par l’OP est très fort dans la direction spéculaire
de réflexion (autour de αs = −αi, où αs = θs + 90° est l’angle d’observation relatif à la normale) mais
également dans la zone de forward scattering (autour de αs = 180° + αi) par symétrie par rapport au
plan (yOz) contenant la plaque. Dans ces deux zones, on observe d’abord des effets en champ proche où
les champs diffractés sont très irréguliers, puis en champ lointain une forme de sinus cardinal, déduite
des relations (C.17) et (C.34) établies en Annexe C.
3.1.3.2 Problème électromagnétique à 2 objets : configuration générale
En Annexe B, les équations intégrales des champs ont été décrites pour le problème de la diffraction
par un objet, aboutissant aux équations de Stratton-Chu. Afin d’étudier le phénomène d’ombrage, on
s’intéresse ici au problème de la diffraction par un couple d’objets. Ces objets interagissent alors l’un avec
l’autre et un phénomène d’ombrage d’un objet par l’autre peut être mis en évidence.
On considère ici deux objets de volumes V1 et V2, contenus respectivement dans les surfaces S1 et S2
et situés dans un milieu de volume infini noté V∞, lui-même contenu dans S∞. Le volume V0 correspond
au milieu de propagation (V∞ = V1 ∪ V2 ∪ V0) et la surface le contenant sera notée S0.
Le point d’observation est noté P , de coordonnées ~R = Rrˆ. Les champs électrique et magnétique en
P seront notés respectivement ~E(P ) et ~H(P ).
On considère un point mobile P ′, situé en ~R′, utilisé comme point d’intégration, et où les champs
sont notés ~E′ = ~E(P ′) et ~H ′ = ~H(P ′). Lorsque P ′ est situé sur la surface S1 ou sur la surface S2, on lui
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(a) θi = −90° (incidence normale)
(b) θi = −70° (incidence oblique)
Figure 3.4 – Champ diffracté par une plaque carrée calculé par l’OP, vue de coupe dans le plan (xOz)
(les contours de la plaque et la direction d’incidence ont été ajoutés)
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Figure 3.5 – Problème de la diffraction par deux objets (le point d’intégration P ′ étant ici placé sur la
surface S1)
associe un élément de surface dS′, de normale nˆ′ orientée vers l’extérieur du volume correspondant (V1
ou V2). De même s’il est sur S∞, on lui associera un élément de surface dS′∞, de normale orientée vers
l’extérieur nˆ′∞. Dans le cas où P ′ est dans un volume, l’élément de volume dV ′ lui sera associé.
On notera g′ = G(~R, ~R′) = ejk‖
~R′−~R‖
4pi‖~R′−~R‖ la fonction de Green correspondant à la propagation entre les
points P et P ′.
3.1.3.3 Equations intégrales couplées
Un raisonnement similaire à celui effectué en Annexe B peut être effectué dans cette nouvelle situation.
L’équation (B.19) est toujours valable avec deux objets en présence :
y
V0
{
δ(~R, ~R′) ~E′
}
dV ′ =
y
V0
{
jωµg′ ~J ′ − ~M ′ ∧ ~∇(g′) + ρ
′
e

~∇(g′)
}
dV ′
−
x
S0
{(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
+
(
~E · nˆ′
)
~∇(g′)
}
dS′
(3.14)
En utilisant la décomposition de S0, l’orientation des normales des surfaces et la condition de rayon-
nement à l’infini (raisonnement similaire aux équations (B.21) et (B.22)), on obtient ici :
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y
V0
[
δ(~R, ~R′) ~E′
]
dV ′ =
y
V0
{
jωµg′ ~J ′ − ~M ′ ∧ ~∇(g′) + ρ
′
e

~∇(g′)
}
dV ′
+
x
S1
[(
~E′ · nˆ′
)
~∇(g′) +
(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
dS′
+
x
S2
[(
~E′ · nˆ′
)
~∇(g′) +
(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
dS′
(3.15)
De même qu’en Annexe B, on peut identifier les termes :
t
V0
[
δ(~R, ~R′) ~E′
]
dV ′ représente le
champ ~E(~R) si le point d’observation P se situe dans le volume V0 (ce qui signifie dans ce cas
qu’il n’est ni dans V1 ni dans V2), cette contribution étant nulle dans le cas contraire, et vaudra
1
2
~E(~R) dans le cas limite d’un point de S0 ;
t
V0
{
jωµg′ ~J ′ − ~M ′ ∧ ~∇(g′) + ρ′e ~∇(g′)
}
dV ′ est l’évalua-
tion au point d’observation du rayonnement issu de la source de courant, qui correspond au champ
incident que l’on notera ~Ei(~R) ; enfin
s
S1
[(
~E′ · nˆ′
)
~∇(g′) +
(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
dS′ +
s
S2
[(
~E′ · nˆ′
)
~∇(g′) +
(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
dS′ représente le champ diffracté par l’en-
semble des deux objets en P , que l’on notera ~Es(P ). Il est à noter que si l’expression obtenue fait
apparaître deux intégrales distinctes pour les surfaces S1 et S2, les champs diffractés par les deux objets
sont en réalité couplés, puisqu’ils dépendent du champ total. Il y a alors interactions entre les deux objets
et le champ diffracté par l’ensemble ne correspond pas à la somme des champs diffractés par les deux
objets pris séparément.
L’expression intégrale des champs électriques couplés s’écrit donc :
K(P ) ~E(P ) = ~Ei(P ) + ~Es(P ) (3.16a)
Avec K(P ) =

0 si P ∈ V1 ou si P ∈ V2, P /∈ S1, P /∈ S2
1/2 si P ∈ S1 ou P ∈ S2
1 sinon
(3.16b)
~Ei(P ) =
y
V0
{
jωµg′ ~J ′ − ~M ′ ∧ ~∇(g′) + ρ
′
e

~∇(g′)
}
dV ′ (3.16c)
~Es(P ) =
x
S1
[(
~E′ · nˆ′
)
~∇(g′) +
(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
dS′
+
x
S2
[(
~E′ · nˆ′
)
~∇(g′) +
(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
dS′
(3.16d)
3.1. PHÉNOMÈNE D’OMBRAGE 61
Et par dualité symétrique, l’expression intégrale des champs magnétiques couplés s’écrit :
K(P ) ~H(P ) = ~Hi(P ) + ~Hs(P ) (3.17a)
Avec K(P ) =

0 si P ∈ V1 ou si P ∈ V2, P /∈ S1, P /∈ S2
1/2 si P ∈ S1 ou P ∈ S2
1 sinon
(3.17b)
~Hi(P ) =
y
V0
[
jωg′ ~M ′ + ~J ′ ∧ ~∇(g′) + ρ
′
m
µ
~∇(g′)
]
dV ′ (3.17c)
~Hs(P ) =
x
S1
[
−jωg′
(
nˆ′ ∧ ~E′
)
+
(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′) +
(
~H ′ · nˆ′
)
~∇(g′)
]
dS′
+
x
S2
[
−jωg′
(
nˆ′ ∧ ~E′
)
+
(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′) +
(
~H ′ · nˆ′
)
~∇(g′)
]
dS′
(3.17d)
3.1.3.4 Ombrage physique pour deux objets distincts
Dans le cas de deux objets couplés (voir figure 3.5), il est nécessaire de prendre en considération les
interactions entre les deux objets. Selon la position de l’émetteur par rapport aux objets, ces interactions
peuvent inclure un effet d’ombrage, qui aura une influence sur l’expression des courants. Cet effet, s’il peut
être déterminé de manière géométrique comme vu dans la section précédente, peut aussi être déterminé
en utilisant un ombrage dit “physique”, qui n’utilise pas de lancers de rayons. Ce paragraphe détaille
l’application de l’ombrage physique d’un objet par un autre, en s’appuyant sur les équations intégrales
couplées établies en section 3.1.3.3 et la diffraction en direction de forward scattering étudiée en 3.1.3.1.
On considère le cas de la figure 3.5, avec une illumination “de S1 vers S2” : la source du champ est
située au point Pi de telle manière que S1 est entre Pi et S2. En tout point P de l’espace, on note ~Ei(P )
et ~Hi(P ) les champs électrique et magnétique incidents en P , et kˆi le vecteur unitaire de direction de
propagation. On considère que les surfaces S1 et S2 sont convexes, afin de simplifier le calcul du courant
sur les surfaces elles-mêmes et s’intéresser uniquement aux interactions entre elles. On se limite au cas
d’un matériau parfaitement conducteur pour les deux objets considérés.
La technique de l’ombrage physique consiste à déterminer l’expression des courants surfaciques par
un calcul en trois étapes :
Calcul du courant sur l’objet ombrant S1 : Le courant surfacique sur S1, éclairée avant S2, est
considéré comme découplé du courant sur la surface de S2. On peut alors le calculer par l’OP, et
pour tout point P1 sur S1, on a :
~J(P1) =
[
2nˆ(P1) ∧ ~Hi(P1)
]
In(P1) (3.18a)
In(P ) =
{
1 si kˆi · nˆ(P ) < 0
0 si kˆi · nˆ(P ) ≥ 0
(3.18b)
In(P1) est alors un booléen d’illumination qui correspond à un test sur la normale. C’est le seul
ombrage à appliquer car la surface S1 est convexe. En cas de surface concave, des phénomènes d’om-
brage sur la surface S1 pourraient être à considérer. Une solution pourrait alors être de décomposer
la surface S1 en sous-surfaces convexes et d’appliquer la méthode d’ombrage entre ces sous-surfaces.
Calcul du champ diffracté en zone d’ombre par S1 : L’ombrage physique utilise le champ en for-
ward scattering de la surface S1 pour déterminer le courant en zone ombrée en S2, par opposition
à la technique d’ombrage géométrique qui utiliserait les contours de S1 afin de déterminer par des
lancers de rayons une zone d’ombre sur S2. On détermine alors, en tout point P2 de S2, le champ
magnétique diffracté par S1 : ~H(S1 7→ P2) à partir du courant ~J(P1) calculé précédemment en tout
point P1 de S1.
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Calcul du courant sur l’objet ombré S2 : D’après les équations intégrales, le champ magnétique to-
tal en P2 s’exprime :
~H(P2) = ~Hi(P2) +
x
S1
[(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′)
]
dS′
+
x
S2
[(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′)
]
dS′
(3.19)
Dans laquelle les champs sur les surfaces S1 et S2 sont considérés découplés. Une première approxi-
mation de l’OP peut alors être faite à partir de cette relation. En effet, l’OP ne prend pas en compte
les ondes rampantes, donc l’intégrale sur la surface convexe S2 est nulle :
~H(P2) = ~Hi(P2) +
x
S1
[(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′)
]
dS′ (3.20)
De plus, les objets étant considérés découplés, le champ total en S1 est indépendant de S2 et le
terme intégral
s
S1
[(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′)
]
dS′ correspond alors au champ diffracté par S1 vers le point
P2 situé dans sa zone d’ombre. Ainsi, le champ magnétique local ~H(P2) est la somme du champ
incident ~Hi(P2), donnée d’entrée du problème, et du champ magnétique ~H(S1 7→ P2), qui compense
le champ incident pour créer un phénomène d’ombrage :
~J(P2) = 2nˆ(P2) ∧ ~H(P2) (3.21a)
~H(P2) = ~Hi(P2) + ~H(S1 7→ P2) (3.21b)
On a ainsi exprimé le courant sur l’objet ombré S2 en utilisant le champ diffracté en forward scattering
par l’objet ombrant S1, sans utilisation de lancers de rayons. Les paragraphes suivants montrent comment
cette technique d’ombrage peut être appliquée à l’IPO lors des différentes étapes de la méthode : l’itération
0, la mise à jour du courant et le rayonnement vers le récepteur.
3.1.3.5 Application de l’ombrage physique à l’itération 0 de l’IPO
L’ombrage physique, dont les fondements théoriques ont été étudiés dans les paragraphes précédents,
peut être appliqué à l’IPO. Cette méthode d’ombrage générale peut s’appliquer à la fois à l’itération 0,
à la mise à jour itérative des courants, et au rayonnement. Dans un premier temps, on s’intéresse à son
application à l’itération 0.
Soit la configuration de la figure 3.6, qui illustre l’illumination d’une cavité dont la surface interne est
notée Sc et la surface externe Se. On considère des parois parfaitement conductrices. Soit Pc un point
de Sc, de normale nˆc, situé en ~Rc, et P ′e un point mobile de Se, de normale nˆ′e, situé en ~R′e. L’incidence
(considérée en champ lointain) est représentée par le trièdre direct
(
kˆi, eˆi, hˆi
)
, désignant respectivement
la direction de l’onde incidente, l’orientation du champ électrique et l’orientation du champ magnétique.
L’application de l’ombrage physique consiste à calculer dans un premier temps le courant sur la paroi
extérieure, afin de le faire rayonner vers l’intérieur de la cavité. Seuls des tests de normales limiteront les
points pris en compte.
Dans un premier temps, on détermine donc le courant ~J(P ′e) en chaque point P ′e de Se :
~J(P ′e) =
(
2nˆ′e ∧ Hˆi(P ′e)
)
Ii(P ′e) (3.22)
Avec :
Hˆi(P ′e) =
E0
Z0
ejkˆi· ~R
′
e hˆi (3.23)
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Figure 3.6 – Utilisation de l’ombrage physique à l’incidence - Configuration
Ii(P ′e) =
{
1 si kˆi · nˆ′e < 0
0 sinon
(3.24)
A partir de ces courants, on applique un rayonnement en Forward Scattering vers l’intérieur de la
cavité, limité aux points tels que ~r′ec · nˆc < 0. On obtient alors la valeur ~J (0)(Pc) du courant initial de
l’IPO pour tout point Pc de Sc :
~J (0)(Pc) = 2nˆc ∧
(
Hˆi(Pc) + Hˆe(Pc)
)
Ic(Pc) (3.25)
Avec :
– le champ incident en Pc (donnée d’entrée du problème électromagnétique, donc le champ incident
sans considérer la paroi masquante) :
~Hi(Pc) =
E0
Z0
ejkˆi· ~Rc hˆi (3.26)
– le champ “de compensation” qui permet l’ombrage, diffusé en Forward Scattering par Se :
~He(Pc) =
−jZ0
4piωµ
x
Se
[(
k2r′2ec + jkr′ec
)
~J ′ ∧ rˆ′ec
] ejkr′ec
r′3ec
Iec(P ′e, Pc)dS′ (3.27)
– le test de la normale pour limiter l’intégration sur Se :
Iec(P ′e, Pc) =
{
1 si r′ec · nˆc < 0
0 sinon
(3.28)
– et le test de normale en Pc :
Ic(Pc) =
{
1 si kˆi · nˆc < 0
0 sinon
(3.29)
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Ainsi l’expression du courant initial en Pc par ombrage physique a été définie. Il est à noter que si les
expressions font apparaître des booléens pour limiter les intégrations, ceux-ci sont uniquement des tests
sur la normale. Aucun lancer de rayons n’est nécessaire pour établir ces expressions, contrairement à la
technique d’ombrage géométrique.
3.1.3.6 Application de l’ombrage physique aux itérations de l’IPO
Pour l’application à la mise à jour des courants au sein des itérations de l’IPO, on considère un couple
de points de Sc : un point fixe Pc de réception et un point mobile P ′c d’émission. On note ~Rc et ~R′c leurs
positions respectives, et ~nc et ~n′c leurs normales respectives. On note ~r′ = r′rˆ′ le vecteur ~Rc − ~R′c reliant
P ′c à Pc.
Comme en section 2.3.5.1, la mise à jour du courant en Pc se fait par la relation :
~J (n)c (Pc) = ~J (0)c (Pc) + 2nˆc ∧ ~H(n−1)c (Pc) (3.30)
En utilisant l’ombrage physique, le champ diffusé à l’intérieur de la cavité s’écrit :
~H(n−1)c (Pc) =
−jZ0
4piωµ
x
Sc
[
(k2r′2 + jkr′)(~J ′
(n−1)
c ∧ rˆ′)
] ejkr′
r′3
Ic(P ′c, Pc)dS′ (3.31)
Où Ic(P ′c, Pc) est un simple booléen de test de la normale :
Iec(P ′c, Pc) =
{
1 si r′ · nˆc < 0
0 sinon
(3.32)
Ici encore, seul un booléen de test sur la normale du point de réception est nécessaire, sans lancer
de rayons. Les points P ′c qui étaient exclus de l’intégration en utilisant l’ombrage géométrique viennent
créer un ombrage physique en Pc.
3.1.3.7 Application de l’ombrage physique au rayonnement de l’IPO
Au rayonnement, l’application de l’ombrage physique consiste simplement à faire rayonner toute la
surface Sc vers le récepteur :
~Es(P ) =
jωµ
4pi
ejkrc
rc
x
Sc
[
~J ′c −
(
rˆc · ~J ′c
)
rˆc
]
e−jk ~R
′
c·rˆcdS′ (3.33)
Où ~rc = rcrˆc est le vecteur (constant en approximation champ lointain) reliant P ′c à P .
Ici, aucun booléen ne vient réduire la surface d’intégration, et le rayonnement des points de Sc ignorés
par l’ombrage géométrique (en particulier les points tels que nˆ′c · kˆs < 0) vient effectuer un ombrage
physique vers le récepteur.
3.1.4 Lien entre ombrage physique et excitation par surface d’ouverture
On étudie dans ce paragraphe le lien entre la technique d’ombrage physique et l’utilisation de la surface
d’ouverture au niveau des équations. On se limite à l’ombrage à l’incidence, mais un raisonnement similaire
peut être fait pour l’ombrage au rayonnement.
Soit une cavité ouverte-fermée de surface interne Sc et de surface externe Se. On considère une paroi
parfaitement conductrice et sans épaisseur (alors seule l’orientation de la normale diffère entre Se et Sc).
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(a) Configuration générale avec surface de Huy-
gens quelconque (ici le point mobile P ′ est situé
sur la surface de Huygens S∗i )
(b) Configuration avec la surface de Huygens qui
tend à épouser celle des parois de la cavité
Figure 3.7 – Ombrage à l’itération 0 d’une cavité - Configuration
On considère un point P de Sc, et un point mobile P ′. On note nˆ la normale en P , nˆ′ la normale
en P ′ et dS′ la surface élémentaire en P ′. Les notations associées à P ′ sont valables quelle que soit la
location du point mobile, qui pourra se trouver sur chacune des surfaces définies.
On note
(
~Ei(P ), ~Hi(P )
)
le champ électromagnétique incident en P . La configuration est illustrée
figure 3.7.
On applique la relation (B.24) en P ∈ Sc :
1
2
~H(P ) = ~Hi(P ) + ~Hs(P ) (3.34)
Où ~Hs(P ) est le champ diffracté en P , que l’on peut écrire comme la somme du champ diffracté par
les parois internes de la cavité, noté ~Hc(P ) et par les parois externes, ~He(P ). Ainsi, en appliquant un
produit vectoriel par la normale, il vient :
1
2 nˆ ∧
~H(P ) = nˆ ∧
{
~Hi(P ) + ~Hc(P ) + ~He(P )
}
(3.35)
On peut alors expliciter les différents termes de cette expression :
– nˆ ∧ ~H(P ) = ~J(P ), densité surfacique de courant au point P ;
– ~Hi(P ), champ incident, peut être écrit à l’aide du théorème d’équivalence de Huygens : ~Hi(P ) =
~H∗i (P ) =
s
S∗
i
~FH
(
~J ′, ~M ′, P
)
dS′, où S∗i est la surface de Huygens fermée (étudiée par la suite),
~J ′ = nˆ′ ∧ ~Hi(P ′) et ~M ′ = −nˆ′ ∧ ~Ei(P ′) sont les densités de courant, respectivement électrique et
magnétique, en P ′, et ~FH
(
~J ′, ~M ′, P
)
est la fonction de rayonnement par Stratton-Chu permettant
d’obtenir le champ magnétique diffracté par les courants ~J ′ et ~M ′ vers le point P ;
– ~Hc(P ) = ~0 : cette composante, qui sera réévaluée lors des itérations de l’IPO, est considérée nulle
à l’itération 0 ;
– ~He(P ) =
s
Se
~FH
(
~J ′OP ,~0, P
)
dS′, avec ~J ′OP = 2nˆ′∧ ~Hi(P ′) déterminé par l’OP, les parois de la cavité
étant considérées parfaitement conductrices. De plus, on peut écrire Se = S+e ∪ S−e , où S+e désigne
la partie éclairée (kˆi · nˆ < 0) de Se et S−e la partie ombrée (kˆi · nˆ ≥ 0) d’après le test de la normale.
Alors ~He(P ) =
s
S+e
~FH
(
~J ′OP ,~0, P
)
dS′ +
s
S−e
~FH
(
~0,~0, P
)
dS′ =
s
S+e
~FH
(
~J ′OP ,~0, P
)
dS′.
Il convient alors de choisir une surface de Huygens pour le calcul de ~H∗i (P ). Cette surface doit être
fermée, pour pouvoir appliquer le principe d’équivalence. On peut faire tendre la surface de Huygens vers
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les parois de la cavités, et S∗i peut alors être décomposée : S∗i = S∗a ∪S∗e , où S∗e vient épouser les parois de
la cavité et donc tendre vers Se, et S∗a vient la compléter et désigne alors la surface d’ouverture, surface
fictive venant “boucher” la cavité. Le champ incident s’écrit alors :
~H∗i (P ) =
x
S∗a
~FH
(
~J ′, ~M ′, P
)
dS′ +
x
S∗e
~FH
(
~J ′, ~M ′, P
)
dS′ (3.36)
Quelques remarques importantes concernant cette expression :
– S∗i = S∗a ∪ S∗e est bien une surface fermée sur laquelle le théorème d’équivalence de Huygens peut
être appliqué ;
– même si l’on fait tendre S∗e vers Se géométriquement, S∗a et S∗e sont des surfaces fictives, sur lesquelles
le courant magnétique n’est pas nul ;
– la normale à S∗e est orientée vers l’intérieur de S∗i donc est opposée à la normale de Se ;
– les champs incidents ~Hi(P ) et ~H∗i (P ) sont rigoureusement égaux d’après le principe d’équivalence
de Huygens.
On obtient, d’après l’équation (3.35), la relation suivante :
~J(P ) = 2nˆ ∧
x
S∗a
~FH
(
~J ′, ~M ′, P
)
dS′ +
x
S∗e
~FH
(
~J ′, ~M ′, P
)
dS′ +
x
S+e
~FH
(
~J ′OP ,~0, P
)
dS′
 (3.37)
A partir de cette équation, on peut différencier les approches ombrage physique et excitation par
surface d’ouverture :
Ombrage physique : la technique consiste à ne pas utiliser la décomposition de la surface de Huygens,
et conserver le champ électromagnétique incident ~Hi(P ) en tant que donnée d’entrée du problème
(ce qui est rigoureusement équivalent), compensé par la composante d’ombrage venant de S+e .
L’approximation faite ici est l’approximation du plan tangent, appliquée deux fois : une fois pour
le calcul de ~J ′OP en tout point P ′ de S+e , puis en P pour le calcul du courant surfacique ~J(P ) ;
Excitation par surface d’ouverture : on considère qu’en faisant tendre à l’extrême la surface S∗e vers
Se, les composantes venant de S∗e et S+e s’annulent, du fait des normales opposées. On évite ainsi
d’appliquer l’approximation du plan tangent sur Se, mais le rayonnement de la partie non éclairée
par le test de la normale (kˆi · nˆ′ ≥ 0) de S∗e est négligé.
Ainsi, d’après ces différences dans l’application de l’approximation de l’OP, il faut s’attendre à ce que
l’ombrage physique soit moins performant pour une illumination dans une direction proche de la normale
à l’ouverture de la cavité, l’OP étant moins précise pour des incidences rasantes aux surfaces, ce qui
sera le cas pour le calcul du courant en Se. A l’inverse, pour des illuminations et/ou observations plus
éloignées de la normale à l’ouverture, l’approximation faite par l’excitation par surface fictive aura plus
d’impact sur le calcul et l’erreur liée à cette technique augmentera.
3.2 Application des techniques d’ombrage
Dans la section précédente, les différentes techniques d’ombrage possibles dans l’IPO ont été abordées
théoriquement. Il convient donc désormais d’appliquer ces techniques à des cas pratiques afin d’observer
les avantages et inconvénients de chacune d’elles.
Dans cette section, plusieurs applications sont proposées. D’abord une application à un cas très simpli-
fié de 2 plaques superposées est considérée. Ce cas permet d’illustrer au mieux les techniques d’ombrages
évoquées, mais il ne s’agit pas d’une cible réaliste et cela ne permet pas de conclure quant à l’efficacité des
techniques sur des cas complexes. Un second cas, plus réaliste, sera ensuite étudié : celui d’un dièdre. S’il
ne s’agit pas d’une cavité complète, le cas du dièdre propose l’avantage de montrer un cas d’application
3.2. APPLICATION DES TECHNIQUES D’OMBRAGE 67
de l’IPO pour une structure ouverte, en mettant en évidence la différence entre l’ombrage géométrique
et l’ombrage physique. Enfin, les trois techniques d’ombrage pourront être comparées dans des cas de
cavités ouvertes-fermées, mettant ainsi en évidence les avantages et inconvénients de chacune.
3.2.1 Illustration : les techniques d’ombrage pour 2 plaques superposées
On considère ici un premier cas afin de mettre en évidence la différence entre les techniques d’ombrage
vues précédemment. Il s’agit de deux plaques rectangulaires parallèles espacées selon l’axe de leur normale.
Pour ce cas, purement illustratif et peu représentatif d’une cible radar d’intérêt, on s’intéresse uniquement
au calcul des courants à l’itération 0, sans entrer dans le processus itératif de l’IPO.
3.2.1.1 Configuration du scénario
La figure 3.8 illustre le cas étudié de plaques de normales Zˆ, espacées d’une hauteur Dz. Le point
source sera défini par ses coordonnées sphériques Pi(Ri, θi, φi), avec Ri →∞, φi = 0° et −90° < θi < 0°.
Les plaques, notées S1 et S2, sont conformes au cas de la section 3.1.3.4 (surfaces convexes, parfaitement
conductrices, illumination “de S1 vers S2”). On distingue les surfaces supérieures et inférieures de chaque
plaque : S+1 , S−1 , S+2 , S−2 et on simplifie au cas de plaques sans épaisseur (1 = 2 = 0).
Figure 3.8 – Scénario 2 plaques superposées - Configuration spatiale (vue de coupe)
L’objectif est d’exprimer pour chacune des méthodes envisagées, les expressions des densités de courant
électrique en tout point de chaque face {S+1 , S−1 , S+2 , S−2 } avant le processus itératif de l’IPO. D’après la
méthode IPO, décrite en section 2.3.5.1, ces densités de courant évolueront avec les itérations.
Le tableau 3.1 fournit les paramètres de simulation.
3.2.1.2 Illumination par surface d’ouverture
Il faut ici dans un premier temps définir la surface d’ouverture.
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Objet Paramètre Notation Calcul, justification Valeur
incidence fréquence F milieu bande X 10 GHz
angle de site incident φi plan (xOz) 0°
angle de polarisation incident η polarisation H 90°
dimensions longueur des plaques carrées L 10λ 300 mm
épaisseur plaque 1 1 épaisseur nulle 0
épaisseur plaque 2 2 épaisseur nulle 0
hauteur séparant les plaques Dz 6λ 180 mm
maillage dimension des mailles δ maillage en ' λ/6 5 mm
Tableau 3.1 – Scénario 2 plaques superposées - Paramètres généraux de simulation
Pour obtenir une surface totale fermée contenant l’intérieur de la cavité ouverte, il faut alors que la
surface d’ouverture entoure les surfaces S−1 et S+2 de manière à former avec elle un pavé, dont ces deux
surfaces forment les bases. Cependant, le test de la normale (kˆ · nˆ < 0) permet de limiter la surface
d’ouverture. On peut en effet se contenter de définir une plaque verticale Sa, de profondeur L selon Yˆ et
de hauteur Dz selon Zˆ, qui joint S+2 et S−1 en X = −L2 , le courant étant nul sur les autres faces du pavé
(faces latérales en Y = ±L2 et fond en X = +L2 ).
Comme ils sont exclus du processus itératif de l’IPO, les courants sur les faces extérieures, S+1 et
S−2 , sont calculés par l’OP, indépendamment de la surface d’ouverture. D’après le test de la normale, le
courant en S−2 est nul (kˆi · nˆ(S−2 ) ≥ 0 donc In((P ∈ S−2 ) = 0). On a donc :
~J(P ∈ S+1 ) = 2nˆ(P ) ∧ ~Hi(P ) (3.38)
~J(P ∈ S−2 ) = ~0 (3.39)
Les courants sur les faces intérieures, S−1 et S+2 , sont quant à eux calculés à l’aide de la surface
d’ouverture comme décrit en section 3.1.1.1. On calcule d’abord les courants électrique et magnétique sur
la surface fictive Sa, puis on en déduit les courants sur les faces. Sur la surface d’ouverture
∀P ′ ∈ Sa, ~J(P ′) = ~J ′ = nˆ(P ′) ∧ ~Hi(P ′)
~M(P ′) = ~M ′ = −nˆ(Sa) ∧ ~Ei(P ′)
(3.40)
~J (0)(P ∈ S+2 ) = 2nˆ(P ) ∧ ~H(Sa 7→ P ) (3.41a)
Avec : ~H(Sa 7→ P ) = j4piωµ
x
Sa
[
p1(r′) ~M ′ − Z0p2(r′) ~J ′ ∧ rˆ′ + p3(r′)
(
rˆ′ · ~M ′
)
rˆ′
] ejkr′
r′3
dS′ (3.41b)
~J (0)(P ∈ S−1 ) = 2nˆ(P ) ∧ ~H(Sa 7→ P ) (3.42)
Avec, comme vu en section 2.2.3.3, les coefficients de l’OP :
– p1(r′) = −1 + jkr′ + k2r′2
– p2(r′) = k2r′2 + jkr′
– p3(r′) = 3− 3jkr′ − k2r′2
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3.2.1.3 Ombrage géométrique
Il s’agit ici d’appliquer la méthode d’ombrage géométrique telle qu’elle a été expliquée en section
3.1.2.1.
Les surfaces sont alors découplées à l’itération 0, et le courant en S1 est calculé indépendamment
de celui sur S2. Les courants sur les surfaces S+1 , S−1 , S+2 et S−2 sont alors calculés en fonction de leur
illumination géométrique, représentée par le booléen Ii.
La surface S+1 est totalement illuminée (∀P ∈ S+1 , Ii(P ) = 1), et le courant est déterminé par l’OP :
~J(P ∈ S+1 ) = 2nˆ(P ) ∧ ~Hi(P ) (3.43)
À l’inverse, les surfaces inférieures S−1 et S−2 sont totalement ombrées (∀P ∈ S+1 ∪ S+2 , Ii(P ) = 0).
Les courants sur ces deux surfaces sont alors nuls :
~J (0)(P ∈ S−1 ) = ~0 (3.44)
~J(P ∈ S−2 ) = ~0 (3.45)
On voit une première différence avec l’excitation par surface d’ouverture : le courant sur la face interne
S−1 est nul pour la technique d’ombrage géométrique. Ce courant entrant dans les itérations de l’IPO, la
différence est importante.
Pour la surface S+2 , la valeur du booléen Ii dépend de la position du point de S+2 et de l’angle
d’incidence. Ce booléen correspond alors à l’ombrage par S1. Son expression, qui traduit la frontière
d’ombre, peut être déterminée géométriquement :
~J (0)(P ∈ S+2 ) =
[
2nˆ(P ) ∧ ~Hi(P )
]
Ii(P ) (3.46a)
Ii(P ) =
{
1 si X < −L2 −Dz tan(θi)
0 sinon
(3.46b)
On peut déterminer la norme du courant sur cette face, que l’on pourra vérifier sur les résultats de
simulation. On exprime pour cela nˆ(P ∈ S+2 ) = Zˆ et le champ magnétique incident ~Hi(P ) = kˆi∧
~Ei(P )
Z0
=
E0
Z0
ejkˆi·~R(P )hˆi, où E0 = 1V.m−1 est la norme du champ incident (normalisé ici), ~R(P ) est la position du
point P , et hˆi est le vecteur unitaire de direction du champ magnétique incident. En polarisation H, le
champ incident est contenu dans le plan (xOz), et on a :
∥∥∥ ~J (0)(P ∈ S+2 )∥∥∥ = ∥∥∥[2nˆ(P ) ∧ ~Hi(P )] Ii(P )∥∥∥
=
∥∥∥∥[2Zˆ ∧ ( 1Z0 ejkˆi·Rˆ(P )hˆi
)]
Ii(P )
∥∥∥∥
=
[∥∥∥∥ 2Z0 ejkˆi·Rˆ(P )
∥∥∥∥∥∥∥Zˆ ∧ (cos θiXˆ + sin θiZˆ)∥∥∥] Ii(P )
=
[
2
Z0
∥∥∥cos θiYˆ ∥∥∥] Ii(P )
=
{
2
Z0
cos θi si X < −L2 −Dz tan(θi)
0 sinon
(3.47)
On remarque que comme pour l’ombrage géométrique et contrairement à l’excitation par surface
d’ouverture, le courant en S−1 est nul. Par contre, en opposition à l’ombrage géométrique, le courant en
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S+2 est continu (en tant que produit vectoriel de la normale constante avec un champ qui est continu
puisque somme de deux champs continus).
3.2.1.4 Ombrage physique
On applique ici la technique d’ombrage physique, vue en section 3.1.3.5. Les différences par rapport
à l’ombrage géométrique sont : le seul booléen considéré est le test de la normale, et le calcul du courant
sur la zone ombrée se fait par un rayonnement en forward scattering.
Comme pour les deux autres techniques, la surface S+1 est totalement éclairée et son courant est
déterminé par l’OP :
~J(P ∈ S+1 ) = 2nˆ(P ) ∧ ~Hi(P ) (3.48)
Les courants sur les surfaces inférieures sont nuls d’après le test de la normale (∀P ∈ S−1 ∪ S−2 ,
Ii(P ) = 0) :
~J (0)(P ∈ S−1 ) = ~0 (3.49)
~J(P ∈ S−2 ) = ~0 (3.50)
Enfin, le courant en S+2 est déterminé en appliquant la méthode décrite en section 3.1.3.5. Le champ
diffracté en forward scattering par S+1 , seule face extérieure éclairée, vient compenser le champ incident
pour créer un ombrage sur S+2 . Ce champ issu de S+1 peut être calculé par l’OP en zone d’ombre, avec la
simplification d’une surface parfaitement conductrice. Ainsi, on obtient :
~J (0)(P ∈ S+2 ) = 2nˆ(P ) ∧ [ ~Hi(P ) + ~H(S+1 7→ P )] (3.51a)
~H(S+1 7→ P ) =
−jZ0
4piωµ
x
S+1
[
p2(r′) ~J ′ ∧ rˆ′
] ejkr′
r′3
dS′ (3.51b)
3.2.1.5 Résultat
La figure 3.9 et la figure 3.10 montrent la répartition du courant à l’itération 0 sur la surface ombrée
S+2 pour les trois techniques d’ombrage en cartographie pour les incidences respectives de θi = −30° et
θi = −50°. La figure 3.11 montre les courants obtenus en coupe au milieu de la face, en Y = 0, et pour
plusieurs angles d’incidence donnés (θi = 0°, θi = −30°, θi = −50° et θi = −70°). Ce cas illustratif permet
de mettre en évidence les différences entre ces méthodes.
On peut ainsi observer que l’ombrage géométrique propose une évolution discontinue du courant. Le
courant est en effet constant sur la zone éclairée, et nul sur la zone ombrée. Le courant affiché étant
normalisé par Z0, on retrouve la valeur constante 2 cos(θi) dans la zone illuminée. Dans le cas θi = 0°,
la face S+2 est totalement ombrée géométriquement (∀P ∈ S+2 , Ii(P ) = 0) et le courant est alors nul
sur toute la face. A l’inverse pour θi = −70°, S+2 est totalement illuminée géométriquement (∀P ∈ S+2 ,
Ii(P ) = 1).
Le cas de l’ombrage via l’excitation par la surface d’ouverture donne à l’inverse une évolution continue
des courants. Pour θi = −30° et θi = −50°, le courant oscille en zone illuminée autour de la valeur
constante du courant évalué par l’ombrage géométrique, avant de s’évanouir lentement dans la zone
géométriquement ombrée. On montre ainsi que si l’excitation par la surface d’ouverture n’est pas à
proprement parler une méthode d’ombrage, elle permet bien de traduire un effet d’ombrage. De plus,
les courants calculés par cette technique semblent moins importants sur les bords de la surface observée.
Pour θi = −70°, où il n’y a pas de zone d’ombre géométrique, les oscillations se font autour de la valeur
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(a) ombrage géométrique
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(c) excitation par surface d’ouverture
Figure 3.9 – Scénario 2 plaques superposées - Visualisation 2D des courants sur la surface ombrée pour
θi = −30° - Comparaison ombrage géométrique, excitation par surface d’ouverture Sa, ombrage physique
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(b) ombrage physique
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(c) excitation par surface d’ouverture
Figure 3.10 – Scénario 2 plaques superposées - Visualisation 2D des courants sur la surface ombrée pour
θi = −50° - Comparaison ombrage géométrique, excitation par surface d’ouverture Sa, ombrage physique
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(b) θi = −30° (coupe de la figure 3.9)
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(c) θi = −50° (coupe de la figure 3.10)
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(d) θi = −70°
Figure 3.11 – Scénario 2 plaques superposées - Résultats évolution des courants de surface selon l’axe X
(coupe en Y = 0) pour différents angles d’incidence - Comparaison ombrage géométrique, excitation par
surface d’ouverture Sa, ombrage physique
constante. Pour ces 3 angles d’incidence, le courant déterminé par l’excitation par surface d’ouverture reste
proche de la valeur constante obtenue par l’ombrage géométrique. Ce courant présente la particularité
d’être très élevé dans la zone proche de la surface d’ouverture (située en X = −L/2), phénomène dû
à des interactions très proches entre des mailles de la surface d’ouverture et des mailles de la surface
S+2 . Il s’agit donc d’un phénomène lié au maillage, qui pourrait se corriger en adoptant un maillage plus
fin. Enfin, pour θi = 0°, la surface d’ouverture n’est pas illuminée d’après le test de la normale. Ainsi,
le courant en S+2 est nul, ce qui n’est pas physiquement valide, puisqu’un champ non nul issu de S1 se
propage vers S2 en forward scattering [32, 70–72]).
Enfin, la technique de l’ombrage physique montre des courants très réalistes. Pour les angles d’inci-
dence non nuls, les résultats obtenus par cette technique sont très proches de ceux obtenus avec la surface
d’ouverture, avec comme différence notable l’absence de valeur très élevée du courant dans la zone proche
de l’ouverture (le problème des interactions très proches étant évité). Pour θi = 0°, l’utilisation du rayon-
nement en zone d’ombre par l’OP donne lieu à un courant non nul sur S+2 , plus réaliste que les résultats
obtenus avec les deux autres méthodes.
En conclusion, ce cas met en évidence les différences entre les 3 techniques d’ombrage possibles pour
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l’IPO : l’ombrage géométrique, l’ombrage par surface d’ouverture et l’ombrage physique. L’ombrage géo-
métrique donne un résultat discontinu dans les cas où une surface ombre l’autre. L’ombrage par surface
d’ouverture et l’ombrage physique montrent une évolution continue du courant, avec des valeurs rela-
tivement proches de celles obtenues par l’ombrage géométrique (courant oscillant autour de la valeur
constante obtenue par l’ombrage géométrique en zone illuminée, et décroissant dans la zone d’ombre
géométrique).
Ces résultats permettent de bien illustrer les différences entre les trois techniques. Mais il s’agit de
courants à l’itération 0 ,obtenues avant le processus itératif de l’IPO, et il manque alors une solution de
référence pour pouvoir conclure sur la supériorité d’une méthode.
3.2.2 Structure ouverte : le dièdre
Le cas précédent a permis de mettre en évidence la différence entre les 3 méthodes d’ombrage possibles
pour l’itération 0 de l’IPO. Ici, on s’intéresse au cas d’une structure ouverte : le dièdre. Dans une telle
structure, il est difficile de définir une surface d’ouverture afin de calculer les courants à l’itération 0. Ainsi,
on s’intéressera aux techniques générales d’ombrage : l’ombrage géométrique et l’ombrage physique. De
plus, les interactions entre les surfaces qui constituent le dièdre ainsi que le rayonnement vers le récepteur
seront prises en compte et mises en évidence par le calcul de la SER. On observera ainsi l’impact de
la technique d’ombrage sur le calcul de SER par l’IPO dans le cas d’une structure ouverte. La MoM
sera considérée comme référence afin de vérifier la validité des résultats et surtout comparer les résultats
obtenus par les différentes techniques d’ombrage dans l’IPO avec cette référence.
3.2.2.1 Configuration générale
L’étude porte ici sur la SER bistatique d’un dièdre à angle droit, infiniment fin, parfaitement conduc-
teur. Ce cas est particulièrement intéressant pour exhiber les phénomènes d’ombrages dans une structure
ouverte, en limitant l’influence des itérations (le nombre d’itérations nécessaires pour atteindre la conver-
gence étant proche du nombre maximal de rebonds géométriques [30], qui dans ce cas vaut 2). Ainsi, la
différence entre les 2 techniques d’ombrage générales pourra être mise en évidence.
La cible est illustrée figure 3.12 (vue en coupe dans le plan (xOz)) et les paramètres de simulation
communs à tous les calculs de cette section sont résumés dans le tableau 3.2. Elle se compose de deux
plaques orthogonales infiniment fines, notées SX (dans le plan (xOy)) et SZ (dans le plan (yOz)). Les faces
de ces plaques sont considérées séparément, et notées selon l’orientation de leur normale : nˆ(S+X) = +Zˆ,
nˆ(S−X) = −Zˆ, nˆ(S+Z ) = +Xˆ et nˆ(S−Z ) = −Xˆ. Les points de source Pi et d’observation Pobs sont dans
le plan (xOz), et leurs positions respectives sont définies par les angles θi et θs. Les simulations sont
effectuées avec un maillage de λ/8, afin d’être utilisable en MoM et de comparer les résultats directement
avec le même maillage, mais l’IPO est applicable pour un maillage moins fin.
Objet Paramètre Notation Calcul, justification Valeur
incidence fréquence de travail F milieu bande X 10 GHz
angle de site incident φi plan (xOz) 0°
observation angle de site d’observation φs plan (xOz) 0°
dimensions longueur des plaques L 8λ 240 mm
profondeur des plaques Dy 10λ 300 mm
épaisseur des plaque  épaisseur nulle 0
maillage dimensions des mailles δ maillage en ' λ/8 3.75 mm
IPO nombre d’itérations Niter convergence 2
Tableau 3.2 – Scénario dièdre ombré - Paramètres généraux
Les effets d’ombrage sont à considérer à la fois à l’incidence (lorsqu’une face du dièdre est partiellement
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Figure 3.12 – Scénario dièdre ombré - Configuration, vue de coupe
illuminée à cause de l’ombrage venant de l’autre face) et à l’observation (lorsqu’une partie d’une face du
dièdre n’est pas en visibilité directe avec le point d’observation à cause de la présence de l’autre face).
La figure 3.13 illustre ces 2 phénomènes d’ombrage. Ainsi deux scénarios seront étudiés : le premier avec
une incidence fixe et vers l’intérieur du dièdre, en faisant varier l’observation afin de mettre en évidence
le phénomène d’ombrage vers l’observation ; puis un avec plusieurs angles d’incidence vers l’extérieur
du dièdre, montrant des cas d’ombrage à l’incidence. Ces effets d’ombrages sont matérialisés dans les
équations de l’ombrage géométrique par les booléens d’ombrage Ii et Is, qui séparent les zones d’ombre
et les zones illuminées respectivement à l’incidence et à l’observation (voir figure 3.13). Le test de la
normale (~k · ~n < 0) est inclus dans ces booléens, en plus de l’effet d’ombrage.
Ces deux scénarios sont l’objet des sections suivantes. Les techniques d’ombrage y seront comparées,
avec la méthode des moments (MoM) comme référence. Pour quantifier la validité des résultats IPO,
l’erreur relative en norme 2 par rapport au résultat MoM sera utilisée, aussi bien pour le courant que
pour la SER. Elle est définie, pour un ensemble V de N valeurs, en comparaison à l’ensemble de valeurs
de référence V REF , par :
(V ) = ‖V − V
REF ‖
‖V REF ‖
(3.52a)
avec ‖Y ‖=
√√√√ N∑
x=1
|Yx|2 (3.52b)
Yx, x = 1..N , représentant les N éléments du vecteur général Y .
3.2.2.2 Ombrage à l’observation
Le premier scénario étudié vise à mettre en évidence l’ombrage à l’observation, c’est-à-dire le phé-
nomène d’ombrage qui a lieu sur le trajet entre la cible et le point d’observation. Pour le mettre en
évidence, on considère une incidence selon la bissectrice du dièdre (θi = +45°), et l’observation varie
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Figure 3.13 – Scénario dièdre ombré - Illustration de l’ombrage à l’incidence et à l’observation
(θs ∈ [−180; 180] °). Alors, selon l’angle d’observation, une partie du dièdre ou sa totalité est visible par
le récepteur.
Dans un tel cas, les faces intérieures S+X et S
+
Z sont totalement éclairées (∀P ∈ S+X ∪ S+Z , Ii(P ) =
1). Ainsi, en appliquant le test de la normale, on a, quelle que soit la méthode d’ombrage choisie, les
expressions suivantes pour les courants à l’itération 0 :
~J (0)(P ∈ S+X) = 2nˆ(P ) ∧ ~Hi(P ) (3.53a)
~J (0)(P ∈ S+Z ) = 2nˆ(P ) ∧ ~Hi(P ) (3.53b)
~J (0)(P ∈ S−X) = ~0 (3.53c)
~J (0)(P ∈ S−Z ) = ~0 (3.53d)
Puis le processus itératif de l’IPO est appliqué entre les faces internes S+X et S
+
Z . La différence entre
les 2 méthodes se fait au rayonnement. En effet, le rayonnement par l’ombrage géométrique consiste à
ne faire rayonner que la partie visible, obtenue par une approche rayons, des faces intérieures (Is = 1),
tandis que l’ombrage physique consiste à faire rayonner les courants induits sur S+X et S
+
Z de façon à créer
un phénomène d’ombrage.
Ainsi le champ diffracté s’exprime dans le cas de l’ombrage géométrique, comme la somme des champs
diffractés par les deux faces intérieures, limitées à leurs parties en visibilité directe avec le récepteur
(Is(P ′) = 1).
3.2. APPLICATION DES TECHNIQUES D’OMBRAGE 77
~Es(Pobs) =
−jZ0
4piωµ

x
S+
X
[
p2(r′) ~J ′ ∧ rˆ′
] ejkr′
r′3
Is(P ′)dS′ +
x
S+
Z
[
p2(r′) ~J ′ ∧ rˆ′
] ejkr′
r′3
Is(P ′)dS′
 (3.54)
Par exemple, pour θs ∈]− 90; 0[°, on aura pour l’ombrage géométrique la face S+Z totalement ombrée
(∀P ′ ∈ S+Z , Is(P ′) = 0) et un booléen calculé par trigonométrie sur la face S+X . Alors l’expression du
champ diffracté pour un point d’observation situé en θs ∈]− 90; 0[° est donnée par :
~Es(Pobs) =
−jZ0
4piωµ
x
S+
X
[
p2(r′) ~J ′ ∧ rˆ′
] ejkr′
r′3
Is(P ′)dS′ (3.55a)
Is(P ′) =
{
1 si X(P ′) > L tan(|θs|)
0 sinon
(3.55b)
L’ombrage physique considère à l’inverse un rayonnement total des deux surfaces. Le rayonnement
en zone d’ombre de la surface ombrante compense alors le rayonnement de la surface ombrée pour créer
un ombrage lors de la transmission vers le récepteur. Ainsi, quelle que soit la direction d’observation, le
champ diffracté sera exprimé :
~Es(Pobs) =
j
4piω
x
S+
Z
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
+ j4piω
x
S+
X
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
(3.56)
La figure 3.14a montre les résultats obtenus, en comparant l’IPO avec ombrage physique, l’IPO avec
ombrage géométrique et la MoM utilisée comme référence. La figure 3.14b affiche un zoom de ce résultat
dans la zone θs ∈ [−45; +5] °. L’erreur relative par zone est donnée par le tableau 3.3.
(σ)(%) ]0; 90[ ° ]−45; 0[ ° ]−90;−45[ ° ]−180;−90[ °
IPO, ombrage physique 3.7 32 34 0.61
IPO, ombrage géométrique 3.7 199 - -
Tableau 3.3 – Scénario dièdre ombré - Ombrage à l’observation (voir figure 3.14) - Erreur relative en SER
VV par zone
Ces résultats peuvent être analysés par zone :
– Pour θs ∈ ]0; 90[ °, les deux faces internes S+X et S+Z du dièdre sont totalement vues géométriquement
par le récepteur. Il n’y a donc aucun effet d’ombrage et aucune différence entre les 2 méthodes
d’ombrages. Dans l’équation (3.54) le booléen Is(P ′) est toujours égal à 1, et les équations (3.54)
et (3.56) sont alors équivalentes. Autour du spéculaire θs = 45°, ces résultats sont très proches du
résultat MoM, et des différences sont notables en s’en éloignant, liées aux diffractions d’arêtes qui
ne sont pas prises en compte dans l’IPO ;
– Pour θs ∈ ]−45; 0[ ° (voir figure 3.14b), les 2 techniques diffèrent dans la considération de l’om-
brage de S+X par S
+
Z . Dans une telle configuration, l’ombrage géométrique considère qu’une partie
seulement de S+X est visible par Pobs et le champ diffracté est donné par l’équation (3.55). L’om-
brage physique utilise toujours l’équation (3.56), le champ diffracté par S+Z en zone d’ombre venant
compenser le champ diffracté par la face complète S+X pour créer un ombrage. Les 2 techniques abou-
tissent à une SER différente, et celle obtenue par l’ombrage physique est plus proche du résultat de
référence (voir tableau 3.3) ;
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Figure 3.14 – Scénario dièdre ombré - Résultat SER bistatique pour θi = +45° - Comparaison MoM, IPO
avec ombrage physique et IPO avec ombrage géométrique
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– Pour θs ∈ ]−90;−45[ °, les 2 faces intérieures sont complètement ombrées géométriquement (l’ap-
plication de l’IPO est alors inutile, l’OP simple suffit à donner le résultat obtenu). Par l’ombrage
géométrique, on obtient donc une SER égale à 0m2 (−∞dBm2), le booléen Is étant nul pour l’en-
semble des points de ces deux faces dans l’équation (3.54). Or le champ diffracté, et donc la SER,
en cette zone ne sont pas nuls, comme en atteste le résultat MoM. En ombrage physique, de même
que dans la zone précédente, un phénomène de compensation du champ diffracté par S+X par celui
diffracté par S+Z a lieu, et aboutit à une SER non nulle, et relativement proche de la référence ;
– Pour θs ∈ ]−180;−90[ °, on retrouve un résultat typique de diffraction en zone d’ombre [71, 72],
dans lequel les faces intérieures sont masquées géométriquement. Alors l’ombrage géométrique ne
peut prédire la SER dans cette zone d’ombre, à part en un point singulier θs − 135° (spéculaire
de forward scattering qui est prédit par l’approche rayons) où la SER peut être prédite par cette
approche rayons. A l’inverse, le rayonnement en zone d’ombre est prédit avec grande précision en
utilisant la technique de l’ombrage physique.
Des observations similaires à cette dernière zone peuvent être faites dans l’autre sens (θs ∈ ]90; 180[ °),
par symétrie. De plus, une discontinuité peut être observée dans le cas de l’ombrage géométrique en
θs = 0° (et de même en θs = +90°), liée au booléen Is(P ∈ S+Z ), qui force la contribution de la face S+Z à
zéro de manière discontinue.
NB : Pour chacune de ces zones, les contributions des faces externes S−X et S
−
Z sont nulles, indépen-
damment du fait qu’elles soient en observation directe ou non, et quelle que soit la technique d’ombrage
considérée, puisque le courant sur ces faces est nul, d’après les équations (3.53).
Ce scénario permet de conclure que l’utilisation de l’ombrage physique à l’observation pour l’IPO
offre des résultats plus physiques et plus précis que ceux obtenus par l’ombrage géométrique. En effet,
l’ombrage physique, qui permet une observation autour de la direction de forward scattering, donne un
rayonnement dans toutes les zones de l’espace. A l’inverse, l’ombrage géométrique est limité à une zone
de rétrodiffusion et ne considère pas de rayonnement en zone d’ombre. De plus, dans la zone d’ombrage
partiel, l’ombrage physique offre un résultat plus fiable (plus proche de la méthode de référence).
3.2.2.3 Ombrage à l’incidence
Dans le second scénario, on cherche à mettre en évidence le phénomène d’ombrage à l’incidence, c’est-
à-dire sur le trajet entre le point d’incidence et la cible. On considère alors une incidence depuis l’extérieur
du dièdre, afin d’avoir un phénomène d’ombrage à l’itération 0. On prendra plusieurs cas d’incidence dans
la partie θi ∈ [−45; 0]° et la face S+X sera alors partiellement ombrée géométriquement par la plaque SZ .
Comme précédemment on appliquera le processus itératif de l’IPO puis le rayonnement vers l’observateur.
Le rayonnement sera fait dans la zone θs ∈ [0; 90]° afin de limiter l’influence de l’ombrage au rayonnement.
En effet dans une telle configuration seul le rayonnement de S+Z diffère, puisqu’il est pris en compte
par l’ombrage physique mais pas par l’ombrage géométrique. Cependant, ce rayonnement est très faible
puisque très éloigné du “spéculaire” de rayonnement en zone d’ombre (qui se trouve dans la direction
θs = θi + 180°, voir figure 3.4).
Dans un tel cas, à l’itération 0, seule l’expression du courant sur la face ombrée S+X diffère entre les
deux techniques d’ombrage. Le courant en S−X et S
+
Z est nul à cause du test de la normale, et la face S
−
Z
est totalement illuminée. Ainsi, on a, quelle que soit la technique d’ombrage :
~J (0)(P ∈ S−X) = ~0 (3.57a)
~J (0)(P ∈ S+Z ) = ~0 (3.57b)
~J (0)(P ∈ S−Z ) = 2nˆ(P ) ∧ ~Hi(P ) (3.57c)
Si le courant sur les faces extérieures reste nul, celui en S+Z va, quant à lui, évoluer dans les itérations
de l’IPO.
80 CHAPITRE 3. AMÉLIORATION DE LA PRÉCISION DE L’IPO
En utilisant l’ombrage géométrique, on obtient en S+X :
~J (0)(P ∈ S+X) =
[
2nˆ(P ) ∧ ~Hi(P )
]
Ii(P ) (3.58a)
Ii(P ) =
{
1 si X > L tan(|θi|)
0 sinon
(3.58b)
La norme de ce courant dépend de la polarisation du champ incident. En polarisation H, on retrouve le
résultat donné par l’équation (3.47) : Z0
∥∥∥ ~J (0)(P ∈ S+X)∥∥∥ = 2 cos θiIi(P ). En polarisation V, en suivant un
raisonnement similaire à celui de l’équation (3.47) avec le champ magnétique porté par hˆi = Yˆ , la norme
dans la partie illuminée ne dépend plus de l’angle d’incidence, et vaut : Z0
∥∥∥ ~J (0)(P ∈ S+X)∥∥∥ = 2Ii(P ). Ce
courant évolue cependant avec les itérations de l’IPO, mais reste proche de cette valeur, les itérations se
faisant avec la face S+Z où le courant est initialement nul.
L’utilisation de l’ombrage physique consiste à appliquer en tout point P de S+X une compensation
du champ incident ~Hi(P ), donnée d’entrée du problème, par le champ rayonné en zone d’ombre par S−Z .
Ainsi, l’expression du courant devient :
~J (0)(P ∈ S+X) = 2nˆ(P ) ∧
[
~Hi(P ) + ~H(S−Z 7→ P )
]
(3.59a)
~H(S−Z 7→ P )(~R) =
−jZ0
4piωµ
x
S−
Z
[
p2(r′) ~J ′ ∧ rˆ′
] ejkr′
r′3
dS′ (3.59b)
Puis, pour les deux méthodes la mise à jour du courant se fait par l’équation (2.57) entre les surfaces
internes S+X et S
+
Z . Les courants finaux (dont la valeur diffère selon la technique d’ombrage utilisée) sont
alors utilisés pour déterminer le champ diffracté par le dièdre vers le récepteur.
L’utilisation de l’ombrage géométrique au rayonnement consiste à faire rayonner les deux faces in-
ternes, qui vérifient
(
kˆs · nˆ > 0
)
:
~Es(Pobs) =
j
4piω
x
S+
Z
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
+ j4piω
x
S+
X
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
(3.60)
En utilisant pour le rayonnement l’ombrage physique, toutes les surfaces rayonnent :
~Es(Pobs) =
j
4piω
x
S+
Z
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
+ j4piω
x
S+
X
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
+ j4piω
x
S−
X
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
+ j4piω
x
S−
Z
[
p1(r′) ~J ′ + p3(r′)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
dS′
(3.61)
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Cependant les différences au rayonnement sont négligeables, puisque d’une part le courant sur S−X est
nul, et d’autre part le rayonnement de S−Z se fait dans une zone de creux du champ diffracté en forward
scattering (voir figure 3.4). Ainsi dans la configuration étudiée, on peut considérer que les équations (3.61)
et (3.60) sont équivalentes et donc que le champ diffracté et la SER ne dépendent pas de la méthode
d’ombrage utilisée pour le rayonnement.
Le calcul a été mené pour différents angles d’incidence (θi = −10°,−20°,−30°), et dans les polarisa-
tions linéaires HH et VV, avec les paramètres généraux du tableau 3.2. Les figures 3.15 à 3.21 montrent
les résultats obtenus, en courant normalisé et en SER bistatique. Les erreurs relatives par rapport à la
MoM sont affichées à la fois pour le courant et la SER.
L’observation de l’évolution des courants confirme la meilleure réalité physique de l’ombrage physique
par rapport à l’ombrage géométrique, l’évolution obtenue par l’ombrage physique ne présente en effet
pas de discontinuité. De plus, elle est plus proche de la forme obtenue par la méthode de référence, en
particulier pour des angles d’incidence plus éloignés de θi = 0°, où le phénomène d’ombrage est plus
important. Les résultats sont plus proches de la méthode de référence en polarisation V, puisque l’arête
de la plaque SZ est alors éclairée orthogonalement.
Premièrement, on peut analyser la forme générale des résultats en SER. L’évolution selon l’angle
d’observation est proche d’une forme de sinus cardinal, plus ou moins décalé et « écrasé » selon l’angle
d’incidence. Cette forme se comprend bien en considérant l’ombrage géométrique. Avec cette technique,
avant les itérations de l’IPO, la partie illuminée de S+X est elle-même une plaque rectangulaire. Comme
évoqué précédemment, les courants sur cette surface évoluent peu, puisque les seules interactions aux-
quelles ils sont soumis sont générées par S+Z , initialement totalement ombrée. Ainsi, si l’on appliquait à la
partie éclairée de S+X les calculs menés en Annexe C, la SER serait obtenue à l’aide de la relation (C.42)
(avec φs = 0°, Ly = L et Lx = L(1− tan θi). Seules les itérations de l’IPO viennent perturber cette forme
de sinus cardinal.
La comparaison des techniques d’ombrage sur ces résultats de simulation montre également l’avantage
de l’ombrage physique sur l’ombrage géométrique dans la plupart des cas présentés. Comme pour les
courants, cette amélioration est plus visible pour les angles présentant plus d’effet d’ombrage. La distorsion
du sinus cardinal de la SER est mieux prise en compte par la technique d’ombrage physique, dont la
répartition de courant en surface de S+X est plus éloignée de celle d’une plaque rectangulaire rétrécie que
dans le cas de l’ombrage géométrique.
Le cas particulier θi = −45° (figure 3.21) est une illustration pour un cas extrême de l’intérêt de
l’ombrage physique. En effet pour l’ombrage géométrique, à cet angle les plaques sont totalement ombrées,
ce qui a pour conséquence des courants et donc une SER nuls, tandis que l’ombrage physique prédit des
courants et une SER proches de la méthode de référence.
Finalement, ces résultats mettent donc en évidence l’importance de l’itération 0 dans l’IPO, et l’apport
de l’ombrage physique par rapport à l’ombrage géométrique. Cet apport, caractérisé par un meilleur
réalisme dans l’évolution des courants et qui se retrouve dans la SER, est d’autant plus important en
polarisation V (où les diffractions d’arêtes sont moins importantes), et pour des incidences moins rasantes
(l’approximation de l’OP en zone d’ombre étant alors meilleure).
3.2.3 Cavité ouverte-fermée
Dans les sections précédentes, les trois techniques d’ombrage de l’IPO ont été comparées pour le cas
illustratif de deux plaques superposées, puis les deux techniques pour des structures ouvertes ont été
étudiées dans le cas d’un dièdre.
Dans cette section, des applications à des cavités complètes ouvertes-fermées sont proposées. Dans
un premier temps, l’IPO sera appliquée à une cavité de type rectangulaire, en comparant les différentes
techniques d’ombrage. Puis, la méthode sera appliquée pour un cas de cavité complexe présentant des
ombrages au sein de la cavité.
82 CHAPITRE 3. AMÉLIORATION DE LA PRÉCISION DE L’IPO
5 10 15 20 25 30 35 40 45 50 55
−40
−30
−20
−10
0
10
20
θs(˚)
σ
( d
B
m
2
)
SER HH
Me´thode des moments (re´fe´rence)
IPO, ombrage physique (0 = 23.9%)
IPO, ombrage ge´ome´trique (0 = 17.3%)
0 0.05 0.1 0.15 0.2
0
0.5
1
1.5
2
2.5
3
X (m)
Z
0
‖
~ J
( S
+ 2
) ‖
( V
. m
−
2
)
Courant sur la surface ombre´e (coupe en Y = 0)
Me´thode des moments (re´fe´rence)
IPO, ombrage physique (0 = 38.1%)
IPO, ombrage ge´ome´trique (0 = 36.6%)
Figure 3.15 – Scénario dièdre ombré - Ombrage à l’incidence θi = -10°, polarisation H - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
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Figure 3.16 – Scénario dièdre ombré - Ombrage à l’incidence θi = -10°, polarisation V - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
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Figure 3.17 – Scénario dièdre ombré - Ombrage à l’incidence θi = -20°, polarisation H - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
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Figure 3.18 – Scénario dièdre ombré - Ombrage à l’incidence θi = -20°, polarisation V - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
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Figure 3.19 – Scénario dièdre ombré - Ombrage à l’incidence θi = -30°, polarisation H - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
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Figure 3.20 – Scénario dièdre ombré - Ombrage à l’incidence θi = -30°, polarisation V - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
3.2. APPLICATION DES TECHNIQUES D’OMBRAGE 85
5 10 15 20 25 30 35 40 45 50 55
−40
−30
−20
−10
0
10
20
θs(˚)
σ
( d
B
m
2
)
SER VV
Me´thode des moments (re´fe´rence)
IPO, ombrage physique (0 = 39.7%)
IPO, ombrage ge´ome´trique (0 = 100.0%)
0 0.05 0.1 0.15 0.2
0
0.5
1
1.5
2
2.5
3
X (m)
Z
0
‖
~ J
( S
+ 2
) ‖
( V
. m
−
2
)
Courant sur la surface ombre´e (coupe en Y = 0)
Me´thode des moments (re´fe´rence)
IPO, ombrage physique (0 = 42.1%)
IPO, ombrage ge´ome´trique (0 = 100.0%)
Figure 3.21 – Scénario dièdre ombré - Ombrage à l’incidence θi = -45°, polarisation V - Évolution des
courants surfaciques et de la SER bistatique - Comparaison des résultats OP numérique, MoM
3.2.3.1 Cavité rectangulaire
Dans cette section, on applique l’IPO à une cavité rectangulaire. La configuration est illustrée fi-
gure 3.22 et les données numériques sont fournies tableau 3.4.
La figure 3.23 montre le résultat obtenu en SER monostatique VV. A la lumière de ce résultat, il est
clair que l’excitation par surface d’ouverture est plus efficace pour modéliser les interactions dans une
cavité ouverte-fermée. En effet ce résultat est nettement plus proche de la mesure et de la méthode des
moments, en particulier dans la zone angulaire proche de la direction spéculaire (soit pour φ proche de
0°).
En φ = 0°, l’IPO avec ombrage géométrique donne une SER très proche de 4pi(LyLz)2/λ2 ≈ 14.5
dBm2, correspondant à la réflexion simple par le fond de la cavité (plaque rectangulaire). En effet les
itérations avec les autres parois changent peu le courant initial sur le fond, et seule cette partie de la cible
est re-rayonnée vers l’extérieur. En utilisant l’ombrage physique, les autres parois ne sont pas excitées
à l’itération 0, mais un courant non nul y apparaît lors des itérations, et toutes ces surfaces rediffusent
un champ vers le récepteur, améliorant ainsi le calcul. L’excitation par surface d’ouverture passe par les
courant sur la surface fictive à l’incidence comme au rayonnement afin d’aboutir à une valeur très proche
de celle obtenue par l’ombrage physique.
Pour φ 6= 0°, la SER obtenue en utilisant la surface d’ouverture est nettement meilleure que celle
obtenue par l’ombrage physique ou l’ombrage géométrique. Avec la surface d’ouverture, les écarts sont
faibles avec les méthodes de référence (MoM et mesure), même s’ils augmentent quand φ augmente,
comme prévu dans l’étude analytique en section 3.1.4.
Ainsi, pour une cavité ouverte-fermée, la technique de l’excitation par surface d’ouverture semble plus
adaptée pour le calcul de SER par l’IPO.
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Figure 3.22 – Cavité rectangulaire - Configuration
Objet Paramètre Notation Valeur
incidence fréquence de travail F 3.59 GHz
SER
monostatique
angle de site θ −90°
angle de gisement φ [0; 60]°
polarisation VV
dimensions longueur Lx 100 cm
largeur Ly 50 cm
hauteur Lz 25 cm
épaisseur des parois  0
IPO nombre d’itérations Niter 18
Tableau 3.4 – Cavité rectangulaire - Paramètres généraux
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Figure 3.23 – Cavité rectangulaire - Résultat SER VV
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Figure 3.24 – Cavités du Workshop ISAE - Configuration
3.2.3.2 Cavité avec obstacles internes
Dans le cadre du WORKSHOP EM ISAE 2014 [73], la méthode IPO a été utilisée pour calculer la
SER d’une cavité avec des obstacles internes. Le cas a été simulé par l’IPO et mesuré dans la chambre
anéchoïque CHEOPS.
Les cibles sont décrites figure 3.24. Il s’agit de deux guides rectangulaires ouverts-ouverts, contenant
deux obstacles sous forme de plaques créant un ombrage à l’intérieur : l’une dont les projections des
obstacles recouvrent la totalité de l’ouverture, l’autre laissant un espace. Leurs dimensions sont : ouverture
carrée de 15cm ; longueur de 60cm. Les données de simulations sont les suivantes [73] :
– SER monostatique en polarisation VV
– incidence onde plane
– parois parfaitement conductrices
– fréquence F = 10 GHz
– secteur angulaire d’observation en site : θ ∈ [−60; 60]°, pas δθ = 1°
Pour l’IPO, à la lumière des résultats précédents sur le dièdre (section 3.2.2) et la cavité rectangulaire
(section 3.2.3.1), les techniques d’ombrages suivantes ont été retenues : surface d’ouverture pour l’itération
0 et le rayonnement, ombrage physique pour la mise à jour itérative des courants.
Les figures 3.25 et 3.26 montrent les résultats pour les deux cavités. Les résultats de MoM donnés par
le code de calcul ICARE de IEEA [74] ont été ajoutés pour comparaison.
On observe que le résultat IPO est cohérent par rapport aux références (mesures et MoM) : pour
les deux cavités, l’allure générale est respectée, et les pics de SER sont bien prédits. Des écarts sont à
constater notamment pour des zones de SER faible.
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Figure 3.25 – Cavité 1 du Workshop ISAE - Résultats SER VV - comparaison IPO, MoM et mesure
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Figure 3.26 – Cavité 2 du Workshop ISAE - Résultats SER VV - comparaison IPO, MoM et mesure
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3.3 Application “Champ Proche” de l’IPO
3.3.1 Principe
La méthode IPO, appliquée dans la section 3.2 au calcul de SER, peut également trouver d’autres
applications. En particulier, on peut utiliser l’IPO dans une application “Champ Proche”, à des fins
notamment de calcul de rayonnement d’antennes sur porteur [44, 75]. Il est alors intéressant d’étudier
l’importance de l’ombrage dans ces cas d’application de l’IPO.
Dans cette section, on étudie les interactions entre une structure et une antenne par la méthode IPO.
Les structures étudiées étant ouvertes, la technique de l’excitation par surface d’ouverture ne peut être
appliquée, et on étudiera alors les différences entre l’ombrage géométrique et l’ombrage physique.
L’antenne étudiée sera une antenne dipôle demi-onde. L’annexe D rappelle la définition d’une antenne
dipôle, l’expression du champ rayonné et montre des applications numériques.
Par rapport aux applications SER montrées précédemment, le champ incident ne sera plus considéré
en onde plane, mais sera le champ rayonné par l’antenne.
Les sections suivantes montrent l’application de l’IPO pour des calculs “Champ Proche” où une
antenne dipôle demi-onde interagit avec, dans un premier temps, un dièdre, puis avec une structure plus
réaliste de porteur.
3.3.2 Application à une structure canonique : le dièdre
On s’intéresse ici à la diffraction, calculée par l’IPO, par un dièdre illuminé par un dipôle demi-onde,
en se focalisant sur l’impact de la méthode choisie pour considérer l’ombrage.
On considère un dièdre droit, formé par les plaques SX et SZ respectivement dans les plans (XˆOYˆ )
et (Yˆ OZˆ), toutes deux carrées de longueur L. On distinguera les faces S+X , S
−
X , S
+
Z et S
−
Z des plaques,
de normales respectives +Zˆ, −Zˆ, +Xˆ, −Xˆ. Le dièdre est éclairé par un dipôle centré en Pi, de longueur
l selon l’axe (Pi, Zˆ). Le point d’observation du champ est noté P . Les coordonnées sphériques de Pi et P
sont notées respectivement (Ri, θi, φi) et (R, θs, φs).
La figure 3.27 illustre le scénario étudié, et les données numériques sont résumées dans le tableau 3.5.
L’éloignement du dipôle par rapport au dièdre a un rôle important dans le calcul : il ne doit être ni trop
près, pour que le modèle de calcul du champ soit valide (le modèle pour le champ n’est valable qu’à partir
d’une distance de 2l2/λ du dipôle, voir Annexe D), ni trop loin pour ne pas retomber sur le cas, déjà étudié,
d’une incidence onde plane. Il a été fixé ici à Ri = 2L = 16λ de l’origine. Son éloignement par rapport
au dièdre va de 8λ
√
5− 4 cos θi ≈ 8.53λ pour le sommet de la plaque SZ à 8λ
√
5 + 4 sin θi ≈ 19.65λ.
La dimension caractéristique du dièdre valant L
√
2 ≈ 11.3λ, donc l’approximation onde plane n’est pas
valable, mais le dièdre est bien à une distance supérieure à 2l2/λ = λ/2 du dipôle.
On applique alors l’IPO à ce cas d’un dièdre excité par un dipôle demi-onde en champ proche. Comme
en section 3.2.2, une technique d’ombrage doit être choisie pour calculer le courant incident initial sur
S+X . Il convient donc désormais d’étudier le calcul des courants surfaciques avec les techniques d’ombrage
géométrique et d’ombrage physique.
Soit P ′ un point mobile sur chacune des quatre faces considérées. Le calcul du courant sur les faces
S−X , S
+
Z et S
−
Z est commun aux deux techniques. En tout point P ′ de S
−
X ou S
+
Z , il est nul d’après le test
de la normale (kˆi · nˆ(P ′) ≥ 0 sur ces faces). En tout point P ′ de S−Z , il est calculé par l’OP à partir du
champ incident ~Hi(P ′) :
~J (0)(P ′ ∈ S−X) = ~0 (3.62a)
~J (0)(P ′ ∈ S+Z ) = ~0 (3.62b)
~J (0)(P ′ ∈ S−Z ) = 2nˆ′ ∧ ~Hi(P ′) (3.62c)
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Figure 3.27 – Dièdre illuminé par un dipôle - Configuration
Où ~Hi(P ′) est déterminé à partir de l’équation (D.24) :
~Hi(P ′) = −2j V0
Zλ/2
ejkr
′′
4pir′′
cos(pi2 cos θ′′)
sin θ′′ Φˆ
′′ (3.63)
Où V0 est la tension d’entrée du dipôle (ici on normalise à V0 = 1V ), Zλ/2 l’impédance, et (r′′, θ′′, φ′′)
sont les coordonnées du point P ′ dans le repère sphérique centré en Pi, Φˆ′′ = Yˆ étant le vecteur de base
associé à l’angle de gisement local de P ′ dans ce repère.
L’expression du courant en S+X dépend, elle, de la technique choisie pour l’ombrage :
ombrage géométrique : La technique d’ombrage géométrique consiste à effectuer un lancé de rayons
afin de différencier la zone d’ombre de la zone illuminée. Les rayons étant considérés comme des
droites, cette technique est d’autant moins fiable en champ proche, où l’approximation d’onde plane
ne peut être appliquée.
~J (0)(P ′ ∈ S+X) =
[
2nˆ(P ′) ∧ ~Hi(P ′)
]
Ii(P ′) (3.64a)
Ii(P ′) =
{
1 si X(P ′) > L XiL−Zi = L
Ri sin θi
L−Ri cos θi
0 sinon
(3.64b)
ombrage physique : L’application de l’ombrage physique consiste en une compensation du champ in-
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cident en tout point P ′ de S+X par le champ en zone d’ombre de S
−
Z :
~J (0)(P ′ ∈ S+X) = 2nˆ(P ′) ∧
[
~Hi(P ′) + ~H(S−Z 7→ P ′)
]
(3.65a)
~H(S−Z 7→ P ′) =
−jZ0
4piωµ
x
S−
Z
[(
k2r′2 + jkr′
)
~J ′ ∧ rˆ′
] ejkr′
r′3
dS′ (3.65b)
Où ~r′ = r′rˆ′ est le vecteur reliant le point d’intégration de S−Z au point P ′ de S
+
X , et le champ
incident en P ′ est calculé de la même manière que précédemment (équation (3.63)) en utilisant les
coordonnées locales de P ′ dans le repère du point Pi.
Pour les 2 méthodes, l’IPO est alors appliquée à partir des courants initiaux obtenus. Puis les courants
sont mis à jour dans le processus itératif et rayonnés en champ lointain. Cette partie est identique à
l’application SER (voir section 3.2.2).
La figure 3.28 montre le résultat de simulation, en champ électrique lointain VV, et courant sur la
surface ombrée. On parle de champ lointain en polarisation VV même si le dipôle est en champ proche
pour le dièdre, puisqu’on observe le rayonnement de l’ensemble selon le vecteur unitaire Θˆ lié au point
d’observation P .
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Figure 3.28 – Dièdre illuminé par un dipôle - Résultat champ lointain et courant sur la surface ombrée -
Comparaison MoM, IPO avec ombrage physique et IPO avec ombrage géométrique
Le courant sur S+X est discontinu pour la technique d’ombrage géométrique. Sur la partie illuminée, il
est plus important pour les X proches de L. En effet les points correspondants se trouvent dans une zone
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de rayonnement plus fort du dipôle (voir figure D.3), effet prédominant par rapport à la décroissance
du champ. L’ombrage physique permet une répartition continue des courants, avec un courant non nul
dans la zone géométriquement ombrée. Le courant obtenu par l’ombrage physique est plus proche de la
méthode de référence (MoM) que celui obtenu par l’ombrage géométrique.
Sur le résultat en champ, le rayonnement de l’antenne dipôle seule a été ajouté, afin de montrer
l’influence de l’interaction avec le dièdre. Le champ total oscille autour du rayonnement du dipôle, et plus
θs augmente et plus l’influence du dièdre est réduite, les différents résultats s’approchant du rayonnement
de l’antenne seule.
Ce résultat montre que l’IPO est améliorée en utilisant l’ombrage physique plutôt que l’ombrage
géométrique. En effet le champ total est plus proche de celui obtenu par la MoM sur l’ensemble de la
zone d’observation.
3.3.3 Application à une structure complexe : antenne sur porteur
Après les résultats encourageants sur le dièdre, l’IPO a été appliquée sur une structure plus réaliste
d’un cas d’antenne sur structure porteuse.
La figure 3.29 montre la structure étudiée : un cube supporté par une plaque rectangulaire. Cette
structure est mise en interactions avec une antenne de type dipôle demi-onde situé en Pi, de coordonnées
(λ; 0; 10λ). La fréquence d’étude est F = 1GHz.
Le calcul a été mené en IPO en utilisant les techniques ombrage géométrique et ombrage physique.
La figure 3.30 montre les résultats du champ lointain rayonné par l’ensemble antenne-structure, pour
θs ∈ [−90; 90]° et φs = 0° (plan
(
Xˆ, O, Zˆ
)
).
Ce résultat peut être analysé par zone selon θs :
– θs ∈ [−90;−60]° : le rayonnement direct du dipôle est prédominant, quelle que soit la méthode ;
– θs ∈ [−60;−20]° : le rayonnement obtenu par l’ombrage géométrique correspond au seul dessus de
la boîte, la partie X < 0 n’étant pas éclairée, alors que la MoM montre des fluctuations autour de
ce rayonnement. Avec l’ombrage physique, des fluctuations sont également observées, même si les
écarts avec la MoM sont significatifs. Ces écarts s’expliquent par la non prise en considération des
diffractions d’arêtes par l’IPO. En effet, les arêtes de la boîte cubique influent particulièrement sur
le résultat : l’arête selon Yˆ , en X = −3λ, qui influe à la fois sur le rayonnement et sur l’ombrage
physique ; et les deux arêtes selon Xˆ, en Y = ±3λ, dont l’influence est augmentée par la polarisation.
– θs ∈ [−20; +20]° : on retrouve des cas proches du dièdre étudié en section 3.3.2. Comme dans cette
section, l’ombrage physique offre un résultat nettement meilleur que l’ombrage géométrique.
– θs ∈ [20; +90]° : l’influence de l’ombrage est de moins en moins importante, et les résultats IPO
sont très proches.
En conclusion, on remarque que pour l’application d’antenne sur porteur, la méthode d’ombrage
physique propose des résultats améliorés dans toute la zone d’observation. En particulier dans les zones
proches de la direction spéculaire, le résultat proposé par l’IPO avec ombrage physique est très proche
du résultat de référence MoM, tandis que l’ombrage géométrique produit des écarts très conséquents. La
technique d’ombrage utilisée pour le calcul des courants surfaciques en champ proche est donc particuliè-
rement importante dans ces directions. Enfin, si la non prise en compte des effets de diffractions d’arêtes
par l’IPO engendre des écarts (particulièrement observables dans la zone θs ∈ [−60;−20]°, mais présents
sur tout le domaine d’observation), le résultat IPO reste assez proche de la MoM.
3.3.4 Conclusion
Cette section a montré l’application de l’IPO à des cas de “Champ Proche”, pour une application
d’antenne sur porteur. Les techniques d’ombrage géométrique et physique ont été comparées pour le
calcul des courants.
Tout comme pour les applications SER, l’ombrage physique permet une répartition continue des
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Figure 3.29 – Antenne sur porteur - Configuration
courants, plus réaliste que l’ombrage géométrique, qui considère une zone d’ombre des courants et une
zone illuminée, où le courant n’est plus constant comme pour les applications SER mais dépend du
diagramme de rayonnement de l’antenne. Cette amélioration du modèle est retrouvée dans le rayonnement
de la structure.
3.4 Conclusion
Lors de ce chapitre, le phénomène d’ombrage au sein de l’IPO a été étudié. La technique de l’excitation
par une surface fictive d’ouverture et celle de l’ombrage dit géométrique, consistant à déterminer des zones
d’ombre par des lancers de rayons, étaient couramment utilisées dans l’IPO. Après une étude théorique, la
technique d’ombrage physique a été mise en place, basée sur les équations intégrales des champs couplés
et la diffraction en forward scattering. Ces trois techniques ont été comparées théoriquement et sur des
applications à des cas concrets de structures ouvertes présentant des interactions et de cavités.
Si, pour une cavité, l’excitation par surface d’ouverture demeure la technique la plus fiable lors de
l’itération 0 (considération du champ incident pour une première évaluation des courants sur les parois
de la cavité) de l’IPO et lors du rayonnement vers le récepteur après le processus itératif de l’IPO, ses
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Figure 3.30 – Antenne sur porteur - Résultat
applications restent limitées. En effet, cette technique doit être associée à une autre technique d’ombrage
lors des itérations de l’IPO, et ne peut être appliquée à des structures ouvertes présentant des interactions.
Pour ces deux cas, alors que l’ombrage géométrique était la technique couramment utilisée, l’ombrage
physique a montré une meilleure efficacité. De plus, cette technique ne met en jeu aucun lancer de rayons.
À la lumière de ces études, pour les calculs de diffraction par des cavités ouvertes-fermées, l’excitation
par surface d’ouverture sera conservée pour l’itération 0 de l’IPO, ainsi que pour le rayonnement. Cette
technique sera associée à l’ombrage physique pour les ombrages au sein de la cavité. L’ombrage physique
sera de plus la méthode utilisée pour des structures ouvertes.
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Objet Paramètre Notation Calcul,justification Valeur
dipôle fréquence de travail F milieu bande X 10 GHz
longueur l λ/2 15 mm
rayon a0 a0  λ 10−7 m
impédance Zλ/2 calcul empirique 97278ej1.6529 Ω
tension d’entrée V0 normalisée 1V
distance de l’origine Ri 16λ 480 mm
angle de gisement incident φi plan (Xˆ, O, Zˆ) 0°
angle de site incident θi effet d’ombrage −15°
dièdre longueur des plaques L 8λ 240 mm
profondeur selon Yˆ Dy 8λ 240 mm
maillage dimansion caractéristique des mailles δ maillage MoM (λ/8) 3.75 mm
observation angle de gisement d’observation φs plan (Xˆ, O, Zˆ) 0°
éloignement de l’observation R champ lointain (R→∞) 107m
Tableau 3.5 – Dièdre illuminé par un dipôle - Paramètres généraux
Chapitre 4
Accélération de l’IPO
Dans le chapitre 2, le choix de la méthode IPO pour des calculs de SER de cavités de grandes
dimensions a été justifié. Cependant, il a été évoqué que cette méthode pouvait être améliorée en termes
de précision et de complexité de calcul. Si le chapitre 3 a mis en évidence les solutions pour optimiser
la précision de la méthode, l’objectif du présent chapitre est de montrer comment la méthode peut être
optimisée en terme de complexité, et donc accélérée.
Dans un premier temps, la complexité de l’IPO va être étudiée, ainsi que son formalisme matriciel.
Ensuite, plusieurs techniques seront utilisées afin de réduire cette complexité, et ainsi accélérer le calcul
par l’IPO. En utilisant le formalisme matriciel établi, des techniques de compression numérique similaires
à celles utilisées pour les méthodes intégrales rigoureuses seront proposées, ainsi que des techniques
propres à l’IPO.
4.1 IPO matricielle et complexité
4.1.1 IPO sous forme matricielle
Dans cette section, l’IPO est mise sous forme matricielle. En effet on va utiliser des opérations matri-
cielles pour les calculs des courants impliqués dans l’IPO. Cette forme matricielle permettra notamment
l’application d’algorithmes de compression numérique par la suite.
4.1.1.1 Formalisme matriciel
L’objectif de cette section est d’écrire l’algorithme IPO sous forme matricielle. On cherche alors
à définir une matrice d’interactions CIPO qui sera utilisée pour la mise à jour itérative des courants
surfaciques.
On rappelle d’abord les deux équations discrètes de l’OP numérique (discrétisée) qui sont en jeu dans
la mise à jour des courants (établies à partir des équations analytiques de l’IPO données en section 2.3.5.1
et de l’application numérique de l’OP détaillée en section C.4.1 de l’Annexe C), en se limitant au cas
d’un matériau parfaitement conducteur, et dans un milieu de propagation assimilé au vide. Soient P et
P ′ deux centres de mailles de la surface de la cavité, correspondant aux mailles d’indices respectifs u et
v. On note nˆc(u) la normale en P , ∆S(v) l’aire de la maille en P ′, r(u, v) = r(v, u) la distance entre les
deux points, kˆ(v, u) le vecteur unitaire de direction entre P ′ et P et Ic(v, u) le booléen d’ombrage (qui
dépend de la technique d’ombrage utilisée) entre P ′ et P . N est le nombre de mailles de la cavité et k
l’indice de l’itération. On a alors :
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~J (k+1)c (u) = ~J (0)c (u) + 2nˆc(u) ∧ ~H(k)c (u) (4.1a)
~H(k)c (u) =
−jZ0
4piω0µ0
N∑
v=1
{[
(k20r(v, u)2 + jk0r(v, u))
exp(jk0r(v, u))
r(v, u)3
] [
~J (k)c (v) ∧ kˆ(v, u)
]
I ′c(v, u)∆S(v)
}
(4.1b)
Pour développer une forme matricielle de l’IPO, il est nécessaire dans un premier temps de définir un
vecteur discrétisé de courant. En coordonnées cartésiennes, on écrit le courant sous la forme :
J
(k)
c [3N × 1] =

J
x(k)
c [N × 1]
J
y(k)
c [N × 1]
J
z(k)
c [N × 1]
 =

J
x(k)
c (1)
...
J
x(k)
c (N)
J
y(k)
c (1)
...
J
y(k)
c (N)
J
z(k)
c (1)
...
J
z(k)
c (N)

(4.2)
On va alors chercher à écrire l’opération de mise à jour du courant dans les itérations de l’IPO sous
forme matricielle :
J
(k+1)
c [3N × 1] = J
(0)
c [3N × 1] +CIPO[3N × 3N ]J
(k)
c [3N × 1] (4.3)
Où CIPO est une matrice de couplage entre les courants de la cavité. Les sections suivantes ont pour
but de définir cette matrice.
4.1.1.2 Développement des expressions pour la matrice d’interactions
Afin d’établir l’expression de la matrice CIPO, il convient d’exprimer les éléments qui la composent.
Pour cela, on développe les expressions numériques (4.1). Le vecteur champ magnétique reçu au sein des
itérations s’écrit alors :
Hc =

H
x
c
H
y
c
H
z
c
 (4.4)
On peut alors exprimer les éléments de ce vecteur à l’aide de la relation (4.1b) et en développant le
produit vectoriel. Ainsi, en notant u et v les indices respectifs des mailles de réception et d’émission, on
a ∀u ∈ [1..N ], :
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Hxc (u) = α
N∑
v=1
{
P (v, u)
[
Jy(k)c (v)kz(v, u)− Jz(k)c (v)ky(v, u)
]
∆S(v)
}
(4.5a)
Hyc (u) = α
N∑
v=1
{
P (v, u)
[
Jz(k)c (v)kx(v, u)− Jx(k)c (v)kz(v, u)
]
∆S(v)
}
(4.5b)
Hzc (u) = α
N∑
v=1
{
P (v, u)
[
Jx(k)c (v)ky(v, u)− Jy(k)c (v)kx(v, u)
]
∆S(v)
}
(4.5c)
Où α est un nombre scalaire indépendant des points, ∆S(v) (aire de maille d’indice v) est un nombre
scalaire dépendant du point d’indice v, P (v, u) est un nombre scalaire dépendant des deux points, et
kx(v, u), ky(v, u) et kz(v, u) sont les composantes d’un vecteur dépendant des deux points. Ils sont définis
par :
α = −jZ04piω0µ0 (4.6a)
∀(u, v) ∈ [1..N ], P (v, u) = [k20r(v, u)2 + jk0r(v, u)] exp(jk0r(v, u))r(v, u)3 Ic(v, u) (4.6b)
kˆ(v, u) =

kx(v, u)
ky(v, u)
kz(v, u)
 =
~R(v, u)
r(v, u) (4.6c)
∀(u, v) ∈ [1..N ], ~R(v, u) =

X(u)−X(v)
Y (u)− Y (v)
Z(u)−X(v)
 = r(v, u)kˆ(v, u) (4.6d)
r(v, u) = ‖~R(v, u)‖ (4.6e)
Ces termes ne sont fonction que de données d’entrée du problème (fréquence pour le nombre d’onde)
et de données géométriques (coordonnées des points, normales, aires des mailles), et sont indépendants
du courant à l’itération précédente. On peut les regrouper pour simplifier l’écriture de l’équation (4.5) :
Hxc (u) =
N∑
v=1
{
Jy(k)c (v)Qz(v, u)− Jz(k)c (v)Qy(v, u)
}
(4.7a)
Hyc (u) =
N∑
v=1
{
Jz(k)c (v)Qx(v, u)− Jx(k)c (v)Qz(v, u)
}
(4.7b)
Hzc (u) =
N∑
v=1
{
Jx(k)c (v)Qy(v, u)− Jy(k)c (v)Qx(v, u)
}
(4.7c)
Avec :
∀(u, v) ∈ [1..N ],∀p ∈ {x, y, z}, Qp(v, u) = αP (v, u)kp(v, u)∆S(v) (4.8)
On peut alors déduire l’expression des termes du vecteur courant, en utilisant les équations (4.1a) et
(4.5) afin d’en identifier les termes formant la matrice CIPO de l’équation (4.3). On obtient en dévelop-
pant :
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J
(k+1)
c [3N × 1] =

J
x(k+1)
c [N × 1]
J
y(k+1)
c [N × 1]
J
z(k+1)
c [N × 1]
 (4.9a)
Jx(k+1)c (u) = Jx(0)c (u) + 2 [nyc (u)Hzc (u)− nzc(u)Hyc (u)]
= Jx(0)c (u) + 2
N∑
v=1
{
nyc (u)
[
Jx(k)c (v)Qy(v, u)− Jy(k)c (v)Qx(v, u)
]
−nzc(u)
[
Jz(k)c (v)Qx(v, u)− Jx(k)c (v)Qz(v, u)
]}
= Jx(0)c (u) + 2
N∑
v=1
{
[nyc (u)Qy(v, u) + nzc(u)Qz(v, u)] Jx(k)c (v)
−nyc (u)Qx(v, u)Jy(k)c (v)− nzc(u)Qx(v, u)Jz(k)c (v)
}
= Jx(0)c (u) +
N∑
v=1
{
CxxIPO(v, u)Jx(k)c (v) + C
yx
IPO(v, u)Jy(k)c (v) + CzxIPO(v, u)Jz(k)c (v)
}
(4.9b)
Jy(k+1)c (u) = Jy(0)c (u) + 2 [nzc(u)Hxc (u)− nxc (u)Hzc (u)]
= Jy(0)c (u) + 2
N∑
v=1
{
nzc(u)
[
Jy(k)c (v)Qz(v, u)− Jz(k)c (v)Qy(v, u)
]
−nxc (u)
[
Jx(k)c (v)Qy(v, u)− Jy(k)c (v)Qx(v, u)
]}
= Jy(0)c (u) + 2
N∑
v=1
{
−nxc (u)Qy(v, u)Jx(k)c (v)
+ [nxc (u)Qx(v, u) + nzc(u)Qz(v, u)] Jy(k)c (v)− nzc(u)Qy(v, u)Jz(k)c (v)
}
= Jy(0)c (u) +
N∑
v=1
{
CxyIPO(v, u)Jx(k)c (v) + C
yy
IPO(v, u)Jy(k)c (v) + C
zy
IPO(v, u)Jz(k)c (v)
}
(4.9c)
Jz(k+1)c (u) = Jz(0)c (u) + 2 [nxc (u)Hyc (u)− nyc (u)Hxc (u)]
= Jz(0)c (u) + 2
N∑
v=1
{
nxc (u)
[
Jz(k)c (v)Qx(v, u)− Jx(k)c (v)Qz(v, u)
]
−nyc (u)
[
Jy(k)c (v)Qz(v, u)− Jz(k)c (v)Qy(v, u)
]}
= Jz(0)c (u) + 2
N∑
v=1
{
−nxc (u)Qz(v, u)Jx(k)c (v)− nyc (u)Qz(v, u)Jy(k)c (v)
+ [nxc (u)Qx(v, u) + nyc (u)Qy(v, u)] Jz(k)c (v)
}
= Jz(0)c (u) +
N∑
v=1
{
CxzIPO(v, u)Jx(k)c (v) + C
yz
IPO(v, u)Jy(k)c (v) + CzzIPO(v, u)Jz(k)c (v)
}
(4.9d)
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4.1.1.3 Expression de la matrice de couplage de l’IPO en coordonnées cartésiennes
En s’appuyant sur ces développements, on peut donc exprimer la matrice CIPO[3N × 3N ], qui se
décomposent en 9 sous-blocs de dimensions [N ×N ] :
CIPO =

C
xx
IPO C
yx
IPO C
zx
IPO
C
xy
IPO C
yy
IPO C
zy
IPO
C
xz
IPO C
yz
IPO C
zz
IPO
 (4.10)
Avec ∀(u, v) ∈ [1..N ],
CxxIPO(v, u) = αP (v, u)∆S(v) [nyc (u)ky(v, u) + nzc(u)kz(v, u)] (4.11a)
CyxIPO(v, u) = −αP (v, u)∆S(v)nyc (u)kx(v, u) (4.11b)
CzxIPO(v, u) = −αP (v, u)∆S(v)nzc(u)kx(v, u) (4.11c)
CxyIPO(v, u) = −αP (v, u)∆S(v)nxc (u)ky(v, u) (4.11d)
CyyIPO(v, u) = αP (v, u)∆S(v) [nxc (u)kx(v, u) + nzc(u)kz(v, u)] (4.11e)
CzyIPO(v, u) = −αP (v, u)∆S(v)nzc(u)ky(v, u) (4.11f)
CxzIPO(v, u) = −αP (v, u)∆S(v)nxc (u)kz(v, u) (4.11g)
CyzIPO(v, u) = −αP (v, u)∆S(v)nyc (u)kz(v, u) (4.11h)
CzzIPO(v, u) = αP (v, u)∆S(v) [nxc (u)kx(v, u) + nyc (u)ky(v, u)] (4.11i)
Soient (p, q, r) ∈ {x, y, z}, tous trois différents, les sous-blocs de la matrice d’interactions de l’IPO
peuvent s’exprimer sous forme condensée :
CppIPO(v, u) = αP (v, u)∆S(v) [nqc(u)kq(v, u) + nrc(u)kr(v, u)] (4.12a)
CpqIPO(v, u) = −αP (v, u)∆S(v)npc(u)kq(v, u) (4.12b)
Il est également possible d’utiliser une construction matricielle pour définir ces matrices, en utilisant
le produit élément par élément, défini en 1.3.1 :
C
pp
IPO = α
(
P · S
)
·
(
n
q
c · k
q
+ nrc · k
r)
(4.13a)
C
pq
IPO = α
(
P · S
)
·
(
−npc · k
q)
(4.13b)
Où chaque matrice utilisée pour définir ces sous-blocs est de taille [N ×N ], et leurs éléments corres-
pondent à ceux du système (4.12) :
– u ∈ [1..N ] représente l’indice de la maille réceptrice de Sc ;
– v ∈ [1..N ] représente l’indice de la maille émettrice de Sc ;
– (p, q, r) ∈ {x, y, z} représentent les composantes des vecteurs en coordonnées cartésiennes ;
– α = −jZ04piω0µ0 ;
– ∀u ∈ [1..N ], S(v, u) = ∆S(v) est l’aire de la maille v ;
– P (v, u) =
[
k20r(v, u)2 + jk0r(v, u)
] exp(jk0r(v,u))
r(v,u)3 I(v, u), avec r(v, u) la distance entre la maille v et
la maille u, et I(v, u) le booléen d’ombrage entre les centres de ces deux mailles (qui dépend de la
technique d’ombrage utilisée) ;
– ∀v ∈ [1..N ], npc(v, u) = npc(u) est la composante p de la normale sur la maille u ;
– kp(v, u) est la composante p du vecteur unitaire de direction entre la maille v et la maille u.
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4.1.1.4 Généralisation à plusieurs surfaces : matrices d’interactions
Pour certains calculs, il peut être plus simple de séparer la cible en plusieurs surfaces. Cette technique
peut notamment être utilisée pour isoler des surfaces planes, ce qui aboutit à des matrices d’interactions
nulles, l’OP ne prenant pas en compte les rampants.
Soit une cavité de surface interne Sc, contenant Nc mailles. On peut la décomposer en NS surfaces
distinctes, que l’on notera Sb, avec b ∈ [1..NS ], telles que :
Sc =
NS⋃
b=1
Sb = S1 ∪ S2 ∪ · · · ∪ SNS (4.14)
Chaque surface Sb, b ∈ [1..NS ], contient Nb mailles, avec
∑NS
b=1Nb = Nc.
Alors on peut utiliser des matrices d’interactions entre ces différentes surfaces afin d’appliquer l’IPO
à Sc. On associe à chaque surface un vecteur courant, noté à l’itération k : J
(k)
b [3Nb × 1]. La mise à jour
des courants par l’IPO se fait à chaque itération k pour toutes les surfaces Sb :
J
(k+1)
b [3Nb × 1] = J
(0)
b [3Nb × 1] +
NS∑
a=1
Cab[3Nb × 3Na]J (k)a [3Na × 1] (4.15)
Où les matrices Cab, (a, b) ∈ [1..NS ], sont des matrices représentant l’action du courant en la surface
Sa sur la mise à jour du courant sur la surface Sb. La matrice CIPO associée à Sc est retrouvée par
concaténation de ces N2S matrices d’interactions, qui sont définies de la même manière que précédemment,
à l’aide de 9 sous-blocs de dimensions [Nb ×Na] :
CIPO =

C11 C21 · · · CNS1
C12 C22 · · · CNS2
...
... . . .
...
C1NS C2NS · · · CNSNS

(4.16a)
∀(a, b) ∈ [1..NS ], Cab =

C
xx
ab C
yx
ab C
zx
ab
C
xy
ab C
yy
ab C
zy
ab
C
xz
ab C
yz
ab C
zz
ab
 (4.16b)
Cppab (v, u) = αPab(v, u)∆Sa(v) [n
q
b(u)k
q
ab(v, u) + n
r
b(u)krab(v, u)] (4.16c)
Cpqab (v, u) = −αPab(v, u)∆Sa(v)npb(u)kqab(v, u) (4.16d)
Où :
– u ∈ [1..Nb] représente un indice de maille de la surface Sb (réceptrice) ;
– v ∈ [1..Na] représente un indice de maille de la surface Sa (émettrice) ;
– (p, q, r) ∈ {x, y, z} représentent les composantes vectorielles en coordonnées cartésiennes ;
– npb(u) est la composante p de la normale sur la maille u de Sb ;
– α = −jZ04piω0µ0
– Pab(v, u) =
[
k20rab(v, u)2 + jk0rab(v, u)
] exp(jk0rab(v,u))
rab(v,u)3 Iab(v, u), avec rab(v, u) la distance entre la
maille v de Sa et la maille u de Sb, et Iab(v, u) le booléen d’ombrage entre les centres de ces deux
mailles ;
– kpab(v, u) est la composante p du vecteur unitaire de direction entre la maille v de Sa et la maille u
de Sb ;
4.1. IPO MATRICIELLE ET COMPLEXITÉ 103
– ∆Sa(v) est l’aire de la maille v de Sa.
Comme précédemment, les matrices Cppab et C
pq
ab peuvent aussi s’exprimer sous forme de produits
élément par élément de matrices de dimensions [Nb ×Na], composées de ces mêmes éléments :
C
pp
ab = α
(
P ab · Sa
)
·
(
n
q
b · k
q
ab + n
r
b · k
r
ab
)
(4.17a)
C
pq
ab = α
(
P ab · Sa
)
·
(
−npb · k
q
ab
)
(4.17b)
On remarque que le cas NS = 1 ramène aux équations établies précédemment, la matrice de couplage
de l’IPO étant alors la matrice d’interaction de Sc = S1 avec elle-même : CIPO = C11.
4.1.1.5 Matrices de couplage avec la surface fictive d’ouverture
Le chapitre 3 a mis en évidence le fait que pour une cavité ouverte-fermée, l’utilisation d’une surface
d’ouverture optimisait la précision pour l’incidence et le rayonnement. Cette surface étant fictive, elle
ne peut pas être considérée comme parfaitement conductrice comme les surfaces associées aux matrices
étudiées dans les sections précédentes. Ainsi, en vertu du principe d’équivalence, il est indispensable de
déterminer sur la surface d’ouverture non seulement un vecteur-courant électrique Ja mais également un
vecteur-courant magnétiqueMa, qui induiront tous deux un courant Jc sur les parois de la cavité. Ainsi,
il est nécessaire de définir 4 nouvelles matrices pour le calcul par l’IPO :
– une matrice de couplage entre le courant électrique sur la surface d’ouverture et le courant électrique
sur les parois internes de la cavité, que l’on notera C(Ja 7→ Jc) ;
– une matrice de couplage entre le courant magnétique sur la surface d’ouverture et le courant élec-
trique sur les parois de la cavité, que l’on notera C(Ma 7→ Jc) ;
– une matrice de couplage entre le courant électrique sur les parois de la cavité et le courant électrique
sur la surface d’ouverture, que l’on notera C(Jc 7→ Ja) ;
– une matrice de couplage entre le courant électrique sur les parois de la cavité et le courant magné-
tique sur la surface d’ouverture, que l’on notera C(Jc 7→Ma).
L’établissement de ces matrices se fait en utilisant les formes discrétisées des équations de la section
3.1.1. En premier lieu, on s’intéresse à l’expression du courant sur les parois de la cavité à l’itération 0.
On considère une cavité de paroi interne Sc, discrétisée en N mailles, et dont la surface fictive d’ou-
verture Sa contient Na mailles. On note u l’indice associé à la maille centrée au point Pc de Sc, et v
l’indice de la maille de Sa centrée en Pa. Alors le courant au point Pc s’exprime :
~J (0)c (u) = 2nˆc(u) ∧ ~Ha(u) (4.18a)
~Ha(u) =
j
4piωµ
Na∑
v=1
[
p1(rac(v, u)) ~Ma(v)− Z0p2(rac(v, u)) ~Ja(v) ∧ kˆac(v, u)
+p3(rac(v, u))
(
kˆac(v, u) · ~Ma(v)
)
kˆac(v, u)
] ejkrac(v,u)
rac(v, u)3
∆Sa(v)
(4.18b)
Où p1, p2 et p3 sont exprimés en section 2.2.3.3, rac(v, u) est la distance entre Pa et Pc, kˆac(v, u) est
le vecteur unitaire de direction entre Pa et Pc, et ∆Sa(v) est l’aire de la maille de Sa centrée en Pa.
On cherche à exprimer cette équation sous forme matricielle. Il s’agit donc d’exprimer les matrices
C(Ja 7→ Jc) et C(Ma 7→ Jc) telles que :
J
(0)
c = C(Ja 7→ Jc)Ja +C(Ma 7→ Jc)Ma (4.19)
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Pour cela, on peut effectuer un développement similaire à celui réalisé en section 4.1.1.2. Comme
dans l’équation (4.9), on développe les termes de la somme, puis on regroupe les termes en fonction des
courants. On pose le facteur constant indépendant des deux indices a = j4piω0 et le facteur commun à
tous les termes A(v, u) = ejkrac(v,u)rac(v,u)3 ∆Sa(v). On obtient alors les expressions suivantes (l’étape intermé-
diaire de développement n’est montrée ici que pour une composante, mais est semblable pour les autres
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composantes, qui peuvent être déduites par permutation) :
J
(0)
c [3N × 1] =

J
x(0)
c [N × 1]
J
y(0)
c [N × 1]
J
z(0)
c [N × 1]
 (4.20a)
Jx(0)c (u) = 2 [nyc (u)Hza(u)− nzc(u)Hya (u)]
= 2a
µ0
Na∑
v=1
{ p1(u, v)nyc (u)Mza (v)
+(−Z0)p2(u, v)nyc (u) [Jxa (v)ky(v, u)− Jya (v)kx(v, u)]
+p3(v, u)nyc (u) [Mxa (v)kx(v, u) +Mya (v)ky(v, u) +Mza (v)kz(v, u)] kz(v, u)
}A(v, u)
= 2a
µ0
Na∑
v=1
{ (−Z0)p2(u, v) [nyc (u)ky(v, u) + nzc(u)kz(v, u)] Jxa (v)
+(+Z0)p2(u, v)nyc (u)kx(v, u)Jya (v)
+(+Z0)p2(u, v)nzc(u)kx(v, u)Jza (v)
+p3(u, v) [nyc (u)kz(v, u)− nzc(u)ky(v, u)] kx(v, u)Mxa (v)
+ (p1(u, v)(−nzc(u)) + p3(u, v) [nyc (u)kz(v, u)− nzc(u)ky(v, u)] ky(v, u))Mya (v)
+ (p1(u, v)nyc (u) + p3(u, v) [nyc (u)kz(v, u)− nzc(u)ky(v, u)] kz(v, u))Mza (v)
}A(v, u)
(4.20b)
Jy(0)c (u) = 2 [nzc(u)Hxa (u)− nxc (u)Hza(u)]
= 2a
µ0
Na∑
v=1
{ (+Z0)p2(u, v)nxc (u)ky(v, u)Jxa (v)
+(−Z0)p2(u, v) [nxc (u)kx(v, u) + nzc(u)kz(v, u)] Jya (v)
+(+Z0)p2(u, v)nzc(u)ky(v, u)Jza (v)
+ (p1(u, v)nzc(u) + p3(u, v) [nzc(u)kx(v, u)− nxc (u)kz(v, u)] kx(v, u))Mxa (v)
+p3(u, v) [nzc(u)kx(v, u)− nxc (u)kz(v, u)] ky(v, u)Mya (v)
+ (p1(u, v)(−nxc (u)) + p3(u, v) [nzc(u)kx(v, u)− nxc (u)kz(v, u)] kz(v, u))Mza (v)
}A(v, u)
(4.20c)
Jz(0)c (u) = 2 [nxc (u)Hya (u)− nyc (u)Hxa (u)]
= 2a
µ0
Na∑
v=1
{ (+Z0)p2(u, v)nxc (u)kz(v, u)Jxa (v)
+(+Z0)p2(u, v)nyc (u)kz(v, u)Jya (v)
+(−Z0)p2(u, v) [nxc (u)kx(v, u) + nyc (u)ky(v, u)] Jza (v)
+ (p1(u, v)(−nyc (u)) + p3(u, v) [nxc (u)ky(v, u)− nyc (u)kx(v, u)] kx(v, u))Mxa (v)
+ (p1(u, v)nxc (u) + p3(u, v) [nxc (u)ky(v, u)− nyc (u)kx(v, u)] ky(v, u))Mya (v)
+p3(u, v) [nxc (u)ky(v, u)− nyc (u)kx(v, u)] kz(v, u)Mza (v)
}A(v, u)
(4.20d)
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On peut alors identifier dans cette expression les termes des matrices C(Ja 7→ Jc) et C(Ma 7→ Jc).
On exprime les sous-blocs de ces matrices, pour (p, q, r) ∈ {x, y, z} tous trois différents, en distinguant
les sous-blocs diagonaux des autres sous-blocs, par :
C
pp
(Ja 7→ Jc) = −Z0 2a
µ0
Aac · P 2ac ·
(
N
q
c ·K
q
ac +N
r
c ·K
r
ac
)
(4.21a)
C
pq
(Ja 7→ Jc) = +Z0 2a
µ0
Aac · P 2ac ·N
p
c ·K
q
ac (4.21b)
C
pp
(Ma 7→ Jc) = 2a
µ0
Aac · P 3ac ·
(
N
q
c ·K
r
ac −N
r
c ·K
q
ac
)
·Kpac (4.21c)
C
pq
(Ma 7→ Jc) = 2a
µ0
Aac ·
[
pqP 1ac ·N
p
c + P 3ac ·
(
N
q
c ·K
r
ac −N
r
c ·K
q
ac
)
·Kpac
]
(4.21d)
Les matrices qui les composent sont toutes de taille [N ×Na], et leurs éléments sont donnés par :
– a = j4piω0 ;
– Aac(v, u) = e
jkrac(v,u)
rac(v,u)3 ∆Sa(v), rac(v, u) étant la distance entre la maille v de Sa et la maille u de Sc
et ∆Sa(v) l’aire de la maille v de Sa ;
– ∀v ∈ [1..N ], Npc (v, u) = nˆc(u) · qˆ, nˆc(u) étant la normale à la maille u de Sc ;
– Kpac(v, u) = kˆac(v, u) · pˆ, où kˆac(v, u), kˆac étant le vecteur unitaire donnant la direction entre la
maille v de Sa et la maille u de Sc ;
– pq défini par : pˆ ∧ qˆ = pq rˆ ;
Il faut ensuite déterminer les matrices qui permettent de calculer les courants équivalents sur la
surface d’ouverture après convergence des courants sur la surface Sc. Ces matrices traduisent les formes
discrétisées des équations de la section 3.1.1. En utilisant les indices u, indice de réception, associé ici à
une maille de Sa centrée en Pa, et v, indice d’émission, associé ici à une maille de Sc centrée en Pc, ces
équations s’expriment :
~Ja(u) = nˆa(u) ∧ ~Hca(u) (4.22a)
~Ma(u) = −nˆa(u) ∧ ~Eca(u) (4.22b)
~Eca(u) =
j
4piω0
Nc∑
v=1
[
p1(rca(v, u)) ~J ′c + p3(rca(v, u))
(
kˆca(v, u) · ~Jc(v)
)
kˆca(v, u)
] ejkrca(v,u)
rca(v, u)3
∆Sc(v)
(4.22c)
~Hca(u) =
j
4piωµ0
Nc∑
v=1
[
−Z0p2(rca(v, u)) ~Jc(v) ∧ kˆca(v, u)
] ejkrca(v,u)
rca(v, u)3
∆Sc(v) (4.22d)
Où p1, p2 et p3 sont exprimés dans la section 2.2.3.3, rca(v, u) est la distance entre Pc et Pa, kˆac(v, u)
est le vecteur unitaire de direction entre Pc et Pa, et ∆Sa(v) est l’aire de la maille de Sa centrée en Pa.
Ces équations se traduisent matriciellement par :
Ja = C(Jc 7→ Ja)J (I)c (4.23a)
Ma = C(Jc 7→Ma)J (I)c (4.23b)
Dans laquelle les matrices C(Jc 7→ Ja) et C(Jc 7→Ma) peuvent s’exprimer, d’après un développe-
ment similaire au précédent :
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C
pp
(Jc 7→ Ja) = −Z0 a
µ0
Aca · P 2ac ·
(
N
q
a ·K
q
ca +N
r
a ·K
r
ca
)
(4.24a)
C
pq
(Jc 7→ Ja) = +Z0 a
µ0
Aca · P 2ac ·N
p
a ·K
q
ca (4.24b)
C
pp
(Jc 7→Ma) = − a
0
Aca · P 3ac ·
(
N
q
a ·K
r
ca −N
r
a ·K
q
ca
)
·Kpca (4.24c)
C
pq
(Jc 7→Ma) = − a
0
Aca ·
[
pqP 1ac ·N
p
a + P 3ac ·
(
N
q
a ·K
r
ca −N
r
a ·K
q
ca
)
·Kpca
]
(4.24d)
Les matrices qui les composent sont toutes de taille [Na ×N ], et leurs éléments sont donnés par :
– a = j4piω0 ;
– Aca(v, u) = e
jkrca(v,u)
rca(v,u)3 ∆Sa(v), rca(v, u) étant la distance entre la maille v de Sc et la maille u de Sa
et ∆Sa(v) l’aire de la maille v de Sc ;
– ∀v ∈ [1..Na], Npa (v, u) = nˆa(u) · qˆ, nˆc(u) étant la normale à la maille u de Sa ;
– Kpca(v, u) = kˆca(v, u) · pˆ, où kˆca(v, u), kˆca étant le vecteur unitaire donnant la direction entre la
maille v de Sc et la maille u de Sa.
4.1.2 Complexité et espace mémoire : développement du facteur principal
Ce chapitre concerne la diminution du temps de calcul, qui est liée à la notion de complexité. En
section 2.3.6, on a établi que l’IPO admet une complexité en O(N2). Ici, cette complexité globale va
être vérifiée, et on s’intéressera au développement du premier ordre (le facteur de N2 dans le nombre
d’opérations multiplicatives). On étudiera également l’espace mémoire occupé.
Afin d’analyser la complexité de l’IPO, on utilise sa forme matricielle, qui permet de déduire rapi-
dement le nombre d’éléments à stocker ainsi que la complexité du calcul. Le nombre total des éléments
matriciels mis en jeu est un bon indicateur de l’espace mémoire nécessaire. De plus, pour chaque matrice,
chaque élément est multiplié une fois et une seule aux éléments des vecteurs-courant, à l’exception de la
matrice de mise à jour du courant sur les parois de la cavité, qui est réutilisée à chaque itération (mais
n’est comptée qu’une seule fois pour le calcul de l’espace mémoire requis). On peut donc directement
déduire la complexité (nombre d’opérations de multiplication) à partir du nombre d’éléments matriciels.
On étudie la complexité de l’IPO pour une cavité parfaitement conductrice contenant N mailles, avec
utilisation à l’itération 0 comme au rayonnement vers le récepteur d’une surface d’ouverture contenant
Na mailles. On note I le nombre d’itérations de l’IPO, qui sera supposé fixe. On utilisera le facteur
α = Na/N afin de ramener toute la complexité par rapport à N . On note qu’en pratique, ce facteur est
généralement très inférieur à 1.
L’étude est limitée aux étapes de calcul des courants, et ne comprend pas le pré-traitement (lecture du
maillage et traduction en matrices), ni les étapes de calcul du champ incident tangentiel et du rayonnement
(les nombres de points d’incidence et d’observation étant négligeables devant N). On utilisera la notation
C(Ju 7→ Jv) pour désigner la matrice permettant le calcul du courant Jv à partir du courant Ju, où
Ju et Jv sont les vecteurs-courant mis en jeu dans le calcul : Jc, courant sur les parois internes de
la cavité, Ja, courant électrique fictif sur la surface d’ouverture, Ma, courant magnétique fictif sur la
surface d’ouverture. On supposera de plus pour simplifier le calcul que toutes les matrices sont pleines
(on suppose que tous les éléments interagissent, donc notamment pas d’ombrage) et que la paroi de la
cavité n’est pas décomposée en surfaces distinctes (si les surfaces sont distinctes, la relation (4.16) montre
que la matrice totale peut être retrouvée par concaténation, et le nombre d’éléments n’est pas changé si
toutes les matrices sont pleines).
Cette configuration d’étude sera commune à toutes les sections de ce chapitre. Les sections suivantes
traitant de techniques utilisées afin de réduire la complexité, on pourra alors comparer toutes ces tech-
niques.
À ce stade, les matrices utilisées sont de la forme établie par les relations (4.13), (4.21) et (4.24). Elles
sont de dimension [3Nv×3Nu], où Nv est le nombre de mailles de la surface de réception et Nu le nombre
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de mailles de la surface d’émission. Alors le tableau 4.1 donne la complexité de calcul, avec le détail des
dimensions des différentes matrices.
étape matrice(s) dimensions itérations
Itération 0 (via Sa) C(Ja 7→ Jc) [3Na × 3N ] 1
C(Ma 7→ Jc) [3Na × 3N ] 1
Mise à jour itérative du courant C(Jc 7→ Jc) [3N × 3N ] I
Rayonnement vers Sa C(Jc 7→ Ja) [3N × 3Na] 1
C(Jc 7→Ma) [3N × 3Na] 1
nombre d’éléments matriciels complexité de calcul
9(1 + 4α)N2 O (9(I + 4α)N2)
Tableau 4.1 – IPO matricielle en coordonnées cartésiennes - Nombre d’éléments à stocker les matrices et
complexité de calcul (N : nombre de mailles de la cavité, Na : nombre de mailles de la surface d’ouverture,
I : nombre d’itérations, α = Na/N)
La complexité obtenue, en développant le premier ordre, est de O (9(I + 4α)N2). On vérifie bien
qu’asymptotiquement, l’IPO admet une complexité en O(N2). Par ailleurs, cette complexité rend compte
de l’importance de la matrice C(Jc 7→ Jc) de couplage entre les mailles de la cavité, qui est réutilisée
I fois. En effet, dans la pratique, I  4α : par exemple un cas réaliste est de considérer une cavité qui
contient 5 fois plus de mailles sur ses parois que sur sa surface d’ouverture, et pour laquelle la convergence
est obtenue après 10 itérations, alors I = 10 4α = 0.8.
Les sections suivantes concernent des techniques de diminution de cette complexité. Comme elle est
relative au temps de calcul, ces techniques auront alors pour effet d’accélérer le calcul par l’IPO. Une
première accélération peut être obtenue en diminuant les dimensions des vecteurs-courant et donc des
matrices de couplages. En effet, tous les courants impliqués dans le calcul sont des vecteurs contenus dans
le plan de la maille associée, et peuvent alors être définis par 2 composantes au lieu de 3 en utilisant un
repère local. Alors les tailles des matrices diminueront et la complexité du calcul également. La section
suivante concerne cet apport, en détaillant l’établissement des repères locaux, et les formes des vecteurs-
courant et des matrices de couplage.
4.2 IPO avec courants à deux composantes
Une première possibilité pour diminuer la complexité de la résolution par l’IPO est d’utiliser un repère
local pour les mailles, dans lequel le courant est exprimé selon deux composantes tangentielles. En effet,
la composante du courant selon la normale à la surface est nulle, et on peut ainsi éviter une information
redondante en utilisant des bases locales formées par un vecteur normal à la surface et deux vecteurs
tangentiels. Les courants seront alors exprimés selon deux composantes dans ces bases.
L’intérêt d’utiliser ces coordonnées locales liées aux mailles est alors de diminuer la complexité de
calcul, les vecteurs et matrices mis en jeu étant alors de tailles réduites.
Les paragraphes suivants détaillent la manière d’utiliser l’IPO avec des courants projetés sur les
bases locales. Dans un premier temps les bases locales sont définies, puis les équations de l’OP sont
appliquées dans les bases locales pour le cas simplifié de 2 mailles, avant d’être étendues aux cas de
matrices d’interactions entre des surfaces distinctes et aux matrices de l’IPO. Enfin, des résultats de
simulations illustreront l’application de la méthode.
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4.2.1 Repère local des mailles
L’objectif de cette section est de définir un repère local qui sera associé à chaque maille par la suite,
afin d’y appliquer l’IPO.
Soit une maille d’indice u, de centre Pu, de normale nˆu et d’aire ∆Su.
On définit un repère local
(
Pu, nˆu, αˆu, βˆu,
)
(voir figure 4.1) qui respecte les conditions suivantes :
– les vecteurs de la base
(
nˆu, αˆu, βˆu,
)
sont unitaires ;
– αˆu et βˆu sont deux vecteurs orthogonaux entre eux et tous deux tangentiels à ∆Su (contenus dans
le plan de la maille) ;
– nˆu = αˆu ∧ βˆu.
Figure 4.1 – Repère local lié à une maille - Définition
4.2.2 Matrice de couplage : cas de 2 mailles
Soient deux mailles d’indices respectifs 1 et 2, dont les centres respectifs sont notés P1 et P2. Les bases
locales
(
nˆ1, αˆ1, βˆ1
)
et
(
nˆ2, αˆ2, βˆ2
)
leurs sont associées.
On note ~J1 le courant sur la maille 1 et ~J2 le courant sur la maille 2. La composante de chaque courant
selon la normale locale étant nulle, ~J1 et ~J2 sont combinaisons linéaires respectivement de
(
αˆ1, βˆ1
)
et(
αˆ2, βˆ2
)
.
On cherche ici à exprimer l’action du courant ~J1 par l’OP sur le courant ~J2 dans le repère local lié à
la maille 2. On considère des surfaces parfaitement conductrices et une propagation en espace libre. On
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cherche donc les termes de la matrice de couplage C12[2× 2] telle que :
~J1 = Jα1 αˆ1 + J
β
1 βˆ1 (4.25a)
~J2 = Jα2 αˆ2 + J
β
2 βˆ2 (4.25b)Jα2
Jβ2
 = C12
Jα1
Jβ1
 (4.25c)
On note ~R12 = r12kˆ12 le vecteur reliant P1 à P2. Le champ magnétique se propageant de la maille 1
vers la maille 2 est noté ~H12. La figure 4.2 illustre la configuration du problème. Les différents vecteurs mis
en jeu peuvent être exprimés en coordonnées cartésiennes (X,Y, Z) et le tableau 4.2 liste les expressions
des vecteurs dans les différentes bases.
Figure 4.2 – Repères locaux et couplage entre deux mailles
Repère cartésien local 1 local 2
Base
(
Xˆ, Yˆ , Zˆ
) (
nˆ1, αˆ1, βˆ1
) (
nˆ2, αˆ2, βˆ2
)
~J1 J
x
1 Xˆ + J
y
1 Yˆ + Jz1 Zˆ Jα1 αˆ1 + J
β
1 βˆ1
~J2 J
x
2 Xˆ + J
y
2 Yˆ + Jz2 Zˆ Jα2 αˆ2 + J
β
2 βˆ2
~H12 H
x
12Xˆ +H
y
12Yˆ +Hz12Zˆ H
n1
12 nˆ1 +H
α1
12 αˆ1 +H
β1
12 βˆ1 H
n2
12 nˆ2 +H
α2
12 αˆ2 +H
β2
12 βˆ2
kˆ12 k
x
12Xˆ + k
y
12Yˆ + kz12Zˆ k
n1
12 nˆ1 + k
α1
12 αˆ1 + k
β1
12 βˆ1
Tableau 4.2 – Couplage entre deux mailles : expressions des vecteurs dans les différentes bases (seules les
décompositions utilisées ont été insérées dans le tableau)
On exprime dans un premier temps le champ magnétique ~H12 à partir des expressions de ~J1 et de
~R12 = r12kˆ12, vecteur reliant P1 à P2. En coordonnées cartésiennes, on a :
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~H12 = P12Jˆ1 ∧ kˆ12
= P12 (Jy1 kz12 − Jz1 ky12) Xˆ + P12 (Jz1 kx12 − Jx1 kz12) Yˆ + P12 (Jx1 ky12 − Jy1 kx12) Zˆ
(4.26)
Où P12 est le coefficient scalaire correspondant à P12 = αP (1, 2) dans les équations des matrices
cartésiennes (4.6a) à (4.6b) :
P12 =
−jZ0
4piω0µ0
[
k20r
2
12 + jk0r12
] exp(jk0r12)
r312
∆S1Ic(1, 2) (4.27)
Avec Ic(1, 2) le booléen d’ombrage de la maille 1 vers la maille 2, qui dépend de la technique d’ombrage
considérée, et ∆S1 est l’aire de la maille 1.
On peut exprimer ~H12 dans le repère local lié à la maille 1, en utilisant les expressions du tableau 4.2 :
~H12 = P12
(
Jα1 k
β1
12 − Jβ1 kα112
)
nˆ1 + P12
(
Jβ1 k
n1
12
)
αˆ1 + P12 (−Jα1 kn112 ) βˆ1 (4.28)
En réception, sur la maille 2, on peut exprimer le courant ~J2 en fonction de ~H12 à l’aide de (2.36).
En coordonnées cartésiennes, on a :
~J2 = 2nˆ2 ∧ ~H12
= 2 (ny2Hz12 − nz2Hy12) Xˆ + 2 (nz2Hx12 − nx2Hz12) Yˆ + 2 (nx2Hy12 − ny2Hx12) Zˆ
(4.29)
On peut faire à ce stade le lien avec les expressions cartésiennes. En effet, en développant les expressions
(4.26) et (4.29), on retrouve les relations (4.9) appliquées au cas de 2 mailles. Ici, on s’intéresse aux
expressions dans les bases locales, et on exprime donc le courant dans le repère local associé à la maille
2 :
~J2 = (−2Hβ212 )αˆ2 + (2Hα212 )βˆ2 (4.30)
Il reste alors à exprimer le champ magnétique ~H12 dans la base
(
nˆ2, αˆ2, βˆ2
)
à partir de son expression
dans la base
(
nˆ1, αˆ1, βˆ1
)
. On utilise pour cela la matrice de rotation de la base locale 1 vers la base locale
2, notée M12[3× 3] et définie à l’aide des projections des vecteurs de la base locale 1 dans la base locale
2 :
M12 =

Mnn12 M
αn
12 M
βn
12
Mnα12 M
αα
12 M
βα
12
Mnβ12 M
αβ
12 M
ββ
12
 =

nˆ1 · nˆ2 αˆ1 · nˆ2 βˆ1 · nˆ2
nˆ1 · αˆ2 αˆ1 · αˆ2 βˆ1 · αˆ2
nˆ1 · βˆ2 αˆ1 · βˆ2 βˆ1 · βˆ2
 (4.31)
Alors on peut exprimer les composantes de ~H12 dans la base 2 à partir de ses composantes exprimées
dans la base 1 :

Hn212
Hα212
Hβ212
 = M12

Hn112
Hα112
Hβ112
 =

Mnn12 H
n1
12 +Mαn12 H
α1
12 +M
βn
12 H
β1
12
Mnα12 H
n1
12 +Mαα12 H
α1
12 +M
βα
12 H
β1
12
Mnβ12 H
n1
12 +M
αβ
12 H
α1
12 +M
ββ
12 H
β1
12
 (4.32)
On peut alors injecter ces expressions dans (4.30). On note que la composante de ~H12 selon la normale
nˆ2 n’est pas utilisée dans cette expression, donc il est inutile de calculer les coefficients Mnn12 , Mαn12 et
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Mβn12 . Physiquement, ceci s’explique par le fait que seul le champ tangentiel est nécessaire pour le calcul
du courant, même si la composante normale du champ n’est pas, dans le cas général, nulle. Jα2 et J
β
2
peuvent alors s’exprimer :
Jα2 = −2Hβ212 = −2
[
Mnβ12 H
n1
12 +M
αβ
12 H
α1
12 +M
ββ
12 H
β1
12
]
(4.33a)
Jβ2 = +2H
α2
12 = +2
[
Mnα12 H
n1
12 +Mαα12 H
α1
12 +M
βα
12 H
β1
12
]
(4.33b)
Avec Hn112 , H
α1
12 et H
β1
12 , les composantes de ~H12 dans la base locale 1, qui ont été exprimées dans
l’équation (4.28). Ainsi, en associant les résultats (4.33) et (4.28), on obtient :
Jα2 = −2
[
Mnβ12 P12
(
Jα1 k
β1
12 − Jβ1 kα112
)
+Mαβ12 P12
(
Jβ1 k
n1
12
)
+Mββ12 P12 (−Jα1 kn112 )
]
(4.34a)
Jβ2 = +2
[
Mnα12 P12
(
Jα1 k
β1
12 − Jβ1 kα112
)
+Mαα12 P12
(
Jβ1 k
n1
12
)
+Mβα12 P12 (−Jα1 kn112 )
]
(4.34b)
Ainsi, on obtient en réorganisant les termes les expressions de Jα2 et J
β
2 en fonction de Jα1 et J
β
1 :
Jα2 = 2P12
[(
Mββ12 k
n1
12 −Mnβ12 kβ112
)
Jα1 +
(
Mnβ12 k
α1
12 −Mαβ12 kn112
)
Jβ1
]
(4.35a)
Jβ2 = 2P12
[(
Mnα12 k
β1
12 −Mβα12 kn112
)
Jα1 + (Mαα12 kn112 −Mnα12 kα112 ) Jβ1
]
(4.35b)
On peut ainsi identifier les termes de la matrice C12 de couplage entre le courant ~J1 = Jα1 αˆ1 + J
β
1 βˆ1
et le courant ~J2 = Jα2 αˆ2 + J
β
2 βˆ2 :
C12 =
2P12
(
Mββ12 k
n1
12 −Mnβ12 kβ112
)
2P12
(
Mnβ12 k
α1
12 −Mαβ12 kn112
)
2P12
(
Mnα12 k
β1
12 −Mβα12 kn112
)
2P12 (Mαα12 kn112 −Mnα12 kα112 )
 (4.36)
4.2.3 Généralisation : matrices d’interactions entre 2 surfaces
On considère le cas de l’action d’une surface Sa sur une surface Sb. Les deux surfaces sont discrétisées
et on note v l’indice relatif à l’une des Na mailles de la surface Sa (d’émission) et u l’indice relatif à l’une
des Nb mailles de la surface Sb (de réception). À chaque maille u de Sb, u ∈ [1..Nb] est associée la base
locale
(
nˆu, αˆu, βˆu
)
, et à chaque maille v de Sa, v ∈ [1..Na] est associée la base locale
(
nˆv, αˆv, βˆv
)
, telles
que décrites en section 4.2.1. La figure 4.3 illustre la configuration spatiale.
On cherche alors à exprimer l’action du courant en Sa sur le courant en Sb sous forme matricielle, en
utilisant des relations projetées dans les bases locales. Il s’agit donc d’exprimer la matrice de couplage
par l’OP Cab telle que :
Jb = CabJa (4.37)
Où Ja est le vecteur discrétisé contenant les informations sur le courant en toutes les mailles de Sa
et Jb est le vecteur discrétisé contenant les informations sur le courant en toutes les mailles de Sb. Ces
courants peuvent être exprimés dans leurs bases locales respectives :
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Figure 4.3 – Matrices d’interactions entre deux surfaces maillées exprimées selon les bases locales -
configuration
Ja[2Na × 1] =
Jαa [Na × 1]
J
β
a [Na × 1]
 =

Jαa (1)
Jαa (2)
...
Jαa (Na)
Jβa (1)
Jβa (2)
...
Jβa (Na)

(4.38)
Jb[2Nb × 1] =
Jαb [Nb × 1]
J
β
b [Nb × 1]
 =

Jαb (1)
Jαb (2)
...
Jαb (Nb)
Jβb (1)
Jβb (2)
...
Jβb (Nb)

(4.39)
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On peut alors appliquer le raisonnement de la section 4.2.2 à chaque couple de courants des surfaces
d’émission
(
Jαa (v), Jβa (v)
)
et de réception
(
Jαb (u), J
β
b (u)
)
, avec u ∈ [1..Nb] et v ∈ [1..Na], afin d’exprimer
les termes de la matrice Cab. Cette matrice est alors de dimensions [2Nb × 2Na], et peut s’écrire sous la
forme d’une décomposition en 4 sous-blocs de dimensions [Nb ×Na] :
Cab =
Cααab Cβαab
C
αβ
ab C
ββ
ab
 (4.40a)
C
αα
ab [Nb ×Na] = 2αP ab ·
(
M
ββ
ab · k
na
ab −M
nβ
ab · k
βa
ab
)
(4.40b)
C
βα
ab [Nb ×Na] = 2αP ab ·
(
M
nβ
ab · k
αa
ab −M
αβ
ab · k
na
ab
)
(4.40c)
C
αβ
ab [Nb ×Na] = 2αP ab ·
(
M
nα
ab · k
βa
ab −M
βα
ab · k
na
ab
)
(4.40d)
C
ββ
ab [Nb ×Na] = 2αP ab ·
(
M
αα
ab · k
na
ab −M
nα
ab · k
αa
ab
)
(4.40e)
Où, ∀ (p, q, r) ∈ {n, α, β}, ∀u ∈ [1..Nb] et ∀v ∈ [1..Na] :
– α = −jZ04piω0µ0
– Pab(v, u) =
[
k20r(v, u)2 + jk0r(v, u)
] exp(jk0r(v,u))
r(v,u)3 ∆Sa(v)Iab(v, u) ;
r(v, u) est la distance entre le centre de la maille v de Sa et le centre de la maille u de Sb ;
Iab(v, u) est le booléen d’ombrage entre le centre de la maille v de Sa et le centre de la maille
u de Sb, qui dépend de la technique d’ombrage utilisée ;
∆Sa(v) est l’aire de la maille v de Sa ;
– Mpqab (v, u) = pˆu · qˆv ;
– kpaab (v, u) = kˆab(v, u) · pˆv ;
kˆab(v, u) est le vecteur unitaire donnant la direction entre le centre de la maille v de Sa et le
centre de la maille u de Sb.
4.2.4 Application aux matrices de l’IPO
On souhaite ici appliquer l’IPO sous forme matricielle en coordonnées locales à une cavité de paroi
interne Sc et de surface d’ouverture Sa. Il est nécessaire d’exprimer les matrices qui ont été définies en
section (4.1.1) dans le cas de coordonnées cartésiennes :
– la matrice d’interaction entre les mailles de la paroi de la cavité CIPO = C(Jc 7→ Jc) ;
– les matrices utilisées pour le rayonnement de Sa vers Sc (utilisées lors de l’itération 0) : C(Ja 7→ Jc)
et C(Ma 7→ Jc) ;
– les matrices utilisées pour le rayonnement “retour” vers Sa : C(Jc 7→ Ja) et C(Jc 7→Ma).
Premièrement, la matrice d’interactions CIPO permet la mise à jour itérative du courant surfacique.
En exprimant les courants en coordonnées locales, cette mise à jour des courants suit l’équation :
J
(k+1)
c [2N × 1] = J
(0)
c [2N × 1] +CIPO[2N × 2N ]J
(k)
c [2N × 1] (4.41)
Où J (k)c représente le vecteur-courant à l’itération k sur les parois de la cavité, exprimé en coordonnées
locales. Il contient alors 2N éléments et CIPO, utilisée pour la mise à jour de ce courant, est de taille
[2N × 2N ].
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Comme vu en section 4.1.1.4, la matrice d’interaction de l’IPO, pour une surface parfaitement conduc-
trice Sc, est la matrice de couplage de Sc avec elle-même. On peut alors utiliser la formule (4.40) afin de
déterminer directement la forme de la matrice IPO :
CIPO =
CααIPO CβαIPO
C
αβ
IPO C
ββ
IPO
 (4.42a)
C
αα
IPO[N ×N ] = 2αP ·
(
M
ββ · kn −Mnβ · kβ
)
(4.42b)
C
βα
IPO[N ×N ] = 2αP ·
(
M
nβ · kα −Mαβ · kn
)
(4.42c)
C
αβ
IPO[N ×N ] = 2αP ·
(
M
nα · kβ −Mβα · kn
)
(4.42d)
C
ββ
IPO[N ×N ] = 2αP ·
(
M
αα · kn −Mnα · kα
)
(4.42e)
Où, ∀ (p, q, r) ∈ {n, α, β}, ∀(u, v) ∈ [1..N ] :
– α = −jZ04piω0µ0
– P (v, u) =
[
k20r(v, u)2 + jk0r(v, u)
] exp(jk0r(v,u))
r(v,u)3 ∆S(v)Ic(v, u) ;
r(v, u) est la distance entre le centre de la maille v et le centre de la maille u ;
Ic(v, u) est le booléen d’ombrage entre le centre de la maille v et le centre de la maille u, qui
dépend de la technique d’ombrage utilisée ;
∆S(v) est l’aire de la maille v ;
– Mpq(v, u) = pˆu · qˆv ;
– kp(v, u) = kˆ(v, u) · pˆv ;
kˆ(v, u) est le vecteur unitaire donnant la direction entre le centre de la maille v et le centre de
la maille u.
On remarque que, comparée à la matrice en coordonnées cartésiennes données par la formule (4.10),
CIPO est ici de taille [2N × 2N ] au lieu de [3N × 3N ]. L’utilisation de repères locaux permet en effet à
cette matrice d’être écrite sous la forme de 4 sous-blocs de [N ×N ] au lieu de 9.
Les matrices de couplage avec la surface d’ouverture ne peuvent pas être déduites directement de
l’équation (4.40), puisque la surface d’ouverture fictive ne peut pas être approximée à une surface parfai-
tement conductrice.
Ces matrices peuvent être exprimées en effectuant un développement similaire à celui de la section
4.2.3, mais sans la simplification d’une surface parfaitement conductrice. On obtient alors pour les sous-
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blocs des matrices utilisées à l’itération 0 :
C
αα
(Ja 7→ Jc) = 2a
µ0
(−Z0) ·Aac ·
(
M
ββ
ac · k
na
ac −M
nβ
ac · k
βa
ac
)
· P 2ac (4.43a)
C
αβ
(Ja 7→ Jc) = 2a
µ0
(−Z0) ·Aac ·
(
M
nβ
ac · k
αa
ac −M
αβ
ac · k
na
ac
)
· P 2ac (4.43b)
C
βα
(Ja 7→ Jc) = 2a
µ0
(−Z0) ·Aac ·
(
M
nα
ac · k
βa
ac −M
βα
ac · k
na
ac
)
· P 2ac (4.43c)
C
ββ
(Ja 7→ Jc) = 2a
µ0
(−Z0) ·Aac ·
(
M
αα
ac · k
na
ac −M
nα
ac · k
αa
ac
)
· P 2ac (4.43d)
C
αα
(Ma 7→ Jc) = 2a
µ0
·Aac ·
[
−Mαβac · P 1ac +
(
−kαaac · k
βc
ac
)
· P 3ac
]
(4.43e)
C
αβ
(Ma 7→ Jc) = 2a
µ0
·Aac ·
[
−Mββac · P 1ac +
(
−kβaac · k
βc
ac
)
· P 3ac
]
(4.43f)
C
βα
(Ma 7→ Jc) = 2a
µ0
·Aac ·
[
M
αα
ac · P 1ac +
(
k
αa
ac · k
αc
ac
)
· P 3ac
]
(4.43g)
C
ββ
(Ma 7→ Jc) = 2a
µ0
·Aac ·
[
M
βα
ac · P 1ac +
(
k
βa
ac · k
αc
ac
)
· P 3ac
]
(4.43h)
Avec, ∀ (p, q, r) ∈ {n, α, β}, ∀u ∈ [1..N ], ∀v ∈ [1..Na] :
– a = j4piω0 ;
– Aac(v, u) = exp(jk0rac(v,u))rac(v,u)3 ∆Sa(v)Iac(v, u), rac(v, u) étant la distance entre la maille v de Sa et la
maille u de Sc, Iac(v, u) le booléen d’ombrage entre ces mailles, et ∆Sa(c) est l’aire de la maille v
de Sa ;
– P1ac(v, u) = p1(rac(v, u)), P2ac(v, u) = p1(rac(v, u)), P3ac(v, u) = p1(rac(v, u)), définies en section
2.2.3.3 ;
– Mpqac = pˆa(u) · qˆc(v) ;
– kpaac (v, u) = kˆac(v, u)pˆa(u), kˆac(v, u) étant le vecteur unitaire de direction entre la maille v de Sa et
la maille u de Sc ;
– kpcac(v, u) = kˆac(v, u) · pˆc(v).
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Enfin, les matrices permettant d’exprimer les champs tangentiels en Sa, utilisés pour le rayonnement
après le processus itératif de l’IPO, sont données par :
C
αα
(Jc 7→ Ja) = a
µ0
(−Z0) ·Aca ·
(
M
ββ
ca · k
nc
ca −M
nβ
ca · k
βc
ca
)
· P 2ca (4.44a)
C
αβ
(Jc 7→ Ja) = a
µ0
(−Z0) ·Aca ·
(
M
nβ
ca · k
αc
ca −M
αβ
ca · k
nc
ca
)
· P 2ca (4.44b)
C
βα
(Jc 7→ Ja) = a
µ0
(−Z0) ·Aca ·
(
M
nα
ca · k
βc
ca −M
βα
ca · k
nc
ca
)
· P 2ca (4.44c)
C
ββ
(Jc 7→ Ja) = a
µ0
(−Z0) ·Aca ·
(
M
αα
ca · k
nc
ca −M
nα
ca · k
αc
ca
)
· P 2ca (4.44d)
C
αα
(Jc 7→Ma) = −a
0
·Aca ·
[
−Mαβca · P 1ca +
(
−kαcca · k
βa
ca
)
· P 3ca
]
(4.44e)
C
αβ
(Jc 7→Ma) = −a
0
·Aca ·
[
−Mββca · P 1ca +
(
−kβcca · k
βa
ca
)
· P 3ca
]
(4.44f)
C
βα
(Jc 7→Ma) = −a
0
·Aca ·
[
M
αα
ca · P 1ca +
(
k
αc
ca · k
αa
ca
)
· P 3ca
]
(4.44g)
C
ββ
(Jc 7→Ma) = −a
0
·Aca ·
[
M
βα
ca · P 1ca +
(
k
βc
ca · k
αa
ca
)
· P 3ca
]
(4.44h)
4.2.5 Complexité
La réduction de la taille des vecteurs-courant et des matrices obtenues permet une diminution de la
complexité. Le tableau 4.3 montre la complexité du calcul IPO en utilisant des repères locaux pour chaque
maille. Par rapport aux résultats obtenus en coordonnées cartésiennes, qui figurent sur le tableau 4.1, on
constate les changements suivants :
– l’occupation mémoire des matrices est divisée par un facteur 2.25 ;
– la complexité, et donc le temps de calcul, sont divisés par un facteur 2.25.
étape matrice(s) dimensions itérations
Itération 0 (via Sa) C(Ja 7→ Jc) [2Na × 2N ] 1
C(Ma 7→ Jc) [2Na × 2N ] 1
Mise à jour itérative du courant C(Jc 7→ Jc) [2N × 2N ] I
Rayonnement vers Sa C(Jc 7→ Ja) [2N × 2Na] 1
C(M c 7→ Ja) [2N × 2Na] 1
nombre d’éléments matriciels complexité de calcul
4(1 + 4α)N2 O (4(I + 4α)N2)
Tableau 4.3 – IPO matricielle en coordonnées locales liées aux mailles - Nombre d’éléments à stocker les
matrices et complexité de calcul (N : nombre de mailles de la cavité, Na : nombre de mailles de la surface
d’ouverture, I : nombre d’itérations, α = Na/N)
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4.2.6 Application au calcul de la SER d’une cavité cylindrique
On applique ici l’IPO au calcul de la SER d’une cavité cylindrique. Les dimensions du cylindre étudié
et les paramètres de calcul sont renseignés dans le tableau 4.4. L’objet est illustré sur la figure 4.4. On
applique l’IPO matricielle “classique”, en coordonnées cartésiennes, et l’IPO matricielle en coordonnées
locales liées aux mailles. L’objectif est de constater les gains effectifs en utilisant les courants sous forme
projetée.
La figure 4.5 montre les résultats obtenus. On constate que les 2 méthodes IPO donnent strictement
le même résultat, ce qui est logique puisque la projection sur les vecteurs de la base locale n’engendre
aucune approximation supplémentaire. Les résultats IPO sont très proches de la méthode de référence.
Si les SER obtenues par les deux méthodes IPO sont identiques, ce n’est pas le cas des performances
en terme de temps de calcul et espace mémoire, qui sont résumées dans le tableau 4.14. En effet, les
matrices stockées en coordonnées cartésiennes sont 2.25 fois plus volumineuses que celles exprimées en
coordonnées locales, conformément à la théorie. Leurs temps de création est sensiblement le même pour
les deux méthodes. On retrouve également un facteur proche de 2.25 entre les deux méthodes sur le temps
moyen de calcul par angle. Le rapport est en fait légèrement inférieur (2.13), car ce temps contient les
temps des itérations mais aussi l’itération 0 et le rayonnement. Au final, l’utilisation des courants projetés
sur les repères locaux liés aux mailles amène à un temps de calcul de 3 m 44 s contre 7 m 27 s en utilisant
les coordonnées cartésiennes.
Paramètre Notation Calcul, justification Valeur
SER monostatique
fréquence F bande Ku 15 GHz
polarisation horizontale HH
angle de site θ plan (xOy) 90°
angle de gisement φ 41 angles
[0, 40]°,
pas de 1 °
dimensions
longueur Lx 10λ 20 cm
rayon R 4λ 8 cm
épaisseur  épaisseur nulle 0
maillage
nombre de mailles
sur les parois
N
maillage λ/4
et critère de flèche
7096
nombre de mailles
sur l’ouverture
Na maillage λ/4 1573
nombre de mailles
sur le fond
Nf Nf = Na 1573
Tableau 4.4 – Cavité cylindrique de rayon 8 cm et de longueur 20 cm - paramètres généraux
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Figure 4.4 – Cavité cylindrique de rayon 8 cm et de longueur 20 cm - Vue du maillage
4.3 Compression par la méthode ACA
4.3.1 Description
L’ACA (Adaptive Cross Approximation) [61–64,76–79] est une technique de compression de matrices
de rang faible. Cette technique est bien connue en méthodes rigoureuses [63, 78], mais n’a jamais été
utilisée pour compresser le calcul par l’IPO.
Dans cette section, on définira dans un premier temps la notion de matrice de rang faible, puis
l’algorithme ACA sera décrit et étudié, avant d’être appliqué aux matrices de l’IPO.
4.3.1.1 Compression d’une matrice de rang faible
Le rang d’une matrice est le maximum entre le nombre de lignes et de colonnes linéairement indé-
pendantes. Dans la pratique, pour des matrices de dimensions importantes, la détermination du rang est
un problème complexe et numériquement incertain à cause des erreurs d’arrondis [79]. On définit donc la
notion de “-rang”, ou rang efficace de tolérance , noté rg,  étant un réel positif. Ainsi l’-rang d’une
matrice Z est défini par :
rg = max
‖Z−B‖≤
(
rg(B)
)
(4.45)
Ainsi, si une matrice Z[M × N ] est de rang efficace R inférieur à son rang effectif (R < M,N), on
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Figure 4.5 – Cavité cylindrique de rayon 8 cm et de longueur 20 cm - SER monostatique, comparaison IPO
en coordonnées cartésiennes, IPO en coordonnées locales des mailles et méthode des moments (référence)
montre [61,62,76,79] qu’elle peut s’écrire sous une forme compressée :
Z[M ×N ] = UZ [M ×R]× VZ [R×N ] (4.46a)
Avec : R (M,N) (4.46b)
Il existe plusieurs techniques permettant de déterminer de telles matrices compressées U et V [61,79].
On s’intéresse dans la prochaine section à l’algorithme ACA, qui permet une telle écriture par construction
algébrique des matrices compressées. On définit alors le taux de compression par la différence relative
entre le nombre d’éléments de la matrice d’origine et celui des matrices compressées :
τ = MN −R(M +N)
MN
(4.47)
4.3.1.2 Algorithme de compression ACA
L’ACA est un algorithme de compression de matrices de rang faible. Cette technique est courante
en MoM [63, 78], où elle est réputée pour offrir une excellente compression. Il s’agit d’un algorithme de
nature purement algébrique et il paraît donc exploitable pour réduire le temps de calcul par l’IPO.
La compression par l’ACA est décrite par l’algorithme 1 [63]. Il comprend les éléments suivants :
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IPO coord.
cartésiennes
IPO coord.
locales
Stockage matrice de l’IPO (Go) 9.75 4.33
Staockage matrices d’interactions avec Sa (Go) 5.99 2.66
Temps moyen par angle φ de SER (s) 10.05 4.69
Temps de création des matrices (s) 33 s. 32 s.
Temps total (s) 7 min 27 s. 3 min 44 s.
Tableau 4.5 – Cavité cylindrique de rayon 8 cm et de longueur 20 cm - Performances
– Z[M × N ] est la matrice d’origine, que l’on cherche à compresser en un produit de matrices de
dimensions inférieures U × V ;
– NZ est la norme approchée de Z, évaluée itérativement dans l’algorithme :
NZ ≈ ‖Z‖ (4.48)
– R[M ×N ] = Z −U × V est la matrice d’erreur, qui est approchée dans l’algorithme ;
–  désigne la tolérance de l’ACA, dont l’objectif est d’obtenir :
‖R‖ ≤ ‖Z‖ (4.49)
– Le rang maximal de l’algorithme est déterminé par :
Rmax = max (M,N)− 1 (4.50)
– I est un vecteur contenant les lignes sélectionnées ;
– J est un vecteur contenant les colonnes sélectionnées ;
Ainsi, l’ACA est un algorithme permettant de définir itérativement les matrices U [M×R] et V [R×N ],
où R est le dernier indice d’itérations avant convergence, nommé “rang effectif”. Les matrices U et V
sont alors des matrices telles que, si Z est une matrice de -rang faible, on a :
U [M ×R]× V [R×N ] ≈ Z[M ×N ] (4.51a)
R (M,N) (4.51b)
La complexité de l’algorithme est trouvée avec les deux étapes les plus coûteuses, qui sont celles
du calcul de la matrice d’erreur approchée. À chaque itération k, l’étape 10 est de complexité O (kN)
et l’étape 13 est de complexité O (Mk). Ainsi la complexité de chaque itération est de O (k(M +N)).
Finalement, pour les R itérations, l’ACA admet une complexité de O
(
R(R+1)
2 (M +N)
)
, que l’on peut
simplifier au premier ordre à O (R2(M +N)).
4.3.2 Compression de l’IPO par l’ACA
On souhaite alors appliquer une compression de type ACA à l’IPO afin d’en réduire la complexité.
Dans ce chapitre, une formulation matricielle des interactions de l’IPO a été établie. Ainsi on peut
appliquer l’algorithme ACA aux matrices ainsi formées. La compression des matrices sera d’autant plus
efficace qu’elles sont de rang effectif faible. Ceci est vérifié par la convergence de l’algorithme ACA.
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Algorithme 1 ACA
1: Initialisation du premier indice de ligne : I1 = I(1) = 1 ;
2: Initialisation de la première ligne de la fonction d’erreur estimée : R(I1, :) = Z(I1, :) ;
3: Sélection du premier indice de colonne : J1 = J(1) = findj
{
|R(I1, j)| = max
(
|R(I1, :)|
)}
;
4: Calcul de la première ligne de V : V (1, :) = R(I1, :)./R(I1, J1) ;
5: Calcul de la colonne de la matrice d’erreur approchée correspondant au premier indice colonne :
R(:, J1) = Z(:, J1) ;
6: Calcul de la première colonne de la matrice U : U(:, 1) = R(:, J1)
7: Initialisation de la norme de la matrice approchée : N (1)Z = ‖U(:, 1)‖2‖V (1, :)‖2
8: Sélection du second indice de ligne : I2 = I(2) = findi,i 6=I1
{
|R(i, J1)| = max
(
|R(:, J1)|
)}
;
9: for k ∈ [2..Rmax] do
10: Mise à jour de la matrice d’erreur approchée pour la ligne sélectionnée :R(Ik, :) = Z(Ik, :)−U(Ik, :
)× V ;
11: Sélection du kième indice de colonne : Jk = J(k) = findj,j /∈J
{
|R(Ik, j)| = max
(
|R(Ik, :)|
)}
;
12: Calcul de la kième ligne de V : V (k, :) = R(Ik, :)./R(Ik, Jk) ;
13: Calcul de la colonne de la matrice d’erreur approchée correspondant au kième indice colonne :
R(:, Jk) = Z(:, Jk)−U × V (:, Jk) ;
14: Calcul de la kième colonne de la matrice U : U(:, k) = R(:, Jk)
15: Mise à jour de la norme de la matrice approchée : N (k)Z = N
(k)
Z + 2
k−1∑
l=1
|U(:, l)T × U(:, k)||V (l, :
)× V (k, :)|+ ‖U(:, k)‖2‖V (k, :)‖2 ;
16: Test de convergence : if ‖U(:, k)‖‖V (k, :)‖ ≤ √NZ then break(for) endif ;
17: Sélection du k+1ième indice de ligne : Ik+1 = I(k+1) = findi,i/∈I
{
|R(i, Jk)| = max
(
|R(:, Jk)|
)}
;
18: end for
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Les matrices qui ont le plus de poids dans la complexité du calcul sont les matrices d’interactions de
l’IPO, utilisées pour la mise à jour itérative des courants. L’algorithme ACA peut alors être appliqué
soit :
– à la matrice d’interactions complète CIPO ;
– aux matrices de couplage entre surfaces distinctes, Cab, avec (a, b) ∈ [1..NS ], NS étant le nombre
de surfaces distinctes ;
– aux sous-blocs de ces matrices dans le système de coordonnées choisi, C
pq
ab, avec (p, q) ∈ {x, y, z}
pour des matrices exprimées en coordonnées cartésiennes, ou (p, q) ∈ {α, β} pour des matrices en
repères locaux.
Bien entendu, l’ACA ne sera pas appliquée à des matrices nulles, ce qui est le cas notamment des
matrices de couplage d’une surface plane avec elle-même, ou de sous-blocs selon la normale en coordonnées
cartésiennes.
De plus, la compression par l’ACA peut également être appliquée aux matrices d’interactions avec la
surface d’ouverture. Mais ces matrices ne sont utilisées qu’une fois par angle de SER, et ont donc moins
d’influence. Leur compression représentant un coût (voir section suivante), elle ne sera généralement pas
appliquée.
4.3.3 Complexité
Le tableau 4.6 montre la complexité d’un calcul de SER en utilisant la méthode IPO-ACA. La méthode
est appliquée à une cavité de N mailles, avec des matrices exprimées en coordonnées locales. Dans un
soucis de comparaison avec les complexités des méthodes déjà établies, on applique l’ACA à la matrice
d’interactions de l’IPO complète, et on se concentre dans un permier temps sur le calcul pour un angle
de SER, sans considérer le pré-traitement.
On peut alors écrire la matrice d’interactions de l’IPO :
CIPO[2N × 2N ] = C(Jc 7→ Jc) = U(Jc 7→ Jc)[2N ×RACA]V (Jc 7→ Jc)[RACA × 2N ] (4.52)
Où RACA est le rang effectif obtenu par l’ACA, qui peut être relié au taux de compression τACA à
l’aide de l’équation (4.47). On obtient alors ici :
RACA = N(1− τACA) (4.53)
Il est important de noter que dans le tableau 4.6 ne figurent que les étapes de calcul pour un angle de
SER, et pas le pré-traitement. Or le temps de pré-traitement est de complexité non négligeable, puisque
d’après la complexité de l’ACA, il faut ajouter une opération en O (NR2ACA) par rapport à l’IPO non
compressée. Mais cette étape n’est réalisée qu’une fois, avant tout calcul.
4.3.4 Application de la méthode IPO-ACA
4.3.4.1 Application à un dièdre
On applique dans un premier temps la méthode IPO-ACA à un calcul canonique simple : la SER
bistatique d’un dièdre. L’avantage de cette cible est qu’elle permet l’observation du taux de compression
pour tous les sous-blocs de ses matrices d’interactions, en distinguant ses deux surfaces d’interactions
comme indiqué sur la figure 4.6.
On illumine alors le dièdre, de dimensions Lx = Ly = Lz = 8λ avec F = 10 GHz, selon sa bissectrice
(θi = 45°, φi = 0°). L’observation est faite avec φs = 0° et θs ∈ [0, 90]°. Les matrices de couplages C12 et
C21 sont exprimées en coordonnées cartésiennes. En fait, étant donné que les normales aux deux surfaces
du dièdre sont selon l’un des vecteurs de base du système de coordonnées cartésien, respectivement Zˆ et
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étape matrice(s) dimensions itérations
Itération 0 (via Sa) C(Ja 7→ Jc) [2Na × 2N ] 1
C(Ma 7→ Jc) [2Na × 2N ] 1
Mise à jour itérative du courant U(Jc 7→ Jc) [2N ×RACA] I
V (Jc 7→ Jc) [RACA × 2N ] I
Rayonnement vers Sa C(Jc 7→ Ja) [2N × 2Na] 1
C(M c 7→ Ja) [2N × 2Na] 1
nombre d’éléments matriciels complexité de calcul
4((1− τACA) + 4α)N2 O
(
4(I(1− τACA) + 4α)N2
)
Tableau 4.6 – IPO matricielle en coordonnées locales comprimée par l’ACA - Nombre d’éléments à stocker
les matrices et complexité de calcul (N : nombre de mailles de la cavité, Na : nombre de mailles de la
surface d’ouverture, I : nombre d’itérations, α = Na/N)
(a) Vue du maillage (b) Représentation des matrices d’interactions
Figure 4.6 – Dièdre - configuration
Xˆ, cela revient au même que de choisir un système de coordonnées locales : pour la surface de normale
Zˆ, le repère
(
Xˆ, Yˆ
)
, et pour la surface de normale Xˆ, le repère
(
Yˆ , Zˆ
)
.
La figure 4.7 montre le résultat obtenu, pour ACA = 10−3 et ACA = 10−4, et le tableau 4.7 résume
les taux de compressions des sous-blocs. Pour  = 10−3, des erreurs sont engendrées par la compression
ACA, tandis que pour  = 10−4 on retrouve le résultat obtenu par l’IPO. On observe qu’effectivement
pour chaque matrice, seuls 4 sous-blocs sont remplis. On observe également la dispersion du taux de
compression, lié à la nature algébrique de l’ACA. La compression, qui nécessairement est inférieure pour
 = 10−4, reste autour des 80%.
Si ce cas était intéressant pour pouvoir observer les taux de compression, il s’agit d’un cas trop “petit”
pour que la compression présente un réel intérêt. Les performances en termes de temps de calcul et de
mémoire ne seront donc pas discutés.
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Figure 4.7 – Dièdre - résultat SER bistatique pour les méthodes IPO et IPO-ACA
ACA = 10−3 ACA = 10−4
τACA(%) C12 C21 C12 C21
C
xx
– – – –
C
yx
– 81.6 – 80.5
C
zx
– 82.2 – –
C
xy
82.0 – 76.2 –
C
yy
83.6 81.6 81.3 80.5
C
zy
– 83.8 – 75.8
C
xz
86.9 – 79.9 –
C
yz
83.6 – 81.3 –
C
zz
– – – –
Tableau 4.7 – Dièdre - Taux de compression par l’ACA des sous-blocs cartésiens ( – : sous-bloc nul donc
non compressé)
4.3.4.2 Application à un guide rectangulaire
On applique alors la même méthode à une cible plus grande : la cavité rectangulaire. On reprend la
configuration illustrée sur la figure 3.22. On étudie la SER monostatique en polarisation VV du guide
rectangulaire de dimensions Lx = 12λ, Ly = Lz = 8λ, à la fréquence F = 10GHz pour φ ∈ [−90; 90]°,
avec un pas de 1°. On applique l’IPO avec I = 10 itérations. On choisit de séparer les 5 surfaces planes
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(4 surfaces latérales et le fond), dont les normales sont toutes des vecteurs de base des coordonnées
cartésiennes. Alors on utilise les matrices en coordonnées cartésiennes et l’ACA est appliquée aux sous-
blocs non nuls.
La figure 4.8 montre les résultats obtenus pour l’IPO et l’IPO-ACA avec plusieurs seuils. Avec  =
10−2, la SER obtenue par l’IPO-ACA est différente de celle de l’IPO. Mais pour  = 10−3 et  = 10−4,
aucune différence n’est observable.
Le tableau 4.8 présente les performances associées à ces résultats, en termes de temps de calcul
et d’espace mémoire requis. Le stockage mémoire affiché ici ne correspond qu’à celui des éléments des
matrices de l’IPO. On y observe un taux de compression moyen (obtenu par la moyenne des taux de
compression des sous-blocs compressés, c’est-à-dire les sous-blocs non nuls) de 84.7% pour l’IPO-ACA
avec  = 10−3. Ce taux est plus important pour  = 10−2 mais ce seuil induit une perte de précision.
Pour  = 10−3, on voit que le temps correspondant à la compression des matrices est d’environ 36 s., ce
qui est largement compensé par le gain lors des calculs. En effet, à chaque angle de SER, le calcul dure
environ 1.48 s. contre 4.45 s. avec l’IPO non compressée. Finalement, le temps de calcul est fortement
réduit, passant de 13 min 40 s. à 5 min 19 s. à l’aide de la compression des matrices d’interactions par
l’ACA avec un seuil de  = 10−3. De plus, la compression a également permis une forte diminution de
l’espace mémoire nécessaire au stockage des matrices, qui passe de 5.45 Go à 858 Mo.
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Figure 4.8 – Guide rectangulaire compressé par l’ACA - SER monostatique
4.3.4.3 Application à la cavité COBRA
On applique désormais la méthode à une cible réaliste : la cavité de type COBRA. Celle-ci est présentée
sur la figure 4.9. Il s’agit d’une cavité courbée de section rectangulaire constante (11 cm par 8,5 cm) sur sa
longueur (45 cm). La courbure est telle que le fond n’est pas en visibilité directe de l’ouverture. On calcule
sa SER monostatique à la fréquence de 16.9 GHz, en polarisation VV, pour θ = 90° et φ ∈ [−4040]° par
pas de 0.5°. Le calcul IPO est effectué avec les coordonnées locales, et I = 20 itérations.
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IPO
IPO-ACA
( = 10−4)
IPO-ACA
( = 10−3)
IPO-ACA
( = 10−2)
Taux de compression moyen - 80.2% 84.7% 91.3%
Millions d’éléments stockés 366 72.7 56.3 33.1
Stockage mémoire 5.45 Go 1.08 Go 858 Mo 505 Mo
Temps de création matrices 15 s. 1m. 09s. 51 s. 36 s.
Temps par incidence 4.45 s. 1.65 s. 1.48 s. 1.28 s.
Temps total 13 min 40 s. 6 min 18 s. 5 min 19 s. 4 min 28 s.
Tableau 4.8 – Guide rectangulaire compressé par l’ACA - Performances
(a) Vue de biais (b) vue dans le plan (xOz)
Figure 4.9 – Cavité COBRA - Configuration
La figure 4.10 montre les résultats obtenus pour l’IPO et l’IPO-ACA avec  = 10−4, et le tableau 4.9
résume les performances des 2 méthodes. On voit que le résultat IPO-ACA est très proche de celui de
l’IPO. La compression est moins bonne que dans le cas précédent : 69.6% de taux moyen de compression.
Cependant, le temps gagné par la compression permet tout de même un gain de temps conséquent en
utilisant l’IPO-ACA, passant de 18 min 52 s. à 13 min 16 s.
4.4 Méthode ACA recompressée (R-ACA)
4.4.1 Description
L’algorithme R-ACA [64,76] est un algorithme de recompression de l’ACA, basé sur la décomposition
QR et la SVD tronquée [80].
La décomposition QR d’une matrice Z[M ×N ] consiste à l’écrire sous la forme du produit entre une
matrice orthogonale Q[M ×N ] et une matrice triangulaire supérieure R[N ×N ].
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Figure 4.10 – Cavité COBRA - Configuration
IPO IPO-ACA
Taux de compression (%) – 69.6
Stockage mémoire 4.98 Go 3.90 Go
Temps de pré-traitement 53 s. 2 min 48 s.
Temps par angle de SER 6.7 s. 3.9 s.
Temps total 18 min 52 s. 13 min 16 s.
Tableau 4.9 – Cavité cobra - Performance calcul de SER pour l’IPO et l’IPO-ACA ( = 10−4)
La SVD (Singular Value Decomposition) consiste elle à décomposer une matrice Z[M × N ] sous la
forme Z[M × N ] = A[M ×K]D[K ×K]B[K × N ], avec K = min(M,N) et D une matrice diagonale
contenant les K valeurs singulières σk, k ∈ [1..K] de Z, rangées par ordre décroissant :
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D =

σ1 0 · · · 0
0 σ2 · · ·
...
... . . .
0 · · · σK

(4.54)
Avec |σ1| > |σ2| > · · · > |σK |.
On peut alors effectuer une compression en supprimant les valeurs singulières de poids faible. En
fixant un seuil TSV D, on conserve uniquement les valeurs singulières telles que |σk| ≥ |σ1|. On obtient
ainsi une matrice D de taille [K ′ ×K ′], avec K ′ ≤ K. Alors on peut tronquer les matrices A et B au
même rang pour obtenir : Z[M ×N ] = A[M ×K ′]D[K ′ ×K ′]B[K ′ ×N ].
On appelle T-SVD (Truncated SVD) [80] le fait de décomposer une matrice en valeurs singulières puis
de tronquer ces valeurs singulières selon un seuil TSV D donné.
En utilisant les décompositions QR et T-SVD, on montre [62,64,76,78] qu’il est possible d’améliorer
une compression par l’ACA, donnant un taux de compression R. L’algorithme 2 montre le procédé de
décompositions successives QR et TSVD afin d’améliorer la compression par l’ACA. En effet, R′ étant
le nombre de valeurs singulières après troncature par la T-SVD, on a R′ < R. Afin d’optimiser la
recompression, on fixe TSV D = 10ACA [64, 78].
Algorithme 2 R-ACA
1: Application de l’ACA à la matrice Z : Z[M ×N ] ≈ U [M ×R]× V [R×N ] ;
2: Décomposition QR des matrices issues de l’ACA : U [M×R] = Qu[M×R]×Ru[R×R] et V
T
[N×R] =
Qv[N ×R]×Rv[R×R], soit Z ≈ Qu
(
Ru ×R
T
v
)
×Qv)T ;
3: Décomposition en T-SVD du produit matriciel central : Ru×R
T
v [R×R] = A[R×R′]×D[R′×R′]×
B[R′ ×R], alors Z ≈ Qu ×A×D ×B ×Qv)T ;
4: Regroupement en deux matrices : Z[M ×N ] ≈ U ′[M × R′]× V ′[R′ ×N ], avec U ′ = Qu ×A×D,
et V ′ = B ×Qv)T .
Il est à noter que si la R-ACA permet une amélioration de l’effet de la compression ACA, sa complexité
est légèrement supérieure, puisque des opérations supplémentaires sont en jeu. Cependant, le tableau 4.10
montre que les opérations de décompositions QR et TSVD sont moins coûteuses que l’ACA (à condition
que R  (M,N)), et l’algorithme R-ACA admet donc la même complexité asymptotique de premier
ordre que l’ACA.
opération taille de la matrice en entrée complexité
ACA
(
Z
)
[M ×N ] O(R2(M +N))
QR
(
U
)
[M ×R] O(MR2)
QR
(
V
T
)
[N ×R] O(NR2)
TSVD
(
RuR
T
v
)
[R×R] O(R3)
R-ACA
(
Z
)
[M ×N ] O(R2(M +N))
Tableau 4.10 – Complexité de l’algorithme R-ACA (à condition que R (M,N))
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4.4.2 Application de la méthode IPO-R-ACA
On applique la méthode au guide rectangulaire vu en section 4.3.4.2. On conserve le seuil d’ACA de
 = 10−3, qui avait donné les résultats les plus concluants, et on y applique une recompression par la
RACA.
La figure 4.11 donne le résultat de la SER monostatique sur la plage angulaire étudiée. On n’y observe
aucune différence entre les résultats IPO, IPO-ACA et IPO-RACA.
Le tableau 4.11 montre les performances en termes d’occupation mémoire et de temps de calcul, en
comparaison avec l’IPO sans compression et l’IPO-ACA. L’algorithme R-ACA permet bien une légère
amélioration de la compression, diminuant ainsi l’espace mémoire occupé de 858 Mo à 770 Mo, et le
temps par angle de SER de 1,48 s. à 1,31 s. Même si le temps de compression des matrices est légèrement
supérieur à celui de l’ACA, la RACA reste intéressante et permet de diminuer le temps de calucul de 5
min 19 s. à 4 min 52 s.
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Figure 4.11 – Guide rectangulaire compressé par la RACA - SER monostatique - IPO, IPO-ACA et
IPO-RACA
4.5 S-IPO : segmentation du problème
La méthode S-IPO [30, 50, 56] (Segmented IPO, IPO segmentée) consiste à séparer les parois de la
cavité en plusieurs sections, auxquelles on applique l’IPO, et à propager d’une section à une autre en
utilisant des surfaces d’échange (qui seront assimilées à des surfaces d’ouverture pour chaque section).
Ainsi, les itérations de l’IPO ne sont appliquées qu’au sein des sections, et la complexité est alors réduite.
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IPO
IPO-ACA
( = 10−3)
IPO-RACA
( = 10−3)
Taux de compression moyen - 84.7% 86.3%
Millions d’éléments stockés 366 56.3 50.2
Stockage mémoire 5.45 Go 858 Mo 770 Mo
Temps de création matrices 15 s. 51 s. 57 s.
Temps par incidence 4.45 s. 1.48 s. 1.31 s.
Temps total 13 min 40 s. 5 min 19 s. 4 min 52 s.
Tableau 4.11 – Guide rectangulaire compressé par la RACA - Performances
La méthode engendre cependant plus d’interactions avec les surfaces d’échange et il est important d’en
voir ses limites.
Dans cette section, les équations de la méthode S-IPO sont d’abord établies, puis une étude sur la
complexité est menée afin de déterminer le nombre optimal de sections pour chaque calcul. Enfin, la
méthode est testée.
4.5.1 Description de la méthode S-IPO
Soit une cavité ouverte-fermée de surface d’ouverture Sa, et dont la surface des parois internes est
notée Sc. La méthode S-IPO consiste à décomposer Sc en plusieurs sections. Soit S le nombre de sections,
et s l’indice relatif à la section. Les interactions entre chaque section se font en utilisant des surfaces
fictives, assimilables à des surfaces de Huygens, sur lesquelles on calcule les courants à partir des champs
tangentiels, à l’image des surfaces d’ouverture de l’IPO décrites en section 3.1.1. À chaque section d’indice
s, on associe une surface d’ouverture Sa,s et un segment de la paroi Sc,s. On note les relations suivantes
par rapport à la cavité d’origine :
Sc =
S⋃
s=1
Sc,s = Sc,1 ∪ Sc,2 ∪ · · · ∪ Sc,S (4.55)
Sa,1 = Sa (4.56)
La figure 4.12 illustre cette configuration. La méthode S-IPO consiste alors en un calcul des courants
sur les parois de chaque section, en suivant le sens de propagation “aller”, vers le fond de la cavité, puis
“retour”, vers Sa. On propose ci-dessous un descriptif de la méthode basée sur les expressions matricielles.
Les expressions des vecteurs-courant et des matrices ne sont pas détaillées ici car elles dépendent du
système de coordonnées utilisé. Ainsi, si l’on choisit les coordonnées cartésiennes, les expressions des
matrices sont conformes à celles de la section 4.1.1, et si l’on choisit les coordonnées locales des mailles,
elles sont de la forme de celles de la section 4.2.
1. Calcul du courant sur la première surface d’ouverture Sur la surface d’ouverture de la cavité,
qui correspond à la surface d’ouverture de la première section, on détermine à partir du champ
incident les courants surfaciques qui composent Ja,1 et Ma,1.
Comme en section 3.1.1.1, ils sont déterminés en tout point P ′a de Sa = Sa,1 par l’équation (3.1).
2. Trajet “aller” Pour chaque section, hormis la dernière, qui sera traitée indépendamment, on applique
l’IPO dans la section et le champ est transmis vers la surface d’ouverture de la section suivante.
Ainsi, dans un premier temps, les courants initiaux sont déterminés par :
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Figure 4.12 – S-IPO - Configuration d’une cavité sectionnée
J
(0)
c,s = C(Ja,s 7→ Jc,s)Ja,s +C(Ma,s 7→ Jc,s)Ma,s (4.57)
Puis la mise à jour itérative des courants est faite en suivant la relation :
J
(k)
c,s = J
(0)
c,s +C(Jc,s 7→ Jc,s)J
(k−1)
c,s (4.58)
Soit Is+ le nombre d’itérations de l’IPO pour la section s lors du trajet aller. Après convergence
des courants sur la section suite aux Is+ itérations, on propage vers la surface d’ouverture suivante.
On tient alors compte du rayonnement depuis Sc,s, parois de la section courante, mais aussi du
rayonnement de la surface d’ouverture Sa,s, afin d’avoir une surface globale fermée Sa,s∪Sc,s∪Sa,s+1.
On a donc :
Ja,s+1 =C(Jc,s 7→ Ja,s+1)J (Is+)c,s
+C(Ja,s 7→ Ja,s+1)Ja,s +C(Ma,s 7→ Ja,s+1)Ma,s
(4.59a)
Ma,s+1 =C(Jc,s 7→Ma,s+1)J (Is+)c,s
+C(Ja,s 7→Ma,s+1)Ja,s +C(Ma,s 7→Ma,s+1)Ma,s
(4.59b)
3. Dernière section La dernière section n’étant pas associée à une section “suivante”, on y applique
simplement l’IPO à partir de Ja,S et Ma,S , calculés à l’étape précédente :
J
(0)
c,S = C(Ja,S 7→ Jc,S)Ja,S +C(Ma,S 7→ Jc,S)Ma,S (4.60)
J
(k)
c,S = J
(0)
c,S +C(Jc,S 7→ Jc,S)J
(k−1)
c,S (4.61)
On note IS le nombre d’itérations de l’IPO dans cette dernière section. Après les itérations, on
recalcule les courants sur la surface d’ouverture de cette dernière section afin d’initier le trajet
retour :
Ja,S = C(Jc,S 7→ Ja,S)J (IS)c,S (4.62a)
Ma,S = C(Jc,S 7→Ma,S)J (IS)c,S (4.62b)
4. Trajet “retour” Ensuite, on effectue une propagation du fond de la cavité vers son ouverture, en
utilisant le découpage en sections. De la section S − 1 à la section 1, on applique alors dans un
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premier temps l’IPO sur les parois de la section courante s, à partir des courants sur l’ouverture de
la section suivante s+ 1 :
J
(0)
c,s = C(Ja,s+1 7→ Jc,s)Ja,s+1 +C(Ma,s+1 7→ Jc,s)Ma,s+1 (4.63)
J
(k)
c,s = J
(0)
c,s +C(Jc,s 7→ Jc,s)J
(k−1)
c,s (4.64)
Et en notant Is− le nombre d’itérations de l’IPO, il vient :
Ja,s =C(Jc,s 7→ Ja,s)J (Is−)c,s
+C(Ja,s+1 7→ Ja,s)Ja,s+1 +C(Ma,s+1 7→ Ja,s)Ma,s+1
(4.65a)
Ma,s =C(Jc,s 7→Ma,s)J (Is−)c,s
+C(Ja,s+1 7→Ma,s)Ja,s+1 +C(Ma,s+1 7→Ma,s)Ma,s+1
(4.65b)
5. Rayonnement vers le récepteur Enfin, les courants en Sa = S1 ainsi calculés sont utilisés pour le
rayonnement vers le récepteur, en suivant les équations de la section 3.1.1.2.
On remarque que les matrices d’interactions de l’IPO pour chaque section, C(Jc,s 7→ Jc,s), s ∈ [1..S],
sont de tailles réduites par rapport à la matrice globale C(Jc 7→ Jc), et sont communes aux deux sens
de propagation. C’est ce qui permet une diminution de la complexité. En revanche, l’apparition des
matrices d’interactions entre les surfaces d’échange augmente la complexité et l’espace mémoire requis.
La section suivante montre le gain potentiel en complexité de calcul et en espace mémoire, en étudiant
la compensation de ces deux actions.
NB : Le trajet retour peut être simplifié en appliquant le principe de réciprocité [30,65].
4.5.2 Influence sur la complexité
On considère pour évaluer la complexité une cavité découpée en S sections dont le nombre de mailles
sur les parois et sur la surface d’ouverture est constant. Le nombre d’itérations nécessaires pour atteindre
la convergence dans chaque section est alors de l’ordre de I/S [50], où I est le nombre d’itération nécessaire
sur la cavité globale. Enfin, les matrices seront exprimées en utilisant les repères locaux des mailles.
∀s ∈ [1..S],

Is− = Is+ = I/S
Nc,s = N/S
Na,s = Na
(4.66)
Dans cette configuration, le tableau 4.12 détaille la complexité du calcul en S-IPO.
En se basant sur les tableaux 4.12 et 4.3, on peut alors déterminer dans quels cas la S-IPO devient plus
intéressante que l’IPO. On pose alors les fonctions déterminant le facteur de premier ordre de complexité
pour les méthodes IPO et S-IPO :
fCIPO = 4 [I + 4α] (4.67)
fCSIPO = 4
[
I
(
1− S
3 − 2S + 1
S3
)
+ 4α
(
1 + S − 1
S
)
+ 8α2(S − 1)
]
(4.68)
On pose f la différence de premier ordre de complexité entre les 2 méthodes :
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fC = fCSIPO − fCIPO = 4
[
I
(
−S
3 − 2S + 1
S3
)
+ 4α
(
S − 1
S
)
+ 8α2(S − 1)
]
(4.69)
Et on peut faire de même pour les facteur de premier ordre de mémoire :
fMIPO = 4 [1 + 4α] (4.70)
fMSIPO = 4
[
1
S
+ 4α
(
S − 1
S
)
+ 8α2(S − 1)
]
(4.71)
fM = fMSIPO − fMIPO = 4
[
(4α− 1)
(
S − 1
S
)
+ 8α2(S − 1)
]
(4.72)
fC est alors fonction du nombre d’itérations I, du nombre de sections S, et du rapport α entre les
nombre de facettes sur la surface d’ouverture et le nombre de facettes qui composent la paroi de la cavité.
La S-IPO devient plus intéressante que l’IPO du point de vue de la complexité si la condition fC < 0
est respectée. fM n’est fonction que de α et S, et indépendante de I. Pour S = 1 (une seule section
pour la S-IPO), et fC = 0 et fM = 0, quelles que soient les valeurs de I et α, ce qui est logique puisque
les 2 méthodes sont alors équivalentes. On note que dans ces fonctions, S, qui représente le nombre de
sections, est un entier.
Les figures 4.13 et 4.14 montrent 2 exemples d’applications numériques. Elles montrent, pour des cas de
couple (α, I) l’évolution du facteur de premier ordre de complexité et de mémoire en fonction du nombre
de sections S. Les courbes relatives à l’IPO, donnée par les formules (4.67) et (4.70) et indépendantes de
S, et à la S-IPO, donnée par les formules (4.68) et (4.71), fonctions de S réel (non réaliste mais affiché
pour montrer l’évolution mathématique) et de S entier, sont superposées.
Sur la figure 4.13, les paramètres sont fixés à α = 0.4 et I = 10. Le minimum de fC est atteint en
S ≈ 2.68. Le nombre optimal entier de section, en terme de complexité, est de S = 3, pour lequel la
complexité est alors réduite d’un facteur 1.64 par rapport à l’IPO. Cependant, dans cet exemple, l’espace
mémoire requis pour stocker les matrices de la S-IPO est plus important que celui requis pour l’IPO.
Avec S = 3 sections, la mémoire requise est 2.13 fois plus importante que pour l’IPO.
Sur la figure 4.14, les paramètres sont fixés à α = 0.125 et I = 6. On voit pour cet exemple un nombre
optimal de sections de S = 2 en terme d’occupation mémoire. Cependant la complexité est optimisée
pour S = 5. Un compromis est alors nécessaire entre occupation mémoire, qui est favorable à la S-IPO
pour 2 ≤ S ≤ 4 et la complexité, qui reste inférieure à celle de l’IPO pour 2 ≤ S ≤ 5. En pratique, sur
un tel cas, le compromis se fait en fonction de l’espace mémoire disponible.
En conclusion, il s’avère que la segmentation du problème IPO est intéressante dans la plupart des
cas rencontrés en pratique, mais l’occupation mémoire peut s’avérer plus importante que pour l’IPO
appliquée directement à la cavité globale. La complexité et l’occupation mémoire peuvent être optimisées
mais un compromis entre les deux est souvent nécessaire. Enfin, la S-IPO peut être couplée avec une
méthode de compression ACA ou R-ACA afin d’améliorer les performances.
4.5.3 Application à une cavité cylindrique
On applique la S-IPO à une cavité cylindrique, dont les paramètres généraux sont donnés dans le
tableau 4.13. On y applique un sectionnement régulier, tel que les surfaces d’ouverture de chaque section
correspondent à la surface d’ouverture du cylindre (disque de rayon R dans le plan (yOz)) translatée. On
applique l’IPO en coordonnées locales afin d’éviter les redondances d’information et limiter les tailles des
matrices (donc la mémoire et la complexité).
Comme le cylindre est fermé en son fond, on modifie légèrement les expressions établies précédemment
pour les fonctions de premier ordre de complexité et de mémoire. On ajoute alors les interactions avec
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Figure 4.13 – Complexité et besoins en mémoire de la S-IPO en fonction du nombre de sections pour
α = 0.4 et I = 10
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Figure 4.14 – Complexité et besoins mémoire de la S-IPO en fonction du nombre de sections pour
α = 0.125 et I = 6
la paroi de fond. Ainsi, pour l’IPO non sectionnée, il suffit d’ajouter les Nf mailles de la surface du fond
aux N mailles des parois dans les interactions, et l’on obtient les premiers ordres de complexité et de
mémoire suivants (on note que dans ces équations, le N a été maintenu car il n’est plus une inconnue
puisqu’il est répertorié dans le tableau 4.13) :
FCIPO = 4
[
I(N +Nf )2 + 4(N +Nf )Na
]
(4.73)
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FMIPO = 4
[
(N +Nf )2 + 4(N +Nf )Na
]
(4.74)
Et pour la S-IPO à S sections, la paroi de fond n’intervient que dans les interactions avec la dernière
section, son influence est alors limitée et les gains de complexité et de mémoire de la S-IPO sont améliorés :
FCSIPO = 4
[
2 I
S
N2
S2
(S − 1) + I
S
(
N
S
+Nf
)2
+
(
Na
N
S
)
8(S − 1) +
(
Na
N
S
+Nf
)
4 +N2a8(S − 1)
]
(4.75)
FMSIPO = 44
[
N2
S2
(S − 1) +
(
N
S
+Nf
)2
+
(
Na
N
S
)
8(S − 1) +
(
Na
N
S
+Nf
)
4 +N2a8(S − 1)
]
(4.76)
On note que dans un soucis de réalisme du modèle en vue d’applications plus complexes, on n’utilise
pas le fait que les sections sont similaires et donc les matrices d’interactions de chaque section sont les
mêmes. Le gain engendré par la S-IPO serait alors fortement augmenté.
La figure 4.15 montre l’évolution de la complexité et de l’espace mémoire nécessaire pour la simulation
de la SER du cylindre avec l’IPO et la S-IPO en fonction du nombre S de sections, en utilisant les
expressions ci-dessus.
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Figure 4.15 – Cylindre sectionné - Complexité et besoins mémoire de la S-IPO en fonction du nombre de
sections
Ainsi, on retiendra deux valeurs pour le nombre de sections S en vue du calcul S − IPO, basées
sur des compromis mémoire-complexité. En S = 4, l’occupation mémoire est optimisée, et le stockage
des matrices de la S-IPO correspond à 70% de celle de l’IPO, tandis que le rapport de complexité (au
premier ordre) est de 15%. Pour S = 6, l’occupation mémoire est légèrement plus importante (73% de
celle de l’IPO) mais la complexité est encore réduite et correspond à 11% de celle de l’IPO. Pour S > 6,
la complexité diminue très légèrement jusqu’à S = 9, mais l’occupation mémoire augmente nettement.
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Les calculs ont alors été menés pour l’IPO et la S − IPO avec S = 4 et S = 6 sections. La figure 4.16
montre les résultats obtenus et le tableau 4.14 résume les performances des calculs, en termes de temps
de simulation et de mémoire occupée.
Par rapport aux résultats obtenus sur la figure 4.15, on note que les occupations mémoire des matrices
sont légèrement inférieures, quelle que soit la méthode. Ceci est dû au interactions nulles qui ne sont pas
stockées (interactions de la surface de fond, plane, sur elle-même). La mémoire réelle tient compte de
toutes les variables stockées, et est très proche de celle liée aux matrices. On vérifie donc que le modèle
asymptotique d’ordre 1 réalisé est très proche de la réalité pour le stockage mémoire. On vérifie bien que
l’occupation mémoire est optimisée en utilisant la S-IPO avec S = 4 sections. Les rapports à l’utilisation
mémoire par l’IPO sont légèrement supérieurs à ceux attendus par les modèles asymptotiques, mais
restent proches.
Le temps de calcul est théoriquement proportionnel à la complexité. Cependant, comme pour la
mémoire, les prévisions faites précédemment se basent sur un modèle asymptotique au premier ordre.
Sur les performances du tableau 4.14 en terme de temps, on constate que les rapports sont extrêmement
proches de ceux attendus par les développements asymptotiques. En effet le temps par incidence est de
16% (contre 15% prévus par le modèle asymptotique) de celui de l’IPO pour la S-IPO S = 4 et de 11%
(conforme aux prévisions) pour S = 6. A ces temps, il faut ajouter les temps de création de l’ensemble
des matrices afin d’obtenir le temps total de simulation.
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4.6 Conclusion
Ainsi, au cours de ce chapitre, plusieurs méthodes ont été développées dans le but de réduire la
complexité du calcul de SER par l’IPO. Le tableau 4.15 résumé les complexités de toutes ces méthodes.
Premièrement, un formalisme matriciel a été développé, permettant de déterminer aisément une com-
plexité de référence. Ensuite, le formalisme matriciel a été optimisé, en utilisant une projection des
courants dans les repères locaux liés aux mailles de la paroi interne de la cavité. Un gain en complexité
d’un facteur 2.25 a alors été gagné dans le calcul de chaque angle de SER. On note qu’il faut ajouter à ce
temps le temps de création des matrices, de complexité O(N2), N étant le nombre de mailles des parois
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internes.
Ensuite, il a été possible d’appliquer des techniques de compression aux matrices établies, en consi-
dérant l’un ou l’autre des systèmes de coordonnées. Les coordonnées locales seront cependant préférées
puisque dans le cas général elles offrent une complexité réduite. L’algorithme ACA a alors été appliqué
aux matrices de l’IPO. Cet algorithme permet une nette diminution du temps de calcul, d’autant plus
importante si le taux de compression associé τACA est grand. Cependant, l’algorithme de compression
ACA représente aussi un coût de calcul en lui-même, mais cette opération n’est effectuée qu’une seule
fois en pré-traitement du calcul de SER. La compression par l’ACA est alors d’autant plus intéressante
que le nombre de calcul de SER (nombre d’incidences ou nombre d’angles monostatiques) est important.
L’ACA a pu être recompressé, en utilisant l’algorithme R-ACA. Cette recompression a un coût né-
gligeable et le coût de compression est alors sensiblement le même que pour l’ACA. Mais le taux de
compression est légèrement amélioré : τR−ACA > τACA. Ainsi, cette recompression permet un nouveau
gain de temps dans le calcul de SER.
Enfin, une technique propre à l’IPO a aussi été développée : la S-IPO. Son intérêt dépend de deux
paramètres : du rapport α = Na/N entre le nombre de mailles sur la surface d’ouverture fictive de la
cible et le nombre de mailles de la paroi, ainsi que du nombre d’itérations I. Les formulations établies
permettent alors de déterminer mathématiquement un sectionnement efficace de la cavité.
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étape matrice(s) dimensions itérations
Illumination par la surface d’ouverture de
la section (∀s ∈ [1..S]) C(Ja,s 7→ Jc,s) [2Na × 2N/S] 1
C(Ma,s 7→ Jc,s) [2Na × 2N/S] 1
Mise à jour itérative du courant de chaque
section hors dernière section (∀s ∈ [1..S−1])
C(Jc,s 7→ Jc,s) [2N/S × 2N/S] 2I/S
Mise à jour itérative du courant de la der-
nière section
C(Jc,S 7→ Jc,S) [2N/S × 2N/S] I/S
Rayonnement de la section vers la surface
d’ouverture suivante (∀s ∈ [1..S − 1]) C(Jc,s 7→ Ja,s+1) [2N/S × 2Na] 1
C(Jc,s 7→Ma,s+1) [2N/S × 2Na] 1
Rayonnement de la surface d’ouverture
vers la surface d’ouverture suivante
(∀s ∈ [1..S − 1])
C(Ja,s 7→ Ja,s+1) [2Na × 2Na] 1
C(Ja,s 7→Ma,s+1) [2Na × 2Na] 1
C(Ma,s 7→ Ja,s+1) [2Na × 2Na] 1
C(Ma,s 7→Ma,s+1) [2Na × 2Na] 1
Rayonnement de la surface d’ouverture
suivante vers la section (∀s ∈ [1..S − 1]) C(Ja,s+1 7→ Jc,s) [2N/S × 2Na] 1
C(Ma,s+1 7→ Jc,s) [2N/S × 2Na] 1
Rayonnement de la section vers la surface
d’ouverture (∀s ∈ [1..S]) C(Jc,s 7→ Ja,s) [2N/S × 2Na] 1
C(Jc,s 7→Ma,s) [2N/S × 2Na] 1
Rayonnement de la surface d’ouverture
suivante vers la surface d’ouverture
(∀s ∈ [1..S − 1])
C(Ja,s+1 7→ Ja,s) [2Na × 2Na] 1
C(Ja,s+1 7→Ma,s) [2Na × 2Na] 1
C(Ma,s+1 7→ Ja,s) [2Na × 2Na] 1
C(Ma,s+1 7→Ma,s) [2Na × 2Na] 1
nombre d’éléments matriciels complexité de calcul
4
[
1/S + 4α
(
1 + S−1S
)
+ 8α2(S − 1)]N2 O (4 [I (1− S3−2S+1S3 )+ 4α (1 + S−1S )+ 8α2(S − 1)]N2)
Tableau 4.12 – S-IPO matricielle en coordonnées locales pour S sections - Nombre d’éléments à stocker
les matrices et complexité de calcul (N : nombre de mailles de la cavité, Na : nombre de mailles de la
surface d’ouverture, I : nombre d’itérations, α = Na/N)
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Paramètre Notation Calcul, justification Valeur
SER monostatique
fréquence F bande X 10 GHz
polarisation horizontale HH
angle de site θ plan (xOy) 90°
angle de gisement φ 31 angles
[0, 30]°,
pas de 1°
dimensions
longueur Lx ≈ 25λ 76 cm
rayon R ≈ 4λ 12.5 cm
épaisseur  épaisseur nulle 0
maillage
nombre de mailles
sur les parois
N
maillage λ/4
et critère de flèche
17664
nombre de mailles
sur l’ouverture
Na maillage λ/4 1474
nombre de mailles
sur le fond
Nf Nf = Na 1474
Tableau 4.13 – Cylindre sectionné - paramètres généraux
IPO S-IPO S = 4 S-IPO S = 6
Nombre d’éléments matriciels (milliards) 1.91 1.35 1.39
Mémoire matrices (Go) 28.42 19.72 20.6
Mémoire totale (Go) 28.43 20.8 21.4
Mémoire totale par rapport à l’IPO (%) 100 73 75
Temps moyen par angle φ de SER (s) 19.84 3.27 2.14
Temps moyen par angle par rapport à l’IPO (%) 100 16 11
Temps de création des matrices (s) 58 s. 41 s. 41 s.
Temps total (s) 11 min 13 s. 2 min 23 s. 1 min 48 s.
Temps total par rapport à l’IPO (%) 100 21 16
Tableau 4.14 – Cylindre sectionné - Performances
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Chapitre 5
Conclusion et perspectives
Les travaux de cette thèse ont concerné le calcul de la SER (Surface Equivalente Radar) de cavités
larges par rapport à la longueur d’onde et complexes par une approche asymptotique. La diffraction par de
telles cibles peut s’avérer difficile à maîtriser, à cause des multiples réflexions impliquées par la géométrie
de type cavité, mais leur maîtrise s’avère importante notamment dans une optique d’optimisation de la
SER d’aéronefs. En effet dans un aéronef, les cavités que représentent notamment les manches à air et
la pointe avant (antenne sur radôme), sont des facteurs très influant de la SER, notamment en secteur
frontal. De plus, il s’agit le plus souvent de cavités de dimensions importantes. Dans cette optique,
l’objectif de ces travaux a alors été d’aboutir à une méthode efficace pour le calcul de la SER de cavités,
dont les dimensions sont larges devant la longueur d’onde et dont la forme est complexe.
Après une introduction générale dans le chapitre 1, présentant les travaux dans leur contexte, dans le
chapitre 2, les équations de Maxwell, base de tout problème électromagnétique, ont d’abord été rappelées.
Elles ont alors été utilisées pour aboutir à d’autres expressions importantes : les conditions aux limites
et les équations intégrales des champs. Ainsi, les bases ont été posées vers une résolution du problème
de la diffraction. Après des rappels sur l’application au calcul de la SER, les méthodes de résolution du
problème de la diffraction ont été évoquées. Parmi ces méthodes, certaines ont pu être utilisées pour le
calcul de la SER par des géométries de type cavités, qui est le sujet de cette thèse. Ainsi, il a été vu que
de nombreuses méthodes ont été développées pour ce type de calcul, qui sont classées en trois grandes
catégories :
– les méthodes modales (analytiques) : elles consistent à calculer la diffraction par des cavités à partir
de l’expression analytique des champs. Ces méthodes sont très précises pour des cavités de forme
canonique, mais leur complexité augmente avec la fréquence. De plus, elles ne sont pas applicables
à des formes quelconques, donc ces méthodes n’ont pas été retenues ;
– les méthodes discrètes rigoureuses : il a été vu que ces méthodes sont particulièrement précises,
et présentent l’avantage d’être applicables à n’importe quelle cible. En effet, elles sont appliquées
à des cibles discrétisées (maillées), soit volumiquement soit surfaciquement, et cette discrétisation
est la seule approximation qu’utilisent ces méthodes. La méthode rigoureuse la plus courante est la
méthode des moments (MoM,Method of Moments), méthode rigoureuse de discrétisation surfacique.
Son inconvénient reste sa complexité de calcul, qui peut être rédhibitoire pour le calcul de la SER
de cavité dont la dimension et/ou la fréquence augmente. C’est pourquoi des méthodes à complexité
réduite ont été développées ;
– les méthodes asymptotiques HF (Hautes Fréquences) : ces méthodes ont été développées afin de
pallier au problème de complexité des méthodes rigoureuses. Elles utilisent des approximations HF
afin de simplifier le calcul. Elles sont applicables pour des cavités dont la dimension est importante
devant la longueur d’onde. On a distingué parmi celles-ci les méthodes asymptotiques “rayons”,
basées sur l’Optique Géométrique (OG) et les méthodes asymptotiques “courants” basées sur l’OP
(Optique Physique). La méthode IPO (Iterative Physical Optics), méthode asymptotique “courant”,
a été retenue pour la précision qu’elle apporte notamment pour des surfaces présentant un rayon
de courbure important, rendant impossible l’utilisation de méthodes asymptotiques “rayons”.
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Ce chapitre s’est terminé par une comparaison entre la complexité de l’IPO et celle de la MoM. On a
alors vu que, même forte de ses méthodes d’accélération, la MoM présente une complexité bien supérieure
à celle de l’IPO. Ainsi, c’est l’IPO qui a été retenue pour le calcul de la SER de cavités larges et complexes.
Cette méthode a pu par la suite être optimisée en termes de précision et de complexité de calcul.
Le chapitre 3 a concerné le premier axe de recherche de ces travaux : l’amélioration de la précision de
l’IPO. Les travaux ont été concentrés sur la prise en compte du phénomène d’ombrage, qui peut avoir un
fort impact sur le calcul par l’IPO. Ainsi les méthodes couramment utilisées ont été rappelées :
– l’ombrage géométrique : il s’agit d’une méthode d’ombrage classiquement appliquée pour des mé-
thode OP. Elle consiste à suivre les rayons optiques afin de déterminer des zones d’ombre pour le
courant. Elle nécessite l’application de lancés de rayons et induit des discontinuités de courant non
réalistes ;
– l’utilisation d’une surface fictive sur l’ouverture : s’il ne s’agit pas, en soi, d’une méthode d’ombrage,
on a vu que cette méthode permet la prise en compte du phénomène d’ombrage pour l’itération 0 et
le rayonnement final de l’IPO. Elle doit cependant être associée à une méthode générale d’ombrage
pour prendre en compte tous les phénomènes, et ne peut être utilisée que pour le cas de cavités, son
utilisation étant impossible pour des structures ouvertes présentant des interactions (qui peuvent
également être calculées par l’IPO).
Ainsi, une nouvelle méthode a été introduite : l’ombrage “physique”. Cette technique d’ombrage est
basée sur les équations intégrales des champs appliquées à des objets couplés, ainsi que sur le rayonnement
en zone d’ombre de l’OP. Après une étude théorique, la technique de l’ombrage physique a été comparée
aux techniques classiques pour des cas de structures ouvertes et de cavités. Dans le cas de structures
ouvertes, elle a montré une amélioration conséquente des résultats en comparaison avec l’ombrage géomé-
trique. Pour une application à une cavité ouverte-fermée, l’utilisation de la surface d’ouverture permet en
revanche une meilleure modélisation lors de l’itération 0 et du rayonnement vers l’extérieur. Cependant,
l’ombrage physique a été retenu en association avec la surface d’ouverture (pour les ombrages intra-cavité,
qui ne peuvent être prédits par l’utilisation de la surface d’ouverture), offrant de meilleurs résultats que
l’ombrage géométrique.
Dans le chapitre 4, une étude sur la réduction de la complexité a été menée. À l’image de ce qui
est fait couramment en MoM, un objectif a été d’appliquer à l’IPO une compression numérique. Pour
cela, il a d’abord été nécessaire d’établir un formalisme matriciel pour l’IPO, permettant les calculs
successifs des courants par des produits matrice-vecteur. Ce formalisme, développé dans un premier
temps en coordonnées cartésiennes, a ensuite été optimisé. En effet, en projetant les courants dans des
coordonnées locales liées aux mailles, les tailles des matrices et des vecteurs impliqués ont été diminuées,
réduisant ainsi l’espace mémoire nécessaire et la complexité. Puis, l’algorithme de compression ACA
(Adaptive Cross Approximation) a été appliqué à ces matrices, dans le but de réduire la complexité
des produits matrice-vecteur. Les simulations réalisées ont montré une forte compression, diminuant
nettement les temps de calcul, sans perdre en précision de calcul. Cette compression a pu ensuite être
améliorée en utilisant l’algorithme R-ACA (Recompressed ACA), qui utilise des décompositions QR et
une SVD tronquée pour diminuer encore le nombre d’éléments nécessaires. Ces techniques de compression
permettent une diminution importante de la complexité de calcul, et de l’espace mémoire requis pour le
stockage des matrices. Enfin, une dernière technique a été utilisée pour accélérer le calcul par l’IPO : la
S-IPO, IPO sectionnée, consistant à découper une cavité en tronçons, auxquels l’IPO est successivement
appliquée, afin d’en réduire la complexité globale.
Finalement, ces travaux de thèse ont apporté une contribution originale à l’amélioration de l’IPO en
termes de précision et d’accélération de calcul. Ces résultats ont conduit à une publication en revue [81],
quatre publications en conférence internationale [75, 82–84] et deux publications en conférence nationale
[85,86].
Une des perspectives envisagées est d’inclure à la méthode IPO la prise en compte des diffractions par
les arêtes et discontinuités de surface. La Méthode des Courants Equivalents (MCE) a déjà été ajoutée à
l’OP pour la prise en compte des diffractions d’arêtes [8, 36]. Il s’agirait alors d’ajouter cette méthode :
– à l’itération 0, pour prendre en compte les diffractions par les arêtes de bord de fuite de la ca-
vité. Cette composante devra alors être ajoutée au champ incident local utilisé pour la première
évaluation du courant sur les parois de la cavité, quelle que soit la technique d’ombrage choisie ;
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– lors des itérations, pour considérer les discontinuités de la surface interne de la cavité. De même,
on ajouterait alors une composante aux champs magnétiques diffractés au sein de la cavité lors des
itérations, modifiant ainsi la valeur du champ magnétique utilisé pour mettre à jour le courant.
Pour une prise en compte plus rigoureuse, cette opération devra être réalisée à chaque itération de
l’IPO ;
– lors du rayonnement vers le récepteur. Après convergence des courants de surfaces, ceux-ci devraient
alors rayonner non seulement vers l’extérieur (selon la technique d’ombrage choisie), mais également
vers les arêtes de bords. Alors ces arêtes seront à l’origine d’un champ diffracté qui s’ajoutera en
phase avec celui diffracté par la cavité.
L’un des principaux inconvénients de cette méthode réside dans le fait qu’elle se base sur le calcul
de courants filaires fictifs, qui dépendent de la direction d’observation. Il est alors impossible a priori de
les implémenter sous forme matricielle. Ainsi, les techniques d’accélération utilisées dans le chapitre 4 ne
seraient pas applicables aux composantes de champ diffractés issus de la MCE. Ces calculs pourraient
devenir, dans de nombreux cas, beaucoup plus complexes que ceux de l’IPO, réduisant fortement l’intérêt
de la méthode.
Concernant les perspectives d’accélération de l’IPO, un algorithme d’ACA multi-niveau (MLACA)
pourrait être développé. Déjà appliqué en MoM [78], cette technique permet une compression plus im-
portante de l’ACA, en traitant la matrice par blocs. Ainsi, pour l’application aux matrices d’interactions
de l’IPO, la MLACA permettrait de diviser algébriquement les matrices en blocs d’interactions fortes,
et d’appliquer une compression adaptée. Par exemple, pour une cavité rectangulaire, les interactions au-
tour des arêtes se retrouveraient isolées. Alors les interactions entre les différentes surfaces hors arêtes
pourraient être fortement compressés (interactions faibles) alors qu’aucune compression ne serait effec-
tuée autour des arêtes (interactions fortes). Une telle approche est déjà possible géométriquement dans
la configuration actuelle, mais l’inconvénient est que la distance à l’arête pour isoler les blocs est à fixer
manuellement, rendant très difficile son optimisation. En développant une IPO-MLACA, cette décompo-
sition serait alors réalisée algébriquement et optimisée. Par ailleurs, une hybridation de la S-IPO avec
une compression ACA ou RACA (voire après développement MLACA) pourrait diminuer fortement la
complexité de calcul pour des cas de cavités aux dimensions très importantes.
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Annexe A
Pré-requis : formules mathématiques
A.1 Formules d’intégration
Théorème d’Ostrogradski :
y
V
~∇ · ~UdV =
x
S
~U · nˆdS (A.1)
Où :
– S est une surface fermée ;
– V est le volume englobé dans S ;
– nˆ est le vecteur unitaire normal à S, orienté vers l’extérieur de V ;
– ~U est un champ vectoriel continument dérivable en tout point de V .
Analogue vectoriel du second théorème de Green :
y
V
[
~Q ·
(
~∇∧ (~∇∧ ~P )
)
− ~P ·
(
~∇∧ (~∇∧ ~Q)
)]
dV =
x
S
[
~P ∧
(
~∇∧ ~Q
)
− ~Q ∧
(
~∇∧ ~P
)]
· nˆdS (A.2)
Où :
– S est une surface fermée ;
– V est le volume délimité par S ;
– nˆ est le vecteur unitaire normal à S, orienté vers l’extérieur de V ;
– ~P et ~Q sont des fonctions vectorielles de classe C2 en tout point appartenant à V ou S.
Formule de Kelvin pour le rotationnel :
x
S
~U ∧ nˆdS = −
y
V
~∇∧ ~UdV (A.3)
Où :
– S est une surface fermée ;
– V est le volume délimité par S ;
– nˆ est le vecteur unitaire normal à S, orienté vers l’extérieur de V ;
– ~P et ~Q sont des fonctions vectorielles de classe C2 en tout point appartenant à V ou S.
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A.2 Analyse vectorielle
Soient ~U , ~V et ~W des champs vectoriels quelconques, et Φ un champ scalaire quelconque.
~∇∧ (Φ~U) = Φ~∇∧ ~U + ~∇(Φ) ∧ ~U (A.4)
~U · ~∇(Φ) = ~∇ · (Φ~U)− Φ~∇ · ~U (A.5)
Formule du rotationnel du rotationnel
~∇∧
(
~∇∧ ~U
)
= ~∇
(
~∇ · ~U
)
−∇2~U (A.6)
Égalités du double produit vectoriel :
~U ∧
(
~V ∧ ~W
)
=
(
~U · ~W
)
~V −
(
~U · ~V
)
~W (A.7a)(
~U ∧ ~V
)
∧ ~W =
(
~U · ~W
)
~V −
(
~V · ~W
)
~U (A.7b)
Annexe B
Equations intégrales des champs
B.1 Configuration générale
Figure B.1 – Problème de la diffraction - Diffraction par un objet de volume V délimité par une surface
S, le point d’intégration P ′ étant ici placé sur la surface S
On considère une surface S englobant un objet de volume V , centré en l’origine du repère (O, Xˆ, Yˆ , Zˆ).
L’objet est situé dans un milieu de volume infini noté V∞, englobé dans S∞. Le volume V0 correspond
au milieu de propagation (V∞ = V ∪ V0) et la surface le délimitant est notée S0.
Le point d’observation est noté P , de coordonnées ~R = Rrˆ. Les champs électrique et magnétique en
P seront notés respectivement ~E(P ) et ~H(P ).
On considère un point mobile P ′, situé en ~R′, utilisé comme point d’intégration, et affecté des champs
~E′ = ~E(P ′) et ~H ′ = ~H(P ′). Lorsque P ′ est situé sur la surface S, on lui associe un élément de surface
dS′, de normale nˆ′ orientée vers l’extérieur de V . De même s’il est sur S∞, lui seront associés un élément
de surface dS′∞, de normale orientée vers l’extérieur nˆ′∞. Dans le cas où P ′ est dans un volume, lui sera
associé l’élément de volume dV ′.
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En tout point P ′ du volume V0, on considère une distribution de sources électriques et magnétiques :
la densité de charge électrique est notée ρ′e, la densité de courant électrique est notée ~J ′, la densité de
charge magnétique (fictive) est notée ρ′m et la densité de courant magnétique (fictive) est notée ~M ′.
B.2 Equations intégrales
B.2.1 Problème intégral
Soient les fonctions vectorielles :
~P ′ = ~E′ (B.1a)
~Q′ = g′uˆ (B.1b)
Où ~E′ = ~E( ~R′) est le champ électrique total en P ′ ; g′ = G(~R, ~R′) est la fonction de Green définie
par (2.21), évaluée entre P ′ et P ; et uˆ est un vecteur unitaire constant de direction arbitraire [5–7,9]. ~P ′
et ~Q′ sont de classe C∞ en tout point de V0 et S0, et la relation (A.2) y est alors applicable :
y
V0
{
~Q′ ·
(
~∇∧ (~∇∧ ~P ′)
)
− ~P ′ ·
(
~∇∧ (~∇∧ ~Q′)
)}
dV ′ =
x
S0
{[
~P ′ ∧
(
~∇∧ ~Q′
)
− ~Q′ ∧
(
~∇∧ ~P ′
)]
· nˆ′
}
dS′
(B.2)
B.2.2 Calculs préliminaires
On peut alors exprimer les différents termes de cette équation, en utilisant successivement la formule
du “rotationnel du rotationnel” (A.6), les équations de Maxwell symétrisées (2.2) en régime harmonique,
et la définition de la fonction de Green (2.20) :
~∇∧ ~P ′ = ~∇∧ ~E′
= jωµ ~H ′ − ~M ′
(B.3)
~∇∧
(
~∇∧ ~P ′
)
= ~∇∧
(
jωµ ~H ′ − ~M ′
)
= jωµ
(
~J ′ − jω ~E′
)
− ~∇∧ ~M ′
= k2 ~E′ + jωµ ~J ′ − ~∇∧ ~M ′
(B.4)
~∇∧ ~Q′ = ~∇∧ (g′uˆ) = g′~∇∧ uˆ+ ~∇(g′) ∧ uˆ = ~∇(g′) ∧ uˆ (B.5)
~∇∧ (~∇∧ ~Q′) = ~∇∧ (~∇(g′) ∧ uˆ)
=
[
~∇ · uˆ
]
~∇(g′)−
[
~∇ · ~∇(g′)
]
uˆ
= ~∇
(
uˆ · ~∇(g′)
)
−∇2(g′)uˆ
= k2g′uˆ+ ~∇
(
uˆ · ~∇(g′)
)
+ δ(~R, ~R′)uˆ
(B.6)
B.2. EQUATIONS INTÉGRALES 151
B.2.3 Terme de gauche de l’équation intégrale
En utilisant ces relations, on peut exprimer l’intégrande du terme de gauche de l’équation (B.2) :
~Q′ ·
(
~∇∧ (~∇∧ ~P ′)
)
− ~P ′ ·
(
~∇∧ (~∇∧ ~Q′)
)
= k2g′ ~E′ · uˆ+ jωµg′ ~J ′ · uˆ− g′(~∇∧ ~M ′) · uˆ− k2g′ ~E′ · uˆ− ~E′ · ~∇
(
uˆ · ~∇(g′)
)
− δ(~R, ~R′) ~E′ · uˆ
= jωµg′ ~J ′ · uˆ− g′(~∇∧ ~M ′) · uˆ− δ(~R, ~R′) ~E′ · uˆ− ~E′ · ~∇
(
uˆ · ~∇(g′)
) (B.7)
On utilise la relation vectorielle (A.5) afin de simplifier le terme ~E′ · ~∇(uˆ · ~∇(g′)), puis on utilise (2.2c)
dont on reconnait un terme :
~E′ · ~∇(uˆ · ~∇(g′)) = ~∇ ·
[(
uˆ · ~∇(g′)
)
~E′
]
−
[
uˆ · ~∇(g′)
] [
~∇ · ~E′
]
= ~∇ ·
[(
uˆ · ~∇(g′)
)
~E′
]
−
[
ρ′e

~∇(g′)
]
· uˆ
(B.8)
On peut alors écrire le terme de gauche de la relation (B.2) :
y
V0
{
~Q′ ·
(
~∇∧ (~∇∧ ~P ′)
)
− ~P ′ ·
(
~∇∧ (~∇∧ ~Q′)
)}
dV ′
=
y
V0
{
jωµg′ ~J ′ · uˆ− g′(~∇∧ ~M ′) · uˆ− δ(~R, ~R′) ~E′ · uˆ+
[
ρ′e

~∇(g′)
]
· uˆ− ~∇ ·
[(
uˆ · ~∇(g′)
)
~E′
]}
dV ′
=
y
V0
{
~K ′sources · uˆ
}
dV ′ −
y
V0
{
δ(~R, ~R′) ~E′ · uˆ
}
dV ′ −
y
V0
{
~∇ ·
[(
uˆ · ~∇(g′)
)
~E′
]}
dV ′
(B.9)
Avec ~K ′sources = jωµg′ ~J ′ − (~∇ ∧ ~M ′)g′ + ρ
′
e

~∇(g′) le noyau de l’intégrale contenant les termes de
sources. Le terme
[(
uˆ · ~∇(g′)
)
~E′
]
est un champ vectoriel continument dérivable en tout point de V0 et
S0, et le théorème d’Ostrogradski (A.1) peut alors y être appliqué :
y
V0
~∇ ·
[(
uˆ · ~∇(g′)
)
~E′
]
dV ′ =
x
S0
{(
uˆ · ~∇(g′)
)
~E′
}
· nˆ′dS′ =
x
S0
{(
~E · nˆ′
)
~∇(g′)
}
· uˆdS′ (B.10)
On a finalement pour le terme de gauche de l’équation (B.2) l’expression suivante :
y
V0
{
~Q′ ·
(
~∇∧ (~∇∧ ~P ′)
)
− ~P ′ ·
(
~∇∧ (~∇∧ ~Q′)
)}
dV ′
=
y
V0
{
~K ′sources · uˆ
}
dV ′ −
y
V0
{
δ(~R, ~R′) ~E′ · uˆ
}
dV ′ −
x
S0
{(
~E · nˆ′
)
~∇(g′)
}
· uˆdS′
(B.11)
B.2.4 Terme de droite de l’équation intégrale
L’intégrande du terme de droite de (A.2) peut être réécrit à l’aide de (A.7) :
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[
~P ′ ∧
(
~∇∧ ~Q′
)
− ~Q′ ∧
(
~∇∧ ~P ′
)]
· nˆ′
=
[((
~P ′ · ~Q′
)
~∇−
(
~P ′ · ~∇
)
~Q′
)
−
((
~Q′ · ~P ′
)
~∇−
(
~Q′ · ~∇
)
~P ′
)]
· nˆ′
=
[(
~E′ · uˆ
)
~∇(g′)−
(
~E′ · ~∇(g′)
)
uˆ− ~∇(g′uˆ · ~E′) +
(
~∇(g′uˆ)
)
~E′
]
· nˆ′
(B.12)
On peut recombiner cette expression en faisant apparaître de nouvelles égalités du double produit
vectoriel (A.7), afin de mettre uˆ en facteur, puis en utilisant (2.2a), il vient :
[
~P ∧
(
~∇∧ ~Q
)
− ~Q ∧
(
~∇∧ ~P
)]
· nˆ′
=
(
nˆ′ · ~∇(g′)
)
~E′ · uˆ−
(
~E′ · ~∇(g′)
)
nˆ′ · uˆ+
(
nˆ′ · ~E′
)
~∇(g′uˆ)−
(
~∇ · nˆ′
)
g′ ~E′ · uˆ
=
[(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + g′nˆ′ ∧
(
~∇∧ ~E′
)]
· uˆ
=
[(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
−
(
nˆ′ ∧ ~M ′
)
g′
]
· uˆ
(B.13)
On écrit alors l’intégrale de droite de l’équation (B.2) :
x
S0
{[
~P ′ ∧
(
~∇∧ ~Q′
)
− ~Q′ ∧
(
~∇∧ ~P ′
)]
· nˆ
}
dS′
=
x
S0
{[(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
· uˆ
}
dS′
−
x
S0
{[
nˆ′ ∧
(
g′ ~M ′
)]
· uˆ
}
dS′
(B.14)
Le terme
(
g′ ~M ′
)
est continument dérivable en tout point de S0 et V0, donc on peut y appliquer la
formule de Kelvin pour le rotationnel (A.3) :
x
S0
{(
g′ ~M ′
)
∧ nˆ′
}
dS′ = −
y
V0
{
~∇∧
(
g′ ~M ′
)}
dV ′ (B.15)
Le vecteur uˆ étant constant et arbitraire, on peut projeter cette relation sur uˆ, puis en utilisant (A.4),
il vient :
x
S0
{[
nˆ′ ∧
(
g′ ~M ′
)]
· uˆ
}
dS′ =
y
V0
{[
~∇∧
(
g′ ~M ′
)]
· uˆ
}
dV ′
=
y
V0
{[(
~∇∧ ~M ′
)
g′ +
(
~∇(g′)
)
∧ ~M ′
]
· uˆ
}
dV ′
(B.16)
Ainsi, on peut écrire le terme de droite de l’équation (B.2) sous la forme suivante :
x
S0
{[
~P ′ ∧
(
~∇∧ ~Q′
)
− ~Q′ ∧
(
~∇∧ ~P ′
)]
· nˆ
}
dS′
=
x
S0
{[(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
· uˆ
}
dS′
−
y
V0
{[(
~∇∧ ~M ′
)
g′ +
(
~∇(g′)
)
∧ ~M ′
]
· uˆ
}
dV ′
(B.17)
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B.2.5 Bilan
En associant les résultats (B.2), (B.11) et (B.17), on obtient l’égalité suivante :
y
V0
{
~K ′sources · uˆ
}
dV ′ −
y
V0
{
δ(~R, ~R′) ~E′ · uˆ
}
dV ′ −
x
S0
{(
~E · nˆ′
)
~∇(g′)
}
· uˆdS′
=
x
S0
{[(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)]
· uˆ
}
dS′
−
y
V0
{[(
~∇∧ ~M ′
)
g′ +
(
~∇(g′)
)
∧ ~M ′
]
· uˆ
}
dV ′
(B.18)
Le vecteur uˆ étant constant et arbitraire, le produit scalaire par uˆ, commun à tous les termes, peut
être supprimé des équations. En réorganisant les termes, il vient alors :
y
V0
{
δ(~R, ~R′) ~E′
}
dV ′ =
y
V0
{
~K ′sources +
(
~∇∧ ~M ′
)
g′ +
(
~∇(g′)
)
∧ ~M ′
}
dV ′
−
x
S0
{(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
+
(
~E · nˆ′
)
~∇(g′)
}
dS′
(B.19)
On peut analyser terme à terme cette nouvelle expression. Premièrement, le termet
V0
{
δ(~R, ~R′) ~E′
}
dV ′ représente le champ électrique total en P , ~E(~R), si le point d’observation se si-
tue dans le volume V0 (soit : s’il n’est pas dans V ), cette contribution étant nulle dans le cas contraire.
On montre [5,7,10] que dans le cas limite où P se situe sur la surface S, cette contribution vaut 12 ~E(~R).
On peut résumer ces trois cas à l’aide d’une fonction caractéristique du point P , que l’on note K(P ) [10].
L’autre intégrale volumique contient la contribution de tous les termes de sources (une partie issue
du terme de droite de (B.2) venant corriger l’intégrale de ~K ′sources) et aucune contribution de champs.
Homogène à un champ électrique, cette intégrale correspond à la valeur au point P du champ électrique
incident ~Ei(P ), qui s’exprime :
~Ei(P ) =
y
V0
{
~K ′sources +
(
~∇∧ ~M ′
)
g′ +
(
~∇(g′)
)
∧ ~M ′
}
dV ′
=
y
V0
{
jωµg′ ~J ′ − ~M ′ ∧ ~∇(g′) + ρ
′
e

~∇(g′)
}
dV ′
(B.20)
Enfin, l’intégrale surfacique peut être réécrite par décomposition. En tenant compte du fait que V∞ =
V ∪ V0 et que les surfaces S∞, S et S0 englobent ces volumes, on peut écrire :
x
S0
{(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
+
(
~E · nˆ′
)
~∇(g′)
}
dS′
=
x
S∞
{(
nˆ′∞ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′∞ ∧ ~H ′
)
+
(
~E · nˆ′∞
)
~∇(g′)
}
dS′∞
−
x
S
{(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
+
(
~E · nˆ′
)
~∇(g′)
}
dS′
(B.21)
La condition de rayonnement à l’infini impose :
x
S∞
{(
nˆ′∞ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′∞ ∧ ~H ′
)
+
(
~E · nˆ′∞
)
~∇(g′)
}
dS′∞ = ~0 (B.22)
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Alors le terme intégral
s
S
{(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
+
(
~E · nˆ′
)
~∇(g′)
}
dS′, qui corres-
pond à la différence entre champ incident et champ total, est défini comme étant le champ diffracté
en P , noté ~Es(P ).
On obtient finalement l’expression intégrale du champ électrique :
K(P ) ~E(P ) = ~Ei(P ) + ~Es(P ) (B.23a)
Avec K(P ) =

0 si P ∈ V , P /∈S
1/2 si P ∈S
1 sinon
(B.23b)
~Ei(P ) =
y
V0
{
jωµg′ ~J ′ − ~M ′ ∧ ~∇(g′) + ρ
′
e

~∇(g′)
}
dV ′ (B.23c)
~Es(P ) =
x
S
{(
nˆ′ ∧ ~E′
)
∧ ~∇(g′) + jωµg′
(
nˆ′ ∧ ~H ′
)
+
(
~E · nˆ′
)
~∇(g′)
}
dS′ (B.23d)
Enfin, on peut utiliser les relations de dualité symétrique (2.3) entre les champs pour en déduire
l’expression intégrale du champ magnétique :
K(P ) ~H(P ) = ~Hi(P ) + ~Hs(P ) (B.24a)
Avec K(P ) =

0 si P ∈ V , P /∈S
1/2 si P ∈S
1 sinon
(B.24b)
~Hi(P ) =
y
V0
{
jωµg′ ~M ′ + ~J ′ ∧ ~∇(g′) + ρ
′
m
µ
~∇(g′)
}
dV ′ (B.24c)
~Hs(P ) =
x
S
{(
nˆ′ ∧ ~H ′
)
∧ ~∇(g′)− jωg′
(
nˆ′ ∧ ~E′
)
+
(
~H · nˆ′
)
~∇(g′)
}
dS′ (B.24d)
Annexe C
Calcul par l’OP de la SER d’une
plaque
C.1 Champ diffracté par un objet plan parfaitement conducteur
de forme quelconque en champ lointain
Une surface plane se caractérise par sa normale constante :
nˆ′ = nˆ , ∀~R′ ∈ S (C.1)
Dans le cas d’un matériau parfaitement conducteur, on peut exprimer avec l’OP les courants sur la
surface éclairée :
~J ′ = ~JOP (~R′) = 2nˆ ∧ ~Hi(~R′) (C.2a)
~M ′ = ~MOP (~R′) = ~0 (C.2b)
On peut alors simplifier les expressions champ lointain (2.40) et (2.41) pour obtenir les expressions
en champ lointain des champs électrique et magnétique par l’OP pour un objet plan par-
faitement conducteur [9] :
~Es(~R) = −jZ0 e
jkR
λR
x
S
{[(nˆ ∧ ~H ′i ) ∧ kˆs] ∧ kˆs}e−jkkˆs·~R
′
dS′ (C.3)
~Hs(~R) = −j e
jkR
λR
x
S
{(nˆ ∧ ~H ′i ) ∧ kˆs}e−jkkˆs·~R
′
dS′ (C.4)
Où ~R est la position du point d’observation, situé à une distance R du centre du repère, dont la
position en coordonnées sphériques est donnée par les angles (θs, φs) ; nˆ représente la normale à la surface
plane S ; ~H ′i = ~Hi(~R′) est le champ magnétique incident en ~R′, hˆi étant le vecteur unitaire définissant
son orientation ; k = 2piλ représente le nombre d’onde de l’onde incidente ; kˆs est la direction de l’onde
diffractée, équivalente en champ lointain au vecteur unitaire de position du point d’observation ; enfin ~R′
est la position du point d’intégration sur la surface S.
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C.2 Champ diffracté par une plaque rectangulaire - résolution
analytique
C.2.1 Expression générale du champ diffracté
On considère le cas d’une plaque rectangulaire, contenue dans le plan (Xˆ, O, Yˆ ), centrée en O et
de dimensions Lx × Ly (voir figure C.1). On peut alors exprimer dans le repère (O, Xˆ, Yˆ , Zˆ) pour ce
cas particulier l’ensemble des vecteurs des relations (C.3) et (C.4), afin de résoudre analytiquement les
intégrales.
nˆ =

0
0
1
 (C.5)
~H ′i =
ejkkˆi·~R
′
Z0
hˆi (C.6a)
Avec hˆi =

− sinφi
cosφi
0
 cos ηi +

cos θi cosφi
cos θi sinφi
− sin θi
 sin ηi (C.6b)
Où ηi est l’angle de polarisation, défini en section 2.1.6. Le champ magnétique incident est alors une
combinaison linéaire des deux états de polarisation H (partie en cos ηi) et V (partie en sin ηi).
~R′ =

x′
y′
0
 (C.7a)
Avec x′ ∈
[−Lx
2 ;
Lx
2
]
; y′ ∈
[−Ly
2 ;
Ly
2
]
(C.7b)
kˆi =

− sin θi cosφi
− sin θi sinφi
− cos θi
 (C.8)
kˆs =

sin θs cosφs
sin θs sinφs
cos θs
 (C.9)
On peut alors effectuer les calculs vectoriels :
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Figure C.1 – Diffraction par une plaque rectangulaire - Configuration spatiale
(nˆ ∧ ~H ′i ) ∧ kˆs =
ejkˆi·~R
′
Z0


− sinφi cos θs
cosφi cos θs
− sin(φs − φi) sin θs
 cos ηi +

cos θi cosφi cos θs
cos θi sinφi cos θs
− cos θi sin θs cos(φs − φi)
 sin ηi
 (C.10)
[
(nˆ ∧ ~H ′i ) ∧ kˆs
]
∧ kˆs =e
jkˆi·~R′
Z0

cosφi cos2 θs + sin(φs − φi) sin2 θs sinφs
sinφi cos2 θs − sin(φs − φi) sin2 θs cosφs
− cos(φs − φi) cos θs sin θs
 cos ηi
+

cos θi
(
sinφi cos2 θs + cos(φs − φi) sin2 θs sinφs
)
− cos θi
(
cosφi cos2 θs + cos(φs − φi) sin2 θs cosφs
)
cos θi sin(φs − φi) cos θs sin θs
 sin ηi
(C.11)
On a également :
(kˆi − kˆs) · ~R′ = − [(sin θi cosφi + sin θs cosφs)x′ + (sin θi sinφi + sin θs sinφs)y′] (C.12)
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Alors (C.3) devient :
~Es(~R) = j
ejkR
λR
~es
x
S
e−jk[(sin θi cosφi+sin θs cosφs)x
′+(sin θi sinφi+sin θs sinφs)y′]dS′ (C.13a)
Avec ~es =

− cosφi cos2 θs − sin(φs − φi) sin2 θs sinφs
− sinφi cos2 θs + sin(φs − φi) sin2 θs cosφs
cos(φs − φi) cos θs sin θs
 cos ηi
+

− cos θi
(
sinφi cos2 θs + cos(φs − φi) sin2 θs sinφs
)
cos θi
(
cosφi cos2 θs + cos(φs − φi) sin2 θs cosφs
)
− cos θi sin(φs − φi) cos θs sin θs
 sin ηi
(C.13b)
~Es(~R) = j
ejkR
λR
~es
∫ Lx
2
−Lx
2
e−jk(sin θi cosφi+sin θs cosφs)x
′
dx′
∫ Ly
2
−Ly
2
e−jk(sin θi sinφi+sin θs sinφs)y
′
dy′ (C.14)
L’intégration est possible en utilisant :
∫ L
2
−L
2
e−jKtdt = 2
K
sin
(
KL
2
)
= Lsinc
(
KL
2
)
(C.15)
Pour simplifier les écritures, on peut alors poser :
u = kLx2 (sin θi cosφi + sin θs cosφs) (C.16a)
v = kLy2 (sin θi sinφi + sin θs sinφs) (C.16b)
Ainsi, on obtient l’expression analytique du champ électrique diffracté par une plaque
rectangulaire lisse parfaitement conductrice en champ lointain :
~Es(~R) = jejkR
LxLy
λR
sinc(u)sinc(v)~es (C.17a)
Avec ~es =

− cosφi cos2 θs − sin(φs − φi) sin2 θs sinφs
− sinφi cos2 θs + sin(φs − φi) sin2 θs cosφs
cos(φs − φi) cos θs sin θs
 cos ηi
+

− cos θi
(
sinφi cos2 θs + cos(φs − φi) sin2 θs sinφs
)
cos θi
(
cosφi cos2 θs + cos(φs − φi) sin2 θs cosφs
)
− cos θi sin(φs − φi) cos θs sin θs
 sin ηi
(C.17b)
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De même, l’expression analytique du champ magnétique diffracté par une plaque rectan-
gulaire lisse parfaitement conductrice en champ lointain est donnée par :
~Hs(~R) = jejkR
LxLy
Z0λR
sinc(u)sinc(v)~hs (C.18a)
Avec ~hs =

sinφi cos θs
− cosφi cos θs
sin(φs − φi) sin θs
 cos ηi +

− cos θi cosφi cos θs
− cos θi sinφi cos θs
cos θi sin θs cos(φs − φi)
 sin ηi (C.18b)
On peut alors projeter les champs diffractés en utilisant l’angle de polarisation en réception ηs (voir
section 2.1.6). On obtient ainsi, pour W = {E,H} :
Ws(~R, ηs) = ~Ws(~R) ·


cos θs cosφs
cos θs sinφs
− sin θs
 cos(ηs) +

− sinφs
cosφs
0
 sin(ηs)
 (C.19)
Cette notation sera notamment utilisée dans les cas particuliers des projections sur les vecteurs de
base, correspondant aux polarisations linéaires horizontale H ou φ (η = 90°) et verticale V ou θ (ηs = 0°) ;
ainsi :
Ws,H(~R) = ~Ws(~R) · φˆ(~R) = Ws(~R, ηs = 90°) (C.20)
Ws,V (~R) = ~Ws(~R) · θˆ(~R) = Ws(~R, ηs = 0°) (C.21)
C.2.2 Cas particuliers
Il est intéressant de développer les expressions générales obtenues dans quelques cas particuliers pra-
tiques de calculs de SER. Ces cas serviront d’exemples pour des calculs par l’OP.
Cas monostatique
Le monostatisme se traduit dans les expressions par :
 θs = θi = θφs = φi = φ (C.22)
On peut alors simplifier les expressions de u et v :
u = kLx sin θ cosφ (C.23a)
v = kLy sin θ sinφ (C.23b)
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Ainsi, avec ces simplifications, on obtient :
~Es(~R) = jejkR
LxLy
λR
sinc(kLx sin θ cosφ)sinc(kLy sin θ sinφ)~es (C.24a)
Avec ~es =

− cos2 θ cosφ
− cos2 θ sinφ
cos θ sin θ
 cos ηi +

− cos θ sinφ
cos θ cosφ
0
 sin ηi (C.24b)
~Hs(~R) = jejkR
LxLy
Z0λR
sinc(kLx sin θ cosφ)sinc(kLy sin θ sinφ)~hs (C.25a)
Avec ~hs =

cos θ sinφ
− cos θ cosφ
0
 cos ηi +

− cos2 θ cosφ
− cos2 θ sinφ
cos θ sin θ
 sin ηi (C.25b)
Cas monostatique, observation en site
Pour une observation limitée à l’angle de site, on pose :
φ = 0° (C.26)
On peut alors simplifier les expressions, pour obtenir :
~Es(~R) = jejkR
LxLy
λR
sinc(kLx sin θ)~es (C.27a)
Avec ~es =

− cos2 θ
0
cos θ sin θ
 cos ηi +

0
cos θ
0
 sin ηi (C.27b)
~Hs(~R) = jejkR
LxLy
Z0λR
sinc(kLx sin θ)~hs (C.28a)
Avec ~hs =

0
− cos θ
0
 cos ηi +

− cos2 θ
0
cos θ sin θ
 sin ηi (C.28b)
Cas d’une incidence normale, polarisation horizontale
En incidence normale, on a :
 θi = 0°φi = 0° (par convention) (C.29)
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Alors :
u = kLx2 sin θs cosφs (C.30a)
v = kLy2 sin θs sinφs (C.30b)
De plus, en polarisation H, on a ηi = 90°, donc on ne retient que les parties en sin ηi. Ce qui permet
d’obtenir les expressions :
~Es(~R) = jejkR
LxLy
λR
sinc
(
kLx
2 sin θs cosφs
)
sinc
(
kLy
2 sin θs sinφs
)
~es (C.31a)
Avec ~es =

− sin2 θs cosφs sinφs
cos2 θs + sin2 θs cos2 φs
cos θs sin θs sinφs
 (C.31b)
~Hs(~R) = jejkR
LxLy
Z0λR
sinc
(
kLx
2 sin θs cosφs
)
sinc
(
kLy
2 sin θs sinφs
)
~hs (C.32a)
Avec ~hs =

− cos θs
0
sin θs cosφs
 (C.32b)
Cas d’une incidence normale, polarisation horizontale, observation en site
On ajoute aux hypothèses précédentes le fait que l’observation ne soit que selon l’angle de site, et on
pose :
φs = 0° (C.33)
Alors les expressions peuvent être simplifiées, pour devenir :
~Es(~R) = jejkR
LxLy
λR
sinc
(
k sin θs
Lx
2
)
eˆs (C.34a)
eˆs =

0
1
0
 = Yˆ (C.34b)
~Hs(~R) = jejkR
LxLy
λZ0R
sinc
(
k sin θs
Lx
2
)
hˆs (C.35a)
hˆs =

− cos θs
0
sin θs
 (C.35b)
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NB : Dans les expressions (C.34) et (C.35), les vecteurs eˆs et hˆs donnant l’orientation des champs
sont des vecteurs unitaires (ce qui n’est pas vrai dans les cas général), le terme jejkR représente le terme
de phase des champs, et LxLyλR et
LxLy
λZ0R
donnent les maxima des évolutions en sinus cardinal des champs.
C.3 SER analytique d’une plaque rectangulaire lisse parfaite-
ment conductrice
C.3.1 Cas général
La Surface Équivalente Radar (SER) σ d’une cible s’exprime à partir du champ électrique par :
σ = lim
R→∞
4piR2 ‖
~Es(~R)‖2
‖ ~Ei‖2
(C.36)
En tenant compte des différents états de polarisation, on peut définir la matrice de SER d’une cible,
à l’aide des angles de polarisation ηi et ηs, définis en section 2.1.6 :
σ =
σHH σHV
σV H σV V
 =
σ(ηi = 90° , ηs = 90°) σ(ηi = 90° , ηs = 0°)
σ(ηi = 0° , ηs = 90°) σ(ηi = 0° , ηs = 0°)
 (C.37)
On peut donc s’appuyer sur le calcul du champ diffracté réalisé dans la partie précédente pour en
déduire la SER, le champ incident étant de norme constante ‖ ~Ei‖= 1V.m−1. On obtient alors la matrice
de SER d’une plaque rectangulaire lisse parfaitement conductrice :
σ = 4pi(LxLy)
2
λ2
sinc2(u)sinc2(v)
cos2(φs − φi) cos2 θi sin2(φs − φi) cos2 θi cos2 θs
sin2(φs − φi) cos2(φs − φi) cos2 θi
 (C.38)
On rappelle :
u = kLx2 (sin θi cosφi + sin θs cosφs) (C.39a)
v = kLy2 (sin θi sinφi + sin θs sinφs) (C.39b)
C.3.2 Cas particuliers
SER monostatique
En configuration monostatique, on obtient après simplifications :
σ = 4pi(LxLy)
2
λ2
sinc2(kLx sin θ cosφ)sinc2(kLy sin θ sinφ) cos2 θ
1 0
0 1
 (C.40)
SER monostatique, observation en site
Si de plus on limite l’observation à une variation de l’angle de site, avec φ = 0°, on a :
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σ = 4pi(LxLy)
2
λ2
sinc2(kLx sin θ) cos2 θ
1 0
0 1
 (C.41)
SER bistatique, incidence normale
En configuration bistatique et pour une incidence normale, il vient :
σ = 4pi(LxLy)
2
λ2
sinc2
(
kLx
2 sin θs cosφs
)
sinc2
(
kLy
2 sin θs sinφs
)cos2 φs sin2 φs cos2 θs
sin2 φs cos2 φs
 (C.42)
SER bistatique, incidence normale, et observation en site
Pour une étude en configuration bistatique, en incidence normale et observation en site, on a alors :
σ = 4pi(LxLy)
2
λ2
sinc2
(
kLx
2 sin θs
)1 0
0 1
 (C.43)
C.4 Calcul numérique par l’Optique Physique de la SER d’une
plaque maillée
Dans cette partie, on s’intéresse à la méthode de codage pour le calcul numérique par l’OP. On
applique le calcul à une plaque rectangulaire lisse parfaitement conductrice maillée, dont les résultats
analytiques ont été étudiés. On considère la plaque maillée représentée figure C.2.
On s’intéresse à 3 méthodes différentes pour calculer le champ diffracté par cette plaque pour
une incidence et un point d’observation quelconques. Elles sont l’objet des sections suivantes.
Elles ont pour but de calculer ~Es(~R) et ~Hs(~R) pour une position ~R de P et une incidence, représentée
par le vecteur kˆi et l’état de polarisation ηi, quelconques.
Des résultats de calcul seront ensuite présentés, où les différentes méthodes seront comparées à des
résultats obtenus par méthode des moments (Method of Moments, MoM), pris pour référence. On s’inté-
ressera notamment aux cas particuliers dont les solutions analytiques ont été développées dans la section
précédente.
C.4.1 OP numérique
Cette méthode consiste en une intégration numérique des équations (2.37) et (2.38) par sommation
discrète, simplifiées au cas d’un matériau parfaitement conducteur. Cette méthode s’appuie donc sur une
sommation en phase des champs diffractés par les mailles, pondérés par par la surface élémentaire de
chaque maille. Elle consiste alors à calculer :
~Es(~R) =
j
4piω
∑
n′
{[
(−1 + jkr′ + k2r′2) ~J ′ + (3− 3jkr′ − k2r′2)
(
rˆ′ · ~J ′
)
rˆ′
] ejkr′
r′3
∆′S
}
(C.44)
~Hs(~R) =
j
4piωµ
∑
n′
{[
−Z0(k2r′2 + jkr′) ~J ′ ∧ ~r′
] ejkr′
r′3
∆′S
}
(C.45)
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Figure C.2 – Diffraction par une plaque maillée - Configuration spatiale
n′ étant l’indice de chaque maille, r′rˆ′ = ~R− ~R′ la position relative du point d’observation par rapport
au centre de la maille considérée, et ∆′S la surface de la maille considérée.
Au préalable, on aura déterminé le courant électrique de surface (en tenant compte du terme de
phase) :
~J ′ = 2nˆ ∧ hˆi e
jkkˆi·~R′
Z0
(C.46)
Pour que l’Optique physique soit applicable, les contraintes de maillages énoncées en section C.4
doivent être respectées : maillage de dimension caractéristique d’environ λ/4, et respect du critère de
flèche pour les surfaces courbées.
Cette méthode d’application numérique de l’OP est très générale, et peut s’appliquer à tout type
de géométrie et de maillage, mais est la moins rapide des 3 méthodes, ne prenant en compte aucune
simplification au sein de la somme.
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C.4.2 OP analytique (CL)
Ici, on applique simplement le calcul général décrit en section C.3. On a donc, dans le cas général,
pour le champ électrique :
~Es(~R) = jejkR
LxLy
λR
sinc(u)sinc(v)~es (C.47a)
Avec ~es =

− cosφi cos2 θs − sin(φs − φi) sin2 θs sinφs
− sinφi cos2 θs + sin(φs − φi) sin2 θs cosφs
cos(φs − φi) cos θs sin θs
 cos ηi
+

− cos θi
(
sinφi cos2 θs + cos(φs − φi) sin2 θs sinφs
)
cos θi
(
cosφi cos2 θs + cos(φs − φi) sin2 θs cosφs
)
− cos θi sin(φs − φi) cos θs sin θs
 sin ηi
(C.47b)
u = kLx2 (sin θi cosφi + sin θs cosφs) (C.47c)
v = kLy2 (sin θi sinφi + sin θs sinφs) (C.47d)
Et pour le champ magnétique :
~Hs(~R) = jejkR
LxLy
Z0λR
sinc(u)sinc(v)~hs (C.48a)
Avec ~hs =

sinφi cos θs
− cosφi cos θs
sin(φs − φi) sin θs
 cos ηi +

− cos θi cosφi cos θs
− cos θi sinφi cos θs
cos θi sin θs cos(φs − φi)
 sin ηi (C.48b)
Cette méthode, rapide puisqu’elle consiste en de simples calculs trigonométriques, n’est utilisable
qu’en champ lointain, c’est à dire pour une distance R entre le centre O de la plaque et le point P
respectant le critère de Fraunhofer (2.26) pour la plaque rectangulaire :
R ≥ 2L
2
x + L2y
λ
(C.49)
Cette méthode d’application de l’OP est la moins générale, puisqu’elle nécessite un développement
analytique préalable qui dépend de la géométrie de la cible. Les équations établies ici ne sont valables
que pour une plaque rectangulaire.
C.4.3 OP semi-analytique
Afin d’utiliser les développements analytiques de la section C.2.1 dans des conditions moins restric-
tives (en champ proche et pour des géométries variées), on peut utiliser les formules développées sur
chaque maille, et les sommer pour retrouver le champ diffracté par l’ensemble de la plaque. Le critère de
Fraunhofer (2.26), qui est la condition d’application de ces formules, dépend des dimensions de l’objet.
Ainsi pour une maille, qui correspond à une plaque rectangulaire de dimensions ∆′x ×∆′y, le critère est
moins restrictif :
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r′ ≥ 2∆
′2
x + ∆′2y
λ
(C.50)
Où r′ = ‖~r′‖ est la distance entre le centre de la maille considérée et le point d’observation.
En respectant cette condition, on peut donc appliquer la méthode OP semi-analytique, qui consiste
en une sommation cohérente des champs diffractés par l’ensemble des mailles, ces champs étant calculés
analytiquement. Ainsi, dans le cas étudié, on calcule :
~Es(~R) =
∑
n′
~E′s(~R) (C.51a)
~E′s(~R) = jejkr
′∆′x∆′y
λr′
sinc(u′)sinc(v′)~e′s (C.51b)
Avec ~e′s =

− cosφ′i cos2 θ′s − sin(φ′s − φ′i) sin2 θ′s sinφ′s
− sinφ′i cos2 θ′s + sin(φ′s − φ′i) sin2 θ′s cosφ′s
cos(φ′s − φ′i) cos θ′s sin θ′s
 cos ηi
+

− cos θ′i
(
sinφ′i cos2 θ′s + cos(φ′s − φ′i) sin2 θ′s sinφ′s
)
cos θ′i
(
cosφ′i cos2 θ′s + cos(φ′s − φ′i) sin2 θ′s cosφ′s
)
− cos θ′i sin(φ′s − φ′i) cos θ′s sin θ′s
 sin ηi
(C.51c)
u′ = k∆
′
x
2 (sin θ
′
i cosφ′i + sin θ′s cosφ′s) (C.51d)
v′ =
k∆′y
2 (sin θ
′
i sinφ′i + sin θ′s sinφ′s) (C.51e)
~Hs(~R) =
∑
n′
~H ′s(~R) (C.52a)
~H ′s(~R) = jejkr
′∆′x∆′y
λZ0r′
sinc(u′)sinc(v′)~h′s (C.52b)
Avec ~h′s =

sinφ′i cos θ′s
− cosφ′i cos θ′s
sin(φ′s − φ′i) sin θ′s
 cos ηi +

− cos θ′i cosφ′i cos θ′s
− cos θ′i sinφ′i cos θ′s
cos θ′i sin θ′s cos(φ′s − φ′i)
 sin ηi (C.52c)
Où (r′, θ′, φ′) sont les coordonnées sphériques de P par rapport au centre de la maille (voir figure C.2) ;
et de même les angles θ′i et φ′i définissent la position angulaire de Pi par rapport au centre de la maille.
Cette dernière méthode est une hybridation des méthode d’OP numérique (sommation cohérente
des champs diffractés par chaque maille) et analytique (calcul analytique du champ diffracté). Dans cet
exemple, elle a été appliquée pour un maillage rectangulaire, mais cette méthode peut être généralisée
pour toute forme de maillage [8, 9].
L’avantage de cette méthode est qu’elle est moins coûteuse en temps de calcul numérique, puisqu’une
partie du calcul a été faite analytiquement (intégration numérique pour le champ diffracté par chaque
maille, calculs vectoriels). Par contre, cette méthode est moins adaptée que l’OP numérique pour des
calculs IPO, à cause de la contrainte du critère de Fraunhofer (C.50) qui, appliqué à la diffraction d’une
maille à une autre, est particulièrement restrictif.
Annexe D
Champ rayonné par un dipôle
D.1 Calcul du champ lointain rayonné par une antenne dipôle
D.1.1 Définition d’un dipôle
Une antenne de type dipôle est une antenne filaire assimilable à une ligne de transmission repliée, se
terminant par un circuit ouvert. On considère, dans l’espace (O, Xˆ, Yˆ , Zˆ), un dipôle d’axe (O, Zˆ), centré
en O et de longueur l, alimenté en son centre par une source de courant (voir figure D.1).
Figure D.1 – Dipôle - Configuration électronique
Les caractéristiques principales du dipôle de longueur quelconque sont les suivantes [87,88] :
Courant : Le courant dans le dipôle suit une variation sinusoïdale, qui s’annule en ses extrémités. En
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notant I0 le courant maximal, l’expression du courant dans le dipôle est donnée, pour z′ ∈ [− l2 ; l2 ],
par :
I(z′) = I0 sin(k(
l
2 − |z
′|))Π(z
′
l
) (D.1)
Où k = 2piλ est le nombre d’onde.
Densité de courant : L’expression de la densité de courant, à intégrer pour obtenir le champ rayonné
par le dipôle, est obtenue à partir de l’expression de la distribution de courant :
~J(x′, y′, z′) = I0 sin(k(
l
2 − |z
′|))Π(z
′
l
)δ(x′)δ(y′)Zˆ (D.2)
D.1.2 Calcul du champ lointain rayonné par un dipôle
On considère un dipôle de longueur l, d’axe (O, Zˆ) centré en l’origine des phases. L’objectif est ici de
déterminer l’expression des champs électrique et magnétique rayonnés par le dipôle en tout point P de
l’espace, de coordonnées sphériques (r, θs, φs), tel que r > 2l
2
λ (zone de Fraunhofer).
Soit un objet quelconque, centré en l’origine des phases, de volume V et de dimension caractéristique
D. On considère un point d’intégration P ′ en cet objet, de volume élémentaire dV ′ et de vecteur de
coordonnées ~r′. La densité volumique de courant en tout point P ′ de V est notée ~J ′. Soit un point P
de l’espace, de coordonnées sphériques (r, θs, φs), tel que r > 2D
2
λ (alors on considérera le vecteur d’onde
diffractée dans la direction du point d’observation : kˆs = Rˆ(P )). Alors l’expression du champ magnétique
rayonné par l’objet en P peut s’exprimer :
~H(P ) = −j e
jkr
2λr
y
V
(~J ′ ∧ kˆs)e−jkkˆs·~r′dV ′ (D.3)
Il s’agit alors d’appliquer cette formule au dipôle idéal, modélisé par la distribution de courant :
~J ′ = I(z′)δ(x′)δ(y′)Zˆ (D.4a)
I(z′) = I0 sin(k(
l
2 − |z
′|))Π
(z
l
)
(D.4b)
Alors les différents termes de l’expression (D.3) peuvent être exprimés :
kˆs =

sin θs cosφs
sin θs sinφs
cos θs
 (D.5)
kˆs · ~r′ = sin θs cosφsx′ + sin θs sinφsy′ + cos θsz′ (D.6)
~J ′ ∧ kˆs = I(z′)δ(x′)δ(y′)

− sin θs sinφs
sin θs cosφs
0
 = I(z′) sin θsΠ
(z
l
)
δ(x′)δ(y′)Φˆ(P ) (D.7)
Alors l’expression du champ magnétique rayonné par le dipôle est donnée par :
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~H(P ) = −j e
jkr
2λr sin θs
y
V
I(z′)δ(x′)δ(y′)e−jk(sin θs cosφsx
′+sin θs sinφsy′+cos θsz′)dV ′Φˆ(P ) (D.8)
Alors en appliquant les fonctions de Dirac, les termes en x′ et y′ s’annulent dans la phase de l’inté-
grande, et l’expression devient :
~H(P ) = −jk e
jkr
4pir sin θsN Φˆ(P ) (D.9)
Avec l’intégrale de courant, à calculer :
N = I0
∫ l
2
z′=−l2
sin(k( l2 − |z
′|)e−jk cos θsz′dz′ (D.10)
En décomposant l’intégrale selon le signe de z′, il vient :
N = I0
∫ l
2
0
sin
(
k
(
l
2 − z
′
))
e−jkz
′ cos θsdz′ + I0
∫ 0
− l2
sin
(
k
(
l
2 + z
′
))
e−jkz
′ cos θsdz′ (D.11)
Grâce à un changement de variable dans le terme de droite, l’expression devient :
N = I0
∫ l
2
0
sin
(
k
(
l
2 − z
′
))
e−jkz
′ cos θsdz′ + I0
∫ l
2
0
sin
(
k
(
l
2 − z
′
))
e+jkz
′ cos θsdz′ (D.12)
Ainsi, en utilisant l’équation d’Euler pour le sinus, il vient :
N = I02j
∫ l
2
0
[
ejk( l2−z
′) − e−jk( l2−z′)
] [
ejkz
′ cos θs + e−jkz
′ cos θs
]
dz′ (D.13)
D’où en développant :
N = F (−1,−1) + F (−1,+1) + F (+1,−1) + F (+1,+1) (D.14)
Avec pour chaque couple (1, 2) dans {−1,+1} :
F (1, 2) = 1
I0
2j
∫ l
2
0
e1jk( l2−z
′)e2jkz
′ cos θsdz′ (D.15)
F (1, 2) = 1
I0
2j e
1jk
l
2
∫ l
2
0
ejkz
′(2 cos θs−1)dz′
= 1
I0
2j e
1jk
l
2
ejk
l
2 (2 cos θs−1) − 1
jk(2 cos θs − 1)
= 1
I0
2j e
1jk
l
2 ejk
l
4 (2 cos θs−1) e
jk l4 (2 cos θs−1) − e−jk l4 (2 cos θs−1)
jk(2 cos θs − 1)
= 1I0ejk
l
4 (2 cos θs+1)
sin
(
k l4 (2 cos θs − 1)
)
jk(2 cos θs − 1)
= 1I0e1jk
l
4 (1+12 cos θs)
sin
(
k l4 (1− 12 cos θs)
)
jk(1− 12 cos θs)
(D.16)
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On a alors :
N =I0
sin
(
k l4 (1 + cos θs)
)
jk(1 + cos θs)
[
e+jk
l
4 (1−cos θs) − e−jk l4 (1−cos θs)
]
+ I0
sin
(
k l4 (1− cos θs)
)
jk(1− cos θs)
[
e+jk
l
4 (1+cos θs) − e−jk l4 (1+cos θs)
] (D.17)
D’où en regroupant les termes :
N = 2I0
k
sin
(
k
l
4(1 + cos θs)
)
sin
(
k
l
4(1− cos θs)
)[
1
(1 + cos θs)
+ 1(1− cos θs)
]
(D.18)
En utilisant la formule cos(a − b) − cos(a + b) = 2 sin a sin b et en simplifiant le dernier terme, qui
devient 2sin2 θs , il vient :
N = 2I0
k sin2 θs
[
cos
(
k
l
4(1 + cos θs)− k
l
4(1− cos θs)
)
− cos
(
k
l
4(1 + cos θs) + k
l
4(1− cos θs)
)]
(D.19)
Finalement, l’expression de l’intégrale de courant N est donnée par :
N = 2I0
k sin2 θs
[
cos(kl2 cos θs)− cos(
kl
2 )
]
(D.20)
Finalement, l’expression du champ magnétique rayonné par le dipôle en P est donc :
~H(P ) = −2jI0 e
jkr
4pir
cos(kl2 cos θs)− cos(kl2 )
sin θs
Φˆ(P ) (D.21)
On en déduit alors l’expression du champ électrique rayonné par le dipôle en P :
~E(P ) = −2jI0 e
jkr
4pir
cos(kl2 cos θs)− cos(kl2 )
sin θs
Z0Θˆ(P ) (D.22)
On obtient donc finalement :
~E(P ) = CG(P )f(P )Z0Θˆ(P ) (D.23a)
~H(P ) = CG(P )f(P )Φˆ(P ) (D.23b)
Avec C = −2jI0, (D.23c)
g(P ) = e
jkr
4pir (fonction de Green associée au trajet vers le point P ), (D.23d)
f(P ) = cos(A(l)cos(θ))− cos(A(l))
sin(θ) , (D.23e)
et A(l) = k l2 (D.23f)
Nb : On peut noter à partir de ces expressions que le champ rayonné a une polarisation linéaire
verticale V (champ électrique selon Θˆ).
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D.1.3 Cas du dipôle demi-onde
Le dipôle demi-onde (l = λ/2) est un cas pratique fréquemment rencontré, pour plusieurs raisons [87] :
– Le maximum de la distribution se situe au milieu du dipôle (I(z′ = 0) = I0)
– La résistance d’entrée est suffisamment élevée pour faciliter l’adaptation en pratique
– L’impédance théorique est connue : Zthéoriqueλ/2 = (73.2 + j42.5)Ω.
Avec un tel dipôle l’équation (D.23) peut se simplifier. En effet, on a alorsA(l) = pi2 , permettant ainsi
des expressions simplifiées des champs, données par :
~E(P ) = −2jI0G(P )
cos(pi2 cos θ)
sin θ Z0Θˆ(P ) (D.24a)
~H(P ) = −2jI0G(P )
cos(pi2 cos θ)
sin θ Φˆ(P ) (D.24b)
D.2 Simulations numériques
Cette section présente des résultats de simulation permettant d’observer les champs diffusés par des
dipôles, en utilisant la formule (D.23). Différents dipôles sont étudiés, puis une attention particulière est
portée sur le dipôle demi-onde, qui sera le modèle utilisé par la suite. Enfin, des comparaisons avec les
résultats obtenus par la méthode des moments (Method of Moments, MoM) sont présentés.
D.2.1 Dipôles généraux
En utilisant la formule (D.23), le champ rayonné par un dipôle quelconque, d’axe (O, Zˆ), en tout point
de l’espace en zone de champ lointain peut être déterminé.
La figure D.2 montre les diagrammes de rayonnement en champ électrique normalisé, pour des dipôles
de différentes dimensions par rapport à la longueur d’onde. Ils représentent l’évolution du champ selon
une variation de θs, pour tout angle φs (invariance par rotation autour de l’axe du dipôle).
Figure D.2 – Diagrammes de rayonnement en champ électrique normalisé pour des dipôles λ, 3λ2 , 2λ,
5λ
2
D.2.2 Dipôle demi-onde
Comme vu en section D.1.3, le dipôle demi-onde présente un cas simplifié de dipôle intéressant. De
même que précédemment, la figure D.3a montre le diagramme de rayonnement du dipôle demi-onde. De
plus la figure D.3b montre l’évolution du champ électrique rayonné par le dipôle dans le plan (Yˆ , Zˆ).
Cette évolution du champ est conforme au diagramme de rayonnement, avec une décroissance du champ
en 1r . Par symétrie de rotation, elle est la même dans tous les plans contenant (O, Zˆ) (notamment le plan
Xˆ, O, Zˆ).
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(a) Diagramme de rayonnement en champ électrique
normalisé du dipôle λ2
(b) Champ électrique rayonné par un dipôle λ2 dans le
plan (Xˆ, Zˆ) (ou par invariance par rotation tout autre
plan contenant Zˆ)
Figure D.3 – Rayonnement du dipôle demi-onde
D.2.3 Comparaison avec la MoM
Afin de pouvoir utiliser le dipôle en tant que source pour une application à la diffraction, il est
important d’avoir une méthode de référence pour les calculs. Dans cette optique, des calculs de champs
ont été réalisés en comparant les méthodes théoriques implémentées à un code de référence méthode des
moments (MoM).
Le code utilisé (ICARE) permet de définir un dipôle en tant que source de tension (tension maximale
V0 au centre du dipôle). Afin d’avoir équivalence entre les modèles, le courant maximal peut être déduit
de cette tension grâce à l’impédance du dipôle (I0 = V0Zλ/2 ), dont la valeur théorique est, pour un dipôle
demi-onde : Zthéoriqueλ/2 = 73.2 + j42.5Ω.
Cependant, cette valeur théorique n’est vraie que pour un dipôle idéal et infiniment fin, ce qui n’est
pas le cas du dipôle créé par ICARE. Cette valeur varie notamment selon son rayon. Empiriquement, elle
a été calculée pour un rayon de a0 = 10−7m λ : ‖ZICARE,a0=10
−7m
0 ‖ = 97278ej1.6529Ω.
Le tableau D.1 résume les données de simulation. L’observation est faite à distance fixe (en zone de
Fraunhoffer) du centre du dipôle, et concerne les 3 composantes sphériques du champ, en module et en
phase. D’après la théorie, on s’attend à des composantes nulles à l’exception de Eθ, dont l’évolution en
module doit être fidèle au diagramme de rayonnement, et la phase doit être stable (observation dans un
plan équiphase).
La figure D.4 montre la reconstitution du diagramme de rayonnement, et la figure D.5 fournit l’évo-
lution des composantes du champ électrique.
Le diagramme de rayonnement semble identique pour les 2 méthodes.
L’évolution de la composante Eθ est conforme aux attentes, à l’exception d’un saut de phase en
θs = 0, et identique en norme pour les 2 méthodes. La MoM ICARE fournit des résidus de champ dans
les autres composantes, négligeables devant la composante principale, et qui n’apparaissent pas par le
modèle théorique.
Cette simulation valide l’équivalence du dipôle simulé sous ICARE avec le dipôle théorique. Afin de
conserver l’impédance calculée empiriquement, les données concernant le dipôle (sauf sa position) seront
inchangées par la suite.
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Figure D.4 – Diagramme de rayonnement dipôle demi-onde - Comparaison modèle théorique et MoM
Figure D.5 – Composantes du champ électrique rayonné par un dipôle demi-onde - Comparaison modèle
théorique et MoM
174 ANNEXE D. CHAMP RAYONNÉ PAR UN DIPÔLE
Objet Paramètre Notation Calcul,justification Valeur
dipôle
fréquence de travail F milieu bande X 10GHz
longueur l λ/2 15mm
rayon a0 a0  λ 10−7m
impédance Zλ/2 calcul empirique 97278ej1.6529Ω
tension d’entrée V0 normalisée 1V
coordonnées centre Pi(Xi;Yi;Zi) (−10λ, 2λ, 2λ) (−300; 60; 60)mm
observation
rayon cercle R 16λ 480mm
pas angulaire ∆θ = ∆Z λ/10 3mm
Tableau D.1 – Champ rayonné par un dipôle - paramètres
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Résumé 
Ce manuscrit est consacré au calcul de la Surface 
Equivalente Radar (SER) de cavités de formes 
complexes dont les dimensions sont grandes devant la 
longueur d'onde. De nombreuses méthodes ont été 
développées pour un tel calcul, et l'IPO (Iterative 
Physical Optics) a été retenue pour son compromis 
intéressant entre précision et temps de calcul. Il s'agit 
d'une méthode asymptotique basée sur la résolution 
itérative des équations intégrales des champs 
électromagnétiques par l'Optique Physique. Les travaux 
de cette thèse ont pour but d'améliorer l'IPO, en termes 
de précision et de temps de calcul. 
La première contribution originale de cette thèse repose 
sur une étude détaillée du phénomène d'ombrage, qui a 
un impact important sur la précision du calcul. La 
méthode d'ombrage physique a alors été développée, 
basée sur les équations intégrales des champs pour 
des objets couplés, et sur le rayonnement en zone 
d'ombre avec l'Optique Physique. Elle a été testée et 
comparée aux approches classiques pour des cavités et 
des surfaces ouvertes. 
La seconde contribution originale de cette thèse repose 
sur l'accélération de l'IPO, basée sur une technique de 
compression matricielle. Le formalisme matriciel de la 
méthode IPO a alors été établi et optimisé, et 
l'algorithme de compression ACA (Adaptive Cross 
Approximation) ainsi que sa version recompressée R-
ACA, ont alors été appliqués aux matrices d'interactions 
impliquées dans l'IPO. De plus, le calcul a pu être 
accéléré par l'application de la S-IPO, qui consiste à 
découper une cavité en tronçons pour y appliquer l'IPO. 
Les nombreuses simulations ont montré un gain en 
temps de calcul et une réduction de l'occupation 
mémoire. 
 
Mots clés 
Diffraction électromagnétique, Surface Equivalente 
Radar (SER), Optique Physique Itérative (IPO), 
Equations intégrales des champs, Rayonnement en 
zone d'ombre, Compression numérique. 
 
 
Abstract 
This thesis dissertation deals with the computation 
of the Radar Cross Section (RCS) of complex-
shaped open-ended cavities whose dimensions are 
large compared to the wavelength. Many methods 
have been developed for such a calculation and IPO 
(Iterative Physical Optics) has been chosen for its 
interesting trade-off between the accuracy and the 
computation time. It is an asymptotic method based 
on an iterative resolution of the electromagnetic 
fields integral equations by Physical Optics. The 
thesis works aim at improving IPO, in terms of both 
accuracy and computation time. 
The first original contribution of the thesis concerns 
a detailed study of the shadowing phenomenon,  
which has a significant impact on the accuracy. The 
method, called physical shadowing, has been 
developed, based on fields integral equations 
applied to coupled objects, and the shadow 
radiation of Physical Optics. The method has been 
tested and compared to classical approaches for 
open surfaces and open-ended cavities. 
The second original contribution concerns the 
acceleration of IPO, based on a technique of matrix 
compression. First, IPO has been written into a 
matrix formulation, which allows to apply the ACA 
(Adaptive Cross Approximation) algorithm, and its 
recompressed version R-ACA, to compress the 
interactions matrices of IPO. Moreover, the 
computation time has been reduced by applying the 
S-IPO, consisting in separating the cavity in sub-
sections where IPO is applied. The simulations has 
shown a reduction of the computation time and the 
memory requirements. 
 
 
Key Words  
Electromagnetic scattering, Radar Cross Section 
(RCS), Iterative Physical Optics (IPO), Fields 
integral equations, Shadow radiation, Numerical 
compression. 
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