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Abstract
We explicitly compute up to the fifth mass-level the partition function of ten-dimensional
pure spinor worldsheet variables including the spin dependence. After adding the con-
tribution from the (xµ, θα, pα) matter variables, we reproduce the massive superstring
spectrum.
Even though pure spinor variables are bosonic, the pure spinor partition function
contains fermionic states which first appear at the second mass-level. These fermionic
states come from functions which are not globally defined in pure spinor space, and are
related to the b ghost in the pure spinor formalism. This result clarifies the proper
definition of the Hilbert space for pure spinor variables.
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1 Introduction
Over the last seven years, the pure spinor formalism for the superstring has been success-
fully used to compute multiloop scattering amplitudes and describe Ramond-Ramond
backgrounds in a super-Poincare´ covariant manner [1]. Nevertheless, there are some fun-
damental features of the new formalism which are not yet well-understood. Two such
features are the composite b ghost and the Hilbert space for the pure spinor variables.
As in N = 2 topological strings, the b ghost in the pure spinor formalism is not a
fundamental worldsheet variable but is a composite operator defined to satisfy {Q, b} = T
where Q is the BRST operator and T is the stress tensor. However, in the pure spinor
formalism, the composite b ghost involves inverse powers of λα where λα is the pure
spinor variable constrained to satisfy λγµλ = 0. Since this operator diverges when certain
components of λα are zero, the b ghost is not a globally defined function on the space
of pure spinors; rather, it must be described using a certain extension of the higher
cohomologies of this space.
Although it was shown in [2][3] how to functionally integrate over λα in the presence
of such operators, it was unclear how to properly define the Hilbert space of allowable
functions of pure spinor variables. In this paper, this Hilbert space question will be
answered by explicitly computing the partition function for the pure spinor variables and
studying properties of the states in the Hilbert space. It will be shown that only states
which diverge slower than (λ)−4 when λ → 0 contribute to the pure spinor partition
function. Since the functional integral
∫
d11λ f(λ) is well-defined as long as f(λ) diverges
slower1 than (λ)−11 when λ → 0 (or slower than (λ)−8 if we use the globally defined
holomorphic top form on the pure spinor space instead of d11λ), this result implies that
functional integration over λα can be consistently defined.
For states depending only on the zero modes of λα, the Hilbert space of states in
1Since λ = 0 is a point in the complex variety, the expression “f(λ) diverges as λ−k ” has to be taken
in the algebraic geometry sense, i.e. as follows: f(λ) is singular on some subvariety containing λ = 0, but
λ1λ2 . . . λk f(λ) is regular at λ = 0 where λi, i = 1, . . . , k are some, not necessarily independent, linear
functions in the ambient vector space C16.
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the pure spinor formalism is easily understood and is given by arbitrary polynomials in
λα. This follows from the fact that λ = 0 is the point of high codimension, so that any
holomorphic function extends to λ = 0. Since λα is constrained to satisfy λγµλ = 0, these
polynomials are parameterized by constants f((α1...αn)) for n = 0 to∞ which are symmetric
in their spinor indices and which satisfy γα1α2µ f((α1...αn)) = 0.
As shown in [4], this Hilbert space for the zero modes is described by the partition
function
Z0(t) = (1− t)−16(1− 10t2 + 16t3 − 16t5 + 10t6 − t8)
where λα carries +1 t-charge. Expanding Z0(t) in powers of t, one reproduces the inde-
pendent number of f((α1...αn))’s at order t
n. After multiplying by (1−t)16 which comes from
the partition function for the 16 θα zero modes, (1− t)16Z0(t) describes the x-independent
degrees of freedom for the massless sector of the open superstring. For example, 1 de-
scribes the Maxwell ghost, −10t2 describes the photon, +16t3 describes the photino, and
the remaining terms describe the antifields for these states. Note that Z0(t) satisfies the
identity Z0(1/t) = −t8Z0(t) which implies a symmetry between the fields and antifields.
In this paper, we shall perform a similar analysis for the non-zero modes of λα, as well
as the modes of its conjugate momentum ωα. The partition function for the lowest non-
zero mode was already computed in [5], and we shall extend this computation up to the
first five non-zero modes. The computation will be performed in two ways, firstly using
the ghost-for-ghost method and secondly using the fixed-point method. After including
the contribution from the matter variables (xµ, θα, pα), we will show that the complete
partition function correctly describes the first five massive levels of the open superstring
spectrum.
In computing the partition function for the non-zero modes of λα and ωα, we will
discover a surprise. Because the constraint λγµλ = 0 generates the gauge transformation
δΛωα = Λ
µ(γµλ)α for the conjugate momentum, one naively expects that the Hilbert
space is described by polynomials of λα and ωα (and their worldsheet derivatives) which
are invariant under this gauge transformation. However, in addition to these ordinary
gauge invariant states, we will discover that field-antifield symmetry implies that there
are additional states starting at the second mass level which contribute to the partition
function with a minus sign. These additional states should therefore be interpreted as
fermions, which is surprising since λα and ωα are bosonic variables.
We will argue that these extra fermionic states are related to the b ghost in the pure
spinor formalism, and come from functions which are not globally defined on the space of
the pure spinors. As discussed in [6], the constrained pure spinor ghosts can be treated as
a βγ system where one solves the pure spinor constraint locally in terms of unconstrained
worldsheet variables (βi, γ
i) for i = 1 to 11. This solution in terms of unconstrained
variables is well-defined only when a certain component of λα is non-vanishing. One
can therefore patch together different solutions where the different patches correspond to
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regions in the space of pure spinors where different components of λα are assumed to be
non-zero.
The gauge invariant polynomials are globally defined on all patches, however, one
can also consider functions which are only well-defined on the overlap of two patches,
on the overlap of three patches, etc. When the function is defined on the overlap of N
patches, it is natural to identify the state with a fermion/boson if N is even/odd. This
can be understood if one converts from the patching language of Cˇech cohomology to the
differential form language of Dolbeault cohomology. Using Dolbeault language, functions
defined on the overlap of N patches are associated with (N − 1)-forms which have the
standard fermionic/bosonic statistics for differential forms when N − 1 is odd/even.
The extra fermionic states which start to appear at the second mass level will all be
identified in Dolbeault language with differential three-forms, and are therefore fermionic.
Furthermore, it will be argued that all these states are related to a certain term in the
composite operator for the b ghost.
In the pure spinor formalism, the b ghost satisfying {Q, b} = T is a composite operator
constructed from both the matter variables (xµ, θα, pα) and ghost variables (λ
α, ωα). This
composite operator cannot be globally defined on all patches, and in Dolbeault language,
is described by the sum of a zero-form, one-form, two-form and three-form. The three-form
in the b ghost is independent of the matter variables (xµ, θα, pα), and will be identified
with a fermionic scalar in the pure spinor partition function at the second mass level. At
higher mass levels, the extra fermionic states in the pure spinor partition function can be
similarly identified with products of this fermionic three-form with polynomials of λα and
ωα (and their worldsheet derivatives).
In hindsight, the appearance of the b ghost in the (λα, ωα) partition function is not
surprising since any covariant description of massive states is expected to include auxiliary
spacetime fields whose vertex operator involves the b ghost. Nevertheless, the manner in
which the b ghost appears in a partition function for bosonic worldsheet variables is quite
remarkable and suggests that many important features of the b ghost can be learned by
studying the pure spinor partition function.
The plan of this paper is as follows: We begin in section 2 by reviewing the basics of the
pure spinor formalism. Due to the non-linear nature of the pure spinor constraint, there
is a subtlety in defining the pure spinor Hilbert space. We shall recall two appropriate
languages—the Cˇech description and its Dolbeault (or non-minimal) cousin—that can be
used to address this subtlety, and also introduce Chesterman’s BRST method with an
infinite tower of ghosts-for-ghosts [7]. Following our discussion of the toy models in [8],
we then indicate how these descriptions are related. This will serve as an introduction to
the picture we are going to establish.
In section 3, the partition function of gauge invariant polynomials are computed by
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explicitly constructing them at lower levels. We point out that the space of gauge invari-
ants is insufficient if one requires field-antifield symmetry; in particular, a fermionic state
is found to be missing at level 2, which later will be identified as a term in the composite
b ghost.
Section 4 is devoted to the computation of the partition function including the missing
states found in section 3. (The results are listed in appendix B.) We use two methods
for the computation, each with its advantages and disadvantages. The first method uti-
lizes Chesterman’s BRST description of the pure spinor system [7] involving ghosts-for-
ghosts. A nice feature of this method is that two important symmetries—field-antifield
and “∗-conjugation” symmetries—are (formally) manifest. However, since this description
requires an infinite tower of ghosts-for-ghosts, the expression for the partition function
is not rigorously defined. Nevertheless, we show that there is an unambiguous way to
compute the partition function level by level respecting the two symmetries. The sec-
ond method uses a fixed point formula which generalizes the zero mode result of [4].
The formula includes the spin dependence of the states, and the computation is fairly
straightforward. However, it misses some finite number of states that must be recovered
by imposing the two symmetries.
We then explain in section 5 how the field-antifield and ∗-conjugation symmetries can
be understood from the structure of pure spinor cohomologies.
In section 6 we relate the partition function and the superstring spectrum. After in-
cluding the contribution from the matter variables, we show that a simple twisting of the
charges gives rise to the partition function of lightcone fields and their antifields. Fur-
thermore, we show up to the fifth massive level that the partition function thus obtained
reproduces the usual lightcone superstring spectrum (without the on-shell condition).
We conclude in section 7 and indicate some possible applications of our findings.
Several appendices are included for convenience. Some group theoretical formulas are
collected in appendix A, and a list of partition functions can be found in appendix B
Finally in appendix C we present some details of the reducibility analysis of the pure
spinor constraint.
2 A brief review of the pure spinor formalism
Let us begin by reviewing certain aspects of the pure spinor formalism and indicating
the results we are going to establish in the present paper. This is not intended to be
a complete overview of the formalism, as we only cover issues which are relevant to the
partition function computation. On the other hand, we will also include a summary of
our results obtained from the analysis of simple toy models with quadratic constraints [8].
The essential features of these simpler toy models are very similar to those of the more
complicated pure spinor model.
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2.1 Basics and a subtlety
The worldsheet variables of the pure spinor formalism consist of the following three sectors:
xµ, (pα, θ
α), (ωα, λ
α), (µ = 0, . . . , 9, α = 1, . . . , 16) . (2.1)
(We restrict ourselves to the left-moving sector of closed strings, or the open string.) The
first two sectors are the Green-Schwarz-Siegel variables describing the string propagation
in ten-dimensional superspace, and they satisfy the usual free field operator product
expansions [9]:
xµ(z)xν(w) = −ηµν log(z − w) , pα(z)θβ(w) = δα
β
z − w . (2.2)
In addition to these “matter” sectors, there is a bosonic “ghost” sector consisting of the
pure spinor variable λα subject to quadratic constraints [10]
λαγµαβλ
β = 0 (µ = 0, . . . , 9) , (2.3)
and its conjugate ωα.
Physical states are defined by the cohomology of the “physical BRST operator”2
Q =
∫
λαdα ,
where dα = pα + (γ
µθ)α∂x
µ − 1
2
(γµθ)α(θγµ∂θ) .
(2.4)
Q can be checked to be nilpotent using the free field operator products (2.2) and the
pure spinor constraint (2.3). The massless vertex operator, for example, can be written
in a manifestly super-Poincare´ invariant manner by coupling a spinor superfield to a pure
spinor as
U = λαAα(x, θ) . (2.5)
Expanding in powers of θ, one finds the (zero-momentum) vertex operators for the photon
and photino to be (λγµθ) and (λγµθ)(γµθ)α. A similar construction has been done for
states at the first massive level [13], and by now there are various arguments that the
cohomology of Q reproduces the full superstring spectrum in a covariant manner.
However, there is an important subtlety that has to be explained. Namely, we have
not yet specified the Hilbert space in which the cohomology of Q is computed. Classically,
2There are some arguments how this BRST operator arises from gauge fixing a fermionic local sym-
metry of a Green-Schwarz-like classical action, but in this paper we will not worry about the “origin” of
pure spinors. Readers interested in this issue are referred to [11][12].
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because of the constraint (2.3), the conjugate ωα must appear in combinations invariant
under the “gauge transformation” generated by the constraint λγµλ = 0:
δΛωα = Λ
µ(γµλ)α . (2.6)
Examples of such gauge invariants are the λ-charge3 current J , the Lorentz current Nµν ,
and the energy-momentum tensor T . Their classical expressions are given by
J = −ωλ , Nµν = −1
2
ωγµνλ , T = −ω∂λ . (2.7)
Quantum mechanically, however, since ω and λ are not free fields, it is not obvious how to
define these composite operators. One way is to parameterize λ (and ω) by genuine free
fields. Using the decomposition U(5) ⊂ SO(10), the pure spinor constraint (2.3) implies
the 5 conditions
λa =
1
8
(λ+)
−1ǫabcdeλbcλde (2.8)
where λα decomposes under U(5) as
λ = (λ+, λab, λ
a) = (1, 10, 5) . (2.9)
So (ω, λ) can be parameterized by 11 free βγ pairs which describe (λ+, λab) and their
conjugate momenta.
However, one now runs into a subtlety concerning inverse powers of λ+ in the definition
of λa in (2.8). Recall that inverse powers of λ are also required to construct the composite
“reparameterization b-ghost” that satisfies [14, 2]
{Q, b} = T . (2.10)
Once inverse powers of λ are allowed, it naively appears that the cohomology of Q becomes
trivial due to the relation
{Q, λ−1+ θ+} = 1 . (2.11)
Of course, the expression λ−1+ θ+ is not globally well-defined onX10, but so is the composite
b-ghost. Thus, one has to clarify which type of poles in λ are allowed and which are not,
what global properties the allowed expressions should have and so on. One of our aims in
the present paper is to clarify this issue by applying the general framework of curved βγ
systems [15, 17, 6] to pure spinors. (For the mathematically better developed theory of
βγ-systems on superspaces of the form ΠTX or ΠT ∗X , see e.g. [18, 19]; for the treatment
of instanton effects, see [20].)
3Although the charge measured by J0 is often called the “ghost number”, we shall call it the “λ-charge”
to avoid confusion with another ghost number which will be introduced later.
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2.2 Pure spinor sector as a curved βγ system
A standard way to construct a general curved βγ system on a complex manifold X is
to employ a Cˇech description of X . Namely, one starts with a set of free conformal
field theories taking values in the coordinate patches {UA} of X , and tries to glue them
together [15, 17, 6]. The field content of each conformal field theory is described by
the (holomorphic) coordinates of a patch ua and its conjugate va satisfying the free field
operator product expansion
ua(z)vb(w) =
δab
z − w . (2.12)
Unlike conventional sigma models on complex manifolds, one need not introduce anti-
holomorphic coordinates.
Not all manifolds X , however, lead to a consistent worldsheet theory. A basic re-
quirement is that one must be able to consistently glue the operator products (2.12) on
overlaps. Gluing on double overlaps UA ∩ UB can always be done (though they are not
quite unique), but the gluing on UA ∩ UB, UA ∩ UC and UB ∩ UC must be consistent on
the triple overlap UA ∩UB ∩UC (cocycle condition). In order that there is no topological
obstruction for this, the first Pontryagin class p1(X) must be vanishing. Analogous ob-
structions can be present for the global existence of worldsheet currents that generate the
symmetries of X (“equivariant version” of p1(X)). Also, to be able to define the energy-
momentum tensor T globally (i.e. to have a conformal field theory), X must possess a
nowhere vanishing holomorphic top-form and hence the first Chern class c1(X) must also
be vanishing.
In the case of pure spinors all these obstructions turn out to be absent [6]. The target
space is basically the space of SO(10) pure spinors, with the origin removed:
X10 = {λα | λαγµαβλβ = 0 , λ 6= 0} , (2.13)
which is a complex cone over a compact projective space X10. It is well known that X10
is the homogeneous space
X10 = SO(10)/U(5) , (2.14)
and has ten (complex) dimensions. The origin λ = 0 is removed from the space of all
solutions to the equations λγµλ = 0 in order to meet the general criteria above, p1 = c1 = 0
etc. That is, X10 is regarded as a C
∗-bundle over the base X10 (thus we are dealing with
the βγ-system which is not covered by the general analysis of [21]). With this removal
of the origin understood, X10 can be covered by 16 patches {UA} (A = 1, . . . , 16) where
in each patch at least one component of λ (which we denote λA) is non-vanishing. Very
explicit formulas for the gluing of operator products, symmetry currents J and Nµν , and
the energy-momentum tensor T can be found in [6].
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Given a space X on which the curved βγ system can be consistently defined, the space
of observables, or simply the Hilbert space of the model, is defined as the cohomology
of the difference operator δˇ, also known as Cˇech operator. Let us recall that a Cˇech
n-cochain ψ = (ψA0A1···An) refers to the data assigned to every nth overlaps, UA0A1···An =
UA0 ∩ · · · ∩ UAn , and δˇ sends an n-cochain to an (n+ 1)-cochain:
(δˇψ)A0···An+1 =
n∑
i=0
(−1)iψA0···Aˇi···An+1 . (2.15)
The nth Cˇech cohomologyHn(δˇ) is defined as the space of δˇ-closed n-cochains (n-cocycles)
modulo δˇ-exact elements (n-coboundaries). In particular, the zeroth cohomology H0(δˇ)
is simply the space of “gauge invariant” operators defined globally on X . But experience
with models with a simple quadratic constraint of the form λiλi = 0 suggests that higher
cohomologies are important as well [8].
With respect to the higher cohomologies, there are several lessons to be learned from
the analysis in [8]. First, for the models considered in [8], only the zeroth cohomology
H0(δˇ) and the first cohomology H1(δˇ) were non-empty. Second, there was a one-to-
one mapping between H0(δˇ) and H1(δˇ). Finally H1(δˇ) was essential for having “field-
antifield symmetry” after coupling the system to the fermions (pi, θ
i). (In the pure spinor
formalism, “field-antifield symmetry” literally refers to the symmetry between spacetime
fields and antifields, and is essential for the consistent definition of scattering amplitudes.)
Somewhat surprisingly, the situation is almost identical for the pure spinor system,
except that H1(δˇ) is replaced by the third cohomology H3(δˇ). More precisely, only the
zeroth cohomology and the third cohomology will contribute to the partition function, and
there will be a conjectured one-to-one mapping between states in H0(δˇ) and in H3(δˇ). In
the pure spinor formalism, an additional reason whyH3(δˇ) is important is that a nontrivial
element in H3(δˇ) is essential for the construction of the composite reparameterization b-
ghost.
2.3 Dolbeault or non-minimal description
The description of the curved βγ system in the previous subsection was done using the
Cˇech language by patching together a collection of free conformal field theories [18]. There
is a closely related formulation which uses the Dolbeault language. The two are related in
the same manner as the standard Cˇech and Dolbeault cohomologies of a complex manifold
are related. In the Cˇech description, only the holomorphic local coordinates ua of X were
used, but the Dolbeault description utilizes the antiholomorphic variable ua as well. This
allows the construction of a partition of unity on X and, by considering the cohomology of
an extension of the Dolbeault operator ∂X , one can deal exclusively with globally defined
objects [19, 17, 6].
11
In the pure spinor formalism, the so-called non-minimal formulation corresponds to
this Dolbeault formulation [2][3]. There, one introduces another set of pure spinor vari-
ables λα and its (target space) differential rα = dλα which are constrained to satisfy
λαγ
µαβλβ = 0 , λαγ
µαβrβ = 0 . (2.16)
The conjugate momenta for the non-minimal fields are denoted by ωα and sα, and they
must appear in combinations which are invariant under the non-minimal gauge transfor-
mations
δΛω
α = Λ
µ
(γµλ)
α , δΨω
α = Ψµ(γµr)
α ,
δΨs
α = Ψµ(γµλ)
α ,
(2.17)
with Λµ and Ψµ being bosonic and fermionic gauge parameters.
The Dolbeault operator ∂X can be defined as a natural extension of the Dolbeault
differential in complex geometry:
∂X = −rαωα ∼ dλα ∂
∂λα
. (2.18)
Note that ∂X is gauge invariant under (2.17). If one wishes to be more rigorous, the
expression for ∂X should be understood in terms of its local expressions that are consis-
tently glued. Also, note that only the zero-modes for the non-minimal sector are relevant
for the ∂X-cohomology due to the relation
∂X(s∂λ) = ω∂λ + s∂r = −Tnon-min . (2.19)
Whenever there is a ∂X-closed operator F with positive weight h carried by the non-
minimal sector, it can be written as ∂X of itself multiplied by the zero-mode of s∂λ:
−1
h
∂X
(
(s∂λ)0F
)
= F . (2.20)
The minimal (Cˇech) and non-minimal (Dolbeault) formulations can be related by
imitating the argument that establishes the usual Cˇech-Dolbeault isomorphism. That is,
the cohomologies of δˇ and ∂X are related using the partition of unity {ρA} “subordinate
to” the coordinate patches {UA}:
ρA =
λAλ
A
λλ
→
∑
A
ρA = 1 and ρA = 0 outside UA ,
dρA = ∂X(ρA) =
(λλ)rAλ
A − (λr)λAλA
(λλ)2
.
(2.21)
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(Here and hereafter, Einstein summation convention does not apply for the index A;
when needed, we will always write the summation over A explicitly.) A Cˇech n-cochain
ψˇ = (ψA0···An) is described in the Dolbeault language by an n-form
ψ¯ =
1
(n+ 1)!
∑
A0,··· , An
ψA0···AnρA0dρA1 ∧ · · · ∧ dρAn . (2.22)
Since ψˇ is holomorphic (i.e. ∂Xψ
A0···An = 0), the usual argument relating the Cˇech
and Dolbeault cohomologies can be applied (provided one uses a good cover so that ∂X -
cohomology is locally trivial).
2.4 Cohomology of the pure spinor superstring
In order to include the contribution of states that are not globally defined on the space of
pure spinors, the physical BRST operator Q =
∫
λαdα of (2.4) should be modified either
to
Qˇ = Q+ δˇ or Q = Q+ ∂X (2.23)
where δˇ and ∂X are defined in (2.15) and (2.18).
The space on which Q+ δ (where δ is either δˇ or ∂X) acts naturally has two gradings,
one for δ (which will be called ghost number) and another for Q (which will be called
λ-charge). The cohomology is thus graded by the sum of these two charges,
 
k=m+n+1
// Fm,n δ //
Q

Fm,n+1 //
Q

// Fm,n+1 δ //

Fm+1,n+1 //

where a cohomology element with degree k takes the form
ψ =
∑
m+n=k
ψm,n ,
ψm,n ∈ Fm,n = Hm,nps ⊗Hx,p,θ (ghost number m, λ-charge n) .
(2.24)
The ghost number corresponds to the chain degree in Cˇech language and to the form degree
(measured by Jrs = −rs) in Dolbeault language. For both cases, the λ-charge is measured
by Jωλ = −ωλ. Hence, the summand ψm,n in each descriptions are schematically,
Cˇech : ψm,n = (ψ
A0···Am
n ) , Dolbeault : ψm,n = (r)
mψn . (2.25)
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An important point is that a cohomology element in general consists of several pieces with
different δ-degrees. Nevertheless, as we shall argue momentarily, the cohomology of δ (i.e.
Cˇech or Dolbeault cohomologies) plays a central role in studying (Q + δ)-cohomology,
and we shall spend considerable time computing those cohomologies in the forthcoming
sections.
The conditions for an operator ψ to be in the (Q+ δ)-cohomology is as follows. For ψ
to be (Q+ δ)-closed, it must satisfy the master equation
(Q+ δ)ψ = 0 ⇔

Qψp,k−p = 0 ,
Qψp+1,k−1 + δψp,k−p = 0 ,
...
Qψq,k−q + δψq−1,k−1 = 0 ,
δψq,k−q = 0 ,
(2.26)
for some (p, q), or, more pictorially,
ψp,k−p
Q


 

δ
??
?
?
??
?
+ ψp+1,k−1
Q


 

δ
??
?
?
??
?
+ · · · + ψq,k−q
Q


 

δ
??
?
?
??
?
0 0 0 0 0
In particular, the “head” element ψp,k−p is Q-closed and the “tail” element ψq,k−q is δ-
closed. For ψ to represent a non-trivial cohomology it must not be (Q + δ)-exact. Then,
since Q and δ commute, one can without loss of generality assume that the head ψp,k−p is
Q-non-exact and the tail ψq,k−q is δ-non-exact. Since δ does not act on the physical sector
(x, p, θ), the latter implies that the tail is an element of the δ-cohomology (multiplied by
some function of (x, p, θ)).
So when studying the (Q+δ)-cohomology, one can simply restrict the tail element to be
in the δ-cohomology. More specifically, when analyzing an exactness relation ψ = (Q+δ)φ,
it can be assumed that φ has a δ-closed tail which is “longer” than ψ:
φp,k−p−1
Q
tt
tt
zzttt
tt
··· φq−1,k−q
δ
JJ
JJ
%%J
JJ
J
φq,k−q−1
Qt
tt
t
yyttt
t
φq′,k−q′−1···
δ // 0
ψp,k−q ··· ψq,k−q
δ
// 0
When ψ is in (Q + δ)-cohomology, it can happen that both the head and tail of ψ
carry ghost number 0. In this case, ψ is in the cohomology of Q computed in the space
of globally defined operators, or simply:
δψ = Qψ = 0 . (2.27)
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For example, the super-Maxwell vertex operator λαAα(x, θ) is of this type. However, the
(Q + δ)-cohomology can also be affected by the higher cohomologies of δ. An important
example of this phenomenon is the relation between the energy momentum tensor T and
the b-ghost in the pure spinor formalism. In this case, b is an object with its tail in the
third cohomology H3(δ) and satisfies (Q+ δ)b = T :
b0
Q


δ
>
>
>
b1
Q
 
    
δ
>
>
>
b2
Q
 
    
δ
>
>
>
b3
Q
 
    
δ
>
>
>
T 0 0 0 0
Non-triviality of the cohomology In the above example involving the b ghost, it is
crucial that b3 is a nontrivial element in the δ-cohomology. In fact, we shall argue later
that δ-cohomology is non-empty only at ghost numbers 0 and 3, i.e. Hn(δ) = 0 when
n 6= 0, 3.
As described earlier, we do not wish to have the “inverse” of (Q + δ) in the Hilbert
space since such an operator would trivialize the (Q + δ) cohomology. The troublesome
operator satisfying {Q+ δ, ξ} = 1 is
ξ =
( θA
λA
)
+
( θA1θA2
λA1λA2
)
+ · · ·+
( θA1 · · · θA16
λA1 · · ·λA16
)
∼ θ+
λ+
, (2.28)
in the minimal formalism, and is
ξ =
λθ
λλ+ rθ
, (2.29)
in the non-minimal formalism. As described in [2][3], this operator can be excluded by
restricting the order of divergence in (λλ)−n (or more precisely the ghost number n) to
be less than n = 11, which is also needed for defining the path integral over λ and λ zero-
modes as (λλ)→ 0. One possible problem with this restriction is that, since the b-ghost
diverges as fast as (λλ)−3, one needs to introduce a regularization in computing higher
loop amplitudes that require more than 3 b’s. A regularization procedure was explained
in [3], but it was complicated to use in explicit calculations.
As mentioned above, the δ-cohomology will be argued to be empty except for ghost
numbers 0 and 3. This implies that the worrisome divergence coming from fusing multiple
b’s are in fact BRST trivial and can be simply discarded, provided there is no divergence
arising at the boundary of the moduli space. In other words, the trivial cohomology of
Hn(δ) for n > 3 allows one to consistently remove operators which diverge faster than
(λλ)−3.
We will begin our analysis of the cohomology of δ in section 3. But before entering
into the details, let us explain another method for computing the δ-cohomology and
its relation with the Cˇech/Dolbeault cohomologies described earlier. This alternative
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method utilizes Chesterman’s ghosts-for-ghosts introduced in his BRST approach to the
pure spinor constraint [7].
2.5 Ghost-for-ghost versus Cˇech/Dolbeault descriptions
For a curved βγ system defined by homogeneous constraints GI(λ) = 0 (I = 1, . . . , N),
an alternative to the Cˇech/Dolbeault formulation would be to apply the BRST formalism
to describe the constraint. Analysis of simple models [8] suggests that classically both
descriptions lead to the same Hilbert space (phase space) including the operators in higher
cohomologies. (See [22, 23] for a comparison of ordinary gauge invariant operators.) Al-
though the two descriptions differ in general quantum mechanically, our partition function
Tr[(−1)F · · · ] is insensitive to the discrepancy.
In the BRST framework, ghost pairs (bI , c
I) (and ghosts-for-ghosts if necessary) are
introduced to impose the constraint indirectly, and the Hilbert space is defined as the
cohomology of the BRST operator
D =
∫
bIG
I . (2.30)
The ghost numbers are assigned g(bI , c
I ;ω, λ) = (1,−1; 0, 0) so that g(D) = 1 and the
cohomology Hn(D) is graded accordingly.
A very nice feature of this ghost description of the constraints is that one can describe
the system entirely in terms of free fields. However, a difficulty arises when applying it
to the pure spinor system since the constraints are infinitely reducible.
A set of constraints is called reducible if not all the constraints are independent, i.e. if
there exist non-trivial relations among them. Depending on how one chooses to represent
the reducibility relations, there can be relations-for-relations. (This often happens if one
wishes to keep the symmetries of the system manifest.) For the pure spinor system, the
constraint is infinitely reducible meaning there is an infinite chain of relations-for-relations.
Thus, infinite generations of ghosts have to be introduced and the BRST operatorD (2.30)
will have an infinite number of terms. It can be cumbersome in practice but a systematic
procedure for handling reducible constraints is known, and in fact, the ghost-for-ghost
method is quite useful for computing the full partition function of pure spinors.
Note that, when applied to the pure spinor case, the operator D is used to implement
the pure spinor constraint via its cohomology, and is unrelated to the physical BRST
operator Q =
∫
λαdα. However, D can be combined with Q to define a single nilpotent
operator of the form Qˆ = D + Q + · · · , where the ellipses can be fixed by requiring
nilpotency and are essentially unique. Then, the so-called “cohomological perturbation
theory” (formally) assures that the constrained cohomology of Q (D = 0) is equivalent
to the unconstrained cohomology of Qˆ [24]. We will call this auxiliary BRST operator
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D in the ghost-for-ghost method as “mini-BRST operator”, and sometimes refer to its
cohomology as “mini-BRST cohomology”.
The mini-BRST operator D was first introduced by Chesterman in an attempt to
construct the ghost-extended physical BRST operator Qˆ = D + Q + · · · .4 The idea
of having a single physical BRST operator acting on a totally unconstrained space is
attractive. But as D already contains infinite number of terms, actual construction of
Qˆ is not feasible. Thus, although we study the cohomology of the mini-BRST operator
D, we will not attempt to study the cohomology of the ghost-extended physical BRST
operator Qˆ directly (except in the last section 6 where we make use of an SO(8) version
of Qˆ to derive the lightcone spectrum).
One of our main goals is to establish a classical equivalence between the ghost-for-
ghost and Cˇech-Dolbeault descriptions. Although some portions are left conjectural, we
claim that the equivalence can be established using exactly the same arguments that were
presented for the simpler toy models [8]. That is, the cohomologies in question can be
related by defining a “non-minimal” version of Chesterman’s mini-BRST operator
D = D + ∂X (2.31)
whereD is the usual mini-BRST operator of the ghost-for-ghost method, and ∂X = −rαωα
is the Dolbeault operator constructed from non-minimal variables.
At first sight, it seems that the non-minimal variables added here should be uncon-
strained to ensure the cohomology to be kept intact. We however note that whether λα
satisfies λγµλ = 0 or not is irrelevant as long as the cohomology is concerned. In both
cases, the non-minimal momenta ωα and sα cannot contribute to the cohomology, so one
can switch between the two viewpoints by simply forgetting/imposing the non-minimal
constraint.
In section 5, it will be argued that the following four cohomologies are classically
equivalent:
1. Minimal mini-BRST (ghost-for-ghost): cohomology of D
2. Non-minimal mini-BRST (ghost-for-ghost): cohomology of D + ∂X
3. Dolbeault cohomology ∂X (of gauge invariant operators)
4. Cˇech cohomology of δˇ (of gauge invariant operators).
4The idea of working with unconstrained λα variables covariantly was originally developed by Grassi,
Policastro, Porrati and van Nieuwenhuizen in [25, 26] but with a truncation on the mini-BRST operator
D. Unfortunately, due to the truncation, it appeared difficult to assure that Qˆ reproduces the superstring
spectrum. References [27] and [28] discusses the use of SO(8) and U(5) version of the mini-BRST operator,
respectively.
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Let us clarify the meaning of “gauge invariance” in this picture. Suppose we momentarily
forget the non-zero modes and think about a point particle moving in the space of pure
spinors X10. When one speaks of the gauge transformation δΛωα = (/Λλ)α, it is implicitly
assumed that the phase space T ∗X10 is embedded in a Euclidean space T
∗C16. Then, the
gauge transformation generates a motion vertical to T ∗X10, and the gauge invariance of an
object simply means that it is living inside T ∗X10. Now, in the curved βγ language of the
Cˇech/Dolbeault description, T ∗X10 is treated intrinsically and everything is manifestly
gauge invariant. So there is really no way to construct a “gauge non-invariant object” by
using the local coordinates on the cotangent space.
However, in the ghost-for-ghost description, (ω, λ) are promoted to genuine uncon-
strained free fields so that X10 is naturally embedded in the flat space C
16. It is then
sometimes convenient to use (ω, λ) instead of their local parameterization to denote the
operators. But since not all expressions that can be written with (ω, λ) are in T ∗X10,
one needs to know when this notation makes sense. The notion of gauge invariance does
just this. Note that, at least classically, gauge invariant operators such as J = −ωλ and
Nµν = −(1/2)(ωγµνλ) can be always translated to the intrinsic curved βγ language.
To relate the four cohomologies listed above, one can follow the steps (a)− (d) in the
diagram:
minimal mini-BRSTOO
(a)

CˇechOO
(d)

non-minimal mini-BRST o
(c)
(c′)
/
FF
(b)
XX Dolbeault
(a) Adding/removing (unconstrained) non-minimal quartet under ∂X = −rω
(b) Different choice of cohomology representatives
(c) Embedding to “extrinsic” space of free fields
(c′) Restriction to “intrinsic” (or gauge invariant) operators on X10
(d) Standard Cˇech-Dolbeault mapping (partition of unity)
We will come back to the explanation of this diagram in section 5, but in short, steps (a)
and (c) can be used to embed the minimal mini-BRST and Dolbeault cohomologies in the
non-minimal mini-BRST cohomology, and both are then simply different choices of the
cohomology representatives (step (b)). The biggest conceptual step is step (c), where a
connection between free fields (ghost-for-ghost) and constrained fields (Cˇech/Dolbeault)
has to be made. For the pure spinor model, an added technical difficulty arises due to
the infinite number of ghosts on the ghost-for-ghost side. Nevertheless, one can at least
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formally state the mapping between the two regimes, and establish the equivalence of the
cohomologies at each ghost number (i.e. not just in the ghost number 0 sector) [8]:
Hn(D) = Hn(δ) (δ = δˇ or ∂X) . (2.32)
Moreover, as mentioned above, we shall argue that only H0 and H3 are non-empty, and
that there is a one-to-one mapping between the two.
One of the basic tools for studying cohomologies is to compute their partition function
(or character). In particular, this is convenient for exposing some discrete symmetries such
as the mapping between H0 and H3. So we will spend the next several sections computing
the partition functions of various cohomologies. Eventually, we shall argue that only H0
and H3 are non-empty and that they together form a space that precisely reproduces the
correct superstring spectrum.
3 Naive partition function of pure spinors and miss-
ing states
In the last subsection, we explained various cohomologies that might be used to describe
the operators of the pure spinor sector. Eventually, it will be argued that they are clas-
sically all equivalent. In particular, all have structures that can be summarized by two
discrete symmetries of their partition functions, the “field-antifield symmetry” and the
“∗-conjugation symmetry”. The former is essential for being able to define the spacetime
amplitudes, and the latter is responsible for the symmetry between gauge invariant opera-
tors (i.e. of the zeroth cohomology H0) and the operators that are not globally defined on
the pure spinor space (which turn out to live only in the third cohomology H3). Also, it
is only when the contribution from the latter is taken into account that the total Hilbert
space exhibits the field-antifield symmetry.
To explain what we have just stated, we here compute the partition function of the
globally defined gauge invariant operators by explicitly constructing them at lower Vi-
rasoro levels. It turns out that, starting from level 2, the space H0 by itself lacks some
operators for having the field-antifield symmetry. The missing states turn out to be
fermionic and hence are naturally described by higher cohomologies of odd degrees.
3.1 Preliminaries
3.1.1 Definition of the partition function
The characters of the states we wish to keep track of are their statistics, weights (Virasoro
levels), t-charge (measured by Jt = −ωλ− pθ) and the Lorentz spin. The Lorentz spin of
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a state can be labeled by five integers which we denote by
µ = (a1a2a3a4a5) Dynkin basis ,
=
1
2
[µ1µ2µ3µ4µ5] “five sign” basis .
(3.1)
Introducing formal variables (q, t, ~σ) for each quantum numbers, we define the partition
function (character) as
Z(q, t, ~σ) = Tr(−1)F qL0tJ0eµ·σ
=
∑
h≥0
Zh(t, ~σ)q
h . (3.2)
The trace is taken over the various cohomologies explained above, and we will show that
all lead to the same result. Characters of the basic operators ω and λ are
h(ω, λ) = (1, 0) , t(ω, λ) = (−1, 1) ,
µ(ω) = e(00010) = e
1
2
(±σ1±σ2±σ3±σ4±σ5) (odd # of −’s) ,
µ(λ) = e(00001) = e
1
2
(±σ1±σ2±σ3±σ4±σ5) (even # of −’s) .
(3.3)
The relation between the Dynkin basis and the “five sign basis” can be found in ap-
pendix A.1.
Sometimes, it is convenient to ignore the spin characters and concentrate on the di-
mensions of the Hilbert space
Z(q, t) = Tr(−1)F qL0tJ0
=
∑
h≥0
Zh(t)q
h
=
∑
h≥0,n
Nh,nq
htn .
(3.4)
One might wish to keep track of the ghost number (or g-charge), but the computation of
Z(q, t) is considerably easier than the computation of Z(q, t, g) as we explain shortly.
A list of partition functions at lower levels can be found in appendix B.
3.1.2 Cohomology via partition function
In section 6, we will relate the partition function of pure spinors to that of the cohomology
of the physical BRST operator Q =
∫
λαdα. Let us explain the basic idea behind this,
which is also useful for the computation of the partition function itself.
Let O be a fermionic nilpotent operator that commutes with L0, J0 and the Lorentz
charge, let H be the cohomology of O, and let F be the Hilbert space in which the
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cohomology of O is computed. Then it can be shown that the traces over H and F
coincide:
TrH(−1)F qL0tJ0eµ·σ = TrF(−1)F qL0tJ0eµ·σ . (3.5)
To show this, first split H and F to even and odd parts:
H = He ⊕Ho , F = Fe ⊕ Fo . (3.6)
(In our case, fermion numbers will be carried by θ’s and the fermionic BRST ghosts.)
Then, since
Fe = Ze + Fe/Ze = (He + Be) + Bo ,
(Z = KerO , B = ImO) , (3.7)
and similar for e↔ o, the trace over Be and Bo do not contribute to the right-hand side
of (3.5) due to the factor (−1)F .
All the cohomology operators δˇ, ∂X , and D satisfy the criterion we stated for general
O. Thus, although we defined the partition function as the trace over the cohomology
in the previous subsection, it could have been the trace over the space in which the
cohomology is computed. Below, we use the formula (3.5) freely when computing the
partition functions.
We will also use the formula (3.5) in section 6 when we relate the partition function
of pure spinors to the cohomology of the physical BRST operator Q =
∫
λαdα. Although
Q does not commute with J0, we will argue that one can twist the t-charge using the
Lorentz current so that the twisted charge 0 piece of Q has the same cohomology as Q
(except for the on-shell condition L0 = 0). Then the cohomology of Q can be read off
from the twisted partition function. It will be shown in section 6 that the cohomology
thus obtained precisely reproduces the lightcone spectrum of the superstring.
Finally, note that our partition function remains the same for the classical and quan-
tum cohomologies. Although some classical cohomology elements may not be in the
quantum cohomology, such elements will drop out in the form of doublets, f
O→ g. Hence,
due to the factor of (−1)F , they do not affect the partition function. (For the Cˇech
operator δˇ, the fermion number operator F counts the order of cochains.)
3.2 Counting of gauge invariant polynomials and the missing
states
Now, let us actually construct the elements of H0 at lower Virasoro levels. The states
we construct are polynomials of ω, λ and their derivatives, and are invariant under the
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“gauge transformation”
δΛωα = Λ
µ(γµλ)α . (3.8)
In the language of curved βγ theory these correspond to globally defined operators. Ba-
sic invariants with a single ω are the λ-charge5 and Lorentz currents, and the energy-
momentum tensor for the pure spinor sector
J = −ωλ , Nµν = −1
2
ωγµνλ , T = −ω∂λ . (3.9)
Of course, arbitrary products of these operators are again gauge invariant. Starting from
level 2, there will be certain gauge invariant polynomials with negative λ-charge meaning
that the number of ω’s is strictly larger than that of λ’s. These, however, are perfectly
normal gauge invariant operators and should not be confused with the “missing states”
alluded to at the beginning of this section.
The true missing states, which first appear at level 2, are fermionic and are crucial
for reproducing the massive spectrum of the superstring. The purpose of this section is
to show that the Hilbert space of “naive” gauge invariants lacks field-antifield symmetry
and hence is not the appropriate Hilbert space in the pure spinor formalism. Later,
we shall explain how the missing states fit into the higher degree cohomologies of the
Cˇech/Dolbeault or ghost-for-ghost descriptions.
Descriptions of gauge invariants at levels 0 and 1 can also be found in references [4][5].
3.2.1 Level 0 gauge invariants
At the lowest level, the Hilbert space is spanned by non-vanishing polynomials of λ. Due
to the pure spinor constraint, λ’s can only appear in the “pure spinor representations”
λ((α1λα2 · · ·λαn)) = (0000n)tn , (n ≥ 0) . (3.10)
Here, we also indicated the t-charge of the state, and the symbol ((α1α2 · · ·αn)) signifies
the “spinorial γ-traceless condition”, which means that the expression is zero when any
two indices αiαj are contracted using γ
µ
αiαj
. Since the pure spinor representations have
dimensions
dim(0000n) =
(n+ 7)(n+ 6)(n+ 5)2(n+ 4)2(n+ 3)2(n+ 2)(n+ 1)
7 · 6 · 52 · 42 · 32 · 2 , (3.11)
the level 0 partition function is easily found to be [4]
Z0(t) =
1− 10t2 + 16t3 − 16t5 + 10t6 − t8
(1− t)16 =
(1 + t)(1 + 4t+ t2)
(1− t)11 . (3.12)
5 We call J the λ-charge current to distinguish it from the t-charge current Jt = −ωλ− pθ.
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3.2.2 Field-antifield symmetry
Before proceeding to the next level, let us explain an important symmetry possessed by
the zero-mode partition function. Looking at (3.12), one immediately notices that Z0(t)
has the following symmetry:
Z0(t) = −t−8Z0(1/t) . (3.13)
As we shall explain shortly, this symmetry is related to field-antifield symmetry in the
pure spinor superstring. The symmetry is important for having a non-degenerate inner
product on the physical states and the value −8 is related to the λ-charge anomaly of the
pure spinor system [4].
In order to explain how the field-antifield symmetry is related to the inner product
structure of pure spinor superstring, let us compute the total weight 0 partition function
for the pure spinor superstring, by including the contribution from θα. (The momenta ωα,
pα and ∂x
µ do not affect the weight 0 partition function, and we ignore the zero modes
kµ of ∂xµ as usual.) Assigning t-charge 1 to θα, the partition function for θα is easily
computed and reads
Zθ,0(t) = Trθ(−1)F tJ0 = (1− t)16 . (3.14)
Hence, the total weight 0 partition function is
Z0(t) = Zλ,0(t)Zθ,0(t)
= 1− 10t2 + 16t3 − 16t5 + 10t6 − t8 . (3.15)
Now Z0(t) is nothing but the partition function for the cohomology of Q0 =
∫
λαpα
carrying t-charge zero. For the massless sector, the cohomology of Q0 coincides with
the zero-momentum cohomology of Q =
∫
λαdα. The cohomology representatives can be
explicitly identified as follows:
t0 : 1 ,
−10t2 : (λγµθ) ,
16t3 : (λγµθ)(γµθ)α ,
−16t5 : (λγνθ)(λγρθ)(γνρθ)α ,
10t6 : (λγνθ)(λγρθ)(θγµνρθ) ,
−t8 : (λγµθ)(λγνθ)(λγρθ)(θγµνρθ) .
(3.16)
It is then easy to see that an appropriate inner product (V,W ) can be defined on the
cohomology using the zero-mode prescription
〈(λγµθ)(λγνθ)(λγρθ)(θγµνρθ)〉 = 1 . (3.17)
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Every cohomology element V has its conjugate (antifield) VA such that
(V, VA) = 〈V †VA〉 = 1 , (3.18)
where V † denotes the BPZ conjugate of V [29]. Since λα has t-charge anomaly −8 while
θα has 16, the rule (3.17) precisely saturates the anomaly. It is analogous to the rule for
the bosonic string, 〈c∂c∂2c〉 = 1, and can be derived from functional integration methods
after including an appropriate BRST-invariant measure factor [14].
Below, we shall argue that the partition function of pure spinors has the field-antifield
symmetry (3.13) at each Virasoro level, and therefore all physical states in the pure spinor
superstring appear in field-antifield pairs.
3.2.3 Level 1 gauge invariants
The weight 1 can be saturated either by one ω or one ∂λ, and we wish to count the states
that do not vanish due to the pure spinor constraints
λγµλ = 0 , ∂(λγµλ) = 2λγµ∂λ = 0 . (3.19)
For the states with ω, one must also require invariance under the gauge transformation
δΛωα = Λµ(γ
µλ)α. For the level 1 operators, the latter condition implies that ω must
appear in the form of the gauge invariant currents J and Nµν . Hence, all the possible
states with a single ω are (n ≥ 0)
ωαλ
((αλβ1 · · ·λβn)) = (0000n)tn ,
ωα(γ
µν)αβλ
((βλβ1 · · ·λβn)) = (0100n)tn . (3.20)
The states involving ∂λ are described by (n ≥ 0)
∂λ((αλβ1 · · ·λβn)) = (0000, n+ 1)tn+1 ,
∂λαγµνραβ λ
((βλβ1 · · ·λβn)) = (0010n)tn+2 . (3.21)
Note that while λγµ∂λ = 0 due to the pure spinor constraint, the 3-form λγµνρ∂λ is
non-vanishing.
Adding up all four contributions, one finds [5]
Z1(t) =
46− 144t+ 116t2 + 16t3 − 16t5 − 116t6 + 144t7 − 46t8
(1− t)16 (3.22)
=
2(1 + t)(23 + 20t+ 23t2)
(1− t)11 . (3.23)
This satisfies the same field-antifield symmetry as Z0(t):
Z1(t) = −t−8Z1(1/t) . (3.24)
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3.2.4 Level 2 gauge invariants and a missing state
Explicit constructions of the gauge invariant polynomials at level 2 can be obtained using
similar methods. But at this level we encounter several new features. Most importantly,
we will find that the space of gauge invariant polynomials does not posses the field-
antifield symmetry. This implies the space has to be augmented by some finite number
of terms. As already hinted in section 2.5, these “missing states” correspond to elements
of higher degree cohomologies in Cˇech/Dolbeault and ghost-for-ghost descriptions. (We
shall explain this in detail in section 5.) For now, however, let us focus on the space of
gauge invariant polynomials and enumerate them.
First of all, there are polynomials with two ω’s. One might expect that these ω’s only
appear in the form of Nµν or J , but there in fact is a gauge invariant polynomial with
negative λ-charge
fα = 3Jωα +N
µν(γµνω)α . (3.25)
Appearance of fα is interesting, but we stress that it is a perfectly normal gauge invariant
polynomial and has nothing to do with the “missing states”. Of course, fα multiplied by
some function of λ is again gauge invariant, but this carries non-negative λ-charge and
can be expressed in terms of operators constructed from Nµν and J .
The states with two N ’s, two J ’s, and one N and one J are (n ≥ 0)
N[[µνNρσ]]λ
(n) = (γ[[µνω)α1(γρσ]]ω)α2λ
((α1λα2λβ1 · · ·λβn)) = (0200n)tn ,
N[µνNρσ]λ
(n) = (γ[µνω)α1(γρσ]ω)α2λ
((α1λα2λβ1 · · ·λβn)) = (0001, n+ 1)tn ,
NµνJλ
(n) = (γµνω)α1ωα2λ
((α1λα2λβ1 · · ·λβn)) = (0100n)tn ,
JJλ(n) = ωα1ωα2λ
((α1λα2λβ1 · · ·λβn)) = (0000n)tn .
(3.26)
Here, we left the γ-traceless conditions implicit, and the indices in [[µν, ρσ]] are traceless,
block-symmetric, and antisymmetric within each blocks. In fact, the 4-form piece of
NNλ(n), NJλ(n) and JJλ(n) can be written as (n ≥ 0)
fαλ
(n) = (3ωα0ωα + (γ
µνω)α0(γµνω)α)λ
((α0λβ1 · · ·λβn))
= (00010)⊗ (0000n)tn−1 , (3.27)
so one must be careful not to double count.
As for the polynomials with a single derivative, the following states are independent
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(n ≥ 0):
∂Nµνλ(n) = ∂(ωα0γ
µνα0
α1λ
((α1)λβ1 · · ·λβn)) = (0100n)tn ,
∂Jλ(n) = ∂(ωα1λ
((α1)λβ1 · · ·λβn)) = (0000n)tn ,
Nµν∂λλ(n) =
(
(ωγµν)α1∂λ
((α0λα1λβ1 · · ·λβn)) + (γ-traces))
+ (ωγ[[µν)α0(∂λγ
ρστ ]])α1λ
((α0λα1λβ1 · · ·λβn))
=
(
(0100, n+ 1) + (1001n) + (0000, n+ 1)
)
tn+1 + (0110n)tn+2 ,
J∂λλ(n) = ωα1∂λ
((α0λα1λβ1 · · ·λβn)) + ωα0(∂λγµνρ)α1λ((α0λα1λβ
1 · · ·λβn))
= (0000, n+ 1)tn+1 + (0010n)tn+2 ,
T = ωα∂λ
α = (00000)t0 .
(3.28)
Note that Tλ(n+1) and ωα1∂λ
((α0λα1λβ1 · · ·λβn)) are not independent.
Finally, there are two types of polynomials with two derivatives, ∂2λλ(n) and (∂λ)2λ(n),
and some of them are related by the level 2 pure spinor condition
λγµ∂2λ+ ∂λγµ∂λ = 0 . (3.29)
The independent states are (n ≥ 0)
∂2λαλ((β1 · · ·λβn)) = (00001)⊗ (0000n)tn+1 ,
∂λ((α1∂λα2λβ1 · · ·λβn)) = (0000, n+ 2)tn+2 ,
(∂λγµνρ)β1∂λ
((αλβ1λβ2 · · ·λβn+1)) = (0010, n+ 1)tn+3 ,
(∂λγ[[µνρ)β1(∂λγ
στκ]])β2λ
((β1λβ2 · · ·λβn+2)) = (0020n)tn+4 .
(3.30)
Adding up all the contributions, (3.25), (3.26), (3.28) and (3.30), one finds
Z2,poly(t) =
1
(1− t)16
{
16t−1 + 817− 3840t+ 7794t2 − 10848t3 + 12870t4 − 12032t5
+ 8222t6 − 4896t7 + 2823t8 − 1136t9 + 240t10 − 32t11 + 2t12
}
. (3.31)
The missing state As already mentioned, Z2,poly we just computed does not posses
the field-antifield symmetry. However, one finds that
Z2(t) = Z2,poly(t)− t−4
=
1
(1− t)16
{
−t−4 + 16t−3 − 120t−2 + 576t−1 − 1003 + 528t− 214t2 + 592t3
− 592t5 + 214t6 − 528t7 + 1003t8 − 576t9 + 120t10 − 16t11 + t12
}
(3.32)
26
does have the desired symmetry
Z2(t) = −t−8Z2(1/t) . (3.33)
Therefore, we expect to have an extra fermionic singlet with t-charge −4 at weight 2.
Because it is fermionic, it cannot be a usual gauge invariant state. Indeed, it will be
identified as an element of higher cohomology in all four descriptions, minimal and non-
minimal ghost-for-ghost, Cˇech and Dolbeault.
4 Partition function of pure spinors and its symme-
tries
In this section, we present two independent methods for computing the full partition func-
tion of pure spinors. The first method utilizes Chesterman’s ghost-for-ghost description
of pure spinors [7], while the second method uses a fixed point formula extending the
zero mode result of [4]. Neither method gives the complete partition function in closed
form, but the partition functions can be computed level by level unambiguously once one
imposes the requirements of field-antifield and “∗-conjugation” symmetries.
We present the ghost-for-ghost method first because the two symmetries are (formally)
manifest in this formalism. However, since the ghost-for-ghost description of the pure
spinor requires an infinite tower of ghosts-for-ghosts, the expression for the partition
function is ill-defined and one has to invoke an analytic continuation in order to maintain
the two symmetries. Also, using this method, it is difficult to compute the partition
function keeping the spin dependence of the states.
For the fixed point method, the difficulty in writing a closed formula arises because
the states that depend on inverse powers of λ (or λλ in non-minimal formulation) do not
appear to contribute. However, the number of such states is finite at any given level, and
they can be recovered by requiring the two discrete symmetries.
This section is organized as follows. In section 4.1 (which is accompanied by ap-
pendix C) we introduce the BRST description of the pure spinors using an infinite tower
of ghosts-for-ghosts. We then use it in section 4.2 to motivate the form of field-antifield
and “∗-conjugation” symmetries and to compute the partition function. The last sec-
tion 4.3 is on the fixed point formulas for the partition function. If one accepts the
two symmetries described in section 4.2.1, section 4.3 can be read independently from
sections 4.1 and 4.2.
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4.1 Ghost-for-ghost description of pure spinors
In this section, we analyze the (infinite) reducibility conditions for the pure spinor con-
straint using the BRST formalism. The resulting BRST operator D was first introduced
by Chesterman [7]6. As already mentioned, we sometimes refer to D as the mini-BRST
operator to avoid confusion with the physical BRST operator Q =
∫
λαdα,
Chesterman’s ghost-for-ghost construction is designed so that the ghost number 0 co-
homology H0(D) reproduces the space of gauge invariant functions of the constrained
system. Indeed, the partition functions of D-cohomology in weight 0 and 1 sectors pre-
cisely describe the number of gauge invariant objects described above. However, starting
at weight 2, we find extra cohomology elements which do not correspond to the naive
gauge invariants, as is expected from the analysis of toy models [8]. We shall claim that
those extra states are as important a part of the Hilbert space of the pure spinor system
as the naive gauge invariants. We will come back to this issue in section 5.
4.1.1 Reducibility conditions and the ghosts-for-ghosts
Let us start by constructing a nilpotent operator δ, whose weight 0 cohomology is iso-
morphic to the space of polynomials of λ, modulo the pure spinor constraint. For the
time being, we shall concentrate on the “position space” λ, and ignore the “momentum
space” ω. Later in section 4.1.3, we will construct the mini-BRST operator D from δ by
extending the action of δ to the full phase space at the quantum level.
To facilitate the discussion below, we denote the pure spinor constraint as
GA1 ≡ λγµλ = 0 , A1 = (10000) = 10 . (4.1)
Now, following the usual strategy of the ghost-for-ghost construction, we introduce a
fermionic antighost (or C-type ghost) cµ to ‘kill’ the pure spinor part of λ and define the
δ-action
δCA1 = GA1 ↔ δcµ = λγµλ . (4.2)
Then, a function f(λ) proportional to λγµλ is δ-exact and does not contribute to the δ-
cohomology. (Later, in order to construct the mini-BRST operator in the phase space, we
shall include the momentum like B-type ghost conjugate to C, which is in the conjugate
representation A1.)
First order reducibility However, because the pure spinor constraint is reducible, this
is not the end of the story: Using the (strong) identity
(λγµλ)(γµλ)α = 0 , (4.3)
6Note, however, that the spin contents of the ghosts-for-ghosts we derive is slightly different from the
ones proposed by Chesterman [7]. (See footnote 7.)
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one can construct a δ-closed state
cµ(γµλ)α , (4.4)
which must be killed by introducing another generation of ghost. The coefficient (γµλ)α
in (4.3) is called the “reducibility coefficient” and we denote it as
GA1RA2A1 = 0 → RA2A1 = (γµλ)α , A2 = (00010) = 16 . (4.5)
(For convenience, we put an underline to the index newly appeared.) The reducibility
coefficient RA2A1 is “complete”, meaning there are no other (strong) relations for the pure
spinor constraint, independent from (4.3).
Now, in order to eliminate the unwanted δ-closed state, a second generation ghost must
be introduced to kill it cohomologically. For the case at hand, we introduce a bosonic
ghost
CA2 ↔ σα , (4.6)
and define the δ-action to trivialize (/cλ)α:
δCA2 = CA1RA2A1 ↔ δσα = cµ(γµλ)α . (4.7)
Then, by definition, the action of δ is strongly nilpotent up to this order.
Second order reducibility At the next order, the reducibility coefficients are defined
by
RA2A1R
A3
A2
≈ 0 (weak equality) . (4.8)
As opposed to the first order reducibility (4.3), weak equality is enough for unwanted
δ-closed elements to appear. A complete reducibility coefficient for the case at hand is7
RA3A2 = (γ
µνλ)α, A3 = (01000) = 45 . (4.9)
Again, this relation implies the existence of unwanted δ-closed states of the form CA2RA3A2+
MA3 , where MA3 is some polynomial free of CA2 . Explicitly, the following combination is
δ-closed
CA2RA3A2 +M
A3 ↔ σα(γµνλ)α + cµcν . (4.10)
To kill these, we introduce the third generation fermionic ghosts
CA3 ↔ cµν , (4.11)
and extend the δ-action as
δCA3 = CA2RA3A2 +M
A3 ↔ δcµν = σα(γµνλ)α + cµcν . (4.12)
One can check the strong nilpotency of δ-action up to this order.
7 In [7], R•3A2 = λ
α is also considered as the reducibility coefficient and, correspondingly, an additional
singlet ghost c was introduced. But, as we explain in appendix C.1, there are no δ-closed states associated
to this relation and this additional ghost should not be introduced.
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Higher order reducibilities The analyses of the higher order reducibility conditions
are similar. For the readers interested, we include the third and fourth order analyses in
appendix C. Explicit constructions of the reducibility coefficients R
An+1
An
(and hence the
mini-BRST operator) soon become tedious at higher orders. But as we will now explain,
the spin contents of the ghosts-for-ghosts can be easily inferred without actually doing
the reducibility analysis. Moreover, as we will argue in section 4.1.3, the knowledge of
spin contents is sufficient for determining the structure of reducibility coefficients.
4.1.2 Spins of ghosts-for-ghosts
Since the ghosts needed in the ghosts-for-ghosts implementation of pure spinor constraints
are all free fields, computation of their partition functions are straightforward. Demanding
that they reproduce the level 0 spin partition function of pure spinors, Z0(t, ~σ), their
Lorentz spins can be readily determined. Let us denote by An the representations of the
nth generation C-type ghosts. (An’s are not necessarily irreducible.) By convention, we
include a minus sign, (−1)|An|, in An if the corresponding ghost is a fermion. In order to
reproduce Z0(t, ~σ), the An’s must satisfy
Z0(t, ~σ) =
∏
n≥0
(1− tn+1)−An ≡
∏
n≥0
∏
µ∈An
(1− tn+1eµ·σ)−(−1)|An| , (4.13)
or equivalently (by canceling (1− t)−A0 present in both sides),
1t0 − 10t2 + 16t3 − 16t5 + 10t6 − 1t8 =
∏
n≥1
(1− tn+1)−An . (4.14)
Now, by expanding both sides in t and comparing the coefficients of tn, the ghost rep-
resentations An’s can be uniquely determined. For example, the first few terms of the
expansion on the right hand side read∏
n≥1
(1− tn+1)−An = 1 + A1t+ (S2A1 + A2)t2 + (S3A1 + A1 ⊗A2 + A3)t3
+ (S4A1 + S
2A1 ⊗ A2 + S2A2 + A1 ⊗ A3 + A4)t4 + · · · ,
(4.15)
where the symmetric products Sk are understood in the supersense. It should be clear
that An is uniquely determined by the equality at t
n. In figure 4.1, we list the An’s for
the first few generations of the BRST ghosts. (Since it is sometimes convenient to treat
λα as the zeroth generation ghost, we also indicated it in the list.)
When the spin contents of the ghosts are not of interest, one can ignore them in (4.14)
and only keep their dimensions
Nn = dimAn . (4.16)
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gh# C-type ghosts t-charge An Nn
0 λα 1 (00001) 16
1 cµ 2 −(10000) −10
2 σα 3 (00010) 16
3 cµν 4 −(01000) −45
4 σµα 5 (10010) 144
5 cµ[νρ], c
αβ, cµ 6 −((11000) + (00020) + (10000)) −456
6 σ
(µν)
α , σ
[µν]
α , σµα, σα 7 (20010) + (01010) + (10001) + (00010) 1440
Figure 4.1: Spin contents of C-type BRST ghosts
In fact, there is a closed formula for Nn’s given in [30][4]
8:
N0 = 16 , N1 = −10 ,
Nn =
1
n+ 1
∑
k≤n
(−1)k−1µ((n+ 1)/k)((2 +√3)k + (2−√3)k) , (n ≥ 2) . (4.17)
Here, µ(n) is the Mo¨bius function defined as
µ(n) =

1 , if n = 1 ,
(−1)k , if n is a product of k distinct primes ,
0 , otherwise .
(4.18)
Below, we will need some moments of Nn’s that can be computed using the Mellin
transformation of the Mo¨bius function and an analytic continuation [4]. Some relevant
formulas thus obtained are9∑
n≥0
Nn = 11 ,
∑
n≥0
(n+ 1)Nn = 8 ,
∑
n≥0
(n+ 1)2Nn = 4 ,∑
n≥0
(n+ 1)4Nn = −4 ,
∑
n≥0
(n + 1)6Nn = 4 ,
∑
n≥0
(n+ 1)8Nn =
68
3
,
∑
n≥0
(n+ 1)10Nn = −396 ,∑
k≥1
Nk = −5 ,
∑
k≥1
kNk = −3 ,
∑
k≥1
k2Nk = −1 .
(4.19)
8Our indexing convention for Nn differs from [4]; we apologize for the inconvenience.
9See [31] for some recent mathematical attempts to give meaning to these manipulations.
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Of these formulas, the first line has clear physical interpretations:
ctot = 2
∑
n≥0
Nn = 22 , total central charge (Tˆ Tˆ ) ,
atot = −
∑
n≥0
(n+ 1)Nn = −8 , total λ-charge anomaly (Jˆ Tˆ ) ,
ktot = −
∑
n≥0
(n+ 1)2Nn = −4 , total U(1)-charge anomaly (Jˆ Jˆ) .
(4.20)
Jˆ and Tˆ , which will be defined later, are the total λ-charge current and total energy-
momentum tensors for the ghost extended system.
4.1.3 Chesterman’s mini-BRST operator
Let us go back to the ghost-for-ghost program and implement the free field resolution
in the phase space at the fully quantum level. That is, we shall construct a nilpotent
mini-BRST D such that
δC = [D,C} . (4.21)
Using our result on the ghost-for-ghost implementation of the pure spinor constraint
(section 4.1.1 and appendix C), construction of D is straightforward. First, introduce
the B-type ghosts conjugate to the C-type ghosts. They carry the conjugate Lorentz
representations An and satisfy the free field operator product expansions
bµ(z)cν(w) =
δµν
z − w , ρ
α(z)σβ(w) =
−δαβ
z − w , b
µν(z)cρσ(w) =
δµνρσ
z − w , · · · . (4.22)
Then, for the pure spinor system, the BRST operator D can be written schematically as
(recall C0 = λ by convention)
D =
∑
n≥0
n∑
k=0
Bn+1CnCn−k
=
∑
n≥0
BAn+1(C
AnR
An+1
An
+MAn+1)
(4.23)
whereMAn is discussed in appendix C. It is convenient to splitD in terms of the resolution
degree, or the “C-charge”. Using the result from appendix C, the first several terms in
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D are found to be
D = D0 +D1 +D2 +D3 +D4 + · · · ,
D0 = b
µ(λγµλ) , D1 = −ραcµ(γµλ)α , D2 = 1
2
bµν
(
(σγµνλ) + cµcν
)
,
D3 = −ρµα
(
cρσηµρ(γσλ)α +
3
2
cµσα
)
,
D4 =
1
2
bµ,νρ
(
σµα(γ
νρλ)α +
5
3
cµcνρ
)
+ bµ
(
σνα(γ
νµλ)α − 4
3
cνc
νµ
)
+ bαβσµα(γ
µλ)β .
(4.24)
Since D is only linear in the B-type ghosts, quantum nilpotency of D follows from that
of the δ-action.
In fact, as announced earlier, there is a simple way to specify the form of D without
actually doing the reducibility analysis. First, for the pure spinor constraint, the re-
ducibility coefficients R
An+1
An
’s are linear in λ and MAn+1 ’s are quadratic in C-type ghosts.
Then, since there is only one way to construct a Lorentz singlet from λα and two arbitrary
representations An+1 and An, the tensor structure in R
An+1
An
is uniquely fixed up to a scale.
The choice of this scale is a matter of convention and the appropriate choice of MAn+1
follows from the nilpotency of D.
We hope our discussion in this section convinced the reader that the ghost-for-ghost
mini-BRST operator D is an object much tamer than might be expected, and we now
turn to the analysis of its cohomology.
4.1.4 Mini-BRST cohomology versus gauge invariant polynomials
To initiate the analysis of the mini-BRST (or ghost-for-ghost) cohomology H∗(D), we
first explain how the gauge invariant polynomials described in section 3.2 are translated
to the ghost-for-ghost language. As is expected from the general theory of the BRST
formalism, we find them in the ghost number 0 cohomology H0(D). However, we also
claim that there should be non-trivial cohomology elements of higher ghost numbers that
do not correspond to naive gauge invariants.
Basic gauge invariant currents and their composites In the ghost-for-ghost lan-
guage, λ-charge and Lorentz currents, and the energy-momentum tensor of the pure
spinors are extended to include the ghost contributions as
Jˆ =
∑
n≥0
(n + 1)jn , Nˆ
µν =
∑
n≥0
Nµνn , Tˆ =
∑
n≥0
Tn . (4.25)
We note in passing that the BRST ghost number is measured by
Jg = −
∑
n≥1
njn . (4.26)
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In these formulas, jn, N
µν
n and Tn denote the U(1) current, Lorentz current, and energy-
momentum tensor for the nth generation ghost:
j0 = −ωαλα , j1 = −bµcµ , j2 = −ρασα , · · · ,
Nµν0 = −
1
2
(ωγµνλ) , Nµν1 = −2b[µcν] , Nµν2 = −
1
2
(ργµνσ) , · · · .
T0 = −ωα∂λα , T1 = −bµ∂cµ , T2 = −ρα∂σα , · · · .
(4.27)
Note that the U(1)-currents are normalized as
jn = −BnCn → jnBn = −Bn, jnCn = +Cn . (4.28)
It is easy to see that (Jˆ , Nˆµν , Tˆ ) are D-closed and, corresponding to the fact that the
original gauge invariant currents were not weakly vanishing, these basic D-closed currents
are not D-exact.
Gauge invariants with negative λ-charges As we saw in section 3.2.4, there are
certain gauge invariant polynomials in which ω’s do not appear in the form of basic
invariants J , Nµν or T . A typical example of these is
fα = 3Jωα +N
µν(γµνω)α . (4.29)
Naively, one would expect that it will be described in the ghost-for-ghost language as
fˆα
?
= 3Jˆωα + Nˆ
µν(γµνω)α . (4.30)
This guess, however, turns out to be wrong. Roughly speaking, the ghost contributions
in fˆα has to be doubled, because Jˆω and Nˆω are quadratic in ω while being linear in the
ghosts.
The correct expression for the fˆα can be determined systematically level by level in
the C-charge defined by (Bn, Cn) = (0, n). Denoting by fˆα,n the C-charge n piece of fˆα,
the condition
Dfˆα = 0 (4.31)
leads classically to a set of master equations
level 0: 0 = [D0 , fˆα,0 + fˆα,1]0 ,
level 1: 0 = [D0 +D1 , fˆα,0 + fˆα,1 + fˆα,2]1 ,
...
level n : 0 = [D0 +D1 + · · ·+Dn , fˆ0 + fˆα,1 + fˆα,2 + · · ·+ fˆα,n+1]n ,
...
(4.32)
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which can be used to fix fˆα,n level by level. The notation [D , f ]n suggests that only the
pieces up to C-charge n are kept after taking the commutator.
For example, the first several terms of fˆα in the C-charge decomposition are
fˆα,0 = fα = 3 · 1j0ωα +Nµν0 (γµνω)α ,
fˆα,1 = 2
(
3 · 2j1ωα +Nµν1 (γµνω)α
)
,
fˆα,2 = 2
(
3 · 3j2ωα +Nµν2 (γµνω)α
)
+ 8bµbν(γµνσ)α .
(4.33)
and it is straightforward to check fˆα satisfies the (classical) master equations up to level 1.
The general form of fˆα would be
fˆα = 2
(
3Jˆωα + Nˆ
µν(γµνω)α
)− fα +∑
n≥2
n−1∑
k=1
anBkBn−kCn . (4.34)
where the BBC terms are needed because of the BCC terms in D.
Quantum mechanically, things become more complicated because multiple contrac-
tions do not respect the levels of the classical master equation. However, one can try to
find the quantum improvement terms after working out the classical expressions and see
if it remains in the cohomology. For fˆα at hand, the quantum correction should be of the
form
fˆα = fˆα,cl + A∂ωα , (4.35)
with A being some number. For the models studied in [8], the states analogous to fˆα drop
out from the quantum mini-BRST cohomology while they survive in the Cˇech/Dolbeault
cohomology, and this leads to a quantum discrepancy of the two methods that is invisible
from the partition function. However, for the case of pure spinors, the partition func-
tion indicates the existence of the (classical and quantum) operator carrying the same
charges as fˆα does. This then implies that there should be a way to define fˆα quantum
mechanically both in curved βγ and ghost-for-ghost methods.
Of course, the procedure described here applies also to the basic gauge invariant poly-
nomials. But for them, it is much easier to guess the correct results than to systematically
work out what they get mapped into.
States in the higher cohomology The elements of D-cohomology we have been
considering up to now are all living in H0(D), including fˆα with negative λ-charge. That
is, they all correspond to some gauge invariant polynomials studied in section 3.2. To
understand why the higher cohomologies are expected to be non-empty, let us study the
higher cohomology of the mini-BRST operator considered in [8]:
D =
∫
bλiλi (i = 1, . . . , N) . (4.36)
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Clearly, the operator b is in the D-cohomology. One also finds bωi, bω((iωj)) = b(ωiωj −
1
N
δijω
2) etc. to be in the cohomology and, in general, there is a one-to-one mapping
between the gauge invariant operators (elements of H0(D)) and those with a single b
(elements of H1(D)). Roughly speaking, the correspondence is given by
H0(D) H1(D)
f(ω, λ; ∂) ↔ bf(λ, ω; ∂)
1 b
λi, λ((iλj)) bωi, bω((iωj))
...
...
where the above table indicates that the roles of λi and ωi are swapped in H
0(D) and
H1(D). The precise correspondence can be established by constructing a inner product
that couples H0(D) and H1(D). We shall refer to the symmetry between H0(D) and
H1(D) as the ∗-conjugation symmetry, as in [8].
The symmetry can be seen at the level of partition function as follows. The corre-
spondence above (for the toy models) relates the states at
qmtng0 ↔ q1+n+mt−2−ng1 . (4.37)
The factor q1t−2g1 on the right hand side corresponds to b, and the trade-off λi ↔ ωi
corresponds to the switch t ↔ q/t, since ωi have conformal weight one and the t-charge
opposite of that of λi. Hence, the partition function should behave under the ∗-conjugation
as
Z(q, t) = −q1t−2Z(q, q/t) . (4.38)
In the next section, we start the study of the partition function of pure spinors. The
partition function will be found to have a covariance property very similar to (4.38). The
only difference is that the prefactor will be −q2t−4 instead of −q1t−2. Then, in the coming
sections, we shall identify the operator responsible for this factor (i.e. the generalization
of the operator b in (4.36)) as an element of the third cohomology H3(D) (instead of
H1(D)).
4.2 Partition function of the mini-BRST cohomology
In the previous section, we resolved the pure spinor constraint using the infinite chain of
free-field ghosts, and constructed the BRST operator D. Since D carries t-charge 0, the
partition function of its cohomology is equal to that of the total Hilbert space of (now
unconstrained) pure spinors and the ghosts. Therefore, the full partition function of pure
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spinors can be formally written as
Z(q, t, ~σ) =
∏
n≥0
(∏
h≥0
(1− qhtn+1)−An
∏
h≥1
(1− qht−n−1)−An
)
= Z0(t, ~σ)
∏
n≥0
∏
h≥1
(1− qhtn+1)−An(1− qht−n−1)−An .
(4.39)
In the second line, we factored out the zero-mode contributions which, by definition,
reproduces Z0(t, ~σ). Ak signifies the conjugate representation of Ak. For example, the
chiral and antichiral spinors are conjugate to each other, S+ = S−.
It may seem difficult to extract useful information from this formal expression. In fact,
on the contrary, once the moments of Nk’s are known, the two important symmetries of
the partition function—the field-antifield symmetry and the ∗-conjugation symmetry—
can be easily deduced from (4.39). Also, by expanding in q, and employing some analytic
continuations, one can obtain from (4.39) a well-defined expression at each Virasoro level.
We shall demonstrate this by computing the partition function of the first and second
mass levels.
4.2.1 Symmetries of the partition function
Elementary calculations show that Z(q, t) defined in (4.39) has the following symmetries
(we drop the spin dependence for simplicity):
field-antifield
symmetry:
Z(q, t) =
∏
n≥0
(
(−1)Nnt−(n+1)Nn
)
Z(q, 1/t)
= −t−8Z(q, 1/t) ,
(4.40)
∗-conjugation
symmetry:
Z(q, t) =
∏
n≥0
(
(−1)−nNnq− 12n(n+1)Nntn(n+1)Nn
)
Z(q, q/t)
= −q2t−4Z(q, q/t) .
(4.41)
From these two symmetries, one also finds
Z(q, t) =
∏
n≥0
(
(−1)(n+1)Nnq− 12n(n+1)Nnt(n+1)2Nn
)
Z(q, qt)
= q2t−4Z(q, qt) .
(4.42)
Imposing those symmetries on the formal expression for Z(q, t) means that one has made
an analytical continuation
Z(q, t) =
∏
n≥0
(−iq−1/12η(q)−1√tn ϑ11(q, tn))−Nn , (4.43)
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where the elliptic functions are defined as
ϑ11(q, t) = i
∞∑
n=−∞
(−1)nq 12 (n−1/2)2tn−1/2 (4.44)
= −iq1/12η(q)(t1/2 − t−1/2)
∏
h≥1
(1− qht)(1− qht−1) , (4.45)
η(q) = q1/24
∏
h≥1
(1− qh) . (4.46)
The symmetries above follow from the well-known transformation properties of the theta
function:
ϑ11(q, t) = −ϑ11(q, 1/t) = −q1/2t ϑ11(q, qt) . (4.47)
∗-conjugation symmetry and the higher cohomology As in the case of the toy
models (see section 4.1.4 and [8]), the ∗-conjugation symmetry suggests that there are non-
trivial fermionic elements in the higher D-cohomology. The element with charges −q2t−4
generalizing the state b of the toy models is of particular importance. Unfortunately, the
construction of this state in the BRST framework is not straightforward, obstructed by
the complexity of the infinite ghosts-for-ghosts. However, the state has a particularly nice
interpretation in the Cˇech/Dolbeault cohomologies. In fact, it turns out to be nothing
but the tail term b3 of the composite reparameterization b-ghost. Hence, it carries ghost
number 3, and we expect from the ∗-conjugation symmetry that there is a one-to-one
mapping between H0(D) and H3(D). We shall come back to this issue in section 5.
Remark on the modular property Modular properties of the total partition function
Z(q, t) = Zx,pθ(q, t)Zωλ(q, t) of the pure spinor superstring can in principle be studied
using the expression given here. If one defines q = e2πiτ and transforms to the cylinder
coordinate, one expects the contribution to the partition function Z(q, t) = q−ctot/24Z(q, t)
of fields and antifields to be separately invariant under τ → −1/τ . However, to verify this
symmetry one first needs to decide how to separate the contributions of the spacetime
fields and antifields. In section 6, we shall argue that the correct identification involves
the lightcone boost charges as well as the t-charge: after twisting the t-charge current as
J˜ = Jt+N
+−
ωλ +N
+−
pθ +2N
+−
x , all the physical fields and their antifields appear at t˜
2 and
t˜6 respectively, and their partition functions are separately invariant under τ → −1/τ .
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4.2.2 Partition functions of non-zero modes
Our full partition function represents the cohomology of the mini-BRST operator D. In
particular, by expanding in q and t
Z(q, t) =
∑
m≥0, n
Nm,nq
mtn , (4.48)
one gets the number of cohomology elements with weight m and t-charge n. Now, we
wish to show that Nm,n can be determined inductively using the two symmetries and the
initial data
N0,n =
{
0 , (n < 0) ,
dim(0000n) , (n ≥ 0) . (4.49)
Let us demonstrate this by showing how the level 1 and 2 partition functions
Z1(t) =
∑
n
N1,nt
n , Z2(t) =
∑
n
N2,nt
n , (4.50)
are uniquely obtained.
Level 1 partition function The field-antifield symmetry at level 0 implies that the
polynomial
f0(n) =
(n+ 7)(n+ 6)(n+ 5)2(n+ 4)2(n+ 3)2(n + 2)(n+ 1)
7 · 6 · 52 · 42 · 32 · 2(
= N0,n for n ≥ 0
)
,
(4.51)
possesses the property
f0(n) = f0(−n− 8) , (4.52)
which follows from the Serre duality on the space of projective pure spinors
H i(X10,O(n)) = H10−i(X10, KX10 ⊗O(−n))∗ ,
and the relation
KX10 ≈ O(8) .
Then, from the expression (4.39) for the full partition function, one finds
Z1(t) =
∂
∂q
Z(q, t)|q=0
= Z0(t)
∑
k≥0
(tk+1 + t−k−1)Nk
=
∑
k≥0
( ∑
n≥k+1
f0(n− k − 1)Nktn +
∑
n≥−k−1
f0(n+ k + 1)Nkt
n
)
.
(4.53)
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This expression is not quite well defined as it contains infinite series both in t and 1/t.
Since what we wish to have is the series in t, an analytic continuation must be performed
to throw away the series in 1/t. We perform the analytic continuation in a manner such
that the coefficients of tn in
Z1(t) =
∑
n
f1(n)t
n , (4.54)
respect the field-antifield symmetry. As will be shown shortly, the correct prescription is
to simply discard the 1/t2 and higher poles in t:
Z1(t) =
∑
n≥−1
tn
∑
k≥0
(
f0(n− k − 1) + f0(n+ k + 1)
)
Nk . (4.55)
Now, since f0(k) is a polynomial of order 10, the sum over k in the last expression
can be performed if one knows the (even) moments of Nk up to
∑
k(k+1)
10Nk. We have
already listed those moments in (4.19) and the result of the sum is a geometric series of
the form (4.54) with
f1(n) =
(n+ 1)(n + 2)(n+ 3)(n+ 4)2(n+ 5)(n+ 6)(n+ 7)(11n2 + 88n+ 345)
25 · 33 · 52 · 7 . (4.56)
The sum over n can then be readily done and therefore the partition function (which
takes into account the number of states) at level 1 is:
Z1(t) =
∑
n≥0
f1(n)t
n
=
46− 144t+ 116t2 + 16t3 − 16t5 − 116t6 + 144t7 − 46t8
(1− t)16 ,
(4.57)
N1,n =
{
0 , (n < 0) ,
f1(n) , (n ≥ 0) .
(4.58)
Note that N0,n and N1,n are consistent both with the field-antifield and the ∗-conjugation
symmetries. Also, the form of f1(n) is consistent with our earlier result:
f1(n) =

dim
(
(0100n) + (0000n)
)
, (n = 0) ,
dim
(
(0100n) + 2(0000n)
)
, (n = 1) ,
dim
(
(0100n) + 2(0000n) + (0010, n− 2)) , (n ≥ 2) . (4.59)
In general, there is no reason why the result obtained using the prescription above
also respects the ∗-conjugation symmetry. That is, some (finite) number of states might
be missing, which are implied by the lower level partition function and the ∗-conjugation
symmetry:
Nm,n = Nm+n+2,−n−4 . (4.60)
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This will be the case for level 2 and higher. For these cases, we simply add the missing
pieces together with their antifields so that the number of states is consistent with both
symmetries.
Level 2 partition function The computation of the weight 2 partition function Z2
can be done in a similar manner. That is, it can be determined from the two symmetries
and the lower dimensional ones Z0 and Z1. First,
Z2(t) =
1
2
∂2
∂q2
Z(q, t)|q=0
= Z0(t)
{∑
n≥1
Nn(t
n+1 + t−n−1) +
1
2
(∑
n≥0
Nn(t
n+1 + t−n−1)
)2
+
1
2
∑
n≥0
Nn(t
2(n+1) + t−2(n+1))
}
= Z1(t) +
1
2
Z1(t)
∑
n≥0
Nn(t
n+1 + t−n−1) +
1
2
Z0(t)
∑
n≥0
Nn(t
2(n+1) + t−2(n+1)) .
(4.61)
Again, by an appropriate analytic continuation, the series in 1/t can be discarded in such
a way that the coefficient f2(t) in
Z2(t) =
∑
n≥−1
f2(n)t
n (4.62)
contains the field-antifield symmetry. As before, this can be achieved by simply discarding
1/t2 and higher poles giving the result
f2(n) =
1
26 · 33 · 5 · 7(2 + n)(3 + n)(5 + n)(6 + n)
× (360528 + 580664n+ 321543n2 + 90400n3 + 14450n4 + 1320n5 + 55n6) .
(4.63)
One can check that the polynomial f2(n) obtained here coincides with our earlier result
obtained by counting the number of gauge invariant polynomials, i.e.
∑
n≥−1 f2(n)t
n =
Z2,poly(t). This means that, even though f2 is consistent with the field-antifield symmetry,
f2(n) = f2(−n − 8), the result after the summation of the geometric series (4.62) is not.
More concretely, one finds
Z2,poly(t) + t
−8Z2,poly(1/t) = 2/t
4 . (4.64)
Also, the definition (4.62) is inconsistent with the ∗-conjugation symmetry because
N2,−4
?
= 0 6= −N0,0 = −1 . (4.65)
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As expected from the general analytic continuation of the full partition function Z(q, t),
those two failures are related. Indeed, both can be remedied at the same time by adding
the term10 − 1
t4
to (4.62) so that
Z2(t) = − 1
t4
+
∑
n≥−1
f2(n)t
n
=
1
(1− t)16
{−t−4 + 16t−3 − 120t−2 + 576t−1 − 1003 + 528t− 214t2 + 592t3
− 592t5 + 214t6 − 528t7 + 1003t8 − 576t9 + 120t10 − 16t11 + t12} . (4.66)
It is easy to see the number of states implied by the modified partition function (4.66),
N2,n =

0 , (n < −4) ,
−1 , (n = −4) ,
f2(n) , (n > −4) ,
(4.67)
is now consistent with both field-antifield symmetry and ∗-conjugation symmetry.
4.3 Fixed point formulas for the full partition function
In the previous section, we presented a formula for the full partition function of pure
spinors using an infinite tower of ghosts-for-ghosts. The formula is natural and convenient
for motivating the two important symmetries of the partition function, i.e. the field-
antifield symmetry and the ∗-conjugation symmetry. Also, we were able to compute
the partition function level by level, respecting those two symmetries. However, the
computation using (4.39) is not easy if one wishes to keep the spin information of the
states. We here present a very simple fixed point formula for the partition function
including the spin character, extending the zero mode formula given in [4]. Although our
formulas (4.87) and (4.88) miss some finite number of states at each Virasoro level, these
missing states can be recovered by imposing the two symmetries as in the case of the
ghost-for-ghost method.
It may seem troubling that the fixed point formulae we present below “miss” some
states, but in fact this is not so hard to explain.
4.3.1 Some remarks on the fixed point formulae
A classic example of the fixed point formula is Weyl formula for the character χµ of an
irreducible representation of a simple Lie group G:
χµ(g) = TrRµ (g) , g ∈ G . (4.68)
10Note that this is equal to 1
2
× f2(−4)t−4
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Such a representation Rµ can be realized by geometric quantization of a coadjoint orbit
Oµ ≈ G/T ,
Rµ = H
0 (Oµ, Lµ) (4.69)
where Lµ is a holomorphic line bundle over Oµ whose first Chern class c1 (Lµ) coincides
with the symplectic form on Oµ, determined, in turn, by the dominant weight µ ∈ P+.
The character can be written as a sum over the fixed points w of the action of the element
g ∈ G on Oµ, each point contributing essentially a character of the Hilbert space obtained
by quantizing the tangent space TwOµ:
χµ(g) =
∑
w
eµ,w(g)
detTwOµ (1− g)
(4.70)
where eµ,w(g) ∈ C∗ is the eigenvalue of the action of g on the fiber of the line bundle Lµ|w
over w.
The formula (4.70) can be also understood as follows. Let us cover Oµ by the open
neighbourhoods Uw of the fixed points w, which are invariant with respect to the action
of the maximal torus Tg ⊂ G containing g. Then the intersections Uw1 ∩ Uw2 ∩ · · · ∩ Uwk
are also Tg-invariant. The character, being additive, can be written as follows:
TrH0(g) =
∑
i
(−1)iTrHi(g) (positivity of µ) (4.71)
=
∑
w
TrUw(g)−
∑
w1<w2
TrUw1∩Uw2 (g) + · · ·
+ (−1)k−1
∑
w1<w2<···<wk
TrUw1∩Uw2 ···∩Uwk (g) + · · · .
(inclusion-exclusion) (4.72)
On the one hand, the l-fold intersections Uw1 ∩ Uw2 ∩ . . . ∩ Uwl contain (C∗)×l−1, and,
therefore, contribute zero to the character, using the definition∑
p∈Z
zp ∼ 0 , z 6= 1 . (4.73)
On the other hand, set-theoretically, the exclusions-inclusions of the sets Uw and their
intersections, as in (4.70):
(∪wUw) \ (∪w1<w2Uw1 ∩ Uw2) ∪ (∪w1<w2<w3Uw1 ∩ Uw2 ∩ Uw3) · · · = ∪w{w} (4.74)
i.e. we are left with the fixed points only, or, rather, their infinitesimal neighbourhoods.
These well-known considerations [32] stumble immediately once we replace the com-
pact orbit Oµ by the space X10 of pure spinors. As we stated many times before the space
X10 is the total space of the C
∗-bundle over the space X10 of projective pure spinors.
Thus, the group SO(10)×U(1) acts on X10 without fixed points. Therefore the character
must vanish, for the simple reason (4.73).
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In reality, however, we manage to get a non-vanishing character, both the zero modes [4]
and the non-zero ones, as we shall do below.
The resolution of the apparent paradox is the fact that in a sense the total character,
taking into account both positive and negative degrees of λ+, counts both fields and
anti-fields of the spacetime theory, which cancel each other.
The creative part of the computation is to separate the vanishing character into the
two opposite contributions, one coming from the fields, the other coming from the anti-
fields. Picking up the contributions from the fields, one obtains a non-vanishing character.
Moreover, after coupling to the fermionic matter sector (pα, θ
α), one can introduce an-
other definition of the fields and antifields using the norm 〈λ3θ5〉 = 1. Of course, this new
definition differs from the one expected from the pure spinor sector alone, but it has been
customarily used in the pure spinor formalism (and in the present paper), and is known
to lead to the correct spacetime amplitudes.
Thus, the true fields and anti-fields in the pure spinor superstring are constructed only
after including the contributions of the (pα, θ
α) and xµ sector. Since these contributions
also carry the t-charge (and there are different ways to attribute the t-charge to the
(pα, θ
α, xµ)-fields, to be explored below), the total t-charge of both fields and anti-fields
may become both positive and negative. For example, at the level of zero modes we only
have positive t-charge states.
4.3.2 Review of fixed point formula for level 0 partition function
For convenience, we briefly review the fixed point formula for the zero mode partition
function [4]. (See also [6].)
Geometric preliminary Let us begin by refining our description of the space of pure
spinors
X10 = {λα | λαγµαβλβ = 0 , λ 6= 0}
= (C∗-bundle over X10) ,
(X10 = SO(10)/U(5)) . (4.75)
With the removal of the origin understood, X10 can be covered by 16 patches, where in
each patch at least one component of λ is non-vanishing. It is convenient to use the “five
sign” notation to describe the components of λ. (See section 3.1.1 and appendix A.1 for
explanations.) In this notation, the character of 16 components are
λ±±±±± = e
1
2
(±σ1±σ2±σ3±σ4±σ5) (even number of −’s) , (4.76)
and X10 can be covered by 16 patches
U±±±±± = {λ ∈ X10 | λ±±±±± 6= 0} . (4.77)
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In a given patch, a pure spinor can be parameterized using eleven parameters (g, uab)
which are in the (1, 10) of U(5). uab is the “angular” coordinate parameterizing the base
X10 and g is the coordinate for the fiber C∗. For example in U+++++,
λ = (λ+, λab, λ
a) = (g, guab,
1
8
gǫabcdeubcude) . (4.78)
where
λ+ = λ+++++ 6= 0 ,
λab = {λ+++−− and permutations } ,
λa = {λ+−−−− and permutations } .
(4.79)
The characters of g and uab in this patch are
g = e
1
2
(σ1+σ2+σ3+σ4+σ5) , uab = e
−(σa+σb) , (1 ≤ a < b ≤ 5) . (4.80)
In other patches Uǫ(+++++), the characters will be
gǫ = e
1
2
ǫ(σ1+σ2+σ3+σ4+σ5) = e
1
2
ǫ·σ , uǫ,ab = e
−ǫ(σa+σb) = e−(ǫaσa+ǫbσb) , (4.81)
where ǫ acts by even number of sign changes.
The fixed point formula By constructing the symmetry generators explicitly, one
finds the action of Nµν on X10 which commutes with the J-rescaling of the C
∗-fiber. A
generic action of the maximal torus of SO(10) has 16 fixed points which are nothing but
the “origins” (uab = 0) of 16 patches. The spin character of pure spinors can then be
written as a sum of the contributions at the fixed points [6][32]
Z0(t, ~σ) =
16∑
ǫ=1
1
1− te 12 ǫ·σ
10∏
(ab)=1
1
1− e−(ǫaσa+ǫbσb) (4.82)
where we use the notation of [4]. The sum over ǫ describes the sum over 16 fixed points.
The first term of the summand is the character of the non-vanishing component gǫ, and
the second term is the character of the rest uǫ,ab, both at a given fixed point ǫ. Summation
over the fixed points in (4.82) is straightforward and one gets [4]
Z0(t, ~σ) =
1− 10t2 + 16t3 − 16t5 + 10t6 − 1t8
(1− t)16 . (4.83)
At this point we can make more explicit the somewhat abstract discussion at the end
of the previous section.
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Had we not known that each coordinate patch UA should only contribute the positive
powers of t, i.e. the functions which are regular at λ+ = 0, despite the fact that the λ+
is not allowed to vanish, the full character would have been zero. Indeed, instead of the
1
1− te 12 ǫ·σ (4.84)
factor in (4.82) we would have had
1
1− te 12 ǫ·σ +
t−1e−
1
2
ǫ·σ
1− t−1e− 12 ǫ·σ = 0 . (4.85)
It is thus with this experience that we approach the full partition function. We shall take
the following point of view. We shall trust the fixed point formula for sufficiently large
positive t-charge and then use the ∗-conjugation and field-antifield symmetries to fix the
rest. The result will be identical to what we had before using ghosts-for-ghosts.
4.3.3 Fixed point formulas for the full partition function
Now, let us introduce two ways to extend the zero-mode fixed point formula (4.82).
The two utilize different parameterizations for the non-zero modes and lead to partition
functions that differ by a finite number of terms at each level. Also, both miss a finite
number of terms with respect to the fully symmetric partition function. However, the
missing states can be unambiguously recovered by imposing the field-antifield and ∗-
conjugation symmetries, and the two formulas then give the same symmetric partition
function.
The first way of extending is to simply include the non-zero modes of λ at each patch
(gǫ, uǫ,ab) ∈ Uǫ together with the modes of their conjugates (hǫ, vabǫ ):
Z(q, t, ~σ) =
16∑
ǫ=1
Zǫ(q, t, ~σ) , (4.86)
Zǫ(q, t, ~σ) =
∏
h≥0
1
1− qhte 12 ǫ·σ
10∏
(ab)=1
1
1− qhe−(ǫaσa+ǫbσb)
×
∏
h≥1
1
1− qht−1e− 12 ǫ·σ
10∏
(ab)=1
1
1− qheǫaσa+ǫbσb .
(4.87)
The first line represents the modes of (g, uab) and the second line represents the modes of
(h, vab).
To obtain another way of parameterizing the non-zero modes, one observes that the
constraints for the non-zero modes are essentially linear λ0γ
µλ−h + · · · = 0 (λ−h ∼ ∂hλ)
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while the constraint for the zero mode is quadratic λ0γ
µλ0 = 0. Therefore, the 11 compo-
nents of non-zero modes λ−h (and their conjugates) can be thought as carrying different
characters from the zero-mode λ0, and the contribution from a fixed point is
Zǫ(q, t, ~σ) =
1
1− te 12 ǫ·σ
10∏
(ab)=1
1
1− e−(ǫaσa+ǫbσb)
×
∏
h≥1
1
1− qhte 12 ǫ·σ
10∏
(ab)=1
1
1− qhte 12 ǫ·σ−(ǫaσa+ǫbσb)
×
∏
h≥1
1
1− qht−1e− 12 ǫ·σ
10∏
(ab)=1
1
1− qht−1e− 12 ǫ·σ+(ǫaσa+ǫbσb) .
(4.88)
The second line describes the contributions of the λ non-zero modes and the third line
describes the contributions of the ω non-zero modes. As mentioned above, it carries
essentially the same information as the first formula (4.87).
By expanding either (4.87) or (4.88) in q, the level h partition function with spin
information is expressed in a simple form for all h ≥ 1. The summation over 16 fixed
points is straightforward, and one gets a result of the form
Zh(t, ~σ) =
P ′h(t, ~σ)
(1− t)16 , (4.89)
where P ′h(t, ~σ) is some polynomial in t with coefficients taking values in the representations
of SO(10), and (1− t)16 =∏µ∈16(1− teµ·σ). We put a prime on P ′h(t, ~σ) as it lacks field-
antifield symmetry as of yet:
P ′h(t, ~σ) 6= P ′h(1/t,−~σ) . (4.90)
We now turn to our results on P ′h(t, ~σ) and explain how to improve them so that they
respect the field-antifield and ∗-conjugation symmetries.
4.3.4 Partition functions for non-zero modes with spin character
Although the summation over 16 fixed points is straightforward, it is not obvious how
to combine local U(5) characters into SO(10) characters in a simple manner. A con-
venient computational trick is to utilize the Weyl character formula to take care of
the combinatorics. To do this, one first augments the factor for the zero-mode char-
acter
∏10
(ab)=1(1 − e−(ǫaσa+ǫbσb))−1 representing the 10 “positive roots of SO(10)/U(5)”
by the character of the remaining 10 positive roots of SO(10), i.e. those of U(5),∏10
(ab)=1(1− e−(ǫaσa−ǫbσb))−1, and then extends the summation over the 16 fixed points ǫ to
1920 elements of the SO(10) Weyl group W . Using the first parameterization of (4.87),
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1920 “local” contributions are given by
Zw(q, t, ~σ) =
1
1− te 12w·σ
10∏
(ab)=1
1
(1− e−(waσa+wbσb))(1− e−(waσa−wbσb))
×
∏
h≥1
1
1− qhte 12w·σ
10∏
(ab)=1
1
1− qhe−(waσa+wbσb)
×
∏
h≥1
1
1− qht−1e− 12w·σ
10∏
(ab)=1
1
1− qhewaσa+wbσb .
(4.91)
(Using the second parameterization of (4.88), the formula is the same except for the last
two lines representing non-zero modes.) An element w ∈ W acts on the five-sign basis by
permutations and an even number of sign changes. The two modifications “cancel” each
other and simply gives
∑
w Zw =
∑
ǫ Zǫ.
Now multiplying ew·ρ (where ρ is the half sum of positive roots) to both the numerator
and denominator of Zw(q, t, ~σ), and denoting the SO(10) Weyl denominator by e
ρR, the
sum over w reads
Z(q, t, ~σ) =
1920∑
w
Zw(q, t, ~σ) =
1
(1− t)16
1
eρR
∑
w
(−1)wewρ
15∏
ǫ 6=1
(1− te 12w(ǫ·σ))
×
∏
h≥1
{
non-zero modes
}
.
(4.92)
Using the Weyl character formula, the summation over w ∈ W is readily done leading
to the expressions of the form (4.89). This trick also explains why one gets SO(10)
representations as the coefficients of t.
Level 1 Using the computational trick just mentioned at this level, the second param-
eterization of (4.88) yields
Z1,2nd(t, ~σ) =
1
(1− t)16
{
(45 + 1)t0 − 144t1 + (126− − 10)t2 + 16t3
− 16t5 − (126+ − 10)t6 + 144t7 − (45+ 1)t8} , (4.93)
while the first parameterization (4.87) yields
Z1,1st = Z1,2nd − 1 . (4.94)
The singlet missing from Z1,1st is the gauge invariant current J = −ωλ, and the only way
to make Z1,1st consistent with field-antifield symmetry and ∗-conjugation symmetry up to
this level is to add 1 to it. So we conclude
Z1(t, ~σ) = Z1,2nd(t, ~σ) = Z1,1st(t, ~σ) + 1 , (4.95)
where Z1,2nd obtained from our second parameterization is defined in (4.93).
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Higher levels An important point to notice is that although Z2nd reproduces the fully
symmetric partition function at level 1, neither Z1st nor Z2nd reproduce the fully symmetric
partition function at higher levels. In particular, they both miss the fermionic singlet at
−q2t−4 discussed above, and (a part of) analogous states at higher levels. Also, both Z1st
and Z2nd miss some gauge-invariant operators. For example, at level 3, the numerator
P ′3(t, ~σ) in Z2nd starts as
P ′3(t, ~σ) = −10t−2 + (144+ 560+ 3 · 16)t−1 + · · · , (4.96)
and the correction required includes both bosonic and fermionic operators. Nevertheless,
at least up to the fifth level, the difference between the t-expansions of the fully symmetric
partition function and the result from the fixed point formulas is always finite. Therefore,
the fixed point result can be unambiguously improved to the symmetric one using the
method described for the ghost-for-ghost partition function. (A list of the improved
numerator Ph(t, ~σ) can be found in appendix B.2.)
Towards fixed point formula for the fully symmetric partition function Since
we use the field-antifield and ∗-conjugation symmetries as guiding principles for computing
the complete partition function, it will be useful to build them into the fixed point formula
itself. Although we do not have an answer to this problem at the present time, organizing
the complete partition function into a character of ŜO(10) affine Lie algebra seems to be
promising. Note that it is probably not going to work for the pure spinor sector only,
since the level of the SO(10) current algebra is negative. Together with the (pα, θ
α)
contribution one can expect a reasonable expression.
This should also be useful for extending our result to all mass levels. However, we
leave the study of these issues for future research, and we now turn to an explanation of
the symmetries of the partition function.
5 Structure of pure spinor cohomology
In this section, we explain the structure of the Hilbert space of the pure spinor system. In
particular, we will give a “microscopic” explanation of the states which do not correspond
to the usual gauge invariant polynomials. As mentioned repeatedly, those “missing” states
carry ghost number 3 and are essential for the partition function to have the symmetries
Z(q, t) = −t−8Z(q, 1/t) = −q2t−4Z(q, q/t) . (5.1)
Since the structure of the pure spinor cohomology is surprisingly similar to that of simpler
models analyzed in [8], we will first briefly review the result obtained there.
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5.1 A brief summary of the toy models
5.1.1 Partition function and its symmetry
In [8], the curved βγ-systems with a single quadratic constraint
λiλi = 0 , (i = 1, . . . , N) . (5.2)
are analyzed in detail. Unlike the pure spinor constraint, the constraint λλ = 0 is irre-
ducible for N ≥ 2. Therefore, the BRST approach is very effective in this case. Only a
single pair of fermionic ghosts (b, c) has to be introduced and the mini-BRST operator is
given by
D =
∫
bλλ . (5.3)
The partition function of the D-cohomology is hence
Z(q, t) =
1− t2
(1− t)N
∏
h≥1
(1− qht2)(1− qht−2)
(1− qht)N(1− qht−1)N , (5.4)
where the charges of the fields are defined as
h(b, c, ωi, λ
i) = (1, 0, 1, 0) , t(b, c, ωi, λ
i) = (−2, 2,−1, 1) . (5.5)
Clearly, Z(q, t) satisfies the symmetries analogous to (5.1):
field-antifield symmetry : Z(q, t) = −(−t)2−NZ(q, 1/t) , (5.6)
“∗-conjugation” symmetry : Z(q, t) = −q1t−2Z(q, q/t) . (5.7)
Note that these symmetries naturally appear in pairs, as they are related to the double
periodicity of the theta function. (In other words, failure of one type implies the failure
of the other.)
Let us now turn to explain the “microscopic” origin of the symmetries. Both sym-
metries reflect certain discrete symmetries of the cohomology and can be understood in
terms of inner products that pair the elements of cohomologies. (In particular, the inner
product for the ∗-conjugation pairs H0(D) and H1(D).)
5.1.2 Field-antifield symmetry
Importance of the first symmetry, Z(q, t) = −(−t)2−NZ(q, 1/t), is best appreciated when
the system is coupled toN fermionic bc systems (pi, θ
i). Then, the total partition function,
Z(q, t) = (1− t2)
∏
h≥1
(1− qht2)(1− qht−2) , (5.8)
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satisfying
Z(q, t) = −t2Z(q, 1/t) , (5.9)
represents the cohomology of the “physical” BRST operator Q =
∫
λipi (or more ap-
propriately that of Qˆ = Q + D). The space on which Qˆ acts can be split into three
pieces
F = Fωλ ⊗Fbc ⊗ Fpθ =

H : Qˆ-cohomology ,
A : Qˆ-non-closed ,
B : Qˆ-exact .
(5.10)
Now, define a non-degenerate inner product (V,W ) on F using the standard BPZ conju-
gation 〈V | = |V 〉†
(V,W ) = 〈V |W 〉 = lim
z→∞,w→0
z2L0〈0|V (z)W (w)|0〉 , (5.11)
with the basic overlap
〈0|(λiθi − c)0|0〉 = 1 . (5.12)
It is easy to see that the inner product couples A with B, and H with itself. (There can be
the coupling (A,H) but this can be set to zero by an appropriate choice of the cohomology
representatives.) Then, whenever there is a cohomology element V ∈ H, its antifield VA
satisfying (V, VA) = 1 also represents a cohomology. For example, the cohomology 1 is
paired with λθ − c. In general, V and VA are related by the transformation t↔ 1/t but
with the t-charge anomaly −t2 which comes from the t-charge of λθ − c.
5.1.3 Paring of cohomology via ∗-conjugation symmetry
The other symmetry Z(q, t) = −q1t−2Z(q, q/t) can be understood in a similar manner [8].
The relevant inner product 〈V,W 〉 can be defined as the overlap
〈V,W 〉 = 〈〈V |W 〉 with 〈〈0|b−1|0〉 = 1 . (5.13)
Here, 〈〈V | = |V 〉∗ refers to a certain definition of the BPZ conjugation and b = b−1
accounts for the prefactor (−q1t−2). For the same reason as before, the inner product
induces a non-degenerate paring between Hk(D) and H1−k(D) where the charges of a
pair is related by
qmtngk ↔ −q1+m+nt−2−ng1−k . (5.14)
Since Hk(D) = 0 for k < 0 (more or less by construction), the pairing implies that H∗(D)
is non-empty only at H0(D) and H1(D)).
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5.1.4 Mini-BRST and Cˇech/Dolbeault cohomologies
To conclude our brief summary of the toy models, let us explain how the mini-BRST and
Cˇech/Dolbeault languages are related. For definiteness, we concentrate on the relation
between the (minimal) mini-BRST cohomology H∗(D) and the Dolbeault cohomology
H∗(∂X). The idea is to use the non-minimal mini-BRST cohomology H
∗(D + ∂X) to
bridge between the two, as the following figure indicates:
F0(∂X)··· OO

∂X // F1(∂X)OO
(c)

···
F0(D) oo //
Q

...
F0,0
Q

∂X // F1,0
Q

//
F1(D) oo (a) //
...
F0,1

∂X
//
yy
(b)
99
F1,1

//
In the figure, we put the D-cohomology on the left-most column and the ∂X-cohomology
on the top row. Both cohomologies can be embedded in the non-minimal mini-BRST
cohomology of D + ∂X as indicated by the arrows (a) and (c). (D + ∂X)-cohomology
is graded by the sum of BRST ghost number and the Dolbeault form degree (number
of r’s) which runs diagonally from north-west to south-east. The cohomologies of D
and ∂X then simply correspond to the different choices of cohomology representatives of
(D + ∂X)-cohomology (arrow (b)).
Step (a) is simply an adding of the non-minimal quartet (ω, λ, s, r). Since the non-
minimal variables are unconstrained in the ghost-for-ghost framework, this does not affect
the cohomology. In particular, any representative of D-cohomology also serves as a rep-
resentative of (D + ∂X)-cohomology.
However, non-minimal variables can be used to obtain different representatives for
(D+∂X)-cohomologies, by replacing b in terms of r (step (b)). In fact, (ignoring the terms
proportional to the constraint (λλ) and the c ghost) one can choose a representative in
Fm,0 (m = 0 or 1), where all the cohomology degrees are carried by r instead of b.
Finally, note that the cohomology representative in Fm,0 is necessarily D-closed and
free of non-minimal conjugates ωα and sα. Therefore, the object is “gauge invariant”
(both in minimal and non-minimal senses) and has intrinsic meaning on the constrained
cone λλ = 0. This gives the identification (c).
Mapping of b ∈ H1(D): All the essential points of the mapping above can be seen by
computing the element of H1(∂X) that corresponds to b ∈ H1(D) of the minimal mini-
BRST cohomology. First, b is clearly in the non-minimal cohomology of D + ∂X . But
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since
b = D
( λω
2λλ
)
, (5.15)
it is equivalent to
b ≃ −∂X
( λω
2λλ
)
=
(λr)(λω)− (λλ)(rω)
2(λλ)2
. (5.16)
Because the last expression is b-independent and D-closed (i.e. gauge invariant), it can
be expressed in terms of the local coordinates on λλ = 0. Let us denote this “intrinsic”
expression by b¯. It is of course ∂X-closed. In fact, it also appears ∂X-exact at first sight,
but since (λλ)−1λω is gauge non-invariant, there is nothing that can trivialize b¯ on the
intrinsic geometry of λλ = 0. Hence, b¯ represents a cohomology element of H1(∂X).
5.2 Mini-BRST and Cˇech/Dolbeault cohomologies for pure spinor
The relation between mini-BRST and Cˇech/Dolbeault cohomologies should be the same
for the pure spinor system, but explicit identifications of cohomology elements are not
straightforward due to the infinite number of BRST ghosts. Let us nevertheless explain
what one should expect for the structure of pure spinor cohomology, in view of the analysis
in the previous subsection.
Recall that the full partition function satisfies:
field-antifield symmetry : Z(q, t) = −t−8Z(q, 1/t) , (5.17)
“∗-conjugation” symmetry : Z(q, t) = −q2t−4Z(q, q/t) . (5.18)
The field-antifield symmetry implies that one can define an inner product (V,W ) for the
coupled system (ω, λ; p, θ) with the overlap defined by using a weight t8 operator λ3θ5 [1]
〈0|(λγµθ)(λγνθ)(λγρθ)(θγµνρθ)|0〉 = 1 . (5.19)
The other symmetry suggests that there is an analog of the ∗-conjugation operation and
the b operator of the toy model such that the inner product 〈V,W 〉 = 〈〈V |W 〉 defined by
〈〈V | = |V 〉∗ with 〈〈0|b|0〉 = 0 (5.20)
induces a pairing of the cohomology. We claim that the b operator is nothing but the tail
element b3 of the reparameterization b-ghost carrying charges −q2t−4g3.
Then, the inner product 〈V,W 〉 pairs the cohomologies at ghost number k with those
at ghost number 3− k:
Hk(δ) ↔ H3−k(δ) . (5.21)
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(δ here denotes either Cˇech, Dolbeault, minimal or non-minimal mini-BRST operators.)
In particular, there is a one-to-one mapping between H0(δ) and H3(δ) as has been re-
peatedly announced. Cohomologies at negative ghost numbers Hn(δ) (n < 0), and hence
Hn(δ) (n > 3), should be empty. As for the remaining pair H1(δ) and H2(δ), we conjec-
ture that they are also empty. (One piece of evidence for this conjecture is that H0(δ) and
H3(δ) are sufficient to reproduce the superstring spectrum.) Leaving proofs of these con-
jectures as a future problem, let us see how the operator b3 at −q2t−4g3 can be described
in various cohomologies.
5.3 The operator b3
Under the ∗-conjugation symmetry, the operator 1 in H0(δ) is mapped to a fermionic
singlet at −q2t−4, which we first encountered in section 3.2.4 and called the missing state.
This missing state will be identified with b3.
5.3.1 Cˇech/Dolbeault descriptions
The identification of b3 is easier in the Cˇech/Dolbeault cohomologies than in the mini-
BRST cohomology (this is different from the toy models). Indeed, it can be identified
as the “tail term” of the reparameterization b-ghost of the pure spinor formalism. Recall
that in the non-minimal pure spinor formalism the b-ghost is written as [14, 2][33, 34]
b = b0 + b1 + b2 + b3 ,
b0 = −sα∂λα + λαG
α
(λλ)
= −sα∂λα −
λα{πµ(γµd)α −Nµν(γµν∂θ)α − J∂θα − 14∂2θα}
4(λλ)
,
b1 =
λαrβH
[αβ]
(λλ)2
=
(λγµνρr){(dγµνρd)− 48Nµνπρ}
768(λλ)2
,
b2 =
λαrβrγK
[αβγ]
(λλ)
= −(rγ
µνρr)Nµν(λγρd)
64(λλ)3
,
b3 =
λαrβrγrδL
[αβγδ]
(λλ)4
=
(rγµνρr)(λγστρr)NµνN
στ
512(λλ)4
,
(5.22)
and satisfies
{Q , b0} = T , {∂X , bi}+ {Q , bi+1} = 0 , (i = 0, 1, 2) , {∂X , b3} = 0 . (5.23)
Being the tail of the b-ghost, b3 is clearly in the Dolbeault cohomology of intrinsic, or
gauge invariant operators. It is independent of (x, p, θ) and carries charges −q2t−4g3. So
this is the “missing state” we were looking for.
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The Cˇech description of b3 is similar. It simply corresponds to a 3-cochain
b3 = (b
ABCD) =
L[ABCD]
λAλBλCλD
, (5.24)
which can be related to the Dolbeault version using the partition of unity. Again, it is
clearly in the Cˇech cohomology of the gauge invariant operators.
We leave the geometrical interpretation of b3 and the related construction of inner
products as future projects.
5.3.2 Mapping to ghost-for-ghost language
Now, we move on to the identification of b3 in the mini-BRST cohomology of the ghost-
for-ghost language. It can be obtained from the Cˇech/Dolbeault version by a mapping
similar to (5.16). For ease of notation, we choose to start from the Dolbeault language.
We do not work out the coefficients and the spinor index structures completely.
First, one has to embed b3 to the non-minimal mini-BRST cohomology. This can be
achieved by forgetting the pure spinor constraint (λ is kept constrained) and adding the
ghost contributions so that
b3 → Db3,0 = ∂Xb3,0 = 0 . (5.25)
Here, the notation b3,0 indicates that it is in F3,0 (i.e. carries BRST ghost number 0) and
the main part of b3,0 would look like
b3,0 ∼ (λγ
µνρr)(rγστρr)NˆµνNˆ
στ
(λλ)4
. (5.26)
(Recall that Nˆστ is the Lorentz generators for the full system.)
Then, we proceed in the direction toward the minimal mini-BRST cohomology and
try to obtain the expression b0,3 in which the non-minimal variables are absent:
a2,0
−∂X //
D

b3,0
}}
a1,1
−∂X //
D

b2,1
}}
a0,2
−∂X //
D

b1,2
}}
b0,3
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At each step, one Dolbeault form r = dλ will be taken off and the final form b0,3 is
supposed to be free of all the non-minimal fields, as in (5.15).
To get an idea on how b0,3 should look like, let us do a very rough computation. First,
b3,0 is a ∂X of a gauge non-invariant (D-non-closed) operator a2,0:
a2,0 ∼ (λγ
µνρr)(ωγρr)(ωγµνλ)
(λλ)3
+ · · · → −∂Xa2,0 = b3,0 . (5.27)
Then we get another representative
b2,1 = Da2,0 ∼ b
σ(λγµνρr)(λγσρr)(ωγµνλ)
(λλ)3
+ · · · ≃ b3,0 , (5.28)
where bµ is the first generation BRST ghost contained in the first term of D =
∑
kDk,
i.e. D0 = λ/bλ. (See section 4.1.1 and appendix C for more details on the mini-BRST
operator.)
Similarly, b2,1 can be written as
a1,1 ∼ bρ(λγ
µνρr)(ωγµνλ)
(λλ)2
+ · · · → −∂Xa1,1 = b2,1 , (5.29)
and it leads to
b1,2 = Da1,1 ∼ ρ
α(γρλ)α(λγ
µνρr)(ωγµνλ)
(λλ)2
+ · · · ≃ b2,1 ≃ b3,0 . (5.30)
Here, ρα is the second generation BRST ghost contained inD1 = ρ
α(/cλ)α, and we dropped
the term D0a1,1 ∼ (λλ)−2bµbν(λγρλ)(λγµνρr) which presumably is not very important.
Finally, we rewrite b1,2 as
a0,2 ∼ ρ
α(γµνλ)α(ωγµνλ)
(λλ)
→ −∂Xa0,2 = b1,2 , (5.31)
and obtain from hitting it by D2 = b
µν
(
σα(γµνλ)
α + cµcν
)
b0,3 = Da0,2 = b
µν(ωγµνλ) + · · · ≃ b3,0 . (5.32)
This should give an expression for the −q2t−4g3 element in the minimal mini-BRST co-
homology.
Now, quite independently from the computation above (i.e. entirely within the mini-
mal ghost-for-ghost framework), it can be argued that there is a D-closed operator bˆ that
starts from
bˆ = bµνNˆµν + · · · . (5.33)
56
Since D commutes with the total Lorentz generator Nˆµν , one finds
D(bµνNˆµν) = D(b
µν)Nˆµν = ρ
µαNˆµν(γ
νλ)α + · · · (5.34)
where ρµα is the fourth generation ghost that came from D3 = ρ
µα(cµν(γ
νλ)α+cµσα), and
the ellipsis denotes the (less important) contribution from Dk ∋ Bk+1C3Ck−3.11
Note that the pure spinor identity
2Nµν(γµλ)α − J(γνλ)α = −1
2
(ωγµγν)α(λγµλ) ≈ 0 (5.35)
is rephrased in the ghost-for-ghost language as
2Nˆµν(γµλ)α − Jˆ(γνλ)α = DYˆ να , (5.36)
for some Yˆ να = −(1/2)ωαcν + · · · . Since ρµα is γ-traceless, one then finds
D(bµνNˆµν + ρ
µαYˆµα) = D(ρ
µα)Yˆµα + · · · , (5.37)
and is taken back to a situation similar to (5.34) with B3 = b
µν replaced by B4 = ρ
µα and
Nˆµν replaced by Yˆνα. Thus the general expectation is
bˆ =
(∑
k≥3
BkNˆk
)
+ · · · , (5.38)
where Nˆ3 = Nˆµν , Nˆ4 = Yˆνα and so on, and the ellipsis is responsible for the corrections
from Dk ∋ Bk+1CmCk−m.
5.3.3 Properties of b3 and the remaining missing states
Having explained that the fermionic singlet with charges −q2t−4g3 is nothing but the tail
term b3 (i.e. the three form piece) of the composite b-ghost, let us turn to a brief discussion
of the remaining missing states that we found at higher Virasoro levels (see (B.1)).
Although the number of missing states are finite at a given level, the ∗-conjugation
symmetry of the partition function indicates there are an infinite number of them, one
for every gauge invariant state, λ((αλβ)), Nµν , T etc. In view of our analysis of the toy
models, the charges of “∗-conjugation pairs” must be related as
qmtngk ↔ −q2+m+nt−4−ng3−k . (5.39)
In particular, we conjecture that all the missing states are carrying ghost number 3 and
can be constructed by multiplying ghost number 0 operators to a single b3 (perhaps with
derivatives).
11 (Bk, Ck) are the kth generation ghost; in particular C3 = cµν .
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One should be able to prove the conjecture by constructing an inner product that
couples the ∗-conjugation pairs. As we explained in section 4.1.4 using toy models, the
inner product should be such that the cohomologies with b3 can be obtained roughly
by swapping the role of λ and ω. Some questions that can be checked explicitly even
before constructing the inner product are whether b3λ
α and b3∂b3 are trivial, and whether
operators of the form b3ω((α1 · · ·ωαn)) + · · · are in the cohomology. In the case of the
toy models these questions can be confirmed very easily. For example, using the BRST
method (remember D = bλiλi)
bλi ∝ D(wi) , b∂b ∝ D(ωiωi) , (5.40)
and it is also easy to show that bωi etc. are in the cohomology. We believe the answers
are also affirmative for the pure spinor case, but will leave a proof of this to future
investigation.
6 Derivation of the lightcone spectrum
Finally in this section we derive the Green-Schwarz lightcone spectrum by combining the
pure spinor partition function with those of the physical variables xµ and (pα, θ
α). The
lightcone spectrum we are to derive is the Fock space spanned by the transverse oscillators
αi−n , S
a
−n , (i ∈ 8v , a ∈ 8s , n ≥ 1) , (6.1)
on the super-Maxwell ground states
|i〉+ |a˙〉 = 8v + 8a . (6.2)
Their partition function is simply
Zlc(q, ~σ) = Trlc(−1)F qL0eµ·σ
= (8v − 8a)
∏
h≥1
(1− qh)8s
(1− qh)8v .
(6.3)
Now, since the physical BRST operator of the pure spinor formalism Q (or more pre-
cisely Q+δ) contains pieces with non-zero t-charge, the total partition function of the pure
spinor superstring Z(q, t, ~σ) (which includes x and (p, θ) sectors) is not directly related to
the cohomology of Q. Moreover, Z(q, t, ~σ) differs from the lightcone partition function.
However, it will be shown in this section that if the t-charge is twisted appropriately us-
ing the lightcone boost charge (t→ t˜), Z(q, t, ~σ) can be related to the lightcone partition
function as
Z˜(q, t˜, ~σ) ↔ −t˜2Zlc(q, ~σ) + t˜6Zlc(q, ~σ) . (6.4)
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The first term at t˜2 represents the usual lightcone spectrum and the second term at t˜6
represents the spectrum of the antifields. If one writes Q = Q0+Q1+· · · where Qn carries
t-charge n, it is obvious that the twisted total partition function Z˜(q, t˜, ~σ) represents the
cohomology of t˜-charge 0 piece Q0 of Q. One might think that the cohomology of Q0
has nothing to do with that of Q, but it will be shown that Q0 and Q have the same
cohomology, except that the on-shell condition (L0 = 0) is not implied for the former.
Let us begin by first illustrating the analogous result for the bosonic string.
6.1 Lightcone spectrum of bosonic string from covariant parti-
tion function
The BRST operator of the bosonic string takes the form
Q = cTx + bc∂c
=
∑
n∈Z
c−nLn − 1
2
∑
m,n∈Z
(m− n)c−mc−nbm+n , (6.5)
where we left the normal orderings implicit and the Virasoro operators are given by
L0 =
1
2
k2 +
∑
m≥1
αµ−mαµ,m − 1 ,
Ln =
1
2
∑
m∈Z
αµn−mαµ,m (n 6= 0) .
(6.6)
Because of the ghost zero-mode oscillators {b0, c0} = 1, the cohomology of Q consists of
two identical copies of the lightcone spectrum—those without c0 (fields) and those with c0
(antifields). Thus, the partition function defined by Tr(−1)F qL0 vanishes identically due
to field-antifield cancellation. One way to get a non-zero result is to impose an additional
condition b0 = 0 which drops all the antifields from the trace, but it is difficult to perform
an analogous operation in the pure spinor formalism. Another way to get a non-zero
result is to introduce a charge that distinguishes fields from antifields. Clearly, the ghost
number (t-charge) measured by
J = −bc (→ t(b, c) = (−1, 1) ) (6.7)
does the job. The (lightcone) partition function would then be
Zlc(q, t) = Tr(−1)F qL0tJ0 = −q−1(t− t2)
∏
h≥1
1
(1− qh)24 , (6.8)
where the prefactor represents the ground state tachyon (c = −q−1t) and its antifield
(c∂c = q−1t2).
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In obtaining the expression (6.8), we used the well-known fact that the physical spec-
trum is spanned by the transverse oscillators αi−n (i = 1, . . . , 24, n > 0). Now, let us
explain how it can be obtained from the covariant partition function
Z(q, t, ~σ) = Zx(q, t, ~σ)Zbc(q, t, ~σ) ,
Zx =
∏
h≥1
1
(1− qh)26 ,
Zbc =
∏
h≥2
(1− qht−1)1
∏
h≥−1
(1− qht)1 .
(6.9)
If the BRST operator Q carried ghost number (t-charge) 0, the total partition function
Z(q, t, ~σ) would represent its cohomology. But since Q carries ghost number 1, Z(q, t, ~σ)
is not directly related to the cohomology. Nevertheless, there is a simple way to obtain
the partition function of cohomology (6.8) from Z(q, t, ~σ). The procedure is simple and
one only has to twist the t-charge by the lightcone boost charge for the non-zero modes
α±n′
J → J˜ = J + 1
2
N+−x′ . (6.10)
(The zero-modes k± are kept intact.) Then, the twisted t˜-charges read
t˜(k±, α±n′, α
i
n, b, c) = (0,±1, 0,−1, 1) , (6.11)
and the twisted partition function becomes identical to (6.8) representing lightcone fields
and antifields:
Z˜(q, t˜, ~σ) = −q−1(t˜− t˜2)
∏
h≥1
1
(1− qh)24 . (6.12)
Of course, Z˜(q, t˜, ~σ) represents the cohomology of the t˜-charge 0 piece of Q,
Q = Q0 +Q1 +Q2 ,
Q0 = −1
2
k+
∑
n 6=0
c−nα
−
n ,
(6.13)
and not necessarily that of Q itself. However, as is apparent from (6.13) the cohomologies
of Q and Q0 are identical, except that the on-shell conditions are not implied for the
latter. (Recall that we are not imposing the b0 = 0 condition.) So the twisted partition
function (6.12) in fact represents the lightcone spectrum but without the on-shell condition.
In the previous paragraph, we recovered the well-known fact that the BRST cohomol-
ogy reproduces the lightcone spectrum [35]. Anticipating application to the pure spinor
formalism, let us briefly recall why this is the case. The crucial points to understand are
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(i) why the non-zero modes of bc ghosts and lightcone oscillators α±n form a BRST quartet
and (ii) how the on-shell condition appears. An efficient way to understand both at the
same time is to use a unitary transformation that reveals the essential structure of Q. It
can be shown that Q can be brought to the form (see for example [36])
eRQe−R = d+ d′ , (6.14)
where
d = Q0 = −1
2
k+
∑
n 6=0
c−nα
−
n ,
d′ = c0L
tot
0 = c0
(1
2
k2 − 1 +
∑
n 6=0
(αµ−nαµ,n + nc−nbn)
)
.
(6.15)
Clearly, d and d′ commute and the cohomology of d+d′ is the lightcone spectrum (d = 0)
with the on-shell condition (d′ = 0). Since Q0 is identical to d and does not contain d
′, its
cohomology is different from that of Q by the on-shell condition.
One could have tried to define the t˜-charge so that
Q0 = d+ d
′ . (6.16)
It can be achieved for example by treating the ghost zero-modes differently from the ghost
non-zero modes and assigning t˜(b0, c0) = (0, 0) instead of (−1, 1). But this makes the par-
tition function vanish due to the field-antifield cancellation. We expect this phenomenon
to be a general feature of “on-shell partition functions” if one does not impose the b0 = 0
condition. Since it is not straightforward to impose the b0 = 0 condition in the pure spinor
formalism, we will be content with the “off-shell partition function” of the type (6.12)
and discuss the on-shell condition separately.
6.2 Lightcone spectrum from pure spinor partition function
As explained earlier, physical states in the pure spinor formalism are defined as the coho-
mology of Q + δ in Cˇech-Dolbeault framework. We now wish to define an operator that
is the analog of Q0 = −(1/2)k+
∑
n 6=0 c−nα
−
n of the bosonic string as the twisted t˜-charge
0 piece of the physical BRST operator. To find the appropriate twisting of the t-charge
current Jt = −ωλ − pθ, let us study the massless vertex operators and see where the
lightcone degrees of freedom reside.
6.2.1 Twisting of t-charge
The super-Poincare´ covariant vertex operator for the super-Maxwell fields is given by
V = λαAα(x, θ)
= λαψα(x) + (λγ
µθ)aµ(x) + (λγ
µθ)(θγµ)αχ
α(x) + · · · (6.17)
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with aµ(x) and χα(x) the photon and photino wave functions. (The first term λαψα is
pure gauge and the ellipsis involve spacetime derivatives of aµ and χα.) In this form, the
lightcone degrees of freedom (ai, χa˙) are contained in the terms at t2 and t3. But if the
t-charges of λ and θ are twisted by the lightcone boost charge as
J → J˜ = −ωλ− pθ +N+−ωλ +N+−pθ ,(
t˜(γ+λ, γ−λ, γ+θ, γ−θ) = (2, 0, 2, 0)
)
,
(6.18)
both are brought to t˜2
t˜2 : (λγiθ)ai(x) , (λγ
−θ)(θγ+)a˙χ
a˙(x) . (6.19)
Similar analysis shows that the lightcone degrees of freedom for the antiphoton and an-
tiphotino are brought to t˜6, which explains our expectation (6.4):
Z˜(q, t˜, ~σ) = −t˜2Zlc(q, ~σ) + t˜6Zlc(q, ~σ) . (6.20)
The analysis here does not tell us how the t-charges of (the non-zero modes of) ∂xµ
should be twisted, but it turns out that the appropriate definition of J˜ is
J˜ = −ωλ− pθ +K , K = N+−ωλ +N+−pθ + 2N+−x′ . (6.21)
Note that we twisted the lightcone coordinates ∂x± twice as much as others, and we
indicate by the prime in N+−x′ that the zero-mode of ∂x
± = k± are kept intact. In our
convention, the boost charge K of the basic operators are
K(γ±ω, γ±λ) = (±1,±1) , K(γ±p, γ±θ) = (±1,±1) ,
K(k±, ∂x′±, ∂xi) = (0,±4, 0) . (6.22)
It will now be argued that the t˜-charge 0 piece of the physical BRST operator plays a
role analogous to the Q0 = −(1/2)k+
∑
n 6=0 c−nα
−
n of the bosonic string. As a first step,
let us see how the total partition function Z(q, t, ~σ) is twisted at several lower mass levels.
6.2.2 Massless states
It is easy to see that the twisted partition function for the zero modes Z˜0(t˜, ~σ) represents
the lightcone super-Maxwell ground state. The twisted partition function can be easily
computed from the original spin partition function:
Z0(t, ~σ) = 1− 10t2 + 16t3 − 16t5 + 10t6 − 1t8 ,
→ Z˜0(t˜, ~σ) = −(8v − 8a)t˜2 + (8v − 8a)t˜6 .
(6.23)
At the level of vertex operators, this formula can be understood as follows. Covariant
vertex operators for the super-Maxwell antifields (a∗, χ∗α), for the ghost c, and for the
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antighost c∗ are similar to that of the super-Maxwell field (6.17) but have different numbers
of λ:
V ∗ = λαλβAαβ(x, θ)
= · · ·+ (λγνθ)(λγρθ)(γνρθ)αχ∗α(x) + (λγνθ)(λγρθ)(θγµνρθ)a∗µ(x) + · · ·
U = A(x, θ) = 1c(x) + · · · ,
U∗ = λαλβλγAαβγ(x, θ) = · · ·+ (λγµθ)(λγνθ)(λγρθ)(θγµνρθ)c∗(x) + · · · .
(6.24)
The terms of the covariant partition function Z0 corresponds to the (vertex operators of)
component fields as
1− 10t2 + 16t3 − 16t5 + 10t6 − 1t8 ↔ (c, aµ, χα, χ∗α, a∗µ, c∗) . (6.25)
Under the twisting (6.18) one finds that only the lightcone degrees of freedom survives as
in
t˜0 t˜1 t˜2 t˜3 t˜4 t˜5 t˜6 t˜7 t˜8
1 c
−10t2 a+ ai a−
16t3 χa˙ χa
−16t5 χ∗a χ∗a˙
10t6 a∗+ a∗i a∗−
−1t8 c∗
Spurious degrees of freedom and the ghosts (a±, χa, c etc.) are brought outside t˜2,6 and
get canceled by components with the opposite statistics.
6.2.3 First massive states
The lightcone partition function at level 1 can be derived in a similar manner. A new
feature here is the appearance of non-zero modes of xµ which have to be twisted twice as
much (6.21). The total partition function before the twisting is
Z1(t, ~σ) = Zωλ,1Zpθ,0 + Zωλ,0Zpθ,1 + Zωλ,0Zpθ,0Zx,1
=
(
(45+ 1)− 144t+ (126− 10)t2 + 16t3
− 16t5 − (126− 10)t6 + 144t7 − (45+ 1)t8)
ωλ
+
(
(1− 10t2 + 16t3 − 16t5 + 10t6 − 1t8)λ ⊗ (10x − 16pt−1 − 16θt)
)
,
and after the twisting (6.21), it becomes
Z˜1(t˜, ~σ) = (8v − 8a)t˜−2 + (−56va + 35aa + 28− 8s + 1)t˜0 + (−56vs + 56sa)t˜2
− (−56vs + 56sa)t˜6 − (−56va + 35aa + 28− 8s + 1)t˜9 − (8v − 8a)t˜10
+ Z˜0(t˜, ~σ)⊗
(
(1x − 8p,a)t˜−2 + (8p,s + 8θ,a)t˜0 + (1x + 8θ,s)t˜2
)
. (6.26)
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A little algebra shows that again only the terms at t˜2,6 survives:
Z˜1(t˜, ~σ) = −t˜2
(
35+ 28 + 1+ 56sa + 8v − 56va − 8s − 56vs − 8a
)
+ t˜6
(
35+ 28+ 1+ 56sa + 8v − 56va − 8s − 56vs − 8a
)
.
(6.27)
The cancellation among spurious states and ghosts occurs as indicated in figure 6.1.
6.2.4 Higher massive states
The very same twisting procedure leads to the lightcone spectrum for the higher massive
states. The computations are straightforward once the spin partition functions Zh(t, ~σ)
of the pure spinor are obtained. We list the latter up to level h = 5 in appendix B.2, so
the interested reader can readily check the emergence of the lightcone spectrum.
6.3 Q0-cohomology and absence of on-shell condition
Finally, let us study the relation between the cohomologies of Q0 and Q (or more precisely
that of Q0 + δ and Q + δ where δ is either the Cˇech or Dolbeault operator). It will be
argued that Q0 is an analog of k
+
∑
n 6=0 α
−
n c−n of the bosonic string, and in particular
that it does not imply the on-shell condition.
Under the twisted t˜-charge, Q splits into three pieces
Q = Q0 +Q2 +Q4 ,
Q0 = λ
αd′α ,
(
d′a = pa + k
+θa , d
′
a˙ = pa˙ + θa˙∂x
′−
)
,
Q2 = (λ
a˙θa˙)k− + (λγiθ)∂xi ,
Q4 = (λ
aθa)∂x′+ − 1
2
(λγµθ)(θγµ∂θ) ,
(6.28)
where the notation ∂x′± signifies the omission of zero-modes k±. (The Cˇech or Dolbeault
operators δ also carries t˜-charge 0 and we implicitly include it in Q0.) Q0 is certainly
nilpotent, but since it only contains the k+ component of the momentum, setting Q0 = 0
cannot imply the on-shell condition.
In order to see that Q0 indeed works as k
+
∑
n 6=0 α
−
n c−n of the bosonic string, we study
its cohomology directly, by employing the method utilized in [27] to derive the (on-shell)
lightcone spectrum from Q.
6.3.1 Ghost-for-ghost method with an SO(8) parameterization of pure spinor
In section 4.1.1, we analyzed the reducibility conditions of the pure spinor constraint in an
SO(10) covariant manner. As was noted in [27], there is a simpler version of this analysis
if one breaks the covariance down to SO(8).
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t˜−4 t˜−2 t˜0 t˜2 t˜4 t˜6 t˜8 t˜10 t˜12
−16t−1 −8a −8s
45t0 8v 28+ 1 8v
10xt
0
1 8v 1
1t0 1
−120t2 −28 −56sa − 8v −28
−100xt2 −1 −8v −1 −35 −1 −8v −1
−8v −28 −8v
−1
−2 · 10t2 −2 · 1 −2 · 8v −2 · 1
144t3 8s 56vs + 8a 56va + 8s 8a
144xt
3
8a 56va + 8s 56vs + 8a 8s
16xt
3
8s 8a
2 · 16t3 2 · 8a 2 · 8s
⋆
−2 · 16t5 −2 · 8s −2 · 8a
−16xt5 −8a −8s
−144xt5 −8s −56vs − 8a −56va − 8s −8a
−144t5 −8a −56va − 8s −56vs − 8a −8s
2 · 10t6 2 · 1 2 · 8v 2 · 1
100xt
6
1
8v 28 8v
1 8v 1 35 1 8v 1
120t6 28 56sa + 8v 28
−1t8 −1
−10xt8 −1 −8v −1
−45t8 −8v −28− 1 −8v
16t9 8s 8a
0 0 0 −(35,28,1) 0 (35,28,1) 0 0 0
−(56sa,8v) (56sa,8v)
(56va,8s) −(56va,8s)
(56vs,8a) −(56vs,8a)
Figure 6.1: Lightcone first massive states from level 1 twisted character
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First, parameterize SO(8) antichiral and chiral components of λα as
λa˙ = sa˙ , λa = (\vs)a = viγab˙i sb˙ . (6.29)
λα satisfies the pure spinor condition provided sa˙ is constrained to be null, sa˙sa˙ = 0.
However, half of vi is spurious because of the gauge invariance
δΛv
i = Λa(γis)a → δΛλa = Λa(ss) = 0 . (6.30)
Repeating the BRST construction (section 4.1) in an SO(8) covariant manner, one obtains
a chain of free-field ghosts-for-ghosts12
(Bn, Cn) : (b
a
1, c
a
1) , (ρ
i
2, σ
i
2) , (b
a
3, c
a
3) , (ρ
i
4, σ
i
4) , · · · , (6.31)
where as before (ba2n−1, c
a
2n−1) are fermionic and (ρ
i
2n, σ
i
2n) are bosonic. Introducing a
fermionic ghost pair (b, c) for the remaining constraint sa˙sa˙ = 0 (and denoting the conju-
gate to sa˙ and vi by ta˙ and wi), the mini-BRST operator reads [27]
D =
∫ (
bsa˙sa˙ + sa˙G a˙gh + cTgh
)
, (6.32)
where
G a˙gh = −(\wc1)a˙ + (b1\σ2)a˙ − (\ρ2c3)a˙ + · · · ,
Tgh = (wiσi2) + (b1c3) + (ρi2σi4) + · · · .
(6.33)
Using a regularization 1 − 1 + 1 − · · · = limx→1(1 + x)−1 = 1/2 familiar in covariant
treatments of the κ-symmetry, it is straightforward to check that the combined system of
(ta˙, sa˙;wi, vi;Bn, Cn, b, c) has the desired central charge 22. Moreover, one can construct
a set of generators for the full SO(10) Lorentz current algebra (with appropriate level
−3), under which D and the physical BRST operator Q′ (to be defined shortly) are
invariant [27, 37].
In [27], the SO(8) mini-BRST operator D was used to construct the ghost extended
physical BRST operator Q′ = D +
∫
λαdα + · · · , whose cohomology is equivalent to that
of Q =
∫
λαdα. The operator can be written in the same form as D,
Q′ =
∫ (
bsa˙sa˙ + sa˙G a˙ + 2cT ) , (6.34)
provided one defines
G a˙ = da˙ + (\vd)a˙ + G a˙gh ,
T = −(π− + 2viπi + v2π+) + 2ca1da + Tgh ,
(6.35)
12We departed from [27] in notation to match the notation of the present paper. In [27], the initial
parameterization was chosen oppositely (i.e. λa = sa) and the ghosts (b2n−1, c2n−1, ρ2n, σ2n)n≥1 were
denoted by (un, tn, wn, vn).
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with πµ being the superinvariant momentum ∂xµ−θγµ∂θ. The combinations (G a˙, T ) and
(G a˙gh, Tgh) satisfy the same algebra
G a˙(z)G b˙(w) = −2δ
a˙b˙T
z − w , G
a˙(z)T (w) = T (z)T (w) = regular . (6.36)
This algebra appears repeatedly in the pure spinor formalism, and is related to the algebra
generated by the first-class part of the Green-Schwarz-Siegel constraint dα [9].
Now that the ghost extended physical BRST operator (6.34) is written entirely in
terms of free fields, the analysis of its cohomology is straightforward as explained in [27].
Let us apply the argument to the case at hand, where the full operator Q is replaced by
its t˜-charge 0 piece Q0.
6.3.2 Lightcone “off-shell” spectrum from Q0-cohomology
By coupling the SO(8) mini-BRST operator D to Q0, one concludes that the cohomology
of Q0 is equivalent to that of the t˜-charge 0 contribution to Q
′ which is
Q′0 =
∫ (
bsa˙sa˙ + sa˙G a˙0 + 2cT0
)
, (6.37)
where
G a˙0 = d′a˙ + (\vd′)a˙ + G a˙gh ,
T0 = −1
2
∂x′− + v2k+ + 2ca1d
′a + Tgh .
(6.38)
To study the cohomology of Q′0, it is convenient to introduce the grading defined by
l(pa˙, θa˙, ∂x
′±) = (1,−1,±1) . (6.39)
Under the l-grading, Q′0 splits to
Q′0 = Q
′
0,1 +Q
′
0,0 ,
Q′0,1 = ∫ (sa˙pa˙ − c′∂x′−) ,
Q′0,0 = (rest)
= ∫ (bsa˙sa˙ + sa˙θa˙∂x′− + sa˙(\vd′)a˙ + sa˙G a˙gh + 2cv2k+ + 4c(ca1d′a) + 2cTgh) .
(6.40)
It immediately follows that two quartets
(pa˙, θa˙, t
a˙, sa˙) , (∂x′±, b′, c′) , (6.41)
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decouple from the cohomology. Furthermore, the conditions implied by Q′0 on the remain-
ing fields
(k±, ∂xi) , (pa, θ
a) , (b0, c0) , (w
i, vi) , (Bn, Cn) , (6.42)
are the cohomology condition of
Q′′ = c0∫ (k+v2 + 2(c1d′) + Tgh)
= c0(k
+v2 + 2(d′c1) + w
iσi2 + b
a
1c
a
3 + · · · )0 .
(6.43)
Remembering d′a = pa + k
+θa, it then follows that the cohomology of Q
′ (and hence that
of Q0) is spanned by
∂xi , (pa − k+θa) , (6.44)
on the super-Maxwell ground states (1, λγµθ, (λγµθ)(γµθ)α, · · · , λ(3)θ(5)) (with appropriate
BRST ghost extensions).
If the full operator Q was used in place of Q0 one would find c0k
− (among other terms)
in the final form of Q′′, and this leads to the on-shell condition [27]. Summing up, we
have learned that the physical BRST operator Q of the pure spinor formalism contains
a piece Q0 which plays an analogous role as k
+
∑
n 6=0 α
−
n c−n of the bosonic string, and
the role of the rest of Q is to impose the on-shell condition on the “off-shell” lightcone
spectrum. This was what we wanted to explain.
6.3.3 Equivalence with light-cone partition function
In this subsection, we shall argue that after performing the twist of (6.21), the ghost modes
of (ω, λ) cancel against the longitudinal modes of (p, θ, x) such that only the light-cone
degrees of freedom contribute to the partition function. Since the light-cone partition
function is modular invariant, the complete partition function which is twisted with re-
spect to (6.21) must also be modular invariant.
To show that after performing the twist of (6.21), the ghost modes of (ω, λ) cancel
against the longitudinal modes of (p, θ, x), it will be convenient to parameterize λα in
terms of λa˙ and λa as in (6.29). Since λa˙ satisfies the constraint λa˙λa˙ = 0, it can be
described by 8 unconstrained bosons sa˙ together with a fermion c which replaces the
constraint. Note that sa˙ carries +2 t˜-charge and c carries +4 t˜-charge. Their conjugate
momenta, which will be called ta˙ and b, carry opposite t˜-charge and carry conformal
weight +1.
The variables (ta˙, s
a˙) have the same SO(1, 1) × SO(8) Lorentz spin and t˜-charge as
(γ−p, γ+θ) and have the opposite statistics. So the partition function for (ta˙, s
a˙) cancels
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the partition function for (γ−p, γ+θ). Similarly, (b, c) have the same SO(1, 1) × SO(8)
Lorentz spin and t˜-charge as (∂x′+, ∂x′−) and have the opposite statistics. So just as
in bosonic string theory, the partition function for the (b, c) ghosts cancels the partition
function for the longitudinal (∂x′+, ∂x′−) variables.
Finally, one has the remaining λa ghost variables which satisfy the constraint sb˙γab˙i λ
a =
0. This constraint implies that only four of the eight λa variables are independent and
since a null sa˙ breaks SO(8) to U(4), one can write this constraint as λA = 0 where λa has
been decomposed into its U(4) components as λa = (λA, λA) for A = 1 to 4. Under this
decomposition of SO(8) into U(4), the variables γ−θ and γ+p decompose as (θA, θA) and
(pA, pA). And since (ωA, λ
A) carries the same SO(1, 1)× U(4) Lorentz spin and t˜-charge
as (pA, θ
A) and has the opposite statistics, their partition functions cancel out.
So after cancelling out these partition functions of the ghost and longitudinal matter
variables, the only remaining contribution comes from the light-cone variables (pA, θ
A, xi)
which produce the standard modular invariant light-cone partition function of the super-
string.
7 Summary and future applications
In this paper, we computed the partition function for pure spinors up to the fifth mass
level using both the ghost-for-ghost method and the fixed-point method. After including
the partition function for the matter variables, we showed agreement with the light-cone
superstring spectrum up to the fifth mass level.
The main surprise in the computation is the appearance of fermionic states in the
pure spinor partition function starting at the second mass level. These fermionic states
all correspond to three-forms on the pure spinor space, and are related to a term in the
b ghost in the pure spinor formalism. Based on the symmetry properties of the pure
spinor partition function, we conjecture there is a one-to-one correspondence between
these fermionic states and the usual bosonic states which are associated to gauge-invariant
polynomials in (λα, ωα).
There are several possible applications of these results for amplitude computations
and for superstring field theory. Using the RNS formalism, scattering amplitudes can be
computed either using conformal field theory techniques or using the operator method.
Although conformal field theory techniques are more convenient for multiloop amplitudes,
the operator method is convenient for one-loop computations where one expresses the
amplitude as a trace over states in the Hilbert space.
In this paper, the pure spinor partition function was only computed up to the fifth mass
level, but it might be possible to extend our results and construct an explicit formula for
the complete pure spinor partition function. One could then use the operator method in
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the pure spinor formalism, which might simplify the computations of one-loop amplitudes.
Another possible application of our results concerns the role of the b ghost in computing
multiloop scattering amplitudes. As discussed in [2][3], there are subtleties in computing
g-loop amplitudes when the 3g − 3 b ghosts contribute terms which diverge as fast as
(λλ)−11 when λα → 0. Since the integral ∫ d11λ d11λ(λλ)−11 diverges near λα = 0, the
functional integral over the pure spinor ghosts needs to be regularized when there are
terms which diverge as fast as (λλ)−11. A consistent BRST-invariant regularization for
multiloop amplitudes was defined in [3], however, this regularization was complicated and
not very practical for computations.
In this paper, it was argued that the only states in the cohomology of the pure spinor
Hilbert space correspond to functions which are either zero-forms or three-forms. These
operators are either regular when λα → 0, or diverge as (λλ)−3. When multiplying 3g−3
b ghosts, one can in general get terms which diverge as fast as (λλ)−9g+9. However, this
cohomology argument implies that there must exist an operator Λ(z1, ..., z3g−3) such that,
after ignoring total derivatives in the Teichmu¨ller parameters,
b(z1)b(z2)...b(z3g−3)− [Q,Λ(z1, ..., z3g−3)]
diverges no faster than (λλ)−3. (Note that [Q, b(z1)b(z2)...b(z3g−3)] is proportional to total
derivatives in the Teichmu¨ller parameters, so the cohomology argument can only be used
if one can ignore these total derivatives.)
Since BRST-trivial operators do not affect on-shell scattering amplitudes, one can use
[Q,Λ(z1, ..., z3g−3)] to remove the dangerous divergences when (λλ)→ 0. Even though the
construction of Λ may be complicated, this is an alternative BRST-invariant regularization
method for (λλ)→ 0 divergences which may be more efficient for computations than the
regularization method described in [3].
A third possible application of these results is for superstring field theory. In [2], a
cubic open superstring field theory action was constructed using the pure spinor formalism.
However, the correct definition of the Hilbert space was unclear because of the possibility
of states diverging when (λλ) → 0. Using the results of this paper, one now knows that
the Hilbert space must at least allow states which diverge as (λλ)−3 in order to reproduce
the correct massive spectrum. But it is an open question if one can consistently define a
multiplication rule for string fields in such a manner that states diverging like (λλ)−11 are
never produced. Note that in string field theory, one cannot use BRST-trivial operators to
remove these dangerous states since off-shell string fields are not necessarily BRST-closed.
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Appendix
A SO(10) conventions and formulas
A.1 Dynkin labels
As is well known, all the irreducible representations of SO(10) can be labeled by five inte-
gers called Dynkin labels. Those are nothing but the highest weights of the representations
in an appropriate basis. In our convention,
vector: (10000) = 10 ,
2-form: (01000) = 45 ,
3-form: (00100) = 120 ,
antichiral spinor : (00010) = 16 ,
chiral spinor : (00001) = 16 .
(A.1)
When computing the partition functions, it is sometimes more convenient to introduce
an orthogonal basis for the Cartan subalgebra, ea (a = 1, . . . , 5) such that the fundamental
roots are
e1 − e2, e2 − e3, e3 − e4, e4 ± e5 . (A.2)
We then denote the character of ea by e
σa where σa is a formal variable for bookkeeping.
Also the weight vectors in this basis are denoted by square bracket:
µ =
∑
a
µaea ↔ [µ1µ2µ3µ4µ5] ↔ eµ·σ . (A.3)
The components µa’s take values in half integers and are related to the (integer valued)
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Dynkin labels (a1a2a3a4a5) by
µ1
µ2
µ3
µ4
µ5
 =

1 1 1 1/2 1/2
0 1 1 1/2 1/2
0 0 1 1/2 1/2
0 0 0 1/2 1/2
0 0 0 −1/2 1/2


a1
a2
a3
a4
a5
 . (A.4)
We refer to this basis as the “five sign basis” because the weights and characters of chiral
spinors are expressed as
µ =
1
2
[±1,±1,±1,±1,±1] ↔ e 12 (±σ1±σ2±σ3±σ4±σ5) , (A.5)
with even number of minus signs.
A.2 Some dimension formulas
Dimensions of the SO(10) irreducible representations are given by
dim(a b c d e)
=
1
24 · 34 · 43 · 52 · 6 · 7
{
(a+ 1)(b+ 1)(c+ 1)(d+ 1)(e+ 1)
(a + b+ 2)(b+ c + 2)(c+ d+ 2)(c+ e+ 2)
(a + b+ c+ 3)(b+ c+ d+ 3)(b+ c+ e+ 3)(c+ d+ e+ 3)
(a + b+ c+ d+ 4)(a+ b+ c+ e+ 4)(b+ c+ d+ e+ 4)(b+ 2c+ d+ e+ 5)
(a + b+ c+ d+ e + 5)(a+ b+ 2c+ d+ e+ 6)(a+ 2b+ 2c+ d+ e + 7)
}
. (A.6)
Of special interest are the ‘(chiral) pure spinor representations’ (0000n), which have the
following dimensions
dim(0000n) =
(n+ 7)(n+ 6)(n+ 5)2(n + 4)2(n+ 3)2(n + 2)(n+ 1)
7 · 6 · 52 · 42 · 32 · 2 . (A.7)
B Table of partition functions
B.1 Partition functions without spin: number of states
List of coefficients Nm,n present in the expansion Z(q, t) =
∑
m≥0
∑
nNm,nq
mtn of the
pure spinors partition function. We include the usual gauge invariant states (Nm,n > 0)
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as well as the extra states (Nm,n < 0) which are described using BRST or Cˇech/Dolbeault
cohomologies (of third degree).
n N0,n N1,n N2,n N3,n N4,n N5,n N6,n · · ·
-8 0 0 0 0 0 0 −2772
-7 0 0 0 0 0 −672 −19824
-6 0 0 0 0 −126 −4068 −70522
-5 0 0 0 −16 −592 −11408 −153408
-4 0 0 −1 −46 −1073 −16974 −205373
-3 0 0 0 −16 −592 −11408 −152736
-2 0 0 0 0 0 0 0
-1 0 0 16 592 11408 152736 1597520
0 1 46 1073 16974 205373 2031130 17130386
1 16 592 11408 153408 1617344 14228752 108567392
2 126 4068 70522 868012 8479364 69771888 501686294
3 672 19824 320304 3716208 34489920 271222800 1872478496
4 2772 76824 1180602 13125484 1173525227 892615196 5979762150
...
...
...
...
...
...
...
...
(B.1)
B.2 Spin partition functions
For convenience, we here list the partition functions with spin dependence up to fifth
Virasoro levels. Partition functions at each level are of the form
Zh(t, ~σ) =
Ph(t, ~σ)
(1− t)S where (1− t)
S ≡
∏
µ∈S
(1− teµ·σ), S = (00001) = 16 (B.2)
and Ph(t, ~σ) is a polynomial of t with coefficients taking values in the representations of
SO(10). For brevity, we only write the numerator Ph(t). Again, formulas include the
extra states in the third cohomology.
Level 0:
P0(t, ~σ) = (00000)1 − (10000)10t2 + (00010)16t3
− (00001)16t5 + (10000)10t6 − (00000)1t8 (B.3)
Level 1:
P1(t, ~σ) =
(
(01000)45 + (00000)1
)− (10010)144t1 + ((00020)126 − (10000)10)t2
+ (00010)16t
3 − (00001)16t5 −
(
(00002)126 − (10000)10
)
t6
+ (10001)144t
7 − ((01000)45 + (00000)1)t8 (B.4)
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Level 2:
P2(t, ~σ)
= −(00000)1t−4 + (00001)16t−3 − (00100)120t−2
+
(
+(01010)560 + (00010)16
)
t−1
+
(−(10020)1050 + (01000)45 + 2(00000)1)t0 + (+(00030)672 − (10010)144)t1
+
(−(11000)320 + (00020)126 − 2(10000)10)t2
+
(
+(01010)560 + 2(00010)16
)
t3
+
(−(01001)560 − 2(00001)16)t5
+
(
+(11000)320 − (00002)126 + 2(10000)10
)
t6
+
(−(00003)672 + (10001)144)t7 + (+(10002)1050 − (01000)45 − 2(00000)1)t8
+
(−(01001)560 − (00001)16)t9
+ (00100)120t
10 − (00010)16t11 + (00000)1t12 (B.5)
Level 3:
P3(t, ~σ)
= −(00010)16t−5 + (00011)210t−4 − (00110)1200t−3 + (01020)3696t−2
+
(−(10030)5280 + (01010)560 + 2(00010)16)t−1
+
(
+(00040)2772 − (10020)1050 + (02000)770 + 3(01000)45 + 3(00000)1
)
t0
+
(−(11010)3696 + (00030)672 − 3(10010)144)t1
+
(
+(01020)3696 − 2(11000)320 + 3(00020)126 − 3(10000)10
)
t2
+
(
+2(01010)560 + 3(00010)16
)
t3
+
(−2(01001)560 − 3(00001)16)t5
+
(−(01002)3696 + 2(11000)320 − 3(00002)126 + 3(10000)10)t6
+
(
+(11001)3696 − (00003)672 + 3(10001)144
)
t7
+
(−(00004)2772 + (10002)1050 − (02000)770 − 3(01000)45 − 3(00000)1)t8
+
(
+(10003)5280 − (01001)560 − 2(00001)16
)
t9
− (01002)3696t10 + (00101)1200t11 − (00011)210t12 + (00001)16t13 (B.6)
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Level 4:
P4(t, ~σ)
= −(00020)126t−6 +
(
+(00021)1440 − (00010)16
)
t−5
+
(−(00120)6930 + (00011)210 − (00000)1)t−4
+
(
+(01030)17280 − (00110)1200 + (00001)16
)
t−3
+
(−(10040)20790 + (01020)3696 + (00020)126 − (00100)120)t−2
+
(
+(00050)9504 − (10030)5280 + (02010)8064
+ (10001)144 + 3(01010)560 + 4(00010)16
)
t−1
+
(−(11020)23040 + (00040)2772 − 3(10020)1050
+ 2(02000)770 + 5(01000)45 + 6(00000)1
)
t0
+
(
+(01030)17280 − (20001)720 − 2(11010)3696 + 3(00030)672 − 5(10010)144
)
t1
+
(−(12000)4410 + 2(01020)3696 − 4(11000)320 + 5(00020)126 − 6(10000)10)t2
+
(
+(02010)8064 + (00021)1440 + 4(01010)560 + 6(00010)16
)
t3
+
(−(02001)8064 − (00012)1440 − 4(01001)560 − 6(00001)16)t5
+
(
+(12000)4410 − 2(01002)3696 + 4(11000)320 − 5(00002)126 + 6(10000)10
)
t6
+
(−(01003)17280 + (20010)720 + 2(11001)3696 − 3(00003)672 + 5(10001)144)t7
+
(
+(11002)23040 − (00004)2772 + 3(10002)1050
− 2(02000)770 − 5(01000)45 − 6(00000)1
)
t8
+
(−(00005)9504 + (10003)5280 − (02001)8064
− (10010)144 − 3(01001)560 − 4(00001)16
)
t9
+
(
+(10004)20790 − (01002)3696 − (00002)126 + (00100)120
)
t10
+
(−(01003)17280 + (00101)1200 − (00010)16)t11
+
(
+(00102)6930 − (00011)210 + (00000)1
)
t12
+
(−(00012)1440 + (00001)16)t13
+ (00002)126t
14 (B.7)
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Level 5:
P5(t, ~σ)
= −(00030)672t−7
+
(
+(00031)6930 − (00020)126 − (00100)120
)
t−6
+
(−(00130)29568 + (00021)1440 + (00101)1200 − 2(00010)16)t−5
+
(
+(01040)64350 − (00120)6930 − (00200)4125 + 2(00011)210 − (00000)1
)
t−4
+
(−(10050)68640 + (01030)17280 − 2(00110)1200 + (00001)16)t−3
+
(
+(00060)28314 − (10040)20790 + (02020)46800 + 3(01020)3696 + 2(00020)126
)
t−2
+
(−(11030)102960 + (00050)9504 − 3(10030)5280 + (11001)3696
+ 2(02010)8064 + 2(10001)144 + 6(01010)560 + 8(00010)16
)
t−1
+
(
+(01040)64350 − (20011)8085 − 2(11020)23040 + 3(00040)2772
− 5(10020)1050 + (03000)7644 + 4(02000)770 + 10(01000)45 + 9(00000)1
)
t0
+
(−(12010)43680 + 2(01030)17280 − 2(20001)720 − 5(11010)3696
+ 5(00030)672 − 10(10010)144
)
t1
+
(
+(02020)46800 + (00031)6930 − (20100)4312 − 2(12000)4410
+ 5(01020)3696 − 8(11000)320 + 10(00020)126 − 9(10000)10
)
t2
+
(
+(10110)8800 + 2(02010)8064 + 2(00021)1440 + 8(01010)560 + 9(00010)16
)
t3
+
(−(10101)8800 − 2(02001)8064 − 2(00012)1440 − 8(01001)560 − 9(00001)16)t5
+
(−(02002)46800 − (00013)6930 + (20100)4312 + 2(12000)4410
− 5(01002)3696 + 8(11000)320 − 10(00002)126 + 9(10000)10
)
t6
+
(
+(12001)43680 − 2(01003)17280 + 2(20010)720 + 5(11001)3696
− 5(00003)672 + 10(10001)144
)
t7
+
(−(01004)64350 + (20011)8085 + 2(11002)23040 − 3(00004)2772
+ 5(10002)1050 − (03000)7644 − 4(02000)770 − 10(01000)45 − 9(00000)1
)
t8
+
(
+(11003)102960 − (00005)9504 + 3(10003)5280 − (11010)3696
− 2(02001)8064 − 2(10010)144 − 6(01001)560 − 8(00001)16
)
t9
+
(−(00006)28314 + (10004)20790 − (02002)46800 − 3(01002)3696 − 2(00002)126)t10
+
(
+(10005)68640 − (01003)17280 + 2(00101)1200 − (00010)16
)
t11
+
(−(01004)64350 + (00102)6930 + (00200)4125 − 2(00011)210 + (00000)1)t12
+
(
+(00103)29568 − (00012)1440 − (00110)1200 + 2(00001)16
)
t13
+
(−(00013)6930 + (00002)126 + (00100)120)t14
+ (00003)672t
15 (B.8)
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C Reducibility conditions for pure spinor constraint
Here, we compute the reducibility coefficients for the pure spinor constraint up to fourth
order. In section 4.1.1, we performed the analysis up to second order and found:
Original constraint: GA1 = λγµλ , A1 = (10000) (C.1)
First order reducibility: RA2A1 = (γ
µλ)α , A2 = (00010) ,
→ GA1RA2A1 = (λγµλ)(γµλ)α = 0 (strong equality) ,
(C.2)
Second order reducibility: RA3A2 = (γ
µνλ)α , A3 = (01000) ,
→ RA2A1RA3A2 = (γµλ)α(γνρλ)α ≈ 0 (weak equality) .
(C.3)
Before proceeding to the third order reducibility, let us mention a subtle but important
technicality in the BRST construction [24].
C.1 Technicalities and a remark on second order reducibility
In order to kill the spurious part of the first generation BRST ghost, RA2A1 must be “com-
plete” in the sense that any function FA1 satisfying
GA1FA1 = 0 (C.4)
can be written as
FA1 = R
A2
A1
fA2 +G
B1fA1B1 (C.5)
for some fA1 and fA1B1 . In computing R
A2
A1
, one can always choose it so that fA1B1 is
graded antisymmetric for arbitrary FA1 satisfying (C.4). Since the pieces of R
A2
A1
that
lead to graded symmetric pieces in fA1B1 are irrelevant for (or decouples from) the BRST
construction, RA2A1 should be chosen to meet this condition.
Similarly, the second order reducibility coefficient RA3A2 must be chosen so that the
indices A1B1 in the relation
RA2A1R
A3
A2
= GB1fA1B1
A3 ≈ 0 (C.6)
are graded antisymmetric. (There is no analogous symmetric property for the reducibility
coefficients at higher degrees.)
Now, in connection with this, let us explain a subtlety we have not mentioned when
we computed the second order reducibility coefficient RA3A2 in the main text. At first sight,
there seems to be another non-trivial relation at this order [7]
RA2A1R
•3
A2
≈ 0 ↔ (γµλ)αλα = (λγµλ) ≈ 0 ,
R•3A2 = λ
α, •3 = (00000) .
(C.7)
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However, the relation R•3A2 decouples from the BRST construction as there is no δ-closed
state constructed out of this relation. That is, although
δ(CA2R•3A2) = C
A1GB1fA1B1
•3 ≈ 0 ↔ δ(σαλα) = cµ(λγνλ)ηµν ≈ 0 , (C.8)
there is no way to cancel the weakly zero term on the right hand side by adding an
appropriate term M•3 . This means that there is nothing to kill by introducing the next
generation ghost, and so one should not introduce this ghost. (If one were to introduce
the corresponding ghost, the action of δ on that ghost would not be nilpotent.)
The reason why there is no δ-closed operator of the form CA2R•3A2 +M
•3 is related
to the violation of the assumption (C.6). As can be seen from the equation (C.8), one
cannot construct an appropriate M•3 because fA1B1
•3 = ηµν is symmetric in A1B1, or in
other words because cµcνηµν = 0.
This concludes our discussion of the subtlety in the BRST construction, and let us
return to the computation of third and fourth reducibility coefficients.
C.2 Third and fourth order reducibilities
Third order reducibility A little computation shows
RA3A2R
A4
A3
≈ 0 → RA4A3 = (ηρ[µγν]λ)β +
1
6
(λγργµν)β
=
4
3
(ηρ[µγν]λ)β − 1
6
(γρµνλ)β ,
A4 = (10010) = 144 .
(C.9)
The indices newly appeared, which we underline for convenience, are γ-traceless and hence
in the 144 representation.
Indeed, there is a corresponding δ-closed element of the form CA3RA4A3 +M
A4 where
MA4 is free of CA3 = cµν :
CA3RA4A3 +M
A4 =
4
3
cρν(γ
νλ)β − 1
6
cµν(γρµνλ)β +
3
2
cρσβ +
1
6
cν(σγρν)β . (C.10)
In order to kill this, we introduce the fourth generation ghost and extend the nilpotent
action of δ as
δCA4 = CA3RA4A3 +M
A4 ,
↔ δσρβ = 4
3
cρν(γ
νλ)β − 1
6
cµν(γρµνλ)β +
3
2
cρσβ +
1
6
cν(σγρν)β .
(C.11)
Fourth order reducibility As we described in section 4.1.2, the spin contents of the
ghosts-for-ghosts are dictated by the level 0 partition function Z0(t, ~σ). At this level, we
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expect
A5 = (11000) + (10000) + (00010) = 320 + 10+ 126 . (C.12)
Indeed, one finds the following reducibility coefficients
RA5aA4 = (η
κ[[µγνρ]]λ)α, A5a = 320 ,
RA5aA4 = (γ
κρλ)α, A5b = 10 ,
RA5cA4 = (γ
κλ)((βδ
α
γ)), A5c = 126 .
(C.13)
Here, indices in ((βγ)) are symmetric and (spinorial) γ-traceless, and those in [[µ, νρ]] are
traceless, block-symmetric, and antisymmetric within each blocks.
Corresponding δ-closed elements are
CA4RA5aA4 +M
A5a = (σ[[µγνρ]]λ) +
5
3
c[[µcνρ]] ,
CA4RA5bA4 +M
A5b = σνα(γ
νρλ)α − 4
3
cνc
νρ ,
CA4RA5bA4 +M
5c = σµ((β(γ
µλ)γ)) − 7
9
σ((βσγ)) ,
(C.14)
and we shall introduce the fifth generation ghosts
CA5 = (c[[µ,νρ]], cµ, c((αβ))) = (320, 10, 126) , (C.15)
and extend the δ-action as usual.
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