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Abstract—This paper concerns state-based systems that
interact with their environment at physically distributed
interfaces, called ports. When such a system is used a
projection of the global trace, a local trace, is observed
at each port. As a result the environment has reduced
observational power: the set of local traces observed need
not deﬁne the global trace that occurred. We consider the
previously deﬁned implementation relation ⊑s and prove
that it is undecidable whether N ⊑s M and so it is also
undecidable whether testing can distinguishing two states
or FSMs. We also prove that a form of model-checking
is undecidable when we have distributed observations and
give conditions under which N ⊑s M is decidable. We
then consider implementation relation ⊑k
s that concerns
input sequences of length k or less. If we place bounds on
k and the number of ports then we can decide N ⊑k
s M in
polynomial time but otherwise this problem is NP-hard.
Keywords-D2.4: Software Engineer-
ing/Software/Program Veriﬁcation, D2.5: Software
Engineering/Testing and Debugging, distributed systems,
ﬁnite state machine, distributed test architecture.
I. INTRODUCTION
Many systems interact with their environment
at multiple physically distributed interfaces, called
ports, with web-services, communications proto-
cols, cloud systems and wireless sensor networks
being important classes of such systems. When we
test such a system we place a local tester at each
port and the local tester at port p only observes
the events at p. This has led to the (ISO standard-
ised) deﬁnition of the distributed test architecture
in which we have a set of distributed testers, the
testers do not communicate with one another during
testing, and there is no global clock [1]. While it has
been shown that it is sometimes possible to make
testing more effective by allowing the testers to
exchange coordination messages during testing (see,
for example, [2]), this is not always feasible and
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the distributed test architecture is typically simpler
and cheaper to implement. Importantly, the situation
in which separate agents (users or testers) interact
with the system at its ports can correspond to the
expected use of the system.
Distributed systems often have a persistent in-
ternal state and such systems are thus represented
using state-based languages. In the context of testing
the focus has largely been on ﬁnite state machines
(FSMs) and input output transition systems (IOTSs),
with IOTSs being labelled transition systems (LTSs)
where we distinguish between input and output. The
interest in FSMs and IOTSs is partly due to them
being suitable for representing state-based systems.
In addition, many tools and techniques for model-
based testing1 transform a model, written in a high-
level notation, to an FSM or IOTS and test from
this (see, for example, [3], [4], [5], [6]). Model-
based testing has received much attention since it
facilitates test automation, the results of a recent
major industrial project showing the potential for
signiﬁcant cost reductions [7].
The approach of testing from a formal model,
such as an FSM or IOTS, is often described as
formal testing. Given a formal model M, ideally
we wish to produce a test suite that has some
desirable properties such as being guaranteed to ﬁnd
certain types of faults. In order to reason about
testing it is normal to assume that the system under
test (SUT) behaves like an unknown model N,
typically described using the same formalism as
the speciﬁcation M: an approach used originally
by Moore [8] that has been formalised and gen-
eralised by Gaudel2 [9]. Once we have made this
assumption, that the SUT behaves like an unknown
model N written in a given formalism, we can
say what it means for the SUT to be correct by
1In model-based testing, test automation is based on a model of
the expected behaviour of the system or some aspect of this expected
behaviour.
2Gaudel calls this the minimal hypothesis.deﬁning the required relationship between M and
N; this relationship is usually called either an
implementation relation or a conformance relation.
If N and M are related under the implementation
relation used then N is said to conform to M. Natu-
rally, the implementation relation used should reﬂect
the observational power of the environment: given
speciﬁcation M, if it is not possible to distinguish
between two models N1 and N2 through interacting
with them then either both should conform to M or
neither should conform to M. Good description of
formal testing have been produced by a number of
authors including Gaudel [9] and Tretmans [6].
This paper concerns veriﬁcation and testing of
multi-port systems. Much of the work in the area
of distributed testing has focussed on FSM models
(see, for example, [10], [11], [12], [13]), although
there has also been work that considers more general
models such as IOTSs and variants of IOTSs (see,
for example, [14], [15]). While IOTSs are more
expressive, this paper explores decidability and
complexity issues in distributed testing and so we
restrict attention to multi-port FSMs. Naturally, the
negative decidability and complexity results proved
in this paper extend immediately to IOTSs.
When a state-based system interacts with its en-
vironment there is a sequence of inputs and outputs
called a global trace, with the user or tester at a
port p only observing the sequence of events at
p (a local trace). It is known that this introduces
additional controllability and observability problems
in testing (see, for example, [10], [11], [14], [12],
[13]). A controllability problem occurs when a tester
does not know when to supply an input due to it
not observing the events at the other ports [12],
[10]. Consider, for example, the global trace shown
in Figure 1. We use diagrams (Message Sequence
Charts) such as this to represent scenarios. In such
diagrams vertical lines represent processes and time
progresses as we go down a line. In this case the
system under test (SUT) has two ports, 1 and 2,
we have one vertical line representing the SUT,
one representing the local tester at port 1, and one
representing the local tester at port 2. There is a
controllability problem because the tester at port 2
should send input x′ after y has been sent by the
SUT but cannot know when this has happened since
it does not observe the events at port 1 and there
are no communications between the testers.
Observability problems refer to the fact that the





Fig. 1. A controllability problem caused by input x
′
observational ability of a set of distributed testers
is less than that of a global tester since the local
traces observed need not uniquely deﬁne the global
trace that occurred [11]. Consider, for example,
global traces σ and σ′ shown in Figures 2 and 3
respectively. The global traces are different but the
local testers observe the same local traces: in each
case the tester at port 1 observes xyxy and the tester
at port 2 observes y′.
Controllability problems lead to situations in
which the testers cannot know whether a particular
input sequence has been received by the SUT and
observability problems lead to the testers not being
able to determine the output sequence produced.
Thus, both affect the notion of conformance used.
Recent work has deﬁned new notions of confor-
mance (implementation relations) that recognise this
reduced observational power and these have been
deﬁned for FSMs [16] and IOTSs [15]. These im-
plementation relations essentially say that the SUT
conforms to the speciﬁcation if the environment
(or set of testers) cannot distinguish observations
made from behaviours allowed by the speciﬁcation.
If global trace σ of the SUT is observationally
equivalent to one in the speciﬁcation then σ is
considered to be an allowed behaviour since a set of
distributed testers/users would not observe a failure.
Given multi-port FSMs N and M, there are two
notions of conformance for situations in which dis-
tributed observations are made: weak conformance
(⊑w) and strong conformance (⊑s). Under ⊑w, it is
sufﬁcient that for every global trace σ of N and port
p there is a global trace σp of M such that σ and σp






Fig. 2. Global trace σ.






Fig. 3. Global trace σ
′.
are indistinguishable at port p; they have the same
local traces at p. A similar notion has been discussed
for Message Sequence Charts (MSCs), where the
weak closure of a language has been deﬁned [17]. In
contrast, under ⊑s we require that for every global
trace σ of N there is some global trace σ′ of M
such that σ and σ′ are indistinguishable at all of
the ports. To see the difference, let us suppose that
there are two allowed responses to input x1 at port
1: either y1 at port 1 and y2 at port 2 (global trace
σ) or y′
1 at port 1 and y′
2 at port 2 (global trace σ′).
Under ⊑w it is acceptable for the SUT to respond
to x1 with y1 at port 1 and y′
2 at port 2 since the
local trace at port 1 is x1y1, which is a projection
of σ, and the local trace at port 2 is y′
2, which is
a projection of σ′. However, this is not acceptable
under ⊑s since no global trace of the speciﬁcation
has projection x1y1 and y′
2.
One of the beneﬁts of using an FSM when there
is only one port is that there are standard algorithms
for many problems that are relevant to test gener-
ation. For example, we can decide whether there
are strategies (test cases) that reach or distinguish
states [18] and such strategies are used by many
test generation algorithms (see, for example, [19],
[20], [21], [22]). In addition, if we have an FSM
speciﬁcation M and an FSM design N then we
can decide whether N conforms to M. Thus, if
we wish to adapt standard FSM test techniques to
the situation where we have distributed testers then
we need to investigate corresponding problems for
multi-port FSMs. Recent work has shown that it
is undecidable whether there is a strategy that is
guaranteed to reach a state or that distinguishes
two states of an FSM in distributed testing [23].
However, this left open the question of whether one
can decide whether one FSM conforms to another.
It also left open the related question of whether
it is decidable whether there is a strategy that is
capable of distinguishing two FSMs of two states
of an FSM3. There also appears to have been no
work on model checking for such models.
This paper concerns two main problems. The ﬁrst
is that of deciding, for multi-port FSMs M and N,
whether N conforms to M. This can be decided in
low order polynomial time for ⊑w: for each port p
we simply compare the projections of N and M at
p. However, ⊑w is often too weak since it assumes
that the agents at the separate ports cannot log their
observations and communicate these to a common
agent. We therefore focus on the implementation
relation ⊑s. The second problem relates to a type
of model checking where we have a model M and
a ﬁnite automaton P deﬁning a property and we
want to know whether any observation that might
be made of M is in the language deﬁned by P.
We prove that it is generally undecidable whether
N ⊑s M for multi-port FSMs N and M but we
also give some conditions under which N ⊑s M is
decidable. This problem is important when we are
3It is decidable whether there is a strategy that is capable of
reaching a given state of an FSM.
3checking an FSM design against an FSM speciﬁca-
tion. In addition, N ⊑s M if no possible behaviour
of N can be distinguished from the behaviours of
M. Thus, it is also undecidable whether there is
a test case that is capable of distinguishing two
states or FSMs. This complements the result that
it is undecidable whether there is a test case that is
guaranteed to distinguish two states or FSMs [23].
However, the proofs use very different approaches:
the proof of the previous result [23] used results
from multi-player games while in this paper we
use results regarding multi-tape automata. Note that
many traditional methods for testing from an FSM
use sequences that distinguish between states, in
order to check that a (preﬁx of a) test case takes
the SUT to a correct state (see, for example, [19],
[20], [24], [21], [22]). The results in this paper and
in [23] suggest that it will be difﬁcult to adapt such
techniques for distributed testing.
In addition to considering conformance, we also
investigate two forms of model checking given
model M and property P. One problem involves
asking whether any of the observations that might
be made of M (sets of local traces) are consistent
with sequences in the regular language deﬁned by
P. The second problem asks whether any of the
observations that might be made of M could also be
made when interacting with P through distributed
interfaces. It transpires that both types of model
checking are undecidable.
Since it is undecidable whether N ⊑s M, we
deﬁne a weaker implementation relation ⊑k
s that
considers sequences of length k or less. This is
relevant when we know a bound on the length of
sequences in use or we know that the system will
be reset after at most k inputs have been received.
For example, a protocol might have a bound on the
number of steps that can occur before a ‘disconnect’
happens. In addition, embedded systems are often
designed to repeat a sequence of activities in a
schedule, returning to the initial state at the end of
such a sequence: we might use the bound deﬁned
by this (see, for example, [25]). It is also relevant
if we want a test case of length at most k that
is capable of distinguishing two FSMs or states.
Naturally, it is decidable whether N ⊑k
s M since
it is sufﬁcient to reason about ﬁnite sets of global
traces. We prove that if we place a bound on k and
the number of ports then we can decide whether
N ⊑k
s M in polynomial time but the problem is
NP-hard without such bounds.
There are several factors that make results, re-
garding strong conformance, highly relevant to dis-
tributed testing. First, they provide information re-
garding implementation relations for testing dis-
tributed systems. Given a model N′ that represents
a possible SUT and speciﬁcation M we might want
to know whether there is a test that is capable of
distinguishing N′ from M in testing and this is the
case if and only if we do not have that N′ ⊑s M.
This is important if we produce a set of models
that represent possible behaviours of the SUT, such
a set often being called a fault domain. A fault
domain might be explicitly generated, as is done
in approaches to mutation testing (see, for example,
[26]), or it may be implicit. For example, there are
test generation algorithms that take an FSM M and
return a test (called a checking experiment) that is
guaranteed to determine whether the unknown FSM
N that models the SUT conforms to M as long as
N has no more than m states for some given m (see,
for example, [8], [20], [21]). As noted above, many
FSM based test techniques use tests that distinguish
states of the speciﬁcation FSM M in order to check
that a transition takes the SUT to the correct state;
two states s1 and s2 can only be distinguished in
distributed testing if we do not have that the FSMs
formed by starting M in states s1 and s2 conform
to one another under ⊑s.
This paper is structured as follows. Section II
provides preliminary deﬁnitions. In Section III we
discuss results regarding multi-tape automata that
we use in Section IV to prove the decidability re-
sults. Section IV also gives conditions under which
N ⊑s M is decidable. In Section V we explore
⊑k
s. Finally, in Section VI we draw conclusions and
discuss possible lines of future work.
II. PRELIMINARIES
This paper concerns the testing of state-based
systems whose behaviour is characterised by the
input/output sequences (global traces) that they can
produce. Given a set A we let A∗ denote the set
of sequences formed from elements of A and we
let ǫ denote the empty sequence. In addition, A+
denotes the set of non-empty sequences in A∗.
Given sequence σ ∈ A∗ we let pref(σ) denote the
set of preﬁxes of σ. We are interested in ﬁnite state
machines, which deﬁne global traces (input/output
4sequences). Given a global trace σ = x1y1 ...xkyk,
in which x1,...,xk are inputs and y1,...,yk are
outputs, the preﬁxes of σ are the global traces of
the form x1y1 ...xjyj with 0 ≤ j ≤ k.
In this paper we investigate the situation in
which a system interacts with its environment at
n physically distributed interfaces, called ports. We
let P = {1,...,n} denote the names of these
ports. A multi-port FSM M is deﬁned by a tuple
(S,s0,I,O,h) in which S is the ﬁnite set of states,
s0 ∈ S is the initial state, I is the ﬁnite input
alphabet, O is the ﬁnite output alphabet, and h is the
transition relation. The set of inputs is partitioned
into subsets I1,...,In such that for p ∈ P we have
that Ip is the set of inputs that can be received at
port p. Similarly, for port p we let Op denote the
set of outputs that can be observed at p. As is usual
we allow an input to lead to outputs at several ports
and so we let O = ((O1∪{−})×...×(On∪{−}))
in which − denotes null output. We ensure that
the Op are pairwise disjoint by labelling with port
names, where necessary. We let Act = I∪O denote
the set of possible observations and for p ∈ P
we let Actp = Ip ∪ Op denote the set of possible
observations at port p.
The transition relation h is of type S×I → 2S×O
and should be interpreted as follows: if (s′,y) ∈
h(s,x), y = (z1,...,zn), and M receives input x
when in state s then it can move to state s′ and
send output zp to port p (all p ∈ P). This deﬁnes the
transition (s,s′,x/y), which is a self-loop transition
if s = s′. Since we only consider multi-port FSMs
in this paper we simply call them FSMs. The FSM
M is said to be a deterministic FSM (DFSM) if
|h(s,x)| ≤ 1 for all s ∈ S and x ∈ I.
FSM M is completely-speciﬁed if for every state
s and input x, we have that h(s,x)  = ∅. A sequence
(s1,s2,x1/y1)(s2,s3,x2/y2)...(sk,sk+1,xk/yk) of
consecutive transitions is said to be a path, which
has starting state s1 and ending state sk+1. This path
has label x1y1...xkyk, which is called a (global)
trace. Further, x1 ...xk and y1...yk are the in-
put portion and the output portion respectively of
x1y1...xkyk. A path is a cycle if its starting and
ending states are the same. The FSM M deﬁnes the
regular language L(M) of the labels of paths of M
that have starting state s0. Given state s ∈ S of
M we let LM(s) denote the set of global traces
that are labels of paths of M with starting state
s, and so L(M) = LM(s0). We say that M is
initially connected if for every state s of M there is
a path that has starting state s0 and ending state s.
We assume that any FSM considered is completely-
speciﬁed and initially connected since this simpliﬁes
the analysis. Where this condition does not hold
we can remove the states that cannot be reached
and we can complete the FSM by, for example,
either adding self-loop transitions with null output
or transitions to an error state.
At times we will use results regarding ﬁnite
automata (FA) and so we brieﬂy deﬁne FA here.
A FA M is deﬁned by a tuple (S,s0,X,h,F)
in which S is the ﬁnite set of states, s0 ∈ S
is the initial state, X is the ﬁnite alphabet, h
is the transition relation, and F ⊆ S is the set
of ﬁnal states. The transition relation has type
S × (X ∪ {τ}) → 2S where τ represents a silent
transition that is not observed. Similar to IOTSs,
a sequence (s1,s2,a1)(s2,s3,a2)...(sk,sk+1,ak) of
consecutive transitions is a path that has starting
state s1 and ending state sk+1. The label of this path
is the sequence formed by removing all instances
of τ from a1 ...ak. The FA M deﬁnes the language
L(M) of labels of paths that have starting state s0
and an ending state in F.
For a global trace σ and port p ∈ P we let
πp(σ) denote the local trace formed by removing
all elements that do not occur at p. This is deﬁned
by the following rules in which σ is a global trace
and y = (z1,...,zn) is an output (see, for example,
[15]).
πp(ǫ) = ǫ
πp(xσ) = πp(σ) if x ∈ Iq for some q  = p
πp(xσ) = xπp(σ) if x ∈ Ip
πp(yσ) = πp(σ) if zp = −
πp(yσ) = zpπp(σ) if zp  = −
Given a set A of global traces and port p we
let πp(A) = {πp(σ)|σ ∈ A} denote the set of
projections of sequences in A.
In the distributed test architecture, a local tester at
port p ∈ P only observes events from Actp. Thus,
two global traces σ and σ′ are indistinguishable if
they have the same projections at every port and
we denote this σ ∼ σ′. More formally, we say that
σ ∼ σ′ if for all p ∈ P we have that πp(σ) = πp(σ′).
Given an FSM M, we let L(M) = {σ′|∃σ ∈












Fig. 4. Finite State Machines M1 and N1
that are equivalent to elements of L(M) under ∼.
These are the sequences that are indistinguishable
from sequences in L(M) when distributed obser-
vations are made. Previous work has deﬁned two
conformance relations for testing from an FSM that
reﬂect the observational power of distributed testing
[16]. Sometimes the agents at the separate ports of
the SUT will never interact with one another or
share information with other agents that can interact.
In such cases a global trace is acceptable if the local
trace observed at a port p is a local trace of M (all
p ∈ P). This situation is captured by the following.
Deﬁnition 1: Given FSMs N and M with the
same input and output alphabets and the same set of
ports, N ⊑w M if for every σ ∈ L(N) and p ∈ P
there exists σp ∈ L(M) with πp(σp) = πp(σ). N is
said to weakly conform to M.
However, sometimes there is the potential for
information from separate testers to be logged and
later received by an external agent. For example,
there may be a central controller that receives the
observations made by each tester once testing is
complete. This leads to the following stronger con-
formance relation.
Deﬁnition 2: Given FSMs N and M with the
same input and output alphabets and the same set of
ports, N ⊑s M if for every σ ∈ L(N) there exists
σ′ ∈ L(M) such that σ′ ∼ σ. N is said to strongly
conform to M.
Given FSMs N and M we have that N ⊑s M
if and only if L(N) ⊆ L(M) and this is the case
if and only if L(N) ⊆ L(M). It is also clear that
N ⊑s M implies that N ⊑w M. In order to see that
⊑s is stronger than ⊑w it is sufﬁcient to consider
M1 and N1 shown in Figure 4. We do not have that
N1 ⊑s M1 since M1 has no global trace equivalent
to x1(y1,y′
2) under ∼. However, for every global
trace σ of N1 and port p there is a global trace σ′
of M1 such that πp(σ) = πp(σ′). Thus, N1 ⊑w M1.
III. CONFORMANCE AND MULTI-TAPE
AUTOMATA
While we can decide (in polynomial time)
whether N ⊑w M, by comparing projections of
N and M on different ports, this is quite a weak
conformance relation since it does not allow us to
bring together local traces observed at the separate
ports. It seems likely that normally ⊑s will be more
suitable and so we consider the problem of deciding
whether N ⊑s M. In this section we study language
inclusion for multi-tape automata; in Section IV we
use the results described here to show that it is
generally undecidable whether N ⊑s M for FSMs
M and N and also that a type of model checking
is undecidable. We ﬁrst deﬁne multi-tape FA [27].
Deﬁnition 3: An r-tape FA with disjoint alpha-
bets Σi, 1 ≤ i ≤ r, Σ =
Sr
i=1 Σi, is a tuple
(S,s0,Σ,h,F) in which S is a ﬁnite set of states,
s0 ∈ S is the initial state F ⊆ S is the set of ﬁnal
states and h : S ×Σ → 2S is the transition relation.
An r-tape FA N is thus a FA with alphabet Σ that
is partitioned into Σ1,...,Σr. As a result, it deﬁnes
a regular language L(N): the set of labels of paths
from the initial state of N that end in a ﬁnal state.
However, it also deﬁnes a language of r-tuples: N
accepts tuple (w1,...,wr) ∈ Σ∗
1 × ... × Σ∗
r if and
only if there is some sequence σ ∈ L(N) such that
πi(σ) = wi for all 1 ≤ i ≤ r. We let T (N) denote
the set of tuples accepted by N.
Deciding whether N ⊑s M is similar to deciding
whether, for multi-tape FA N′ and M′, T (N′) is
a subset of T (M′). This problem, regarding multi-
tape FA, is known to be undecidable [27]. However,
the proof of this result uses FA in which not all
states are ﬁnal and in FSMs there is no concept of
a state not being a ﬁnal state.
We now prove that language inclusion is undecid-
able even if we require all states to be ﬁnal states.
Theorem 1: Let us suppose that N and M are
multi-tape FA in which all states are ﬁnal states.
The following problem is undecidable, even when
there are only two tapes: do we have that T (N) ⊆
T (M)?
Proof: We will show that if we can decide this
problem for arbitrary multi-tape FA in which all
states are ﬁnal states then we can prove this problem
for arbitrary multi-tape FA that may have states that
are not ﬁnal states. Let us suppose that N1 and M1
are multi-tape FA in which there may be states that
6are not ﬁnal states. We will assume that for every
state of N1 and M1 there is a path to a ﬁnal state; any
state not satisfying this property can be removed.
We introduce a new elements to the alphabet of the
ﬁrst tape and call this x. Form N′
1 and M′
1 from N1
and M1 in the following way: from each ﬁnal state
add a transition with label x to a new sink state (with
no transitions leaving it) and make all of the states
ﬁnal states. Thus, L(N′
1) = pref(L(N1){x}) and
L(M′
1) = pref(L(M1){x}). As a result, T (N1) ⊆
T (M1) if and only if T (N′
1) ⊆ T (M′
1). Thus, if
T (N′
1) ⊆ T (M′
1) is decidable for multi-tape FA in
which all states are ﬁnal then T (N1) ⊆ T (M1) is
decidable for multi-tape FA. The result thus follows
from this latter problem being undecidable [27].
Observe that this makes it straightforward to show
that it is undecidable whether L(N) ⊆ L(M) for
LTSs (or IOTSs) N and M. In the next section we
show how this can be extended to FSMs. We now
prove some additional decidability results; these will
be used to prove that a type of model checking is
undecidable.
Theorem 2: Let us suppose that N and M are
multi-tape FA in which all states are ﬁnal states.
Then it is undecidable whether T (N) ∩ T (M)
contain a tuple in which one or more components
are non-empty.
Proof: It is known that given multi-tape FA M1
and N1, it is undecidable whether T (M1)∩T (N1) =
∅ [27]. We deﬁne M′
1 and N′
1 in which we add new
tapes r + 1 and r + 2 with alphabets {x} and {x′}
respectively for symbols x and x′ not used in N1 and
M1. We deﬁne M′
1 and N′
1 in the following way.
• Form M′
1 from M1 by adding a new start state
with a single transition, with label x′, from
this to the start state of M1 and by adding a
transition with label x from each ﬁnal state to
a new sink state (with no transitions leaving it)
and make all of the states ﬁnal states.
• Form N′
1 from N1 by adding a new start state
with a single transition, with label x, from
this to the start state of N1 and by adding a
transition with label x′ from each ﬁnal state to
a new sink state (with no transitions leaving it)
and make all of the states ﬁnal states.
Thus, L(N′
1) = pref({x}L(N1){x′}) and L(M′
1) =
pref({x′}L(M1){x}). It is clear that T (M′
1)∩T (N′
1)
contain a tuple in which one or more components
are non-empty if and only if T (M1) ∩ T (N1)  = ∅.
The result thus follows from it being undecidable
for multi-tape FA M1 and N1 whether T (M1) ∩
T (N1) = ∅.
This result shows that a type of model checking is
undecidable for LTSs and IOTSs. Speciﬁcally, given
a model M and a property deﬁned by FA P we can
deﬁne the following type of model checking: de-
ciding whether L(M)∩L(P) contains a non-empty
sequence. Here M is a model and P a property
and we wish to know whether any observations that
might be made of M might also be made of P. We
have seen that this is undecidable4.
Model checking has been considered for high
level message sequence charts (HMSCs), where we
ask whether the sets of linearisations of HMSCs
M and P intersect [17], [28]. This is conceptually
similar to the problem above. There has also been
work in the context of trace theory [29] but this
previous work does not require that all of the states
of M are ﬁnal states.
Finally, we prove that equivalence is undecidable
for multi-tape FA in which all states are ﬁnal states.
Theorem 3: Let us suppose that N and M are
multi-tape FA in which all states are ﬁnal states.
The following problem is undecidable, even when
there are only two tapes: do we have that T (N) =
T (M)?
Proof: First observe that given sets A and B
we have that A ⊆ B if and only if A ∪ B = B.
Let us suppose that we have multi-tape automata
N1 and N2 with the same numbers of tapes and the
same alphabets and assume that all states of N1 and
N2 are ﬁnal states.
We will ﬁrst show that we can construct a multi-
tape automaton N3 such that T (N3) = T (N1) ∪
T (N2) and all states of N3 are ﬁnal states. As-
sume that N1 = (S,s0,Σ,h1,S) and N2 =
(Q,q0,Σ,h2,Q) We will use A⊎B, for sets A and
B, to denote the disjoint union of A and B. Then
we let N3 be (S ⊎Q⊎{r0},r0,h′,S⊎Q⊎{r0}) for
r0  ∈ S⊎Q, in which h is the union of h1 and h2 plus
the following transitions: for every (s0,a,s) ∈ h1
we include in h′ the tuple (r0,a,s); and for every
(q0,a,q) ∈ h2 we include in h′ the tuple (r0,a,q).
Thus, if we can decide whether T (N) = T (M)
for two multi-tape FA that have only ﬁnal states
then we can also decide whether T (N1)∪T (N2) =
T (N2) for two multi-tape FA that only have ﬁnal
4While these results are based on Theorem 2, in which all states of
the multi-tape FA are ﬁnal states, this result immediately generalises
to the case where we allow some states not to be ﬁnal states.
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T (N2). The result thus follows from Theorem 1.
IV. RESULTS FOR FINITE STATE MACHINES
In this section we consider FSMs. In contrast
to ﬁnite automata and IOTSs, a transition has an
input/output pair as a label and there is an associ-
ated atomicity assumption (input cannot be received
before output has been produced by the previous
transition). We now show how a multi-tape FA can
be represented using an FSM before using this to
prove results regarding FSMs.
In order to extend Theorem 1 to FSMs we deﬁne
a function that takes a multi-tape FA and returns an
FSM. This construction is similar to one previously
produced for single-port models [30].
Deﬁnition 4: Let us suppose that
N = (S,s0,Σ,h,S) is a FA with r tapes
with alphabets Σ1,...,Σr. We deﬁne the FSM
F(N) with r + 1 ports as deﬁned below in which
for all 1 ≤ p ≤ r we have that the input alphabet
of N at p is Σp and the output alphabet is empty
and further we have that the input alphabet at port
r + 1 is empty and the output alphabet at r + 1 is
{0,1}. In the following for a ∈ {0,1} we use ak to
denote the k-tuple whose ﬁrst k − 1 elements are
empty and whose kth element is a.
F(N) = (S ∪ {se},s0,Σ,{0n+1,1n+1},h′) in
which se  ∈ S, for all z ∈ Σ we have that
h′(se,z) = {(se,0r+1)} and for all s ∈ S and z ∈ Σ
we have that h′(s,z) is deﬁned by the following:
1) If h(s,z) = S′  = ∅ then h′(s,z) =
{(s′,1r+1),(s′,0r+1)|s′ ∈ S′};
2) If h(s,z) = ∅ then h′(s,z) = {(se,0r+1)}.
The idea is that while following a path of N
the FSM F(N) can produce either 0 or 1 at port
r+1 in response to each input but once we diverge
from such a path the FSM can then only produce
0 (at r + 1) in response to an input. An alternative
would for the FSM to only be deﬁned on sequences
from L(N) and to output 1 while a path from
N is followed. However, this does not result in a
completely-speciﬁed FSM.
Lemma 1: Let us suppose that N and M are r-
tape FA with alphabets Σ1,...,Σr. Then T (N) ⊆
T (M) if and only if F(N) ⊑s F(M).
Proof: First assume that F(N) ⊑s F(M) and
we are required to prove that T (N) ⊆ T (M).
Assume that σ ∈ T (N) and so there exists some
σ′ ∼ σ such that σ′ ∈ L(N). Since σ′ ∈ L(N)
we have that L(F(N)) contains the global trace ρ′
in which the input portion is σ′ and each output
is 1r+1. Since F(N) ⊑s F(M) we must have that
there is some ρ′′ ∈ L(F(M)) such that ρ′′ ∼ ρ′.
However, since the outputs are all at port r +1 and
the inputs are at ports 1,...,r we must have that
ρ′′ has output portion that contains only 1r+1 and
input portion σ′′ for some σ′′ ∼ σ′. Thus, we must
have that σ′′ ∈ L(M). Since σ ∼ σ′ and σ′ ∼ σ′′
we must have that σ ∈ T (M) as required.
Now assume that T (N) ⊆ T (M) and we are
required to prove that F(N) ⊑s F(M). Let ρ be
some element of L(F(N)) and it is sufﬁcient to
prove that ρ ∈ L(F(M)). Then ρ = ρ1ρ2 for some
maximal ρ2 such that all outputs in ρ2 are 0r+1.
Let the input portions of ρ1 and ρ2 be σ1 and σ2
respectively. By the maximality of ρ2 we must have
that ρ1 is either empty or ends in output 1r+1. Thus,
σ1 ∈ L(N) and so, since T (N) ⊆ T (M), there
exists σ′
1 ∼ σ1 with σ′
1 ∈ L(M). But this means that
M can produce the output portion of ρ1 in response
to σ′
1 and so there exists ρ′
1 ∈ L(F(M)) with ρ′
1 ∼
ρ1. By the deﬁnition of F(M), since all outputs in
ρ2 are 0r+1 we have that ρ′ = ρ′
1ρ2 ∈ L(F(M)). The
result therefore follows from observing that ρ′ =
ρ′
1ρ2 ∼ ρ1ρ2 = ρ.
Theorem 4: The following problem is undecid-
able: given FSMs N and M with the same alpha-
bets, do we have that N ⊑s M?
Proof: This follows from Lemma 1 and Theo-
rem 1.
We can extend this to show that state equivalence5
is undecidable.
Theorem 5: The following problem is undecid-
able: given FSM M and two states s and s′ of M,
are s and s′ equivalent.
Proof: We will prove that we can express the
problem of deciding multi-port FSMs equivalence in
terms of state equivalence. We assume that we have
multi-port FSMs M1 and M2 with the same input
and output alphabets and we wish to decide whether
M1 and M2 are equivalent. Let s01 and s02 be the
initial states of M1 and M2 respectively. We will
construct an FSM M in the following way. We add
a new port p and input xp at p. The input of xp in the
initial state s0 of M moves M to either s01 or s02
5Two states s1 and s2 of an FSM M are equivalent if the FSMs
M1 and M2 formed by changing the initial state of M to be s1 and
s2 respectively are equivalent: L(M1) = L(M2).
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moves M to a state s′
0  = s0, that is not a state of M1
or M2, from which all transitions are self-loops with
no output. The input of xp in a state of M1 or M2
leads to no output and no change of state. Now we
can observe that a sequence in the language deﬁned
by starting M in state s0i, i ∈ {0,1}, is equivalent
under ∼ to a sequence from L(Mi) followed by a
sequence of zero or more instances of xp. Thus, s01
and s02 are equivalent if and only if M1 and M2 are
equivalent. The result thus follows from Theorem 4
and the fact that if we can decide equivalence then
we can decide inclusion.
We now consider problems relating to distin-
guishing FSMs and states in testing. We can only
distinguish between FSMs and states on the basis
of observations and each observation, in distributed
testing, deﬁnes an equivalence class of ∼.
Deﬁnition 5: It is possible to distinguish FSM N
from FSM M in distributed testing if and only if
L(N)  ⊆ L(M). Further, it is possible to distinguish
between FSMs N and M in distributed testing if
and only if L(N)  ⊆ L(M) and L(M)  ⊆ L(N).
The ﬁrst part of the deﬁnition says that we can
only distinguish N from M if there is some global
trace of N that is not observationally equivalent to
a global trace of M. The second part strengthens
this by requiring that we can distinguish N from M
and also M from N. The following is an immediate
consequence of Theorem 4.
Corollary 1: The following problems are unde-
cidable in distributed testing.
• Is it possible to distinguish FSM N from FSM
M in distributed testing?
• Is it possible to distinguish between FSMs N
and M in distributed testing?
Similar to the proof of Theorem 5, we can express
the problem of distinguishing between two FSMs as
that of distinguishing two states s and s′ of an FSM
M. Thus, the above shows that it is undecidable
whether there is a test case that is capable of
distinguishing two states of an FSM or two FSMs.
This complements a previous result [23], that it is
undecidable whether there is some test case that
is guaranteed to distinguish two states or FSMs.
It also suggests that it will be difﬁcult to extend
traditional methods, for generating tests from FSMs,
where they use sequences to distinguish states.
Before we prove that a form of model checking is
undecidable for FSMs we deﬁne a function similar
to F.
Deﬁnition 6: Let us suppose that
N = (S,s0,Σ,h,S) is a FA with r tapes
with alphabets Σ1,...,Σr. Given integer k we
deﬁne the FSM F(N,k) with r+1 ports as deﬁned
below in which for all 1 ≤ p ≤ r we have that
the input alphabet of N at p is Σp and the output
alphabet is empty and further we have that the
input alphabet at port r+1 is empty and the output
alphabet at r + 1 is {1,k}. In the following for
a ∈ {1,k} we use aj to denote the j-tuple whose
ﬁrst j − 1 elements are empty and whose jth
element is a.
F(N,k) = (S ∪ {se},s0,Σ,{1r+1,kr+1},h′) in
which se  ∈ S, for all z ∈ Σ we have that h′(se,z) =
{(se,kr+1)} and for all s ∈ S and z ∈ Σ we have
that h′(s,z) is deﬁned by the following:
1) If h(s,z) = S′  = ∅ then h′(s,z) =
{(s′,1r+1)|s′ ∈ S′};
2) If h(s,z) = ∅ then h′(s,z) = {(se,kr+1)}.
The idea is that while following a path of N the
FSM F(N,k) produces 1 at port r + 1 in response
to each input but once we diverge from such a path
the FSM then produces k (at r + 1) in response
to an input. The following result is an immediate
consequence of the deﬁnition.
Lemma 2: Let us suppose that N and M are r-
tape FA with alphabets Σ1,...,Σr. Then T (N) ∩
T (M) contains a tuple with at least one non-empty
element if and only if L(F(N,2)) ∩ L(F(M,3))
contains a non-empty sequence.
Theorem 6: Given FSMs M and P the following
problem is undecidable: do we have that L(M) ∩
L(P) contains a non-empty sequence?
Proof: These results follow from Theorem 2
and Lemma 2.
Finally, we give conditions under which equiv-
alence and inclusion are decidable. The proof of
the following uses a results from (Mazurkiewicz)
trace theory. We will only use trace theory in proofs
(Proposition 1, Proposition 5, and Lemma 3); some
readers might skip the following description and just
read the results. In trace theory, if the alphabet is
Σ then there is a symmetric independence relation
I of type Σ × Σ. If (a,b) ∈ I then a and b are
said to be independent and ab and ba are equivalent
[31]. Relation I deﬁnes an equivalence relation
∼I: σ,σ′ ∈ Σ∗ are equivalent under ∼I if σ can
be rewritten to σ′ using a sequence of rewrites
of the form σ1abσ2 → σ1baσ2 for (a,b) ∈ I.
9Independence relation I can be represented using
an independence graph GI in which each vertex
represents an element of Σ and there is an edge
between the vertex representing a ∈ Σ and the
vertex representing b ∈ Σ if and only if a and b
are independent. Similarly, there is a dependence
graph GD deﬁned by there being an edge between
the vertex representing a ∈ Σ and the vertex
representing b ∈ Σ if and only if a and b are not
independent. For FSMs, a and b are independent if
and only if they are at different ports.
Proposition 1: Let us suppose that multi-port
FSMs N and M have the same input and output
alphabets and that for each port p ∈ P, |Actp| ≤ 1.
Then it is decidable whether N ⊑s M.
Proof: This can be seen as being an instance of
the inclusion problem for rational trace languages6,
which is decidable if the independence relation
is transitive (Theorem 66, [31]). However, since
|Actp| ≤ 1 for all p ∈ P, the elements of Act
are pairwise independent and so the independence
relation is transitive. The result thus follows.
This condition, that the alphabet at each port con-
tains only one symbol, is quite strong and it seems
unlikely that many systems will have this property.
However, it is relevant if there are properties to be
tested that relate to the sequencing of interactions
between the ports and not the actual values observed
at the ports. For example, there may be a schedule
that determines how the system should interact with
the agents at its ports and, in turn, this schedule
may relate to quality of service agreements that
determine the relative amount of access to resources
that the system provides to the agents.
We now consider the case where each transition
produces output at all ports.
Proposition 2: Let us suppose that M is an FSM
in which all transitions produce output at all ports.
Then N ⊑s M if and only if L(N) ⊆ L(M).
Proof: First observe that if N ⊑s M then each
transition of N must also produce output at every
port. Consider a sequence σ ∈ L(M) ∪ L(N) that
contains k inputs. Since every transition produces
output at all ports, for a port p we have that πp(σ)
contains k outputs with each input xi at p being
between the output produced at p by the previous
input and the output produced at p in response to
6A trace language is rational if it is can be formed from ﬁnite
sets using a ﬁnite number of union, concatenation, and star-iteration
operations.
xi. Thus, given sequences σ,σ′ ∈ L(N)∪L(M) we
must have that σ′ ∼ σ if and only if σ′ = σ. The
result therefore holds.
Decidability results have been proved for classes
of deterministic multi-tape automata, where a multi-
tape automaton M with r tapes is deterministic
if the state set S can be partitioned into subsets
S1,...,Sr such that all transitions from a state
in Si have a label in the alphabet Σi for tape i,
1 ≤ i ≤ r. An FSM M can be represented by a
multi-tape automaton M′ in which the states of M
are represented by ﬁnal states of M′ and if M has
transition (s,s′,x/y) then in M′ there is a path from
the state that represents s to the state that represents
s′ with a label σ that starts with x and has that
πp(xy) = πp(σ) for all p ∈ P. By deﬁnition, for
M′ to be deterministic we require that the FSM
M has no state in which it can receive input at
more than one port. Since we consider completely-
speciﬁed FSMs, this requires that input can only be
received at one port.
Proposition 3: Let us suppose that M and N are
FSMs that can receive input at only one port. If
either every state of M is involved in at most one
cycle or every state of N is involved in at most one
cycle then it is decidable whether N ⊑s M.
Proof: A multi-tape FA is simple if no state is
in more than one cycle. It is known that language
inclusion is decidable for two deterministic multi-
tape FA in which at least one is simple [32]. The
result thus follows from the fact that, under the con-
ditions in the hypothesis, we can form deterministic
multi-tape FA M′ and N′ to represent M and N
and at least one of these is simple.
If we are interested in equivalence then we can
weaken the conditions on the FSMs.
Proposition 4: If M and N are FSMs that can
receive input at only one port then it is decidable
whether both N ⊑s M and M ⊑s N hold.
Proof: It is known that equivalence is decidable
for deterministic multi-tape FA [33]. The result thus
follows from the fact that, under the conditions in
the hypothesis, we can form deterministic multi-tape
FA M′ and N′ to represent M and N.
Finally, we will use the result that a rational
trace language7 is a regular language if every cycle
(star) in the expression that deﬁnes the language
7The result is actually proved for a generalisation of traces called
semi-commutations.
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restricted to the letters in σ is strongly connected8
[34]. Importantly, the proof also showed how we
can construct a FA M′ such that L(M′) = L(M).
Thus, if we consider two FSMs that satisfy this
condition then the inclusion problem can be reduced
to deciding inclusion for two regular languages and
so is decidable. For FSMs the dependence relation
simply relates all elements at the same port and so
we obtain the following result.
Proposition 5: Let us suppose that FSMs M and
N are such that every cycle has a label σ such that
there is a port p where all inputs and outputs in σ
are at p. Then it is decidable whether N ⊑s M.
V. BOUNDED CONFORMANCE
We have seen that it is undecidable whether two
FSMs are related under ⊑s. However, we might
use a weaker notion of conformance that considers
sequences of length at most k for some k. This
would be relevant when the expected usage does
not involve sequences of length greater than k since,
for example, the system will be reset after at most k
inputs. For example, in a communications protocol
we might have that a ‘disconnect’ must happen after
at most k steps. Systems that implement atomic
transactions might also have this property: once a
transaction has been completed the state of the sys-
tem returns to its original value once one abstracts
away any changes to, for example, a database that
has been accessed. In addition, embedded systems
are often designed to repeat a sequence of activities
in a schedule, returning to the initial state at the
end of such a sequence: we might use the bound
deﬁned by this (see, for example, [25]). It is also
relevant where we want a test case of length at most
k that distinguishes two FSMs or states. Finally,
the tester might use such a notion and choose a
suitable value of k based on a trade-off between
cost and effectiveness or start with a small value
of k and gradually increase it if necessary. In this
section we deﬁne such an implementation relation
and explore the problem of deciding whether two
FSMs are related under this.
First, we introduce some notation. We let IOk
denote the set of global traces that have at most k
inputs. In addition, for an FSM N we let Lk(N) =
8Directed graph G is strongly connected if for any two vertices v
and v
′ it is possible to ﬁnd a path from v to v
′.
L(N) ∩ IOk denote the set of global traces of N
that have at most k inputs. We can now deﬁne our
implementation relation.
Deﬁnition 7: Given FSMs N and M with the
same input and output alphabets, we say that N
strongly k-conforms to M if for all σ ∈ Lk(N)
there exists some σ′ ∈ L(M) such that σ′ ∼ σ. If
this is the case then we write N ⊑k
s M.
Clearly, given N and M it is decidable whether
N ⊑k
s M: we can simply generate every element
of Lk(N) and for each σ ∈ Lk(N) we determine
whether σ ∈ L(M). The following shows that this
can be achieved in polynomial time if we have a
bound on the number of ports.
Lemma 3: Given a sequence σ ∈ IOk and FSM
M with n ports, we can decide whether σ ∈ L(M)
in time of O(|σ|n).
Proof: The membership problem for a se-
quence σ and rational trace language with alphabet
Σ and independence relation I can be solved in
time of O(|σ|α) where α is the size of the largest
clique in the independence graph [35]. Since each
observation is made at exactly one port and two
observations are independent if and only if they are
at different ports, we have that the maximal cliques
of the independence graph all have size n and so
α = n. The result therefore follows.
Theorem 7: If there are bounds on the value of
k and the number n of ports then the following
problem can be solved in polynomial time: given
FSMs N and M with at most n ports, do we have
that N ⊑k
s M?
Proof: First observe that Lk(N) has O(qk)
elements, where q denotes the maximum number
of transitions leaving a state of N. Thus, since k is
bounded, the elements in Lk(N) can be produced in
polynomial time. It only remains to consider each
σ in Lk(N) and decide whether it is in L(M).
However, by Lemma 3, this can be decided in
polynomial time. The result therefore follows.
Thus, if there are bounds on the number of ports
and the length of sequences considered then we
can decide N ⊑k
s M in polynomial time. However,
the proof of Theorem 7 introduced terms that are
exponential in n and k. It transpires that the problem
is NP-hard without such bounds even for DFSMs.
The proof uses the following.
Deﬁnition 8: Given boolean variables z1,...,zr
let C1,...,Ck denote sets of three literals, where
each literal is either a variable zi or its negation.
11The three-in-one SAT problem is: does there exist
an assignment to the boolean variables such that
each Cj contains exactly one true literal.
The three-in-one SAT problem is known to be
NP-complete [36].
The construction of the FSM M1 in the following
proof is similar to one from a proof in [16].
Theorem 8: The following problem is NP-hard:
given k and completely speciﬁed DFSMs N and
M, do we have that N ⊑k
s M?
Proof: We will show that we can reduce the
three-in-one SAT problem to this and suppose that
we have variables z1,...,zr and clauses C1,...,Cq.
Deﬁne a DFSM M1 with r + q + 2 ports, inputs
z−1,z0,z1,...,zr at ports −1,0,1,...,r and out-
puts y1,...,yr+q at ports 1,...,r + q. We count
ports from −1 since the roles of inputs at −1 and 0
will be different from the roles of the other inputs.
DFSM M1 has states s0,s1,s2,s3 in which s0
is the initial state. The states represent different
‘modes’ and we now describe the roles of s1 and
s2. In state s1 an input at port p will lead to output
at all ports corresponding to clauses with literal zp.
In state s2 an input at port p will lead to output at
all of the ports corresponding to clauses with literal
¬zp. The input z0 moves M1 from s1 to s2. The
special input z−1 takes M1 from state s0 to state s1.
Overall, input z0 does not produce output and
only changes the state of M1 if it is in s1, in which
case it takes M to s2. Input z−1 does not produce
output and only changes the state of M1 if it is in
state s0, in which case it takes M1 to state s1.
For input zp, 1 ≤ p ≤ r, there are four transitions:
1) From s1 there is a transition that, for all 1 ≤
j ≤ k, sends yr+j to r + j if Cj contains zp
and otherwise sends no output to r + j. The
transition sends no output to ports −1,...,r
and does not change state.
2) From s2 there is a transition that, for all 1 ≤
j ≤ k, sends yr+j to r +j if Cj contains ¬zp
and otherwise sends no output to r + j. The
transition sends no output to ports −1,...,r
and does not change state.
3) From s0 there is a transition to state s3 that
produces no output.
4) From s3 there is a transition to state s3 that
produces no output.
Now consider the global trace σ that starts with
input sequence z−1z0z1 ...zr−1 and then has input
zr producing the outputs yr+1 ...yr+q; all outputs
are produced in response to the last input. Clearly
we do not have σ ∈ L(M1). We now prove that
σ ∈ L(M1) if and only if there is a solution to the
instance of the three-in-one SAT problem. Consider
the problem of deciding whether there exists σ′ ∈
L(M1) such that σ′ ∼ σ. Clearly the ﬁrst input in
σ′ must be z−1. Each input zp is received once by
the DFSM and these can be received in any order
after z−1. Thus, for all 1 ≤ p ≤ r we do not know
whether zp will be received before or after z0 in σ′.
If zp is received before z0 then an output is sent to all
ports that correspond to clauses that contain literal
zp. If zp is received after z0 then an output is sent
to all ports that correspond to clauses that contain
literal ¬zp. Thus there exists σ′ ∈ L(M1) such that
σ′ ∼ σ if and only if there exists an assignment to
the boolean variables z1,...,zr such that each Cj
contains exactly one true literal.
We now construct DFSMs N and M such that
N ⊑k
s M if and only if σ ∈ L(M1). In the following
we assume that r > 1 and let σ1 be the global
trace formed from σ by replacing the preﬁx z−1z0z1
by z1z−1z0. Thus, σ1 ∼ σ. We form N from M1
by adding a new path that has label σ1. We add
state s′
3 such that the input of z1 in state s0 leads
to state s′
3 (instead of s3) and no output. From
s′
3 we add a transition with label z0 to another
new state s′
4. We repeat this process, adding new
states, until we have a path from s0 with label
z1z0z−1z2z3 ...zr−1 ending in state s′
r+3. We then
add a transition from s′
r+3 to s′
r+4 with input zr and
the outputs yr+1,...,yr+q. Finally, we complete N
by adding a transition to s3 with input zp and null
output from a state s′
j if there is no transition from s′
j
with input zp. Clearly, L(N) = L(M1)∪pref(σ1)I∗.
Let σ′
1 be deﬁned such that σ1 = z1σ′
1. We can
similarly form an FSM M from M1 such that
L(M) = L(M1)∪pref({z1}I{σ′
1})I∗. Since each Ip
contains only one input we have that {z1}I{σ′
1}I∗
and {σ1}I+ deﬁne the same sets of equivalence
classes under ∼. Thus, the equivalence classes of
pref(σ1)I∗ and pref({z1}I{σ′
1})I∗ under ∼ differ
only in the one that contains σ1 and we know that
σ1 ∼ σ. We therefore have that N ⊑k
s M, for
k > r + 1, if and only if σ ∈ L(M1) and we know
that this is the case if and only if the instance of
the three-in-one SAT problem has a solution. The
result follows from the three-in-one SAT problem
being NP-hard.
The results suggest that it is likely to be feasible
12to decide N ⊑k
s M if there are only a few ports
and k is not large. For some classes of system,
such as communications protocols, we have only
two ports. Thus, it likely to be feasible to determine
conformance and generate test cases to distinguish
states and FSMs for such systems where the bound
on sequence length is not too large.
VI. CONCLUSIONS
There are important classes of systems such
as cloud systems, communications protocols, web
services and wireless sensor networks, that inter-
act with their environment at physically distributed
ports. In testing such a system we place a local tester
at each port and the local tester (or user) at port p
only observes the events that occur at p. It is known
that this reduced observational power, under which
a set of local traces is observed, can introduce ad-
ditional controllability and observability problems.
This paper investigated testing from a ﬁnite state
machine (FSM) model M that is the speciﬁcation
for a system that interacts with its environment at
physically distributed ports. We considered imple-
mentation relation ⊑s that requires the set of local
traces observed to be consistent with a global trace
of the speciﬁcation. We proved that it is undecidable
whether N ⊑s M even if there are only two ports
and gave conditions under which this is decidable.
We also showed that a form of model checking is
undecidable. The results also apply to labelled tran-
sition systems and input output transition systems.
There are several additional ramiﬁcations for test-
ing. One such consequence is that it is undecidable
whether there is a test case that is capable of distin-
guishing two states of an FSM or two FSMs. This
complements results that show that it is undecidable
whether there is a test case that is guaranteed to
distinguish between two states or two FSMs [23].
While these results appear to be related the proofs
used different approaches: the earlier result used
results from multi-player games while this paper
used results regarding multi-tape automata. Many
methods for generating tests from a single-port
FSM use sequences that either distinguish FSMs
or distinguish states. The former is relevant when
we have a fault domain F that contains a ﬁnite
set of FSMs that model possible behaviours of the
SUT: when testing from a single-port FSM M we
know that it is possible to produce a test suite that
distinguishes all elements of F, that do not conform
to M, from M. The results in this paper suggest
that it will not be possible to extend such fault-
based techniques to distributed testing. In addition,
many techniques for generating tests from a single-
port FSM M use sequences that distinguish states
of M and, again, it seems unlikely that we will
be able to extend such techniques to distributed
testing. However, the paper also gave a number of
conditions under which conformance is decidable.
Since it is undecidable whether N ⊑s M we
deﬁned a weaker implementation relation ⊑k
s that
only considers input sequences of length k or less.
This is particularly relevant in situations in which
it is known that input sequences of length greater
than k need not be considered since, for example,
the system must be reset before this limit has been
reached. The tester might also either choose a value
for k based on an analysis of the cost/beneﬁt trade-
off or potentially start with a small value for k and
increase it if no problems are found. We proved that
if we place a bound on k and the number of ports
then we can decide whether N ⊑k
s M in polynomial
time but otherwise this problem is NP-hard.
There are several avenues for future work. First,
there is the problem of ﬁnding weaker conditions
under which we can decide N ⊑s M. There is also
the problem of extending the results to situation in
which we can make additional observations such
as refusals, where we observe the system not be-
ing able to accept an input. The results regarding
⊑k
s suggest that it will be feasible to determine
conformance, and generate test cases to distinguish
states and FSMs, for some classes of systems.
For example, in communications protocols normally
there are only two ports: deciding ⊑k
s is likely to be
feasible if there is a (not too large) bound on the
length of sequences before a disconnect must occur.
It would be interesting to investigate the practical
boundaries for such systems through signiﬁcant case
studies. Finally, while we have proved that deciding
⊑k
s is NP-hard it is still open whether it is in NP.
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