Abstract-We present a method for construction of multiwavelet frames for manipulation of discrete signals. The frames are generated by three-channel perfect reconstruction oversampled multifilter banks. The design of the multifilter bankstarts from a pair of interpolatory multifilters. We derive these interpolatory multifilters from the cubic Hermite splines. We use the original preprocessing algorithms, which transform scalar signals into vector arrays that serve as inputs to the oversampled analysis multifilter banks. These preprocessing algorithms do not degrade the approximation accuracy of the transforms of the vectors by multifilter banks. The postprocessing algorithms convert the vector output of the synthesis multifilter banks into scalar signal. The discrete framelets, generated by the designed filter banks, are symmetric and have short support. The analysis framelets have four vanishing moments, whereas the synthesis framelets converge to Hermite splines supported on the interval [ 1 1].
I. INTRODUCTION
A S wavelet analysis grows into a well-developed and widely applied theory, substantial research efforts have focused on multiwavelets and, more recently, on wavelet frames also called framelets. Multiwavelet transforms, whose investigation was initiated in [1] , [16] , [18] , and [20] , are associated with several scaling functions. A basis for is formed by translations and dilations of several generating wavelets. This scheme provides more flexibility in design and applications compared to the conventional wavelet transforms. In particular, it is possible to achieve certain approximation accuracy using waveforms with shorter support than with standard wavelet analysis. Once appropriate coding schemes are available, multiwavelet transforms have a strong potential to achieve good image compression [9] , [15] . Wavelet frames correspond to a single scaling function and several wavelets while providing redundant expansions of functions. Construction methods with extensive investigation of the properties of wavelet frames were presented in [7] , [8] , [12] , [13] , [21] - [24] . A natural idea is to construct frames that correspond to multiwavelet transforms. To the authors' knowledge, by now only [14] presents a detailed investigation in this direction. There a general theory of multiwavelet frames in is developed and an algorithm for the construction of these frames is presented. The construction algorithm in [14] starts from any two refinable vector functions. Unlike [14] , in this paper we focus on multiwavelet frames in the signal space rather than in the functional space . Oversampled filter banks provide a natural source to devise wavelettype frames in the signal space [4] , [6] , [10] . In the multiwavelet case, the filter banks consist of matrix filter s, the so-called multifilters. We discuss three-channel multifilter banks with downsampling factor . They produce frames with minimal redundancy. We propose a generic method to design a perfect reconstruction multifilter bank that starts with an arbitrary interpolatory "low-pass" multifilter. For the design of such a multifilter, we use properties of the interpolatory cubic Hermite splines. These splines are frequently used for multiwavelet constructions [3] , [18] , [19] , [20] , [25] , [26] . They produce multifilters with a favorable combination of properties: short impulse response, linear phase, and good approximation accuracy. The coefficients of the filters are integers that accelerate the implementation. However, different interpolating aggregates can be used for the presented scheme.
To exploit the useful properties of the multifilter bank originating from the cubic Hermite splines, the input to the analysis multifilter bank must be a vector array with a special structure. To produce such an array from the original scalar signal, a preprocessing procedure is required. This procedure can be organized as filtering the original signal by a critically sampled two-channel filter bank. This vector array serves as an input to the main oversampled analysis multifilter bank, which produces three vector streams. For the multiscale processing, the latter operation is iterated using the vector array produced by the "low-pass" multifilter as an input. The synthesis procedure consists of the application of the synthesis multifilter bank to three vector streams, which creates a vector array. A postprocessing filter bank, which is critically sampled, transforms this vector array into a scalar signal. We present three different pre(post)processing filter banks, which were introduced in our previous paper [3] that was devoted to the design of multiwavelet bases in signal space. The filters in the filter bank are linear phase, have short impulse response and retain the approximation accuracy inherent in the main block-wise filter banks. Filtering can be implemented in a fast lifting mode. The combination of the pre(post)-processing filter bank with the analysis(synthesis) multifilter bank forms multiple input multiple output (MIMO) filter banks.
The filter banks produce frames in signal space that consist of translations of several compactly supported generating signals, which we call discrete framelets. Usage of Hermite splines enables us to devise framelets with useful properties for signal processing. All are symmetric or antisymmetric, with very short support. The "high-frequency" analysis framelets have four vanishing moments. The synthesis framelets converge in the sense of "cascade algorithm" [11] to Hermite splines, which are sup-ported on the interval and have explicit representation. It is interesting to point out that the limit functions do not depend on the employed postprocessing filter bank.
The paper is organized as follows. In Section II, we outline the necessary facts on multifilter banks and pre(post)processing filter banks and explain their relation to the frames in signal space. Section III, which is central in the paper, is devoted to the design of perfect reconstruction multifilter banks with interpolatory multifilters. In addition, we devise multifilter banks that are based on Hermite splines. In Section IV, we present three pre-(post)processing filter banks that are adjusted to the above multifilter banks. In Section V we establish some properties of the analysis and synthesis framelets, such as symmetry and vanishing moments. We prove that the discrete synthesis framelets converge to Hermite splines, which are supported on the interval . In Section VI, we display the devised framelets.
II. MULTIFILTER BANKS AND FRAMES

A. Multifilter Banks
Let be the matrix sequence and , , be a vector signal. The following operation:
is called the matrix-vector convolution or multifiltering the signal . The matrix sequence is called multifilter.
The -transform of the vector signal and of the multifilter are
Throughout the paper we assume that and all the multifilters components are real-valued. We designate a multifilter by its -transform.
In this paper, we consider only three-channel multifilter banks with downsampling factor . The analysis multifilter bank consists of the multifilters and the synthesis multifilter bank consists of the multifilters , 0, 1, 2. We denote the output signals from the analysis multifilter bank by , 0, 1, 2. These signals are used as the input to the synthesis multifilter bank. Then, the analysis and synthesis formulas become Thus, the analysis and synthesis (1) and (2), respectively, can be rewritten as where (4) are the analysis and synthesis block-wise polyphase matrices.
If the output vector signal is equal to the input signal then the analysis and synthesis multifilter banks form a perfect reconstruction multifilter bank. Analytically, this property is expressed via the polyphase matrices as: (5) where is the 2 2 identity matrix. Thus, the synthesis polyphase matrix has to be a left inverse of the analysis matrix. Obviously, if such a matrix exists, it is not unique.
A necessary condition for (5) to hold is that the analysis matrix has a full rank of 4 on the unit circle . However, if this condition is satisfied then there exists at least one solution to (5), namely, the parapseudoinverse of :
Here we use the common notation .
B. Pre-(Post)Processing Filter Banks
The goal of the preprocessing is to generate from the scalar signal the vector signal , , with some desired properties, which serves as an input to the analysis multifilter bank. The postprocessing procedure has to restore the scalar signal from the vector, which is the output from the synthesis multifilter bank.
A straightforward way to convert a scalar signal into a vector array is to use its polyphase components as the coordinates of the vector , where , and . However, in order for the vector array to have necessary properties, the array is subjected to the transform: (6) These procedures are equivalent to processing by two-channel critically sampled filter banks. As usual, means the -transform of the signal . The filter banks, whose polyphase matrices are and , are defined for as (7) Then (8) The polyphase components of are (9) Here, , , and are the polyphase components of and , respectively
The four-fold polyphase components of the signal are
The block-wise 4 4 polyphase matrices are defined to be Then, due to (9), the pre-processing procedure can be represented as (10) Applying the analysis multifilter bank to the output from the pre-processing filter bank, we obtain where (11) is a 6 4 polyphase matrix of the oversampled MIMO filter bank that transforms the scalar signal into the vector arrays of the coefficients , , 1, 2. The transform is illustrated by the diagram in Fig. 1 . The synthesis procedure can be represented as where (12) is a 4 6 polyphase matrix of the oversampled MIMO filter bank that transforms arrays of the coefficients , 0, 1, 2, into the polyphase representation of the scalar signal . This transform is illustrated by the diagram in Fig. 2 .
C. Frames
In the rest of the paper, we use the following notation. If and belong to the space of square summable signals then is the inner product in . If and then is the scalar product in . We use the notation for the "inner product" of the vector signal with the scalar signal . Definition 2.1: A system of signals forms a frame in the signal space if there exist positive constants and such that for any signal If a system is a frame then there exists another frame in the signals space such that any signal can be expanded into the sum . The frames and can be interchanged. Together they form the so-called bi-frame.
Following is the condition for the analysis filter bank to provide a frame expansion in the signal space (Cvetković and Vetterli [10] ).
Proposition 2.1 [10] : A FIR analysis filter bank provides a frame expansion of the signals if and only if its polyphase matrix is of full rank on the unit circle . Corollary 2.1 [10] : A FIR analysis filter bank with the polyphase matrix implements a frame expansion of signals if and only if there exists a matrix of stable rational functions 1 , such that . 1 Rational functions that do not have poles on the unit circle jzj = 1.
Corollary 2.2:
A perfect reconstruction filter bank, whose analysis polyphase matrix consists of Laurent polynomials and the synthesis polyphase matrix consists of stable rational functions produces a biframe of the signal space .
We describe the structure of the frame expansion in our setting.
If the rank of the preprocessing polyphase matrix is equal to 2 then there exists the postprocessing matrix and the pre-post processing formulas can be represented by a biorthogonal basis expansion.
Denote by and , , the impulse response of the filters and , respectively, and let . Equation (8) implies the following representation of the signal : (13) From (8), we have (14) where the subscript means the even polyphase component. Denote by and , , the impulse response of the filters and , respectively, and let . Then, (14) can be rewritten as (15) Remark: If the rank of the preprocessing polyphase matrix is equal to 2 then the relation is bijective. Consequently, the relation [10] is bijective as well. Hence, the rank of the matrix is equal to four. If the matrix , defined in [4] , has a full rank 4 then the analysis polyphase matrix , defined in [11] , has a full rank four. The corresponding analysis filter bank provides a frame expansion of signals and there exists the synthesis filter bank whose polyphase matrix is given by [12] . Let and , , 0, 1, 2, be the impulse response of the multifilters and , respectively. Equation (13) and (2) imply that where for From (1) and (15), we have where for (16) Thus, we obtained six analysis and six synthesis waveforms that implement the frame expansion of a scalar signal in the following way:
D. Multiscale Processing
As it is common in multiwavelet theory, we extend the transform to coarser scales by recursive application of the multifilter bank to the output from the multifilter . To be specific, for the second decomposition scale we have
The analysis and synthesis waveforms of the second scale for are We call the signals and the discrete analysis and synthesis framelets of th scale, respectively.
III. CONSTRUCTION OF MULTIFILTER BANKS
A. Filter Banks With Interpolatory Multifilters
Definition 3.1: We call a multifilter interpolatory if, being applied to the upsampled subarray , , it retains this subarray (up to multiplication by a constant diagonal matrix) It follows from (3) that the -transform of the interpolatory multifilter is
We consider perfect reconstruction multifilter banks, where the multifilters (18) are interpolatory. Then, the polyphase matrices become From the perfect reconstruction property (5) we have (19) where Thus, construction of a perfect reconstruction multifilter bank with given interpolatory multifilters and is reduced to the factorization (19) of the matrix . We consider the blocktriangle factorization (20) where and are a pair of matrix functions that satisfy
In this construction, the multifilters and are interpolatory.
B. Multifilter Banks Related to Hermite Spline
It was described in Section III-A how to expand a pair of interpolatory multifilters and to the perfect reconstruction multifilter bank. From (20) we get that for the analysis multifilter to restore and the multifilter to eliminate some regular vector signals, the multifilter must have the following property: If the -transform of the signal is then it is necessary that (21) In [3] , we derived such a multifilter from the cubic Hermite splines. We recall that the cubic Hermite spline on the equidistant grid , , is a continuously differentiable function, which coincides with cubic polynomials on the intervals , . The spline , , is completely determined by its values and slopes at the boundary points and . Let , , be a vector sequence and be a Hermite spline such that Given the vectors and , we can find the values of the spline and its derivative at the midpoints of the intervals (22) From (22), we define the multifilter as
The multifilter has the following approximation property.
Proposition 3.1 [3] : Assume is a cubic polynomial and
Then Define the multifilters and . It follows from Proposition 3.1 that the multifilter restores and the multifilter eliminates cubic polynomials in the following sense.
Corollary 3.1: Assume is a cubic polynomial and is given by (24). Then
The above properties of the multifilters and suggest to use them as the "low-pass" and the "high-pass" multifilters, respectively, provided the input vector signal has a special structure. The vector signal is derived from the original scalar signal by the preprocessing procedure. If this scalar signal represents a function from sampled on the grid then the components of the vector signal have to be of the form , , where is a function from . In particular, if the original scalar signal is a sampled cubic polynomial then vector signal must be , where is some cubic polynomial. However, as a result of application of the multifilter , followed by downsampling, to , we get . Therefore, in order to use this vector array as the input for the transform in the coarser scale we have to rescale it by multiplication with the matrix where Let According to (18) , we define the analysis and synthesis multifilters to be (25) Proof: Similar to the proof of Proposition 3.3.
IV. PRE-(POST)PROCESSING FILTER BANKS
The goal of preprocessing is to create from the scalar signal the vector signal , , such that if represents a function from sampled on the grid then the components of are , , where is a function from . The vector signal serves as an input to the analysis multifilter bank. To retain the approximation accuracy of the multiwavelet frame transform, it is necessary for the pre-(post)processing scheme to be exact on polynomials.
Definition 4.1: Let be a polynomial of degree sampled on the grid . If and , where is a polynomial of the same degree , then we say that a pre-(post)processing scheme is exact on polynomials of degree .
Proposition 4.1: If a pre-(post)processing scheme with the polyphase matrices is exact on constants then Proof: Straightforward We briefly outline three pre-(post)processing schemes that fit the Hermite spline-based multiwavelet frame transform s. These schemes were introduced in our previous paper [3] . One of these scheme with very short filters, is exact on quadratic polynomials and two schemes with longer filters, are exact on polynomials of fourth degree.
1) Haar Scheme:
We define the analysis and synthesis polyphase matrices as (31) respectively.
Proposition 4.2 [3] : The preprocessing scheme (31) is exact on quadratic polynomials.
2) A Scheme Exact on Polynomials of Fourth Degree:
The analysis and synthesis polyphase matrices are (32) respectively.
Proposition 4.3 [3] : The preprocessing scheme (32) is exact on polynomials of fourth degree.
3) Another Scheme That is Exact on Polynomials of Fourth
Degree: The analysis and synthesis polyphase matrices are (33) respectively.
Proposition 4.4 [3] : The preprocessing scheme (33) is exact on polynomials of fourth degree.
V. PROPERTIES OF ANALYSIS AND SYNTHESIS FRAMELETS
In this section, we show that the waveforms generated by the designed multifilter banks possess valuable properties for signal processing: they have linear phase and short support. Analysis framelets have four vanishing moments, and the synthesis framelets converge to continuous functions that are Hermite splines.
Proposition 5.1: All the discrete framelets , , 0, 1, 2, , generated by the multifilter banks in Sections III and IV are symmetric, whereas the framelets , are antisymmetric. Proof: Assume that the Haar preprocessing scheme is applied. It follows from (31) that the -transform of the preprocessing filter bank is where and are the -transforms of the preprocessing framelets and , respectively. The function is symmetric and is antisymmetric about the inversion (up to a shift). The -transform of the framelet Hence, is symmetric and is antisymmetric about the inversion . The same can be said about and due to the relation . Thus, framelets , , are symmetric and are antisymmetric about 1/2. The proof of this property for the rest of the analysis framelets, for the synthesis framelets and the fourth-order pre(post)-processing schemes is similar. (29), is used then the discrete framelets have two vanishing moments.
A. Vanishing Moments of Discrete Analysis Framelets
Proof: Similar to the proof of Proposition 5.2.
B. Scaling Function and Framelets Related to the Synthesis Filter Bank
A classical method to derive a scaling function from a lowpass filter consists of recursive application of the filter to the impulse signal and substitution of the values of the output signals into the diadic rational points of the real line [11] . The wavelets are obtained by the application of the high-pass filters to the derived scaling function. A similar scheme works for the multifilter case. We present the construction for the synthesis filter banks that results in Hermite splines, which allow explicit representation.
Let Left: ' (t) = (t), right: ' (t) = (t). Fig. 4 . Pair of framelets generated by the synthesis multifilter H . Left: (t).
Right:
Equation (38) implies the following refinement relations:
Thus, is a scaling vector function and , 1, 2, are continuous vector framelets.
VI. EXAMPLES
Scaling vector function, generated by the synthesis multifilter [(25) ], consists of the pair of Hermite cubics , [(35)], which are supported on the interval and belong to the space . They are displayed in Fig. 3 . 
1) Framelet Resulting From Factorization (29):
The framelets are supported on the interval . They are displayed in Fig. 5 .
2) Framelet Resulting From Factorization (30):
The framelets are supported on the interval [1] . They are displayed in Fig. 6 .
VII. CONCLUSION
In this paper, we presented a new group of multiwavelet frames in the space of square summable discrete signals. The paper is an extension of our previous paper [3] that was devoted to the design of multiwavelet bases in the signal space using cubic Hermite splines. The redundancy inherent in frame expansions of signals provides more flexibility in the design and implementation of the transforms compared to the one-to-one bases expansions. The frame multifilters, introduced in Section III, are shorter and have simpler structure than the basis multifilters in [3] . The waveforms have shorter supports. On the other hand, diversity of the involved waveforms enhances the adaptation abilities of the expansion. In addition, missed coefficients can be restored. Therefore, the multiwavelet frames have a potential to be useful in signal denoising, feature extraction, and error correction while the signal is transmitted through a noisy channel. We conducted successful experiments on erasure recovery [5] using the wavelet frames designed in [4] . The outputs from the experiments with multiwavelet frames will be presented in [5] .
The method to construct multiwavelet frames that starts from interpolatory multifilters, which is developed in the paper, is generic. It can be performed using interpolating aggregates other than cubic Hermite splines. On the other hand, employing Hermite splines of higher order will lead to better approximation accuracy and wider diversity of waveforms. . Then, we derive from (40) where . Hence, (37) follows.
APPENDIX
