Meteorological metrics have been used for weather forecasting and climate prediction. Remote sensing images proved to be a valuable resource to represent the terrain of earth's surface. Recently, there has been extensive research to model changes on the earth's landscape including water bodies using remote sensing images. Meanwhile, meteorological data have been used mainly to model climate changes. This research tries to leverage both resources to achieve enhanced monitoring of the Dead Sea shrinkage: first, an attempt to model the relation between several meteorological variables and Dead Sea shrinkage using machine learning; second, formulating Dead Sea shrinkage in terms of water level and surface area using data extraction from remote sensing images; finally, confronting the two models to derive a novel approach for predicting Dead Sea shrinkage based on spatio-temporal images and meteorological measures. The main machine learning algorithms for modeling the water shrinkage in this empirical research are Decision Table, Linear Regression, and Multi Layer Perceptron Neural Networks. The Mean Absolute Error measure of the best model is 1.743 and 0.015. It is challenging to model the relation between meteorological variables and the water level. However, the obtained results are promising to formulate a model of the water level decline rate, which in its turn will be an essential tool for estimating the consumption limits and inflow needs to save the Dead Sea. How to cite this paper: Ghatasheh, N., Al-Taharwa, I., Al-Ahmad, B. and Abu-Faraj, M. (2016) Dead Sea Starvation: Towards Enhanced Monitoring of Water Resources by Modeling Meteorological Variables and Remote Sensing Data. Journal of Software Engineering and Applications, 9, 588-600. http://dx.
Introduction
The Dead Sea is considered as the earth's lowest elevation with more than 400 meters below sea level (mbsl) as well as the world's saltiest waterbody. It is located in Jordan Rift Valley, the Middle East. The Dead Sea has cultural, economic, and historical importance locally and globally. One of the most economical values of Dead Sea is its huge content of potash and bromine. The Dead Sea is shrinking at a very high rate. Scientists started to monitor the Dead Sea levels in the 1950s. It has been studied by different researchers to calculate and estimate its declining rate; some of the researchers have estimated a declining rate between 0.9 and 1.5 meters annually [1] .
According to the study [2] , the Dead Sea has special environmental conditions that rapidly change over the years, as the water level is continuously decreasing. From 1960 to 2012, the Dead Sea water level declined approximately from 394 mbsl to 423 mbsl. These days, the Dead Sea area of water surface has been roughly decreased from 950 km 2 to 637 km 2 . One of the possible declining factors is the established fertilizer companies on the sides of the Dead Sea that consume part of the waterbody. The different industries of fertilizing that benefit from the Dead Sea water by extracting processes have negative impact on the Dead Sea.
There are many reasons which led to the degradation of the Dead Sea as pumping water from Jordan River to irrigate crops in the Jordan Valley instead of feeding the Dead Sea, and the poor rainy seasons of the past decades [1] [2] . The Dead Sea also has an economical importance not just because of its value as tourist attraction point, but also for its huge content of salts (e.g., potash and bromine). Such importance makes water declining rate of the Dead Sea an economical threat for the beneficiary countries. The critical situation and crucial role of the Dead Sea in the region call for immediate actions to save it.
Satellites have many uses nowadays; one of these many uses is viewing the surface of the earth, which allows scientists to collect different kinds of information about the earth's surface. A single satellite image can show the spread of oil spill into ocean, the damage done by hurricane, the spread of desertification into a certain forests and many other changes [3] [4] . Additionally, satellite imagery has applications in different military and civil fields as Global Positioning Systems (GPS), ocean currents and temperatures, monitoring pollution, and many other applications [5] [6] [7] [8] [9] .
This study essentially used a machine learning based approach which combines both of several meteorological variables and remote sensing data in order to improve the detection of possible causes for the Dead Sea shrinkage. Accordingly, all input variables and measures were analyzed experimentally using different machine learning approaches. The experiments aim to discover several waterbody shrinkage models for the Dead Sea by comparing the association between water level and several related meteorological variables.
Related Work
Different research studies have applied several approaches to examine various geome-trical aspects of the Dead Sea, i.e., water level, weather prediction, etc. In [10] , the research study shows the result of applying three Matlab image-processing functions on the Dead Sea satellite images which have been taken from Google Timelapse. The three functions are: edge-based, threshold and watershed segmentation. The study specified the edges of the Dead Sea using image processing functions to predict decreasing rate of the Dead Sea.
In [11] , researchers used remote sensing images of the Dead Sea to estimate the water Based on the investigation of the research study in [12] , there are several reasons for the decline of the Dead Sea water level, e.g., inflows shortage, natural evaporation, potash companies' consumption, and salt production. Based on their model the Dead Sea is estimated to decline from 411 mbsl level in 1997 to 479 mbsl in 2007. Furthermore, they tried to come up with different approaches to detect the Dead Sea fluctuations in terms of water level and volume. They pointed to their efforts in checking the duration time that would be needed to mix the inflows with the existing waterbody. Their two main proposed models to identify the mixing time for the changes in sea level and surface area named as "single-layer" and "two-layer" Dead Sea models.
Similarly like the Dead Sea, the Aral Sea, found between Kazakhstan and Uzbekistan has been explored by different studies in order to understand the water level shrinkage.
The research study in [13] focused on the shared attributes between the two seas with respect to the dramatic decline and properties. Over centuries both seas faced dangerous water volume loss that required serious attention. The interesting changes in minerals concentrations in both waterbodies bring significant environmental and economic concerns to support water management efforts. In [9] , the authors provide more different approaches to find declining rate and estimate surface area, these approaches have low operational cost and time complexity; however some of these results suffer from noise.
Other research studies focused on using image segmentation technique to satisfy different purposes onto visual measurements. For example, the study [14] used Clone Clustering Algorithm (DICCA) by merging both texture image segmentation and fea-ture extraction for measuring the water/land combination. Boulila et al. [15] in their study used Case-Based Reasoning (CBR) method by integrating knowledge discovery and environmental features in order to simulate human reasoning about spatiotemporal changes. Many of the investigated studies used image processing techniques or inferences from historical events to describe the decline of the Dead Sea. However, none of the Dead Sea waterbody studies pointed to the use of Machine Learning approaches to predict or model the related factors.
Data and Methodology
The work done in this research combines several data resources into simplified datasets. Afterwards, the computer intelligence analyzes the datasets to create prediction models. The following subsections describe the consolidated datasets, the used machine learning algorithms, and the experiments setup:
Datasets
The empirical results of this research rely on two main datasets; 1) The first dataset (DS1) was consolidated from several sources [9] [16] [17] [18] [19] , 2) the second dataset (DS2) consists of several meteorological variables and waterbody measures. The variables of the first and the second datasets are described in Table 1 and Table 2 respectively. Level drop in meters is calculated using Equation (1) Figure A2 illustrate the values of the variables in the first and second dataset respectively. 
Even though meteorological variables are the main contributors in both DS1 Table 1  and DS2 Table 2 , there are significant variations between the two datasets. While the Level_mbsl and Area Km 2 features in DS2 Table 2 are actual measurements gathered by geology and meteorology scientists. The DSLM and Area Km 2 features in DS1 Table  1 were calculated and derived using polynomial equations applied to remote sensing images [17] . Interestingly, such variation in data sources has two merits. First, it allows for reliable prediction of Dead Sea surface drop rate. Second, it provides a mean to evaluate work done in literature based on remote sensing images.
Machine Learning Algorithms
Literature discusses a range of machine learning techniques that have been used for model construction. Among those, prediction techniques of supervised learning are the most appropriate to handle the problem of Dead Sea water surface shrinkage rate. The problem is demonstrated to be supervised since training data have been made available with an empirically measured target variable. Furthermore, the issue is prediction problem since the target variable is continuous (i.e., level Drop, level_mbsl, and DLSM variables are all continuous variables). In particular, Decision Tree (DT), Linear Regression (LR), and Multi-Layer Perceptron (MLP) techniques have been chosen to model the problem of Dead Sea shrinkage rate.
Multi-Layer Perceptron is a neural network implementation that is commonly used to extract and model complex patterns and trends. MLP leverages backward and forward chaining to optimize the weights given to the independent variables. MLP has been proven to deal with complex problems, there main issue is the relatively long training time. However, in our case, the problem dimensionality is relatively low, which makes MLP a preferred option to model Dead Sea shrinkage rate. On the other hand, DT leverages entropy measurements to build rule-based models that are very intuitive and easy to explain & implement.
LR encompasses large range of mathematical models that have been extensively used and proven to deal with a wide range of problems. It is based on the concept of error minimization. The key issue with LR is the possibility to fall into a local-optima instead of catching the global one. However, simplicity and scalability of the LR model make it a preferred choice when convenience is required. Two variations of LR models have been constructed and tested in this work. First, regular linear regression model that maintains all independent variables in the feature vector. Second, linear regression model with feature selection. This variation applies feature selection to eliminate irrelevant features. Thus, instead of dealing with all features in the feature vector, it confines itself with those most prominent features (i.e., a subset of the feature set). So far, LR_All, and LR will be used to refer to the former and the latter variations respectively.
Experiments
There are two sets of experiments, (a) Modeling the Dead Sea shrinkage from DS1 using the three machine learning algorithms, (b) Applying the same algorithms on DS2 to model the shrinkage. In each of the sets (a) & (b), "Best First" attribute selection method tries to eliminate the less significant attributes before model building. Each of the sets (a) & (b) undergo through 5-fold cross validation. The best performing algorithms over the datasets are selected and reported. Table 3 shows the settings of the algorithms. Table 4 shows performance evaluation metrics. All the experiments were Table 3 . Machine learning models to predict Dead Sea water-level drop (level Dropm).
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Results and Discussion
The main contribution of this research is applying machine learning approaches to model the Dead Sea Shrinkage. The related literature and studies does not offer similar documented methodology to be used as a benchmark. However, such models are expected to open the door for an emergent need to reliably monitor the Dead Sea shrinkage rate. It is challenging to draw the relation between meteorological variables and the Dead Sea water level. Among several experiments using various numbers of algorithms, the most promising results are discussed here. The performance of the best experimental results over the two datasets is illustrated in Figure 1 and Figure 2 . The approach of estimating the water level using the first dataset variables is highly challenging, it is noticeable how it is hard to find clear and highly accurate relation between the inputs and water level. Nonetheless, MLP model has the best performance in terms of prediction errors. Other results and attempts were not reported in this research as they did not outperform the results presented here. The omitted results include predicting the surface area and dimensionality reduction by variable selection and ranking. The analysis of the results proposes that there are hidden or missing factors affecting the water level drop. Possible contributors to the volume of the Dead Sea waterbody may include industrial consumption or the control over water inflows. It is not an easy task to obtain more input variables as some may be confidential or undisclosed by industrial institutions. But it would be worthwhile for further research to estimate the missing variables. The second approach used the second dataset to estimate the water level drop over the years. The performance of the selected algorithms is promising. Linear regression model outperformed the other models significantly, either using all input variables or by variable selection. The best generated linear regression models using all input variables and by variable selection are presented in Equation (2) Figure 3 illustrates the performance comparison of the best model from each approach in building the Dead Sea models. While the exact performance measures are presented in Table 5 . The linear regression model from the second approach outperformed significantly the other models from the first approach. The main challenge in building the models in the two approaches is the limited access to reliable data. The second dataset contains a higher number of instances and input variables than the first dataset. Despite that, the overall number of instances is not sufficient to draw highly accurate conclusion of which is the most influential variables. On the other hand, data collection was an overwhelming task and the data came from several sources over different years. For example the meteorological variables for Jordan covered more than 100 years, while those for cities near the Dead Sea were very limited. Moreover, the precision of the collected data for some variables is unknown.
Based on the results, it is clear that there are similarities between the linear regression outputs regardless the use of feature selection. As a result, the reliability of the results is high. The role of feature selection in machine learning expedites the estimation, as well it enhances the correlation of the regression model, and reduces the confusion of results. Consequently, it is expected to have significant improvement when maintaining feature selection. Slight differences between the results prior to feature selection and after it indicates the right choice and high relevance of the feature set.
Conclusion and Future Work
This study explored the potentials of computer intelligence to enhance the discovery of possible causes for the Dead Sea starvation. Machine learning algorithms tried to enhance the monitoring of the waterbody by unveiling hidden relationships between various input variables. Meteorological variables and remote sensing datasets from different sources were analyzed experimentally. The experimental results led to formulating two models that represent the relationship between several variables and the Dead Sea water level. Modeling the shrinkage rate using meteorological variables and water flows outperformed the other models significantly. However, the task was challenging due to the difficulty in data collection. The overall conclusion shows that computer intelligence can contribute in the sustainable development of the Dead Sea. On the other hand, the datasets quality is essential for drawing precise results. Further future work intends to seek high quality datasets to leverage the accuracy of the developed models, which includes other factors as the industrial consumption.
