Accurate forecasts of age-specific fertility rates are critical for government policy, planning and decision making. With the availability of Human Fertility Database (2011), we compare the empirical accuracy of the point and interval forecasts, obtained by the approach of Hyndman and Ullah (2007) and its variants for forecasting age-specific fertility rates. The analyses are carried out using the age-specific fertility data of 15 mostly developed countries. Based on the one-step-ahead to 20-step-ahead forecast error measures, the weighted Hyndman-Ullah method provides the most accurate point and interval forecasts for forecasting age-specific fertility rates, among all the methods we investigated.
Introduction
Accurate forecasts of age-specific fertility rates are critical for allocation of current and future resources to fertility control programmes and child care services. There has been a surge of interest in forecasting fertility rate in recent years, mainly driven by the need for accurate forecasts to inform government policy and planning. Such an interest is reflected by many contributions in the 1 st Human Fertility Database Symposium in 2011. Some of the contributions include the work by Bongaarts and Sobotka (2011) and Goldstein and Cassidy (2010) , to name a few.
This paper is motivated by the lack of forecasting method comparison for age-specific fertility rates. When a demographer is asked to forecast age-specific fertility rates, an obvious question is that which method gives the best accuracy of the point and interval forecasts.
Thanks to the availability of Human Fertility Database (2011), this paper aims to contribute to the demographic literature by providing a forecast accuracy comparison of some functional principal component methods. We reveal the methods that produce the most accurate point and interval forecasts for the age-specific fertility rates.
In broad terms, our analyses are extensions of the early work by Booth et al. (2006) and Shang et al. (2011) . However, the comparison presented here differs from those two previous work by the following three factors:
1) We use a rolling origin approach to examine one-step-ahead to 20-step-ahead forecast errors. By contrast, Booth et al. (2006) utilized a fixed origin approach and examined the average of one-step-ahead to fifteen-step-ahead forecasts. Shang et al. (2011) utilized a rolling origin approach and examined only the one-step-ahead and ten-step-ahead forecasts.
2) We compare the forecast accuracy of age-specific fertility rates for the ages from 15 to 49, whereas Booth et al. (2006) and Shang et al. (2011) compared the forecast accuracy of age-specific log mortality rates for the ages from 0-94 and 0-89, respectively. 3) In the fertility rate forecasting, the nonparametric smoothing technique is the penalized regression spline with concavity constraint (see Hyndman and Ullah, 2007, for detail) . In the mortality rate forecasting, the nonparametric smoothing technique is the penalized regression spline with monotonic constraint (see Ramsay, 1988 , for detail).
When modeling and forecasting age-specific fertility rates, we often encounter the problem of large dimensionality, as the number of age variable increases. In the demographic literature, there exist at least a parametric and a nonparametric solution to overcome this problem, namely fitting Gamma curves or using principal component analysis. In the parametric school of thought, Rogers (1986) , Thompson, Bell, Long and Miller (1989) , Bell (1992) and Keilman and Pham (2000) suggested fitting curves to annual age-specific fertility rates. They proposed to approximate the age-specific fertility rates by Gamma curves; reduce the dimension (number of ages) to the number of Gamma curve parameters; forecast the Gamma curve parameters using time series techniques to obtain the forecasted Gamma curves; then using the forecasted Gamma curves to produce the forecasts of age-specific fertility rates (with fixed Gamma density). In the nonparametric school of thought, Bozik and Bell (1987) and Bell (1988 Bell ( , 1992 Bell ( , 1997 utilized the principal component analysis to produce the point and interval forecasts of age-specific fertility rates with only a small number of orthogonal principal components.
In the sense of mean squared error, principal component approximation minimizes the loss of information, while reducing dimensionality. In this paper, we consider the nonparametric means of forecasting age-specific fertility rates. Our reasonings are: since we do not know the underlying data generating process in practice, the parametric assumption of Gamma density may not be satisfied; secondly, the nonparametric method is a data-driven approach, and follows the paradigm of "let data speak for themselves".
As emphasized by Bell (1997) , a characteristic of age-specific fertility rates is the smooth shape over age of the data each year, it seems desirable to use modeling and forecasting methods that capture this smooth shape over age, in hope to improve the accuracy of shortterm forecasts. This motivated the work by Hyndman and Ullah (2007) , which has received increasing attention in demographic forecasting (see Peristeva and Kostaki, 2005; Booth, Hyndman, Tickle and De Jong, 2006; Rueda-Sabater and Alvarez-Esteban, 2008; Iqbal and Hoque, 2008; Hyndman and Shang, 2009; Lazar and Denuit, 2009; Dowd, Cairns, Blake, Coughlan, Epstein and Khalaf-Allah, 2010; Yang, Yue and Huang, 2010; Shang, Booth and Hyndman, 2011, for example) . As a generalization of Lee and Carter's(1992) method, this functional data analysis approach views age-specific fertility rates from a functional perspective.
Instead of modeling and forecasting different ages in a given year, we consider age as a smooth and continuous variable that can be intrinsically of infinite dimension. Borrowing the language of functional analysis (Conway, 1994) , each year of age-specific fertility rate can be considered as a realization of a stochastic process f in a function space. This approach combines ideas from functional data analysis (Ramsay and Silverman, 2005) and nonparametric smoothing (Eubank, 1999) , and it has the following features:
1. Data are pre-smoothed before fitting functional principal component analysis, in order to smooth out missing observations.
2. Fertility rates are modeled as continuous functions of age, so that patterns of variation among years are captured by functional principal components.
3. This method can be robust against possible outlier.
4. This method produces point and interval forecasts for a whole function, which is a future realization of the stochastic process.
The rest of this paper is given as follows. In Sections 3 and 5, we revisit the Hyndman-Ullah (HU) method, robust Hyndman-Ullah (HUrob) method, geometrically decaying weighted Hyndman-Ullah (HUw) method, for calculating the point and interval forecasts. Illustrated by the 15 countries' data sets described in Section 2, we compare the accuracy of the point and interval forecasts in Sections 4 and 6, respectively. A discussion is given in Section 7, along with some thoughts on how the methods and comparison presented here might be further extended.
Data sets
The data sets used in this study were taken from the Human Fertility Database (2011).
The fertility rates are defined as the number of live births during the calendar year, according to the age of the mother among the female resident population of the same age at 30th June.
Fifteen mostly developed countries were selected in our analyses, solely based on the length of data series. These fifteen countries selected all have reliable data series commencing at/before 1951 and end in 2006. The forecasting period is set to be from 1987 to 2006, while the remaining data are the training set. Note that it was desirable to have the number of available data beyond 50 years, in order to obtain consistent sample estimators (Box et al., 2008, p.17) . In general, the more data we have (the longer the time series), the more likely it is that we will select and estimate a model that approximate the underlying structure of the data well. The selected countries are shown in Apart from the modeling consideration, the relevant of the data from distant past may not be quite useful for forecasting. Forecasts from time-series models depend most heavily on recent data with diminishing weight given to those data from distant past. This motivates the development of the HUw method.
Review of point forecast methods
In this section, we present a unified framework for the three HU methods. The accuracy of point and interval forecasts is compared with some univariate methods, namely the random walk (RW), random walk with drift (RWD), and autoregressive integrated moving average (ARIMA) model.
Hyndman-Ullah (HU) method and its variants
The features of the HU methods can be summarized as follows:
1) The age-specific fertility rates are first smoothed using penalized regression spline with a concavity constraint (see He and Ng, 1999, for detail) . Assuming there is an underlying continuous and smooth function {f t (x); x ∈ [x 1 , x p ]} that is observed with errors at discrete ages in year t, we can express it as
where m t (x i ) denotes the observed fertility rates for age x i in year t; σ t (x i ) allows the amount of noise to vary with x i in year t, thus allowing the possible presence of heteroscedastic error; and t,i is an independent and identically distributed (iid) standard random variable. The nonparametric smoothing method is extremely useful for transforming data from five-year age groups into single-year. This also facilities a range of models, where annual data by single age are more convenient to work with (see also Liu, Gerland, Spoorenberg, Vladimira and Andreev, 2011) .
2) With a set of smooth functions {f 1 (x), f 2 (x), . . . , f n (x)}, the mean function a(x) can be estimated byâ
(2)
represents equal weighting used in the HU method, whereas {w t = λ(1−λ) n−t , t = 1, 2, . . . , n} represents a set of geometrically decaying weights used in the HUw method.
The geometrically decaying weight parameter λ must be estimated in a data-driven manner (see Section 3.4 for more details).
3) Using functional principal component analysis (FPCA), a set of curves {w t [f t (x) − a(x)]; t = 1, 2, . . . , n} is decomposed into orthogonal functional principal components and their uncorrelated scores. That is,
where {b 1 (x),b 2 (x), . . . ,b J (x)} represents a set of equally weighted or geometrically decaying weighted functional principal components; {k t,1 ,k t,2 , . . . ,k t,J } is a set of uncorrelated principal component scores; e t (x) is the residual function with mean zero;
J < n is the number of retained principal components. Following Hyndman and Booth (2008) and Shang et al. (2011) , we chose J = 6 which should be larger than any of the components required.
t (x)dx as the integrated squared error for year t.
s is the median of {v 1 , v 2 , . . . , v n } and θ is a tuning parameter with the default value of 3, then year t is considered as an outlier and should be removed from analyses. By assigning zero weights to outliers before applying FPCA, this forms the idea of the HUrob method.
4) By conditioning on the observed data I = {m 1 (x), m 2 (x), . . . , m n (x)} and the set of
forecast of m n+h (x) can be expressed aŝ
wherek n+h|n,j denotes the h-step-ahead forecast of k n+h,j using a univariate time series, such as an exponential smoothing state space model of .
Random walk (RW) methods
It is pertinent to compare the point forecast accuracy of the HU methods with naïve linear extrapolation of age-specific fertility rates, such as the RW and RWD methods (see Alho and Spencer, 2005, pp.274-276 for an introduction). The linear extrapolation of age-specific fertility rates was achieved by applying the RW and RWD models to each age,
where m x,t represents the age-specific fertility rate at age x in year t, c represents the drift term, and e x,t+1 represents the normal iid error with mean zero.
The h-step-ahead point and interval forecasts are given bŷ
where h represents the forecast horizon. The RW model is the same as the RWD model with c = 0. Assuming the various sources of error are all normally distributed, a 100(1 − α)% prediction interval for m x,n+h is constructed aŝ
where z α is the (1 − α/2) standard normal quantile. Computationally, the point and intervals
forecasts of the RW and RWD can be obtained via the rwd function in the forecast package (Hyndman, 2011b) in R (R Development Core Team, 2011).
Autoregressive integrated moving average (ARIMA) model
One popular approach of forecasting age-specific fertility rates involves the use of timeseries models. In this approach, we select a particular time-series model for the series to be forecasted, and use the fitted model to produce point and interval forecasts. The ARIMA model discussed by Box et al. (2008) comprises one popular class of models (see also, Abraham and Ledolter, 1983 ). The ARIMA model has been applied to forecast fertility rate and its related problems by Lee (1974 Lee ( , 1975 , Saboia (1977) , McDonald (1979 McDonald ( , 1981 , Miller and Hickman (1981) , Land and Cantor (1983) , McKenzie (1984), de Beer (1985) , Carter and Lee (1986) , Bell (1987, 1989) and Bell (1992) . As a demonstration, we consider a stationary time series. If the series is not stationary, one should take differences in order to achieve stationarity. The optimal model is assumed to be ARMA(p,q), where p and q are the orders associated with the AR and MA components. The linear extrapolation of age-specific fertility rates can also be achieved by applying the ARMA(p,q) model to each age,
where µ represents the time-varying mean of a time series, (β 1 , β 2 , . . . , β p ) represent the coefficients of the autoregressive (AR) component, (ψ 1 , ψ 2 , . . . , ψ q ) represent the coefficients of the moving average (MA) component, m x,t represents the age-specific fertility rate at age x in year t, the error term {w x,t , w x,t−1 , . . . , w x,t−q } has mean zero and follows a normal distribution with the estimated varianceσ 2 w .
The one-step-ahead point and interval forecasts are given bŷ
The parameter values are commonly estimated by the maximum likelihood criterion. A 100(1 − α)% prediction interval for the y n+h (x) can be constructed similarly as (5). For h-step-ahead forecasts, (6) and (7) can be applied iteratively.
It is noteworthy that Hyndman and Khandakar (2008) developed an algorithm, named auto.arima in the forecast package in R, for automatically selecting the optimal ARIMA model based on a statistical criterion (such as Akaike's (1974) Information Criterion).
Evaluating point forecast accuracy
We divide each data set into a fitting period and a forecasting period. We applied a rolling origin approach as follows: The forecasting period is initially set to be the last 20 years ending in 2006. Using the data in the fitting period, we compute the one-step-ahead to 20-step-ahead forecasts, and determine the forecast errors by comparing the forecasts with the actual out-of-sample data. Then, we increase the fitting period by one year, and compute the one-step-ahead to 19-step-ahead forecasts, and calculate the forecast errors. This process is repeated until the fitting period extends to 2005.
In the HUw method, we also divide the data in the fitting period into a training set and a validation set. The validation set is set to be the last 20 years ending in 1986. Using the data in the training period, we compute the one-step-ahead to 20-step-ahead forecasts, and determine the forecast errors. Then, we increase the training period by one year, and compute the one-step-ahead to 19-step-ahead forecasts, and calculate the forecast error. This process is repeated until the fitting period extends to 1985. The optimal value of λ ∈ (0, 1) is chosen by minimizing an overall forecast error measure. We utilize a one-dimensional optimization algorithm of Nelder and Mead (1965) , to minimize the objective function and to find its corresponding optimal value of λ. Other minimization algorithms are also possible in the optim function in R.
There are many ways to measure the point forecast accuracy, such as mean absolute forecast error (MAFE), mean absolute percentage forecast error, and root mean square forecast error. There are also many ways to measure the bias, such as the mean forecast error (MFE) and mean algebraic percentage forecast error. Following the early work by Booth et al. (2006) and Shang et al. (2011) , we use the MAFE and MFE in this paper. They are defined by
where i = 1, 2, . . . , 15 represents the country index, j represents 35 different ages from 15 to 49, and h = 1, 2, . . . , 20 represents the forecast horizon. The MAFE is the average of absolute errors, |actual -forecast|, and measures forecast precision, regardless of sign. The MFE is the average of error, (actual -forecast), and is a measure of bias. These measures are used to evaluate the point forecast accuracy of the age-specific fertility rates. Table 1 . Table 2 provides summaries of the point forecast accuracy based on the MAFEs for the one-step-ahead to 20-step-ahead forecasts of fertility rates, averaged over the ages, years in the forecasting period and countries. As measured by the simple and weighted averages of the MAFEs over countries, the HU methods tend to perform slightly better than the naïve univariate methods on average. The HUw method performs the best in all the methods investigated for every forecast horizon.
Comparison of point forecast accuracy
[Insert Table 2 about here.] Table 3 shows the corresponding MFEs for the one-step-ahead to 20-step-ahead forecasts.
With the exception of the RWD method, other methods tend to overestimate fertility rates, that is, forecasts are greater than the holdout samples. As the forecast horizon increases, the bias increases from h = 1 to h = 15, then the bias reduces and approaches to zero from h = 16 to h = 20. The reduction in bias from h = 16 to h = 20 may due to the cancelation of positive and negative bias and less number of observations at longer horizons. The RWD method tends to underestimate fertility rates giving smaller forecasts in comparison to the holdout samples. As the forecast horizon increases, the bias increases from h = 1 to h = 20.
[Insert Table 3 about here.] Figure 1a shows the MAFEs of the one-step-ahead to 20-step-ahead forecasts for different methods and forecast horizons, averaged over the ages, years in the forecasting period, and 15 countries. As the forecast horizon increases, the values of MAFEs increase linearly (see also Smith and Sincich, 1991) . Among all the methods investigated, the HUw method provides uniformly smaller MAFEs for all the forecast horizons. As suggested by a referee, we also include the point forecast comparison of the total fertility rates. The total fertility rate is the sum of the age-specific fertility rates for a given year. With the last 20 years as the test samples, the forecast accuracy and bias are compared using the forecasted age-specific fertility rates. Figures 2a and 2b show the MAFEs and MFEs of the one-step-ahead to 20-step-ahead forecasts for different methods and forecast horizons, averaged over the ages, years in the forecasting period, and 15 countries. As the forecast horizon increases, the values of MAFEs increases quadratically. The RW method performs the best in all the methods investigated. With the exception of the RWD, other methods generally overestimate the fertility rates. The MFEs of the total fertility rates are similar in shape to the MFEs of the age-specific fertility rates, because the latter one is averaged over age.
[Insert Figure 2 about here.]
Evaluating interval forecast accuracy
In recent years, some statistical agencies have attempted to compute stochastic population forecasts with a prediction interval. See for example Lutz and Scherbov (1998) for Austria, Alho (1998) for Finland, Keilman and Pham (2000) for Norway. These methods have been motivated by earlier work on stochastic forecasts by for instance Alho (1990) , Lee and Tuljapurkar (1994) and Tayman et al. (2007) . The current paper is a contribution to the literature in this area. Its aim is to compare the accuracy of interval forecasts among the functional principal component methods and univariate methods for forecasting age-specific fertility rates.
To avoid the repetitiveness, we refer the readers to the work by Shang et al. (2011) for the constructions of prediction interval for the HU methods. The prediction intervals of the RW and ARIMA models are constructed parametrically with the variances described in (5) and (7).
The method of evaluating interval forecast accuracy for age-specific fertility rates is given as follows. For each year in the forecasting period, the one-step-ahead to 20-step-ahead prediction intervals were calculated at the 80% and 95% nominal coverage probabilities, and were then tested against the actual proportion of out-of-sample data that fell within the calculated prediction intervals (Swanson and Beck, 1994; Tayman, Smith and Lin, 2007) . The empirical coverage probabilities are defined as the proportion of observations that fall into the calculated 80% and 95% prediction intervals, where the denominator is the total number of observations in the forecasting period (for example, 35 ages × 20 years = 700 observations).
We calculated the coverage probability deviance, which is the absolute difference between a nominal coverage probability and the empirical coverage probability, and use this measure to evaluate the interval forecast accuracy of each method. For instance, with a nominal coverage probability of 80%, the maximum coverage probability deviance is 80% (i.e., when the empirical coverage probability is 0), while the minimum coverage probability deviance is 0 (i.e., when the empirical coverage probability is 80%). Results are given in terms of the coverage probability deviance.
Apart from the coverage probability deviance as a means of finding the optimal method, we also calculate the size of prediction interval. Following the early work by Lee and Tuljapurkar (1994) and Tayman et al. (2007) , the size of the prediction interval is defined as a half-width by dividing one-half of the difference between the upper and lower bounds of the interval forecasts, and multiplying the result by 100. For symmetrical intervals, the half-width reflects the percentage distance between the point forecast (center) and the lower and upper bounds of the prediction interval.
Comparison of interval forecast accuracy
The simple and weighted average coverage probability deviances of the age-specific fertility rates are shown in Tables 4 and 5 , with the nominal coverage probabilities of 80% and 95%.
Based on both averages, the HUw method performs the best in all the methods investigated.
The results show that all HU methods tend to deviate from the nominal coverage probability, and such a deviation increases as the forecast horizon increases. This reflects that the accuracy of the interval forecasts in capturing the extent of uncertainty diminishes with the increases in forecast horizon. As measured by the weighted averages, the coverage probability deviances of the univariate methods are larger than the HU methods. Among the univariate methods, the RW method produces a smaller coverage probability deviance.
With the exception of the HUw method, other methods tend to underestimate the model uncertainty, resulting in a smaller empirical coverage probability than the nominal coverage probability. The extent of underestimation of the model uncertainty intensifies, as the forecast horizon increases. On the contrary, the HUw method overestimates the model uncertainty, especially for the shorter forecast horizons.
Apart from the coverage probability deviance, we also calculate the half-width of the prediction interval, shown in Table 6 . The HUw and ARIMA methods show larger half-width than the others. The better coverage probability of the HUw method may due to a larger half-width of the prediction interval. The larger half-width of the ARIMA model is rather not surprising. As the forecast horizon increases, the selected ARIMA model has less and less predictiveness about the future, resulting in a much larger half-width. On the contrary, the RW and RWD assume that the future forecasts do not differ significantly from the present values, thus restricting the half-width of the prediction interval to some extent.
Discussion
The above comparative analysis of forecasting methods for fertility rates is the most comprehensive to date. We shall summarize the main points: 1) Model uncertainty should be considered as a criterion for finding the best model.
2) The RW model performs better than the RWD model for forecasting age-specific fertility rates.
3) The HUw model performs the best in all the methods investigated for producing the point and interval forecasts of the age-specific fertility rates.
4) The RW model performs the best in all the methods investigated for producing the point forecasts of the total fertility rates.
Point forecasts
Our overall findings regarding point forecasts of fertility rates are that the HUw method is more accurate than any other method investigated for producing the one-step-ahead to 20-step-ahead forecasts (see Tables 2 , 4, 5) . The success of the HUw method suggests that assigning greater weights to the recent years lead to generally smaller age-specific errors, given that such errors are cumulated over forecast horizon.
In contrast, the univariate methods perform worse than the HU methods, in terms of point forecast accuracy. This is mainly due to two factors. First, the smoothing of fertility rates means that the observational error is treated separately from dynamic changes over years. Second, the HU methods forecast the changes in fertility rates through different sets of principal components and principal component scores, whereas the univariate methods extrapolate data without modeling any possible non-linear pattern.
Interval forecasts
The coverage probability deviances of the HU methods are better than the univariate methods, as measured by the weighted averages. This may because the RW and RWD methods model only the parameter and model uncertainty, whereas the HU methods model one additional source of uncertainty (see also Alho and Spencer, 2005, p255) . That additional source of uncertainty stems from the use of a nonparametric smoothing technique, namely penalized regression spline with the concavity constraint, in order to smooth the noisy fertility rates. As the forecast horizon increases, the coverage probability deviances of the HU methods become larger, as reflected by diminishing accuracy of the interval forecasts in capturing the extent of uncertainty associated with the increases in forecast horizon.
It should be noted that the coverage probability deviance does not distinguish between the upper and lower bounds. Concretely, the coverage probability deviance would be the same, when the empirical coverage probability is 0.9 or 0.7 at the nominal coverage probability of 0.8. Further research is needed to develop other accuracy measures of interval forecasts.
Limitation
With the focus on the principal component approaches, this comparative analysis is concluded on the basis of the weighted averages across the 15 countries, with the forecasting period from 1987 to 2006. A different result may be obtained for a different forecasting period, as reflected by the gradual pattern change in the age-specific fertility rates.
To examine if the differences among methods are statistically significant, a hypothesis testing is often performed. However, statistical tests of the results are problematic, because the countries and years included cannot be treated as random independent samples of a well-defined population. Therefore, we did not test the statistical significance among the methods investigated.
Future research
A future research is to consider the idea of model averaging to improve point and interval forecast accuracy. The idea of model averaging is not new, and has been studied in statistics since the work by Bates and Granger (1969) . In the demographic literature, there has been little interest among demographers in combining forecasts from different methods. Nonetheless, some notable exceptions include Smith and Shahodullah (1993) , Ahlburg (1998 Ahlburg ( , 2001 and Sanderson (1998) , whose pioneering work, particularly in the context of census tract forecast, have done much to awaken others, including the present author. However, a difficulty in using the model averaging approach is the question of estimating the optimal weights associated with different methods in a data-driven manner. Although Bayesian modeling averaging provides a promising solution, such an investigation awaits in the field of demographic forecasting.
Implementation
Implementation of the methods used in this article is straightforward using the readilyavailable R package demography (Hyndman, 2011a Table 3 : MFEs of the age-specific fertility rates for the one-step-ahead to 20-step-ahead point forecasts by method and forecast horizon, averaged over the ages, years in the forecasting period, and 15 countries. Table 5 : Coverage probability deviances of the forecasted fertility rates by method and forecast horizon, averaged over different countries at the nominal coverage probability of 95%. Plus sign indicates that the empirical coverage probability averaged over countries is greater than the nominal coverage probability. For instance, 0.0562(+) means that the coverage probability deviance, which is the mean(|empirical coverage probability -nominal coverage probability|) is 0.0562, and the averaged empirical coverage probability is greater than the nominal coverage probability. 
