The purpose of this paper is to relate the recurrence and transience properties of a branching di usion process on a Riemannian manifold M to some properties of a linear elliptic operator on M (including spectral properties). There is a trade-o between the tendency of the Brownian motion to escape (if it is transient) and the birth process of the new particles. If the latter has a high enough intensity t h e n i t m a y o verride the transience of the Brownian motion, leading to the recurrence of the branching process, and vice versa. In the case of a spherically symmetric manifold, the critical intensity of the population growth can be found explicitly.
Introduction
Let M be a non-compact Riemannian manifold, and X t be the Brownian motion on M generated by 1 2 where is the Laplace operator of the Riemannian metric of M. Assuming that X t is stochastically complete, consider a branching process X t based on X t . The process X t is determined by the branching rate Q(x) a t t h e p o i n t x 2 M and by the branching mechanism fp k (x)g kmax k=2 . Namely, p k (x) is the probability of branching into k o spring at x. We a l w ays assume that functions Q and p k are continuous, non-negative, and kmax X k=2 p k (x) 1:
Construction of such a process is similar to that in Euclidean spaces (see 1, Ch. VI]).
We s a y that a (branching) di usion process on M is recurrent if any non-empty open subset is visited by at least one of the o spring with probability 1 , a n d transient otherwise. If the Brownian motion X t is recurrent then X t is obviously recurrent a s w ell. If X t is transient then the problem arises how to decide whether X t is recurrent or transient. Let Note that 1 2 q(x) is the intensity of the population growth of X t at the point x 2 M. W e assume throughout the paper that the function q(x) is nite and continuous on M.
The branching di usion process on hyperbolic spaces (with constant negative curvature) was studied in details in 17], 14] (see also 15] for branching Markov processes on Z 1 ). In papers 17], 14], the only allowed branching is into two o spring that is k max = 2 , p 2 1, and q = 2 Q. This is already an interesting case, which c o n tains most di culties. However, in general we d o not assume even the niteness of k max .
All our results provide su cient conditions for the transience or the recurrence of X t in terms of q and other related quantities. There is a trade-o between the tendency of the Brownian motion to escape (due to the transience of X t ) and the birth process of the new particles, which is governed by q. I f q is large enough then the branching process X t may be recurrent despite the transience of the Brownian motion X t .
Before we can state the results, we need to introduce some notation. Consider the operator L = + q(x): Given a compact set K M with a smooth boundary, d e n o t e b y m K (x) t h e K-gauge of X t (or of L) which i s b y de nition the expected number of the branches (not o spring) of X t that ever hit K, starting from a single particle at x. I f m K < 1 then m K is the smallest positive solution to the following exterior Dirichlet problem in := M n K: Lf = 0 fj @K = 1 :
For any precompact open set U denote by (U) the bottom eigenvalue of the Dirichlet problem in U for the operator L. Let G(x y) be the Green function of the Laplace operator on M, that is the minimal positive fundamental solution of on M (the existence of G is equivalent to the transience of X t ). For an open set U M, denote by G U (x y) the Green function of in U with the Dirichlet boundary condition.
Below w e list the main results of this paper, assuming that X t is transient a n d q 6 0 ( a s w ell as some technical hypotheses, all of them being satis ed if k max < 1 { see Sections 2 and 7): 1: If m K < 1 then X t is also transient (Theorem 3.4) . This implies that X t is transient under then the process X t is K 0 -recurrent (Theorem 7.3). 4: Let M be a geodesically complete manifold with non-negative Ricci curvature. Denote by V (x r) the volume of the geodesic ball of radius r centered at x, and assume that for all x 2 M and R > r > 0, V (x R) V (x r) c R r where c > 0 and > 2. Let q(x) b jxj ;2 for large enough jxj where jxj is the distance from x to a reference point o. W e claim that if the constant b is large enough then X t is recurrent (Theorem 8.1). Note that the condition > 2 guarantees the transience of the Brownian motion X t . 5: Let M be spherically symmetric manifold with a pole o (see Section 9) , and let S(r) b e t h e surface area of the geodesic sphere of radius r centered at o. L e t q be also radial so that we can write q = q(r). Assume that Z 1 S(r)q(r)dr = 1 (1.4) and that, for some R > 0, the function F(r) : = S 2 (r)q(r) 4 (see Section 9) . For simple random walks on Z n similar results were proved in 20].
Let M = H n (n 2) be the n-dimensional hyperbolic space. If q c = const then the recurrence of X t is equivalent t o c > (n;1) 2 4 (see Section 9). Similar results for H 2 were proved in 17], and for H n in 14].
More examples can be found in the main body of the paper, in particular, in the table (9.21) in Section 9.
Preliminaries
Let P x be the probability measure associated with the Brownian motion X t on a Riemannian manifold M started at the point x 2 M. The Brownian motion X t (and the manifold M) is called stochastically complete if P x (X t 2 M) 1. If M is geodesically complete and satis es in addition a mild condition on the volume growth of geodesic balls then M is stochastically complete (see
6], 8]).
A b r a n c hing di usion process X t based on X t , is determined by the generator 1 2 , by t h e branching rate Q(x) (i.e., the exponential distribution of the lifetime of a particle`frozen' at x), and by the branching mechanism described by the sequence fp k (x)g kmax k=2 . Namely, p k (x) i s t h e probability of creation k o spring at the point x. W e m a k e the following assumptions which will be used throughout: (k ; 1)p k (x) < 1 (2.2) and the series in (2.2) converges locally uniformly (of course, this makes sense to assume only if k max = 1).
In particular, the branching intensity
is nite and continuous on M.
Denote by P x and E x respectively the probability measure and expectation associated with the process X t started with one particle at x 2 M. For any s e t K M, l e t K (x) b e t h e P x -probability of the event that at least one o spring of the process X t will ever visit K.
recurrent if X t is K-recurrent for all sets K with non-empty i n terior. The process X t is called K-transient if it is not K-recurrent, that is K (x) < 1 for some x. The process X t is called transient if it is not recurrent, that is, K (x) < 1 for some set K with non-empty i n terior and for some x. Clearly, X t is recurrent i f i t i s K-recurrent f o r a n y compact set K with non-empty i n terior and smooth boundary. Let us x throughout this section such K, and set := M n K. De nition 2.2 We s a y that fU l g l 0 is an exhausting sequence in M if U l are precompact sets with non-empty i n terior and with smooth boundaries, U l U l+1 , and the union of all U l is M.
Given an exhausting sequence fU l g of open sets, the Brownian motion X t can be obtained as the limit of the processes X U l t with the killing condition outside U l . Similarly, the branching process X t is the limit of the processes X U l t with the killing condition outside U l . In particular, for any compact K,
with the obvious meaning of U l K .
De ne a function P on M u ; P(x u)u(1 ; u) = 0 uj @K = 0 0 u 1 (2.6) and among all solutions u to (2.6), u = 1 ; K is the maximal one.
Respectively, the function v = K solves the following problem:
and among all solutions v to (2.6), v = K is the minimal one.
Clearly, (2.6) and (2.7) are equivalent b y the change u = 1 ; v. The boundary conditions are obvious. The fact that 1 ; K satis es the equation in (2.6) follows directly from the strong Markov property (cf. 4]). Let us verify that K is indeed the minimal solution to (2.7). For that, we need the following comparison lemmas.
Lemma 2.4 (The well-known generalized maximum principle) Let U M be a p r ecompact region and let f g2 C 2 (U) \ C(U), f > 0 in U and g > 0 in U. I rf(x 0 ) = f g rg (x 0 ). Therefore, by (2.11) and (2.12), we obtain at x 0 f g = g f ; f g ; 2 jrgj 2 f g + 2 jrgj 2 f g g ;2 > 0 which contradicts the fact that x 0 is the maximum point o f f= g:Hence, f= gtakes its maximum value on @Uwhence (2.9) follows.
For the general case, let us slightly reduce U so that g 2 C 2 (U): Let C be a positive n umber such that C > sup U g g , and let ' solve the following Dirichlet problem in U:
' ; C'= 0 'j @U = 1 :
Then ' > 0 i n U and ' ' = C > g g . S e t f " = f + "'. F Consider the process X t that stops at K, and denote by N K the (random) number of the o spring of X t which e v er reach K. Note that every individual particle of X t either reaches K (and hence is counted for N K ) o r g o e s a way t o 1. Alternatively, N K is the number of the branches (not o spring) of the process X t , which e v er hit K.
De nition 3. The proof is standard and follows from the Markov property and the Feynman-Kac formula.
The part (b) s h o ws that although the K-gauge m K is originally de ned via the process X t , i t i s fully determined by the operator L. V arious properties of the gauge for bounded domains in R n are studied in 3].
Let G be the Green function for in with the Dirichlet boundary condition on @ , that is the minimal positive fundamental solution to in : It exists whenever K has non-empty interior. Lemma 3.3 If m K < 1 then m K satis es the following identity: for any x 2 , In particular, we obtain
As l ! 1 , the sequences fm l g, fh l g, a n d fG l g are increasing (by the comparison principle) so that we can pass to the limit in (3.6) and obtain (3.3). Set F = m K q and consider the following boundary value problem in v = ;F vj @K = 1 :
Denote by v min the minimal non-negative solution of (3.7) if it exists. The proof will be nished if we v erify the following two claims: 
By the comparison principle, v v l for any non-negative solution v of (3.7). Letting l ! 1 , w e
On the other hand, m K does satisfy (3.7), whence m K = v min . (i) either both X t and X t are (K-)transient, and lim inf
Proof of (ii)
(ii) or both X t and X t are (K-)recurrent, and m K 1:
In ; c, p r o vided c (n ; 2) 2 =4. Hence, for such c, the process X t is transient. As we will see in Section 9, if c > (n ; 2) 2 =4 then X t is recurrent.
Consider now the case n = 2 and set for r R > 1, q(r) = c r 2 log 2 r where 0 < c 1=4. Then there exists 0 < < 1 such that (1 ; ) = c. An easy computation shows that the function m(r) = log r log R satis es the equation m 00 + 1 r m 0 + qm= 0 : This implies that m = m K where K is the ball of the radius R centered at the origin, which provides an example of an increasing K-gauge. Of course, in R 2 any branching process is recurrent.
Transience and eigenvalues
For any o p e n s e t U M, de ne (U) as the bottom of the L 2 -spectrum of the operator ;L in U with the Dirichlet boundary condition. In other words,
where the inf is taken over all non-zero functions ' 2 Lip 0 (U). Here Lip 0 (U) is the set of all Lipschitz functions compactly supported in U the gradient r is understood in the weak sense. If U is precompact then (U) is the bottom eigenvalue of the following problem in U: Lu + u = 0 uj @U = 0 : Assuming q(x) > 0 o n M de ne, for any o p e n s e t U M and a precompact set K b U,
where the inf is taken over all non-zero functions ' 2 Lip 0 (U). If U is precompact then (K U) is the bottom eigenvalue of the following problem in U n K: u + qu= 0 uj @U = 0 @u
where n is the inward normal vector eld on @K(assuming that @Kis smooth enough). Theorem 4.1 Let q 6 0. Then each of the following conditions implies that X t is transient: Proof. (i) L e t u be a positive L-superharmonic function on M. Since u ; qu 0, u is strictly positive b y the strong minimum principle. The hypothesis q 6 0 implies that u 6 const: Hence, M admits a non-constant positive -superharmonic function u, which means that the Brownian motion X t is transient.
Let K be any compact set with non-empty i n terior and smooth boundary. Without loss of generality, w e m a y assume u 1 o n K. L e t fU l g l 1 be an exhausting sequence of precompact open sets with smooth boundaries, such that K U l . Since L admits a global positive supersolution, the Dirichlet problem for L can be solved in any precompact open set (for example, by P erron's method). Let f l solve the following Dirichlet problem in U l n K Lf l = 0 f l j @K = 1 f l j @U l = 0 : By the strong minimum principle, f l > 0 i n U l n K. By the comparison principle of Lemma 2.4, f l u. Again by the comparison principle, the sequence ff l g increases and converges to a positive function f on M n K, which solves the exterior problem (3.2). Therefore, m K f u < 1, a n d X t is K-transient b y Theorem 3.4.
Alternatively, one can conclude the proof without referring to Theorem 3.4. Indeed, replacing u by u ; inf u, one can assume from the very beginning that inf u = 0. Hence, inf m K = 0 which implies inf K = 0 and the K-transience of the process X t .
(ii) T ake a n y non-negative non-zero function f 2 C 1 0 (M) and set By (4.6) we conclude that (U 0 M 0 ) > 0. By part (ii) applied to the manifold M 0 with boundary, the process X 0 t on M 0 with re ection on @Kis transient. Since X t and X 0 t coincide outside K, the process X t on M is also transient. Remark 4.3 As follows from Theorem 4.1, if P(x u) 6 0 a n d (U) > 0 for any precompact region U then the problems (2.6), (2.7) have non-trivial solutions. Although this result is obvious from probabilistic approach adopted here, it can be also obtained by purely analytic methods.
The following statement is related to Theorem 4.1(iii). Proof. Without loss of generality, w e can assume that U has smooth boundary. L e t u be the rst Dirichlet eigenfunction of L in U w e can assume that u > 0 i n U: Suppose that := (U) 0: Since Lm K = 0 a n d Lu + u = 0 , w e obtain in U Lm K m K = 0 ; = Lu u :
By Lemma 2.4, we conclude sup
However, the right hand side here is positive whereas the left hand side vanishes by uj @U = 0 .
This contradiction nishes the proof. Finally, let us show on a diagram the relations between the hypotheses considered in this and the previous sections (assuming that q > 0 a n d X t is transient):
5 Some properties of the hitting probability For any closed set K M, set h K (x) : = P x ( K < 1) that is h K (x) is the P x -probability that X t ever hits K. Note that h K (x) is the minimal positive solution to the following boundary value problem in = M n K: h = 0in hj K = 1 : Lemma 5.1 Let K M be c ompact and K 6 1. Then Therefore Then, for any x 2 ,
Proof. Using the notation from the previous proof, all we need is to justify the passage to the limit in the identity (cf. Indeed, we h a ve G l G , l 1 and by ( 2 . 5 ) P(y 1 ; l (y)) q(y): Therefore, the integrand in (5.7) is bounded from above b y the integrable function G (x y)q(y), and one can pass to the limit by the dominated convergence theorem. Proof. In both cases (a) and (b), we h a ve the identity (5.1) that can be written as follows:
where F(y) : = P(y 1 ; K (y))(1 ; K (y)) K (y):
Consider the following boundary value problem in : v = ;F vj @K = 1 : (5.10) In the same way as in the proof of Lemma 3.3, one can verify that the minimal non-negative solution v min to (5.10) exists and is equal to K .
In the case (a) w e h a ve i n f h K < 1 since h K K in the case (b) w e h a ve inf h K < 1 b y hypothesis. Therefore, if we assume inf K > " > 0 then the function v = v min ;"(1;h K ) is also a positive solution to (5.10) which is smaller than v min . Hence, inf v min = 0 and thus inf K = 0 . In the case (a), this implies (5.8) by the strong minimum principle as K is compact and K = 1 on K.
Second poof of (a). Unlike the rst proof, this proof does not use the hypothesis (2.2). Let fK l g l 0 be an exhaustive sequence of compact sets such that K 0 = K. Assuming inf v min > " > 0, the minimum principle implies K > " everywhere. Therefore, for any index l 1, there exists a time T l such that 8x 2 K l P x ; 9t < T l : X t \ K 6 = > " = 2:
De ne T(x) = T l if x 2 K l n K l;1 . De ne a (random) sequence fx n g of points as follows. Set x 0 = x = 2 K and de ne x n+1 as the nearest to K point o f X T (xn) (with the starting point a t x n ). The sequence fx n g stops as soon as one o spring hits K before T(x n ).
We claim that P x (x n = 2 K) (1 ; "=2) n : (5.12) If so that by the lemma of Borel-Cantelli one of x n is in K with probability 1, which nishes the proof. = (1 ; "=2) P x (x n = 2 K) (1 ; "=2) n+1 which w as to be proved.
Transience and the Green function
In this section, K M is a compact set with non-empty i n terior, = M n K. De nition 6.1 We s a y that a set S M is thin if h S (x) < 1 for some x 2 M.
Observe that if S is thin then inf h S = 0. Some conditions for thinness and examples of thin sets can be found in 9]. For example, if X t is transient then any compact set is thin. as one can take S = . Another trivial example is when supp q is thin. Indeed, take S to be a small neighborhood of supp q, w h i c h is still thin. Clearly, the integral in (6.1) vanishes. The latter example shows that even if the values of q may be arbitrarily large, the process X t remains transient because the support of q is small enough.
Observe that by making q large enough within a compact set U , one can achieve (U) < 0 and hence m K = 1 (see Proposition 4.2). In this case, Theorem 3.4 is not applicable whereas Proof. (i) Without loss of generality, w e can assume that the boundary of S is smooth. Fix some 0 < " < 1 and denote S 0 = fx 2 M : h S (x) > " g. The set S 0 contains S and is also thin because h S 0 " ;1 h S . Consider the cut-o function ' 2 C(M) s u c h that '(x) = 1 x = 2 S 0 0 x 2 S: Denote Q 0 = 'Q, q 0 = 'q, and let X 0 t be the branching process based on X t with the branching rate Q 0 and the branching mechanism fp k g. Since q 0 vanishes on S, it follows from (6.1) that Z M G(x y)q 0 (y)d (y) < 1:
Let K M be a compact set with non-empty i n terior. The thinness of S 0 implies that the set S 00 := K S 0 is thin as well (see 8, Proposition 4.2]). By Lemma 5.3(b), (6.4) and inf h S 00 < 1 imply that X 0 t is S 00 -transient. However, outside S 00 the processes X t and X 0 t coincide. Therefore, X t is S 00 -transient a s w ell.
(ii) W e can assume that 0 < u < 1. Since u is a non-constant subharmonic function, we obtain by the strong maximum principle ' l ; P(x ' l )' l (1 ; ' l ) = 0 ' l j @K = 0 ' l j @U l = 1 (cf. (2.6)). Since P(x ) q(x), this implies ' l ;q(x)' l 0 i n U l . By the comparison principle for the operator ; q in U l n K, w e conclude w ' l . A s l ! 1 we obtain w 1 ; K whence K 6 1 and X t is K-transient. where F = P( 1 ; K )(1 ; K ) K q(1 ; K ) K : If X t is recurrent t h e n X t is trivially K-recurrent. If X t is K-recurrent then K 1. Substituting this into (6.9) and observing that F 0, we obtain h K 1, so that X t is also K-recurrent. and observe that q(x) is nite and continuous on M, a n dC 1 q (7.3) which follows from (2.1), (2.3), (7.1), and (7.2).
Consider the moment generating function w(x s) = Proof. If the right hand side of (7.6) is in nite then there is nothing to prove. Otherwise, we h a ve b y Lemma 3.3
Similarly, Lemma 7.1 implies
Now w e will prove the main theorem of this section. then the process X t is K 0 -recurrent.
Proof. For any index l, denote by X l t the process with the branching rate Q1 K l+1 nK l and with the same branching mechanism fp k g as X t . Then the branching intensity o f X l t is equal to q l .
Fix an integer n and construct a random branching tree ; n M with the root at a point x (0) 2 @K n and so that the descendents of j-th generation will lie on @K n;j . If x (j) 1 , x (j) 2 , ...
are those descendents then the next generation is constructed as follows. Set l = n ; j ; 1 and consider the independent copies of the process X l t started at x (j) 1 , x (j) 2 , ..., respectively. Note that x (j) i 2 @K l+1 . F or each process, identify all points on @K l where the branches of the process hit K l for the rst time, and let x (j+1) 1 , x (j+1) 2 , ... be all such p o i n ts, across all starting points (see Fig. 1 ). If there is no hitting of K l then the tree ; n terminates at this step. Hence, sup v l C 2 := C 1 " ;2 , which together with (7.7) implies, for all x 2 @K l+1 ,
By a version of the theorem of Galton and Watson, one observes, using the uniform upper bound on the second moment, that the tree ; n eventually survives with the probability at least (" C 2 ) = 2 "=C 2 > 0, uniformly in n.
Since the branching rate of X t dominates that of X l t , the process X t started at x 2 @K n hits K 0 with the probability at least (" C 2 ). Therefore, K 0 (x) (" C 2 ) f o r a l l x 2 @K n and thus for all x 2 M. By Lemma 5.3, the process X t is K 0 -recurrent. Theorem 7.3 provides implicitly the condition on how big must be the intensity o f b r a n c hing q for X t to be recurrent while X t is transient. Unfortunately, applications of Theorem 7.3 require quite subtle estimates of m l from below and above (the latter being technical), which are normally quite di cult to obtain. In the next section, we consider a di erent approach although in a more restrictive setting. u(x) = 1, and there exists a sequence fx n g n 1 ! 1 such that u(x n ) > 1=2.
Set r n = jx n j and R n = r n =4. We can assume that r n are large enough so that the balls B(x n 2R n ) do not intersect B(o r 0 ) K. The function u satis es outside K the equation (2.6) , that is u ; P(x u)vu= 0 : (8.12) Denoting q 0 (x) : = P(x u)v we rewrite it as u ; q 0 u = 0 : Since q 0 q, w e conclude from (8.11) that u satis es in B(x n R n ) the Harnack inequality (8.10) with the constant H = H 0 exp(CC I b) that does not depend on n. Since u(x n ) > 1=2, (8.10) yields the following estimate in B n := B(x n R n ) :
inf Bn u 1 2H : (8.13) Let us rewrite (8.12) as follows:
v + P(x u)uv = 0 : In the ball B n we h a ve the lower bound (8.13) for u. By hypotheses (B) and (2.5), we h a ve P(x u) C ;1 0 q(x), which implies for all x 2 B n P(x u(x))u(x) However, the right hand side of (8.14) is positive whereas the left hand side vanishes by wj @Bn = 0 :
This contradiction nishes the proof. In this section, we i n vestigate the transience and the recurrence of the branching process X t , under the following standing assumption:
(D) M is a geodesically and stochastically complete, non-compact, spherically symmetric manifold. Also, k max = 2, and the function q(x) is positive and depends only on r. In particular, we h a ve also p 2 (x) 1 a n d P(x u) 2Q = q(x). Hence, the hypotheses (A) ; (C) are satis ed. We will use the notation q(r) for the function q(x).
If K = B r 0 then the hitting probability K is radial and hence satis es the following ODE in r In particular, this condition is satis ed for q(r) = const r 2+" , " > 0.
Corollary 9.2 Assume that S p q is monotone increasing and Z 1 p q(r)dr < 1:
Proof. Substituting (9.2) in (9.4) and interchanging the integrals, we obtain that (9.4) is
Z r R S(t)q(t)dt dr < 1 (9.6) for some R > 0. Let R be so large that
Then we h a ve The main result of this section is the following matching condition for the recurrence of X t .
Theorem 9.4 Let (D) hold, and assume that (B R M ) 1 ; " (9.7) for some " > 0 and for all large enough R. T h e n X t is recurrent.
For the proof of Theorem 9.4, we will need the following lemmas.
Lemma 9.5 Function R 7 ! (B R M ) is monotone increasing. Proof. Since
where the inf is taken over all precompact U containing K, it su ces to show that (B R U ) increases in R assuming that U is a large ball centered at o: Let ' be the rst eigenfunction for the eigenvalue problem (4.3) with K = B R . Then ' is radial so that 'j @K = const. Therefore, ' can be continuously extended by a constant t o t h e i n terior of B R , and for any r < R we h a ve
whence the claim follows. However, at the minimum we h a ve 00 0.
Proof of Theorem 9.4. As follows from Lemma 9.5, the condition (9.7) holds for all R > 0. Fix some r > 0 and set = Br . W e will prove that for any R > r there exists a point x 2 M nB R , such that (x) "=2 where " is the same as in (9.7). Since is radial and monotone deceasing, this will imply lim inf Here n is the inward normal vector eld on @B and @B R , a n d 0 is the surface area on a hypersurface. We h a ve used (9.8) and the facts that @u @n @B 0 and @ @n @B R 0 the latter by Lemma 9.6. As follows from (9.9), there exists x 2 B n B R such that (x) 1 ; "=2 which w as to be proved. Similarly, (9.11) implies (B R M ) 1 ; ", and X t is recurrent b y Theorem 9.4. Example 9.1 Let M = R 3 . W e claim that the following is true: (i) I f q(r) 1 4r 2 for all r large enough then X t is transient.
(ii) I f q(x) 1+" 4r 2 for all r large enough then X t is recurrent (where " > 0). (i) Indeed, (9.10) will follow for the given q if we p r o ve that Z p ) a n d large enough, we obtain (9.12).
Let us introduce the following notation: In the next statements, we will assume that Z 1 S(r)q(r)dr = 1: (9.15) Under this assumption, the number a in (9.14) does not depend on R: Note that if (9.15) is false then X t is transient if and only if so is X t . Indeed, if X t is transient then G(r) is nite and decreasing. Therefore, the convergence of the integral in (9.15) implies (9.4), and X t is transient by Corollary 9.1.
Corollary 9.8 Let (9.15) hold.
(i) If a(R) 4 for some R > 0 then X t is transient.
(ii) If a < 4 then X t is recurrent.
(iii) Assume that, for some R > 0, the function F R (r) is monotone decreasing in r 2 R +1), If a < 4 then also e a < 4 provided T (and hence r 1 ) is large enough. Therefore, for small enough ", this implies (9.11), and hence the recurrence of X t follows by Corollary 9.7.
(iii) I f a 4 t h e n b y the monotonicity o f F R , w e h a ve F R (r) 4 whence a(R) = i n f F R 4. If a < 4 then also a = lim sup F R (r) = a < 4:
The following statement s h o ws, for a given S(r), the critical branching intensity q for the recurrence/transience of X t .
Corollary 9.9 Assume G(r) < 1, and let for large r q(r) = b S 2 (r)G 2 (r) (9.20) where b = c o n s t > 0. Then Proof. Let R be so large that (9.20) holds for r R. F or such r, w e h a ve For instance, for M = R n we h a ve S(r) = ! n r n;1 , w h i c h m a t c hes the rst data row in (9.21) with = n ; 1. Hence, the branching process in R n with the branching intensity q(r) = c r 2 is transient if and only if c (n;2) 2 4 . Similarly, one can read the other rows in (9.21). Example 9.3 Let M = H n (=the hyperbolic space) and q c = const. Then S(r) = ! n sinh n;1 r and F R (r) = 1 c sinh n;1 r R r R sinh n;1 tdt ! 2 & (n ; 1) 2 c =: a:
Hence, by Corollary 9.8, the transience of X t is equivalent t o c (n;1) 2 4 :
