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Abstract
X-ray Computed Tomography (CT) is a major imaging modality used in a wide
variety of clinical cases in modern medicine, but has raised public concerns
over increasing population radiation exposure. While traditional dose-saving
solutions, such as the bowtie filter, have been in use for several decades, re-
searchers have faced significant hurdles in achieving dynamic fluence-field
modulation (FFM), or generalized control over the x-ray fluence used in a CT
examination. Multiple aperture device (MAD) based filtering has emerged
as a promising hardware solution to realize FFM in a compact form factor
that facilitates realistic integration into clinical CT scanners. MAD-based
FFM offers significant dose reduction potential, but faces a unique set of chal-
lenges that must be overcome to confer meaningful clinical advantages over
the traditional bowtie. We demonstrate with a newly developed processing
pipeline that MADs can be used to generate clinically useful diagnostic im-
ages, and that MAD-based imaging can substantially benefit clinical workflow
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1.1 X-ray Imaging and Computed Tomography
X-rays were first discovered by Wilhelm Roentgen in 1895, when he first pro-
duced a radiographic image of his wife’s hand. This was a seminal discovery
for which Roentgen was awarded the first Nobel Prize in Physics in 1901
and credited for founding the field of modern diagnostic radiology. In the
century following Roentgen’s discovery, researchers have uncovered a wide
range of clinical applications for x-rays, which form the core of many medical
imaging modalities including projection radiography, computed tomography,
mammography, and fluoroscopic imaging, among many more. X-rays are
now used to image the anatomy of all kinds of tissues and organs in the
human body, including the heart, lungs, brain, gastrointestinal system and
the musculoskeletal system.
This section presents a basic introduction to x-ray imaging physics and
computed tomography. This material is based largely on the books Prince and
Links (2015) and Bushberg et al. (2012), which provide more comprehensive
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details and background on the topics covered here.
1.1.1 X-ray Imaging Physics
X-rays are a form of electromagnetic (EM) radiation, with energies in the
diagnostic range typically between 10-150 keV. X-rays are formed when the
kinetic energy of electrons is converted into electromagnetic radiation upon
interaction with the target material. In the x-ray tube, the cathode is the source
from which electrons accelerate to collide with the anode, which has a positive
potential with respect to the cathode. A focusing cup is commonly employed
to focus the electrons to a specific location on the anode, which is referred to
as the focal spot.
Electrons colliding with the anode material – usually tungsten – undergo
two main interactions which comprise the emitted x-ray spectrum. The first
occurs when the electron is decelerated by positive attraction to the nucleus,
consequently losing energy in the form of bremsstrahlung radiation. The
intensity of this radiation is dependent on the incident energy of the electron
and the atomic number of the atom. The second, termed characteristic radia-
tion, occurs when the electron collides with a K-shell electron, thus ionizing
the atom. This temporary vacancy is filled by an electron from the L, M, or N
shells, which due to an increase in binding energy at the K-shell loses energy
in the form of an x-ray photon, called characteristic radiation. The energy of
the x-ray is therefore equal to the difference in binding energy between the
shells.
X-rays experience four main types of interactions with matter. In the
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diagnostic energy range, these interactions are predominantly photoelectric
absorption and Compton scatter. Photoelectric absorption occurs when an
incident x-ray ejects a K-shell electron, imparting all of its energy to the ejected
electron. The probability of the photoelectric interaction is proportional to
(ZE )
3, where Z is the atomic number and E is the energy of the photon. In
Compton scatter, the incident photon ejects a valence electron, losing some of
its energy to the ejected electron and also changing its direction. The energy
of the scattered photon is dependent on this scattering angle.
The linear attenuation coefficient, µ, the tissue property measured in x-ray
imaging, can be defined as the probability of photon interaction per unit
length of a material. The relationship between the incident x-ray intensity (I0)
and transmitted intensity as a function of the linear attenuation coefficient is




where E is the photon energy and L is the path length through the material.
The exponential term in (1.1) is referred to as the transmissivity of the object.
X-rays transmitted through the patient are detected and measured using
a variety of detection mechanisms. In digital radiography and in modern
CT systems, this is commonly done via an indirect mechanism involving
a scintillator to convert x-ray photons into optical light combined with a
photodiode. In direct detection systems, x-rays are converted directly into
electrical current, e.g., by use of a gas-filled ionization chamber.
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1.1.2 Computed Tomography
X-ray Computed Tomography, or simply CT, is the extension of x-ray transmis-
sion imaging to producing cross-sectional images of the body, as opposed to
simply projection images. CT was invented in the 1972 by Godfrey Hounsfield
and Allan Cormack, who jointly shared the Nobel Prize in Physiology or
Medicine in 1979. The first CT scanner built by Hounsfield required sev-
eral hours to acquire data in the parallel beam geometry and several days to
reconstruct a relatively coarse image. Since these first tomographic images
produced in the 1970s, CT scanners have undergone many generations of
technical development to now being capable of producing much higher qual-
ity images in fractions of a second. Along the way, key developments in the
form of fan-beam acquisition, helical scanning, and multidetector CT have all
enabled significant reductions in scan time and subsequently increased the
utilization of CT in medicine. CT is now a major front-line imaging modality
in modern medicine and is used for all kinds of clinical studies including the
head, thorax, abdomen, and the musculoskeletal system. Recent estimates
have placed the number of CT scans performed annually at 71 million in 2017
in the United States alone (IMV, 2017).
The fundamental theory underlying computed tomography is the projection-
slice theorem, which states that the Fourier transform of a single 1D projection
of the object acquired at rotation angle θ is equal to the radial slice in the 2D
Fourier transform of the object at angle θ. If F(u, v) = F2D{ f (x, y)} is the
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Fourier transform of the object, the Projection-Slice theorem states that
F(ρ, θ) = F1D{l(u, θ)} = P(ρ, θ) (1.2)
where u is the horizontal positional index on the detector, P is the Fourier trans-
form of the line-integral (projection) data l and ρ, θ are the polar coordinates
in the Fourier domain.
The projection-slice theorem consequently gives rise to the analytical re-
construction algorithm called Filtered Backprojection. In the parallel-beam
case, the object image f (x, y) is







u=x cos θ+y sin θ
dθ (1.3)
where |ρ| is a “ramp" filter in the frequency domain. Because radial sampling
leads to sparser sampling at high frequencies, the ramp filter compensates
for the “blur” associated with the backprojection operation by re-weighting
the frequency data. To avoid amplifying high frequency noise, the ramp filter
is commonly implemented with a cutoff at or below the Nyquist sampling
frequency. The interpretation of FBP reconstruction is therefore a filtering in
the frequency domain by the ramp filter, followed by backprojection over the
line x cos θ + y sin θ and summation over all rotation angles. Equation (1.3)
can easily be extended to the fan-beam geometry with the use of coordinate
transforms and the application of appropriate weighting terms to account for
the geometric differences in sampling.
In recent years, cone-beam CT has emerged as a useful imaging modality in
operating rooms and interventional suites. Cone-beam CT systems generally
5
utilize a flat-panel detector with many more detector rows along the vertical
(v) direction than traditional CT systems, which have very small cone angles.
Commonly constructed in the form of a “C-arm," these systems have a smaller
physical footprint than traditional CT scanners and are more flexible in the
way they can be positioned around the patient, though they exhibit slower
rotation speeds and artifacts associated with cone-beam data acquisition. FBP
can also similarly be extended to the cone-beam case and is known as the
Feldkamp-Davis-Kress algorithm, or FDK algorithm (Feldkamp, Davis, and
Kress, 1984). FDK is the primary reconstruction algorithm used for the work
presented in this thesis, as the test-bench system used in the investigations
was based on a flat-panel setup and a cone-beam geometry.
While not the focus of this thesis, much attention in recent years has also
been given to model-based iterative reconstruction methods (MBIR). MBIR
can outperform the analytical FBP algorithm in image quality by incorpo-




Increased use of diagnostic CT in modern medicine over the past few decades
have raised concerns over population radiation exposure levels. To quantify
the radiation dose in CT, researchers have used a variety of metrics. The
volume CT dose index (CTDIvol), reported in milliGray (mGy), is the dose to a
body volume measured using a standardized CT dosimetry (CTDI) phantom.
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The absorbed dose, also measured in mGy, is the dose deposited in the body,
usually with a consideration of the specific patient’s size. The effective dose,
measured in milliSieverts (mSv), is similar to absorbed dose but additionally
takes into account the varying radiation sensitivities of different organs and
tissues in the body.
The effective dose measure may allow a standardized comparison of the
amount of ionizing radiation across a variety of CT examinations and exposure
levels. Table 1.1 summarizes the effective dose for a variety of medical imag-
ing exams involving ionizing radiation (McCollough et al., 2015). Though
Table 1.1: Effective dose statistics by type of examination.






Coronary CT Angiogram 16
Annual Naturally Occurring
Background Radiation 3
the effective dose values for these exams are below the 100 mSv threshold
for radiation levels typically associated with increased cancer risk (Preston
et al., 2007), the topic of cancer risk from CT scans is highly controversial. It
is certainly true that exposures can accumulate over time if the patient is to
be subject to multiple exams or longitudinal imaging studies. Additionally,
as most CT examinations have effective dose levels above the annual “back-
ground” radiation levels (3 mSv), there has been significant public interest in
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reducing dose levels from routine CT studies to a fraction of this level.
Recent efforts have strived to reduce radiation exposure levels and have set
"sub-mSv CT" as a general target for diagnostic studies. As described in (Mc-
Collough et al., 2012), the majority of research in this area can be categorized
as 1) innovations in detector technology, e.g. by reducing electronic noise,
improving scintillator efficiency or by developing photon-counting detectors
(PCDs); 2) optimizing image acquisition protocols to utilize x-ray dose in a
more efficient manner; or 3) sophisticated reconstruction methods (like MBIR)
to produce images of greater image quality than traditional reconstruction
techniques at the same dose level, consequently reducing the necessary ex-
posure to achieve the same image quality. The work in this thesis primarily
focuses on methods to optimize image acquisition methods in CT, which is
further explored in the following sections.
1.2.2 Patient-Specific Image Acquisition
Clinical CT scanners have traditionally been somewhat limited in their ability
to customize their data acquisitions to the patient. This can result in CT studies
that are ordered with a “one-size fits all” mentality. Optimal data acquisitions
can vary significantly from patient to patient based on the anatomical site or
the imaging task, and there can be significant radiation dose consequences
of not performing a customized acquisition—essentially delivering more
radiation than is needed to accomplish a medical diagnosis. Recognizing
the importance of patient-specific imaging protocols, campaigns like Image
Gently and Image Wisely have recommended the use of exposure charts based
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on patient size (Goske et al., 2008; Brink and Amis, 2010).
Automatic exposure control (AEC) is one technique for adaptive and
patient-specific imaging that is commercially available and commonly used.
AEC is based on the observation that the attenuation of the x-ray beam varies
with rotation angle because the cross section of the human body differs signif-
icantly from a circular shape. As a result, quantum noise also varies widely,
leading to inhomogeneous noise patterns in the reconstructed image. AEC
may be used to control noise by adapting the x-ray intensity to the projection-
dependent attenuation, e.g. by dynamically modulating the tube current.
Work by Gies et al. (1999) helped formulate the general equation
I0(u, θ) =
exp αl(u, θ)
∑θ exp αl(u, θ)
Itot0 (1.4)
where Itot0 is the total exposure constraint and I0(u, θ) is the emitted x-ray
intensity needed for the measurement denoted by u, the positional index
across the detector, and θ, the view angle. α is a scalar that controls the
amplitude of modulation, where there are three strategies of particular interest:
α = 0, the unmodulated case; α = 0.5, the strategy that produces the minimum
mean variance in the image reconstructed by FBP; and α = 1.0, the strategy
producing the most uniform distribution of noise in the reconstruction.
In practice, the beam modulation described by (1.4) cannot be achieved
by tube-current modulation (TCM) alone, as TCM cannot create the spatially
varying (with u) x-ray intensity to match the attenuation profile of the human
body. To achieve this, CT systems commonly rely on beam-shaping, or bowtie
filters. Bowtie filters are typically made from a low-Z material like aluminum
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or Teflon and shape the x-ray beam spatially through selective attenuation
to decrease the fluence incident to the patient for measurements expected
to have a lower overall attenuation. These filters are often also designed to
homogenize noise by promoting a uniform detector signal, commonly by
assuming a homogeneous, circular object of a specific size in the field of view
(Wunderlich and Noo, 2007; Toth et al., 2005). Commercial CT systems are
often equipped with a few choices of bowtie filters corresponding to “large,”
“medium," or “small” patient sizes, for example.
Researchers have sought to optimize many other aspects of image acqui-
sition, including the x-ray spectra through automatic kV selection (Yu et al.,
2010), greatly reducing the peripheral radiation dose for volume-of-interest
imaging (Kolditz, Kyriakou, and Kalender, 2010), and using dynamic z-axis
beam collimation in helical CT (Deak et al., 2009). Work by Szczykutowicz
et al. (2015) has attempted to consolidate developments in patient and task-
specific acquisition by developing optimal clinical CT protocols for a wide
range of imaging scenarios. This comprehensive list of protocols includes the
clinical indications for all kinds of CT imaging, the type and and amount of
contrast agent to use, and the best scan and reconstruction parameters to use
for certain tissue types, among other information.
1.2.3 Fluence Field Modulation
One major drawback to the design of traditional bowtie filters used in CT
scanners is that patients are not radially symmetric—i.e., the patient’s cross-
section is closer to an ellipse than a circle. Additionally, patient miscentering
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can cause severe penalties in dose and image quality (Toth, Ge, and Daly, 2007).
To better accommodate patient width variability and miscentering problems,
there has been significant research interest in achieving dynamic fluence field
modulation (FFM). Such a FFM capability would permit optimized fluence
patterns based on the patient’s size, position in the scanner, and imaging task.
Dynamic FFM can be thought of as a generalization of AEC wherein one has
the ability to modulate the spatial distribution of x-ray flux, in addition to a
frame-to-frame/angular exposure variation.
There has been much theoretical work regarding how to design the fluence
modulation pattern that should be delivered to the patient. Harpen (1999)
analytically derived the FFM strategy that yields the minimum mean variance
in the FBP reconstructed image. Bartolac et al. (2011) proposed a method
to design the FFM strategy to meet a prescribed image quality objective
under a radiation exposure constraint. Hsieh and Pelc (2014) developed
FFM algorithms to minimize the mean variance, weighted mean variance,
and peak variance in FBP reconstruction. Gang, Siewerdsen, and Stayman
(2017) showed the optimal FFM design strategy to maximize human observer
performance for a specific imaging task and MBIR.
Achieving practical dynamic FFM, however, requires the development and
integration of new beam modulation hardware into the CT gantry. To realize
“dynamic bowties,” researchers have proposed a number of methods. Many
approaches seek to modulate the spatial beam profile by moving attenuating
bowtie elements in and out of the field of view. Dynamic bowtie methods
include: 1) Double wedge systems (Toth, Tkaczyk, and Hsieh, 2007), which
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involve two split halves of a bowtie that can be translated laterally, thus
adapting the width of the x-ray beam; 2) piecewise linear filters (Hsieh and
Pelc, 2013; Hsieh et al., 2016) constructed from a series of wedges that can be
individually actuated within the beam path to achieve variable attenuation; 3)
Fluid-filled bowties (Shunhavanich, Hsieh, and Pelc, 2015; Szczykutowicz and
Hermus, 2015) that modify the attenuation path by using a two dimensional
array of elements that can be filled or unfilled with attenuating fluids; And
4) a related strategy based on digital beam attenuators (Szczykutowicz and
Mistretta, 2013; Szczykutowicz and Mistretta, 2014) achieves beam modulation
by combining several exposures with an essentially binary filter at different
locations.
1.2.4 Multiple Aperture Devices
An emerging technology for dynamic beam filtration based on multiple aper-
ture devices (MADs) (Stayman et al., 2016; Mathews et al., 2016) can shape
the x-ray beam while maintaining a compact profile (i.e., the MAD filters
are ∼2 mm thick). This is important since modern CT gantries allow little
room for additional hardware in front of the x-ray tube, and finding compact
beam filtration solutions and actuation hardware within the limited space of a
clinical CT scanner is a challenge.
MAD filters are essentially binary and block or pass x-rays using small slit-
shaped apertures in a high-density material (e.g., tungsten), as seen in Figure
1.1. MADs operate under the following principle: wider slits permit higher
local fluence while thinner slits restrict local fluence. Moreover, the local size
12
Figure 1.1: Multiple aperture devices. (a) Placement of the MADs in the beam path and a
close-up view of the periodic grating structure. (b) Optical image of MAD0 and MAD1.
and spacing of the tungsten slits can be optimized for two MADs placed in se-
ries in front of the x-ray beam to achieve a wide range of modulation patterns.
In essence, the two binary MAD filters create low frequency Moiré patterns
of varying shapes and widths which can be varied via relative displacement
of one MAD (MAD1) with respect to the other (MAD0). These modulation
patterns become cyclic for translations greater than one MAD “period," which
is equal to the distance between neighboring apertures (labeled the “pitch"
in Figure 1.1a). Similarly, the center of the beam profile may be shifted by
changing the absolute positioning of both filters simultaneously. Since the slits
are small relative to the resolution limiting elements of the system (e.g. the
x-ray focal spot), the induced modulation patterns can be relatively smooth
even though the filters are binary. A dual-MAD based filtration scheme offers
both centering and width control of the beam with small (mm scale) linear
13
actuation.
Because of their unique design, imaging with MADs has an additional set
of challenges that need to be overcome before they can be clinically useful.
This is explored in more detail in the proceeding chapters.
1.3 Thesis Overview and Outline
Thesis Statement: Dynamic fluence-field modulation based on multiple aper-
ture devices can be used to reconstruct diagnostic quality CT images, optimize
dose utilization and improve uniformity of image properties in challenging
clinical scenarios such as patient miscentering.
Chapter 2 presents the initial work towards developing a modified pipeline
to generate artifact-free image reconstructions in MAD imaging. Chapter 3
describes the design of dynamic FFM for miscentered patients and results of
experimental studies conducted with physical phantoms. Chapter 4 summa-
rizes the work, discusses the remaining challenges and future directions for
the MAD-based filtering concept.
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Multiple aperture devices (MADs) have the potential to realize dynamic FFM
by offering greater control over the fluence field in terms of both beam width
and centering. Initial work on the basic operating theory, design process,
fabrication and integration of the MADs suggest that the MADs are compact
and can realistically be integrated into clinical CT scanners (Stayman et al.,
2016; Mathews et al., 2016).
Figure 2.1 demonstrates the intuitive advantage of MAD-based FFM in the
case of a uniform elliptical PMMA phantom. The MAD FDK reconstruction
exhibits more uniformity of noise throughout the image, whereas the reference
image (obtained in scan without using any FFM) has significantly reduced
noise at the edge of the object compared to the center. This results from the
improved dose utilization in the dynamic bowtie case which is optimized for
the elliptical object. However, the MAD reconstruction exhibits significant
image artifacts in the form of rings that are superimposed on the true image,
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Figure 2.1: FDK reconstruction of elliptical phantom from (a) reference scan without beam
filtering and (b) scan using MAD-based FFM. Ring artifacts are evident in the MAD case. Note
that the dose is not matched between the two cases, because the baseline MAD transmissivity
is below 50%.
as seen in Figure 2.1b.
A ring artifact arises from an error in the detected value of a single channel
over an extended range of views. Generally, an error in an isolated view maps
to a straight line in the backprojection process, creating a “streak." When the
error at the same pixel persists over multiple views, the tail portions of the
streak are canceled, but a ring is constructively generated (Computed Tomog-
raphy Principles, Design, Artifacts, and Recent Advances). As a consequence of
this constructive addition in the backprojection process, even if the individual
channel error is small, the resultant ring artifact magnitude can be fairly large.
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Hence, even though the noise level in Figure 2.1b is fairly high, the rings are
still perceivable by the human observer.
In general, image artifacts can be defined as discrepancies in the image
to the “true” attenuation coefficients of the object. While they are certainly
undesirable, certain image artifacts (such as isolated streaks or partial volume
effects) do not irretrievably degrade image quality, as radiologists are well-
trained to read images in the presence of certain artifacts (Computed Tomography
Principles, Design, Artifacts, and Recent Advances). However, radiologists can
have difficulty reading through images with ring artifacts as they can obscure
significant image content or even mimic certain pathologies. Consequently,
the clinical utility of such images is significantly diminished.
Because the ring artifacts in Figure 2.1b occur at a regular radial frequency,
it is unlikely that they arise from any individual pixel defects, which would
also likely appear in the reference scan. Instead, it must be related to the
high frequency grating structure of the MAD. This chapter presents work to
characterize the source of the ring artifacts and proposes a correction scheme,
which is primarily based on Gang et al. (2018 (accepted)[a]), Gang et al. (2018
(accepted)[b]), and Gang et al. (2018 (submitted)).
2.2 Blur Correction
The first hypothesized source of ring artifacts is related to the high frequency
content in the MAD fluence patterns. As a result of the design, small devi-
ations in these high frequency patterns between data acquisition y and the
MAD transmissivity M can lead to small errors in “MAD gain correction,"
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giving rise to ring artifacts (M is obtained simply by scanning the MAD with-
out object and dividing by the air gain). To test this hypothesis, scans of
the elliptical phantom were conducted by leaving approximately half of the
vertical MAD extent (along the detector’s v direction) “in air." The MAD flu-
ence pattern was obtained by averaging detector rows in the MAD air region,
presuming that the MAD pattern is uniform in the vertical direction. As seen
in Figure 2.2a, there are significant mismatches in the MAD fluence profile in
air between M and y. In addition to the difference in magnitude, as seen in
Figure 2.2b, the high frequency content in y and M varies.
Figure 2.2: (a) Line profiles of the MAD fluence obtained by averaging rows of M and y.
(b) Small portion of the projection illustrating the mismatch in high frequency content. (c)
Corrected projection data using shift-invariant and shift-variant blur correction methods.
These high frequency deviations are also observed when the stationary
MAD is simply imaged over an extended period of time. This led to the
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hypothesis that these fluctuations arise due to focal spot effects; namely,
changes in the focal spot size or position over time. If this is true, these focal
spot effects can be modeled as a blur function in the detector plane along the u
(horizontal) direction. Mathematically, this follows the measurement equation
Ȳ(u) = G(u) (B ∗ M(u)) e−l(u) (2.1)
where G is the gain term which encapsulates the emitted x-ray distribution
from the tube and the x-ray detector sensitivity, M is the MAD transmissivity
obtained from a previous scan, B is the blur kernel applied along the u direc-
tion and ∗ denotes the discrete convolution operation. We can divide out G to
eliminate the detector sensitivity effects and since the line integral is zero in




= B ∗ Ma(u) (2.2)
B can thus be estimated by minimizing the mean squared error,
arg min
B
∥B ∗ Ma(u)− ya(u)∥22 (2.3)
In this model, however, B also captures magnitude variations between M
and y which could possibly arise from uncorrected x-ray scatter. To ensure B
accounts only for focal spot effects, we modify (2.3) as
arg min
B
∥B ∗ dtr {Ma(u)} − dtr {ya(u)}∥22
subject to ∑ B = 1
(2.4)
to incorporate the “detrending” operator, dtr{·}, which can simply be thought
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of as a high-pass filter, and a constraint on the blur kernel to have a normalized
integrated value.
While this formulation presumes that B is a shift-invariant operator, it
is well-known that focal spot blur can be variable across the field of view
due to obliquity effects. Therefore, it may be more appropriate to model a
shift-variant blur that is variable with ray angle. This leads to two distinct
models: the shift-invariant and shift-variant blurs we denote as BSI and BSV
respectively. In the shift-invariant case, the simple relationship
MSI = BSI ∗ M (2.5)
to calculate the blur corrected MAD transmissivity holds.
Figure 2.3: ψk weighting function for L = 6 and l = 2, where l denotes the left-most segment
on the detector, r the right-most segment, and m any segment in between. The non-unity
weights indicate the regions of overlapping segments.
Because the v extent of the MAD is small, we presume that the shift-
variance in blur is primarily along the u direction of the detector. To model
shift-variance, the u detector extent is divided into K horizontal segments
of equal length L, and we estimate an individual blur Bk per segment k ∈
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{1, 2, . . . , K} according to
B̂k = arg min
B





subject to ∑ B = 1
(2.6)
where Mk and yk denote the modified measurements that are zero outside the
segment k. Each segment k may also have an overlapping region l < L, which
can improve the modeling of shift-variant blur. This necessitates the use of
a weighting function ψ that is unity within the segment and zero elsewhere,
but performs the weighted average of the contributions from neighboring
segments for each overlap region. An example ψ for a segment with L = 6
and overlap l = 2 is shown in Figure 2.3 for a detector of length 14.





ψk ⊙ (Bk ∗ Mk) (2.7)
where ⊙ denotes element-wise multiplication operation.
For MAD acquisitions, B can thus be estimated in the detector plane by
using the MAD air region, which serves as a fiducial for the state of the focal
spot for each projection view. In practice, blur estimation is again performed
by averaging over the rows in a to decrease the noise in the projection. Figure
2.4 shows an example BSI of width w = 11, which resembles a sinc function,
and its evolution when imaging a static MAD scene for an extended period of
time. The estimated blur kernel with respect to the prior “MAD gain” scan
begins close to the delta function but exhibits increasingly negative sidelobes
with increasing frame number, as seen in Figures 2.4c and 2.4d, which is
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Figure 2.4: (a) Example of an estimated blur kernel BSI . (b) Surface plot of BSI over time for a
static MAD scene with side-view in (c) and six evenly spaced time-points overlaid in (d).
consistent with the hypothesis of generally increasing blur over time.
The results of blur correction with both MSI and MSV for the elliptical
PMMA phantom is summarized in Figure 2.5. The line profiles from the
correction are shown in Figure 2.2c. Figure 2.5a shows the bar patterns that
are evident in the air region in the uncorrected data, which are partially
removed by shift-invariant blur correction (Figure 2.5c) and almost completely
eliminated by shift-variant blur correction (Figure 2.5e). However, the line
integral (log-scale) images show that the bar patterns in the object region
remain after both correction strategies (Figures 2.5d and 2.5f).
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Figure 2.5: Comparison of blur correction results for the long-axis projection of an elliptical
phantom on pre-log and log scales. (a-b) Uncorrected data; (c-d) shift-invariant blur corrected
data; and (e-f) shift-variant blur corrected data. The object and air regions of the MAD are
roughly divided by the yellow dashed line.
2.3 Spectral Correction
As the periodic high frequency bar patterns remain in the projection data
in Figure 2.5f, there must be another effect that is not properly accounted
for in the measurement model. Gang et al. (2018 (accepted)[b]) suggests
that the binary transmission model through the MAD tungsten slits may
not be entirely accurate. While the x-rays are assumed to be completely
stopped by tungsten, incomplete blockage can cause lower energy x-rays
to be preferentially attenuated, resulting in a beam hardening effect that
changes the effective mean energy of the beam. This would create a lower
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Figure 2.6: (a) Log-domain PMMA calibration data and estimated slopes for three separate
points “in air" and “in tungsten" with increasing local slit size from 1 to 3. (b) Differences in
slope are related to the tungsten slit size. Note however that the local slit size is not quantified
here and is simply identified based on inverse proportionality to magnitude of the local x-ray
fluence.
line integral value than expected at each MAD slit position, and result in the
high frequencies observed in the projection data. The magnitude of these high
frequency deviations depends on the degree of beam hardening, which in
turn depends on the location and size of the local tungsten blockers.
If this is a spectral effect, a spectral “transfer function” of the MAD can be
estimated from a prior MAD scan (conducted at the same actuation position)
using a homogeneous (non-rotating) object. In this work, this calibration is
performed using homogeneous slabs of PMMA which cover the full length of
the detector. Acquisitions are repeated for various thicknesses of the PMMA
slabs with the same exposure technique, from which the line integral measure-
ments are used to estimate the linear slope in the log-domain by least-squares
regression. Figure 2.6 shows the estimated slopes in the log domain for three
pixels “in tungsten" (i.e., pixels like the bar patterns observed in Figure 2.5 for
which the measurements are lower than expected because the rays reaching it
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primarily pass through a tungsten slit) and the neighboring “air” regions, in
order of increasing tungsten slit size. Though beam hardening generally leads
to a non-linear effect, the measurements are mostly linear but with different
slopes for different positions, suggesting that the effective beam energy is
changing. While the slope estimated for all three air points is similar, the
slopes estimated “in tungsten” tended to decrease with increasing tungsten
slit size. The increased tungsten slit size causes increased penetration through
tungsten and more beam hardening, thus resulting in a greater effective beam
energy, which is consistent with a smaller slope in the log-domain.
The difference in slopes for pixels corresponding to rays “in air” and “in
tungsten” give rise to a spectral coefficient β which can then be used to correct







where β is the spatially-varying first-order spectral correction factor to be
estimated, tp is the PMMA thickness and B′ is a distinct blur from B in 2.1 that
needs to be corrected by a separate blur correction in order to match the MAD
state in the PMMA scans to the projection data Y.
The full measurement model for Y now becomes
Ȳ(u) = G(u) (B ∗ M(u)) e−β̂(u)l(u) (2.9)
where
β̂(u) = k̂(β(u)− β̄) + 1 (2.10)
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Figure 2.7: (a - b) Line profiles of log-domain projection data, estimated spectral correction
factor β̂ and spectral corrected data. (c) Estimated k per projection for elliptical phantom.
is the spectral coefficient that differs from the measured β by a global scaling
parameter, k̂, because the measured slope in the PMMA calibration scans
contain the inherent attenuation coefficient of PMMA. The estimated slopes
for every point on the detector must therefore be divided by the spatial mean
β̄ to find the spectral coefficient β. k̂ is chosen according to







k(β(u)− β̄) + 1
}}
(2.11)
where ∇ is the discrete gradient operator and Std {∇ {·}} seeks to minimize
the high frequency MAD content in the line integral domain. Here, k is a
data-dependent scaling of β that keeps the spatial mean equal to one but
chooses a mean effective energy for the data which is artifact free. In practice,
this optimization is again performed per frame by averaging rows in the object
region to reduce noise.
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Figure 2.8: Comparison of spectral correction results for the long-axis projection of an elliptical
phantom on pre-log and log scales. (a-b) Shift-variant blur corrected projection, (c-d) shift-
variant blur correction with spectral correction factor β̂ shown in (e).
Once βs have been measured and k̂ computed, the line integrals in the





The results of the spectral correction process for the elliptical phantom are
summarized in Figures 2.7 and 2.8. As seen in Figures 2.7b and 2.8d, the com-
bination of blur and β̂ spectral correction visibly reduces the high-frequency
bar patterns present in the line integral data. As indicated by Figure 2.7c, the
optimal scaling factor k̄ is data-dependent.
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Figure 2.9: MAD correction flowchart. The projection data y along with the two sets of
calibration scans M and P are each highlighted in distinct colors. N is the number of frames in
the acquired data which may each correspond to a different MAD position, so N is therefore
matched between all three sets of scans. Each frame is corrected separately.
2.4 Full Correction Model
The overall MAD reconstruction workflow as presented is summarized in
Figure 2.9. The gain corrected data y is used jointly with M to estimate a
set of blur kernels B to obtain the blur corrected MAD transmissivity M∗,
which yields the MAD corrected data y∗. P1 . . . PH, which denote the PMMA
calibration scans of varying thickness, also undergo a blur correction process




1 . . . P
∗
H by M
∗ and combining with y∗, which
are all matched in focal spot state, allows estimation of β̂. Combining y∗ with
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Figure 2.10: Comparison of uncorrected (a), blur corrected (b) and fully corrected (c) FDK
reconstructions.
β̂ yields the final corrected line integrals l, which can be used as input to the
reconstruction algorithm.
A comparison of the FDK reconstructed images for the uncorrected, blur
corrected (only) and fully corrected methods is shown in Figure 2.10. As
expected, blur correction lessens the appearance of but does not completely
eliminate the ring artifacts, while the full correction model offers the greatest
reduction in ring artifact magnitude.
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2.5 Discussion
While the correction process described in this chapter was largely successful in
reducing the ring artifacts associated with MAD-based FFM, there are several
unanswered questions that remain. In particular, the blur kernel optimization
process used in this work is completely unconstrained with w free parame-
ters per segment. To make this estimation process more consistent with the
physical model of the blooming or shifting focal spot, a parametric blur model
which uses assumptions of smooth variations spatially and temporally should
be pursued. This should also make the estimation process more robust to
noise in the data.
Additionally, the use of a first-order spectral correction factor may yield
sub-optimal results, as inspection of Figure 2.7a suggests there may be a
nonlinear effect. While the spectral calibration was performed on an object
of similar material to the object scanned, the spectral properties may differ
more significantly for an object with very different composition (e.g., bone),
which may affect the correction performance. Finally, the effect of the MAD
correction process on image quality (e.g., noise properties or spatial frequency
content) has not been properly studied here, though initial work on this
matter has been presented in Gang et al. (2018 (accepted)[a]), Gang et al. (2018
(accepted)[b]), and Gang et al. (2018 (submitted)).
34
References
Stayman, J. Webster, Aswin Mathews, Wojciech Zbijewski, Grace Gang, Jeffrey
Siewerdsen, Satomi Kawamoto, Ira Blevis, and Reuven Levinson (2016).
“Fluence-Field Modulated X-ray CT using Multiple Aperture Devices”.
In: Proc. of SPIE Medical Imaging 2016: Physics of Medical Imaging 9783,
pp. 97830X1–6. DOI: 10.1117/12.2214358.
Mathews, A. J., S. Tilley, G. Gang, S. Kawamato, W. Zbijewski, J. H. Siewerdsen,
R. Levinson, and J. W. Stayman (2016). “Design of dual multiple aperture
devices for dynamical fluence field modulated CT”. In: Conf Proc Int Conf
Image Form Xray Comput Tomogr 4, pp. 29–32.
Hsieh, Jiang. Computed Tomography Principles, Design, Artifacts, and Recent
Advances. Vol. 1. SPIE.
Gang, Grace J., Andrew Mao, Wenying Wang, Jeffrey H. Siewerdsen, Aswin
Mathews, Reuvin Levinson, and J. Webster Stayman (2018 (accepted)[a]).
“Dynamic Fluence Field Modulation with Multiple Aperture Devices: De-
sign, Implementation, and Assessment”. In: The 60th Annual Meeting of the
AAPM, Nashville, TN, USA.
Gang, Grace J., Andrew Mao, Jeffrey H. Siewerdsen, and J. Webster Stay-
man (2018 (accepted)[b]). “Implementation and Assessment of Dynamic
Fluence Field Modulation with Multiple Aperture Devices”. In: The Fifth
International Conference on Image Formation in X-ray Computed Tomography,
Salt Lake City, UT, USA.
Gang, Grace J., Andrew Mao, Wenying Wang, Jeffrey H. Siewerdsen, Satomi
Kawamoto, Reuvin Levinson, and J. Webster Stayman (2018 (submitted)).
“Dynamic fluence field modulation in CT with multiple aperture devices”.




As discussed in Chapter 1, traditional CT image acquisition uses bowtie filters
to reduce dose, x-ray scatter, and detector dynamic range requirements. To
make use of traditional bowtie filters, patients must be centered within the
scanner. However, accurate patient centering within the bore of the CT scan-
ner takes time and is often difficult to achieve precisely. Patient miscentering,
combined with a static bowtie filter can result in significant increases in dose,
reconstruction noise, and CT number variations and consequently raising
overall exposure requirements. This chapter presents a new approach to esti-
mate the patient’s position from scout scans and a method to perform dynamic
spatial beam filtration during acquisition. In physical experiments, we demon-
strate improved dose utilization and more consistent image performance with
dynamic beam filtration as compared to the unmodulated baseline, which has
the potential to relax patient centering requirements, reduce set-up time, and
facilitate additional CT dose reductions. The material found in this chapter




A common technique for dose reduction in x-ray CT is the use of bowtie
filters. These filters typically shape the x-ray beam spatially through selective
attenuation to decrease the fluence incident to the patient for measurements
expected to have lower attenuation. Consequently, this reduces the exposure
for measurements that do not require high fluence. More specifically, bowtie
filters are often designed to flatten the fluence profile arriving at the detector
(Toth et al., 2005; Wunderlich and Noo, 2007). However, clinical CT scanners
use static filtration without the ability to translate the bowtie filter. This results
in poor dose utilization, reduced image quality, and CT number variations
(e.g., due to artifacts) when the patient is not well-centered within the bore
(Toth, Ge, and Daly, 2007; Habibzadeh et al., 2010; Szczykutowicz, DuPlissis,
and Pickhardt, 2017). Toth et. al. have reported that patients are routinely
miscentered in elevation by an average of 2.3 cm and up to 6 cm clinically. In
those studies, miscentering of 3 cm and 6 cm showed an 18% and 41% increase
in dose and a 6% and 22% increase in noise, respectively (Toth, Ge, and Daly,
2007).
Similar concerns arise in emergency medicine where physicians often have
1) limited prior knowledge of the location of potential disease and therefore
need to visualize the entire body volume with high image quality; and 2) lim-
ited time to properly position the patient. For these reasons, emergency room
(ER) CT scanners often operate without a bowtie, thus forgoing the dose-
saving benefits of beam filtration. While techniques have been developed
for automatic centering that involve readjusting the patient in the bore (Li
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et al., 2007), both miscentering in ordinary diagnostic CT and bowtie-free ER
scanning would benefit greatly from a method to dynamically position the
beam filter during acquisition, thereby improving the overall efficiency of the
CT examination without disrupting the clinical workflow.
This work presents a general method to calculate actuation profiles for
various types of dynamic beam filters based on two low-dose “scout” scans
of the patient (i.e., topograms). Such scout images are routinely obtained for
positioning to ensure the region-of-interest is in the field-of-view (FOV) (Li
et al., 2014), to reasonably center patients (Mayo-Smith et al., 2014), and to
determine an appropriate x-ray technique and other acquisition parameters
(Lambert et al., 2015; Hara et al., 2013).
In the following sections we describe strategies to drive dynamic beam
modulation for miscentered patients based on knowledge of the set of beam
patterns achievable with a given modulation strategy as well as scout scan
data. We demonstrate the methodology in physical experiments using three
beam filtration approaches: 1) a traditional aluminum bowtie filter with the
capability of lateral translation; 2) a single-MAD beam filter (MAD0 only)
with lateral translation; and 3) a dual-MAD filter with two independently
actuated filters that permits additional control over the center and width of




3.2.1 Patient Position Estimation
To optimize beam modulation, some form of patient model is required to
predict the attenuation along different measurement ray-paths. To estimate
the patient position within the FOV, we propose a parametric model for the
patient/object shape, o(Ω), in the central axial plane as a rectellipse function
as illustrated in Figure 3.1. The rectellipse is similar to the ellipse in that it
has parameters describing its center position (xc, yc), width w, and height h
(in units of voxels). However, the rectellipse also includes a shape parameter
c for a continuously variable shape between c = 0, an ellipse, and c = 1, a
rectangle. Additional parameters define a uniform attenuation coefficient µ
and a rotation angle about the center R. Mathematically, the parameterized




























represent the translated and rotated coordinates of x and y in the axial plane
respectively (Guasti, 1992).
Low-dose scouts of the patient are acquired at the two orthogonal an-
teroposterior (AP) and lateral (LAT) views. Measurements from the central
detector row are used to form a data vector g. The seven parameter object
model Ω = {xc, yc, w, h, c, µ, R} is then optimized by minimizing the mean
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Figure 3.1: (Geometry for object calibration showing the parametric rectellipse model in the
central axial plane and the positions at which the two scout scans of the object are acquired.
squared difference between the forward projected object and g, according to
Ω̂ = arg min
Ω
∥Po(Ω)− g∥22 (3.3)
where P is the fan-beam forward projector of x that generates the AP and
LAT views using the Siddon approach (Siddon, 1984). The optimization
in (3.3) is non-convex and does not readily admit a closed-form solution.
In this work, this problem is solved using the Nelder-Mead search method
(Nelder and Mead, 1965) using initializations of the height, width and center
parameters obtained by simple thresholding of the orthogonal projections and
computing the centroid, where the object is initially assumed to be elliptical
(c = 0), be minimally rotated with respect to the scanner axes, and has an
attenuation coefficient close to that of soft tissue at the mean x-ray beam
energy Ē. The parameters Ω1 = {xc, yc, w, h} are optimized first to obtain a
good positional estimate, before optimizing Ω2 = {µ, c, R} while holding Ω1
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constant to match the magnitude, curvature and asymmetry of the projections
respectively. Then, the entire parameter set Ω is optimized together to obtain
the final object parametrization. While more robust algorithms for global non-
convex optimization may be applied, this heuristic optimization approach
was found to be efficient and practical for the rectellipse problem.
From the calibrated object, the amount of patient miscentering in the AP
and LAT views can be computed according to the equations
eap = (xc − x0)ax
elat = (y0 − yc)ay
(3.4)
respectively, where ax, ay are the natural voxel sizes in the axial plane and
x0, y0 are both the center coordinates of the object image and the center of
object rotation.
3.2.2 Filter Calibration
In order to design the filter actuations for dynamic beam filtration, the avail-
able beam profiles must be characterized. Consider the case of a traditional
bowtie filter based on variable attenuation of a uniform material. Given the
source-to-filter distance (SFD) in the scanner (which is assumed to be fixed
and parallel to the imaging plane) and the design specifications of the beam
filter (i.e., the thickness of the bowtie h(x) at discrete points x along its width),
the expected modulation pattern at the detector f (u; t) (where u is the posi-
tional index across the detector) for a specified translation t can be calculated
analytically based on ray tracing. This geometry is illustrated in Figure 3.2.
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Figure 3.2: Geometry for calculating the bowtie transmissivity. Tracing the ray through known
points along the length of the bowtie, shown as black dots, yields line integral measurements
at an angular sampling different than that of the detector. The translation t shifts the origin of
the x coordinate, where x = 0 is at the center of the bowtie and assumed to be aligned with
isocenter (u0 is the central detector element) with no filter translation.
The path length l of a ray traveling through the bowtie at lateral posi-
tion index x to reach the angular sampling position ϕ at the detector for a





ϕ(x; t) = tan−1
(
x + t
SFD + h(x; t)
)
(3.6)
Line integrals through the filter may be estimated using a monoenergetic
forward model with knowledge of the bowtie material and attenuation coef-
ficient, µ, and the mean x-ray beam energy, Ē. For this work, these physical
quantities were estimated using Spektr (Punnoose et al., 2016), a computational
tool for x-ray spectral analysis, and the known physical settings for the x-ray
test bench. Piecewise cubic Hermite interpolating polynomials were used to
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find estimates on the detector for particular angular samples ϕ(u), followed
by exponentiation to yield the expected bowtie transmissivity,
fb(t) = exp {−µ(Ē)l(ϕ(u; t))} (3.7)
where we have dropped the explicit dependence of f on u for notational
convenience.
However, f (t) is not straightforward to compute in MAD-based filtering
due to obliquity effects. That is, even though the filters are relatively then, the
MAD slits act as a focused grid and translation of the MADs away from the
center will narrow the beam. f (t) may alternatively be estimated through a
calibration scan which can be conducted by discretely translating the filter
through the range of achievable motion and then interpolating to find the
modulation patterns at specific actuation positions. We have performed such
a calibration scan for both single- and dual-MAD filtration setups on our
CT test bench. The MAD calibration results are summarized in Figure 3.3
and include an illustration of the fluence function computed for a translating
aluminum bowtie filter. The single-MAD calibration was conducted using
0.125 mm steps over approximately 7 cm. For the dual-MAD setup, MAD0 was
actuated in 0.1 mm increments with relative displacements of MAD1 using
0.05 mm increments over one period (approximately ±0.45 mm) at each MAD0
position. MAD calibration scans were smoothed with an additional low-pass
filtering step (using a Butterworth IIR low-pass filter) to avoid fitting residual
high-frequency spatial modulations created by the MAD. Interpolation using
splines was applied to obtain f (t) at arbitrary actuation positions. Note that
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Figure 3.3: Fluence functions for the three beam modulation strategies: (a) Computed fluence
for a translating aluminum bowtie fb(t); (b) measured fluence patterns for a single-MAD
fs(t); and (c) measured fluence patterns for dual-MAD filters fd(t). For the dual-MAD setup,
the absolute translation of MAD0, in millimeters, is labeled in the top left of each cell in (c).
The profiles achievable within approximately one period of relative MAD1 translation for the
centered MAD0 position are shown in (d). (e) Comparison between the central line profiles
f (0) of the three filters (labeled by the dotted lines), where the fluence levels are, in general,
lower but broader for the single-MAD filter than the bowtie, and lowest for the dual-MAD
filter. All images and plots are normalized based on fluence without filters.
the range and spacing of actuations that need to be sampled during this
calibration is dependent on where the object and MADs are placed in the
field of view. The SFD for the test bench scanner is ∼ 39 cm, whereas in a
commercial scanner, the MADs would be placed much closer to the source
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(e.g., ∼ 15 cm), requiring finer sampling but less total actuation.
In general, translation of the filter controls the centering of the beam for
the bowtie and single-MAD filters. For the dual MADs, the centering is
controlled by the absolute translation of MAD0, but additional capability for
beam width control is conferred by the relative translation of MAD1 with
respect to MAD0. For both the single- and dual-MAD filters, however, there
is additional variation in beam width and amplitude as a function of absolute
displacement owing to obliquity effects. That is, even though the filters are
relatively thin, the MAD slits act like a focused grid and translation of the
MADs away from the center will narrow the beam. Such beam narrowing is
evident in Figure 3.3b and 3.3c.
3.2.3 Filter Trajectory Calculation
Combining the patient/object model with the achievable fluence functions
from the previous section permits estimation of the actuation required to
drive the dynamic filters. Mathematically, multiplying f with the forward
projection of o(Ω̂) (from Section 3.2.1) yields the expected detector fluence p
as a function of t:
p(t; θ) = f (t)e−P(θ)o(Ω̂) (3.8)
where P(θ) is the Siddon fan-beam forward projector applied to o(Ω̂) at
projection angle θ. We choose to estimate the optimal translation of the filter t̂
at each individual projection θi, where i ∈ {0, 1, . . . , N − 1}, which is a low-
dimensional optimization of p(t; θi) over t. To compute t̂(θi), we consider
several possible design approaches:
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1. Center Matching (CM): Analytically match the ray passing through the
center of the object with the center of the beam filter at the SFD, given
by
t̂(θi) = SFD
r cos(θi − ϕ)
SAD + r sin(θi − ϕ)
(3.9)
where r and ϕ describe the distance and orientation of the object center




a2x(xc − x0)2 + a2y(yc − y0)2
sin ϕ = ax
xc − x0
r




which may be substituted into (3.9) by application of the trigonometric
Figure 3.4: Geometry of the CM trajectory design method. Finding the tangent of the fan-
beam ray γ (blue) allows simple computation of the filter actuation t̂ (red).
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angle addition formulas. The right hand term in (3.9) represents the tan
term for the fan-beam ray γ passing through the center of the object at
gantry rotation angle θi. The full derivation for this expression can be
found in Kak and Slaney 2001 (Kak and Slaney, 2001).
2. Minimum Standard Deviation (MSD): Minimize the spatial standard de-
viation of the expected detector fluence via the following optimization:
t̂(θi) = arg min
t∈T (θi)
StdΥ {p(t; θi)} (3.11)
where Std{·} computes the spatial standard deviation of the detector
signal. Υ is a support region for the calculation where either a) Υ = U,
the “full-field" case where U is the entire horizontal detector extent, or
b) Υ = Φ(θi), where Φ(θ) denotes measurements at angle θ containing
only the object (e.g., Φ(θ) = {u | e−P(θ)o(Ω̂) < 1}). This generates two
distinct strategies which we refer to as MSD-U and MSD-O respectively.
3. Normalized Minimum Standard Deviation (NMSD): Minimize the ratio of
the spatial standard deviation of the expected detector fluence to its
spatial mean, according to





where Mean{·} is the spatial mean operator. We again denote the two
separate strategies referring to the choice of Υ as NMSD-U and NMSD-O
respectively.
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For the optimizations in (3.11) and (3.12), T is a convex set which varies




{t ∈ R | |t − t(θi−1)| ≤ ϵ} θi ̸= θ0
R θi = θ0
(3.13)
where the parameter ϵ is a hard constraint on the magnitude of the shift in
absolute filter position at each angular step after the starting angular position









∧ minu∈Φ(θi) f (t) > λ
}
θi ̸= θ0{







]T are the absolute MAD0 and MAD1 translations respec-
tively and |·| is the element-wise absolute value function. The quantity λ is a
hard minimum transmissivity constraint within Φ to avoid imaging through
the low MAD transmissivity region (∼ 2% as seen in Figure 3.3e), where
the scatter-to-primary ratio is likely to be very high and would contribute to
significant image artifacts—as demonstrated in previous studies of the effect
of bowtie filters on CT image quality (Mail et al., 2008; Xu et al., 2016). In this
study, ϵ = 1 mm, η = 0.1 mm and λ = 0.05 (5%). Due to these definitions of T1
and T2, the trajectory optimizations can be solved quickly even by brute-force
search.
The CM approach (3.9) simply attempts to match the center of the filter
and the center of the object, which reduces to the solution of a similar triangles
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problem. The MSD method (3.11) is a uniform fluence objective which seeks
to find the modulation profile that will have the lowest spatial variation in
signal at the detector. Such an objective will also tend to homogenize noise,
since variance is dominated by primary quantum noise which is Poisson and
proportional to signal level. The NMSD objective (3.12) modifies (3.11) to
prefer higher mean fluence arriving at the detector. This is because while low
spatial variation may be desired, using low overall fluence to achieve flatness
is not desirable. By considering the ratio of spatial standard deviation to the
mean signal levels, we may avoid trivial solutions where the fluence is simply
zero. Such patterns are achievable with dual MADs due to the second degree
of translation freedom.
The five candidate metrics (CM, MSD-U, MSD-O, NMSD-U, and NMSD-
O) were individually analyzed and used to identify a single best design
objective for each of the three beam filtration strategies used in this study. The
selected trajectory design strategies were then used to carry out the physical
experiments outlined in the following section.
3.2.4 Experiments
3.2.4.1 CT Benchtop with Filter Motion Stages
Dynamic beam filtration was implemented on a CT test bench, shown in
Figure 3.5. The test bench includes a Varex 4343CB amorphous silicon flat-
panel detector, a Varex Rad-94 x-ray tube (Palo Alto, CA, USA) with an added
2 mm Al and 0.2 mm Cu of beam filtration, a 6-axis Hexapod for object rotation
(ALIO Industries, Arvada, CO, USA) and two Velmex XSlide linear motion
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Figure 3.5: (a) CT test bench with dual MADs indicated by the green arrows. CTDI dosimeter
locations are numbered and the pink dotted arrow indicates the direction of left miscentering.
(b) Aluminum bowtie and (c) MAD filter.
stages for filter positioning (Bloomfield, NY, USA). Actuation of the rotation
and linear motion stages was synchronized with the x-ray source pulsing to
perform step-and-shoot image acquisitions (i.e., the filters move into position
before each frame of acquisition). The system geometry was chosen to emulate
the source-to-detector distance of a clinical CT scanner and to be consistent
with the geometry for which the MADs were designed for (Stayman et al.,
2016; Mathews et al., 2016), with an SFD of 380 mm, a source-to-axis distance
of 823 mm to maximize the FOV, and source-to-detector distance of 1100 mm.
3.2.4.2 Image Quality Studies
To investigate the performance of the above methods in mitigating the dose
and image noise penalties of miscentering, experiments were conducted with
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a 16 cm CTDI phantom—a uniform PMMA cylinder which mimics the size
and attenuation of the human head. The CTDI phantom was scanned with
miscentering of approximately 0, 2, and 4 cm toward the left side of the
detector for both static (no filter actuation) and dynamic filter positioning for
three beam filtration strategies: an aluminum bowtie, a single-MAD (shown
as MAD0 in Figure 3.5a), and the dual-MAD filters. For each combination of
miscentering and beam filter, the static beam position was set to be the mean
absolute translation of the dynamic trajectory. Mathematically, the actuation






where N is the number of angular projections. For the dual-MAD case, the
relative MAD1 translation that minimized the design objective for the mean
MAD0 position was used.
Scout scans were acquired from single cone-beam projections at the AP and
LAT views using 100 kV and 0.256 mAs. Image acquisition was performed
with N = 360 projections over a full 360° rotation (with a constant angular
step) at 100 kV, 92 mAs (0.256 mAs/projection), and 10°/15° vertical beam
collimation (cone angle) for dose/noise measurements, respectively. The
design of the aluminum bowtie was optimized for the CTDI phantom at
100 kV, whereas the MADs were designed to flatten the fluence for a wide
range of object diameters (Stayman et al., 2016; Mathews et al., 2016). Because
fluence levels differ between filters and with translation and are not simply
scaled versions of each other (as is apparent from Figure 3.3), the acquisitions
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using different beam filters were not dose matched.
Dose measurements were made in the 16 cm CTDI phantom using a Rad-
cal 6 cc gas ionization chamber (Model 10x6-0.6, Monrovia, CA, USA). The
accumulated dose over a full 360° projection scan for each dosimeter location
(as labeled in the CTDI phantom in Figure 3.5a) dj was measured, and the











The % difference in the dose measurement with respect to the centered condi-
tion was then computed to investigate the change as a function of the amount
of miscentering.
To analyze noise, two sequential data acquisitions were performed and
reconstructed with the Feldkamp (FDK) algorithm (Feldkamp, Davis, and
Kress, 1984). Difference images were formed to create noise-only image
volumes with a 1/
√
2 correction factor applied. Regions-of-interest (ROIs)
of 31x31x7 voxels were defined for each of the 5 dosimeter locations in the
central volume of the difference image and used to quantitatively assess the
standard deviation of voxel values σj. Additionally, a 7x7x7 voxel box standard
deviation filter was convolved with the difference image. The central axial
slice of the result was used to qualitatively assess the noise distribution within
the object. The spatial mean of the noise over this noise map was computed
and defined as σw. The % difference (from the centered object scenario) was
again used to assess the effect of beam modulation on the noise measurements.
52
From the noise maps, the “noise-adjusted” exposure level (Toth, Ge, and
Daly, 2007) – the % dose change needed to maintain the same peak variance
as the centered case – was calculated assuming the dose should be increased
by an amount proportional to the square of the peak noise increase. That is,
presuming that the noise is dominated by photon statistics (i.e., low electronic
noise) permits a scaling of the exposure (and therefore dose). For a global
image quality measure, peak variance was used, as in related studies (Hsieh
and Pelc, 2014; Hsieh, Fleischmann, and Pelc, 2014). This presumes all portions
of the image volume are subject to the same maximum noise constraint and is
consistent with diagnostic tasks for which the location of disease/defects is
unknown.
3.2.4.3 Anthropomorphic Head Phantom Study
CT scans were also conducted of an anthropomorphic head phantom (CIRS
ATOM Head Partial Phantom Slice #6, Model 701-HN, Norfolk, VA, USA) un-
der centered and miscentered conditions to investigate an anatomical imaging
case with a miscentered, non-uniform and non-circular object. The dual-MAD
filter was chosen for this experiment as its width modulation capability is
appropriate for elliptically shaped, anthropomorphic objects. Scouts were
obtained at 100 kV and 0.512 mAs, and images were acquired at 100 kV and
184 mAs (0.512 mAs/projection) with 15° vertical beam collimation. Noise
was qualitatively analyzed in a similar manner to that described before but
computed only over voxels interior to the patient. A patient mask was identi-
fied using a segmentation based on Otsu’s binary threshold algorithm (Otsu,
1979). Additionally, the computed axial noise maps were each normalized
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by the mean value over the entire interior head region for comparison on a
common window level.
For this study, we focused on the NMSD-O design strategy. The static
beam profile was the same across both the centered and miscentered cases.
The MAD0 position t0static was again defined according to (3.15) using the
miscentered trajectory, and the relative MAD1 translation was selected by
finding the fluence pattern that minimizes the sum of the objective in (3.12)
for the miscentered object o(Ω̂M) over all angular projections, i.e.














t1 ∈ R | min
u∈Φ(θ)
f (t1; t0static) > λ ∀ θ
}
(3.18)
This optimization favors a beam profile wide enough to encompass the entire
object at every view in the miscentered case. This approach is consistent
with the traditional engineering design choice in which a larger (i.e., less
“aggressive") bowtie filter is conservatively selected to maintain image quality
for an object with both width variability and miscentering.
3.2.5 Image Reconstruction
FDK reconstructions were performed with a Hann window, 0.8 Nyquist fre-
quency cutoff, 512 x 512 x 220 voxel image volume and a 0.5 mm isotropic
voxel size. For bowtie filter studies, a simple additional gain scan associated
with the bowtie at each position in the filter trajectory is necessary. However,
as was discussed extensively in Chapter 2, the MADs are susceptible to focal
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spot changes as well as spectral effects that may introduce artifacts in the
reconstruction, necessitating a modified reconstruction pipeline (Figure 2.9).
For MAD reconstructions, the mean measurements ȳ at projection θ are
modeled by





where gI0 is the emitted x-ray distribution from the tube, gD is the x-ray
detector sensitivity, gM is the blur corrected MAD transmissivity and β̂ is the
first-order spectral correction factor discussed in Chapter 2. This model differs
from Equation 2.9 only in the addition of a constant (shift-invariant) x-ray
scatter term s.
A method to estimate and subtract the scatter signal from the data was
also employed. This is particularly important to eliminate the bias that occurs
when imaging through the very low transmissivity regions of the bowtie and
dual-MAD. For the CTDI phantom studies outlined in Section 3.2.4.2, s(θ)
was estimated by comparing reprojections of a binarized image volume with
ideal attenuation µPMMA(Ē) against the actual measurements at the center of
the object to obtain a constant scatter correction (per projection angle). This
same correction was applied for both dynamic and static cases for each of the
three filters investigated for consistency. Though more sophisticated methods
for scatter correction could be applied, such as Monte Carlo methods (Zhao
et al., 2016; Sisniega et al., 2011), this method was chosen for its simplicity. No




3.3.1.1 Performance of Trajectory Metrics
The five candidate trajectory designs for each of the three beam filters are
summarized in Figure 3.6 for an object with 4 cm of miscentering. Ordinarily,
one might presume StdΦ{·} – i.e., a spatial variance penalty (or equivalently,
spatial standard deviation) on the interior object region – to be the most appro-
priate criteria for selecting f (t), as this reflects the commonly used uniform
signal design objective for bowtie filters in CT (Toth et al., 2005; Wunderlich
and Noo, 2007). The intuitive advantage to computing the standard deviation
penalty over the entire detector length U would be of increased importance
for CT detectors with limited dynamic range. However, as observed in Figure
3.6a, all design objectives were approximately equivalent in the aluminum
bowtie case. Because the bowtie was designed specifically for this object, there
is little contribution to the spatial variance from the fluence outside the object,
making the computation over Υ = U or Υ = Φ almost identical. This result
was also consistent with the intuition that the beam shape is approximately
independent of filter translation and that the beam simply shifts with transla-
tion (Figure 3.3a), meaning the mean fluence penalty has little effect on the
result. Hence, while there is no implicit consideration of the beam shape f (t)
in the CM approach, the simplest objective appears to work well in the case
where the filter is perfectly matched to the object and was therefore chosen for
the bowtie image quality studies.
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Figure 3.6: Optimizers considered for (a) the bowtie, (b) single-MAD, and (d) dual-MAD
trajectories with the shared legend shown in (a). (c) Illustration of the differences between
the StdU{p} and StdΦ{p} objectives in the single-MAD case for the tU and tΦ positions
respectively (marked by *) at θ = 0°. (d) plots the relative MAD1 translations (dotted lines)
overlaid on the absolute MAD0 positions (solid lines). The CM approach, in blue, provides
a reference for the location of the projected object center but does not represent its own
2DOF trajectory in (d). All plots (a - d) were computed for the CTDI phantom with offset
eap = −4.02 cm.
For the single-MAD filter, there was more variability between the ob-
jectives, as seen in Figure 3.6b. We see that the MSD approach is able to
accommodate trade-offs in beam centering and beam width not present in
the traditional bowtie (Figure 3.3b). That is, the single-MAD beam width is
narrower for off-center translations, and the MSD objective can accommodate
these variations by increasing the amplitude of the trajectory slightly relative
to the CM approach. More significantly, we observe that the MSD-O metric
resulted in a trajectory that was significantly different from the others. With a
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symmetric, perfectly designed fluence profile (e.g., the aluminum bowtie case),
the only way to minimize the spatial standard deviation of the detector fluence
is to center the beam on the object. For symmetric fluence profiles that cannot
flatten the detector fluence and/or are not matched in width to the object (e.g.,
the single MAD for the CTDI phantom), it was possible to find a solution
that will further lower StdΦ with an asymmetric profile. As shown in Figure
3.6c, StdΦ{p(tU)} and StdΦ{p(tΦ)} were 0.0244 and 0.0228 respectively, but
f (tU) was more centered on the object than f (tΦ), reflected by the fact that
StdU{p(tU)} and StdU{p(tΦ)} were 0.0497 and 0.0530, respectively. We note
that the largest contributors to the MSD-U metric were the two large peaks
just outside of Φ. While both solutions gave similar uniformity within Φ, the
penalty computed over Υ = U added an implicit penalty for asymmetry by
comparing the fluence on either side of the object region, therefore tending
to favor more “equalization” of the two peaks. For this reason, the MSD-U
objective was chosen for the image quality studies for its ability to encourage
improved centering of the beam on the object, which would tend to replicate
the noise distribution of the centered case and promote more consistent imag-
ing performance. While the NMSD metrics yielded similar results to MSD-U,
the mean fluence penalty yielded minimal advantage in the single-MAD case
because of the lack of beam width flexibility, and would unfairly penalize the
beam narrowing due to obliquity at large displacements, preventing a full
amplitude trajectory.
As seen in Figure 3.6d, the MSD objectives failed for the dual-MAD filter
because the second degree of translational freedom allowed solutions that
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minimize spatial standard deviation by simply pushing the overall fluence to
zero. To avoid these trivial solutions and accommodate both beam centering
and width considerations, the NMSD-O design objective was chosen, where
utilizing the support region Φ(θ) is preferred for optimal dose utilization
within the object. Though it seems that the MAD0 position could be set
heuristically using the CM approach, there would be ambiguity in computing
the appropriate MAD1 translation, and such a design strategy would not work
in general for other types of dynamic filters (e.g., a piecewise linear attenuator
(Hsieh et al., 2016)).
Table 3.1 summarizes the pairings of beam filtration methods and selected
trajectory design strategies (t̂b, t̂s, and t̂d for the bowtie, single MAD and dual
MAD, respectively).
Table 3.1: Summary of Selected Trajectory Designs
Beam Filter Design Strategy Design Objective
Bowtie CM t̂b(θ) = SFD
r cos(θ−ϕ)
SAD+r sin(θ−ϕ)
Single MAD MSD-U t̂s(θ) = arg mint∈T1(θ) StdU {p(t; θ)}
Dual MAD NMSD-O t̂d(θ) = arg mint∈T2(θ)
StdΦ(θ){p(t;θ)}
MeanΦ(θ){p(t;θ)}
3.3.1.2 Estimated Filter Trajectories for Image Quality Studies
The calculated filter trajectories for the three beam filtration strategies and
the miscentered 16 cm CTDI phantom are summarized in Figure 3.7. Con-
sistent with intuition, these trajectories were largely sinusoidal with an am-
plitude equal to approximately half of the miscentering offset, which was
59
Figure 3.7: (a) Estimated filter trajectories for each filter and miscentering scenario, where the
“offset" was the estimated eap. (b) Dual MAD trajectories for the same miscentering offsets as
(a).
consistent with our CT system geometry where the magnification of the filter,
SAD/SFD ≈ 2. For the MAD filters, the trajectories were sinusoidal but not
as smooth, which may be attributable to non-smooth transitions between the
measured MAD modulation patterns. In the single-MAD case, the MSD-U
approach yielded a slightly larger amplitude than the CM approach for the
bowtie because, for a (left) miscentered object and fan-beam projection, the
projection center-of-mass is skewed to the left of the projected objected center.
This object obliquity effect becomes more pronounced for larger miscentering
offsets, as is evident in Figure 3.7a. The MSD-U metric is able to accommodate
this effect and compensate for the beam narrowing observed with the single-
MAD beam patterns. For this same reason, a slight left-ward phase shift was
observed in the MSD-U trajectory where the filter begins to shift farther than
in the CM approach to account for this obliquity.
The dual-MAD trajectory was similar to that of the single MAD except
with an amplitude of translation smaller than even that of the bowtie. As
seen from Figure 3.3c, the general decrease in beam amplitude as a function
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of displacement means that there was additional cost for large MAD0 shifts
according to the NMSD metric, which penalizes lower mean fluence levels.
Additionally, the calibration showed that there is a small phase shift in the
profiles achievable within one period of relative MAD1 translation as a func-
tion of absolute MAD0 position. As seen in Figure 3.7b, the relative MAD1
translation followed the same general trend as MAD0, indicating that approx-
imately the same beam width was selected at every MAD0 position. For 4 cm
of miscentering, the relative position of MAD1 experiences “phase-wrapping”
where a sharp transition from −0.4 to +0.4 mm was observed due to the fact
that the MAD1 calibration was only conducted within a single period. Despite
this apparent discontinuity, the absolute translation profile of MAD1 was
still relatively smooth and hence did not cause practical difficulties for our
actuation system. While it appears this “phase-wrapping” might have been
avoided by extending the calibration, the neighboring period of patterns are
not identical due to MAD obliquity effects, so the NMSD objective may still
have chosen the profile closest to the center, which has the highest amplitude.
3.3.2 Dose and Image Noise Measurements
Figures 3.8, 3.9 and 3.10 summarize the results of the CTDI phantom studies.
For the static aluminum bowtie, miscentering had a large effect on both
dose and image noise: for 4 cm of offset (toward the left of the detector),
location 3 saw a 39% dose increase and a 22% noise decrease while location 5
saw a 42% dose decrease and a 173% noise increase relative to the centered
condition (Figures 3.9a and 3.10a). This large noise increase at location 5 and
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the general noise increase at all other locations other than 3 were the result of
imaging through the edge of the bowtie, where the transmissivity decreased
sharply down to approximately 4%. Moving from 2 to 4 cm of miscentering,
projections of the dosimeter locations fell in this low transmissivity region for
some portion of the 360° acquisition. Because of the “aggressive” design of this
bowtie to perfectly flatten the detector fluence for the 16 cm CTDI phantom
and the smaller size of this object, the quantitative results observed here differ
significantly from those of previous studies. The study by Toth, Ge, and
Daly (2007), for example, employed bowties that taper more moderately to a
minimum transmissivity of 10%, while Habibzadeh et al. (2010) also utilized
GE Healthcare’s “large-body” bowtie for their study. We note here that the
dose measurements shown do not perfectly reflect the inverse square root
proportionality with the noise measurement because of the scatter correction
that is applied before image reconstruction.
With the dynamic bowtie the variations were largely mitigated, with the
dose and noise remaining close to baseline levels for all dosimeter locations
as well as the overall CTDIw, as seen in Figures 3.9b and 3.10b. Figures 3.8a-
3.8c show that use of the dynamic filter promoted homogeneous noise in
the reconstruction whereas the static filter caused a significant noise increase
on the left and decrease on the right side of the object. A slight asymmetry
from left to right in the noise distribution was observed in the case of 4 cm
miscentering, but this may have been intrinsic to the fact that the 1DOF filter
has a fixed beam shape. That is, the fixed beam shape cannot account for
the combination of obliquity and depth-dependent magnification effects that
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Figure 3.8: Noise maps for each scenario showing the static/dynamic cases split into the
top/bottom halves (exploiting symmetry for visualization) masked by o(Ω̂) to show only the
object region. The window was adjusted to reflect the distinct noise levels for each filter case.
ROIs used to quantify noise in Figures 3.9 and 3.10 are labeled in the top-left (not to scale)
and match the numbering shown in Figure 3.5a.
occur with the miscentered object, and so even the translating bowtie cannot
perfectly flatten the fluence for the miscentered object.
The static single-MAD data shows similar left-to-right dose and noise
gradients as those observed with the aluminum bowtie. Because the low
transmissivity region only approached 10%, however, the noise penalty for
location 5 at 4 cm offset was not as severe as with the bowtie, only reaching
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Figure 3.9: Quantitative noise results for the static/dynamic aluminum bowtie, single-MAD,
and dual-MAD filters. The noise at each dosimeter location (locations 1-5) was plotted as a
function of the amount of estimated linear miscentering eap. Note that the x-axis has been
inverted so that increased miscentering follows from left to right.
29% as seen in Figure 3.9c. The noise levels as observed in Figure 3.8d were
higher overall, which is attributed to the overall lower fluence levels of the
MAD (55% vs 90% maximum transmissivity as shown in Figure 3.3e). The
irregular single-MAD fluence profiles were also suboptimal for promoting
uniform detector fluence for the 16 cm CTDI phantom, leading to a bowl-
shaped noise distribution with higher observed central noise in Figure 3.8d.
Additional narrowing and decreasing fluence levels for large shifts (9% lower
maximum transmissivity for a 2 cm shift corresponding to 4 cm offset as
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Figure 3.10: Quantitative dose results for the static/dynamic aluminum bowtie, single-
MAD, and dual-MAD filters. Error bars on the centered condition indicate the inherent 5%
uncertainty in dose measurements made at ambient conditions, according to the ion chamber
manufacturer ((Radiation Measurement Systems User Guide 2013)).
seen in Figure 3.3b) lead to overall dose decreases for all locations at 4 cm
miscentering and overall higher noise (Figures 3.9d, 3.10d and 3.8f), even with
the dynamic single MAD. Despite these differences, Figure 3.8 demonstrates
that the dynamic MAD was still able to distribute noise similarly to the
baseline while the static filter could not. Notably, Figure 3.9d shows that there
was less left-to-right variation in this case than for the bowtie, which may
be related to the broad fluence profiles of the single MAD, which can help
mitigate the inability to modulate beam width.
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The trends observed for the dual-MAD case were, in general, very similar
to those of the bowtie. The overall observed noise levels for the centered case
shown in Figure 3.8g were 1.9 × 10−3 mm−1 for the dual MAD compared to
1.2 × 10−3 mm−1 for the bowtie, representing approximately a 50% increase
that intuitively reflects the noise proportionality σ ∝ 1√
Dose
where the dual-
MAD fluence levels were at 40% (maximum transmissivity) compared to
90% for the bowtie (as shown in Figure 3.3e). Because of the transmissivity
constraint applied within Φ, the static beam profile was wider than that of
the bowtie and hence the noise increase in the 2 cm miscentering case was
not as severe. However, due to the more “aggressive” design of the dual
MAD, a more dramatic noise penalty was observed at location 5 for 4 cm of
miscentering with a static filter (Figure 3.9e). With the dynamic dual MAD,
dose and image noise distribution were more homogeneous and similar to
the baseline. More left-to-right variation in the observed noise distribution
was apparent for the 4 cm case (Figure 3.8i) than the bowtie, though still
within 10% of the baseline as seen in Figure 3.9f. This asymmetry is believed
to be due to the smaller amplitude of the filter trajectory resulting from the
tradeoff between fluence uniformity and mean fluence in the NMSD metric,
which has the effect of slightly overexposing the right part of the object and
underexposing the left. Though it was not applied for this study, techniques
such as tube-current modulation could be used to help eliminate the residual
non-uniformities in both the bowtie and dual-MAD cases.
The peak noise measurements for each combination of miscentering and
beam filter along with the associated noise-adjusted exposure calculations
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Table 3.2: Dose reduction with dynamic filtration.
Peak Noise Noise-adjusted Dose
Beam Filter 0 cm 2 cm 4 cm 0 cm 2 cm 4 cm
Bowtie – Static 100% 149% 297% 100% 223% 881%
Bowtie – Dynamic 100% 99.7% 104% 100% 99.4% 109%
Single MAD – Static 100% 107% 116% 100% 115% 135%
Single MAD – Dynamic 100% 96.2% 104% 100% 92.5% 109%
Dual MAD – Static 100% 117% 423% 100% 138% 1790%
Dual MAD – Dynamic 100% 97.4% 114% 100% 94.9% 129%
are shown in Table 3.2. The values were normalized to the centered case in
each row. In general, the dynamic filter would require significantly less dose
adjustment in order to maintain the same image quality for a miscentered
object. For the “aggressive" beam filters, an 8-fold and 13-fold decrease in
noise-adjusted dose is achievable with the dynamic bowtie and dual-MAD
filters, respectively. For the more moderate single-MAD filter, 24% dose
savings are possible for the dynamic vs the static filter to maintain the same
peak variance at 4 cm of miscentering, which agrees with estimates of the
noise-adjusted dose increase from previous studies using less aggressive
bowties (Toth, Ge, and Daly, 2007).
3.3.3 Dynamic Dual-MAD Filtration for the Anthropomorphic
Head Phantom
Application of dynamic beam modulation to the anthropomorphic head phan-
tom using the dual-MAD filter is illustrated in Figures 3.11 and 3.12. The
calibrated object models in Figures 3.11a and 3.11c reasonably approximate
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the shape and location of the real object in the FOV. According to the calibra-
tion, eap and elat were -0.20 cm and 0.14 cm, respectively, for the centered case
and -2.29 cm and 1.71 cm, respectively, for the miscentered case. Because of
the linear miscentering in both x and y directions, the anthropomorphic head
had inherent width variability, projection-dependent obliquity and centering
effects that required accommodation by the dynamic filtration strategy. The
dynamic filter trajectory for the miscentered case in Figure 3.11d shows that
the (relative) MAD1 trajectory had a much larger amplitude, reflecting the
need for dynamic width control for an elliptical object. The relative position
of MAD1 for the static trajectory indicates the selection of a wide beam profile
by inspection of Figure 3.3d.
Figure 3.11: Calibrated object models (a and c) and calculated dual-MAD motion trajectories
(b and d) for the head phantom study with a centered and miscentered object.
The reconstructed images demonstrate the lack of ring artifacts arising
from the MAD filter; however some beam hardening and cupping effects are
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Figure 3.12: Results of the head phantom study comparing static and dynamic filter trajecto-
ries, with the reconstructed axial slices (a - d) and the associated noise maps (e - h) for both
centered and miscentered cases. The yellow arrows indicate the direction and amount of
miscentering in cm.
observed, as no scatter or beam hardening correction was applied. Some bias
is evident at the bottom of the image in the nose region that was outside of the
object model and hence well within the low transmissivity region of the filters
(contributing to artifact sensitivity). From the noise maps, we see that the noise
distribution was largely homogeneous in the centered case (Figures 3.12e and
3.12f) with some variations due to anatomical inhomogeneity and the lack of
tube-current modulation. However, the differences between the static and
dynamic filter are still apparent. Consistent with our expectation from the
results observed in from Figure 3.8i, the dynamic filter was able to distribute
noise similarly to baseline in the miscentered case (Figure 3.12h), whereas
significant increases in image noise in the top left portion and significant
decreases in the bottom right portion of the image are observed in the static
miscentered case (Figure 3.12g), despite the use of a broad beam profile. A
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slight noise gradient from top left to bottom right was still observed in the
dynamic case, which may again be attributable to the same reasons described
earlier in Section 3.3.2 for the 4 cm dual-MAD case.
3.4 Discussion
In this work, dynamic beam modulation for miscentered patients was demon-
strated using three beam filtration strategies. For the bowtie, simple trans-
lation of the filter using a basic trajectory estimation approach based on
centering the beam on the center of the patient was used. For the more com-
plex beam modulators based on the dual-MAD filter, we considered a more
sophisticated metric seeking an optimal trade-off between minimal varia-
tion in the detected signal and maximal mean detected fluence. In general,
a simple monolithic filter can be actuated effectively using the simple CM
design objective if well-matched to the object, while more complex dynamic
filters require an objective that can balance field-flattening and overall signal
levels like the NMSD-O metric. All three scenarios demonstrate the ability to
keep the spatial distribution of dose and image noise at baseline levels (i.e.,
compared to static filtration with a centered object) across arbitrary levels of
miscentering for the homogeneous CTDI object.
The results also strongly suggest that the dual MADs operate effectively
as dynamic bowtie filters, and that their capability for beam width control
allows for increased uniformity of image properties. In particular, the noise
gradients observed in the static filtering scenarios with miscentered objects
illustrate two key effects that need to be accommodated by a dynamic filter:
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1) patient centering, and 2) depth-dependent magnification of projection
data, which are compensated by beam centering control and beam width
modulation, respectively. Moreover, variations in patient size and anatomical
site result in additional variation in the width of patient projections. Thus,
while all investigated methods demonstrate improved uniformity in dose and
noise, fluence-field modulation strategies like the dual-MAD filter may have
additional advantages across a greater range of clinical scenarios.
While the studies conducted here using dynamic beam modulation showed
greater control of dose and noise properties, the methods did not use addi-
tional exposure control (e.g., tube current modulation) as a function of rotation
angle (Gies et al., 1999). Automatic exposure control is another important ele-
ment of dose reduction and noise minimization which can have a significant
impact on noise correlations in reconstructed images. Ongoing studies are
exploring the combination of spatial beam modulation in conjunction with
angular beam modulation of the overall fluence for additional control and
improvements in dose utilization. Similarly, while the studies presented here
focused on a simple metric of image quality (i.e., noise in FBP reconstructions),
more sophisticated image quality metrics tailored to specific clinical tasks may
be more appropriate. Recent studies have suggested that such task-based op-
timization as well as advanced model-based reconstruction methods can lead
to non-traditional modulation strategies (Gang, Siewerdsen, and Stayman,
2017b; Gang, Siewerdsen, and Stayman, 2017a). Future studies will include
investigations of optimized beam modulation for miscentered patients using
such task-based metrics and advanced reconstruction.
71
In conclusion, a workflow and methodology was developed to dynami-
cally position beam filters during CT image acquisition. The techniques are
generally applicable to other beam filtration strategies, and promote consis-
tent imaging and dose performance for arbitrary patient positioning. Such
advantages could ease patient setup requirements and reduce repeat scan-
ning in cases of poor positioning. Such benefits are particularly applicable
in challenging clinical settings like ER CT, where a simplified patient setup
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4.1 Summary of Key Developments and Findings
This dissertation presented methods for MAD-based FFM with regards to
patient miscentering and developed a supporting correction pipeline for MAD
imaging. This work pursued the following thesis:
Dynamic fluence-field modulation based on multiple aperture devices can be
used to reconstruct diagnostic quality CT images, optimize dose utilization and
improve uniformity of image properties in challenging clinical scenarios such as
patient miscentering.
Key developments and findings in this dissertation are summarized in the
following sections.
4.1.1 Preliminary MAD Correction Pipeline
Chapter 2 described the development of a pipeline to generate ring artifact-
free reconstructions in MAD-based FFM. Corrections were devised to elimi-
nate MAD bar patterns in projections of a uniform elliptical phantom, which
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required a) consideration of focal spot changes (blooming and/or shifting)
resulting in a mismatch between acquired and calibration MAD scans; and b)
spectral effects resulting from x-ray penetration effects through the tungsten
slits of the MAD. Blur correction was performed frame-to-frame using fidu-
cials in the projection data, and spectral correction was calibrated using prior
scans of variable thickness PMMA slabs. Blur correction was found to be most
effective by modeling focal spot effects in a shift-variant manner, and spectral
correction was found to perform best by optimizing a data-dependent scaling
term for the first-order spectral coefficient estimated from the PMMA scans.
Reconstructed images using the full MAD correction model demonstrated
significantly reduced ring artifacts.
4.1.2 MAD-based FFM for Patient Miscentering
Chapter 3 presented methods to design dynamic FFM for the problem of
patient miscentering in CT. Several possible design objectives for the filter
trajectories were considered and analyzed in detail for three filters: a tradi-
tional bowtie, a single-MAD device, and dual-MAD filter. Proper selection of
the trajectory design metric was found to be filter-dependent, but the results
of physical experiments with all three filters demonstrated improved consis-
tency in image performance and significant dose reduction possibilities in
comparison to the static (non-moving) filter. The dual MAD was found to be
particularly advantageous for accommodating the two key effects observed




The correction pipeline described in Chapter 2 relies on fitting based on an
air region in half of the MAD. However, integration into a commercial CT
scanner would require a focal spot model that can be performed anywhere on
the detector (likely at the lateral extent). This being said, focal spot control on
clinical CT scanners is generally much more precise than in the fluoro x-ray
tube used on the testbench scanner. If this is true, this may obviate the need
for a sophisticated shift-variant blur model that was necessary to eliminate
MAD artifacts on the testbench, and perhaps a shift-invariant blur estimation
would suffice. Regardless, blur modeling is likely to be an essential tool for
clinical implementation of the MAD system.
There are several avenues of future research to properly assess and vali-
date the clinical utility of the MAD-based FFM approach. A comprehensive
observer study using MADs should be pursued to assess whether the MAD
filtering concept can offer significant diagnostic advantages to radiologists.
Such a study would seek to incorporate MAD-based FFM into task-based
acquisitions and use task-based image quality metrics to conduct clinical per-
formance assessment using human observer models, as in Gang, Siewerdsen,
and Stayman (2017b) and Gang, Siewerdsen, and Stayman (2017a). A rigor-
ous analysis of the dose reduction possibilities for a wide range of clinical
CT imaging scenarios using MAD-based FFM would offer concrete, tangi-
ble evidence for the advantages of MAD-based filtering. Finally, additional
directions to explore include MAD-based VOI imaging (Wang et al., 2018
(accepted)) or physical realization of limited angle CT reconstruction, which
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may offer further opportunities for dose reduction.
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