ABSTRACT Nowadays, big data analytics has been widely applied in addressing the growing cybercrime threats. However, energy consumption is explosive increasing with the fast growth of big data processing in anti-cybercrime. In this paper, an energy-efficient framework for big data applications is proposed to reduce energy consumption while satisfying deadline constrains. First, the problem of energy-efficient tasks scheduling of a single Spark job is modeled as an integer program. We design an energy-efficient tasks scheduling algorithm to minimize the energy consumption for big data application in Spark. To avoid service-level agreement violations for execution time, we propose an optimal task scheduling algorithm with deadline constrains by tradingoff execution time and energy consumption. Experiments on a Spark cluster are performed to determine the energy consumption and execution time for several workloads from the HiBench benchmark suite. Our algorithms consume less energy on average than FIFO and FAIR under deadlines. The optimal algorithm is able to find near optimal tasks schedules to trade off energy consumed and response time benefit in small shuffle partitions.
I. INTRODUCTION
Currently, cybercrimes such as fraud, attacks, cyber terrorism and ethical hacking etc are happening at phenomenal rate. Big data has been creating a profound paradigm shift in addressing the growing cybercrime threats. It has become a key repository for fighting against these cybercrimes [1] . However, the amount of data seized in crime investigations has increased enormously [2] . Energy consumption is explosive increasing with the fast growth of big data analytics in anti-cybercrime.
Big data platforms make it possible for large-scale diversified and unstructured security data collecting, storage, aggregating, and processing across the defined scope in real time [3] . Apache Spark is becoming one of the most popular platforms to process large-scale data analysis in anticybercrime. These applications are executed on large Spark clusters requiring large amounts of energy. High carbon emissions from big data platforms have serious impacts on environment. It is imperative to reduce the energy consumption from big data platform in anti-cybercrime. Apache Spark as a large-scale data processing platform is widely applied in big data analytics against cybercrime. Many enterprises and organizations perform big data analytics on Spark to address the growing cybercrime threats. They hope to reduce energy cost while processing big data applications of anti-cybercrime on Spark [4] .
Spark processes most of the computations in memory, so it has better performance than Hadoop MapReduce [4] . In Spark, data abstraction is Resilient Distributed Dataset (RDD) [5] which is an immutable set of partition records. RDD is used to hold data in a fault tolerant way in Spark. Each job is divided into multiple inter-dependent stages which contain task sets according to the dependencies of RDD. All stages form a directed acyclic graph (DAG) and each stage is executed one after another. In Spark, each application uses the allocated resources to create executor processes where it can run tasks in parallel [6] . The execution time and energy consumption are different while tasks are assigned to different executors. Tasks scheduling strategies play an important role to optimize energy efficiency of big data applications in Spark.
While big data applications are executed on large Spark clusters, energy consumption is a critical concern in data centers. However, the native scheduling strategies in Spark platform did not consider energy consumption. There are two kinds of native scheduling strategies in Spark for big data applications [7] : FIFO and FAIR. The difference between two FIFO and FAIR is that FAIR scheduler groups jobs into pools while FIFO scheduler runs jobs in first-in-first-out style. These native scheduling strategies cannot effectively optimize the energy efficiency in Spark cluster.
Most of the existing studies on Spark scheduling focused on minimizing the time between the arrival and the completion time of a big data application [6] , [8] - [10] . To increase performance and reduce costs, Islam et al. [6] proposed a resource allocation framework of Spark to provide fine-grained resource allocation for any type of big data applications. Resource waste occurs while a big data application runs in all the nodes in a Spark cluster. To resolve this problem, Gounaris et al. [10] have proposed dynamic partitioning based algorithms. These algorithms tune the degree of parallelism of Spark application during execution to reduce resource consumption by trading small amount of running time. To reduce data communication costs and increase training dataset utilization, Chen et al. [8] proposed a classification algorithm on Spark Framework by optimizing data-parallel and task-parallel. To reduce the problem of over-executing due to a single machine under a heterogeneous Spark cluster, Yang et al. [9] predicted the remaining time of task according to a variety of situations, locating time-consuming tasks. However, sometimes minimization execution time is not always the best strategy for data centers. Data centers only need to satisfy the service level agreement (SLA). For example, Data centers deliver the services by their specified deadlines, but do not require the fastest execution. However, data centers pay more attention on cost saving. Data centers can reduce the energy consumption and improve energy efficiency by considering the energy consumption for task scheduling in Spark.
In this paper, we design tasks scheduling algorithms that optimize the energy efficiency of running big data application in Spark clusters, while satisfying the deadline constrains. In this algorithm, based on an energy consumption model for Spark, a strategy table for the relationship between task and executor is designed to reduce the energy consumption for spark applications. Compared with original scheduling algorithms of Spark FIFO and FAIR, Our algorithm can satisfy the SLA by trading off the execution time and energy consumption. It also effectively reduces the total energy consumption of Spark application under deadline constrains.
II. RELATED WORKS
Energy consumption is explosive increasing with the fast growth of big data analytics [11] and cloud computing [12] , [13] . The energy consumption in physical servers arises mainly from four aspects: CPU, disk, memory and network [14] - [17] . Buyya et al. [14] proposed a power consumption model for blade server considering CPU, disk, memory and network. Ge et al. [16] developed a toolkit eTune to directly measure the energy consumption of both physical servers and components inside a server including CPU, disk, memory, drives and fans. They also studied energy characteristics of MapReduce data movements and proposed an energy-efficient model which was normally presented as a ratio of total system energy to data size [17] . Srikantaiah et al. [15] proposed an energy-efficient model based on the CPU and disk utilization and find that there are optimal balance points between energy consumption and resource utilization.
As compared to a typical Hadoop system, Spark provides better performance for many big data applications by allowing most of the computations to be performed in memory [6] . However, most studies on Spark scheduling focused on minimizing the makespan of job's execution [6] , [18] - [21] . Islam et al. [6] studied deadline-based resource allocation for big data applications in Spark. They modeled both the application cost and completion time with respect to executors, hence providing a fine grained resource allocation scheme. In their model, cost was decided by executors (E) and application completion time (T). Effective resource allocation schemes under varying user-specific deadlines was selected by their method to minimize the cost of running big data applications [6] . In the study of Wang and Khan [19] , they predicted the execution time of the application by collecting the execution times from different stage of an application. Wang et al. modeled application performance in DAG-based in-memory analytics platforms. Their methods were also validated by Spark. To predict the completion time of a job and the cost of the cluster with a deadline, Subhajit et al. [20] proposed a job complete time model based on the amount of input data, the size of the underlying cluster nodes and the number of iterations. To predict execution time of big data application with unknown cluster configuration. Multiple polynomial regression models were built based on the application profile data by Gibilisco et al. [18] . To provide QoS assurance for Spark online analysis, an entropy-based online parallel analytic scheduling was implemented on the Spark cluster by Chen and Wang [21] . In their algorithm, resources are sorted by entropy and tasks are dispatched according to the order of resources.
There are many studies focusing on improving the execution time while processing big data in Spark However, these studies did not consider energy reducing as their objectives. There is little research on energy-efficient model and 
Based on the above definition, we can define the energy consumption of Spark application as (2) .
The energy consumption of the ith job in Spark application is defined as (3) .
The energy consumption of the jth stage in Job i is defined as (4) .
Spark energy-saving scheduling can be treated as the NPhard problem, and the objective function is shown in (2) . To solve the NP-hard problem, we proposed energy-efficient scheduling algorithm for Spark A-type (Algorithm A) and B-type (Algorithm B) based on greedy strategy. Both Algorithm A and B can obtain the solution R kl ij such that the objective function achieves the lowest energy consumption.
IV. ENERGY EFFICIENCY RELATIONSHIP STRATEGY TABLE
In this design, energy-efficient scheduling algorithms are affecting the current task scheduling base on perception of historical energy efficiency. Therefore, an energy efficiency strategy table is designed to record historical energy efficiency.
The energy efficiency strategy table records the energy consumption and execution time of tasks in detail. The energy efficiency strategy table is updated at the end of Spark application running. When a new node is added to the cluster or the energy efficiency changes, the energy efficiency strategy table will be updated in time. Then our energy-efficient scheduling algorithms can effectively reduce the energy consumption of the Spark cluster. The energy efficiency relationship strategy table is shown in table 1. VOLUME 6, 2018
V. TASK SCHEDULING ALGORITHMS DESIGN FOR SPARK
We describe the Spark task scheduling problem with energy consumption as an NP-hard problem. In a heterogeneous Spark cluster, the same tasks running on different Executor will consume different energy and execution time. Therefore, our research goal is to find an energy-efficient scheduling strategy that minimizes the value of Eapp, as in (2).
A. ENERGY-EFFICIENT SCHEDULING ALGORITHM A
We design a heuristic energy-efficient scheduling algorithm of Spark A-type (Algorithm A) to reduce the energy consumption in Spark cluster. As shown in Algorithm 1, it conducts the task scheduling according to the different energy efficiency of physical nodes in a heterogeneous cluster.
As shown in (5), the evaluation criterion ave l is defined as the average energy consumption of process ex l .
Stage * is the union of all stages that the DAGScheduler passes to the TaskScheduler. |Stage * | is the total number of tasks in Stage * . e kl * /p kl * represents the energy consumption rate (energy consumption per second) of a task running in the Stage * .
Algorithm A can effectively reduce energy consumption. However, it increases too much execution time while the partitions of Spark shuffle are small. Take the Sort workload as an example. The execution time of the Sort workload for each Spark shuffle partition in Stage 00 is the same (as shown in Fig. 1a ). The execution time of the Sort workload in Stage 01 decreases with the number of Spark shuffle partitions increasing. However, the running time is significantly higher than the native scheduling strategies FIFO and FAIR while the number of shuffle partitions varied from 10 to 50 (as shown in Fig. 1(b) ).
In Stage 00 , the number of partitions determines the number of tasks. The number of partitions has already been determined when the Input data is stored in the distributed file system, hence the number of tasks in Stage 00 is fixed. The number of tasks in Stage 01 is determined by the number of shuffle partitions. Assume that the Spark cluster consists of 6 physical nodes and each node has 16 CPU cores. If there are 50 tasks in Stage 00 for Sort, all tasks will be placed on 4 physical nodes by Algorithm A. The native scheduling strategy places 50 tasks on 6 physical nodes evenly. Compare to native scheduling strategy, Algorithm A consumes less energy consumption because 2 physical nodes are not activated. With less number of partitions, Algorithm A has fewer nodes to calculate. It reduces energy consumption but increases execution time. In summary, there are two scenarios suitable for Algorithm A: (1) the workload is computationally intensive and the number of tasks is large; (2) the deadline for SLA is loose and the energy saving requirement is strong.
The energy-efficient scheduling algorithm for Spark B-type (Algorithm B) is proposed to trade off energy fromTail = false 13: while Set 0 or TaskQue is not empty do 14: if ex l .cpus >= CPU _PER_TASK then 15: if Set 0 is not empty then 16: task k * = Set 0 .getHead() 17 :
else 20: if fromTail is true then 21: task k * = TaskQue.getTail() print schedule failed; return 40: end if Ensure: R consumption and execution time, especially for small number of shuffle partitions. We set a threshold as half of the available CPU cores of the Spark cluster. While the number of partitions (number of tasks) is greater than the threshold, it is defined as large partition. While the number of partitions is less than the threshold, it is defined as small partition. The goal of Algorithm B is reducing the energy consumption and execution time in the case of small partition. numTask + + 15: end for 16: if numTask < numCore then 17: small-partition() 18 : else 19: The code for large-partition is 20: similar to Algorithm 1's lines 10-39 21: and not presented here. 22 In this section, we present the energy-efficient scheduling algorithm for Spark B-type (Algorithm B), as shown in Algorithm 2. Algorithm B first determines whether the Spark shuffle partition belong to small partition. In the case of small partition, Algorithm B assigns tasks to the optimal half of executors in the cluster and tries to balance the execution time spent in the half of executors. While in large partition, Algorithm B uses the same scheduling method with Algorithm A to assign tasks.
Algorithm B sorted the executors according to the evaluation criteria ave l (Algorithm 2: lines 1-7) and decided that current partition belong to large or small partition (Algorithm 2: lines [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
Assume the Spark cluster has six nodes, each node has 16 CPU cores and runs only one executor process. After sorting executors by the evaluation criteria, three best executors were selected to occupy a total of 3*16 CPU cores. Algorithm B uses 48 as a threshold to distinguish the case of large or small partition. Algorithm B counts the total number of tasks for all current stage (Algorithm 2: lines [12] [13] [14] [15] for former half executor in Exe do 7: if e kl * = 0 or p kl * = 0 then 8: add ex l to task k * .ProcessSet
end if 10: end for 11: if task k * .ProcessSet = ∅ then 12: add task k * to Set 0 end for 39: end while Ensure: R of the tasks that need to be probed, and all current processes with e kl * = 0 or p kl * = 0 are recorded in task k * .ProcessSet. Distribute consists of tasks that do not need to be probed. RunTimeEachExe records the execution time of the optimal half of processes. The execution time for all processes in RunTimeEachExe is set as 0 during initialization.
Assign the task k * in Set 0 (Algorithm 3: lines 17-26) to the process recorded in task k * .ProcessSet preferentially. If the assignment is successful, the next task will be assigned. If the VOLUME 6, 2018 assignment is unsuccessful, the Algorithm 3 will get the next process to assign the task (Algorithm 3: lines 19-25).
After Set 0 is empty, assign tasks in Distribute (Algorithms 3: lines 27-39). ExecutorOrdered (Algorithm 3: 29 line) records the optimal half of processes sorted by variance. The smaller the variance, the more balanced the execution time of the process. ExecutorOrdered is obtained as shown in Algorithm 4 getExecutor(). Assign task k * in Distribute to the process in ExecutorOrdered. If the assignment is successful, the next task will be assigned. If the assignment is unsuccessful, the sub-optimal process is selected to assign the task (Algorithm 3: lines 30-38). try put p kl * in RunTimeEachExe, 5: and accumulate the execution time of the ex l
Algorithm 4 getExecutor()

6:
variance: The variance of the execution time of elements in RunTimeEachExe To analyze the complexity of this Algorithm B, n, t and cap is defined as the number of available executors, the current number of tasks needs to be assigned, and the number of tasks on an executor, respectively. The time complexity of Algorithm 2 is O(n(t+log n)+ 
VI. EXPERIMENT
In this section, we performed a variety of experiments to verify the performance of Algorithm B based on the HiBench benchmark. We make a detailed comparison of energy consumption and execution time among Algorithm B, Spark's native scheduling strategy and Algorithm A. The Algorithm A and B are implemented by Scala and compiled into the Spark Core scheduling module.
A. EXPERIMENTAL SETUP
We run three workloads from Hibench on Spark cluster that has 96 CPU cores. Three workloads( Sort, TeraSort and PageRank) from different categories is shown in table 2. The input data of workloads are stored in the distributed file system. We set 60, 120, and 180 milliseconds as the deadline for the Sort, PageRank, and TeraSort workloads, respectively.
The Spark cluster consists of six nodes from the IBM BladeCenter HS22 7870, and one of the nodes acts as a master. The configuration and the basic energy consumption of each node are shown in table 3. We set up the basic energy consumption for each node to reflect cluster heterogeneity. The cluster has a total of 48G of memory, 96 cores, 3000G storage, and the network speed is 1Gbps. In Standalone mode, we have only one executor on a node and the executor hold all the compute resources of the node.
Energy consumption is calculated by monitoring the resource usage of the executor. We started a monitoring script on each worker node to record the CPU usage and memory usage of the executor per second. The energy consumption of executor is evaluated by the energy consumption model based on system utilization proposed by Luo et al. [22] .
To ensure the repeatability and reproducibility of experiments, three workloads Sort, TeraSort, and PageRank have been tested by recording indicators such as start time, completion time, and energy consumption. Each workload has at least 100 trials, with the first 50 as the probing phase and the last 50 as the effective data phase. We set confidence interval as 95% to remove the abnormal data. Then we get the average values of valid data as the final results. We observed less than 1% variation for final results.
The strategy table is initialized in the first 50 trials which belong to the probing phase. And tasks scheduling is under the guidance of the strategy table in the last 50 trials. The strategy table will be updated after each running. Our results did not include the cost (energy consumption and running time) of strategy table initialization and updating.
B. EXPERIMENTAL RESULT
We analyze the energy saving performance of FIFO, FAIR, Algorithm A and Algorithm B on each workload. The energy consumption and execution time for Sort, PageRank, and TeraSort are discussed by us in detail.
1) SORT WORKLOAD
The Sort workload has only one job(Job 0 ). Job 0 contains Stage 00 and Stage 01 . Fig. 2 shows the performance comparison for the Sort workload. As shown in Fig. 2(a) , Algorithm B significantly reduces energy consumption in each case compared with native scheduling strategy. The average energy consumption generated by Algorithm B is 31.37% lower than that of FIFO, 31.35% lower than that of FAIR and 6.8% higher than that of Algorithm A. When the number of shuffle partitions varies from 10 to 40, the energy consumption of each partition for Algorithm B is slightly increased than that of Algorithm A and it doesn't increase with the increasing of number of Shuffle partitions. The energy consumption of each partition for Algorithm B is similar to that of Algorithm A while the number of shuffle partitions varies from 50 to 100. Fig. 2b shows the execution time of Sort workload with 4 scheduling algorithms. When the number of shuffle partitions varies from 10 to 40, the execution time of Algorithm B is significantly lower than that of Algorithm A and is very close to that of native scheduling strategy. The execution time of Algorithm B is 0.08% lower than that of FIFO, 1.58% higher than that of FAIR and 11.12% lower than that of Algorithm A. Fig. 3 and Fig. 4 show more details of the Sort workload. Fig. 3a shows that the energy consumption of Algorithm B in Stage 00 is significantly lower than that of the native scheduling strategy and is similar to that of Algorithm A. Fig. 4a shows that the execution time of each partition for Algorithm B is similar. The execution time for Algorithm B is slightly higher than that of native scheduling strategy and is similar to that of Algorithm A. As shown in Fig. 3b , when the number of shuffle partitions varies from 10 to 40, the energy consumption of each partition for Algorithm B is basically flat but obviously higher than that of Algorithm A. When the number of shuffle partitions varies from 50 to 100, the energy consumption of Algorithm B is increasing. Fig. 4b shows that the execution time of Algorithm B, while the number of shuffle partitions varies from 10 to 40, is obviously lower than Algorithm A, and it is close to the execution time of native scheduling strategy. When the number of shuffle partitions varies from 50 to 100, the execution time of Algorithm B is not increased.
2) TERASORT WORKLOAD
The TeraSort workload is composed of 2 jobs. Job 0 contains Stage 00 , Job 1 contains Stage 10 and Stage 11 . Fig. 5 shows the performance comparison of the TeraSort workload. As shown in Fig. 5a , the average energy consumption for Algorithm B is 29.48% lower than that of FIFO, 26.16% lower than that of FAIR, and 2.26% higher than that of Algorithm A. When the number of shuffle partitions varies from 10 to 40, the energy consumption of each partition for Algorithm B has little change, which is the same as the Sort workload. When the number of shuffle partitions varies from 50 to 100, the energy consumption of each partition for Algorithm B basically increases as the number of partitions. Fig. 5b shows the execution time of the TeraSort workload withr 4 scheduling algorithms. When the number of shuffle partitions varies from 10 to 40, Algorithm B effectively reduces the execution time for each partition. While the number of shuffle partitions varies from 50 to 100, the execution time of Algorithm B is the same as that of Algorithm A. The experimental results show that the execution time of Algorithm B increases by an average of 11.38% lower than Algorithm A. Fig. 6 and Fig. 7 show the energy consumption and execution time of Stage 00 , Stage 10 , and Stage 11 , respectively. As shown in Fig. 6a , the energy consumption of each partition for Algorithm B is the same as that of Algorithm A. Algorithm B consumes less energy than the native scheduling strategy. As shown in Fig. 6b , the energy consumption of Algorithm B is higher than that of Algorithm A in most number of partitions. The energy consumption of each partition for Algorithm B has little change, but it is lower than the energy consumption of native scheduling strategy. As shown in Fig. 7a , the execution time of Algorithm B is the same as that in Algorithm A and the native scheduling strategy. As shown in Fig. 7b , the execution time of Algorithm B is slightly higher than Algorithm A. Fig. 6c shows that the energy consumption of each partition for Algorithm B is higher than Algorithm A while the number of shuffle partitions varies from 10 to 40. When the number of shuffle partitions varies from 50 to 100, the energy consumption for Algorithm B is close to that of Algorithm A. As shown in Fig. 7c , when the number of shuffle partitions varies from 10 to 40, the execution time of each partition for Algorithm B is less than Algorithm A. When the number of shuffle partitions varies from 50 to 100, Algorithm B has a similar execution time as Algorithm A. In general, Stage 11 is the critical stage to reduce execution time for Algorithm B. higher than that of FAIR, and 8.77% lower than that of Algorithm A. Fig. 9 shows the energy consumption at each stage. The energy consumption of Algorithm B in Stage 00 , Stage 01 is lower than that of the native scheduling strategy, and the energy consumption of each partition for Algorithm B is basically the same. From Fig. 9c, Fig. 9d, Fig. 9e, and Fig. 9f , when the number of shuffle partitions varies from 10 to 40, the energy consumption of each partition for Algorithm B is significantly lower than that of the native scheduling strategy, but it is slightly higher than that of Algorithm A. When the number of shuffle partitions varies from 50 to 100, the energy consumption of each partition for Algorithm B increases with the number of partitions, and approaches or even exceeds the native scheduling strategy. To sum up, Stage 02 , Stage 03 , Stage 04 , and Stage 05 play important roles to increase the energy consumption of Algorithm B compared with Algorithm A. Fig. 10 shows the execution time at each stage. From  Fig. 10a, Fig. 10b , the execution time of Algorithm B is obviously higher than that of the native scheduling strategy, which is similar to Algorithm A, and the execution time of each partition is the same. In 
C. RESULT ANALYSIS
The above Experimental results show that Algorithm B has optimized the execution time of Algorithm A with the premise of effectively reducing energy consumption. The main reason for the reduced the execution time is that Algorithm B has improved greedy strategy of Algorithm A. Algorithm A based on greedy strategies assigns the task as far as possible to the optimal process of the evaluation criteria, resulting in an overload of a single node and thus an increase in overall execution time. Algorithm B ensures that the half of executors in the cluster can be used while the number of shuffle partitions varies from 10 to 40. Therefore, Algorithm B reduces the load on a single node and also speeds up job completion time.
The Algorithm B algorithm makes the following two changes on the basis of Algorithm A:
1) the case of task allocation, if the number of tasks is less than the threshold, Algorithm B load balances the task allocation on the optimal half of processes in the cluster. 2) Algorithm B does not consider data locality in order to ensure that tasks can be evenly distributed to the optimal half of the processes. Algorithm B solves the problem of long execution time caused by Algorithm A. The input data is stored in HDFS in 50 partitions, so there are 50 tasks in the stage of reading data. Such as Stage 00 of Sort workload; Stage 00 and Stage 10 of TeraSort workload; Stage 00 and Stage 01 of PageRank workload. The number of tasks in these stages does not change with the number of Spark Shuffle partitions. Therefore, from the above experimental results, it can be found that the energy consumption and execution time of each partition in these stages are basically the same. The number of Spark Shuffle partitions we set is valid during the Shuffle processes.
In summary, the scenarios that Algorithm B is suitable for use are: (1) The workload has less tasks; (2) the deadline for SLA is hard and the energy saving requirement is loose.
VII. CONCLUSION
Spark as a unified engine for big data processing has been widely used in anti-cybercrime. While big data applications are executed on large Spark clusters, energy consumption is a critical concern in data centers. Energy-Efficient tasks scheduling under deadline constraint has become a key problem for Spark.
In this paper, we design two energy-efficient tasks scheduling algorithms in Spark for big data applications.
Our objective is to understand the tradeoff between energy consumption and execution time for several different kinds of workload in benchmarks such as Sort, TeraSort, and PageRank. This work provides some insight on the relationship between energy consumption and SLA guaranteeing. 
