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Abstract
We prove a quenched central limit theorem for random walks in i.i.d. weakly elliptic random
environments in the ballistic regime. Such theorems have been proved recently by Rassoul-Agha
and Seppäläinen in [10] and Berger and Zeitouni in [2] under the assumption of large finite mo-
ments for the regeneration time. In this paper, with the extra (T )γ condition of Sznitman we
reduce the moment condition to E(τ2(ln τ)1+m) < +∞ for m > 1 + 1/γ, which allows the
inclusion of new non-uniformly elliptic examples such as Dirichlet random environments.
1 Introduction
This paper is concerned with multidimensional random walks in random environments (RWRE) in the
ballistic regime. We begin with a definition of the model, followed by a brief motivation and historical
account. We then state our results and give an outline of the remainder of the paper.
1.1 Model
Let P := {(pz)z∈Zd : pz ≥ 0,
∑
z pz = 1} be the simplex of all probability vectors on Zd. We call
environment any element ω := {ωx : x ∈ Zd} of the environment space Ω := PZd . Fixed ω ∈ Ω,
the random walk in environment ω starting from x is defined as the Markov chain {Xn : n ≥ 0} in
Zd with law Px,ω such that Px,ω(X0 = x) = 1 and
Px,ω(Xn+1 = y|Xn = x) = ωx,y−x
for each x, y ∈ Zd.
A random environment is specified by choosing a probability measure P on the environment space Ω.
We will assume that {ωx : x ∈ Zd} are i.i.d. under P. The distribution Px,ω is called the quenched
law of the RWRE starting from x, and Px :=
∫
Px,ωdP its averaged or annealed law. We denote by
Ex,ω and Ex the corresponding expectations.
Given a vector v? ∈ Rd \ {0}, we say that the RWRE is transient in direction v? if
P0
(
lim
n→∞
Xn · v? =∞
)
= 1. (1.1)
It is well known that, if (1.1) is satisfied, it is possible to define regeneration times (τk)k∈N that satisfy
supn<τi Xn · v? < Xτi · v? = infn≥τi Xn · v?. These were first introduced by Sznitman and Zerner
in [13], where their construction is detailed.
Another important type of hypotheses for the model are ellipticity assumptions. These are conditions
on the positivity of ω0,z for some collection of sites z ∈ Zd. For example, the environment is called
elliptic if there exists a basis {e1, . . . , ed} of Zd such that ω0,±ej > 0 a.s. for all j = 1, . . . , d, and
uniformly elliptic if there exists some  > 0 such that ω0,±ej ≥  a.s. for all j = 1, . . . , d. Milder
conditions are also used in the literature; in this case we call the environment “weakly elliptic”.
1
1.2 Motivation
The model described in Section 1.1 has been the subject of intense study for several decades now.
In one dimension, it is currently very well understood but, in higher dimensions, important questions
remain open despite many accomplishments. A subclass of models for which several results are avail-
able is the so-called ballistic regime. In this case, not only is the RWRE transient as in (1.1) but moves
linearly with time in direction v?, often satisfying some prescribed deviation bounds.
One way to obtain such bounds is to require finite moments for the regeneration time. Indeed, for
d ≥ 2, under (1.1) and supposing E0 [τ1] < ∞, the RWRE satisfies a law of large numbers with a
non-degenerate velocity (see Sznitman and Zerner [13] and Zerner [18]) while, if E0 [τ 21 ] <∞, it also
satisfies a functional central limit theorem (FCLT) under the annealed law (see Sznitman [14, 15]).
Under stricter conditions, one is able to prove also a FCLT under the quenched law. This has been
proved e.g. by Rassoul-Agha and Seppäläinen in [10] under weak ellipticity and E0
[
τ 176d+ε1
]
< ∞,
and by Berger and Zeitouni in [2] under uniform ellipticity and E0 [τ 401 ] <∞.
The aim of this article is to improve the moment assumptions on τ1 under an additional restriction:
the ballisticity condition (T )γ , first introduced by Sznitman in [15, 16]. It is then enough to require
E0 [τ 21 (ln τ1)m] < +∞ with m > 1 + 1/γ. This result offers no improvement in the uniformly elliptic
case since then condition (T )γ is known to imply finite moments of all orders for τ1. However, without
uniform ellipticity the latter implication might not true, and our extension can considerably improve the
range of validity of the quenched FCLT. This is the case for example when the random environment
has a product Dirichlet distribution, as discussed in Section 2 below.
1.3 Main results
In the following, we assume the existence of v? ∈ Rd \ {0} such that the random walk in random
environment satisfies (1.1). We will also assume the following conditions:
Condition (S). The walk has bounded steps: there exists a finite, deterministic and positive
constant r0 such that P(ω0,z = 0) = 1 for all |z| > r0.
Condition (R). The set J := {z : E(ω0,z) > 0} of admissible steps under P satisfies
J 6⊂ Ru for all u ∈ Rd. Furthermore, P(∃z : ω0,0 + ω0,z = 1) < 1.
Conditions (S) and (R) are exactly as stated in the article [10] of Rassoul-Agha and Seppäläinen.
They hold for example in the case of nearest-neighbour random walks in elliptic random environments,
such as Dirichlet random environments.
Transience, (S), (R) and E0 [τ1] < +∞ are enough to imply a strong law of large numbers with a
velocity v ∈ Rd \ {0} (see Sznitman and Zerner [13] and Zerner [18]), i.e.,
P0
(
lim
n→∞
Xn
n
= v
)
= 1.
Define now a sequence of processes (B(n)t )t≥0 by setting
B
(n)
t =
X[nt] − [nt]v√
n
, t ≥ 0, (1.2)
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where [x] := max{n ∈ Z : n ≤ x} stands for the integer part of x. If in addition E0 [τ 21 ] < +∞,
then B(n) converges under the annealed law to a Brownian motion with a non-degenerate covariance
matrix (see Sznitman [14, 15]).
Our key assumption is the ballisticity condition (T )γ , introduced by Sznitman in [15, 16]:
Condition (T )γ , with 0 < γ ≤ 1. The walk is transient in direction v? 6= 0 and there exists
c > 0 such that
E0
[
exp
(
c sup
1≤n≤τ1
‖Xn‖γ
)]
<∞. (1.3)
All concrete examples where an annealed FCLT has been proved so far satisfy condition (T )γ .
Our main result is the following:
Theorem 1.1 (Quenched Functional Central Limit Theorem). Set d ≥ 2. We consider a random walk
in an i.i.d. random environment. Assume that there is a direction v? ∈ Rd \ {0} where the transience
condition (1.1) holds, and denote by τ1 the corresponding regeneration time. Suppose that the walk
satisfies conditions (S), (R) and (T )γ for some 0 < γ ≤ 1. Also suppose that E0 [τ 21 (ln τ1)m] <
+∞ for some m > 1 + 1
γ
. Then, for P-a.e. environment ω, the process B(n)t converges in law (as
n→∞) under P0,ω to a Brownian motion with a deterministic, non-degenerate covariance matrix.
Note that under a rather weak integrability condition on the environment at one site, denoted (E ′)0,
Campos and Ramirez proved in the non-uniformly elliptic case that the (T )γ conditions are all equiv-
alent to a weaker polynomial condition (P )M , cf [5] for a precise result (in the uniformly elliptic case,
this is a result of Berger, Drewitz and Ramírez, [1]). The polynomial condition is not stated in the same
terms as in formula (1.3), but in terms of exit probabilities of boxes. Nevertheless, it can be shown
to be equivalent to an integrability condition on some polynomial moments of sup1≤n≤τ1 ‖Xn‖. With
respect to the quenched CLT, theorem 1.1 of [5] tells us that if condition (E ′)0 and condition (P )M
are satisfied for M > 15d + 5 (cf [5] for the definition), then condition (T )′ = ∩γ∈(0,1)(T )γ holds,
reducing the condition of theorem 1.1 to E0 [τ 21 (ln τ1)m] < +∞ for some m > 2.
Note also that sufficient conditions for the integrability of moments E0 [τ p1 ] have been given in two
papers, by Bouchet, Ramírez, Sabot in [4] and Fribergh, Kious in [8]. These conditions involve the
environment at one site or in a small box.
Remark 1.1. We believe that condition (T )γ in theorem 1.1 above can be replaced by the condition
E0
[(
sup
1≤n≤τ1
‖Xn‖
)p]
<∞ for some p large enough (depending on d)
and a more restrictive moment condition on the renewal times. But in fact, as explained above, under
a rather weak ellipticity condition, the condition above is equivalent to the condition (T )γ , cf Theorem
1.1 in [5].
Our proof of theorem 1.1 is based on strategies and techniques used by Berger and Zeitouni in [2],
and by Rassoul-Agha and Seppäläinen in [10]. The key differences compared to [2] and [10] are in the
following two steps:
 We improve the key estimate of section 4 of [2] by means of condition (T )γ .
 The construction of the joint regeneration times of section 7 of [10] is modified so that condition
(T )γ can be used to get better estimates on the number of intersections.
3
1.4 Outline
The rest of the paper is organized as follows. In Section 2, we discuss Dirichlet random environments,
which are examples where theorem 1.1 significantly improves previously known results. The proof of
theorem 1.1 is given in section 3 conditionally on two auxiliary theorems. The first auxiliary theorem
reduces the problem to bounding the expected number of intersections of two independent copies
of the RWRE in the same random environment, while the second provides the required bound. Their
proofs are given in sections 4 and 5 and are based on section 4 of [2] and section 7 of [10], respectively.
2 An illustration: the case of Dirichlet environments
In this section, we consider a particular case for which our theorem 1.1 significantly increases the
understanding of the behavior: the case of random walks in Dirichlet random environments. This case
is particularly interesting because it offers analytical simplifications, and because it is linked with rein-
forced random walks. Indeed, the annealed law of a random walk in Dirichlet environment corresponds
exactly to the law of a linearly directed-edge reinforced random walk ([6], [9]).
In the following, we consider a nearest neighbor walk on Zd, d ≥ 2, and we note e1, . . . , e2d the
canonical vectors with the convention ed+i = −ei for 1 ≤ i ≤ d.
Given a set of positive real weights (α1, . . . , α2d), a random i.i.d. Dirichlet environment is a law on Ω
constructed by choosing independently at each site x ∈ Zd the values of (ωx,ei)i∈[[1,2d]] according to
a Dirichlet law with parameters (α1, . . . , α2d), i.e. the law with density
Γ
(∑2d
i=1 αi
)
∏2d
i=1 Γ (αi)
(
2d∏
i=1
xαi−1i
)
dx1 . . . dx2d−1
on the simplex {(x1, . . . , x2d) ∈]0, 1]2d,
∑2d
i=1 xi = 1}. Here Γ stands for the usual Gamma func-
tion Γ(β) =
∫∞
0
tβ−1e−tdt , and dx1 . . . dx2d−1 represents the image of the Lebesgue measure on
R2d−1 by the application (x1, . . . , x2d−1) → (x1, . . . , x2d−1, 1 − x1 − · · · − x2d−1). It is straight-
forward that the law does not depend on the specific role of x2d. Note that Dirichlet environments are
not uniformly elliptic: we can find no positive c such that P(ω0,ei ≥ c) = 1.
Set a Dirichlet law with fixed parameters (α1, . . . , α2d). Theorem 1 of [4] (see also Remark 3 and
Section 1.3.2 therein) gives us that, if we assume (T )γ with 0 < γ ≤ 1, then E0 [τ p1 ] < +∞ is
satisfied whenever
κ := 2
(
2d∑
i=1
αi
)
− max
i=1,...,d
(αi + αi+d) > p.
On the other hand, condition (T )γ is satisfied for all 0 < γ ≤ 1 whenever∑
1≤i≤d
|αi − αi+d| > 1. (2.1)
Indeed, it was shown by Tournier in [17] (see also Enriquez and Sabot [7]) that (2.1) implies Kalikow’s
condition, which is in turn known to imply condition (T ) := (T )1; see Remark 2.5 (ii) in [15]. The
complete characterization of (T )γ in terms of the parameters of the Dirichlet law remains an open
question, but we believe condition (T )γ should be satisfied if and only if max1≤i≤d |αi − αi+d| > 0,
4
i.e., we expect the hypotheses of Theorem 1.1 to hold as soon as κ > 2 and the walk is non-
symmetric.
Theorem 1.1 thus gives us a quenched functional central limit theorem for Dirichlet environments
as soon as the walk is transient, κ > 2 and (2.1) holds. This is a real improvement compared to
the results of [2] (that do not apply as the Dirichlet environment is not uniformly elliptic) or [10] (that
required κ > 176d).
Also note that, in dimension d ≥ 3, κ > 1 implies the existence of an absolutely continuous invariant
probability measure for the environment viewed from the particle (see Sabot [11]), which gives directly
E0 [τ1] < +∞ in the non-symmetric case. However, it gives no information onE0 [τ p1 ] for other p < κ.
3 Proof of theorem 1.1
To prove theorem 1.1, we will use a method introduced by Bolthausen and Sznitman in [3]. Fix T ∈ N
and F : C([0, T ],R) → R a bounded function that is 1-Lipschitz, i.e., such that for all f, g ∈
C([0, T ],R), |F (f) − F (g)| ≤ supx∈[0,T ] |f(x) − g(x)|. Let W (n)· be the polygonal interpolation
of k
n
→ B(n)k
n
, k ≥ 0, and take b ∈ (1, 2]. Since the annealed FCLT holds by our assumption on τ1,
lemma 4.1 of [3] reduces the problem to showing
+∞∑
n=0
Var
(
E0,ω(F (W
([bn])
· ))
)
< +∞,
where Var
(
E0,ω(F (W
(n)
· ))
)
=
∥∥E0 [F (W (n))∣∣ω]− E0 [F (W (n))]∥∥22. This will be accomplished
via two theorems described next.
Let Qn be the number of intersections of two independent copies of the walk X in the same random
environment ω up to time n− 1, i.e.,
Qn := |X[0,n) ∩ X˜[0,n)|, (3.1)
where X[0,n) := {X0, . . . , Xn−1}, X˜ is an independent copy of X defined in the same random
environment and | · | denotes the cardinality of a set.
In the following two theorems, we consider a random walk in an i.i.d. random environment in d ≥ 2,
and assume that there exist v? ∈ Rd \ {0} and 0 < γ ≤ 1 such that the walk is transient in direction
v? and satisfies conditions (S), (R) and (T )γ .
Theorem 3.1. Assume that E0 [τ 21 (ln τ1)m] < +∞ for somem > 1+ 1γ . Then there exist an integer
K and, for all δ ∈ (0, 1), a positive constant C such that∥∥E0 [F (W (n))∣∣ω]− E0 [F (W (n))]∥∥22 ≤ C ((lnn)−(m− 1γ ) + n−(1−δ)E0 [QKn]) ∀ n ≥ 2.
(3.2)
Theorem 3.2. For all 0 < η < 1
2
, we can find a constant 0 < Cη < ∞ depending only on η such
that, for all n ≥ 1,
E0 [Qn] ≤ Cηn1−η.
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Taking for example δ = 1
8
and η = 1
4
, theorems 3.1 and 3.2 give a positive constant C such that
+∞∑
n=0
Var
(
E0,ω(F (W
([bn])
· ))
) ≤ +∞∑
n=0
C
(
n−(m−
1
γ
) + b−
n
8
)
<∞
since m− 1
γ
> 1. This proves theorem 1.1.
4 Proof of theorem 3.1
Before we proceed to the proof, we briefly recall the construction of the regeneration times in direction
v?. Let {θn : n ≥ 1} be the canonical time shifts on (Zd)N and, for u ≥ 0, let T v?u := inf{n ≥ 0 :
Xn · v? ≥ u}. Set Dv? := min{n ≥ 0 : Xn · v? < X0 · v?}. We define
S0 := 0, M0 := X0 · v?,
S1 := T
v?
M0+1
, R1 := D
v? ◦ θS1 + S1, M1 := sup{Xn · v? : 0 ≤ n ≤ R1},
and then we iterate for all k ≥ 1,
Sk+1 := T
v?
Mk+1
, Rk+1 := D
v? ◦ θSk+1 + Sk+1, Mk+1 := sup{Xn · v? : 0 ≤ n ≤ Rk+1}.
We can now define the regeneration times as τ1 := min{k ≥ 1 : Sk < ∞, Rk = ∞} and, for all
n ≥ 1, τn+1 := τ1(X·) + τn(Xτ1+·−Xτ1). Then ((Xi−Xτk)τk≤i≤τk+1 , τk+1− τk), k ≥ 1 are i.i.d.
under P0 and distributed as ((Xi)0≤i≤τ1 , τ1) under P0(·|Dv? =∞). In particular, for any k ≥ 0,
E0 [f ((Xi −Xτk)i≥τk , (τk+i − τk)i∈N)] ≤ CE0 [f ((Xi)i≥0, (τi)i∈N)]
for some constant C > 0 and any measurable non-negative function f . Another observation is that,
with this construction,
inf
n≥τk
Xn · v? ≥ sup
n≤τk−1
Xn · v? + 1, k ≥ 1.
We now come to the proof of theorem 3.1. Recall that F is a 1-Lipschitz function, and that by assump-
tion (S) the walk X has steps bounded by r0 ∈ N. We define, for k ∈ N,
G(n)k := σ{ωx : ‖x‖∞ ≤ r0Tn and x · v? < k}, (4.1)
and
∆
(n)
1 := E0
[
F (W (n))
∣∣∣G(n)1 ]− E0 [F (W (n))] ,
∆
(n)
k := E0
[
F (W (n))
∣∣∣G(n)k ]− E0 [F (W (n))∣∣∣G(n)k−1] , k ≥ 2. (4.2)
The ∆(n)k are martingale increments and, since X has bounded steps, we can find an integer c0 ≥
r0T such that:
E0
[
F (W (n))
∣∣ω]− E0 [F (W (n))] = c0n∑
k=1
∆
(n)
k . (4.3)
By the martingale property,
∥∥E0 [F (W (n))∣∣ω]− E0 [F (W (n))]∥∥22 = c0n∑
k=1
∥∥∥∆(n)k ∥∥∥2
2
, (4.4)
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therefore we only need to study the L2 norm of ∆(n)k .
To that end, let hk = T
v?
k−1 be the hitting time of the level k−1 in direction v? and let τˆk be the second
regeneration time strictly larger than hk. We do not take the first regeneration time because we need
to make sure that (Xτˆk −Xhk) · v? ≥ 1. Since, for all i, (Xτi+1 −Xτi) · v? ≥ 1, taking the second
regeneration times ensures this.
Define W (n,k) as the analogous of W (n) for the path obtained by concatenation of (Xi)0≤i≤hk with
(Xτˆk+i −Xτˆk)i≥1. Note that, since X has bounded steps,
sup
t≥0
∣∣∣W (n)t −W (n,k)t ∣∣∣ ≤ r0|τˆk − hk|√n . (4.5)
Moreover, (Xτˆk −Xhk) · v? ≥ 1, W (n,k) is independent of σ(ωx : k − 1 ≤ x · v? < k), and hence
∆
(n)
k = E0
[
F (W (n))− F (W (n,k))
∣∣∣G(n)k ]− E0 [F (W (n))− F (W (n,k))∣∣∣G(n)k−1] a.s. (4.6)
Fix now an integer K ≥ 4c0(E0[τ1] ∨ E0[τ2 − τ1]) and a number Mn > 0. We will partition on the
event A(n)k := {τˆk − hk ≤ Mn} ∩ {τˆk ≤ Kn} and its complement. Using the Lipschitz property of
F and (4.5)–(4.6), we obtain
E0
[
|∆(n)k |2
]
≤
∥∥∥E0 [F (W (n))− F (W (n,k)), A(n)k ∣∣∣G(n)k ]− E0 [F (W (n))− F (W (n,k)), A(n)k ∣∣∣G(n)k−1]∥∥∥2
2
+ 2r0
{
E0
[
|τˆk − hk|2
n
, τˆk − hk > Mn
]
+ E0
[
|τˆk − hk|2
n
, τˆk > Kn
]}
. (4.7)
Now we sum (4.7) on k, starting with the second terms. Let τˇk be the largest regeneration time smaller
than hk. Using τˆc0n ≤ τc0n+1 we write
c0n∑
k=1
E0
[
|τˆk − hk|2
n
, τˆk − hk > Mn
]
≤ 1
n(lnMn)
m− 1
γ
c0n∑
k=1
E0
[
|τˆk − τˇk|2 (ln |τˆk − τˇk|)m−
1
γ
]
≤ 1
n(lnMn)
m− 1
γ
c0n∑
k=1
E0
[
|τk+1 − τk−1|2(ln |τk+1 − τk−1|)m−
1
γ |(Xτk −Xτk−1) · v?|
]
≤ C
(lnMn)
m− 1
γ
E0
[
τ 22 (ln τ2)
m− 1
γ ‖Xτ1‖
]
. (4.8)
We claim that
E0
[
τ 22 (ln τ2)
m− 1
γ ‖Xτ1‖
]
<∞. (4.9)
Indeed, for integers k ≥ 2 write
P0
(
τ 22 (ln τ2)
m−1/γ‖Xτ1‖ ≥ k
)
≤ P0
(‖Xτ1‖ ≥ (ln k/c)1/γ)+ P (τ 22 (ln τ2)m−1/γ ≥ c1/γk(ln k)−1/γ) . (4.10)
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The first term in (4.10) is summable by condition (T )γ , so we only need to control the second. Let
f(x) := x(lnx)1/γ, x ∈ [e,∞). (4.11)
Then f is non-decreasing and
f
(
c1/γk(ln k)−1/γ
) ≥ c1k
for some constant c1 > 0 and all large enough k ∈ N. Furthermore, for any x ≥ e,
f
(
x2(lnx)m−1/γ
) ≤ c2x2(lnx)m
for some other constant c2 > 0. Therefore, for large enough k the second term in (4.10) is at most
P0
(
f(τ 22 (ln τ2)
m−1/γ) ≥ f(c1/γk(ln k)1/γ)) ≤ P0(τ 22 (ln τ2)m ≥ c1c2k
)
, (4.12)
which is summable since E0 [τ 22 (ln τ2)m] <∞ by the regeneration structure and our assumption on
τ1. To see this, note that, since the function f(x) = x2(lnx)m is increasing on [1,∞), f(a + b) ≤
f(2a ∨ b) ≤ f(2a) + f(2b), and f(2x) = 4x2(ln 2 + lnx)m. This finishes the proof of (4.9).
To control the sum of the third terms in (4.7), write, analogously to (4.8),
c0n∑
k=1
E0
[
|τˆk − hk|2
n
, τˆk > Kn
]
≤ C
n
c0n∑
k=1
E0
[|τk+1 − τk−1|2‖Xτk −Xτk−1‖, τk+1 > Kn]
≤ C
n
c0n∑
k=1
{
E0
[
|τk+1 − τk−1|2‖Xτk −Xτk−1‖, τk+1 − τk−1 >
Kn
2
]
+ E0
[
|τk+1 − τk−1|2‖Xτk −Xτk−1‖, τk−1 >
Kn
2
]}
≤ C
(lnn)m−1/γ
+ CE0
[|τ2|2‖Xτ1‖]P0(τc0n > Kn2
)
, (4.13)
where the last inequality is justified as follows: for the first term, perform a calculation similar to (4.7)
and, for the second, use the regeneration property and the fact that k − 1 ≤ c0n. From (4.9), we
obtain E0 [|τ2|2‖Xτ1‖] < ∞. Moreover, since τc0n is a sum of c0n independent random variables
with bounded second moment and first moment bounded by K/(4c0), we have
P0
(
τc0n >
Kn
2
)
≤ P0
(
τc0n − E0[τc0n] >
Kn
4
)
≤ C
n
. (4.14)
Now set ∆˜(n)k :=
E0
[
F (W (n))− F (W (n,k)), A(n)k
∣∣∣G(n)k ] − E0 [F (W (n))− F (W (n,k)), A(n)k ∣∣∣G(n)k−1] . (4.15)
To control the sum on k of the first terms in (4.7) means to control the sum of ‖∆˜(n)k ‖22. We decompose
these terms as follows. Let
H(n)1 := {x : ‖x‖∞ ≤ r0Tn and x · v? < 1},
H(n)k := {x : ‖x‖∞ ≤ r0Tn and k − 1 ≤ x · v? < k}, k ≥ 2.
(4.16)
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WriteH(n)k = {z1, . . . , zN} where N := |H(n)k |, and let
G(n)k,0 := G(n)k−1,
G(n)k,j := G(n)k−1 ∨ σ{ωzi : i ≤ j}, j = 1, . . . , N.
(4.17)
We have
∆˜
(n)
k =
N∑
j=1
∆˜
(n)
k,j (4.18)
where ∆˜(n)k,j :=
E0
[
F (W (n))− F (W (n,k)), A(n)k
∣∣∣G(n)k,j ]− E0 [F (W (n))− F (W (n,k)), A(n)k ∣∣∣G(n)k,j−1] (4.19)
are still martingale increments. Thus
‖∆˜(n)k ‖22 :=
N∑
j=1
‖∆˜(n)k,j ‖22. (4.20)
Let hzj be the hitting time of a point zj ∈ H(n)k . Note that, on A(n)k , if hzj ≥ Kn then hzj =∞, and
on the latter event the integrands in (4.19) do not depend on ωzj . Hence
∆˜
(n)
k,j = E0
[
F (W (n))− F (W (n,k)), A(n)k , hzj < Kn
∣∣∣G(n)k,j ]
− E0
[
F (W (n))− F (W (n,k)), A(n)k , hzj < Kn
∣∣∣G(n)k,j−1] . (4.21)
By the Lipschitz property of F , (4.5) and the definition of A(n)k , we have
|∆˜(n)k,j | ≤ r0
Mn√
n
(
P0
(
hzj < Kn
∣∣∣G(n)k,j )+ P0 (hzj < Kn ∣∣∣G(n)k,j−1)) , (4.22)
and thus, by the Cauchy-Schwartz inequality,
‖∆˜(n)k,j ‖22 ≤ 2r20
M2n
n
E0
[
P0
(
hzj < Kn
∣∣ω)2] . (4.23)
Summing (4.23) on j and k and using (4.20), we get
c0n∑
k=1
‖∆˜(n)k ‖22 ≤ C
M2n
n
c0n∑
k=1
∑
z∈H(n)k
E0
[
P0 (hz < Kn |ω)2
]
= C
M2n
n
E0 [QKn] , (4.24)
whereQn is the number of intersections of two independent copies of the walkX in the same random
environment as defined in (3.1).
Finally, gathering the results in (4.4), (4.7)–(4.9), (4.13)–(4.14) and (4.24), we conclude∥∥E0 [F (W (n))∣∣ω]− E0 [F (W (n))]∥∥22
≤ C
{
1
(lnMn)
m− 1
γ
+
1
(lnn)m−
1
γ
+
1
n
+
M2n
n
E0 [QKn]
}
. (4.25)
Taking Mn = nδ/2, we obtain theorem 3.1.
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5 Proof of theorem 3.2
We want to bound E0 [Qn], where Qn represents the number of intersections of two independent
copies of X in the same random environment ω up to time n. We note X and X˜ the two independent
walks driven by a common environment, then (recall (3.1))
E0 [Qn] = E0,0
[
|X[0,n) ∩ X˜[0,n)|
]
.
In this section, we will reduce to v? = ei for convenience. This is possible because we will not make
use of the integrability condition on τ1, and because the (T )γ hypothesis still holds for all all ei such
that v? · ei > 0 thanks to the following result:
Proposition 5.1 (Theorem 2.4 of [5]). Consider a RWRE in an elliptic i.i.d. environment. Let l ∈
Rd \ {0}. Then for all 0 < γ ≤ 1 the following are equivalent.
(i) Condition (T )γ is satisfied in direction l.
(ii) There is an asymptotic direction v such that l · v > 0 and for every l′ such that l′ · v > 0 one
has that (T )γ is satisfied in direction l′.
Proof. This result appears as theorem 2.4 of [5]. It is primarily a consequence of theorem 1 of [12],
that gives the existence of an asymptotic direction under (T )γ , and of theorem 1.1 of [16]. Theorem
1.1 of [16] is stated in the uniformly elliptic case, but the proof does not depend on it.
We define the backtracking times β and β˜ for the walks X and X˜ as β = inf{n ≥ 1 : Xn · v? <
X0 · v?} and β˜ = inf{n ≥ 1 : X˜n · v? < X˜0 · v?}. When the walks are on a common level, their
difference lies in the hyperplane Vd = {z ∈ Zd : z · v? = 0}.
5.1 Construction of joint regeneration times
Lemma 7.1 of [10] gives us that from a common level, there is a uniform positive probability η for
simultaneously never backtracking:
Lemma 5.2 (Lemma 7.1 of [10]). Assume v? transience and the bounded step hypothesis (S). Then
η = inf
x−y∈Vd
Px,y(β ∧ β˜ =∞) > 0.
We now introduce some additional notations. Set γl = inf{n ≥ 0 : Xn · v? ≥ l} and γ˜l = inf{n ≥
0 : X˜n · v? ≥ l} the reaching times of level l in direction v?.
Let h be the following greatest common divisor:
h := gcd{l ≥ 0 : P(∃n : Xn · v? = l) > 0}. (5.1)
Following the steps of [10], we get the following bound on joint fresh levels of two walks reached
without backtracking:
Lemma 5.3 (Lemma 7.4 of [10]). There exists a finite l2 such that we can find a constant c > 0
satisfying: uniformly over all x and y such that x · v?, y · v? ∈ [0, r0|v?|] ∩ hZ,
Px,y
(
∃i : ih ∈ [0, l2h], Xγih · v? = X˜γ˜ih · v? = ih, β > γih, β˜ > γ˜ih
)
≥ c.
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We denote by τk and τ˜k the regeneration times in direction v? for the walks X and X˜ (see [13] for
their explicit construction). We will now define the joint regeneration level of the two walks. For this, we
cannot use the construction of [10], because it would not give a condition similar to condition (T )γ for
the joint regeneration times, and we need such a condition later in the proof.
We then adapt their method, and begin by defining some new walks. They consist mainly in a time-
change of the walks X and X˜ , that ßtops"the walk that is the most advanced in direction v?, until the
other walk outdistances it. Concretely, we construct the walks X and X˜ and the times xk and x˜k as
follows: X0 = X0, X˜0 = X˜0, x0 = x˜0 = 0 and
xk+1 = xk + 1{maxi≤k(Xi·v?)≤maxi≤k(X˜i·v?)}
x˜k+1 = x˜k + 1{maxi≤k(Xi·v?)>maxi≤k(X˜i·v?)}
Xk+1 = Xxk+1
X˜k+1 = X˜x˜k+1
.
Note that by construction, only one of the walks X and X˜ moves at each step: at the n-th step, only
the walk which corresponds to the smaller value between maxi≤n{X i · v?} and maxi≤n{X˜ i · v?}
moves.
We can now adapt the construction of [10] to those new walks. Set γ
l
= inf{n ≥ 0 : Xn · v? ≥ l},
γ˜
l
= inf{n ≥ 0 : X˜n · v? ≥ l}, β = inf{n ≥ 1 : Xn · v? < X0 · v?} and β˜ = inf{n ≥ 1 :
X˜n · v? < X˜0 · v?}. We suppose that X and X˜ start on a common level λ0 ∈ hZ (where h is as in
(5.1)). We then define
J =
{
sup{X i · v?, X˜ i · v? : i ≤ β ∧ β˜}+ h if β ∧ β˜ <∞
∞ if β ∧ β˜ =∞
and
λ =
{
inf{l ≥ J : Xγ
l
· v? = X˜ γ˜
l
· v? = l} if J <∞
∞ if J =∞ .
In the case λ <∞, λ represents the first common fresh level after one backtrack. The case λ =∞
means that neither walk backtracked. We then define λ1 the first common fresh level strictly after λ0:
λ1 := inf{l ≥ λ0 + h : Xγ
l
· v? = X˜ γ˜
l
· v? = l}.
Lemma 5.3 (which adapts immediately to the walks X and X˜) ensures that λ1 <∞.
We then construct λn recursively for n ≥ 2 as follows: if λn−1 < +∞, we set
λn := λ ◦ θγλn−1 ,γ˜λn−1
where θm,n represents the shift of sizes m and n on the pairs of paths.
For all n ≥ 1, we say there is a joint regeneration at level λn if λn+1 = ∞. It gives the following
definition of the first joint regeneration level:
Λ := sup{λn : λn <∞}.
By construction, lemmas 5.2 and 5.3 also give that Λ <∞ a.s.. It allows to define the joint regenera-
tion times for the walks X and X˜ :
(µ1, µ˜1) = (γΛ, γ˜Λ).
We then get recursively the sequence:
(µi+1, µ˜i+1) = (µi, µ˜i) + (µ1, µ˜1) ◦ θµi,µ˜i .
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Remark 5.1. We could also define the joint regeneration times (µk, µ˜k) as µ0 = µ˜0 = 0 and:
(µk+1, µ˜k+1) := inf
n,m
{(τn, τ˜m) : τn > µk, τ˜m > µ˜k, Xτn · v? = X˜τ˜m · v?}, (5.2)
and the first joint regeneration level as:
Λ = Xµ1 · v? = X˜µ˜1 · v?.
Those two definitions are equivalent, the interest of our previous construction by stages being that it
will be easier to handle in the proofs. It also appears that the first joint regeneration level corresponds
to the first level for which both walks X and X˜ hit this level and regenerate.
We will now show that those joint regeneration times give us a bound similar to condition (T )γ . This
will be the aim of the two following lemmas.
Lemma 5.4. For all m, p ≥ 1, there exists a constant 0 < Cp <∞ depending only on p such that:
sup
x,y∈Vd
Px,y(Λ > m) ≤ Cpm−p.
Proof. The proof is very similar to the proof of lemma 7.5 in [10]. We first remark that the walks X
and X˜ follow exactly the same paths as X and X˜ , and therefore Xγi = Xγ
i
and X˜γ˜i = X˜ γ˜
i
for all
i. It means that we can replace X and X˜ by X and X˜ with no modification of the proof.
The only difference remaining is that in [10], they need the regeneration times τi and τ˜i to have finite
p-moments (which means they need p ≤ p0) to get the bound
Pz,z˜
(m
2n
< Mβ∧β˜ + h <∞
)
≤ C
( n
m
)p
(5.3)
for all z · v? = z˜ · v? = 0, where Mβ∧β˜ = sup{Xi · v? : i ≤ β ∧ β˜}.
We will obtain this bound differently here, for all p ≥ 1 and for Mβ∧β˜ = sup{X i · v? : i ≤ β ∧ β˜}.
This is the reason why we had to introduce the walks X and X˜ : on the event β ∧ β˜ < ∞, thanks to
our construction, we get
Mβ∧β˜ + h = sup{Xn · v? : n ≤ β ∧ β˜}+ h
≤ C
(
sup
0≤n≤τ1
Xn · v? + sup
0≤n≤τ˜1
X˜n · v?
)
≤ C
(
sup
0≤n≤τ1
‖Xn‖+ sup
0≤n≤τ˜1
‖X˜n‖
)
= C
(
sup
0≤n≤τ1
‖Xn‖+ sup
0≤n≤τ˜1
‖X˜n‖
)
.
The first inequality holds because | sup{Xn · v? : n ≤ β ∧ β˜} − sup{X˜n · v? : n ≤ β ∧ β˜}| ≤ r0
by construction. Then if β ∧ β˜ = β, it means β ∧ β˜ ≤ τ 1 and we bound by the first term of the sum,
else it means β ∧ β˜ ≤ τ˜ 1 and we bound by the second term.
Markov’s inequality and condition (T )γ then give us the equivalent of the bound (5.3) for all p ≥ 1.
This concludes the proof.
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Lemma 5.5. For all p ≥ 1,
sup
y∈Vd
E0,y
[(
sup
0≤n≤µ1
‖Xn‖
)p]
<∞.
Proof. Let x, y ∈ Vd. Set K the integer that satisfies µ1 = τK . By the triangle inequality, we get:(
sup
0≤n≤µ1
‖Xn‖
)p
≤
(
K∑
k=1
sup
τk−1≤n≤τk
‖Xn‖
)p
.
Holder’s inequality gives:(
sup
0≤n≤µ1
‖Xn‖
)p
≤ Kp−1
K∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)p
.
Then
E0,y
[(
sup
0≤n≤µ1
‖Xn‖
)p]
≤ E0,y
[
+∞∑
j=1
1K=jjp−1
j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)p]
=
+∞∑
j=1
jp−1E0,y
[
1K=j
j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)p]
≤
+∞∑
j=1
jp−1E0,y
[
12K=j
] 1
2 E0
( j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)p)2 12
where we used Cauchy-Schwarz in the last inequality.
Since, by Hölder’s inequality,(
j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)p)2
≤ j
j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)2p
,
we get:
E0
( j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)p)2 ≤ jE0
 j∑
k=1
(
sup
τk−1≤n≤τk
‖Xn‖
)2p
≤ Cj2E0
[(
sup
0≤n≤τ1
‖Xn‖
)2p]
≤ C ′j2
where C ′ <∞ thanks to condition (T )γ and does not depend on y.
We then obtain
E0,y
[(
sup
0≤n≤µ1
‖Xn‖
)p]
≤
+∞∑
j=1
CjpE0,y [1K=j]
1
2
=
+∞∑
j=1
CjpP0,y [K = j]
1
2 .
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As µ1 = τK , we get K ≤ hΛ. Lemma 5.4 then allows us to conclude: for all q ≥ 1
P0,y [K = j] ≤ P0,y [hΛ ≥ j] ≤ Cq( j
h
)−q,
where we recall that the bound is uniform on y ∈ Vd, and
E0,y
[(
sup
0≤n≤µ1
‖Xn‖
)p]
≤
+∞∑
j=1
Cjp(
j
h
)−
q
2
=
+∞∑
j=1
C ′jp−
q
2 .
This sum is finite for q big enough. This concludes the proof.
5.2 Markovian structure and coupling
We will now show that for Yi := X˜µ˜i − Xµi , (Yi)i≥1 is a Markov process. Then we will construct a
coupling to control its transitions.
Proposition 5.6. Set x, y ∈ Vd. Under Px,y, the process (Yi)i≥1 = (X˜µ˜i − Xµi)i≥1 is a Markov
chain on Vd, with transition probabilities given by:
q(x, y) = P0,x
(
X˜µ˜1 −Xµ1 = y|β = β˜ =∞
)
.
The Markov chain only starts from X˜µ˜1 −Xµ1 , because we do not know if β = β˜ =∞ after X0 and
X˜0.
Proof. This proposition is very close from proposition 7.7 in [10]. The proof follows exactly the same
steps, as our modification of the regeneration structure preserves the independence property of the
regeneration slabs.
We now compare Yi to a random walk obtained similarly, but with the joint regeneration times of two
independent walks in independent environments (instead of in the same environment). We consider a
pair of walks (X,X) of law P0 ⊗ Pz, with z ∈ Vd. We denote by β and β the backtracking times of
X and X , and we construct the joint regeneration times (ρi, ρi)i≥1 in the same manner as we did for
(µi, µ˜i)i≥1 (the only difference being that (X, X˜) were evolving in the same environment, whereas
(X,X) are in independent environments). Now, set Y i := Xρi −Xρi .
Proposition 5.7. The process (Y i)i≥1 = (Xρi −Xρi)i≥1 is a Markov chain on Vd, and its transition
probabilities satisfy:
q(x, y) = P0 ⊗ Px
(
Xρ1 −Xρ1 = y|β = β =∞
)
= P0 ⊗ P0
(
Xρ1 −Xρ1 = y − x|β = β =∞
)
= q(0, y − x)
= q(0, x− y).
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Proof. This proposition is similar to proposition 7.8 of [10]. The proof follows exactly the same steps,
as our modification of the regeneration structure preserves the independence property of the regen-
eration slabs.
As in lemma 7.9 of [10], this allows to prove that for all z, w such that q(z, w) > 0, we also get
q(z, w) > 0.
In the following, we will detach the notations Yi and Y i from their definitions in terms of X, X˜,X . We
will then use (Yi) and (Y i) to represent the canonical Markov chains of transition probabilities q and
q. This allow to construct the following coupling:
Proposition 5.8. The probability transitions q(x, y) for Y and q(x, y) for Y can be coupled in such a
way that, for all x ∈ Vd, x 6= 0, for all p ≥ 1
Px,x(Y1 6= Y 1) ≤ Cp|x|−p,
where Cp is a finite positive constant independent of x.
Proof. We proceed as in the proof of proposition 7.10 in [10] and construct a coupling of three walks
(X, X˜,X) such that the pair (X, X˜) has distribution Px,y and the pair (X,X) has distribution PxPy.
For this, we take as before two independent walks (X, X˜) that evolve in a common environment
ω. We take another environment ω independent of ω, and construct the walk X as follows. We set
X0 = X˜0, then X moves according to the environment ω on the sites {Xk : 0 ≤ k < ∞} and
according to the environment ω on all other sites. Furthermore,X is coupled to agree with X˜ until the
time T = inf{n ≥ 0 : Xn ∈ {Xk : 0 ≤ k <∞}} when it hits the path of X .
The details of the construction of this coupling, and the verification that X and X are independent
works exactly as in the proof of proposition 7.10 in [10], we will then omit this part here.
We then construct the joint regeneration times as before: (µ1, µ˜1) for (X, X˜) and (ρ1, ρ1) for (X,X).
It allows to define the paths of the walks stopped at their respective joint regeneration times:
(Γ,Γ) :=
(
(X0,µ1 , X˜0,µ˜1), (X0,ρ1 , X0,ρ1)
)
.
Notice that when the sets X[0,µ1∨ρ1) and X˜[0,µ˜1) ∪ X [0,ρ1) are disjoint, we get by construction that
the paths X0,µ˜1∨ρ1 and X˜0,µ˜1∨ρ1 are identical. This implies (µ1, µ˜1) = (ρ1, ρ1) and (Xµ1 , X˜µ˜1) =
(Xρ1 , Xρ1).
The following lemma gives us an estimate on this event. This is a point where our proof differs from
the one in [10].
Lemma 5.9. For all x, y such that x− y ∈ Vd and x 6= y, for all p ≥ 1,
Px,y
(
X[0,µ1∨ρ1) ∩ (X˜[0,µ˜1) ∪X [0,ρ1)) 6= ∅
)
≤ Cp|x− y|−p.
Proof. We get
Px,y
(
X[0,µ1∨ρ1) ∩ (X˜[0,µ˜1) ∪X [0,ρ1)) 6= ∅
)
≤ Px,y
(
sup
0≤n≤µ1
‖Xn − x‖ ∨ sup
0≤n≤ρ1
‖Xn − x‖ ∨ sup
0≤n≤µ˜1
‖X˜n − y‖ ∨ sup
0≤n≤ρ1
‖Xn − y‖ > |x− y|
2
)
.
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Indeed, if the walk X intersects with X˜ , it also intersects with X because of the coupling. Such an
intersection means that either the walk X covered more than half the initial distance before µ1 ∨ ρ1,
or X˜ and X did before µ˜1 respectively ρ1.
Lemma 5.5, extended to cover the case of (ρ1, ρ1), then give us the Cp|x− y|−p bound. It concludes
the proof of the lemma.
This proves that for all p ≥ 1,
Px,y
(
Γ 6= Γ) ≤ Cp|x− y|−p.
The following of the proof (taking care of the conditioning on no backtracking) works again exactly as
in the end of the proof of proposition 7.10 in [10], replacing their particular p0 by any p. We will then
omit this part here.
5.3 Bound on the number of common points
We now return to the proof of the bound of E [Qn], where Qn represents the number of intersections
of two independent copies of X in the same random environment ω up to time n.
The use of the joint regeneration times allow us to write:
E0,0
[
|X[0,n) ∩ X˜[0,n)|
]
≤
n−1∑
i=0
E0,0
[
|X[µi,µi+1) ∩ X˜[µ˜i,µ˜i+1)|
]
.
The term i = 0 is a finite constant thanks to lemma 5.5. Indeed, the number of common points is
bounded by the number of points y such that ‖y‖ ≤ sup0≤n≤µ1 ‖Xn‖.
For each 0 < i < n, we use the same decomposition into pairs of paths as in [10]. It gives:
E0,0
[
|X[µi,µi+1) ∩ X˜[µ˜i,µ˜i+1)|
]
=
∑
x1,y1
P0,0(Xµi = x1, X˜µ˜i = y1)Ex1,y1
[
|X[0,µ1) ∩ X˜[0,µ˜1)||β = β˜ =∞
]
.
We can get bounds on this conditional expectation:
Ex1,y1
[
|X[0,µ1) ∩ X˜[0,µ˜1)||β = β˜ =∞
]
≤ η−1Ex1,y1
[
|X[0,µ1) ∩ X˜[0,µ˜1)|
]
≤ CEx1,y1
[(
sup
0≤n≤µ1
‖Xn −X0‖
)d
1X[0,µ1)∩X˜[0,µ˜1) 6=∅
]
≤ CEx1,y1
[(
sup
0≤n≤µ1
‖Xn −X0‖
)2d] 12
Px1,y1
[
X[0,µ1) ∩ X˜[0,µ˜1) 6= ∅
] 1
2
≤ C ′ ((1 ∨ |x1 − y1|)−2p) 12
= C ′(1 ∨ |x1 − y1|)−p
= hp(x1 − y1)
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where we used successively lemma 5.2, the bound on the number of common points by the number of
points y such that ‖y‖ ≤ sup0≤n≤µ1 ‖Xn‖, the Cauchy-Scharz inequality and lemmas 5.5 and 5.9.
On the last line, we used the definition:
hp(x) := C
′(1 ∨ |x|)−p.
Inserting this in the precedent equalities gives: for any p ≥ 1,
E0,0
[
|X[µi,µi+1) ∩ X˜[µ˜i,µ˜i+1)|
]
≤ E0,0
[
h(X˜µ˜i −Xµi)
]
=
∑
x
P0,0(X˜µ˜1 −Xµ1 = x)
∑
y
qi−1(x, y)hp(y)
where the last equality is obtained thanks to the Markov property of proposition 5.6.
We now want to use the following proposition:
Proposition 5.10 (Theorem A.1 in [10]). Let S be a subgroup of Zd. Set Y = (Yk)k≥0 be a Markov
chain on S with transition probabilities q(x, y). Set Y = (Y k)k≥0 be a symmetric random walk on S
with transition probabilities q(x, y) = q(y, x) = q(0, y − x).
We make the following assumptions:
(A.i) The walk Y has a finite third moment: E0(|Y 1|3) <∞.
(A.ii) Set Ur := inf{n ≥ 0 : Yn /∈ [−r, r]d} the time needed for the Markov chain Y to exit a cube
of size 2r + 1. Then there is a constant 0 < K <∞ such that for all r ≥ 1,
sup
x∈[−r,r]d
Ex(Ur) ≤ Kr.
(A.iii) Set Y = (Y 1, . . . , Y d). For every i ∈ {1, . . . , d}, if the one-dimensional random walk Y i is
degenerate in the sense that q(0, y) = 0 for yi 6= 0, then so is Y i in the sense that q(x, y) = 0
whenever xi 6= yi. It means that any coordinate that can move in the Y chain somewhere in
space can also move in the Y walk.
(A.iv) For all x 6= 0, we can couple the transition probabilities q and q to satisfy: for all p ≥ 1,
Px,x(Y1 6= Y 1) ≤ C|x|−p,
with 0 < C <∞ independent of x.
Now take h a function on S such that for p0 ≥ 1, 0 ≤ h(x) ≤ C(1 ∨ |x|)−p0 with C a finite positive
constant.
Then there are constants 0 < C <∞ and 0 < η < 1
2
such that for all n ≥ 1 and z ∈ S,
n−1∑
k=0
Ez(h(Yk)) =
∑
y
h(y)
n−1∑
k=0
Pz(Yk = y) ≤ Cn1−η.
Furthermore, 1− η can be taken arbitrarily close to 1
2
if we take p0 big enough.
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We will prove that our Markov Chains satisfy assumptions (A.i), (A.ii), (A.iii) and (A.iv) of this
theorem. Assumption (A.i) follows from lemma 5.5, which gives E0,x(|Xρk |p) + E0,x(|Xρk |p) <∞
for all p. It implies E0(|Y 1|3) < ∞ as needed. Assumption (A.iii) follow from the fact that for all
z, w such that q(z, w) > 0, we also get q(z, w) > 0. Assumption (A.iv) is directly deduced from
proposition 5.8.
It only remains to check assumption (A.ii). We proceed as in lemma 7.13 of [10]. Their proof (includ-
ing their Appendix C) remains unchanged by our new definition of regeneration times.
As hp also satisfies the hypothesis of this theorem (for p0 = p), we get constants 0 < C < ∞ and
0 < η < 1
2
such that for all x ∈ Vd and n ≥ 1,
n−1∑
i=1
∑
y
qi−1(x, y)hp(y) ≤ Cn1−η.
Inserting this back in the previous inequalities, we finally get: for all p ≥ 1, we get constants 0 < C <
∞ and 0 < η < 1
2
such that
E [Qn] ≤ Cn1−η ∀ n ∈ N.
Since this holds for any p ≥ 1, the constant 1 − η can be made as close to 1
2
as desired. This
concludes the proof of theorem 3.2.
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