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I. INTRODUCTION

I
NCREASING attention has been recently devoted in the research community to the robust transmission of multimedia streams over error prone networks. Typical scenarios include wireless telephony and distributed networking. When transmitting multimedia, however, it may be useless to achieve robustness by resorting to retransmission of the lost data, simply because they will arrive too late. A return channel may also be not available or inconvenient to use, as in broadcast or satellite communications. Moreover, using error correction techniques may not help when some packets are actually dropped because of congestion or when one of the different paths used to send the bit stream, as in layered coding, totally fails. Recently, multiple description (MD) coding was proposed in order to recover an approximation of the original signal from a degraded description of the source. The idea is to send a redundant description of a single source to the receiver and be able to reconstruct the transmitted data when part of this information is lost. MD coding comprises a very wide range of techniques such as multiple description quantization [1] , correlating transforms [2] - [5] , Forward Error Correction (FEC) coding [6] , and redundant basis (frames) [7] - [9] . For a more complete overview of MD techniques, see, for example, the introductory article [10] and references within. In frame-based MD, the input signal is analyzed with a redundant filterbank. One possible way to obtain a redundant filterbank is by oversampling the filter outputs in a subband analysis system, but other designs are certainly possible [11] . To illustrate the potentiality of frame-based coding, we anticipate here an MD coding scheme for images considered as an illustrative example in the experimental section. The filterbank has five channels, followed by factor 2 subsampling in the row and column directions. In particular, four subimages with dimension 1/4 are obtained of that of the original image, by taking even/odd samples in each row/column. An additional subimage is obtained by lowpass filtering and subsampling by a factor 2 in the row and column directions. The coding scheme has a redundancy 5/4. The fifth image in this scheme plays the role of a "parity check" image, as in MD FEC coding, which is a recently proposed technique where redundancy is added across packets of different descriptions of the source [6] . Frame-based MD coding, however, has the possible advantage that each of the descriptions is meaningful in itself and can be used to improve signal reconstruction, even when "exact" recovery is not possible [10] . The problem of signal reconstruction can be solved by recognizing that analysis with a redundant filterbank can be interpreted as the computation of the input signal components with respect to a redundant basis of functions, given by the time reversed and appropriately translated versions of the analysis filter impulse responses. Under weak hypotheses, such a set of functions constitute a frame [11] . General theorems of frame theory ensure that the original signal can be reconstructed in an optimal least square sense by linearly combining a set of suitable signals (such a set is known as the dual frame), using as coefficients the outputs of the analysis filterbank. It can be shown that this is the infinite-dimensional counterpart of solving an overdetermined linear system by means of the pseudo-inverse [12] . 1 It is possible to show that the dual frame corresponding to a redundant filterbank also has a filterbank structure [11] .
In the presence of coefficient losses, one can pretend that the input signal is analyzed with the subframe corresponding to a proper subset of the analysis functions. The problem is therefore to compute, possibly in an efficient way and with a low delay, the reconstruction given by the corresponding dual frame at the receiver, i.e., to compute the output of the pseudo-inverse of the analysis linear operator after random losses. Note that the dual frame depends on the loss pattern so that it cannot be precomputed, and, unfortunately, it happens that it no longer has a filter-bank structure. Moreover, to our knowledge, the existing algorithms for the dual frame computation require knowledge of the complete loss pattern and are based on the explicit computation of the pseudo-inverse of the matrix corresponding to the analysis operator [12] or on iterative algorithms, as in [13] . This can make the problem totally impractical for many applications. As an example, analysis of a 512 512 image via a redundant filterbank corresponds to an analysis operator with frame elements, and direct computation of the pseudo-inverse after some coefficient loss is simply impossible. The solution could be to process the signal into independent blocks. Unfortunately, this approach is not optimal since analysis with a generic filterbank is more general and can lead to better performance than block processing. Moreover, for one-dimensional (1-D) signals like audio or voice, there is no natural division of the input into segments.
Although it is intuitive that if the original frame corresponds to finite impulse response (FIR) analysis and synthesis filterbanks, any coefficient loss should locally perturb the structure of the synthesis operator, the analysis of how exactly this happens, and the design of appropriate reconstruction algorithms is indeed not obvious and constitutes the contribution of this paper. In particular, after analyzing the problem in full detail, we propose a novel algorithm for the computation of the reconstruction given by the dual frame, which can be implemented with reasonable complexity and allows for low-delay reconstruction of the input stream. Our scheme puts in front of the standard filterbank synthesis stage a restoration stage that recovers, whenever possible, the missing coefficients from the received ones, "hiding" the losses to the original synthesis filterbank. It can be shown that this is the equivalent of using the dual of the subframe corresponding to the packet losses. From a mathematical point of view, this corresponds to building the pseudo-inverse of the lossy analysis operator. We show that the proposed solution can be implemented with reasonable complexity in practical schemes. Moreover, the proposed procedure permits the recovery of the missing coefficients as soon as enough information is received, independently from the knowledge of the loss pattern in future samples, thus permitting low-delay reconstruction of the input stream.
The paper structure is as follows. In Section II, we recall some notions about frames and filterbanks; in Section III, we discuss the problem of computing the dual frame in presence of coefficient loss; in Section IV, we describe our solution for general frames; and in Section V, we thoroughly analyze the implementation details of such a solution. The computational complexity is analyzed in Section VI. Section VII shows some experimental results, and finally, Section VIII gives the conclusions.
II. PRELIMINARY REMARKS
A. Oversampled Filterbanks and Frames
A possible way to achieve some resilience against coefficient losses is to code signal with a redundant filterbank (1) where is the impulse response of the th channel, and . It is intuitive that the redundancy in allows one to reconstruct , even if some coefficients are lost. The main question with this approach is how to reconstruct from the quantized version of . A key observation is that (1) can be interpreted as a scalar product between the input sequence and the analysis function . In operator form, we can write . Since within very weak hypotheses, function set is a frame [11] , [13] , one can exploit well-known results from frame theory to analyze the filterbank (1). More specifically, frame theory allows us to say that the least square solution to the reconstruction problem (i.e., the signal such that has minimum norm) can be computed as
where and, consequently, . Operator is called the pseudo-inverse of , and set is called the dual frame of [13] . The least square property of descends easily from the fact that is the orthogonal projection of onto Im [12] . It can be shown that in the specific case of a redundant filterbank, (2) can be implemented by means of a synthesis filterbank with suitable impulse responses such that [11] . If both the analysis and synthesis filterbank are FIR, the frame will be said to be a doubly FIR frame.
A final word about notation: Thus far, frame elements have been indexed with two indexes since such a convention is quite natural with filterbank-based frames. Although such frames are maybe the most important for practical applications, the results of this paper apply to general frames where the two-index notation is meaningless and a single index one as in is more natural. Because of this, in this paper, we will alternatively use one notation or the other, depending on convenience. More precisely, in Section IV, which refers to general frames, we will use the one-index notation, whereas in Sections III and V, which are about oversampled filterbanks, we will use the two-index notation.
III. PROBLEM STATEMENT AND MOTIVATION
A. Reconstruction in Presence of Coefficient Loss
To precisely state the problem solved in this paper, it is worth it to recall some well-known facts about frame reconstruction.
Let be the set of the indexes of the lost coefficients, and let . From a mathematical point of view, the sequence of received coefficients can be considered as a function from to (that is, an element of ), which agrees with on , or more formally, the sequence of received coefficients is the restriction of to . We will denote such a restriction with . Actually, in the following, we will identify with the space of the sequences of , which are zero on . With such a position, the coefficient loss can be mathematically represented by operator
It is immediate to see that is an orthogonal projection and that , where is the analysis operator relative to . Frame theory grants that if is still a frame, is the least square reconstruction from the received coefficients, i.e., the unique vector that minimizes . It may happen in practice that losses are so numerous that becomes incomplete, i.e., that Ker . Although, even in this case, vector minimizes , such an optimal solution is not unique since one could add to any vector of Ker without changing . The pseudo-inverse solution solves such an ambiguity by choosing as the minimum norm vector best describing the received coefficients, i.e., the vector that minimizes and is orthogonal to Ker . It may be questionable, however, that such a choice is the best choice for applications such as image and video coding since the minimum norm solution could not be meaningful (see Section VII-B in the experimental results section). In these cases, it may suffice to detect that is incomplete and apply a perceptually consistent concealment on unrecoverable parts.
In the following, we will call, for notational convenience, Im and Im the images of, respectively, operators and (that is, the set of the sequences of coefficients that can be obtained by analyzing any signal with and ). We will consider to be a subspace of , similarly to the case of .
B. Coefficient Loss Consequences
The goal of this paper is to present, after frame analysis, an efficient algorithm for signal reconstruction in the presence of generic coefficient loss. In order to understand why this problem is not entirely trivial, it is worth it to analyze the consequences of coefficient loss in a specific example.
Consider an orthogonal four-channel single-overlapping cosine-modulated filterbank (whose filters have length 8), oversampled with a factor 2. Write the action of the synthesis filterbank as a matrix-vector product [14] . . . 
The "footprint" of the matrix in (4) is shown in Fig. 1(a) , where each entry that is not identically zero is marked with a dot. Note the footprint "regular" shape, due to the filterbank structure of the dual frame. It is worth observing that from the footprint, one can deduce which coefficients are necessary in order to recover a given input sample. More precisely, if there is a dot in position at row and column , it follows that coefficient is necessary in order to reconstruct . Suppose now that coefficients and are lost, and let be the set of their indexes. In this case, from the receiver point of view, it is like signal was analyzed with the subframe . Since is still a frame, can be reconstructed by using the dual frame of , whose footprint is shown in Fig. 1(b) . Note the irregular shape of the footprint, due to the fact that the new dual no longer has a filterbank structure. Moreover, it is clear from Fig. 1(b) that the support of the new dual functions is larger than the support of the old ones. For example, while with the original frame we needed only the coefficients from to in order to reconstruct , we now need the coefficients from to .
C. Problem Statement
It should be clear from the example given in Section III-B that reconstructing from a subset of the coefficients is not entirely trivial. Of course, without using the results of this paper, it is always possible to collect all the coefficients and successively compute the dual frame, maybe using some efficient algorithm [13] . However, in a low-delay application such as video transmission, it may be not possible to wait for all the coefficients before beginning the decoding operation. Moreover, even if the filterbank (2) has an efficient implementation (e.g., it is a modulated filterbank), if the dual frame is recomputed from scratch in case of coefficient loss, such a fast implementation cannot be used.
It is clear that from an applicative point of view, it would be interesting to find 1) a receiver structure that allows for an efficient reconstruction via the dual frame, even in presence of coefficient losses; 2) a practical way to check if is still a frame and, if it is not, to use an appropriate reconstruction technique on those parts of , which cannot be recoverable.
In Section IV, we show how such problems can be solved by placing in front of the synthesis filterbank (2) a restoration stage (mathematically represented by a restoring operator ) that recovers, if is a frame, the missing coefficients from the received ones. In other words, the restoration stage "hides" the losses to the synthesis filterbank, decoupling it from the actual received stream.
More precisely, we are going to give a solution to the following problem.
Problem 1: Given a loss pattern , do the following.
1) Find a restoring operator such that minimizes
2) Check if is complete, and if it is not, find a basis of Ker . Note that when is still a frame, the first point is equivalent to requiring (6) while if is not complete, the first point of Problem 1 is weaker than (6) since it puts no constraints on how the ambiguity due to Ker is solved. If, for some reason, the solution orthogonal to Ker is desired, one can multiply by the projection over the orthogonal complement of Ker , which can easily be obtained by exploiting the basis of Ker obtained at the second point of Problem 1. Note that from the knowledge of a basis of Ker , one can determine which samples of cannot be recovered.
In the following, we are going to solve Problem 1 on two levels: In Section IV, we find the mathematical expression of in (6) and show that it solves Problem 1; in Section V, we show how to implement efficiently operator .
We also consider in Appendix B an alternative approach that computes the pseudo-inverse by acting on blocks of coefficients of directly. This more intuitive approach, however, has a greater computational complexity than the proposed algorithm, as shown in Appendix B.
IV. RESTORING OPERATOR
Since the results we are going to present hold for generic frames and not only for filterbank-structured ones, in the following, we will use the one-index notation .
In order to find the restoring operator, it is instrumental to express the missing as a linear combination of the known ones by exploiting the fact that and are dual frames. To such an end, it is useful to characterize the sequences that can be obtained from the application of .
Lemma 1: Sequence belongs to (that is, there is such that ) if and only if for every (7) Proof: It suffices to show that the sum in (7) is the projection over ; indeed (8) Since is the projection over , the thesis follows. Equation (7) can be exploited to recover the lost coefficients. Suppose , and rewrite (7) by splitting the sum (9) By defining (possibly infinite) matrices and (with and ) (9) (there is one equation for each ) can be rewritten as (10) where, coherently with the notation introduced in Section III-A, and are the restrictions of to, respectively, and . If is invertible, (10) can be solved as (11) Actually, is invertible as soon as perfect reconstruction is possible (i.e., is still a frame), as granted by the following property (whose proof is reported in Proof A.1 in Appendix A), which also gives a practical way to find the kernel of . (12) gives a mathematical expression for the restoring operator but no hints on how could be practically implemented. In this section, we are going to analyze in some detail the practical issues related with the implementation of (12) in a low-delay context. In the following, we will focus on the case of being a frame. At first, (12) seems to have the same drawback of the direct solution (i.e., requiring the knowledge of the whole loss pattern) since it relates the set of all lost coefficients with the set of all received coefficients . Fortunately, as we are going to show in this section, in every case of practical interest (e.g., in the case of doubly FIR frame), matrix is block diagonal, and this allows us to reconstruct in a blockwise fashion.
The intuitive idea behind the algorithm is quite simple. Suppose for a moment that a single coefficient is lost. In this case, by looking at (11), it is easy to see that to recover , one needs the coefficients characterized by (such a set will be called the neighborhood of , and it has a finite numbers of elements for doubly FIR frames since and do not overlap when and are sufficiently far apart). Of course, if one coefficient in the required neighborhood is lost as well, one must wait both for the original set of coefficients and for the neighbors of the new loss, and so on. When all required coefficients are received, a block of matrix can be built, and the lost coefficients can be recovered.
Actually, by developing in a little more detail this simple idea, one discovers that in general, things are slightly more complicated. More precisely, as it will be shown in this section, a new loss can have one of the following consequences.
1) If the new loss belongs to a coefficient neighborhood, the neighborhood is enlarged (this is the case considered before). 2) If the new loss does not belong to any coefficient neighborhood, a new neighborhood is created. 3) If the new loss belongs to several neighborhoods, the neighborhoods are merged into a single one. Such intuitive ideas are more precisely stated in Algorithm 1, 2 which is described in detail through an example in Section V-A. The correctness of Algorithm 1 is proved in Appendix C.
It is worth observing that Algorithm 1 makes no assumption about the frame nature, and it works even if the frame is not obtained by the application of an oversampled filterbank.
A brief comment about Algorithm 1 is in order. The main part of the algorithm is loop 3-18, which iterates over the coefficients, processing one coefficient at time. (If coefficient is processed at iteration , we will say that is the processing time of ). Inside the loop, one can see two sections: Lines 4-12 handle the coefficient neighborhoods, whereas lines 14-16 recover the lost coefficients via (11) .
It is worth observing that line 14 tests if all the coefficients requested by a block have been received by comparing the iteration number (see lines 2 and 18) with the waiting time of , i.e., the maximum among the processing times of the coefficients in the neighborhood of . Such a value is initialized at line 6 when a new block is created and updated at line 9 when two blocks are merged. Suppose that the coefficients can be organized into the twodimensional (2-D) 13 11 array shown in Fig. 2(a) , that the neighborhood of each coefficient is the set of gray dots shown in Fig. 2(b) , and that the coefficients are read in row-wise order from left to right and from top to bottom. This implies that coefficient at row and column will be processed at the th iteration. For this example, we will also suppose that the coefficients marked with filled circles in Fig. 2(a) are lost. Fig. 3 shows some snapshots of an example of execution of Algorithm 1 for several values of iteration number taken after the execution of line 12. The first column shows the value of . The second column shows the coefficient set: The lost coefficients are marked with black dots, the more recently read coefficient is marked with a triangle, the shadowed area shows the still-to-be-read coefficients, dotted lines show the neighborhood of each lost coefficient, and thick lines (continuous or dashed) show the neighborhoods of lost coefficient blocks.
Each lost coefficient block can be reconstructed when the corresponding coefficient, which is marked with a double circle, is received. The third column shows the list of lost coefficient blocks (after the update of line 12). Each block in is shown with the coefficients that belong to the block and the corresponding . When the processing time is equal to the of a block, its coefficients can be recovered via line 15.
The algorithm iterates over all the coefficients in row-wise order. Since the 42 coefficients before "a" are not lost, both "if"s at lines 4-12 and the loop at lines 14-16 are skipped (the former because the coefficients are not lost and the latter because is empty). Row 1 of Fig. 3 shows what happens after reading the 43rd coefficient (labeled with "a"). Since this coefficient is lost, the algorithm enters the section at lines 4-12 and creates a new block (lines [5] [6] . The loop at lines 7-10 is skipped since is still empty. Finally, the new block is added to , giving the list shown in the third column. Between the 43rd and the 60th coefficients, nothing happens since such coefficients are received, and the only block in has larger than 60. The algorithm, after reading the 61st coefficient (labeled "b" in row 2 of Fig. 3 ) creates a new block. Since "b" does not belong to the neighborhood of the block in , the loop in lines 7-10 is executed zero times, and line 12 adds the newly created block to the list of waiting blocks. Note that now, there are two independent blocks, each one with its neighborhood of needed coefficients.
At the 70th iteration, the algorithm finds another lost coefficient ("c" in row 4 of Fig. 3) . Since "c" belongs to the neighborhood of "a," the algorithm executes the loop 7-10 once and merges the newly created block with the block of "a," removing the latter from . Note that the blocks in are sorted according to in order to make the test at line 14 more efficient.
At the 85th iteration, the algorithm finds that the coefficient labeled with "d" in the fourth row of Fig. 3 is lost. Since "d" belongs to the neighborhood of both blocks in , the loop in lines 7-10 removes them from and merges them with the newly created block. After line 12, will contain only the result of merging (third column).
Since "d" is the last lost coefficient, lines 4-12 will never be executed again. At the 113th iteration, when is equal to the of the first (and only) block of , the algorithm will execute lines 14-16, recovering the lost coefficients and removing the corresponding block from (that now becomes empty).
Final remarks
1) In the 1-D case, a slightly simpler implementation of Algorithm 1 is possible. Actually, if the neighborhood of each coefficient is made of coefficients such that (for some constant ) and the coefficients are processed in channel-wise order (i.e., coefficient is processed at the th iteration), then it is easy to see that at each iteration of Algorithm 1, there is Fig. 3 . Snapshots of the execution of Algorithm 1 with the loss pattern of Fig. 2(a) . The first column shows the iteration number, and the second column shows the loss pattern; lost coefficients are shown with black dots, and the most recently read coefficient is marked with a triangle. Each lost coefficient block depends on a set of neighbors (merged square regions) and can be reconstructed when the corresponding coefficient, which is marked with a double circle, is received. The last column shows the data structure used to represent the blocks of column 2 that are needed for the restoring operation at line 15 at most one waiting block. This implies that it is not necessary to keep a list of waiting blocks and that each new loss is simply added to the current block (in other words, the creation of a new block and the merging of two blocks will never happen). 2) For some loss pattern , it could happen that dual functions of have infinite support. In this case, of course, the procedure of neighborhood growing will go on forever since the proposed algorithm is just an implementation of the pseudo-inverse. Because of this, in a practical implementation, one has to fix a maximum block size and use an approximate recovery procedure when this is reached.
3) It is easy to see that if is not complete, then matrix inversion at line 15 will fail. This can be exploited in order to check for the completeness of .
VI. COMPUTATIONAL COMPLEXITY
One can expect two main contributions to the computational complexity of Algorithm 1, namely, the matrix inversion and matrix products at line 15 and block handling, with the former more important than the latter. In this section, we will suppose that there is such that for every coefficient , the size of the neighborhood of is not greater than . This is necessarily true for doubly FIR frames, since and do not overlap when and are sufficiently far apart.
A. Cost of Block Handling
In order to verify that the cost of block handling is negligible with respect to the cost of the matrix inverse, it is worth showing how such manipulations can be implemented. Toward such a goal, observe that the required "primitives" are 1) adding/removing a block from (lines 10, 12, and 16); 2) searching for blocks whose is equal to (line 14); 3) checking if a coefficient is a neighbor of a block (line 7); 4) merging two blocks (line 4). Although the choice about the "best" implementation of such primitives is too dependent on the specific case to be discussed in detail here, a rough estimate of their computational cost can be given.
The first two primitives can be efficiently implemented by keeping the blocks sorted by waiting time in an ordered structure, which allows for fast add and remove, e.g., a 2-3 tree [15] . If a 2-3 tree is used, one can expect a cost that grows with the logarithm of the number of pending blocks, which is less or equal to the number of lost coefficients.
The third primitive could be implemented, for example, by keeping together with each block the set of its neighbors sorted by increasing processing time. The structure used to store the neighbors should also allows for fast merging (fourth primitive). A possible choice could be using 2-3 trees or hash tables. This would allow for a cost which grows at most (if 2-3 trees are used) with the logarithm of the size of the neighborhood of , which is not greater than , where denotes the cardinality of . Overall, we can expect the cost of region handling growing as the logarithm of the number of lost coefficients.
B. Cost of Block Recovering
Let be the size of the block recovered at line 15. Line 15 requires the following steps. 1) Compute . This requires a number of operations proportional to . If a basis for Ker is requested, one can resort to the singular value decomposition of , whose cost is still proportional to but with a larger proportionality factor.
2) Compute
. This can be done with a cost proportional to LB by exploiting the fact that each row of has at most non-null entries.
3) Compute
. This requires a number of operations proportional to operations since is not sparse.
Note also that if matrix is sparse (and usually it is), it could be convenient to directly compute by means of iterative methods.
Overall, the cost of line 15 for recovering a block of size is approximately proportional to . If for every , we denote with the number of blocks of size that are recovered at line 15 (of course, if no block of size is encountered), then the overall computational complexity is proportional to (14) Although the actual value of depends on the coefficient loss probability and the support of the used filters, it is should be clear that the cost of block handling estimated in Section VI-A will be negligible with respect to (14) . Because of this, in the experimental result of Section VII, we only consider the cost of matrix inversion.
C. Comparison With the Direct Method
It is worth comparing (14) with an estimate of the computational cost of the "direct" method (i.e., the computation of ). To such an end, we suppose that the computation of the pseudo-inverse of an matrix, with , requires a number of operations proportional to . If is the number of samples of the signal and is the redundancy of the frame, the matrix corresponding to has rows and columns. If the coefficient loss probability is , the number of rows remaining in is on average. By supposing that
is not large enough to have , we obtain that the computational complexity for the computation of is, on average, proportional to (15) Since, usually, , one can expect that (14) is much smaller than (15).
VII. EXPERIMENTAL RESULTS
According to the analysis carried out in Section VI, the computational complexity of the proposed algorithm is mainly due to the computation of inverses of each block in . Since the dimensions of the blocks of depend on the loss pattern, we carried out some numerical experiments (with 1-D and 2-D signals) in order to have a feeling about the computational complexity of the algorithm.
Our goal was to compare the computational complexity of the proposed approach with the computational complexity of the "straightforward" one, which requires the computation of the pseudo-inverse of the matrix associated with the subframe operator . In the following experiments, the filterbank choice is suggested by the multiple description technique originally used in [16] , based on even and odd sample separation. Note, however, that in the considered schemes, the redundancy induced by the filterbank permits exact reconstruction with no assumption about the signal.
A. One-Dimensional Experiments 1) Independent Coefficient Losses:
In the 1-D experiment, the input signal has length 512, and it is extended by periodicity. The filterbank has three channels, followed by factor 2 subsampling. The first two filters have impulse responses , whereas the third filter is the well-known Daubechies wavelet filter with length 4 [13] . The redundancy of this scheme is clearly . Each coefficient is lost with probability independently from other coefficients. We run the simulations for several values of , collecting statistics about the dimensions of the blocks in .
The results are reported in Fig. 4 , which shows (in logarithmic scale) the computational complexity of the proposed approach and of the direct one, computed according to (14) and (15) . The results are averages over 30 independent trials. Note that even with , the computational complexity of the proposed approach is times smaller than the computational complexity of the direct one.
2) Packet Losses: The hypothesis of independent coefficient losses is clearly unrealistic, since in a real application, coefficients will be collected into packets before transmission. In order to make a more realistic experiment, we analyze 9 sec of an audio signal sampled at 8 kHz with the same frame used in the previous experiment. The coefficients are collected in packets of size 256 coefficients. Each packet is independently lost with . We run the simulation and collect the statistics about the dimensions of the blocks in .
The results are reported in Fig. 5(a) , which shows the probability of having a given block size. Note that losing 256 coefficients at a time gives rise to quite large matrix blocks (the sizes are always integer multiplies of 256). In order to further reduce the computational complexity, one could exploit the sparsity of .
3) Packet Losses With Scrambling: In order to mitigate the problem of large block sizes experienced in the previous experiment, we scrambled the coefficient before packet forming. More precisely, the coefficient sequence is split into nonoverlapping subsequences of 1024 values. To each subsequence, we apply a random permutation and store the resulting sequence into four 256-coefficient packets. At the receiver, the coefficients are reorganized into the original order. Scrambling and descrambling have the objective of making the coefficient losses appear independent and idetically distributed and are transparent to the frame analysis and synthesis procedures. The effect of the scrambling can be seen in Fig. 5(b) , which shows the probability of having a given block size. Note that now, most of the blocks have fewer than 10 samples.
B. Two-Dimensional Experiments
For the sake of completeness, we also considered a 2-D setup over a lossy packet network.
In the new setup, we used a 512 512 image (extended by periodicity) and filterbank with five channels, followed by factor 2 subsampling in the row and column directions. The first four filters have impulse responses , whereas the fifth filter is lowpass and obtained as the separable extension of the well-known Daubechies wavelet filter with length 4 [13] . This filterbank has a redundancy . Each of the five 256 256 subimages is divided into slices of 8 64 pixels, which are sent as packets over the network. Each of the packets is lost independently with probability . shows a single realization of the loss process by showing the five received subimages with lost coefficients shown as black boxes. We carried out some tests for . The direct computation of the pseudo-inverse for the whole image is totally impractical since it involves matrices with row dimension of the order of . The proposed algorithm requires instead, on average, approximately five inverses of 512 512 matrices.
As with the 1-D case, such a block dimension is due to the particular slice structure, with each packet transporting a large set of close coefficients. The effect can be mitigated by using appropriate interleaving before transmission.
An MD scheme for images with a lower complexity can be obtained by adding redundancy along one image dimension. In the following, we consider a scheme with redundancy 1.5, where three descriptions are obtained from the original image. In particular, two descriptions are obtained by keeping the odd and even rows of the image, whereas the third description is obtained by lowpass filtering each column and subsampling by a factor 2. Each of the three subimages has dimension , which is coded using a standard coder (JPEG in our experiments), collected in packets, and sent over the network. Packets are built by collecting data corresponding to horizontal slices of dimension pixels in each image. Each packet loss corresponds, therefore, to eight missing coefficients in each column. Fig. 7(a) shows the reconstructed 288 352 image foreman for a total rate of about 2.2 bit/pixel and PSNR dB. The rate, which can be varied by acting on the quality factor of the JPEG coder, is obtained by dividing the number of bits required for transmission of the three images by the dimension of the original image. Five slices are lost in each of the three images. We compare our frame-based solution (FBMD) with a simple MD scheme, where only the first two images are coded and transmitted, and missing rows are linearly interpolated from the correctly received description in case of packet errors (LIMD). Note that this scheme has no redundancy, and it is more efficient than the frame-based scheme, in a rate-distortion sense, when . However, if , quality degrades because of the interpolation procedure used for recovery. Fig. 7(b) shows the reconstructed image at a total rate 3.3 bit/pixel and PSNR dB, corresponding to the same loss pattern in the first two images considered for the frame-based coder. Note that even if the PSNRs of the two images are the same, Fig. 7 (a) has a better visual quality, especially around edges, than Fig. 7(b) , due to the reconstruction capability of the frame-based scheme.
In the previous example, we did not consider the case of unrecoverable errors, corresponding, for instance, to the loss of two slices out of three in the same position in the three images. The use of the pseudo-inverse when is incomplete is obviously not recommended with the filterbank under consideration, and other forms of concealment have to be considered. As a matter of fact, suppose that only one image with the odd rows is received. The pseudo-inverse solution will actually put zeroes into the missing even rows. Fig. 7(c) shows the result when this happens for one slice. In a practical scheme, it may therefore be very important to recognize when is incomplete and use alternative techniques for the affected signal values. In the case under consideration, interpolation from the received rows could be acceptable. Fig. 7(d) shows the rate-distortion comparison between FBMD and LIMD for independent packet errors and . Values are averages over ten independent transmissions. In case of two slices lost in the same position, LIMD replaces the missing values by the average 128, whereas in the FBMD scheme, the image is reconstructed by interpolating the rows of the single received slice. When three slices are lost in the same position, FBMD replaces the missing values by 128. It can be seen that the frame-based solution has better performance, besides its increased redundancy, as soon as the bit rate exceeds 2 bit/pixel.
VIII. CONCLUSION
Using oversampled filterbanks in coding applications allows one to reconstruct the coded signal, even in the presence of coefficient loss. In order to make such a technique effective, it is necessary to have a practical algorithm for reconstructing the lost coefficients and for checking which signal parts are definitively lost. In this paper, we presented a practical solution to such a problem. The proposed solution puts, before the synthesis filterbank, a restoring stage that reconstructs the missing values and finds which signal parts are definitively lost. If the analysis and synthesis filterbanks are made of FIR filters, the restoring stage operates "locally," reconstructing the lost coefficients as soon as possible. This allows for the application of the proposed structure in low-delay and interactive applications. We showed the applicability of the proposed algorithm in practical contexts, even if the objective of the paper was not to propose a complete coding scheme for a specific application but to provide a general algorithm for dual frame computation. In particular, we did not address here the problem of filterbank design, which may be critical for applications. Accurate filterbank design is also important to minimize the effect of quantization error enhancement, which could arise in the synthesis stage after dual frame computation.
APPENDIX A PROOFS
Define, for notational convenience, . Observation 1: Operators , and can be expressed as (16) Proof: It follows at once by observing that is represented by matrix .
A. Proof
Consider to be an operator over . Recall that the norm of is defined as
Note that the sup in (17) can be taken with respect to since . 
APPENDIX B ALTERNATIVE APPROACH
In this section, we consider an alternative, more intuitive, but less efficient approach. Fig. 1(b) suggests that any coefficient loss would affect only a limited number of dual functions and that one could calculate these by computing the pseudo-inverse of a suitable subblock of the matrix representing the subframe operator after losses. This is indeed possible, but the complexity of the resulting algorithm is greater than that of the one proposed in Section IV since the latter requires the calculation of the pseudo-inverse of smaller matrices.
Suppose we lose a set of coefficients that prevent the reconstruction of , for belonging to a certain set ( can be evaluated from the knowledge of the structure of the original dual functions). Let and be the two (possibly infinite) matrices corresponding to the frame and dual frame operators after losses, and let be the set of columns in that are not identically equal to zero. (Set can easily be computed, without explicit knowledge of , using the results of Section IV.) Then, we show in this section that (24) Note that, since in a filterbank application, each row of has only a finite number of entries different from zero, it follows that can be computed by extracting the block of whose row indexes belong to and deleting the null columns of the resulting block. Thus, the previous equation shows that, if we need to compute a subset of the rows of to reconstruct , we can compute the pseudo-inverse of a "small" subblock of .
We will show how to choose the matrix subblock in two steps: In the first one, we show how to compute a subset of samples of the signal by computing the pseudo-inverse of a subblock of ; in the second step, we apply such a result to the specific problem of reconstruction in presence of coefficient loss.
A. First Step
The goal of this section is to show how it is possible, given a matrix , to compute a subset of the samples of , by computing the pseudo-inverse of only a block of . In order to enhance the applicability of the results of this section, we are going to solve a slightly more general case.
Let be the signal space, and let be a decomposition of (in the case in which we are interested, will be the space of , which are zero outside ). Suppose we want to compute the component of in , i.e., (in the case in which we are interested, , and we would want to know the values assumed by in , and we have ). Since we are interested in only a "part" of , we would like to obtain it by computing the pseudo-inverse of an operator "smaller" than .
A cornerstone idea for the solution of this problem is the concept of operator compatible with . 
For the case at hand, we would like to choose and as , i.e., would be equal to if and zero otherwise. If has such a form, it is clear that multiplying by corresponds to keeping the rows of corresponding to . Since, in a filterbank application, each row of has only a finite number of entries different from zero, it follows that can be computed by extracting the block of , whose row indexes belong to , and deleting the null columns of the resulting block.
Another important observation is that it is easy to prove that is compatible with if and only if for every . Since, in the application of this section, , it is easy to see that must be a superset of the indexes such that the support of has a nonempty intersection with . In other words, must include the set of columns that are non-null in the submatrix of that are made of the rows belonging to . In order to prove Theorem 2, we need some lemmas. The first one shows that orthogonal decomposition induces a decomposition of . 
B. Second Step
Now, we can apply Theorem 2 to the specific case of signal reconstruction in presence of coefficient loss. In order to achieve such a goal, we must answer two questions: a) Which samples can be reconstructed by using the original dual functions , and b) what is the support of the new dual functions? The answer to question a) will allow us to determine which part of we must reconstruct (i.e., ); the answer to question b) will allow us to find a projection compatible with . The following definition will prove useful. Definition 2: Let be a (possibly infinite) matrix, and define its row-selection function as the function that maps a column index into the set of rows such that . Function can be extended to a set of columns as . In a similar way, one can define the column-selection function . Fig. 8 shows pictorially the action of . It is easy to show that and that . In order to answer the first question, consider as a matrix whose columns are the dual functions . It is clear that the set of such that "affects" are the non-null columns of the th row of , i.e.,
. It is clear that if , then can be reconstructed by using the original dual functions. Therefore, must be reconstructed using the results of Section B1 if is affected at least by one lost coefficient, i.e., if
. Because of this, we choose . Now, we need to find a projection compatible with . More precisely, we are interested, for obvious reasons, in a projection of the form , i.e., must select a subset of coefficients and set the others to zero. Let be set of the new dual functions, and observe that compatibility condition (25) is then satisfied as soon as (37) It is clear that (37) is satisfied if for every for every . This suggests that we take
where is the counterpart of for .
Finally, in order to find set in (38), we need to know , that is, the set of needed to reconstruct when is the set of lost coefficients. It is easy to see that this can be easily done by reasoning about the support of the reconstruction operator (12) in order to find which coefficients are needed in order to reconstruct and exploiting the fact that the global pseudo-inverse can be written as .
APPENDIX C PROOF OF ALGORITHM 1
Our plan for proving the correctness of Algorithm 1 is the following: First, we will define the formal counterpart of the "block" concept introduced in Section V; next, we will prove that at each iteration of Algorithm 1 the blocks in are the blocks formally defined in this section; finally, we will show that to every block whose is less than corresponds a diagonal block of . For the sake of this proof, we will suppose that line 16 (that removes a recovered block from ) is deleted. This clearly does not change the behavior of the algorithm (the goal of line 16 is to free the memory allocated for block ) and makes the proof simpler.
Let us first introduce some new notation, which will prove useful. Remember that coefficient has processing time if it is processed at the th iteration of Algorithm 1. Coefficients whose processing time is less than (resp., grater than) the current time will be said to belong to the past (resp. to the future). We will denote with the set of the indexes of lost coefficients whose processing time is less or equal than .
Definition 3: Two indexes and will be said to be close to one another (we will write ) if . The set of indexes close to will be called the neighborhood of and will be denoted as . If is a set of indexes, the neighborhood of is defined as the union of the neighborhoods of its elements. Note that and imply that relation is symmetric and reflexive. Definition 4: Two indexes will be said to be linked at time (or simply linked) if there are such that . If and are linked at time , we will write . It is easy to check that is an equivalence relation over . We will call the equivalence classes of blocks of lost coefficients. By checking Fig. 3 , it is easy to see that Definition 4 captures the intuitive idea of block. For example, in Fig. 3(d) , all the coefficients belong to the same region since . Note that if and are linked at time , then they are also linked at time for every . Property 2: At each iteration, after the execution of line 12, the sets in are the blocks of . Proof: In order to prove Property 2, we must show that at each iteration, and that if and only if . We will proceed by induction on the iteration number. Property 2 is clearly trivially true at the first iteration, since , and . Suppose Property 2 is true at iteration . If the current coefficient is not lost, the statement remains true since neither nor change. If the current coefficient is lost, then , whereas the new collection is (39) It is clear that the union of sets in collection (39) is . Note that if is empty, then collection (39) contains only set , and Property 2 is trivially true. Suppose now that and belong to the same set of collection (39). If they belong to a set of the first collection in (39), then since such a set was part of the collection at the previous iteration. If they belong to the new set, then if and , we must have for some and for some . Since by inductive hypothesis and , then . Therefore, if and belong to the same set, then they are linked.
Suppose now that . If there is a chain between and that does not touch , then and were linked to time , and they belong to the same set . If all the chains between and touch , then let be a chain that touches only once (it is always possible to choose such a chain). Note that it could be or . Since the chain touches only once, it must be and . By inductive hypothesis and belong to the same set , and and belong to . Since , then , and . Therefore, both and enter the union in (39), and they belong to the same new region.
Definition 5: A block is ready if every neighbor of belongs to the past and is pending otherwise.
It is clear that is ready if and only if its is less than or equal to . By looking at Algorithm 1, we can see that lines 14-16 recover any block that just became ready by extracting submatrices and and applying (11) in order to recover . It is clear that this gives the right result for if is a diagonal block of , that is, more precisely, if as soon as , and . Property 3: If, at iteration , block is ready, then is a diagonal block of .
Proof: Suppose , and suppose one can find such that . This implies that , and because of this, cannot belong to the past; otherwise, it would belong to . Therefore, must belong to the future, but this is not possible since , and is ready.
