Abstract. In the family of unit balls with constant volume we look at the ones whose algebraic representation has some extremal property. We consider the family of nonnegative homogeneous polynomials of even degree p whose sublevel set G = {x : g(x) ≤ 1} (a unit ball) has the same fixed volume and want to find in this family the polynomial that minimizes either the parsimony-inducing 1 -norm or the 2 -norm of its vector of coefficients. Equivalently, among all degree-p polynomials of constant 1 -or 2 -norm, which one minimizes the volume of its level set G? We first show that in both cases this is a convex optimization problem with a unique optimal solution g * 1 or g * 2 , respectively. We also show that g * 1 is the
Introduction.
It is well known that the shape of the Euclidean unit ball B 2 = { x : n i=1 x 2 i ≤ 1 } has spectacular geometric properties with respect to other shapes. For instance, the sphere has the smallest surface area among all surfaces enclosing a given volume, and it encloses the largest volume among all closed surfaces with a given surface area; Hilbert and Cohn-Vossen [8] even describe eleven geometric properties of the sphere.
But B 2 has also another spectacular (nongeometric) property related to its algebraic representation which is obvious even to people with only a little background in mathematics: Namely, its defining polynomial x → g (2) (x) := n i=1 x 2 i cannot be simpler. Indeed, among all quadratic homogeneous polynomials x → g(x) = i≤j g ij x i x j that define a bounded ball { x : g(x) ≤ 1 }, g (2) is the one that minimizes the "cardinality norm" g 0 := #{ (i, j) : g ij = 0 } (which actually is not a norm). Only n coefficients of g (2) do not vanish, and there cannot be fewer than n nonzero coefficients to define a bounded ball Thus we are interested in the following optimization problem in computational geometry and with an algebraic flavor.
Given an even integer d, determine the homogeneous polynomial g * 1 (resp., g * 2 ) of degree d whose 1 -norm g * 1 1 (resp., 2 -norm g * One goal of this paper is to prove that (1.2) is a convex optimization problem with a unique optimal solution g * 1 = g (d) . In addition, g (d) cannot be an optimal solution of (1.2) when one minimizes the 2 -norm g 2 (except when d = 2). This illustrates in this context of computational geometry that, again, the sparsity-inducing 1 -norm does a perfect job in the relaxation (1.2) (with · 1 ) of problem (1.1) with · 0 . This convex "relaxation trick" in (nonconvex) 0 -optimization has been used successfully in several important applications; see, e.g., Candès, Romberg, and Tao [4] , Donoho [5] , and Donoho and Elad [6] in compressed sensing applications and Recht, Fazel, and Parrilo [15] for matrix applications (where the small-rank induced nuclear norm is the matrix analogue of the 1 -norm). For more details on optimization with sparsity constraints and/or sparsity-induced penalties, the interested reader is referred to Beck and Eldar [3] and Bach et al. [2] .
To address our problem we consider the following framework: Let Hom d ⊂ R[x] d be the vector space of homogeneous polynomials of even degree d, and given g ∈ Hom d , let g = (g α ) be its vector of coefficients, i.e., In particular, with
, the associated sublevel set is nothing less than the standard L d -unit ball
1/d with G as associated unit ball.)
Contribution. (a)
In the first contribution we prove that the optimization problem 
not only solves problem P 1 but also solves the nonconvex optimization problem P 0 of which P 1 is a "convex relaxation." But this is also equivalent to stating that among all homogeneous polynomials g of degree d with constant 1 -norm, the
(Notice that, in fact, P 0 is easy and even easier than P 1 .) (b) In our second contribution we consider the 2 -norm version of (1.4):
with weighted Euclidean norm g → g 2 defined by
(This norm on forms has very specific properties, as discussed in, e.g., Reznick [16] . ) We then show that P 2 also has a unique optimal solution g * 2 , but in contrast to the sparse optimal solution g *
i of problem P 1 , the optimal solution g * 2 of P 2 is not sparse. Indeed, as we will see in section 4, all coefficients of g * 2 corresponding to monomials x 2β with |β| = d/2 are nonzero. In addition, g (c) We also consider the SOS version of P 1 ; that is, one now searches for a
. That is, one characterizes the unique optimal solution g * 3 = g Q * associated with optimal solutions Q * of the optimization problem (1.6)
In this matrix context, trace (Q) is the parsimony-inducing nuclear norm of Q, and solving P 3 aims at finding an optimal solution Q * with small rank, which translates into a homogeneous polynomial g * 3 = g Q * which is a sum of few squares (again, a parsimony property). For d = 2 we prove that the optimal solution of P 3 is g * 3 = g (2) . However, for even integers d ≥ 4, the polynomial g (d) is not an optimal solution of P 3 . In fact, for d = 4, g *
d/2 (with θ a scaling factor to make vol ({x : g * 3 (x) ≤ 1}) = ρ d ). The same result holds for any d of the form d = 4p (for some integer p ≥ 1), provided that n is sufficiently large. Notice that in this case
2 (again a parsimony property), and so the associated optimal solution Q * has rank 1. To conclude, this paper should be viewed as a contribution of convex optimization to show that the usual representation of L d -balls has extremal properties with respect to some well-known norms and, in particular, parsimony-inducing norms. m , the notation A 0 (resp., A 0) means that A is positive semidefinite (PSD) (resp., positive definite); i.e., all of its eigenvalues are real and nonnegative (resp., positive). For every real d ≥ 1, let [10] , but to make the paper as self-contained as possible, they are restated (and sometimes with additional information).
We first characterize the set of homogeneous polynomials of degree d whose associated level set G has finite Lebesgue volume. Next let g 1 , g 2 ∈ P[x] d with respective associated level sets G 1 and G 2 , and let
(the unit sphere of R n ) because g is continuous and S n−1 is compact. Next if x ∈ G, then by homogeneity of g, x/ x ∈ S n−1 , and so
But then G would not be compact as it contains the half-line {λx 0 : λ > 0}. Hence there is some δ > 0 such that g(x) > δ x d for all x. We next construct a constant ρ > 0 such that for any f ∈ Hom d satisfying f − g 1 < ρ (with f 1 = α |f α |), its level set F is bounded, and thus f ∈ P[x] d , implying that g ∈ int(P[x] d ). Let C > 0 be a constant such that |x α | < C for all x ∈ S n−1 and |α| = d. By homogeneity of f and g,
Choose ρ > 0 such that ρ < δ/C. Then for every x ∈ F,
It is important to realize that the sublevel set G need not be convex. See Figure 1 , which displays two examples of nonconvex sets G.
, and its level set G is not compact as it contains the four axes.) To prove vol(G) < ∞, by symmetry it suffices to prove that the smaller set,
has finite volume.
2 Now observe that
Clearly A 3 is compact and hence has finite volume. Next
and similarly vol(A 2 ) ≤ 1. The shape of the associated level set G is displayed in Figure 2 .
We will also need the following result of independent interest, already proved in [10] . We provide a brief sketch. In particular, formula (2.2) below appeared earlier in Morozov and Shakirov [14, 13] with a different proof. We use the same technique based on Laplace transform as in Lasserre [9] and Lasserre and Zeron [12] for providing closed form expressions for a certain class of integrals. Recall that the Gamma function Γ is defined by
and zΓ(z) = Γ(z + 1) for all z (and Γ(1 + n) = n! for all n ∈ N \ {0}). A classical reference for the Laplace transform is Widder [18] .
Then the function v is nonnegative, strictly convex, and homogeneous of degree
The proof is postponed to the proofs section, section 7. Given Theorem 2.2, the function g → v(g) = vol(G) is a strictly convex function which is differentiable on the whole interior int(
We also have the following. Lemma 2.3. Let v :
The function v is strictly convex and lower semicontinuous (l.s.c.) on its domain
and by Fatou's lemma
which shows that v is l.s.c. (and by Theorem 2.2, v is strictly convex). Therefore its sublevel set { g ∈ Hom d : v(g) ≤ a } is closed and convex for every a ∈ R + .
The 1 -norm formulation.
With d ∈ N a fixed even integer and g ∈ Hom d written as
dx.
|g α |, and consider the optimization problem P 1 :
In fact, one may replace the constraint "
That is, among all degree-d homogeneous polynomials g whose level sets G have the same Lebesgue volume as the L d -unit ball B d , find one that minimizes the 1 -norm of its coefficients. Indeed, the following holds.
Proposition 3.1.
and P 1 is a convex optimization problem.
Proof. As v is positively homogeneous of degree
whenever λ > 0, and so one may replace the constraint v(g) = ρ d with the inequality
, and therefore λg 1 < g 1 , which shows that a better solution g = λg is obtained with v(g ) = ρ d . Therefore P 1 reduces to minimizing a convex function (the 1 -norm) on the closed convex set {g ∈
and moreover,
The proof is postponed to section 7.
An alternative formulation. We may also consider the alternative but equivalent formulation (3.5)
Proposition 3.3. Let P 1 and P 1 be as in (3.3) and (3.5), respectively. Then P 1 and P 1 have the same unique optimal solution
, and g 1 = k n 1 = kn < n. But this implies thatg would be a better solution for
Next, observe that P 1 is a convex optimization problem with a strictly convex objective function; hence an optimal solution is unique.
Therefore problem P 1 has the equivalent formulation: Among all homogeneous polynomials g ∈ Hom d with g 1 = 1, find the one with minimum associated volume. By Theorem 2.2 the L d -unit ball has minimum volume.
The 2 -norm formulation. For every
. We now write [16] . As in section 3, let ρ d = vol(B d ), and consider the following optimization problem:
. In view of Lemma 2.3, the feasible set is a closed convex set, and so problem P 2 is a convex optimization problem.
where
and in fact there exist
Proof. That P 2 has a unique optimal solution g * 2 follows exactly from the same arguments as for P 1 . As Slater's condition also holds for P 2 , if v is differentiable at g * 2 , then by the Karush-Kuhn-Tucker (KKT)-optimality conditions, there exists λ
where we have used Theorem 2.2. Therefore, multiplying each side with g * 2,α , summing up, and using that v is positively homogeneous yields 
Proof. Suppose that the unique optimal solution g *
of P 1 is also the unique optimal solution of P 2 . As v is differentiable at g = g * 1 , then by the characterization (4.2) of the unique optimal solution of P 2 , every coefficient g * 1,2β with 2|β| = d must be strictly positive, a contradiction.
Corollary 4.2 states that the optimal solution of P 2 does not have a parsimony property as it has at least
nonzero coefficients! The only case where the optimal solution of P 1 also solves P 2 is the quadratic case d = 2. Indeed, straightforward computation shows that (4.2) is satisfied by the polynomial g * 2 + (g *
)
2 and
Observe that by homogeneity, an optimal solution g * 2 of P 2 is also optimal when we replace ρ d with any constant a > 0; only the optimal value changes, and the characterization (4.2) remains the same with the new optimal value opt 2 . After several numerical trials we conjecture that
i.e., g * 2 = (1, 0, 1/3, 0, 1), is an optimal solution. But then observe that
That is, g * 2 is another representation of the unit sphere B 2 by a homogeneous polynomial of degree 4 instead of quadratics:
With a := G * dx, (4.2) yields (up to 10
5 Every point in the convex hull of a set S ⊂ R n is a convex combination of at most n + 1 points of S; see, e.g., [17, p. 153 
(for some scaling factor θ > 0) whose level set G is homothetic to the unit ball B 2 .
The proof is postponed to section 7. In other words, when d = 2, 4, 6, and 8, surprisingly, the Euclidean unit ball B 2 = {x : i x 2 i ≤ 1} (which has the equivalent representation {x : (
The SOS formulation.
As we have seen, optimal solutions of both the 1 -norm and 2 -norm formulations are (positive) sums of d-powers of linear forms, hence sums of squares of d/2-forms since d is an even integer. Therefore we now restrict the discussion to homogeneous polynomials in Hom d that are SOS, i.e., polynomials of the form 
Observe thatv inherits properties of v, and in particular,v is positively homogeneous of degree −n/d, convex, and l.s.c. (but not strictly convex). Moreover, when g Q ∈ int(P[x] d ), thenv is differentiable at Q, and its gradient reads as
where we have used Theorem 2.2 and the identity zΓ(z) = Γ(z + 1). Thus the natural analogue for Q of the 1 -norm g 1 for g ∈ Hom d is now the nuclear norm of Q, which (as Q 0) reduces to I, Q = trace (Q). It is well Downloaded 02/03/16 to 140.93.4.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php known that optimizing the nuclear norm on convex problems with matrices induces a parsimony effect; namely, an optimal solution is expected to have a small rank. In our context, Q having a small rank means that g Q can be written as a sum of a small number of squares. However, when expanded in the monomial basis, g Q may have many nonzero coefficients, and so its 1 -norm g Q 1 may not be small.
So in the same spirit as for the 1 -and the 2 -norm, we now consider the optimization problem (5.1)
We show that there exists a unique homogeneous polynomial g * 3 ∈ Hom d such that g * 3 = g Q * for every optimal solution Q * of P 3 . 
(as well as for all d ∈ 4N, provided that n is sufficiently large), the optimal solution
d/n ; i.e., G * is homothetic to the Euclidean ball B 2 . The proof is postponed to section 7. The fact that the L d -unit ball is not an optimal solution of P 3 is not a surprise, as the parsimony-inducing norm trace (Q) (when Q 0) aims at finding a polynomial g Q ∈ Hom d which can be written as an SOS with as few terms as possible in the sum. On the other hand, the sparsity-inducing norm g 1 aims at finding a polynomial g ∈ Hom d with as few monomials as possible when g is expanded in the monomial basis. These are two conflicting criteria, and indeed the single square g *
which minimizes the nuclear norm in problem P 3 contains a lot of monomials! Again the Euclidean ball B 2 exhibits a rather strong property: Namely, its representing quadratic polynomial g(x) := x 2 (= g (2) (x)) is such that that g d/2 ∈ Hom d is the unique optimal solution of problem P 2 for the 2 -norm, and of problem P 3 for the parsimony-inducing nuclear norm of its associated Gram matrix Q (when d ∈ 4N and n is sufficiently large)!
Extension to generalized polynomials. In this section d is now a (positive) rational with
d is now a "generalized polynomial" and not a polynomial, it is still a nonnegative positively homogeneous function of degree d for which Theorem 2.2 applies. On the other hand, the vector space of positively homogeneous functions of degree d is not finite-dimensional, and so for optimization purposes we need to define an appropriate finite-dimensional analogue of Hom d .
We will use the notation |x| ∈ R 
where only finitely many coefficients g α are nonzero. Then
The space C d is a real infinite-dimensional vector space, and each element of C d is a positively homogeneous function of degree d.
, and denote by Hom
which is a finite-dimensional vector space. For instance, with n = 2 and d = 1, one has
and g ∈ Hom q d can be written as 
and consider the finite-dimensional optimization problem
When d < 1, the unit ball B d is not convex and is not associated with a norm, as can be seen in Figure 3 , where d = 1/2. Downloaded 02/03/16 to 140.93.4.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
However, we have the following analogue of Theorem 3.2. Theorem 6.3. Let 0 < q ∈ N and 0 < d ∈ Z q/2 . The generalized polynomial
is the unique optimal solution of Problem P 1q in (6.3), and moreover,
Proof. The proof is almost a verbatim copy of that of Theorem 3.2 except that we now have to deal with generalized moments G |x| α dx, α ∈ N n dq , instead of standard monomial moments G x α dx, α ∈ N n . But the crucial fact that we exploit is that v is strictly convex and Theorem 2.2 holds for v. As in the proof of Theorem 3.2, to show that g (d) in (6.4) satisfies the KKT-optimality conditions, we need only prove that
Define the Hankel-type moment matrix M to be the real symmetric matrix with rows and columns indexed by α ∈ N 
By an adaptation of Lemma 4.3 in Lasserre and Netzer [11] to the present homogeneous context, one has
Indeed, in Lemma 4.3 of [11] one uses only the Hankel structure of the moment matrix M and its positive definiteness. Therefore for every α ∈ N n dq ,
and so, as in the proof of Theorem 3.2, g (d) satisfies the KKT-optimality conditions. We obtain the following even more general extension of Theorem 3.2. Corollary 6.4. For every 0 < d ∈ Q the generalized polynomial
is the unique optimal solution of
and (6.5) holds. Proof. Let 0 < d ∈ Q, and suppose that there exists
is an optimal solution of P 1 . Uniqueness again follows from the strict convexity of v.
Then again the parsimony property of the L d -unit ball B d can be retrieved by minimizing the 1 -norm over all nonnegative generalized polynomials g ∈ C d whose associated unit ball G has finite volume.
Next, concerning the 2 -norm, with 0 < q ∈ N, an analogue of problem (4.1) now reads as (6.6) P 2q : 
We omit the proof as it is again a verbatim copy of that of Theorem 4.1. But in contrast to the case of polynomials in Theorem 4.1, in the optimal solution g * 2 of P 2q , all coefficients (g * 2α ), α ∈ N n dq , are nonzero! This follows from (6.7) and the fact that all generalized moments G * |x| α dx, α ∈ N n dq , are nonzero! For instance, with d = 1/2 and q = 8,
Hence the unique optimal solution g * 2 of P 2q is not sparse. Even more, with fixed 0 < d ∈ Q, the larger is q, the more complicated is g * 2 . Therefore an analogue of Corollary 6.4 for the 2 -norm cannot exist.
Proofs.

Proof of Theorem 2.2. For
α dx, assumed to be finite. Observe that v α (y) = 0 whenever y < 0. Next, with λ > 0, 
and so v α (1) = c, which yields (2.1).
Strict convexity. The function v is convex on
where we have used convexity of the function t → exp(−t). Next the strict convexity of v follows from the strict convexity of t → exp(−t) and the fact that
and this set has zero Lebesgue measure. 
is well defined and finite. Notice that for every x, by convexity of the function t → exp(−tx α ), 
where the third equality follows from the Extended Monotone Convergence Theorem [1, Theorem 1.6.7] . Indeed for all t < t 0 with t 0 sufficiently small, the function ψ(t, ·) is bounded above by ψ(t 0 , ·) and R n exp(−g)ψ(t 0 , x)dμ < ∞. Similarly, for every t > 0
and by convexity of the function t → exp(tx α ),
Therefore, with exactly the same arguments as before,
and so 
Proof of Theorem 3.2.
Problem P 1 has an optimal solution g * 1 ∈ Hom d . Indeed, let (g k ), k ∈ N, be a minimizing sequence with g k 1 → opt 1 ≥ 0 as k → ∞. Hence the sequence (g n ) is 1 -norm bounded, and therefore there are a subsequence (k t ) t∈N in N and a polynomial g *
as t → ∞ (and so g * 1 1 = opt 1 ). Next, by Lemma 2.3, v is l.s.c., and so
which proves that g * 1 is feasible for P 1 and thus is an optimal solution of P 1 . Downloaded 02/03/16 to 140.93.4.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We next prove in two steps that g *
is the unique optimal solution of P 1 : First we show uniqueness (due to the strict convexity of the function v). Then we provide an equivalent formulation of P 1 for which we can apply the KKT-optimality conditions and show that g (d) satisfies those optimality conditions. • Uniqueness. Suppose that P 1 has another optimal solution h ∈ Hom d (hence such that h = g * 1 and h 1 = g * 1 1 = opt 1 ). As we have seen, necessarily
, we exhibit another feasible solutioñ g := κ h λ ∈ Hom d with 1 -norm g 1 = κ opt 1 < opt 1 , in contradiction with opt 1 being the optimal value of P 1 . Hence g * 1 is the unique optimal solution of P 1 .
• KKT conditions. Next, Problem P 1 has the equivalent formulation
which is a convex optimization problem for which Slater's condition holds. Indeed, let g ∈ Hom d be an arbitrary feasible solution, and let h := 2g so that
Then set λ α := 2|h α | so that λ α > ±h α for all α, and therefore (λ, h) is a strictly feasible solution.
Hence at an optimal solution (g * , λ), if v is differentiable at g * , then the (necessary) KKT-optimality conditions state that
for some dual variables (u, v, θ). The meaning of the above optimality conditions is clear. Indeed, at an optimal solution (g * , λ) we must have λ α = |g * α | for all α. Moreover, from the complementarity conditions one also has u α v α = 0 whenever g * α = 0. In addition, from the two first equations and the fact that
2) and so is the unique optimal solution of (7.1). First observe that the set 
and λ * α = g 
, λ * , u, v, θ) satisfies the (necessary) KKT-optimality conditions (7.2), and as Slater's condition holds and (7.1) is convex, the KKT-optimality conditions are also sufficient. Indeed, the Lagrangian (g, λ) → L(g, λ, u, v, θ) defined by
is convex, and ∇L(g (d) , λ * , u, v, θ) = 0. Hence by convexity, for any feasible solution (g, λ) of (7.1),
is an optimal solution of (7.1). Equivalently, g (d) is the unique optimal solution of P 1 . Next observe that
from which we deduce 
Proof of Theorem 4.3.
In (4.1) one may replace ρ d with the volume of the Euclidean ball B 2 since by homogeneity, the optimal solution is the same (up to a scaling factor). By Theorem 4.1 it is enough to prove that (4.2) holds for
We will use the fact that all moments of the Lebesgue measure on B 2 can be obtained in closed form.
• The case d = 2. Then opt 2 = n, and
which is indeed the coefficient 1/c α of
It is enough to prove that (4.2) 
Again it is enough to prove that (4.2) holds. First one obtains opt 2 = n(n + 2)(n + 4)/15. Then 
