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The objective of this paper is to determine some oscillatory properties 
of certain solutions of the matrix differential equation 
(P(x)Y')' + Q(x)Y = 0 (1) 
on a < x < 6, where each of P(X) and Q(X) is an 12 x n symmetric matrix 
of continuous, real-valued functions on a < x < b and P(X) is positive 
definite on this interval. 
There is a considerable amount of mathematical literature concerned 
with behavior of the solutions of (1) and of equivalent matrix differential 
systems. In particular, reference is made to the works of F. V. Atkinson 
([Fj, Chapter lo), J. H. Barrett [2], M. Morse [3], [4J and W. T. Reid [5], 
[6]. The latter two authors have obtained significant results through the use 
of the methods of the calculus of variations. The bibliographies contained 
in these references provide a more extensive and complete list of results 
pertaining to the behavior of the solutions of (1). 
This paper is concerned primarily with the development of sufficient 
conditions that equation (1) be disconjugate on the interval a < x < b. 
In addition, the methods developed provide estimates of the oscillation of 
solutions on a < x < b. Concerning the disconjugacy of (1), the sufficient 
conditions presented here are generalizations of the results obtained by 
P. J. McCarthy [A for the second order, self adjoint, scalar differential 
equation 
(P(4Y’)’ + &)Y = 0, I+) > 0. (3 
The estimates of oscillation of solutions of (1) extend the results contained 
in ([I], Chapter 10) and in [S]. 
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1. DEFINITIONS AND PRELIMINARY REMARKS 
The notations of matrix algebra and calculus are used throughout. In 
particular, the symbol I is to denote the n x 1z identity matrix and 0 is used 
for the zero matrix regardless of dimension. If M is an n x n matrix, then 
the transpose of M shall be denoted by M*, the trace of 21I by tr M, and, 
in the event M is nonsingular, &f-r shall denote the inverse of M. Finally, 
if Rl and N are n x n symmetric matrices, then the notation M > N (M > N) 
will be used to denote the fact that 111- N is nonnegative (positive) definite. 
Now, if Y(X) is a solution matrix of (l), then there is associated with Y(X) 
the matrix Z(X) = P(X) Y’(X) such that the pair (Y(X), Z(X)} is a solution of 
Y' = P-'(x)2, Z' = -Q(x)Y, a<x\(b. (3) 
We shall continue to let Z(X) denote this associated matrix and by a solution 
pair {Y(x), Z(x)> of (1) we shall mean that Y(z) is a solution of (1) with Z(x) 
its associate matrix. 
DEFINITION 1. A solution pair (Y(x), Z(X)} of (1) is conjoined provided 
Y*(x) Z(x) EC Z”(x) Y( x on a < x < 6 (see M. Morse [4], Chapter III). ) 
DEFINITION 2. A solution pair {Y(x), Z(x)} of (1) is nontrivial if and only 
if det Y(X) has at most a finite number of zeros on a < x < b. 
The following theorem characterizes the nontrivial, conjoined solution 
pairs of (1). 
THEOPJZM 1.1. (Morse [4], Chapter III, Section 3). A solution pair 
(Y(x), Z(x)> of (1) is ?zontrivial and conjoined if and only if there exist numbers c
and d, a < c, d ,< 6 such that 
(i) Y*(c) Z(c) = Z*(c) Y(c) 
(ii) Y*(d) Y(d) + Z*(d) Z(d) > 0. 
The methods to be employed in this paper are based on the results 
contained in ([I], Chapter 10, Sections 2-5). These results are summarized 
by the following theorem. 
THEOREM I .2. If { Y(x), Z(x)} is a nontrivial, conjoined solution pair of (1) 
then the matrix E(x) dejined by the equation 
E(x) = (2 + iY)(Z - iY)-l, p = -1 , (4) 
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exists on a < x < b and has the following properties: 
(i) E(x) is a unitary matrix. 
(ti) E(x) satisfies the dzzerential equation 
E’ = 2iEH, (5) 
where H(x) is the Hermitian matrix 
H(x) = (Z* + iY*)-l(Z*P-l.Z + Y*QY)(Z - iY)-l. (f3 
(iii) Let ei(x), j = 1, 2 ,..., n, denote the characteristic roots of E(x). 
Then / ei(x)/ = 1, j = I,2 ,..., n, and ej(c) = + 1, n < c < b, for at lerast 
one j, 1 < j < n, if and o&y if det Y(c) = 0. 
(iv) The functions ej(x), j = 1, 2 ,..., n, move monotonically and positively 
on. the unit circle when they are at the point +l. 
(v) Let c+(x) denote the argument of q(x), j = X, 2,..., n, and assume 
that 0 < wj(a) < 2~, j = 1,2 ,..., n, and that each w&j is continued as 
a continuous function on a < x < 6. Then 
2 
I 
z tr H(t) dt = 2 [wi(x) - wj(a)]. 
a i=l 
(7? 
We shall be concerned not o&y with the zeros of the determinants of 
solutions of (1) but also with the multiplicity, or order, of these zeros. 
Consequently, we define: 
DEFINITION 3. If {Y(X), Z(X)> . is a nontrivial, conjoined solution of (1) 
and Z, a < f < b, is a fixed value of x, then the multiplicity (order) of the 
zero of det Y(Z) is the same as the dimension of the null space of the matrix 
Y(S). If Y(S) is nonsingular, then the multiplicity of the zero of detY(f) 
is zero. 
We refer again to M. Morse ([4], Chapter III) for a complete discussion 
of the origin and use of this concept. 
The relation between the multiplicity of a zero of det Y(X) and the behavior 
of the characteristic roots of E(x) is given by the following theorem. 
THEOREM 1.3. qf(Y(x), Z( )} x is a nontrivial conjoined solution pair of (1) 
and 3, a < f < b, is any fixed value of x, then the multiplicity of the zero 
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of det Y(T) is equal to the number of characteristic roots of E(z) having the 
value +l. 
Proof. Since E(g) is unitary, the collection of characteristic vectors 
q , aa ,..., CX,, of E(s) form a basis for the n-dimensional complex vector space. 
Suppose that +1 is a characteristic root of multiplicity k, 0 < K < n, i.e., 
suppose er(%) = ea(?C) = *a* = e,(z) = +I andei(3c) f +l,j = 15 + l,..., n. 
Assume also that 01~ is the characteristic vector associated with ej(z), 
j = 1, 2 ,..., n. Then 
E(%)cQ = (2 + iY)(Z - iY)-lol, = CT+ , j = 1, 2 ,...) h. 
Since the vectors 4, 01~ ,..., Q are linearly independent and the matrix 
(2 - iY)-l is nonsingular, the set of vectors/3$ = (2 - iY)-luj , j = 1,2,..., h 
is linearly independent. Now, for each j, 1 < j < K, 
or 
(2 - iY)pj = 04 = (2 + iY)(Z - iY)-Gxj = (2 + iY)& 
(2 - iY)& = (Z + iY)& 
which implies Y& = 0, j = 1,2 ,..., k. Thus the multiplicity of the zero 
of det Y(z) is at least K. 
Now, suppose y is a vector such that Yr = 0. Then 
(Z - iY)y = (Z + iY)y. 
Letting 6 = (Z - iY)y, we have y = (Z - iY)-9 and 
6 = (Z + iY)(Z - iY)-9 = E(@S. 
Thus, if y is a vector such that Yr = 0, then the vector 6 = (Z - iY)y 
is a characteristic vector of E(3) corresponding to the root +l. 
To complete the proof of the theorem we must show that the set of vectors 
Y& , j = h + I,..., n, is linearly independent. Suppose, to the contrary, 
that this set is linearly dependent. Then there exist n - K constants c, , 
not all zero, such that 
Now, by our work above, 
Y 
implies E@)S = 6 where 
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However, since the vectors oc, a, ,..., 01~ span the “space” of vector corre- 
sponding to the characteristic root + 1, we have 
which contradicts the fact that the set 011, as ,..., ol, is linearly independent. 
Thus the vectors Ypj ,i = k + l,..., n are linearly independent and the 
proof of the theorem is complete. 
2. DISCONJUGACY 
Consider the second order, self-adjoint equation (2). The point x = c, 
a < c < b, is said to be conjugate to the point x = a if (2) has a nontrivial 
solution y(x) such that y(a) = y(c) = 0. If the interval a < x < 6 contains 
no points conjugate to a, then (2) is said to be disconjugate on a -5 x < b. 
Using the fact that the zeros of two linearly independent solutions of (2) 
separate each other, this notion of disconjugacy is equivalent to the statement 
that no nontrivial solution of (2) vanishes more than once on a < x < 6. 
We now consider corresponding definitions for the matrix differential 
system (1). 
DEFINITION 4. In system (l), the point x = c, a < c < b, is said to 
be conjugate to the point x = a if there exists a nontrivial, conjoined solution 
pair {Y(X), Z(X)] of (1) such that Y(u) = 0 and det Y(c) = 0. 
DEFINITION 5. The matrix system (1) is said to be dzicon.ugate on 
a < x < b if and only if no nontrivial conjoined solution pair (Y(X), Z(X)> 
of (1) has the property that det Y(X) vanishes more than n times on a < x < b, 
multiple zeros of det Y(X) being counted according to their multiplicity. 
It is clear that if system (1) is disconjugate on a < x f b, then the interval 
a < x < b contains no points conjugate to a. Moreover, using Morses’ 
generalization [3] of the Sturm separation theorem, if the interval a < x < b 
contains no points conjugate to a, then (1) is disconjugate on a < x < b. 
Let [P-l(x) -Q(X)] denote the symmetric, nonnegative definite square 
root of (P-l -Q)“. For each x on a < Y < b, let Z(X) and V(X) be the 
maximum and the minimum, respectively, of the characteristic roots of 
P-“(X) and Q(x). Finally, we define: 
CONDITION A. For each x on a < x < b, either P-l(x) -Q(X) > 0 or 
Q(x) - P-‘(x) >, 0. 
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THEOREM 2.1. Let f be any monotone, d$%entiable function on a < x < b 
such that f(a) = 0 and f(b) = &s-r. Then each of the following is a suficient 
condition that (1) be disconjugate on a < x < b: 
(i) tr(P-i(x) + Q(X) + [P-i(x) -Q(X)]} -==z 2 1 f ‘(x)J OH a < x < b. 
(ii) Condition A holds and 
t(x) -=c If’(X)1 
on a < x < b, where for each x, t(x) = max(tr P-‘(x), trQ(z)). 
(iii) U(X) < (1/21z) j f ‘(x)1 on a < E < b. 
LEMMA 2.1. Let {Y(x), Z(x)} be a conjoined, nontrivial solution of (I) and 
let H(x) be the Hermitian matrix given by (6). The following inequalities hold 
ona \cx <b: 
(i) tr(P-l(x) + Q(X) - [P-‘(X) - Q(x)]> < 2 tr H(x) 
< tr(P-l(z) + Q(x) + [P-~(X) - Q(X)]>. 
(ii) s(x) < tr H(x) < t(x), 
where, for each X, S(X) = min(tr P-~(X) tr Q(X)) wd t(x) = max(tr P-‘(X), 
tr Q(X)), provided condition A holds. 
(iii) n - v(x) < Q tr H(x) < n * u(x). 
Proof. Inequalities (i) and (iii) are established in ([I], Chapter 10, 
Theorems 10.4.1 and 10.4.2). 
To verify inequality (ii), let R(x) be a matrix with the property that 
R+-R = Z”Z + Y”Y. 
By assumption, R is nonsingular on a < x < b. Now, if S(X) and C(X) are 
the matrices defined by the equations 
S” = YR-I, C” + ZR-I, 
then, on a < x < b 
S”S + CT c I 3s SS” + CC”, 
S”C z c*s, SC” = cs*, 
and C -/- iS is unitary. 
Using the definition of H(x) given by (6), we have 
H(x) = (Z* + iY*)-I[Z*P-lZ + Y*QY](Z - iY)-l 
= (Z* + iY*)-lR*R*-l[Z*P-lZ + Y*QY]R-lR(Z - iY)-l 
= (C + is)-l[CP%!* + SQS*](C* - is*)-l. 
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Since C + iS is unitary, (C + is)-l = C* - iS* and we have 
tr H(x) = tr[CP-ICY- + SQS*]. 
Now, fix any x on a < x < b and, using Condition A, 
P-l(x) -Q(X) > 0. Then 
tr H = tr[CP-lC* + SQS*] < tr[CP-lC* + SP-?S*] 
= tr[(C*C + S*S)P-l] = tr P-l. 
Similarly, 
tr H = tr[CP-lC* + SQS*] > tr[CQC* + SQS*] = tr Q. 
Thus, we have inequality (ii). 
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Proof of the TJzewenz. Let {Y(X), Z(x)> be any nontrivial, conjoined 
solution pair of (1) and let E(x) be the corresponding unitary matrix defined 
by (4). Using the notations of Theorem 1.1, We denotes the argument of 
the characteristic root ej(-v) of E(x), j = 1,2,..., 1z, with the assumptions 
that 0 < wj(a) < 2~ and We is continued as a continuous function. 
Now, the assumption that 0 < wj(a) < 27r together with the fact that 
the characteristic roots ei(x) of E( ) x move monotonically and positively 
at the point +l, implies that wj(x) > 0 on a < x < b, j = 1,2 ,..., n. For 
each Z, a < z < 6, let ~~(3) denote the number of times that We = 0 
mod (2~) on a < x < Z, j =I 1, 2 ,..., n. It is now readily verified that, for 
each fixed X, 
,g [%W - 441 -=c 27 
implies 
Let f(x) be a function satisfying the hypotheses of the theorem. Then, 
from the lemma we have, for example, 
W-l(x) + Q(x) + P”(x) - !22(4) < 2 If ‘(4 I 
on a < x < b implying that tr H(x) < lf’(~)l. This, in turn, implies 
sz tr H(t) dt < w for each x on a < x < b which, making use of (8), allows 
us to conclude that 
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on a < x < b. It now follows that inequality (i) of the theorem is a sufficient 
condition that (1) be disconjugate on a 6 x < 6. The fact that (ii) and (iii) 
are sufficient conditions for the disconjugacy of (1) are established in precisely 
the same manner and proof of the theorem is completed. 
COROLLARY 2.1. Each of the following is a m@ient condition that (1) be 
disconjugate on a < x < b: 
(i) trP1(x> + Q(x) + [P-‘(x) -Q(x)]> < 271-l@ - a) 
(ii) Condition A holds and 
t(x) < ?T/(b - a) 
(iii) u(x) < 7r/(2n(6 - u)) 
Proof. Put f(x) = (rr/(b - u))(x - a) and apply the theorem. 
3. ESTIMATES OF OSCILLATION 
\Ve conclude with the observation that the inequalities of Lemma 2.1 
together with the properties of E(x) described in Theorem 1.2 provide 
estimates for the number of zeros of det Y(x) on a < x < b, where Y(x) 
is a solution of (1). Th ese estimates are improvements of the results in ([I], 
Chapter 10) and in [S]. 
THEOREM 3.1. Let {Y(x), Z(x)> b e an nontrivial conjoined solution pair y 
of (1) and 
(i) let kI be the greatest integm such that 
2k,nr < 
s 
b tr(P-l(x) + Q(x) - [P-l(x) - Q(x)]) dx, 
a 
and m, the least nonnegative integer such that 
s ’ tr(P”(x) + Q(x) + [P-‘(x) - Q(x)]) dx < 2~2,~; a 
(ii) let Condition A hold with k, the greatest integer such that 
s 
b 
kpr < ~(4 dx, 
a 
and m2 the least nonnegative integer such that 
s 
b 
t(x) dx < mp; 
a 
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(iii) let k, be the greatest integer such that 
k,r/2 < jb V(X) dx, 
a 
and m3 the least nonnegative integer such that 
s ’ u(x) dzc < (m3~)/2n. a 
Finally, let rj = k, if kj > 0 and rj = 0 if kj < 0, j = I, 2, 3. Then, the 
number of zeros of det Y(x) on a < x < 6, multiple zeros being counted 
according to their multiplicity, is: 
(i) not less than r, and not greater tlaan n + m, - 1; 
(ii} not less than rz and not greater than n + mn2 - 1; 
(iii) not less than r3 and not greater than n + m3 - 1. 
In conclusion, we remark that these estimates may also be derived from the 
results in ([I], Chapter 10) and in [S] together with Morses’ separation 
Theorem [3]. 
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