assumed that the two signals are tightly coupled in both space and time.
Yet biology can provide exceptions to every rule, and Sirotin and Das 1 seem to have tapped into a big one. Their study shows that cortical blood flow can depart wildly from what is expected on the basis of local neural activity. They observed this mismatch in alert rhesus monkeys by simultaneously measuring vascular and neural responses in the same region of the visual cortex. Changes in the blood supply were monitored by a sensitive video camera peering at the surface of the brain through a transparent window in the animal's skull, and local electrical responses of neurons were measured with a microelectrode. The monkeys were oblivious to all of this, focusing instead on a behavioural task that would earn them a juice reward. The task required the animals to fixate their gaze on a tiny spot on a computer monitor for several seconds at a time.
When Sirotin and Das presented the monkeys with a conventional visual stimulus under these conditions, they observed a close correspondence between neural and haemodynamic responses to the stimulus, as expected on the basis of much previous work 2 . The surprising finding came in trials without a visual stimulus, when the visual cortex should have been disengaged (Fig. 1) .
Here -aside from the tiny spot directing the animal where to look -the task was carried out in complete darkness. Against all expectations, however, the haemodynamic signal continued to rise and fall. Indeed, the video of the cortical surface continued to reveal the cyclical ebb and flow of cerebral blood, which accompanied simultaneous changes in blood oxygenation and arterial diameter. By contrast, during this same trial, the neural signal fell nearly silent. Individual neurons in the same patch of cortex ceased to show any changes in their rate of generating impulses, and only the faint swell of background electrical activity indicated that cortical neurons were at all stirred by the behavioural task. So what might be the origin of this vascular priming? One possibility is that the subtle background swells led to increased blood flow through the local release of metabolic factors. Sirotin and Das argue, however, that this interpretation is unlikely because the robust haemodynamic responses they observed did not bear a reliable relationship to the neural signals they measured. Instead, this study -perhaps more than any previous work -highlights the potential role of direct, task-related neural control of vascular tone. Both glia and blood vessels receive signals from diverse types of neuron, including signals from neurons in brain centres controlling attention and arousal 3 . The task-based modulation of the The brain makes up only 2% of the human body mass, but because of its high energy demands it receives more than 15% of the cardiac output. When blood enters the brain, it doesn't course indiscriminately through the organ's vessels; instead, it is selectively channelled to specific regions in a need-based fashion. On page 475 of this issue, Sirotin and Das 1 show that, sometimes, blood is sent to the brain's visual cortex in the absence of any stimulus, priming the neural tissue in apparent anticipation of future events.
We know a lot about the physiology of the cerebral cortex, the folded sheet of densely packed grey matter that forms the outer surface of the brain. Its neurons generate electrical impulses that carry information about stimuli and events and transmit it to other neurons. Arteries, arterioles and capillaries deliver fresh blood to neurons, and supporting glial cells surround both neurons and blood vessels, regulating blood flow and performing various housekeeping roles.
Housekeeping in the brain is a challenge, because neurons undergo sudden bursts of activity that consume energy and pollute their surroundings. Consider, for example, what happens in the cortex when we first direct our gaze to a bright stimulus. In the visual cortex -the region of the cortex specialized for vision -thousands of previously quiescent neurons suddenly erupt in a cacophony of activity, each generating hundreds of electrical impulses per second. In response to the metabolic consequences of such activity, fresh blood is directed towards neurons and glia in active regions, flushing out waste products, delivering nutrients and restoring the local milieu.
Brain mapping techniques such as functional magnetic resonance imaging (fMRI) measure blood flow (haemodynamics) rather than neural activity. The accuracy with which fMRI monitors neural functioning in the human brain depends on the precise coupling between neural activity and blood flow. Although details of how neural activity triggers changes in blood supply are a topic of active debate, it is generally vascular response might therefore represent input from a part of the brain that can anticipate probable neural activity in a specific brain region over the coming seconds, and so prime that region.
But how specific might such an anticipatory signal be? As the authors 1 found a similar modulation in other systemic markers, such as heart rate and pupil diameter, might the observed modulation reflect an overall change in the brain's blood supply? A control experiment involving an auditory task argues against this possibility. Unlike the fixation task, periodic attention to an auditory stimulus did not elicit haemodynamic modulation in the visual cortex. This control experiment, although doing little to clarify the origin of the haemodynamic modulation, shows that such priming depends on the type of sensory stimulus that the brain expects.
The mere mismatch between blood flow and neural activity per se is not a great surprise. Indeed, the precise relationship between neural activity, metabolism and blood flow has always been difficult to pin down. Early functional imaging studies revealed a quantitative discrepancy between oxygen consumption by an activated brain region following a sensory stimulus and the corresponding blood-flow response to that region 4 . Simply put, much larger amounts of oxygenated blood were delivered to an active region than were required on the basis of metabolic demands. Earlier work has also shown that the correspondence between neural activity and blood-based imaging signals is highly situation-dependent 5, 6 , highlighting the complex relationship between neural activity, metabolism and blood flow [7] [8] [9] . Yet the neurovascular mismatch reported by Sirotin and Das 1 is extreme. The clear and rhythmic haemodynamic modulation in the visual cortex spurred by a task performed in complete darkness is sure to raise eyebrows among the human fMRI research community. For one thing, most fMRI experiments involve the periodic presentation of sensory stimuli, and then rely on the temporal structure of the haemo dynamic response for deducing local neural activity. The present study clearly demonstrates that some of the assumptions underlying such analysis -namely, that cyclical variations in blood flow reflect local, stimulus-driven events -may sometimes be incorrect. 
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Galaxies in from the cold
Reinhard Genzel
Computer simulations of the cosmos suggest that cold streams of gas could underlie the unexpectedly high star-formation activity of many massive galaxies found to exist a few billion years after the Big Bang.
Recent surveys of galaxies 1 have found evidence that galaxies with masses comparable to or greater than that of the Milky Way were already present in large numbers about 3 billion years after the Big Bang. What's more, a significant fraction of these massive galaxies seem to have been gas-rich, rotating disks in which stars formed at a rate of up to 150 solar masses per year, 50 times the rate in the present-day Milky Way 2, 3 . Most of these star-forming galaxies do not seem to be the aftermath of mergers of smaller systems 2 , and are found to produce stars steadily over a long period of time 4 -characteristics that are at odds with the prevailing view of how galaxies form and evolve. So, if mergers are not the cause, what else could trigger the formation of stars in these massive galaxies? Building on earlier work [5] [6] [7] , Dekel et al. 8 (page 451 of this issue) use cosmological simulations 7 to show that the galaxies might grow and form stars as a result of being fed by rapid, narrow streams of cold gas.
In the classical picture of their formation 9, 10 , galaxies are created when gas cools and collects at the centres of collapsing haloes of dark matter. They then evolve to form larger galaxies by merging with smaller galaxies. But the fundamental properties of atomic cooling divide evolving galaxies into two branches. Galaxies with a dark-matter mass below a critical value of about half the mass of the Milky Way (about 500 billion solar masses) would have grown rapidly through accretion of cold gas, resulting in sustained (or continuous) star formation. In contrast, massive galaxies would have grown at a much slower pace (determined by the gas cooling rate), and bursts of star formation would have occurred only when parent galaxies of comparable masses underwent intense, rapid mergers (known as major mergers).
The classical picture thus predicts that active star-forming galaxies of low mass should already have been abundant at early epochs in the history of the Universe, whereas massive galaxies should have assembled later through mergers of smaller systems. But Dekel et al. 8 challenge this picture using substantially improved, high-resolution hydrodynamical simulations 7 representing a large volume of the cosmos.
Perhaps the most notable aspect of Dekel and co-workers' study is the indication that, at early epochs (redshift ≥ 2), haloes with a mass substantially above the average for that epoch tend to form at the dense nodes of the 'cosmic web' of dark matter, which comprises long filaments of denser gas connecting these nodes. As a result, much of the gas in the filaments remains cold and flows at high speed from large distances deep into the halo, near the evolving disk in which stars will subsequently form. Under these conditions, massive galaxies above the critical mass can grow rapidly and steadily.
Dekel et al. find, however, that two other requirements must be met to explain the high star-formation rates of massive, early-epoch galaxies. The first is that the accretion of material must be largely gaseous, with only a small fraction of stars involved. The second is that the conversion of accreted gas into stars must be highly efficient. Because most of the gas in the streams is smooth or exists in lowmass clumps and smaller (satellite) galaxies, the first criterion means that the star-formation efficiency in the streams must be low. Qualitatively, this might be plausible if massive stars that did manage to form in the streams inject energy back into the interstellar medium through supernova explosions and stellar winds. Such 'stellar feedback' can thus disperse the surrounding gas and halt further star formation in the streams, and it would do so more effectively in lower-mass systems because of their lower gravitational binding energy. In addition, the fraction of dense molecular gas required to form stars may be lower in these lower-mass clumps, which contain fewer heavy elements and have less shielding against destructive ultra violet radiation from hot stars and the intergalactic radiation field.
Although star formation in present-day galaxies is inefficient, the necessary high star-formation rates at early epochs might be reached if star formation consumes piled-up gas at the same rate as it is deposited. This requires that the fraction of gas ejected from the evolving massive galaxy by stellar winds and supernovae is modest, which might be at odds with observations 11 . Alternatively, or additionally, a higher efficiency of star formation or a different distribution of stellar masses may be required in the earlyepoch systems compared with those in the present-day Universe. Dekel and colleagues' simulations cannot yet resolve the complex interaction between the gas inflow and the disk, which might answer many of the remaining questions. Much more detailed simulations will be required to correctly model the radiation, energy balance, dynamical structure
