Traditional image segmentation techniques typically divide an image into separate regions based on grayscale characteristics. Most real-world image-segmentation problems, however, require some subsequent shape-based processing to yield acceptable results. Unfortunately, choosing an appropriate sequence of image-processing operators (a process) for this purpose can be a time-consuming, tedious procedure that requires considerable image-processing expertise. We describe a semi-automatic paradigm for selecting shape-based operations for an image-analysis process. Desired shape information for image regions is provided by the user in the form of easily-speci ed cues.
Introduction
Image segmentation is the process of dividing an image into regions of interest 1]. Researchers have developed a large variety of grayscale image-segmentation methods, including 1 intensity thresholding, region growing, and gradient-based techniques 1]. These methods are sensitive to the intensity values in the image|but they do not address region shape, size, or topology. In most real-world image-segmentation problems, grayscale-based methods tend to produce imperfectly shaped regions that require some degree of shape re nement to yield acceptable results 2{5]. Many choices exist for region shape modi cation, such as cavity deletion, connected-components analysis, and boundary smoothing. Since no single method is suitable for all shape-analysis tasks, a large variety of functions must be available to the user if he/she wishes to build an appropriate process for a given problem. Progress has been made toward developing systems that automatically generate a sequence of imageprocessing operations to solve a speci c problem. Such systems have been proposed for basic morphological analysis 6{8] and 3-D computer vision 9, 10]. Knowledge-based systems have also been proposed for image-analysis applications 11{15]. A human observer, however, represents a powerful, problem-speci c knowledge source. Evidence suggests that having a human operator guide the analysis and segmentation process can lead to better segmentation results 5, 16{20] . In this paper, we describe a strategy for easily constructing shape-based image-analysis processes. While our primary motivation is medical image analysis, the strategy is applicable to general 2-D, 3-D, and 4-D image-segmentation problems.
In medical image analysis, much image segmentation work is performed manually by expert image analysts 21, 22] . The analysts typically segment objects from the image data sets using methods such as contour tracing, region painting, and slice editing. Sophisticated software systems have been developed to facilitate this type of analysis 22{24]. Such manual analysis, however, can be time-consuming (especially for 3-D and 4-D data sets) and susceptible to inter-observer and intra-observer variabilities 21, 25] . To address these problems, interactive approaches for semi-automatic medical image analysis have been developed 5, 16, 17, 21, 22] . In these semi-automatic approaches, the user interacts with a software system to guide and re ne the segmentation process.
Fully automatic image analysis, however, would be desirable. To automate the analysis process, image-segmentation operators and operator parameters must be selected. Unfortunately, the user must decide how to construct this sequence of operations (a process) to address a speci c image-segmentation problem. So far, no system has been proposed to make the construction of these processes \easy" for the user. As a result, image-segmentation processes are often laboriously developed by an image-processing expert. The expert typically uses tedious trial-and-error experimentation to re ne the process until suitable results are obtained. Usually, the constructed process only works for the one problem for which it was designed.
Our approach can construct processes to correct speci c shape defects that commonly occur in image-segmentation problems. Shape information on image regions is provided by the user, via a graphical user interface (GUI) system, in the form of easily-speci ed cues. The cue information is analyzed in the framework of a generic shape-based processing paradigm, and appropriate morphological and topological image-processing operators that correct region shape defects are automatically selected. The user need not be an imageprocessing expert to apply the paradigm|he need only be able to specify the desired shape properties of the image regions.
The remainder of this paper is organized as follows. Sections 2 and 3 discuss cue-based image analysis and our shape-based image-processing paradigm. Section 4 demonstrates the method on three examples: a 2-D phantom image, a 2-D X-ray CT lung image, and a 3-D X-ray CT heart image. Section 5 interprets the experimental results and summarizes our work.
Paradigm Overview
Consider an image containing N segmented regions (labeled by a grayscale-based imagesegmentation method). Each pixel in the image has been assigned a label, R 1 , R 2 , . . . R N , identifying it as a member of exactly one region. Figure 1 shows such an image for the case of two regions (N=2) with regions R 1 and R 2 . Assume that there are a number of desired shape properties for each region in the image; e.g., we would like to specify shape properties such as region smoothness, size, and topology. How can a sequence of image-processing operators be constructed to correct the shape defects inherent in the segmented regions of the image?
We propose a method for semi-automatically constructing shape-based image-analysis processes. Image-processing operators are chosen by selecting operations from mathematical morphology, topology, and image algebra to modify the shape characteristics of image regions. These types of operations have been successfully applied in many applications to solve similar problems 1{5,21]. Operator selection is guided by problem-speci c information supplied by the user. processing knowledge can be organized into a (potentially large) collection of rules that can be used for many di erent problems 7, 11] . The problem-speci c information, however, varies from task to task, and must be analyzed each time a new problem is considered. In addition, specifying the shape-analysis problem using only verbally-de ned knowledge can be very di cult. Rosenfeld may have described it best 26]:
Many aspects of spatial knowledge are hard to verbalize and probably di cult to express in any language.
To help the user communicate the segmentation problem easily and e ectively, we employ cue-based image analysis 17, 18, 20, 27] . Image-analysis cues are entered by the user to provide information on the various regions in the image. Cues provide problem-speci c information about the shape and topology of image regions, such as the number of region components, the size of the region, boundary smoothness, etc. The cues are analyzed to guide the selection of the image-processing operators.
Two types of cues are de ned: (1) symbolic cues, which provide symbolic factual information; and (2) iconic cues, which are image-based. Symbolic cues give shape, topological, or size information for speci c regions. Iconic cues permit a user to convey size information in a natural way: the user constructs them by drawing directly on an image.
Applying the methodology to a speci c image-analysis task involves three steps:
1. The user interacts with a GUI system to construct the necessary symbolic and iconic cues.
2. After the cues have been speci ed, the system automatically interprets the cues to select image-processing operators and operator parameters. The symbolic cues guide operator selection. The iconic cues determine quantitative region size and topological constraints and, in some instances, speci c operator parameters. The operators abide by a general shape-based analysis paradigm discussed below.
3. After the operators and operator parameters have been determined, the image-analysis process is assembled. This process is then automatically invoked on the image to correct the speci ed shape defects.
The methodology described here for automatically generating image-analysis processes is part of a software system for interactive image segmentation called INTERSEG 27, 28] . IN-TERSEG provides an easy-to-use graphical user interface for creating and editing iconic and Due to the variety and complexity of image-segmentation problems, it is probably not possible to anticipate all shape defects that might occur. Rather than trying to universally solve all shape-related problems, our work considers eight important shape-correction issues that commonly occur in real-world image-segmentation problems. Figure 1 illustrates the common shape-related issues we address. The gure shows labeled regions after an initial grayscale-based segmentation. The labeled image contains two regions: a foreground region R 1 and a background region R 2 . Overall, the image is corrupted by \salt-and-pepper" noise;
i.e., small region dropouts and small disconnected region pieces. R 1 consists of three distinct connected components|depending on the application, only a subset of these components may actually belong to the object of interest. Two of the components comprising R 1 have interior cavities that may be undesirable. Also, R 1 has a small, thin attachment, and the boundary is not uniformly smooth and has a sharp indentation. As illustrated in Figure 2 , all of these various defects can conceivably be eradicated with further appropriate shape-based processing.
We summarize below our proposed uni ed eight-function shape-based processing paradigm that addresses these potential defects.
1. Salt-and-Pepper Repair: remove small disconnected region components (salt) and ll small region dropouts (pepper). 4. Minimum Size: delete region components smaller than a speci ed minimum size.
5. Maximum Diameter: remove region portions larger than a speci ed maximum diameter.
6. Connectivity Number: save a speci ed number of region connected components. The functions in the paradigm are designed to be applied in the order listed above.
Since the prede ned cues determine which functions to apply, not all functions may be required for a speci c analysis task: only the needed functions are included in the nal imageanalysis process. Ideally, each function in the paradigm would correct a speci c shape defect without modifying any other region shape properties. Unfortunately, this is an unrealistic and unobtainable goal. There will be interaction between the functions and between the regions in the image. In many cases, the nal result depends on the order that functions are applied. To address this problem, we have ordered the functions so that essential region size and shape properties are preserved and the salient relationships between image regions remain unchanged.
The functions are ordered so that early functions either improve or don't a ect the outcome of later functions. But since the goal of the processing is to correct shape defects, it is important to realize that the general topological characteristics of the processed image necessarily must change from the original grayscale-segmented image. We further justify the eight-function paradigm below.
Salt-and-pepper noise detracts from the true homotopy of regions and obscures the essential structure of individual regions. Hence, Salt-and-Pepper Repair is applied rst and acts as a preprocessing function, prior to more exhaustive shape-based processing. Next, 9 Minimum-Diameter processing corrects small artifactual shape defects, be they small thin attachments or indentations. Salient region shape characteristics|i.e., those characteristics larger than a minimum speci ed diameter|are preserved. The third function, Unwanted Cavity Deletion, removes interior cavities of a denoted region without changing the exterior hull of the region. The fourth function, Minimum Size, deletes separate components of a region smaller than a de ned size. At this stage, the regions have been cleaned of many small shape anomalies: salt-and-pepper noise, attachments, indentations, interior cavities, and small components.
The next four functions provide further shape-based improvement of the image regions.
The Maximum Diameter function removes unwanted overly-large region portions. This might be necessary, for example, if a smaller discernible region gets attached to the image background during gray-scale segmentation. Since functions 1{4 have already xed small defects at this point, the large structuring element required by the Maximum Diameter function will not have an adverse impact on the processed result. The sixth function, Connectivity Number, is used to incorporate problem-speci c information on the number of actual connected components of a region.
After functions 1{6 have been applied, the general shape, size, and topology of the image regions has been established. An additional region boundary smoothing function can be applied (function #7) if desired. Some pixels will be left unassigned to regions after functions 1{7. The nal function in the paradigm permits the user to merge these pixels into a speci ed region, typically the background.
3 Paradigm Speci cs
This section describes the cue types in detail and shows how the cues are used to specify image-processing operators. Table 1 lists the cues used for the shape-based analysis paradigm. These cues help determine which functions to use in the subsequently constructed process. They also help determine parameter values for speci c operators used in the functions. Since functions 1 and 8 apply to the image globally, only one instance of these cues need be speci ed. Functions 2{7 can be applied to each region independently. Hence, the user can set unique values of these cues for each desired region. A function is included in the nal constructed process only if the associated cue is set.
As mentioned earlier, we employ two types of cues: symbolic or iconic. Symbolic cues can be de ned by entering numeric values (e.g., to set a \size" parameter), selecting a check box (e.g., to answer \Yes" or \No"), or choosing a list item (e.g., to pick a region for assigning unclassi ed pixels). Iconic cues are used to specify size information graphically and are drawn on the image by the user. For our environment, the user invokes INTERSEG to create the cues.
A cue conveying size information is used to select a morphological structuring element.
Depending on the function, the structuring element is used with a morphological erosion, dilation, opening, or closing to modify region shape and size features. Symbolic cues that numerically specify a size are converted into pixel dimensions and are used to select an appropriate structuring element. 
Shape-Based Processing Operators
After the iconic cues have been measured to select structuring elements, the symbolic cues are analyzed to determine how the image-processing functions in the processing paradigm will be applied to the regions in the image. Each function to be applied is actually expanded 13 into a sequence of one or more image-processing operators. We now detail the operators that make up each of the eight functions of the shape-based processing paradigm. The description here considers 2-D and 3-D processing.
1) Salt-and-Pepper Repair: Salt-and-pepper repair attempts to correct small disconnected region pieces (salt) and small region dropouts (pepper) without modifying the overall size and shape of the regions in the image. Salt-and-pepper repair is applied sequentially to each region in the image. Let m be the minimum acceptable area of region salt and pepper, as speci ed by the size cue associated with the Salt-and-Pepper Repair function (see Table 1 ). The following steps are used to apply salt-and-pepper repair to region R j :
1. R k ? temp merge:
In the seventh step, a morphological closing is used to ll indentations on the neighboring region boundary. The closing is then conditioned by intersecting it with the set of attachments (step eight). The result of this intersection is the subset of attachments that can ll a cavity in the neighboring region border. This subset is merged into the neighboring region using a set union.
3) Unwanted Cavity Deletion: If the user has problem-speci c knowledge that a particular region is solid, the \Region is Solid" cue associated with the Unwanted Cavity Deletion function can be set to \Yes" to specify this property. If interior cavities are to be deleted from region R j , the following step is applied: 8) Unclassi ed Pixel Processing: Each pixel in the nal result should belong to exactly one region in the image. However, during shape-based processing, a pixel may be deleted from a region and never be merged into another region; e.g., during the deletion of a region component during connected-components processing, the deleted component is not merged into another region. Pixels that are elements of no region can be merged into a user-speci ed region|typically the background|to improve the nal segmentation. This processing is controlled by the symbolic cue associated with the Unclassi ed Pixel Processing function. If this cue is set to \Leave as zeros," then no merging will be performed. If the cue is set to a speci c region name, the unclassi ed pixels will be merged into that region. The following operator is used to identify unclassi ed pixels in regions R 1 ; : : : ; R N , and merge them into region R j :
4 Results
This section demonstrates how our proposed paradigm can be used to construct processes for Notice that the segmented regions are plagued by shape defects: signi cant salt-and-pepper 20 noise, unwanted attachments, rough region borders, and unwanted region cavities. To correct these defects, our proposed shape-based processing strategy was applied. Nine cues were speci ed to convey region shape information. Salt-and-pepper noise removal was requested to x region dropouts. An iconic cue for the Minimum Diameter function was speci ed for the region on the right to remove the thin attachment. Both regions were speci ed as having no cavities and consisting of a single component. Shape smoothing was requested for the region borders. Unclassi ed pixels were speci ed to be merged into the background region.
A sequence of 160 image-processing operators was automatically assembled by INTER-SEG to perform the shape-based processing. The process listing is shown in Figure 5 . Each process step consists of an operator number, operator category (e.g., Morphology), operator name (e.g., Dilation), and operator parameters (e.g., structuring element size). has been correctly identi ed. However, gradient-based methods tend to trace around the bright pulmonary arteries near the heart (the bright region near the center). Image analysis technicians typically trace through the pulmonary arteries when manually segmenting this type of data set, yielding a smooth lung contour.
The cue-based analysis technique was applied to this data set by specifying region smoothness and region diameter constraints. High region smoothing was requested for both the left and right lung regions. To reduce the invagination of the pulmonary arteries into the lung parenchyma (to \cut" through the arteries, as the image analyst would), an iconic attribute cue was created for the region \background" to specify the minimum size (the \background" region is the complement of the lung regions shown in Figures 6b) . The iconic attribute cue is shown in Figure 6c . Region and cue de nition took less than ve minutes. A 180 step shape-based image-analysis process was automatically generated using these cues. After applying this process to Figure 6b , the image shown in Figure 6d was obtained. Note that the lung contour smoothly cuts through the pulmonary arteries surrounding the heart, yielding (cavities and disconnected components), and unwanted region attachments arising from a catheter used to deliver X-ray contrast agent. Three regions are de ned for this shape-based analysis problem: the LV chamber is the bright region in the center; the light gray region surrounding the LV is the myocardium; and the dark region represents the background air region. Anatomical knowledge indicates that the LV should be a solid region, and that both the LV and myocardium should be simply connected. This problem-speci c information will be communicated using symbolic cues.
The cue-based image-analysis methodology was used to generate a process to correct the shape defects. The LV region was speci ed to be a solid region with one connected component, and with a minimum size speci ed using an iconic attribute cue. The myocardium was speci ed to consist of one single connected component. Finally, unclassi ed voxels were speci ed to be labeled \air."
Using this cue information, INTERSEG was used to construct an image-analysis process.
The resulting process consisted of 56 processing steps and was automatically constructed in about 30 seconds. Cue de nition took less than ve minutes. 
Discussion
The results show how the cue-based method can be applied to solve real shape-based imageanalysis problems. In each case, the processes were automatically generated by interpreting the user-speci ed image-analysis cues. The processes consist of morphological, topological, and image-manipulation operators. Cue de nition is very quick|for the three examples presented in Section 4, the user required less than ve minutes to specify the symbolic and iconic cues to describe each problem. As the process listing in Figure 5 shows, manually constructing and re ning such a process would be an extremely di cult task, and would require many hours of work and demand considerable image-processing expertise.
One of our main motivations for constructing automatic image-analysis processes is to reduce the amount of operator variability introduced during the segmentation process. With a completely automatic system, intra-operator and inter-operator variabilities are eliminated.
With our semi-automatic technique, the user speci es cues that are interpreted to select operators and operator parameters. It is desirable that the process generation procedure a ect the structuring element selection. If the variation is limited to slight di erences in the cue border (on the order of a few pixels), there will be no change in the selected structuring elements.
The paradigm we describe addresses eight shape-related issues. It is not possible to solve every image-analysis problem within this framework. We have tried, however, to select common shape defects that arise after applying grayscale segmentation operators. Our method can correct problems with region topology (connectivity and cavities), region size, region boundary smoothness, and can reduce image salt-and-pepper noise.
The cue-based analysis paradigm allows an observer to specify information about the regions in the image, rather than supplying details on how the regions should be processed.
The information required can be easily determined by an observer familiar with the shape properties of the regions in the image. The user speci es factual information through symbolic cues, and approximate size information speci ed in a natural manner through the iconic cues. As a result, a \non-expert" can easily construct a shape-based image-analysis process for a speci c problem.
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