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Abstract 
We consider the problem of scheduling n jobs with release dates on m identical 
parallel machines to minimize the average completion time of the jobs. We prove 
that the ratio of the average completion time of the optimal nonpreemptive 
schedule to that of the optimal preemptive schedule is at most f, improving a 
bound of (3 — +) due to Phillips, Stein and Wein. We then use our technique 
to give an improved bound on the quality of a linear programming relaxation of 
the problem considered by Hall, Schulz, Shmoys and Wein. 
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1 Introduction 
Recently there has been much activity in the development of approximation algorithms for 
a number of scheduling problems in which the goal is to minimize the average completion 
time of the jobs scheduled [2, 3, 6, 8, 9, 17, 18, 22, 23]. The key idea behind most of these 
results is that, given certain sorts of relaxations of scheduling problems, a valid schedule can 
be inferred from a simple ordering that can be easily constructed from these relaxations. 
In this note we improve the analytical methods available for the analysis of the schedules 
constructed from these relaxations. Specifically, we consider the problem of scheduling n 
jobs J = {1,...,n} on m identical parallel machines. Each job j has a release date r; 
before which it is not available for processing. We will denote the completion time of job 
j in a schedule S' as CF, and the total completion time of schedule S as C® = jer CF. 
We will often drop the S when the schedule in question is clear. The goal is to construct 
a schedule S that minimizes C*, which is an objective function equivalent to the average 
completion time +¢8 . We require a nonpreemptive schedule in which each job must be 
processed in an uninterrupted fashion. This problem is often denoted by P\r;| °C; [12], 
and is NP-hard [13]; thus, it is natural to be interested in approximately-optimal solutions 
that can be computed in polynomial time. We define a p-approximation algorithm as an 
algorithm that runs in polynomial time and always produces a solution of value within a 
factor of p of the optimum. 
Until recently little was known about approximation algorithms for this problem, or 
in general for scheduling problems with a minsum optimality criterion subject to release 
date constraints (or other types of constraints, such as precedence constraints). The first 
progress in developing approximation algorithms for these problems with constant-factor 
performance guarantees was made by Phillips, Stein and Wein [18], who developed approx- 
imation algorithms by using a preemptive schedule as a relaxation of the nonpreemptive 
schedule. Specifically, they showed that, in the special case of m = 1, a nonpreemptive 
schedule of average completion time within a factor of 2 of optimal can be constructed 
simply by ordering the jobs nonpreemptively by their completion times in an optimal pre- 
emptive schedule. Since the preemptive version of the one-machine problem can be solved 
in polynomial time, this leads immediately to a 2-approximation algorithm. For general m 
they showed that list scheduling in order of the completion times in a preemptive schedule 
yields a nonpreemptive schedule of average completion time at most a factor of (3 — +) 
larger than that of the preemptive. Unfortunately, in this case the underlying preemptive 
problem is NP-hard. By also providing an approximation algorithm for the preemptive 
problem, Phillips, Stein, and Wein were able to apply this conversion technique to yield a 
6-approximation algorithm for P|r;| >> C;. 
The idea of scheduling in a natural order dictated by a relaxation of the problem has 
proved to be quite powerful. Inspired by this idea, Hall, Schulz, Shmoys, and Wein in [8], 
which is a joint journal version of [9] and [23], studied a number of linear programming 
relaxations of constrained minsum scheduling problems and gave methods to round their 
solutions to feasible schedules. Their techniques yield improved performance guarantees for 
many problems, and in some cases, the first constant performance guarantees. In particular, 
they give a (4 — + )-approximation algorithm for P|r;|>° Cj; this result was discovered 
independently by Queyranne [20]. This result makes use of a linear programming relaxation 
of the problem in completion-time variables and as a result establishes a bound on the quality 
of the relaxation; Hall et al. showed that, for any instance, the fractional solution to the
linear program is no more than a factor of (4 — +) from optimal. 
Our results improve upon both the techniques of Phillips, Stein and Wein [18] and of 
Hall et al. [8]. Specifically, 
e we show that list scheduling in order of the completion times in a preemptive identical- 
parallel-machine schedule yields a nonpreemptive schedule of average completion time 
at most a factor of < larger than that of the preemptive schedule, improving the 
previous bound of (3 — +) [18]; 
m 
e we improve the analysis of Hall et al. to show that the linear programming relaxation 
that they consider yields a lower bound within a factor of 3.75 of optimal, improving 
on the bound of (4 — +) [8]. 
Neither of these results gives the best current performance guarantee for an approxima- 
tion algorithm for P|r;| 5° Cj. The current best approximation algorithm for the underlying 
preemptive problem is a 2-approximation algorithm [18]; thus our first technique yields only 
a 4.666-approximation algorithm. The second technique does improve over the best previ- 
ously known approximation algorithm, but simultaneously with our discovery of this result 
we also discovered a (2.89 + €)-approximation algorithm for the problem using rather dif- 
ferent techniques [1]. We note, however, that our 3.75-approximation algorithm can be 
implemented in O(nlogn) time (by applying results of Queyranne and Schulz [21] and 
Goemans [5]) whereas the (2.89 + €)-approximation algorithm is rather computationally in- 
tensive. Subsequent to the results in this paper, Chekuri et al. [2] gave a 2.85-approximation 
algorithm that runs in O(n log) time, and quite recently, Schulz and Skutella have given a 
randomized O(n log n) 2-approximation algorithm [22]. (A consequence of this result is also 
an improved bound of 2 on the ratio of the optimal nonpreemptive to preemptive schedule.) 
Our results, however, are important for three reasons. First, the idea of scheduling in 
a natural order based on a linear programming relaxation in completion-time variables, 
or related formulations, has found many applications to a number of scheduling problems, 
e.g., [1, 2, 3, 6, 8, 17, 22, 24]. This is currently a very active area of research, and our 
techniques offer new ideas that we believe may find other applications and lead to further 
improvements. The analyses of Phillips, Stein, and Wein [18] and Hall et al. [8] show, 
respectively, that the completion time of job 7 in the schedule found is within a constant 
factor of the preemptive completion time of 7 and the LP completion time of 7. We give a 
technique that strengthens this “job-by-job” approach, by showing how to make use of the 
total completion time in our analysis. We hope that this will lead to further progress in 
obtaining stronger cumulative bounds in other settings. 
Second, the linear programming formulations considered in these results have received a 
great deal of attention both from the perspective of their strength when used to give lower 
bounds in computing optimal solutions to small problem instances, and from the perspective 
of their use in giving polyhedral characterizations of various scheduling problems [21]. Until 
the recent work to which we have referred, these polyhedral formulations have had no worst- 
case analysis; therefore our results in Section 3.2 create more precise connections between 
the worst-case analysis of scheduling problems and the study of polyhedral formulations of 
these problems. 
Finally, our results are of interest from a perspective different from that of approximation 
algorithms and polyhedral methods. Researchers have long been interested in characterizing 
the power of preemption in scheduling, with the goal of optimizing both > C; [14, 16, 18]
Algorithm List 
Input: An ordered list L of jobs; without loss of generality, let this ordering be 1,...,n. 
Output: A nonpreemptive schedule N. 
List schedule nonpreemptively using L, in the following manner: For each job 7 on the list, schedule 
j as early as possible subject to the following constraints: 
e Job j does not start before r;. 
e Jobs 1,...,7 —1 have already been scheduled in N, and their position is fixed. 
Figure 1: The algorithm LIST 
and the makespan (max; C;) [4, 7, 10, 15] of a schedule. For both of these optimality criteria, 
the optimal preemptive schedule for an instance will often be significantly better than that 
of the optimal nonpreemptive schedule; however, in the real world preemption is viewed as 
being difficult to implement and as incurring a cost, and a nonpreemptive schedule, if of 
reasonable quality, is more desirable. 
A theorem of McNaughton [16], combined with a result from open-shop scheduling 
theory [12], proves that for the scheduling of jobs without release dates on identical parallel 
machines to minimize average completion time, the optimal preemptive schedule is no better 
than the optimal nonpreemptive schedule. When release dates are introduced the situation 
changes significantly; our result in Section 3.1 gives an improved understanding of the power 
of preemption in this scheduling environment. Specifically, by disallowing preemption, the 
average completion time can increase by no more than a factor of Z. In contrast, T.C. Lai 
[11] has proven the best known lower bound: there exists an instance for which the optimal 
value for a nonpreemptive schedule is at least % times the optimal value for a preemptive 
schedule. 
Both of our results arise from the application of a list-scheduling algorithm to a list 
determined by the solution to a relaxation of the scheduling problem. In Section 2 we present 
this list-scheduling algorithm LIST and establish several basic bounds on the performance 
of LIST on any ordered list of jobs. In Section 3 we apply this technique to prove our two 
results by specializing the analysis to ordered lists derived from a preemptive schedule and 
from a solution to a linear programming relaxation of the problem. 
2 The Algorithm LIST 
We consider the algorithm List (see also Figure 1), which accepts as input an ordered 
list of jobs and uses that list to produce a nonpreemptive schedule N for the jobs on m 
identical parallel machines that respects the release dates of the jobs. LIST is essentially a 
list-scheduling algorithm; for each job in turn, it schedules it as early as possible without 
violating its release date, and without disturbing the jobs that have already been scheduled. 
In order to analyze LIST we will also apply an algorithm Post to N that yields a 
schedule N’. It will always be the case that C% ‘> CN, but in certain cases it will be easier 
to analyze N’ in order to bound CN. 
The algorithm Post takes as input the nonpreemptive schedule N that is produced by 
LIsT, and the set £ of the last m jobs in the list. These jobs, however, need not be the set 
of jobs that are the last to be processed on some machine in N. Post creates a schedule N’ 
in which the jobs in £ also are the jobs that are the last to be processed on some machine in
Algorithm Post 
Input: A nonpreemptive schedule N derived from application of LIST to a list L. 
Output: A nonpreemptive schedule N’. 
1. Let £ be the last m jobs in the list L. 
2. Let t; be the earliest time such that all work in schedule N on machine M; after time t¢; is 
given to jobs from ZL, and let 7; be the job that starts at time t;. If no job from L is scheduled 
last on machine M; in schedule N, then ¢; = co and j; does not exist. Let H be the set of 
jobs 7 € L which are not j; for some machine M;. Let M’ be the set of machines whose last 
job in schedule N is not in L (t; = oo). 
3. Remove the jobs in H from their present machines, and instead assign them to run last on 
machines in M’. The assignment can be any 1—to—1 assignment. 
Figure 2: The algorithm Post 
N’. Consider each machine in N. On some machines, the last job to be processed is not in 
£; on these machines POST removes from the schedule all jobs in £ and places them in a set 
H. On the remaining machines the last job to be processed is in £; in fact, the last several 
to be processed might be in £. On these machines, POST removes from the schedule every 
job in L except for the first in the “concluding block” of jobs in £ on that machine and 
adds them to H. Post then assigns the jobs in H in a 1—to—1 fashion to all machines on 
which the last job to be processed is not from £. These newly-assigned jobs are scheduled 
last on the machine to which they are assigned. Figure 2 gives a more formalized version 
of Post. We note again that the schedule N’ is constructed by Post solely for the sake of 
our analysis; C’ "is never smaller than CN , but at times N’ will be easier to analyze. 
We now establish several general bounds on the completion times of jobs in N and the 
average completion time of the schedules N and N’; in the next section we will specialize 
the bounds to each of our applications. 
Lemma 2.1 Let L be an ordered list of n jobs and without loss of generality let this ordering 
be 1,...,n. Let r’(j) = maxj=1,..,;7i- Let N be the nonpreemptive schedule resulting from 
the application of List to L. Then 
CN <r'(j “(En /m+p; . 
PRooF. The proof is essentially identical to arguments given by both Phillips, Stein and 
Wein [18] and Hall et al. [8]. Consider the schedule of jobs 1,2,...,7 —1, and suppose that 
job 7 is then scheduled to start at time t. Trace back in this (partial) schedule to find the 
latest time t’ that a machine is idle prior to time ¢. Since all machines are busy throughout 
the interval (¢’,t], we see that )7/7) 14 > m(t — t’), or equivalently, ¢ < t’ + (S{/7) | p;)/m. 
Consider a machine that is idle immediately prior to time t’, and let 7’ be the job that starts 
processing on this machine at t’. Since the algorithm LisT does not start 7’ earlier on this 
machine, we can conclude that ¢’ = rj <r’(j). Since job j completes at time t + p;, we see 
that CN <r'(j j) + (Sie “1 pi)/m + pj. a 
If we let F(j) = 1’(j) + ( jh pi)/m+p;, then we can succinctly state this upper bound
as CN < F(j), for each 7 = 1,...,n. We next show that the schedule N’ is dominated by 
the schedule N. 
Lemma 2.2 For each job j =1,...,n, CN < cM. 
PROOF. Suppose that the lemma were false, and that there exists a job j for which cx > 
oN. Assume that 7 starts on machine M’ at some time t+ ¢, in N and on machine M” at 
time ¢t in N’ (where ¢; > 0). Since PosT rescheduled job 7 to be the last job processed by 
M" in N’, it follows that in N, no job runs on M” after t. Therefore, in the construction 
of N by List, at the point when job 7 is to be scheduled, machine M” was free at time t; 
hence job 7 would have been scheduled at this earlier time, which is a contradiction. a 
We now divide £, the last m jobs in the list LZ, into two sets £; and Lo. The set Lo 
contains those jobs 7 € £ for which cn =rj+p; and the set £L; = L—Lo. Let K= J —L. 
Lemma 2.2 has the following immediate corollary. 
Lemma 2.3 For each job j € Lo, we have that cx =1;+ pj. 
PROOF. Since N is a feasible schedule, we have that rj; +p; < CN for each job 7 = 1,...,n. 
However, by Lemma 2.2, cx < CN =r; +p; for each job j € La, and so we have proved 
the claim. a 
Lemma 2.4 Let C% be the total completion time of the schedule constructed by Algo- 
rithm List. Then, 
ON < SE FG) + Do (rj +73) - 
JEKULI jEle 
PROOF. We apply the bound CN < F(j4) to the jobs in £1UK, apply the bound CN =rj+p; 
to the jobs in £2, and sum over all jobs. a 
Lemma 2.5 Let C%’ be the total completion time of the schedule constructed by Algo- 
rithm Post. Then, 
ON <P) + Mj tpi)t+ Soret YS v; - 
jek jELo kEK JGELUK 
PRooF. Since the algorithm Post only changes the times at which jobs in £ are processed, 
we have that for each job j € K, CN = cx < F(j). For each job 7 € Lo, we will apply the 
bound on = r; + pj, which follows directly from the definition of Lo. 
We now bound the completion times of jobs in £1, which are each on a different machine 
in the schedule N’. Consider a particular job 7 € £; on some machine M. Let t be the last 
time that machine M was idle before running 7. Let k be the job that starts processing at 
time ¢ on machine M. We will show that t = rz. 
Assume, for a contradiction, that job k is not scheduled to start at its release date. If 
either of the algorithms List or PosT schedules a job to start later than its release date, 
it must schedule that job to immediately follow the processing of another job on the same 
machine without any intervening idle time. Hence, when the algorithm schedules job k,
there must be another job k’ that is processed up until time t on machine M. This implies 
that job & was not scheduled in this position by POST. Consequently, job k is scheduled 
by the algorithm List, and then Post has rescheduled job k’. This implies that k’ € CL. 
Furthermore, for each machine, POST reschedules all jobs in £ except the first of the final 
block of jobs in £L. This implies that k ¢ L: since k’ is rescheduled by Post, then k is not 
the first of the final block of jobs in £; hence if k were in £, then PosT would have also 
rescheduled k. But it is also impossible for k to be in K, since then k precedes k’ in the list 
L: when List schedules k, the job k’ is not yet scheduled, and so job k would be scheduled 
to start earlier than time t. Hence, t = rz. 
Since job k begins processing at time t = rz, and j ¢ Lo, we know that k # j, and hence 
k EK. Let j1,...,3¢ be the jobs that run on M between k and j in the schedule N’. Then 
cy =Tet+ Pet Pj, +--+ Pip + DF - (1) 
If we sum (1) over all jobs in £1, then each job in K U L; contributes to the right-hand 
side at most once, since each job in £; is on a different machine. The jobs in £2 do not 
contribute at all, since they are run on machines distinct from the ones which run jobs in £, 
in N’. Thus, summing over all jobs 7 € £1, we obtain jeLi cn < Veex kh + UVyeciuk Pi- 
Combining this with the above-mentioned bounds for the other jobs, we obtain our lemma. 
a 
3 Applications 
3.1 Preemptive and Nonpreemptive Schedules 
In this section we consider preemptive and nonpreemptive schedules for minimizing average 
completion time of jobs with release dates on identical parallel machines. We will show that 
the ratio between the optimal nonpreemptive and preemptive average completion times 
is at most 4 by analyzing the application of LIST to the list that orders the jobs by their 
completion times in the preemptive schedule. We will show that this yields a nonpreemptive 
schedule with average completion time at most < times greater. This improves on the bound 
of (3 — +) given by Phillips, Stein and Wein [18]. 
For any preemptive schedule P, let £(P) denote the set of m jobs with the largest 
completion times (where ties are broken, for example, by job index). In general, it need not 
be the case that the set of jobs that are the last to be processed on each machine is equal 
to £(P). However, the following lemma shows that this property can be assumed without 
loss of generality. 
Lemma 3.1 For each preemptive schedule P, there exists a preemptive schedule P’ such 
that cP = cP for each j =1,...,n, with the property that L(P’) is equal to the set of jobs 
that are the last to be processed on each machine in P’. 
PrRooF. Consider some job 7 € £(P), which completes on machine M, but is not the last 
job to be processed on M. Assume that the final piece of job 7 runs from time t to CP. 
By a pigeonhole argument, there must be some job j’ ¢ L(P) which is the last to 
complete on some machine M’. Observe that Ch < CP, and that M’ is idle after Ch. 
We make a simple interchange: we schedule job 7 on M’ from time t to cP , and swap
whatever is scheduled on M’ in P during this interval to be scheduled on M instead. Job 
4 now completes on M’, and is the last job to be processed on M’. Furthermore, all job 
completion times are unaffected by this interchange. 
This interchange reduces the number of jobs in £ that are not the last to be processed 
on some machine, and so after at most m iterations of this procedure, we will obtain the 
desired schedule. | 
Thus, when we refer to £ = L(P) for some preemptive schedule, we will be make use of 
the fact that it is equivalent to think of £ as the set of jobs that finish last on some machine. 
We define C41 = jeLi CP, CK = wae CP, and C!2 = jeLo CP. For our improved 
analysis it will be necessary to analyze Dye 7p; in terms of the preemptive schedule, so we 
begin by establishing a useful bound on this sum. 
Lemma 3.2 For any preemptive schedule P, 
Sp; <o'1+c . 
JET 
ProoF. Let P’ be the schedule obtained from P by Lemma 3.1; we shall prove the lemma 
by considering P’ instead. For each machine M, there exists a distinct job in 7 € £L which 
is the last job processed on M in P’, and hence this machine runs from time 0 until cP . 
Thus, we can view the total processing capacity of this schedule as )’j<¢ cP =C'4+C?. 
Since this capacity is sufficient for all of the jobs in 7, the lemma follows. a 
We are now ready to establish the 7/3 bound; we do this by establishing two new upper 
bounds, one on C% and one on CN’. We will order the jobs by their completion times in 
the schedule P and call the resulting list Lp. 
Lemma 3.3 The algorithm LIST, when applied to the list Lp, produces a nonpreemptive 
schedule N in which CN < 20% +30" +202. 
PROOF. We will make use of the bound of Lemma 2.4: 
CN < SO FG) + Dj +p;) - 
JEKULI JEL 
We first relate F'(j) to the completion times of the jobs in P. Recall that 
j-l 
F(j) =9'(i) + Oo pi)/m +9; - 
i=l 
We can bound r’(j) < CP, since jobs 1,...,7 all complete in P by time CP, and thus must 
be released by then. We may also bound (ict pi)/m< cP since jobs 1,...,7 all complete 
in P by time Cr; thus F(j) < 2c" + p;, and we obtain 
CN < SO (207% +p) + So (rj +0;) 
  
        
JEKUL1 jEL2 
< 2(c* Cc") S> pj + S- ry 
JET jEL2 
< 20% +0%)+ So pte” . (2) 
JET
We now apply Lemma 3.2 to bound )?;<7pj;, and substituting into (2) we obtain the 
lemma. a 
Roughly, when C/ is small, this bound is good. However, when C”' is large we need 
to apply Post and use the resulting schedule to bound C™. 
Lemma 3.4 The algorithm LIST, when applied to Lp and followed by POST, produces a 
nonpreemptive schedule N’ in which CN’ < 30% +0 +2022. 
PROOF. We make use of the bound of Lemma 2.5: 
CN < So F(j)+ So (rj +pj)+ >i me+ SSD; . 
jek jELlo kEK JELLUK 
and substitute F'(j) < 2CcP +p;. Then, 
  
    
CN < LACH +p) + di (ri+pi)t+ Doret Do P; 
JEK JEL2 kek JEL UK 
< 208+ om +O? + ome + YO py 
kek kek JEL{UK 
< 3o%+0%+ S° p,; 
JELIUK 
< 30% +0"%+4(0C%4C0") , 
where the last inequality follows from Lemma 3.2. a 
We can now combine the previous two lemmas to prove that the average completion 
time of the nonpreemptive schedule constructed by algorithm LIST is at most f times 
the average completion time of the preemptive schedule that served as the input. Recall 
that CP = CK +0" 4. C2. If CM < zC”, then the bound from Lemma 3.3 becomes 
CN <2(0% +0% +40") +0" < 20? +40? = £cP. IfC™ > 3CP then the bound from 
Lemma 3.4 becomes ON’ < 30% +0": +2022 =20P + C% —C™. But C! > 30? and 
thus C* < 20”, so this simplifies to C™’ < tc”. By Lemma 2.2, we have that C’ < CN 
and so we see that in both cases, C’ < fcr. 
Theorem 3.5 Given a preemptive schedule P for an instance of scheduling jobs with re- 
lease dates on identical parallel machines, algorithm LIST, when applied to Lp, produces a 
nonpreemptive schedule for that instance whose total completion time is at most Z0P. 
3.2. Bounding a Linear Programming Relaxation 
The (4 — +)-approximation algorithm of Hall et al. [8] is based on the LP relaxation of 
a formulation in which there are completion-time variables: with each job j we associate 
a variable C;. We show that by letting Cj, j = 1,...,n, a feasible solution to the LP 
relaxation, play the role of the preemptive completion times in the previous section, we 
obtain an improved approximation algorithm and an equivalent bound on the quality of the 
lower bounds delivered by that linear programming formulation. 
The linear programming formulation that we consider is the following (LPC):
minimize S- C; 
jet 
bj CG > = ‘4 2 fi hAC subject to dP; j 2 mn dP + 5 DUP; or eac  C J 
jEA jEA GEA 
C; > rj +p; for each j € J. 
The second class of constraints are quite simple, merely stating that the completion 
time of job 7 in a valid schedule can be no earlier than the sum of its release date and 
processing time. The first set of constraints is less intuitive, but can be readily derived by 
summing over load-based constraints on job completion times [8]. We note that the first set 
of constraints is exponential in size, but as a consequence of the results of Queyranne [19] we 
can separate over these constraints in polynomial time, and thus an optimal solution to this 
linear programming relaxation can be obtained in polynomial time. More surprisingly, as 
a consequence of the results of Queyranne and Schulz [21] and Goemans [5, 6], an optimal 
solution to this linear program can actually be obtained in O(nlogn) time. For further 
discussion of this formulation, see [8] or [21]. 
Let C5,5 = 1,...,n, be an optimal solution to the linear program LPC, and renumber 
the jobs so that Cy < --- < Cy. In this setting, we apply List to the list 1,...,n, or in 
other words, to the list of jobs ordered by their C; values in the optimal LP solution. We 
call this list Lyp. 
In this setting, L is the set of jobs with the m largest values C;; analogously, K = J —L, 
£2 is the set of jobs 7 € £L for which CN = =rjt+p,; and L) = L-Ly. We let C!! = jeLi C;, 
CK = yy exe Cj, and C2 =, vers Oy. 
The following lemma was the central step in the earlier analysis that led to a 4- 
approximation algorithm, and is equally important for our improved analysis; for com- 
pleteness, we include its proof. 
Lemma 3.6 For any subset AC J, oar De jeAPi S maxje4 Cj. 
PROOF. Since C;, j =1,...,n, is a feasible solution to LPC, we have that 
> pe ja > + (Dn) . 
jEA jEA 
However, 
(maxT})(Yp;) = Vwi) 
JEA JEA 
and so 
(max C3) (Xn) > 25 (dn) ; 
m 
JEA 
which is equivalent to the inequality claimed in the lemma. a 
We use this lemma to derive an upper bound on )Vjexuc, Pj- 
10
Lemma 3.7 
So pp <30% +20" . 
JEKULI 
PRooF. We apply Lemma 3.6 with A = K to obtain = Dyjex Pj S Maxjex C;. Since for 
each j7 € L, maxper Cp < C;, we also have that on rex Pk S C;. Summing over each 
3 € L, we see that 
1 1 1 _ 
Da Pk = ILI dP = 5 DL Pk <SOG;. 
JEL kEK kEK kek GEL 
This enables us to bound 
PF = Do Pet DIS 20% 420% 40% . 
jJEKULI kek GEL 
a 
Lemma 3.8 The algorithm LIST, when applied to list Lpp, produces a nonpreemptive 
schedule N in which 
ON <30% +60" 430” | 
PRooF. We again make use of the bound of Lemma 2.4: 
CN < SO FU) + Mi +p;) - 
JEKULI jEle 
We wish to relate F'(j) to the optimal solution to the linear program C;,j = 1,...,n. We 
can bound C; > r’(j), since C; > C; for i = 1,...,7, and we know that Cj > rj + p; for 
each 7 = 1,...,n because of the constraints of the linear program. We are not guaranteed, 
however, that C; > (wt pi)/m, since the C; do not describe a valid schedule but rather 
a feasible solution to this linear programming relaxation of the scheduling problem. By 
setting A = {1,...,7}, we can apply Lemma 3.6 to obtain the following bound: 
pi< Cj. 
2m j=l 
As a result, we see that 
j-1 
F(j) =0'(j) + (Qo pi)/m + pj < 3Cj +B; 
i=1 
We therefore obtain 
CN < S- (30; + pj) + So (rj + p;) 
  
        
jEKULI jel 
< 300% +0%)+ SO ppt So (pj +75) 
JEKULi jEle 
< 300% +0%)+ So pte”. 
JEKUL 
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Now, we substitute the bound of Lemma 3.7, which yields 
CN <30* +60" +3C” . 
Lemma 3.9 The algorithm LIST, when applied to Lrp and followed by POST, produces a 
nonpreemptive schedule N' in which 
ON <40% 430% 430” . 
PROOF. We make use of the bound of Lemma 2.5: 
CY’ < SO FG) + Stn) + Soret SS py, 
jek jELo kEK JELIUK 
and substitute F(j) < 3C;+p,;. Using the bounds Dyjex(rit+;) < C* and jets (Ti +P) < 
C!2, we obtain 
CN <3c% 40% 4C0RP4 SY p;. 
jELiUK 
We can now apply Lemma 3.7 to obtain a bound of 4C* +3071 4+ 30”. a. 
Again, by balancing the two cases we can prove the desired bound on the ratio of the 
total completion time C™ of the nonpreemptive schedule N to the LP value C = yr C;. If 
CK < 30, Lemma 3.9 implies CY < 30+ C* < RC. On the other hand, if C* > 30, 
then Cl! < iC. Consequently, Lemma 3.8 implies that CY < 30 +30" < BC, The 
following theorem summarizes our result. 
Theorem 3.10 There is a 3.75-approzimation algorithm to minimize the average comple- 
tion time of jobs with release dates on identical parallel machines. 
Note that we have created a nonpreemptive schedule of average completion time at 
most 3.75 times )/,¢7Cj, the solution to linear program LPC. This implies the following 
corollary on the quality of the solution delivered by this relaxation. 
Corollary 3.11 For any instance of P\r;|>° Cj, its optimal value is within a factor of 3.75 
of the optimal value to its linear programming relaxation LPC. 
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