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Ta´to bakala´rska pra´ca sa zaobera´ automatickou klasifika´ciou dokumentov podl’a te´my a po-
skytuje strucˇny´ u´vod do tejto oblasti vy´skumu. V prvej cˇasti obsahuje prehl’ad za´kladny´ch
postupov pouzˇ´ıvany´ch v strojovom spracovan´ı prirodzene´ho jazyka s doˆrazom na meto´dy
klasfika´cie textu. V d’alˇsej cˇasti sa popisuje na´vrh a implementa´cia syste´mu pre automa-
ticku´ klasifika´ciu dokumentov podl’a te´my. Posledna´ cˇast’ obsahuje informa´cie o testovan´ı
vytvorene´ho syste´mu vra´tane vytvorenia testovacej sady a popisu sˇtandardny´ch metr´ık.
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Abstract
This bachelor’s thesis deals with automatic document topic classification and provides
a brief introduction to this area of research. The first part contains summary of basic tech-
niques used in natural language processing with emphasis on text classification methods.
The next part describes concept and implementation of system for automatic document
topic classification. The last part contains information about testing of created system
including composition of testing set and standard metrics description.
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U´vod
S rozvojom internetu a informacˇny´ch technolo´gi´ı v posledny´ch rokoch sa cˇlovek dosta´va do
styku sta´le s va¨cˇsˇ´ım mnozˇstvom informa´ci´ı v podobe elektronicky´ch dokumentov a tieto
informa´cie potrebuje triedit’ podl’a urcˇity´ch krite´ri´ı. Na zacˇiatku to bolo triedenie podl’a
metr´ık exaktne vyhodnotitel’ny´ch, napr´ıklad dokumenty obsahuju´ce konkre´tny vy´raz, wor-
dovske´ dokumenty, obra´zky s rozmermi 32x32 pixlov vhodne´ pre pouzˇitie ako ikonky a po-
dobne.
S pr´ıchodom techn´ık strojove´ho ucˇenia a vy´konny´ch techn´ık automatizovanej klasifika´cie
sa vsˇak otva´raju´ dvere do klasifika´cie podl’a va´gnejˇsie definovany´ch krite´ri´ı, ako su´ na-
pr´ıklad subjektivita novinove´ho pr´ıspevku, volebne´ preferencie autora politicke´ho blogu,
riziko vy´skytu ochorenia podl’a genetickej vy´bavy cˇloveka alebo klasifika´cia cˇla´nkov podl’a
te´my.
V poslednej dobe sa na internete objavuje mnozˇstvo knizˇn´ıc a na´strojov pre ry´chle
a efekt´ıvne pouzˇitie vy´konny´ch klasifikacˇny´ch techn´ık. Ty´m sa automaticka´ klasifika´cia
dosta´va z vy´skumny´ch u´stavov medzi sˇiroku´ verejnost’, cˇo umozˇnuje aj za´ujemcom s mi-
nima´lnymi znalost’ami problematiky vytvorit’ v pomerne kra´tkom cˇase napr´ıklad filter ”za-
uj´ımavy´ch“ jeda´l z on-line jeda´lnicˇka sˇkolskej jeda´lne, cˇi triedicˇ dosˇlej posˇty.
Ta´to pra´ca pojedna´va o nasaden´ı moderny´ch klasifikacˇny´ch techn´ık v praxi. Vycha´dza
z teoreticky´ch poznatkov z´ıskany´ch v ra´mci riesˇenia semestra´lneho projektu (ISP). V kapi-
tole 1 su´ prebrate´ za´kladne´ postupy pouzˇ´ıvane´ pre pr´ıpravu textu na klasifika´ciu spolu s pre-
hl’adom pouzˇ´ıvany´ch klasifikacˇny´ch meto´d. Su´ spomenute´ aj proble´my a u´skalia v realiza´cii
jednotlivy´ch techn´ık. Kapitola 2 popisuje na´vrh a implementa´ciu syste´mu pre klasifika´ciu
textu pod’la te´my a kapitola 3 oboznamuje so sˇtandardny´mi metrikami pouzˇ´ıvany´mi pre
hodnotenie klasifika´torov, popisuje pozˇiadavky na testovaciu sadu, prezentuje a diskutuje




Ta´to kapitola poskytuje strucˇny´ u´vod do za´kladny´ch princ´ıpov a postupov klasifika´cie do-
kumentov. V prvej cˇasti sa venuje pr´ıprave textu dokumentu na klasifika´ciu vra´tane je-
ho prevodu do vektorovej podoby spracova´vatel’nej pocˇ´ıtacˇom. Dˇalˇsia cˇast’ 1.2 sa venuje
pouzˇ´ıvany´m meto´dam automatizovanej klasifika´cie, ich vy´hoda´m a nevy´hoda´m. V posled-
nej cˇasti 1.3 su´ podrobnejˇsie pop´ısane´ princ´ıpy uplatnˇovane´ v meto´dach z rodiny support
vector machines, ktora´ bola pouzˇita´ aj pre implementa´ciu syste´mu pre klasifika´ciu doku-
mentov podl’a te´my.
1.1 Pr´ıprava textu
Pred pouzˇit´ım akejkol’vek meto´dy klasifika´cie dokumentov je potrebne´ text predpripravit’.
V tejto cˇasti sa budem venovat’ pra´ve postupom pr´ıpravy textu na tre´novanie alebo klasi-
fika´ciu.
Medzi za´kladne´ pouzˇ´ıvane´ postupy podl’a [4] patria:
• tokeniza´cia,
• odstra´nenie stop slov,
• z´ıskavanie za´kladne´ho tvaru slov,
• vektoriza´cia.
1.1.1 Tokeniza´cia
Tokeniza´cia podl’a [9] predstavuje transforma´ciu postupnosti bajtov na vy´znamove´ celky
– najcˇastejˇsie slova´, niekedy fra´zy. Dˇalej je cˇasto vy´hodne´ nahradit’ urcˇite´ skupiny zna-
kov definovane´ napr´ıklad regula´rnym vy´razom ich vsˇeobecny´m popisom. Pri klasifika´ci
dokumentov asi nema´ vy´znam evidovat’ konkre´tne telefo´nne cˇ´ıslo, podsatne´ je, zˇe sa v tex-
te vyskytlo nejake´ telefo´nne cˇ´ıslo. Dˇalˇs´ımi pr´ıkladmi moˆzˇu byt’ roky, da´tumy, chemicke´
vzorce, ISBN, internetove´ adresy (web, mail,. . . ), IP adresy a ine´. Nahradzovat’ sa vsˇak
nemusia len skupiny cˇ´ısiel, [9] uva´dza pr´ıklad, kde anglicke´ slova´ koncˇiace na -rase budu´
zrejme referovat’ na nejaky´ enzy´m.
V tejto cˇasti sa cˇasto preva´dzaju´ konverzie vel’ky´ch p´ısmen na male´. Jednou z mozˇnost´ı
je previest’ u´plne vsˇetky vel’ke´ p´ısmena´ na male´, cˇ´ım sa vsˇak moˆzˇe stratit’ urcˇita´ informa´cia.
Dˇalˇsou mozˇnost’ou je pouzˇit’ slovn´ık a niektore´ slova´ ponechat’ s vel’ky´m pocˇiatocˇny´m
p´ısmenom (bush / Bush - prezident, urna / URNA - u´tvar ry´chleho nasadenia).
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Pri klasifika´cii moˆzˇu cˇinit’ proble´m zlozˇene´ slova´ v jazykoch ako je nemcˇina. Napr´ıklad
slovo Pru¨fmittelfa¨higkeitsuntersuchung (zist’ovanie spoˆsobilosti meradiel) by malo z hl’adiska
klasifika´cie va¨cˇsˇ´ı pr´ınos v rozdelenej forme. Preto sa v ra´mci tokeniza´cie moˆzˇe previest’ aj
rozdel’ovanie zlozˇeny´ch slov.
1.1.2 Odstra´nenenie stop slov
Ako vyply´va z [9], stop slovom sa rozumie slovo, ktore´ nema´ vplyv na to, do ktorej trie-
dy bude dokument zaradeny´. Ide najma¨ o niektore´ za´mena´, predlozˇky, spojky a cˇastice.
Mnozˇina stop slov je sˇpecificka´ pre konkre´tny jazyk a oblast’ za´ujmu. Napr´ıklad pri klasi-
fika´cii podl’a te´my zrejme vel’mi neza´lezˇ´ı na osobny´ch za´mena´ch, tie vsˇak moˆzˇu byt’ zdrojom
cenny´ch informa´ci´ı pri klasifika´cii podl’a subjektivity (napr´ıklad pr´ıspevky v novina´ch).
Zoznam stop slov sa va¨cˇsˇinou tvor´ı rucˇne (vid’. [9]) tak, zˇe sa odfiltruju´ najcˇastejˇsie sa
vyskytuju´ce slova´ a na´sledne cˇlovek posu´di, ktore´ z nich nemaju´ vplyv na rozhodovanie pri
klasifika´cii. Ich pocˇet sa pri klasifika´cii dokumentov typicky pohybuje v ra´doch desiatok.
1.1.3 Stemming
Pri klasifika´cii dokumentov podl’a te´my (a v d’alˇs´ıch oblastiach spracovania prirodzene´ho
jazyka) je irelevantny´ tvar spracova´vany´ch slov. Slovo popisuju´ce jednu skutocˇnost’ alebo
jav moˆzˇe byt’ v texte pouzˇite´ v mnohy´ch tvaroch. Avsˇak tvar slova zrejme nema´ vplyv na
katego´riu, do ktorej je dokument zaradeny´. Preto je potrebne´ pracovat’ s reprezenta´ciou
pomenovania neza´visle na pouzˇitom tvare. Popis stemmingu a jeho meto´d v tejto cˇasti bol
prevzaty´ z [12], kde je mozˇne´ dohl’adat’ d’alˇsie informa´cie.
Stemming je proces z´ıskavania korenˇa slova, pricˇom vsˇak nemus´ı ı´st’, a va¨cˇsˇinou ani
nejde, o korenˇ zhodny´ s korenˇom v linguistickom pon´ıman´ı. Ciel’om je zaistit’, aby sa cˇo
najviac slov odvodeny´ch zo spolocˇne´ho za´kladne´ho tvaru namapovalo na jedine´ slovo –
stem. Program alebo algoritmus preva´dzaju´ci stemming sa nazy´va stemmer.
Algoritmy pracuju´ce s odtr´han´ım koncoviek
Prvy´ publikovany´ popis stemmeru pocha´dza z roku 1968 od Julie Beth Lovins. Tento algo-
ritmus je urcˇeny´ pre anglicky´ jazyk a pri svojej cˇinnosti pouzˇ´ıva 11 pravidiel pre postupne´
odstranˇovanie sufixov slova. Sˇtandardom sa stal algoritmus od Martina Portera z osem-
desiatych rokov minule´ho storocˇia. Martin Porter neskoˆr vytvoril framework pre tvorbu
stemmerov nazvany´ Snowball.
Algoritmy ”hrubou silou“
Dˇalˇs´ım mozˇny´m pr´ıstupom je pouzˇitie slovn´ıka, ktory´ obsahuje preklady odvodeny´ch slov
na ich korenˇ. Tento pr´ıstup pochopitelne vyzˇaduje vel’ke´ mnozˇstvo pama¨t’ove´ho priestoru.
Jeho vy´hoda je vsˇak v tom, zˇe doka´zˇe na´jst’ spra´vny korenˇ aj pre problematicke´ slova´ ako
napr´ıklad: ura´zˇka na cti → cˇest’. Tento postup sa niekedy kombinuje s postupmi zalozˇeny´mi
na odtr´han´ı pr´ıpon, kde spracova´va len slova´, ktore´ pri zmene tvaru menia aj za´klad.
Lematiza´cia
Lematiza´cia je sofistikovany´ pr´ıstup k hl’adaniu za´kladny´ch tvarov slov. Vyuzˇ´ıva sa znalos-
ti syntakticky´ch a morfologicky´ch pravidiel v danom jazyku pre urcˇenie slovny´ch druhov
jednotlivy´ch slov. Na´sledne sa pouzˇiju´ pravidla´ sˇpecificke´ pre konkre´tny slovny´ druh pre
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z´ıskanie za´kladne´ho tvaru slova. V niektory´ch zdrojoch sa lematiza´cia povazˇuje za jednu
meto´du stemmingu – [12], inde sa vycˇlenˇuje ako samostatna´ oblast’ – [9].
Vy´znam pouzˇitia stemmingu
V [9] sa uva´dza, zˇe pouzˇitie stemmingu vo vsˇeobecnosti zvysˇuje hodnotu recall a znizˇuje
hodnotu precision (vid’. cˇast’ venovanu´ metrika´m 3.1). Pouzˇitie stemmingu pre anglicky
p´ısane´ dokumenty nie je nevyhnutnost’ou, pri maly´ch objemoch tre´novac´ıch da´t vsˇak moˆzˇe
zlepsˇit’ vy´sledky. Toto tvrdenie ilustruje porovnanie uvedene´ v pr´ılohe A. Pre jazyky s bo-
hatou morfolo´giou je pouzˇitie za´kladny´ch tvarov slov u´cˇinny´m spoˆsobom ako redukovat’
vel’kost’ slovn´ıka a zn´ızˇit’ pozˇiadavky na objem tre´novac´ıch da´t.
1.1.4 Vektorova´ reprezenta´cia dokumentov
V spracovan´ı dokumentov sa cˇasto pouzˇ´ıva ich vektorova´ reprezenta´cia, kde kazˇda´ zlozˇka
vektora reprezentuje urcˇity´ term (vid’ [9]). Dokument je teda reprezentovany´ ako vektor
(niekedy sa hovor´ı o bode – danom vektorom a pocˇiatkom su´radnicovej su´stavy) v mno-
horozmernom priestore, kde plat´ı, zˇe vektory dokumentov obsahuju´cich mnoho spolocˇny´ch
termov maju´ v tomto priestore mensˇie vzdialenosti. Naopak, vektory dvoch dokumentov,
ktore´ su´ z hl’adiska pouzˇity´ch vy´razov u´plne odliˇsne´, budu´ mat’ svoju vza´jomnu´ vzdiale-
nost’ va¨cˇsˇiu. Vytva´ranie zhlukov bodov obsahovo podobny´ch dokumentov sa vyuzˇ´ıva pri
klasifika´cii bez ucˇitel’a.
Podl’a [9] existuje niekol’ko mozˇnost´ı prevodu dokumentu do vektorovej podoby. Tri-
via´lnym pr´ıpadom je, ked’ jednotlive´ zlozˇky vektora moˆzˇu nadobu´dat’ len hodnoty 0 alebo 1
v za´vislosti od toho, cˇi dokument pr´ıslusˇny´ term obsahuje, alebo nie. Dˇalˇsou mozˇnost’ou je
zohl’adnit’ aj pocˇet vy´skytov dane´ho termu v dokumente. Potom je vsˇak potrebne´ vziat’ do
u´vahy aj d´lzˇku dokumentu napr´ıklad normaliza´ciou vektora. Cˇasto sa vyuzˇ´ıvaju´ aj roˆzne
sˇtatistiky o celej tre´novacej sade, napr´ıklad inverzne´ dokumentove´ frekvencie (oznacˇovane´
ako TF-IDF ), ked’ sa termom vyskytuju´cim sa vo vel’kom mnozˇstve dokumentov prirad’uje
mensˇia va´ha ako termom, ktore´ sa nacha´dzaju´ iba v u´zkej skupine dokumentov. Porovnanie
u´spesˇnosti ty´chto meto´d mozˇno na´jst’ v cˇasti 3.3.1 na obra´zku 3.3.
Je zrejme´, zˇe kazˇdy´ dokument obsahuje len maly´ zlomok termov z termov vo vsˇetky´ch
spracova´vany´ch dokumentoch. Toto vedie na vektory, ktore´ maju´ va¨cˇsˇinu zlozˇiek nulovu´
(resp. inu´ hodnotu reprezentuju´cu nepr´ıtomnost’ dane´ho termu v dokumente). Pre prak-
ticke´ nasadenie sa preto pouzˇ´ıva reprezenta´cia pomocou riedkych vektorov (sparse vectors).
Pri klasifika´cii textu s vektorovou reprezenta´ciou dokumentov sa podl’a [9] pouzˇ´ıva-
ju´ normalizovane´ vektory, maju´ teda vel’kost’ rovnu´ 1. V trojrozmernom priestore sada
dokumentov potom vyzera´ ako mnozˇina vektorov smeruju´ca na povrch jednotkovej gule.
Roˆzne triedy dokumentov vyt´ınaju´ na povrchu tejto gule roˆzne cˇasti.
1.2 Pouzˇ´ıvane´ meto´dy
V tejto cˇasti budu´ predstavene´ niektore´ meto´dy pouzˇ´ıvane´ pri klasifika´cii dokumentov spolu
s ich vy´hodami a nevy´hodami. Ich popis vycha´dza z [9].
1.2.1 Naivny´ Bayesov klasifika´tor
Naivny´ Bayesov klasifika´tor patr´ı medzi meto´dy strojove´ho ucˇenia s ucˇitel’om. Pracuje
s vyuzˇit´ım Bayesovho teore´mu (tiezˇ Bayesovo pravidlo) o podmienenej pravdepodobnos-
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ti. Predpoklada´ neza´vislost’ vy´skytu jednotlivy´ch termov v dokumente (pravdepodobnost’
vy´skytu slova je neza´visla´ od pravdepodobnosti vy´skytu ostatny´ch slov), cˇo vsˇeobecne
v rea´lnych dokumentoch neplat´ı. S uva´zˇen´ım tohoto zjednodusˇenia vsˇak ta´to meto´da do-
sahuje necˇakane dobre´ vy´sledky.
Vy´hody
• Vel’mi ry´chly,
• jednoduchy´ na imlementa´ciu.
Nevy´hody
• Ma´ dobre´ vy´sledky len pre urcˇite´ u´lohy,
• silny´ vplyv d´lzˇky dokumentu na vy´sledky tre´novania.
Ta´to meto´da je vhodna´ napr´ıklad na filtrovanie nevyzˇiadanej elektronickej posˇty.
1.2.2 Umele´ neuro´nove´ siete
Umele´ neuro´nove´ siete su´ zlozˇene´ z umely´ch neuro´nov insˇpirovany´ch zˇivy´mi neuro´nmi, ktore´
su´ roˆzne prepojene´. Pouzˇ´ıvaju´ sa perceptro´ny, ktore´ sa vsˇak obmedzuju´ len na linea´rne
separovatel’ne´ u´lohy. Za´stupcom neuro´novy´ch siet´ı ucˇiacich sa s ucˇitel’om su´ neuro´nove´ siete
so spa¨tny´m sˇ´ıren´ım (backpropagation neural networks). V procese tre´novania sa iteracˇne
upravuju´ va´hy vstupov umely´ch neuro´nov tak, aby vy´sledok pre vsˇetky tre´novacie pr´ıklady
cˇo najviac zodpovedal ocˇaka´vane´mu vy´sledku.
Neuro´nove´ siete sa pouzˇ´ıvaju´ aj pre ucˇenie bez ucˇitel’a. Typicky´mi za´stupcami tohoto
pr´ıstupu su´ Kohonenove siete a Hopfieldove siete.
Vy´hody
• Dobre sa vysporiadavaju´ s nelinea´rnymi vzt’ahmi v da´tach.
Nevy´hody
• Tre´novanie ma´ cˇasto vel’ke´ cˇasove´ na´roky,
• siet’ sa doka´zˇe l’ahko preucˇit’ (nacha´dza su´vislosti tam, kde nie su´).
1.2.3 Rocchio
Tento algoritmus pracuje na princ´ıpe hl’adania t’azˇ´ısk tried v tre´novacej sade pomocou
priemerovania vektorov obsiahnuty´ch v triede. Deliacou rovinou je potom mnozˇina bodov,







Kde Dc je mnozˇina tre´novac´ıch dokumentov patriacich do triedy c a v(d) oznacˇuje normali-
zovany´ vektor reprezentuju´ci dokument d. Krite´riom pre zaradenie dokumentu do tej–ktorej
triedy je potom euklidovska´ vzdialenost’ od jednotlivy´ch t’azˇ´ısk.
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Vy´hody
• Jednoducha´ a ry´chla meto´da,
• prirodzene klasifikuje do viacery´ch tried,
• po natre´novan´ı postacˇuje skladovat’ informa´cie o t’azˇisku kazˇdej triedy.
Nevy´hody
• Pri potrebe rozsˇ´ırit’ tre´novaciu sadu, je potrebne´ znovu prepocˇ´ıtat’ t’azˇiska´.
1.2.4 kNN – k nearest neighbor
kNN je pravdepodobne najjednoduchsˇia meto´da strojove´ho ucˇenia. Pouzˇ´ıva vektorovu´ re-
prezenta´ciu a predpoklada´, zˇe body lezˇiace bl´ızko seba patria do rovnakej triedy. Fa´za
tre´novania pozosta´va len z ulozˇenia vektorovy´ch reprezenta´ci´ı dokumentov spolu s ich za-
raden´ım do triedy.
Vo fa´ze klasifika´cie potom o zaraden´ı dokumentu do urcˇitej triedy rozhoduje va¨cˇsˇina
z jeho k ∈ N najblizˇsˇ´ıch susedov. Pri klasifika´cii do dvoch tried je vhodne´ volit’ k nepa´rne,
aby sa prediˇslo rovnosti hlasov pri rozhodovan´ı. Urcˇity´m vylepsˇen´ım moˆzˇe byt’ priradenie
va´hy hlasom susedov podl’a ich vzdialenosti tak, aby zaradenie bl´ızkych susedov zava´zˇilo
viac ako zaradenie vzdialenejˇs´ıch.
Vy´hody
• Vel’mi jednoducha´ meto´da,
• pri rozsˇ´ıren´ı tre´novacej sady postacˇuje pridat’ nove´ pr´ıklady,
• pre klasifika´ciu dokumentov dosahuje vel’mi dobre´ vy´sledky.
Nevy´hody
• Nutnost’ skladovat’ celu´ tre´novaciu sadu,
• pomalˇsia klasifika´cia (v prospech ry´chleho tre´novania).
1.2.5 Support vector machines
Ta´to cˇast’ bola zaradena´ len pre u´plnost’ prehl’adu meto´d. Ked’zˇe som tu´to meto´du pouzˇil
pre realiza´ciu syste´mu pre klasifika´ciu dokumentov pozˇadovane´ho zadan´ım, bude sa jej
podrobnejˇsie venovat’ cˇast’ 1.3.
Meto´dy patriace do skupiny support vector machines su´ meto´dy strojove´ho ucˇenia
s ucˇitel’om pouzˇ´ıvane´ pre klasifika´ciu a regresiu. Niekedy sa tiezˇ nazy´vaju´ klasifika´tormi
s maximaliza´ciou okraja (maximum margin classifiers). Pouzˇ´ıvaju´ vektorovu´ reprezenta´ciu
objektov (v tomto pr´ıpade dokumentov) v mnohorozmernom priestore (high-dimensional
feature space).
Principia´lne tieto meto´dy v procese tre´novania hl’adaju´ v n-rozmernom priestore (n−1)-
rozmernu´ nadrovinu oddel’uju´cu pozit´ıvne pr´ıklady od negat´ıvnych tak, aby bola maxima-
lizovana´ jej vzdialenost’ (margin) od najblizˇsˇ´ıch tre´novac´ıch pr´ıkladov. Na´jdena´ nadrovina
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je potom dana´ len ty´mito najblizˇsˇ´ımi vektormi. Tieto vektory deliacu nadrovinu akoby
podopierali – odtial’ na´zov support vectors.
Pre klasifika´ciu nezna´meho objektu postacˇuje zistit’, na ktorej strane na´jdenej nadroviny
sa sku´many´ objekt nacha´dza.
Vy´hody
• Vel’mi dobre´ vy´sledky,
• sˇiroke´ mozˇnosti vol’by parametrov a d’alˇsieho vylepsˇovania,




• pri zmene tre´novacej sady (pridanie pr´ıkladov) je potrebne´ opa¨tovne´ natre´novanie.
1.3 Support vector machines
V tejto cˇasti budu´ podrobnejˇsie pop´ısane´ princ´ıpy vyuzˇ´ıvane´ v support vector machines
(d’alej SVM) a ich vyuzˇitie pri klasifika´cii dokumentov. Dˇalej bude prebrata´ varianta
umozˇnˇuju´ca klasifika´ciu do viacery´ch tried (multiclass klasifika´cia).
1.3.1 Histo´ria
[1] a [13] zhrnˇuju´ histo´riu SVM:
• 1963 – Vladimı´r Vapnik predstavil algoritmus pre hl’adanie linea´rnej nadroviny.
• 1968 – Smith prekonal proble´m zasˇumeny´ch da´t pomocou tzv. slack variables.
• 1992 – B. Boser, I. Guyon a V. Vapnik navrhli nelinea´rny klasifika´tor vyuzˇ´ıvaju´ci tzv.
kernel triky.
• 1979 – v su´vislosti s rozvojom te´orie sˇtatisticke´ho ucˇenia sa zacˇ´ına hovorit’ o meto´dach
SVM.
• 1995 – Cortes a Vapnik predstavili klasifika´tor s ma¨kky´m okrajom (soft margin).
V tom istom roku Vapnik v [11] rozsˇ´ıril tento algoritmus pre regresiu (SVR – support
vector regresion).
V [2] sa hovor´ı, zˇe meto´dy z rodiny SVM sa dlhu´ dobu vel’mi nepouzˇ´ıvali, najma¨ pre zlozˇitost’
implementa´cie. Avsˇak koncom deva¨t’desiatych rokov sa objavilo niekol’ko projektov vyuzˇ´ıva-
ju´cich pra´ve meto´dy SVM, cˇ´ım sa znacˇne zviditelnili. SVM sa nasadzovali pre rozpozna´vanie
vy´razu tva´re, rukou p´ısany´ch cˇ´ısel, vy´skumy v oblasti genetiky a mnoho iny´ch. Za oblast’
klasifika´cie textu to bol Thorsten Joachims, ktory´ v roku 1997 publikoval cˇla´nok [7].
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1.3.2 Princ´ıp
Ta´to cˇast’ cˇerpa´ z [9], kde je mozˇne´ dohl’adat’ detaily fungovania a optimaliza´cie SVM.
Ciel’om SVM je na´jst’ nadrovinu oddel’uju´cu pozit´ıvne a negat´ıvne pr´ıklady tak, aby
precha´dzala cˇo najdal’ej od najblizˇsˇ´ıch vektorov tre´novacej sady. Preto sa SVM oznacˇuje
ako meto´da s maximaliza´ciou okraja. Na parametre deliacej nadroviny maju´ teda vplyv
len vektory, ktore´ su´ k nej najblizˇsˇie, pretozˇe ovplyvnˇuju´ maximaliza´ciu okraja v procese
tre´novania. Tieto vektory sa nazy´vaju´ podporne´ vektory (support vectors), pretozˇe delia-
cu nadrovinu akoby podopieraju´ (odtial’ na´zov support vector machines). Meto´dam SVM
ty´m pa´dom stacˇ´ı pre natre´novanie pomerne mala´ tre´novacia sada pozosta´vaju´ca z cˇo naj-
negat´ıvnejˇs´ıch pozit´ıvnych pr´ıkladov a cˇo napozit´ıvnejˇs´ıch negat´ıvnych pr´ıkladov. Tento
pr´ıstup sa podoba´ l’udske´mu uvazˇovaniu ty´m, zˇe potrebuje vediet’ len ”cˇo esˇte patr´ı a cˇo uzˇ
nepatr´ı“ do danej triedy.
Z matematicke´ho hl’adiska je deliaca rovina dana´ jej norma´lovy´m vektorom w (tento
je kolmy´ na nadrovinu) a posunut´ım b. Vektoru w sa hovor´ı aj va´hovy´ vektor. Deliacej
nadrovine potom patria vsˇetky body x, ktore´ sp´lnˇaju´ podmienku:
w · x = b
Majme mnozˇinu tre´novac´ıch bodov v tvare D = {(xi , yi)}, kde xi oznacˇuje i-ty tre´novac´ı
bod a yi ∈ {−1, 1} svojou hodnotou oznacˇuje tento tre´novac´ı bod ako negat´ıvny alebo
pozit´ıvny pr´ıklad. Klasifika´cia je potom jednoducha´:
f(x) = sign(w · x + b)
Funkcˇny´ okraj pr´ıkladu xi z triedy yi je dany´ ako yi(w · xi + b). Tento funkcˇny´ okraj
je za´visly´ na vel’kosti vektora w. Funkcˇny´ okraj celej da´tovej sady je potom dvojna´sobok
funkcˇne´ho okraja tre´novacieho bodu s minima´lnym funkcˇny´m okrajom z celej tre´novacej
sady D.
Geometricky´m okrajom pr´ıkladu xi patriaceho do triedy yi je r = yiw·xi+b|w| . Vel’kost’
vektora w vystupuju´ca v menovateli zlomku zabezpecˇ´ı, zˇe vel’kost’ tohoto vektora nebude
mat’ vplyv na vel’kost’ geometricke´ho okraja. Geometricky´m okrajom klasifika´tora sa rozumie
maxima´lna sˇ´ırka pa´su oddel’uju´ceho podporne´ vektory oboch tried.
Zvycˇajne sa pozˇaduje, aby funkcˇny´ okraj vsˇetky´ch da´tovy´ch bodov v tre´novacej sade
bol minima´lne 1 a bol rovny´ 1 asponˇ pre jeden da´tovy´ bod:
∀(x, y) ∈ D : y(w · x + b) ≥ 1 ∧ ∃(x, y) ∈ D : y(w · x + b) = 1
Ked’ ma´ existovat’ asponˇ jeden bod, ktore´ho funkcˇny´ okraj je 1, potom vel’kost’ geomet-
ricke´ho okraja klasifika´tora je ρ = 2/|w|. Pri tre´novan´ı je ciel’om dosiahnut’ cˇo najva¨cˇsˇ´ı
geometricky´ okraj, to znamena´ minimalizovat’ vel’kost’ vektora w.
Tieto u´vahy vedu´ na optimalizacˇnu´ u´lohu:
Na´jst’ w a b take´, aby:
• |w| bola minima´lna a
• ∀(x, y) ∈ D : y(w · x + b) ≥ 1
Pre optimaliza´ciu taky´chto kvadraticky´ch proble´mov existuju´ matematicke´ postupy, vy-
svetlenie ktory´ch presahuje ra´mec tejto pra´ce.
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1.3.3 Tre´novanie s ma¨kky´m okrajom – soft margin
Cˇasto sa sta´va, zˇe v tre´novacej sade sa vyskytnu´ zle zaradene´ pr´ıklady (pozit´ıvny pr´ıklad
oznacˇeny´ ako negat´ıvny alebo naopak), pr´ıpadne pr´ıklady, ktore´ z hl’adiska vektorovej re-
prezenta´cie nie su´ tak jednoznacˇne rozl´ıˇsitel’ne´ ako su´ rozl´ıˇsitel’ne´ pre cˇloveka. Pre tieto
pr´ıpady odvodili Cortes a Vapnik v roku 1995 klasifika´tor s ”ma¨kky´m okrajom“ (soft mar-
gin), kde sa urcˇite´ nezrovanlosti toleruju´. Nasleduju´ci text popisuje tre´novanie s ma¨kky´m
okrajom cˇerpaju´c z [9].
V procese tre´novania sa hl’ada´ nadrovina s cˇo najˇsirsˇ´ım okrajom, ale je dovolene´ urobit’
niekol’ko chy´b. Kazˇdy´ dokument na nespra´vnej strane deliacej nadroviny ma´ potom prira-
denu´ cenu podl’a jeho vzdialenosti od nadroviny. Ciel’om je na´jst’ nadrovinu tak, aby mala
cˇo najˇsirsˇ´ı okraj a za´rovenˇ bola minimalizovana´ cena za nespra´vne klasifikovane´ tre´novacie
vektory.
Pre u´cˇely vyhodnotenia ceny vektorov na nespra´vnej strane deliacej nadroviny boli
zavedene´ takzvane´ volne´ premenne´ (slack variables) (vid’. obra´zok 1.1). Tieto predstavuju´
vzdialenost’ nespra´vne oddelene´ho vektora od okraja triedy, do ktorej mal byt’ zaradeny´.
Parametrom pri tre´novan´ı je hodnota c, ktora´ uda´va, cˇi je prioritou z´ıskat’ cˇo najˇsirsˇ´ı okraj
(mala´ hodnota c), alebo cˇo najmensˇie odchy´lky zle zaradeny´ch vektorov od ich spra´vnej
polohy (vel’ka´ hodnota c). Uda´va vlastne va´hu penalty za zle zaradeny´ objekt.
Obra´zok 1.1: K vy´pocˇtu ceny zle zaradeny´ch vektorov
1.3.4 Nelinea´rna klasifika´cia –
”
kernel trik“
Pri niektory´ch u´loha´ch nie je mozˇne´ dve triedy separovat’ linea´rnou nadrovinou. V roku 1992
B.Boser, I.Guyon a V. Vapnik uka´zali, zˇe pre take´to proble´my je mozˇne´ pouzˇit’ pomerne
dobre zna´mu techniku kernel triku.
Sku´majme velicˇinu ”teplota“. Nı´zke teploty oznacˇ´ıme popisom ”chlad“ a ostatne´ teploty
popisom ”teplo“. Ide o jednorozmernu´ velicˇinu, a teda chceme oddelit
’
”chlad“ od ”teplo“
(1−1)-rozmernou nadrovinou. V tomto vel’mi zjednodusˇenom pr´ıklade sa teda pojem deliaca
nadrovina redukuje na deliaci bod. Situa´cia je zna´zornena´ na obra´zku 1.2 vl’avo (modrou
farbou su´ zna´zornene´ hodnoty povazˇovane´ za ”chlad“ a cˇervenou hodnoty povazˇovane´ za
”teplo“). Bod A oddel
’uje ”chlad“ od ”tepla“. Tieto dve mnozˇiny hodnoˆt su´ linea´rne
separovatelne´.
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Sku´sme klasifikovat’ teploty inak. Obra´zok 1.2 v strede ukazuje teploty klasifikovane´
ako ”pr´ıjemne´“ (cˇervenou) a ”nepr´ıjemne´“ (modrou). Tieto dve triedy teploˆt zrejme nie
je mozˇne´ liena´rne oddelit’. Riesˇenie spocˇ´ıva v pouzˇit´ı kernel triku. Da´ta premietneme do
viacrozmerne´ho priestoru s vhodnou transforma´ciou ako ukazuje obra´zok 1.2 vpravo. Teraz
su´ da´ta reprezentovane´ v 2-rozmernom priestore a teda deliaca nadrovina bude (2 − 1)-
rozmerna´, teda priamka (p). Takto upravene´ da´ta uzˇ su´ linea´rne separovatel’ne´. Pouzˇitie
Obra´zok 1.2: Ilustra´cia kernel triku
kernel triku teda spocˇ´ıva v transforma´cii vstupny´ch vektorov do viacrozmerne´ho priestoru
pomocou vhodne´ho kernelu. Pozit´ıvne a negat´ıvne pr´ıklady sa na´sledne oddel’uju´ sta´le
linea´rnou nadrovinnou, ale v inom priestore. Vysvetlenie podstaty kernel triku a popis
pouzˇ´ıvany´ch kernelov su´ prevzate´ z [2].
Vektory sa aj v tre´novacom aj klasifikacˇnom algoritme vyskytuju´ len v skala´rnom su´cˇine
xi · xj . Po zobrazen´ı Φ : Rd 7→ H do viacrozmerne´ho Euklidovske´ho priestoru H by
uvedeny´ skala´rny su´cˇin presˇiel do tvaru Φ(xi) ·Φ(xj ). Po zaveden´ı funkcie K (kernelu) tak,
zˇe K(xi ,xj ) = Φ(xi) · Φ(xj ) nepotrebujeme voˆbec vediet’ ako zobrazenie Φ vyzera´ a ani
explicitne vycˇ´ıslovat’ zlozˇky vektora po zobrazen´ı do H.
V praxi sa bezˇne pouzˇ´ıva niekol’ko kernelov:
Polynomicky´ kernel stupnˇa p





V tomto pr´ıpade je H nekonecˇnerozmerny´m priestorom. Tento kernel poskytuje mozˇnost’
odelit’ dve triedy objektov, ked’ vektorove´ reprezenta´cie objektov jednej triedy akoby ob-
klopovali vektory objektov triedy druhej. Gaussian radial basis kernel doka´zˇe taky´chto
zhlukov oddelit’ l’ubovolne´ mnozˇstvo.
Proble´m moˆzˇe cˇinit’ vol’ba parametru σ. Pri nevhodnej vol’be moˆzˇe doˆjst’ k u´kazu
v literatu´re oznacˇovane´mu ako efekt vianocˇne´ho stromcˇeka, ked’ sa pri tre´novan´ı vytvor´ı
vel’a roztru´seny´ch ostrovcˇekov obsahuju´cich len niekol’ko ma´lo (1-2) pozit´ıvnych resp. ne-
gat´ıvnych pr´ıkladov (vianocˇne´ gule). Toto predstavuje preucˇenie klasifika´tora.
Sigmoid
K(x,y) = tanh(γ · x · y + c)
Tento druh kernelu predstavuje urcˇity´ druh dvojvrstvovej sigmoida´lnej neuro´novej siete.
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Linea´rny
K(x,y) = x · y
V tomto pr´ıpade nejde o zˇiadny kernel trik (nahradzuje skala´rny su´cˇin ty´m isty´m skala´rnym
su´cˇinom). Syste´my pouzˇ´ıvaju´ce SVM pouzˇ´ıvaju´ toto znacˇenie kvoˆli jednotnosti napriek
tomu, zˇe vlastne zˇiaden kernel nie je potrebne´ pouzˇit’. Pri klasifika´cii dokumentov podl’a
te´my sa uka´zalo ako najvhodnejˇsie pouzˇit’ pra´ve linea´ny klasifika´tor.
1.3.5 Klasifika´cia do viacery´ch tried
Pri pouzˇit´ı klasifika´torov klasifikuju´cich do dvoch tried (resp. klasifika´cie typu: dokument
patr´ı / nepatr´ı do triedy C) nasta´va proble´m pri potrebe klasifika´cie do viacery´ch tried.
V [9] sa uva´dzaju´ dva druhy viactriednej klasifika´cie. Jedny´m je klasifika´cia, kde objekt
moˆzˇe patrit’ do viacery´ch tried su´cˇasne, alebo dokonca nemus´ı patrit’ do zˇiadnej triedy. Ten-
to druh klasifika´cie sa v literatu´re oznacˇuje ako any-of klasifika´cia. Opakom je klasifika´cia
kde kazˇdy´ dokument mus´ı byt’ zaradeny´ pra´ve do jednej triedy (tzv. one-of klasifika´cia).
Any-of klasifika´cia
V pr´ıpade, ked’ objekt (dokument) moˆzˇe byt’ zaradeny´ do viacery´ch tried su´cˇasne, je riesˇenie
pomerne jednoduche´. Stacˇ´ı natre´novat’ samostatny´ klasifika´tor pre kazˇdu´ triedu. Ako
pozit´ıvne pr´ıklady sa pouzˇiju´ objekty patriace do tejto triedy a ako negat´ıvne sa pouzˇiju´
dokumenty, ktore´ do danej triedy urcˇite nepatria. Sku´many´ objekt sa klasifikuje postupne
vsˇetky´mi klasifika´tormi a zarad´ı sa do tried podl’a vy´sledku pr´ıslusˇny´ch klasifika´torov.
Proble´mom pri tomto pr´ıstupe by´va vol’ba vhodny´ch negat´ıvnych pr´ıkladov. Cˇasto by´va
va¨cˇsˇ´ı proble´m na´jst’ jeden dobry´ negat´ıvny pr´ıklad ako desat’ pozit´ıvnych.
One-of klasifika´cia
Hoci bezˇne objekty moˆzˇu patrit’ do viacery´ch tried su´cˇasne, v automatickej klasifika´cii sa
cˇasto proble´m zjednodusˇuje na klasifika´ciu do jedinej triedy, cˇo sa mnohokra´t jav´ı ako
dostacˇuju´ce.
Riesˇenie spocˇ´ıva v pouzˇit´ı samostatne´ho klasifika´tora pre kazˇdu´ triedu. Ako pozit´ıvne
pr´ıklady sa pouzˇiju´ pr´ıklady, ktore´ do danej triedy patria, ako negat´ıvne pr´ıklady sa pouzˇiju´
zvysˇne´ pr´ıklady. Nezna´my objekt sa potom sku´ma vsˇetky´mi klasifika´tormi a zarad´ı sa
pra´ve do tej triedy, ktorej klasifika´tor rozpoznal sku´many´ objekt ako pozit´ıvny s najva¨cˇsˇ´ım
funkcˇny´m okrajom (objekty bl´ızko deliacej nadroviny moˆzˇu byt’ klasifikovane´ chybne).
Multiclass SVM
Popis multiclass SVM mozˇno na´jst’ v [9] odkial’ cˇerpala aj ta´to cˇast’. SVM klasifikuje
prirodzene do dvoch tried. Jedny´m z mozˇny´ch (a bezˇny´ch) spoˆsobov riesˇenia viactriednej
klasifika´cie je natre´novanie viacery´ch klasifika´torov, pricˇom kazˇdy´ odliˇsuje jednu triedu od
vsˇetky´ch ostatny´ch – tzv. one-versus-rest. Pocˇet potrebny´ch klasifika´torov je teda rovny´
pocˇtu tried, do ktory´ch sa ma´ klasifikovat’.
Druhy´m mozˇny´m pr´ıstupom je vytvorenie mnozˇiny klasifika´torov, kde kazˇdy´ klasifika´tor
rozliˇsuje len dve triedy medzi sebou. Tento postup sa oznacˇuje ako one-versus-one. Toto s´ıce
vedie na va¨cˇsˇie mnozˇstvo klasifika´torov, avsˇak tieto pracuju´ s podstatne mensˇou tre´novacou
sadou, cˇo sa prejav´ı na ry´chlosti tre´novania.
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Multiclass SVM pouzˇ´ıva elegantnejˇs´ı pr´ıstup. Spocˇ´ıva vo vytvoren´ı dvojtriedneho kla-
sifika´tora klasifikuju´ceho vektory v tvare Φ(x, y), kde x je vektor tre´novacieho pr´ıkladu a y
je oznacˇenie triedy, do ktorej pr´ıklad x patr´ı. Vo fa´ze klasifika´cie sa pre sku´many´ vektor
x odvod´ı mnozˇina vektorov Φ(x, y) y ∈ C, kde C je mnozˇina vsˇetky´ch tried. Sku´many´
vektor sa potom zarad´ı do triedy podl’a toho, ktory´ odvodeny´ vektor je klasifikovany´ ako
pozit´ıvny s najva¨cˇsˇ´ım okrajom. Forma´lne:
y = arg max
y′
w · Φ(x, y′)
Naposledy menovany´ pr´ıstup ma´ vel’ku´ vy´hodu v tom, zˇe pre tre´novanie klasifika´tora nie je
potrebne´ hl’adat’ zˇiadne negat´ıvne pr´ıklady. Ako negat´ıvne pr´ıklady si poslu´zˇia za´stupcovia
tried, ktore´ su´ vo vektorovom priestore najblizˇsˇie a su´ teda najpravdepodobnejˇsie zameni-
tel’ne´.
1.3.6 Existuju´ce implementa´cie
Ta´to cˇast’ poskytuje strucˇny´ prehl’ad vol’ne dostupny´ch implementa´ci´ı SVM vo forme knizˇn´ıc.
Tieto a d’alˇsie mozˇno na´jst’ napr´ıklad v [13].
Knizˇnice od Thorstena Joachimsa
Thorsten Joachims v ra´mci svojho vy´skumu uvolnˇuje su´bor knizˇn´ıc pre experimentovanie
s SVM. Su´bor obsahuje knizˇnice pre klasifika´ciu do dvoch tried – svmlight. Dˇalej knizˇnicu
pre klasifika´ciu sˇtruktu´rovany´ch da´t – svmstruct, ktore´ho su´cˇast’ou je aj svmmulti pre
viactriednu klasifika´ciu.
Tieto knizˇnice su´ sˇ´ırene´ pod vlastnou licenciou, kde autor zˇiada byt’ informovany´ o vy´-
skume, na ktory´ boli knizˇnice pouzˇite´ atd’.
Knizˇnica libSVM
Knizˇnica libsvm je publikovana´ pod pomerne vol’nou licenciou pa´nmi Chih-Chung Changom
a Chih-Jen Linom. Obsahuje na´stroje pre tre´novanie, klasifika´ciu a normaliza´ciu vektorov.
Pouzˇit´ım roˆznych prep´ınacˇov umozˇnuje volit’ medzi klasifika´ciou a regresiou a taktiezˇ volit’
pouzˇity´ kernel vra´tane parametrov.
Su´cˇast’ou bal´ıka su´ rozhrania pre jazyky Python a Java, ako aj jednoduchy´ program
(SVM Toy) umozˇnuju´ci vizualiza´ciu klasifika´cie v trojrozmernom priestore. To vsˇetko vo
verzii pre syste´my Windows aj Linux. Niektore´ distibu´cie Linux-u maju´ tu´to knizˇnicu
dokonca zahrnutu´ v repozita´roch. Viac informa´ci´ı mozˇno z´ıskat’ na stra´nkach [3].
Knizˇnica libLinear
Knizˇnica liblinear od autorov knizˇnice libsvm (vid’ vysˇsˇie) implementuje techniky SVM a je
optimalizovana´ pre linea´rnu klasifika´ciu. Dosahuje podstatne lepsˇie cˇasy pre tre´novanie a
pouzˇije menej pama¨te. Je vel’mi vhodna´ pre problematiku klasifika´cie textu a ine´ u´lohy
s vel’ky´m pocˇtom rozmerov vstupny´ch vektorov, kde sa vyuzˇ´ıva pra´ve linea´rna klasifika´cia.
dlib C++
Ta´to knizˇnica je zamerana´ na portovatel’nost’ a jednoduchost’ pouzˇitia. Je sˇ´ırena´ pod Boost





Ta´to kapitola sa zaobera´ na´vrhom a implementa´ciou syste´mu pre klasifika´ciu dokumentov
podl’a te´my. Ciel’om je navrhnu´t’ a implementovat’ syste´m, ktory´ by spra´vne klasifikoval
cˇo najviac dokumentov a nepozˇadoval od uzˇ´ıvatel’a hlbsˇie znalosti problematiky. Iny´mi
slovami: aby fungoval cˇo najlepsˇie aj s implicitny´mi parametrami.
2.1 Analy´za
Zadanie pozˇaduje realiza´ciu syste´mu pre klasifika´ciu dokumentov podl’a te´my. Z uvedene´ho
v kapitole 1 vyply´va, zˇe konkre´tna realiza´cia syste´mu a hlavne cˇasti pripravuju´cej dokumen-
ty na klasifika´ciu je silne za´visla´ na viacery´ch faktoroch ako je forma´t vstupny´ch da´t, jazyk
dokumentov, pocˇet tried, do ktory´ch sa ma´ klasifikovat’ (2 alebo viac), oblast’ rea´lneho sveta,
ktore´ dokumenty pokry´vaju´ (vplyv hlavne na vol’bu zovsˇeobecnˇovany´ch ret’azcov a prevodu
na male´ znaky v procese tokeniza´cie – vid’ cˇast’ 1.1.1). Toto cˇin´ı realiza´ciu univerza´lneho
syste´mu na klasifika´ciu dokumentov podl’a te´my pomerne obtiazˇnou.
Na druhej strane, pre klasifika´ciu podl’a te´my postacˇuje vyhodnocovat’ vy´skyt slov (resp.
termov) v dokumente, na rozdiel od klasifika´cie podl’a subjektivity alebo postoja autora,
kde je potrebne´ brat’ do u´vahy aj roˆzne syntakticke´ vzt’ahy v texte a d’alˇsie skutocˇnosti.
Ta´to cˇast’ analyzuje jednotlive´ mozˇne´ pr´ıstupy k riesˇeniu spomı´nany´ch proble´mov.
2.1.1 Vstupne´ da´ta
Pojem ”dokument“ je znacˇne obsˇ´ırny. Za dokument moˆzˇe byt
’ povazˇovany´ textovy´ su´bor,
su´bor vo forma´te pdf, za dokument sa moˆzˇe povazˇovat’ aj obra´zok a mnoho iny´ch. Ked’zˇe
ide o klasifika´ciu pod’la te´my, obmedz´ıme sa cha´pan´ım dokumentu na textove´ dokumenty.
I tak tu ale zosta´va priestor pre diskusiu o forma´te vstupny´ch da´t, ktore´ sa maju´ klasi-
fikovat’. Jednou mozˇnost’ou je model, kde bude kazˇdy´ dokument v jednom su´bore, d’alˇsou
mozˇnost’ou je jeden su´bor obsahuju´ci mnozˇinu dokumentov. Napr´ıklad su´bor vo forma´te
XML, pr´ıpadne databa´za obsahuju´ca viacere´ dokumenty spolu s d’alˇs´ımi metada´tami. Za
d’alˇs´ı mozˇny´ pr´ıstup mozˇno povazˇovat’ klasifika´ciu jednotlivy´ch cˇast´ı dokumentu samostat-
ne v pr´ıpade, zˇe sa jedna´ o rozsiahlejˇs´ı dokument. Niekedy sa moˆzˇe pozˇadovat’ klasifika´cia
jednotlivy´ch dokumentov zabaleny´ch v arch´ıve.
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2.1.2 Nacˇ´ıtanie da´t
Pre nacˇ´ıtanie vstupny´ch da´t zo su´borov v roˆznych forma´toch sa ponu´ka mozˇnost’ pouzˇit’
roˆzne vol’ne sˇ´ırene´ utility pouzˇivane´ na syste´moch Unixove´ho typu ako napr´ıklad antiword
pre nacˇ´ıtanie da´t vo forma´te programu Microsoft Word, pdftotext pre nacˇ´ıtanie dokumen-
tov vo forma´te pdf, html2text pre nacˇ´ıtanie su´borov s webovy´mi stra´nkami.
2.1.3 Tokeniza´cia
Tokeniza´cia vo svojej najjednoduchsˇej podobe pozosta´va z prevodu textu (napr´ıklad) na
male´ p´ısmena´, jeho rozdelenia na jednotlive´ vy´razy (slova´, cˇ´ısla) podl’a bielych znakov,
pr´ıpadne odstra´nenia stop slov.
Dˇalˇsou cˇinnost’ou, ktora´ moˆzˇe byt’ pozˇadovana´ v procese tokeniza´cie, je zjednotenie
ko´dovan´ı znakov roˆznych dokumentov, ked’zˇe klasifikovane´ dokumenty moˆzˇu byt’ nap´ısane´
v roˆznych ko´dovaniach. Pre anglicky p´ısany´ text je tento proble´m minima´lny, avsˇak pre
jazyky s bohatou diakritikou je potrebne´ vziat’ do u´vahy aj tento cˇinitel’.
U´spesˇnost’ procesu klasifika´cie moˆzˇe zlepsˇit’ zavedenie na´hrad urcˇity´ch postupnost´ı zna-
kov za ich vsˇeobecnejˇsie pomenovanie (vid’ cˇast’ 1.1.1). Niekedy vsˇak moˆzˇe doˆjst’ k chybnej
identifika´cii ret’azca, napr´ıklad ret’azec ”10:13“ moˆzˇe reprezentovat
’ cˇas, vy´sledok za´pasu
v hokeji, alebo zmiesˇavac´ı pomer. Dˇalˇs´ım proble´mom moˆzˇe byt’ skutocˇnost’, zˇe niektore´
u´daje sa v roˆznych kultu´rach zapisuju´ roˆzne. Za vsˇetky sna´d’ postacˇ´ı spomenu´t’ roˆzne
forma´ty da´tumov.
Dˇalˇsou mozˇnost’ou ako zvy´sˇit’ u´spesˇnost’ klasifika´cie je zaviest’ zoznam slov, v ktory´ch
sa nebudu´ nahradzovat’ vel’ke´ p´ısmena´ za male´. Avsˇak vzhl’adom na malu´ pocˇetnost’ slov
s vy´znamom za´visly´m na spoˆsobe p´ısania vel’ky´ch a maly´ch p´ısmen je mozˇne´, zˇe taka´to
u´prava zvy´sˇi u´spesˇnost’ klasifika´cie len nepatrne a naopak prispeje k zvy´sˇeniu mnozˇstva
cˇasu potrebne´ho na pr´ıpravu textu (kazˇde´ slovo obsahuju´ce vel’ke´ p´ısmena´ sa mus´ı preverit’,
cˇi sa nenacha´dza v slovn´ıku).
2.1.4 Stop slova´
Odstra´nen´ım stop slov je mozˇne´ hlavne zmensˇit’ vel’kost’ spracova´vane´ho textu a tiezˇ pocˇet
rozmerov vektora reprezentuju´ceho dokument. Experimenta´lne sa uka´zalo, zˇe odstra´nen´ım
stop slov sa zmensˇila vel’kost’ spracova´vane´ho textu asi o 20 %, cˇo sa uzˇ moˆzˇe pozit´ıvne
prejavit’ na cˇase potrebnom pre d’alˇsie spracovanie.
V porovnan´ı klasifika´cie podl’a te´my s klasifika´ciou podl’a iny´ch krite´ri´ı ma´ klasifika´cia
podl’a te´my vy´hodu v mozˇnosti pouzˇitia podstatne va¨cˇsˇieho mnozˇstva stop slov. Urcˇite´
obmedzenie pri na´vrhu syste´mu klasifikuju´ceho dokumenty s odstranˇovan´ım stop slov pred-
stavuje to, zˇe pre roˆzne jazyky sa mnozˇiny stop slov pochopitel’ne l´ıˇsia.
2.1.5 Stemming
Stemming je najproblematickejˇsou cˇast’ou celej pr´ıpravy textu na klasifika´ciu. Proble´m
spocˇ´ıva hlavne v tom, zˇe kazˇdy´ jazyk ma´ svoje sˇpecificke´ pavidla´ pre odvodzovanie slov,
teda aj z´ıskavanie korenˇov slov vyzˇaduje pre roˆzne jazyky odliˇsne´ algoritmy. Podl’a [9] je pre
anglicˇtinu v pr´ıpade dostatocˇne vel’kej tre´novacej sady mozˇne´ stemming u´plne vynechat’.
Pre morfologicky bohate´ jazyky, ako je cˇesˇtina alebo slovencˇina, je pouzˇitie stemmingu
vy´hodne´ (pre mensˇie tre´novacie sady a kratsˇie dokumenty ta´to vy´hoda precha´dza azˇ do
potreby).
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Urcˇity´m kompromisom by mohlo byt’ degradovanie stemmingu ako systematicke´ho od-
stranˇovania koncoviek slova azˇ na postup, ked’ by sa jednoducho ignorovalo niekol’ko po-
sledny´ch znakov slova (vyjadrene´ napr´ıklad percentua´lne s odstupnˇovan´ım podl’a celkovej
d´lzˇky slova).
2.1.6 Vhodne´ meto´dy
V cˇasti 1.2 boli prezentovane´ roˆzne meto´dy klasifika´cie pouzˇ´ıvane´ pre klasifika´ciu dokumen-
tov. Ked’zˇe sa pozˇaduje cˇo najvysˇsˇia u´spesˇnost’ klasifika´cie, do u´vahy pripadaju´ meto´dy
kNN a SVM, ktore´ podl’a viacery´ch vy´skumov (napr´ıklad [7] – porovnaj [14]) vykazuju´
najlepsˇie vy´sledky. Meto´da kNN ma´ istu´ vy´hodu v jednoduchosti implementa´cie, SVM zas
v ry´chlosti klasifika´cie. V [10] a [6] sa uva´dza, zˇe pre u´lohy ako klasifika´cia dokumetnov, je
vy´hodnejˇsie pouzˇit’ linea´rny klasifika´tor, ktory´ dosahuje rovnake´ vy´sledky ako nelinea´rny,
avsˇak tre´novanie prebieha podstatne ry´chlejˇsie. To hovor´ı pre pouzˇitie linea´rnej verzie
SVM.
2.2 Na´vrh
Ta´to cˇast’ sa zaobera´ na´vrhom syste´mu pre klasifika´ciu dokumentov. Vy´sledky jeho testo-
vania je potom mozˇne´ na´jst’ v kapitole 3.
Na´vrh bol prevedeny´ s ohl’adom na pozˇiadavky zadania a prevedenu´ analy´zu. Z uve-
dene´ho vyplynula znacˇna´ variabilita pozˇiadavkov na predpr´ıpravu tre´novacieho aj klasifi-
kovane´ho textu, preto som syste´m navrhol ako modula´rny, aby bola zabezpecˇena´ mozˇnost’
jednoduchej za´meny nevyhovuju´cej cˇasti za inu´, pre pozˇadovany´ u´cˇel vhodnejˇsiu, cˇast’.
Na obra´zku 2.1 je zna´zorneny´ postup pri predspracovan´ı dokumentov. V pr´ıpade pred-
spracovania pre u´cˇely tre´novania sa k vektoru kazˇde´ho dokumentu poznacˇ´ı aj jeho spra´vne
priradenie do niektorej z tried.




Modul obstara´vaju´ci tokeniza´ciu som navrhol tak, aby preva´dzal vsˇetky vel’ke´ p´ısmena´ na
male´ bez pouzˇitia slovn´ıka s vy´nimkami (vid’ 1.1.1) z doˆvodu uvedene´ho v cˇasti venovanej
analy´ze 2.1.3. Dˇalej tento modul nahradzuje niektore´ cˇasto sa vyskytuju´ce zoskupenia
znakov za ich vsˇeobecny´ popis. Su´ to najma¨:
• da´tumy vo forma´te s oddel’ovac´ım znakom ”.“,
• u´daje o roku (4 cˇ´ıslice zacˇ´ınaju´ce na ”20“ alebo ”19“),
• ceny uvedene´ v dola´roch,
• webove´ adresy.
Stemming
Z doˆvodu neiste´ho pr´ınosu stemmingu (vid’ [9]) a cˇasovej ako aj implementacˇnej na´rocˇnosti
lematize´ru, navrhujem pouzˇit’ pomerne jednoduchy´ Porterov stemmer, ktory´ by mal pre
dany´ u´cˇel postacˇovat’. Kazˇdopa´dne, implementa´cia bude musiet’ mysliet’ aj na pr´ıpadnu´
pozˇiadavku tento stemmer nahradit’ iny´m a u´pravu maxima´lne ul’ahcˇit’.
Vektoriza´cia
Ako uzˇ bolo uvedene´ v cˇasti 1.1.4, existuje niekol’ko mozˇnost´ı prevodu textu na jeho vek-
torovu´ reprezenta´ciu. Najpouzˇ´ıvanejˇs´ı postup je pomocou inverzny´ch dokumentovy´ch frek-
venci´ı, ako je uvedene´ v [7] alebo [9]. Podl’a experimentov, ktory´ch vy´sledky su´ prezentovane´
v cˇasti 3.3.1, sa uka´zalo, zˇe pri pouzˇit´ı normalizovany´ch vektorov odvodeny´ch len z pocˇtu
jednotlivy´ch termov v dokumente, je mozˇne´ asponˇ pre male´ tre´novacie sady (priblizˇne
6 000 dokumentov) dosiahnut’ lepsˇie, alebo asponˇ porovnatel’ne´ vy´sledky ako s pouzˇit´ım in-
verzny´ch dokumentovy´ch frekvenci´ı (vid’ obra´zok 3.3). Preto navrhujem ponechat’ v syste´me
mozˇnost’ prep´ınat’ medzi ty´mito dvoma meto´dami.
2.2.2 Klasifika´cia
Klasifika´tor je navrhnuty´ tak, aby doka´zal roztriedit’ su´bory pr´ıtomne´ v adresa´ri su´borove´ho
syste´mu do podadresa´rov podl’a pr´ıslusˇnosti k triede urcˇenej klasifika´torom. Kazˇdej triede,
do ktorej sa ma´ klasifikovat’, prislu´cha jeden podadresa´r. Take´to usporiadanie umozˇnuje
klasifikovat’ aj do celej stromovej sˇtruktu´ry tried tak, zˇe sa v kazˇdom adresa´ri spust´ı proces
tre´novania nad vsˇetky´mi pr´ıtomny´mi podadresa´rmi. Proces sa na´sledne rekurz´ıvne opakuje
pre vsˇetky podadresa´re, poky´m su´ nejake´ k dispoz´ıcii.
Ako bolo naznacˇene´ v cˇasti 2.1, pre pouzˇitie v klasifika´tore som zvolil meto´du SVM vo
verzii pre linea´rnu viactriednu klasifika´ciu (multiclass SVM) pre svoje vy´borne´ vy´sledky
a ry´chlost’ klasifika´cie. V tomto pr´ıpade je potrebne´ vhodne zvolit’ konsˇtantu c pouzˇ´ıvanu´
pri tre´novan´ı (vid’ cˇast’ 1.3.3). Zlatou strednou cestou bude zvolit’ c = 1, ked’ ma´ sˇ´ırka
okraja rovnaku´ va´hu ako vel’kost’ chyby pri zle klasifikovanom pr´ıklade.
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2.3 Implementa´cia
V tejto cˇasti je pop´ısany´ syste´m klasifikuju´ci dokumenty tak, ako je implementovany´ spolu
so strucˇny´m popisom pouzˇitia a mozˇnost´ı u´prav.
2.3.1 Pouzˇite´ na´stroje
Syste´m bol vyv´ıjany´ na platforme Linux, avsˇak nicˇ nebra´ni tomu, aby bol pouzˇity´ aj na
iny´ch POSIX-ovy´ch syste´moch. Klasifikacˇny´ syste´m je implementovany´ s pouzˇit´ım nasle-
dovny´ch jazykov:
• C – implementacˇny´ jazyk na´strojov libSVM,
• Python – pouzˇity´ pre implementa´ciu skriptov pre nacˇ´ıtanie html su´borov a pr´ıpravu
textu. Taktiezˇ je to implementacˇny´ jazyk modulu Porterovho stemmeru.
• Jazyk interpre´tu Bash, pouzˇity´ pre spojenie jednotlivy´ch modulov do celku.
Implementa´cia klasifika´tora pomocou SVM v princ´ıpe nie je zlozˇita´, avsˇak pre rea´lne
nasadenie je potrebne´ pouzˇit’ pomerne na´rocˇne´ optimalizacˇne´ techniky, ktore´ siahaju´ za
ra´mec bakala´rskej pra´ce. Z tohoto doˆvodu som pre implementovany´ syste´m pouzˇil hotovy´
na´stroj libSVM (vid’ cˇast’ 1.3.6), ktory´ je dostupny´ na stra´nkach [3]. Bal´ık obsahuje okrem
iny´ch aj na´stroje svm-train a svm-predict, pomocou ktory´ch sa preva´dza tre´novanie SVM
a klasifika´cia pomocou SVM. Na niektory´ch linuxovy´ch distribu´cia´ch je mozˇne´ nainsˇtalovat’
tento bal´ık priamo z repozita´rov.
Dˇalˇs´ım modulom, ktory´ nebol vytva´rany´ v ra´mci tejto pra´ce je stemmer. Pouzˇil som
Porterov stemmer v implementa´cii [5]. Programa´torske´ rozhranie obsahuje jedinu´ funkciu,
takzˇe pra´ca s n´ım je nanajvy´sˇ jednoducha´.
Naproti tomu, modul preva´dzaju´ci html su´bory na text musel byt’ realizovany´ sˇpecia´lne
pre pouzˇitie klasifikacˇny´m syste´mom, hoci je dostupny´ na´stroj html2text. Tento vsˇak
vy´stupny´ text nezˇiadane forma´tuje a navysˇe sa nevyhovuju´cim spoˆsobom vysporiadava
so syntakticky´mi chybami vo vstupnom su´bore. Preto bol vytvoreny´ jednoduchy´ skript
readhtml v jazyku Python, ktory´ vyp´ıˇse obsah webovej stra´nky s ignorovan´ım skriptov,
hlavicˇky a komenta´rov. V pr´ıpade chyby vo vstupny´ch da´tach posˇkodenu´ cˇast’ ignoru-
je, za´hla´si chybu a pokracˇuje d’alej v cˇinnosti. Vynechanie nevel’kej cˇasti textu pre toto
nasadenie nema´ pr´ıliˇs vel’ky´ vy´znam.
2.3.2 Popis modulov
file2text
Modul file2text slu´zˇi pre nacˇ´ıtanie textovy´ch da´t zo vstupny´ch su´borov. Ocˇaka´va na´zov
su´boru, ktory´ ma´ byt’ prevedeny´ na text, ako parameter. Ak je tento su´bor vo forma´te pdf,
doc alebo html, je tento prevedeny´ do textovej podoby a vyp´ısany´ na sˇtandardny´ vy´stup,
pricˇom sa ignoruje ake´kol’vek forma´tovanie, komenta´re a skripty (v pr´ıpade html).
tokenize
Na´stroj tokenize preva´dza odstra´nenie interpunkcie a stop slov zo vstupne´ho textu, na-
hradenie urcˇity´ch postupnost´ı znakov za ich vsˇeobecne´ pomenovanie (roky, da´tumy, webove´
adresy a podobne) a taktiezˇ stemming pomocou Porterovho algoritmu. Zoznam stop slov
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sa z´ıskava zo su´boru dane´ho nepovinny´m parametrom. Ak nie je tento parameter udany´,
povazˇuje sa zoznam stop slov za pra´zdny.
train
Skript train preva´dza tre´novanie SVM. V podstate sa postara´ o nacˇ´ıtanie dokumentov
urcˇeny´ch na tre´novanie, priprav´ı ich na tre´novanie a spust´ı tre´novac´ı proces. Toto tre´novanie
prebieha rekurz´ıvne vo vsˇetky´ch podadresa´roch, ktore´ obsahuju´ d’alˇsie podadresa´re (teda
pokial’ je do cˇoho dokumenty triedit’). Cˇinnost’ a sˇtruktu´ra tohoto modulu je zachytena´ na
obra´zku 2.2.
Obra´zok 2.2: Sˇtruktu´ra modulu train. Na obra´zku nie je pre prehl’adnost’ zahrnuty´ pre-
pocˇet inverzny´ch dokumentovy´ch frekvenci´ı v pr´ıpade pouzˇitia prep´ınacˇa -idf
Skript rozpozna´va prep´ınacˇ -idf, ktory´ indikuje, zˇe sa ma´ pouzˇit’ TF-IDF vektorova´
reprezenta´cia dokumentov. Implicitne sa pouzˇije reprezenta´cia pomocou normalizovany´ch
vektorov zlozˇeny´ch z pocˇtu vy´skytov jednotlivy´ch termov v dokumente.
Vy´sledkom vykonania tohoto skriptu su´ su´bory obsahuju´ce slovn´ık, zoznam katego´ri´ı,
natre´novany´ model a su´bor s vektormi dokumentov tre´novacej sady. V pr´ıpade pouzˇitia
prep´ınacˇa -idf sa esˇte vytvor´ı su´bor obsahuju´ci informa´cie o dokumentovy´ch frekvencia´ch
jednotlivy´ch termov. Vsˇetky su´bory vytvorene´ ty´mto modulom maju´ pr´ıponu .trn.
classify
Modul classify preva´dza samotnu´ klasifika´ciu. Nacˇ´ıta a priprav´ı dokumenty z aktua´lneho
adresa´ra a klasifikuje ich pomocou modelu pr´ıtomne´ho v tom istom adresa´ri. Klasifi-
kovane´ su´bory na´sledne presunie do podadresa´ra urcˇene´ho vy´sledkom klasifika´cie. Po-
tom sa klasika´cia rekurz´ıvne spust´ı v kazˇdom podadresa´ri, ktory´ obsahuje d’alˇsie podad-
resa´re. Taky´mto spoˆsobom sa klasifikovane´ dokumenty postupne popresu´vaju´ azˇ do naj-
nizˇsˇej u´rovne hierarchie tried. Cˇinnost’ tohoto modulu je zna´zornena´ na obra´zku 2.3.
Tento skript taktiezˇ pozna´ prep´ınacˇ -idf, ktory´ spoˆsobuje pouzˇitie reprezenta´cie pomo-
cou inverzny´ch dokumentovy´ch frekvenci´ı (nie je zobrazene´ na obra´zku). V tomto pr´ıpade
je nutne´ aj tre´novanie previest’ s prep´ınacˇom -idf, aby sa vytvoril su´bor s dokumentvy´mi
frekvenciami jednotlivy´ch termov.
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Obra´zok 2.3: Sˇtruktu´ra modulu classify. V obra´zku nie je pre prehl’adnost’ zahrnuty´
prepocˇet inverzny´ch dokumentovy´ch frekvenci´ı v pr´ıpade pouzˇitia prep´ınacˇa -idf
2.3.3 Forma´t da´t
Syste´m pracuje s roˆznymi druhmi da´t. Ide najma¨ o zoznamy (zoznam stop slov, slovn´ık,
pr´ıslusˇnost’ dokumentov k triedam atd’.) a o sady vektorov urcˇene´ pre tre´novanie, resp. kla-
sifika´ciu. Pre uchova´vanie textovy´ch aj cˇ´ıselny´ u´dajov som volil forma´ty cˇitatel’ne´ cˇlovekom.
Zoznamy
Zoznamy ukladane´ vo forme su´borov su´ reprezetnovane´ postupnost’ou hodnoˆt oddeleny´ch
prechodom na d’alˇs´ı riadok. Takto forma´tovane´ su´bory su´ l’ahko cˇitatel’ne´ pre cˇloveka aj
pre programy, ktore´ ich pouzˇ´ıvaju´ a je mozˇne´ ich d’alej rucˇne spracova´vat’ programami ako
su´ sed, awk, paste a ine´.
Vektory dokumentov
Pri sˇtu´diu problematiky a dokumenta´cie dostupny´ch na´strojov sa uka´zalo, zˇe existuje aky´si
zazˇity´ sˇtandard pre ukladanie vektorovy´ch reprezenta´ci´ı do su´boru, kde sa vyuzˇ´ıva za´pis
pomocou riedkych vektorov – zapisuju´ sa teda len nenulove´ hodnoty. Forma´t vektora
popisuju´ceho jeden dokument je nasledovny´:
<class> <feature1>:<value1> <feature2>:<value2> ... <featureN>:<valueN>
kde
<class> je oznacˇenie skutocˇnej pr´ıslusˇnosti do triedy. Nadobu´da celocˇ´ıselne´ hodnoty a ma-
povanie na na´zvy tried je teda potrebne´ realizovat’ inak. Ta´to polozˇka ma´ zmysel
pochopitel’ne len pri tre´novan´ı a testovan´ı syste´mu. V pr´ıpade rea´lneho pouzˇitia,
ked’ sa klasifikuju´ nezna´me dokumenty, je hodnota <class> irelevantna´ a moˆzˇe byt’
nastavena´ napr´ıklad na hodnou 0.
<featureI> oznacˇuje poradove´ cˇ´ıslo zlozˇky vektora, ktorej sa bude ty´kat’ hodnota uvedena´
za symbolom ”dvojbodka“. <featureI> je cele´ cˇ´ıslo > 0. Hodnoty zlozˇiek vektora
musia byt’ uvedene´ v porad´ı s rastu´cimi cˇ´ıslami zlozˇiek vektora.
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<valueI> uda´va hodnotu zlozˇky <featureI> vektora dokumentu. Je to cele´ cˇ´ıslo, alebo
cˇ´ıslo s pla´vaju´cou desatinnou cˇiarkou.
N – pocˇet nenulovy´ch zlozˇiek vektora.
Su´bor obsahuju´ci celu´ sadu dokumentov potom obsahuje l’ubovol’ny´ pocˇet riadkov v tomto
forma´te – pre kazˇdy´ dokument v sade jeden riadok.
2.4 Pouzˇitie a obmedzenia
Pouzˇitie vo svojej najza´kladnejˇsej podobe spocˇ´ıva v spusten´ı programov train a na´sledne
classify v adresa´ri obsahuju´com nezaradene´ dokumenty a podadresa´re reprezentuju´ce jed-
notlive´ triedy s tre´novac´ımi pr´ıkladmi. Nezaradene´ dokumenty budu´ v procese klasifika´cie
zaradene´ do tried. Viac o pouzˇit´ı syste´mu je mozˇne´ na´jst’ v pr´ılohe B.
Obmedzenia pouzˇitia syste´mu vycha´dzaju´ najma¨ z jazykovej za´vslosti niektory´ch fa´z
predspracovania dokumentov. Ide teda o stemming a generaliza´ciu termov v ra´mci to-
keniza´cie. Ako obmedzenie moˆzˇu byt’ videne´ cˇasove´ na´roky tre´novania a klasifika´cie pri
spracova´van´ı vel’ky´ch objemov da´t.
2.5 Mozˇnosti u´prav
Jednou z mozˇnost´ı u´prav je za´mena klasifikacˇne´ho na´stroja – vymenit’ libSVM, napr´ıklad za
libLinear. Oba na´stroje maju´ rovnake´ rozhranie, takzˇe postacˇ´ı zamenit’ na´zvy programov
v skriptoch train a classify. Pri pouzˇit´ı libLinear je mozˇne´ dosiahnut’ vy´razne ry´chlejˇsie
tre´novanie aj klasifika´ciu, avsˇak dosahuje mierne odliˇsne´ vy´sledky (vid’ [6]).
Dˇalˇsou mozˇnost’ou u´pravy je rozsˇ´ırenie mnozˇiny generalizovany´ch vy´razov pomocou
tokenize´ra. Mozˇno doplnit’ napr´ıklad d’alˇsie forma´ty da´tumov, na´zvy mesiacov, politicky´ch
stra´n, chemicky´ch vzorcov, sˇportove´ho zˇargo´nu a mnoho iny´ch.
V neposlednom rade je mozˇne´ experimentovat’ s mnozˇinou stop slov a pouzˇity´m stem-




Ta´to kapitola popisuje sˇtandardne´ metriky pouzˇ´ıvane´ pri vyhodnocovan´ı syste´mov kla-
sifikuju´cich dokumenty. Dˇalej budu´ prezentovane´ pozˇiadavky na tre´novaciu sadu spolu
s popisom vytvorenej sady a vy´sledkami dosiahnuty´mi syste´mom implementovany´m podl’a
popisu uvedene´ho v kapitole 2.
3.1 Sˇtandardne´ metriky
V tejto cˇasti budu´ pop´ısane´ sˇtandardne´ metriky pouzˇ´ıvane´ pri vyhodnocovan´ı syste´mov
klasifikuju´cich text. Popis metr´ık a postup vyhodnocovania vycha´dza z publika´cie [9].
Pre oznacˇovanie vy´sledku klasifika´cie pri testovan´ı sa pouzˇ´ıva tabul’ka 3.1 zobrazuju´ca
sˇtyri mozˇne´ vy´sledky testu. V tejto tabul’ke tp (true positive) oznacˇuje dokument spra´vne
oznacˇeny´ ako pozit´ıvny – patriaci do katego´rie; a tn (true negative) oznacˇuje dokument
spra´vne oznacˇeny´ ako negat´ıvny – nepatriaci do katego´rie. Cˇ´ım lepsˇie klasifika´tor pracuje,
ty´m su´ pocˇty takto oznacˇeny´ch testovac´ıch dokumentov vysˇsˇie na u´kor pocˇtu dokumentov
oznacˇeny´ch zvysˇny´mi dvoma znacˇkami. Naopak, neuspesˇnu´ klasifika´ciu oznacˇuju´ znacˇky fn
(false negative) – dokument nespra´vne oznacˇeny´ klasifika´torom ako nepatriaci do katego´rie
a fp (false positive) – dokument klasifika´torom nespra´vne oznacˇeny´ za patriaci do triedy.






Tabul’ka 3.1: Sˇtyri mozˇne´ vy´sledky testu klasifika´cie
Metriky vyhodnocovane´ pri testovan´ı klasifikacˇny´ch syste´mov vycha´dzaju´ z pocˇtov tes-
tovac´ıch pr´ıkladov oznacˇeny´ch ty´mito znacˇkami. Preto sa v d’alˇsom texte oznacˇeniami tp,
tn, fp resp. fn budu´ mysliet’ pocˇty dokumentov s ty´mto oznacˇen´ım.
Nasledovny´ zoznam zhr´nˇa sˇtandardne pouzˇ´ıvane´ metriky.
• Spra´vnost’ (accuracy) – pomer spra´vne zaradeny´ch objektov k ich celkove´mu pocˇtu,
urcˇeny´ ako A = tp+tntp+tn+fp+fn . Ta´to metrika je z pohl’adu pouzˇ´ıvatel’a asi najzauj´ı-
mavejˇsia, pretozˇe hovor´ı o tom, kol’ko dokumentov syste´m spra´vne zaradil. Idea´lna
hodnota je 1.
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• Presnost’ (precision) – pomer spra´vne zaradeny´ch pozit´ıvnych objektov k pocˇtu oz-
nacˇeny´ch za pozit´ıvne. Urcˇ´ı sa ako P = tptp+fp . Ta´to hodnota hovor´ı o tom, kol’ko
dokumentov urcˇeny´ch ako pozit´ıvne je skutocˇne pozit´ıvnych.
• Citlivost’ (recall) – pomer spra´vne zaradeny´ch pozit´ıvnych objektov k pocˇtu skutocˇne
pozit´ıvnych objektov. Vyjadruje teda schopnost’ hl’adat’ pozit´ıvne pr´ıklady. Vypocˇ´ıta
sa ako R = tptp+fn .
• Chyba (error) – hodnota odvodena´ od hodnoty accuracy: E = 1 − A. Niekedy sa
pouzˇ´ıva namiesto hodnoty spra´vnost’.
• Matica za´men (confusion matrix) – hovor´ı o tom, kol’ko dokumentov jednej skutocˇnej
triedy bolo klasifika´torom zaradeny´ch do ktorej triedy – idea´lne vsˇetky do spra´vnej
triedy a do ostatny´ch tried zˇiadne.
• Za´vislost’ u´spesˇnosti od vel’kosti tre´novacej sady umozˇnˇuje odhadnu´t’, kol’ko doku-
mentov je potrebne´ pouzˇit’ pre tre´novanie, aby sa pri klasifika´cii dosiahli uspokojive´
vy´sledky.
• ROC krivka nepriamo odra´zˇa vzt’ah medzi citlivost’ou a presnost’ou. V extre´mnom
pr´ıpade klasifika´tora, ktory´ bude vsˇetky objekty klasifikovat’ ako pozit´ıvne, zaiste
dosiahneme vysoku´ citlivost’ (nasˇiel vsˇetky pozit´ıvne objeky), avsˇak presnost’ bude
n´ızka (z objektov klasifikovany´ch ako pozit´ıvne je len ma´lo skutocˇne pozit´ıvnych).
Sklon k take´muto spra´vaniu mozˇno odhalit’ pra´ve pomocou ROC krivky.
3.1.1 Matica za´men – confusion matrix
Matica za´men da´va komplexny´ pohl’ad na vy´sledok testovania klasifika´tora. Je mozˇne´ z nej
urcˇit’ hodnoty A, P a R pre kazˇdu´ triedu, navysˇe je mozˇne´ vel’mi jednoducho pozorovat’,
ktore´ triedy cˇinia klasifika´toru najva¨cˇsˇie proble´my, teda triedy, ktore´ sa najcˇastejˇsie medzi
sebou zamienˇaju´.
Pre uka´zˇku je v tabul’ke 3.2 uvedena´ matica za´men prevzata´ z [9]. Hodnoty mimo
hlavnej diagona´ly hovoria o nespra´vne zaradeny´ch dokumentoch. Napr´ıklad je mozˇne vidiet’,
zˇe vsˇetky dokumenty z katego´rie interest boli nespra´vne zaradene´ do katego´rie money-fx.
Taktiezˇ je mozˇne´ vycˇ´ıtat’, zˇe cˇasto docha´dza k za´mena´m v ra´mci troch pol’nohospoda´rskych
tried (wheat, corn a grain) a v ra´mci troch financˇny´ch tried (money-fx, trade a interest).
priradena´ trieda money-fx trade interest wheat corn grain
skutocˇna´ trieda
money-fx 95 0 10 0 0 0
trade 1 1 90 0 1 0
interest 13 0 0 0 0 0
wheat 0 0 1 34 3 7
corn 1 0 2 13 26 5
grain 0 0 2 14 5 10
Tabul’ka 3.2: Uka´zˇka matice za´men prevzata´ z [9].
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3.2 Testovacia sada
Ta´to cˇast’ sa zaobera´ zostaven´ım tre´novacej sady pre otestovanie a vyhodnotenie syste´mu
pre klasifika´ciu dokumentov pop´ısane´ho v kapitole 2.
3.2.1 Pozˇiadavky na testovaciu sadu
Ciel’om je vytvorit’ testovaciu sadu zodpovedaju´cu rea´lnym potreba´m, avsˇak taku´, aby
odhal’ovala aj slabe´ miesta syste´mu. Ide hlavne o vol’bu rozdelenia do tried. V testovacej
sade Reuters-21578 moˆzˇeme napr´ıklad vidiet’ triedy ”corn“, ”grain“ a ”wheat“, ktore´ uka´zˇu
schopnost’ syste´mu rozl´ıˇsit’ pomerne podobne´ dokumenty z pol’nohospoda´rskej oblasti.
Aby testovanie, pokial’ mozˇno, cˇo najlepsˇie preverilo implementovany´ syste´m, navrhol
som pre zostavenie testovacej sady nasledovne´ krite´ria´:
• testovacia sada mus´ı obsahovat’ dostatocˇne´ mnozˇstvo dokumentov (minima´lne 5 000),
• mus´ı obsahovat’ minima´lne 1 000 dokumentov urcˇeny´ch pre testovanie, aby bolo mozˇne´
vyhodnotit’ u´spesˇnost’ s krokom maxima´lne desatiny percenta,
• mala by byt’ hierarchicky cˇlenena´,
• mala by zahrnˇovat’ katego´rie s roˆznym pocˇtom dokumentov, ako aj katego´rie s porov-
natel’ny´m pocˇtom dokumentov,
• mala by obsahovat’ triedy dokumentov, ktore´ su´ podobne´, ako aj u´plne odliˇsne´,
• dokumenty by nemalo byt’ mozˇne´ spra´vne zaradit’ podl’a vy´skytu jedine´ho slova (vsˇetky
dokumenty v katego´gii ”Hudba“ obsahuju´ slovo ”music“, . . . ).
3.2.2 Popis sady
Pri vytva´ran´ı sady som sa snazˇil zvolit’ hierarchiu tried tak, aby zodpovedala rozdel’ovaniu
cˇlovekom – pouzˇ´ıvatel’om. Triedy v jednej u´rovni stromu tried teda nie su´ delene´ ”pr´ıliˇs
jemne“. Vycha´dzal som z toho, zˇe cˇlovek rucˇne triediaci dokumenty na svojom disku
s najva¨cˇsˇou pravdepodobnost’ou nebude volit’ delenie dokumentov o sˇporte do tried podl’a
toho, cˇi ide o futbalovy´ sˇkanda´l, futbalovy´ vy´sledok, zranenie futbalistu, alebo dokumenty
o podpla´can´ı rozhodcov, hoci aj take´to delenie je mozˇne´. Volil som teda rodelenie pomerne
hrube´ a s ohl’adom na to, aby som otestoval schopnost’ syste´mu klasifikovat’ do viacery´ch
u´rovn´ı tried, je hierarchia tried viacu´rovnˇova´. Sˇtruktu´ra testovacej sady je zna´zornena´ na
obra´zku 3.1.
Hoci syste´m doka´zˇe pracovat’ aj s dokumentami vo forma´te pdf a doc, tre´novacia sa-
da pozosta´va najma¨ z dokumentov vo forma´te html, obsahuje vsˇak aj niekol’ko ma´lo pdf
su´borov. Ako dokumenty som pouzˇil webove´ stra´nky p´ısane´ v anglicˇtine verejne dostupne´
na internete. Kazˇdy´ dokument presˇiel rucˇnou klasifika´ciou a bol tak zaradeny´ do triedy,
o ktorej si cˇlovek – klasifika´tor myslel, zˇe najlepsˇie popisuje dany´ dokument. Od syste´mu
budeme pozˇadovat’, aby zaradil dokumenty z cˇasti sady urcˇenej na testovanie do rovnaky´ch
tried, ako ich zaradil cˇlovek.
Popis tried
Nasleduju´ci prehl’ad uva´dza popis jednotlivy´ch tried vo vytvorenej testovacej sade doku-
mentov (vid’ obra´zok 3.1).
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testovacia sada
health music programming sport
clike hardware markup scripting
c-cpp java latex web bash perl python
football hockey tennis volleyball
Obra´zok 3.1: Sˇtruktu´ra testovacej sady
health – zahr´nˇa cˇla´nky o choroba´ch (od chr´ıpky azˇ po rakovinu) a liecˇebny´ch postupoch,
ocˇkovaniach, starostlivosti o chrup, vitamı´noch, chudnut´ı, die´tach, zdravom stravo-
van´ı a zˇivotnom sˇty´le. Dokumenty o zdravom zˇivotnom sˇty´le cˇasto hovoria o roˆznych
sˇportoch, preto ocˇaka´vam, zˇe budu´ klasifika´torom zamienˇane´ s dokumentami z ka-
tego´rie ”sport“.
music – obsahuje dokumenty o hudobny´ch skupina´ch, koncertoch, predaji vstupeniek na
koncerty, d’alej blogy opisuju´ce u´cˇast’ na hudobnom podujat´ı, recenzie novy´ch albumov
a ine´.
programming – ta´to katego´ria obsahuje cˇla´nky s te´mou programovania a d’alej sa rozvet-
vuje na niekol’ko podtried:
clike – pozosta´va z dvoch podtried: c-cpp a java. c-cpp obsahuje dokumenty o prog-
ramovan´ı v jazykoch C a C++. Do triedy java boli zaradene´ dokumenty o prog-
ramovan´ı v jazyku Java a niekol’ko dokumentov vygenerovany´ch pomocou na´-
stroja javadoc.
hardware – ta´to katego´ria pozosta´va z dokumetnov o programovan´ı hardve´ru – vsta-
vane´ syste´my, mikrokontrole´ry, FPGA a ine´.
markup – obsahuje dokumenty o znacˇkovac´ıch jazykoch. V katego´rii latex su´ to do-
kumenty o pra´ci so syste´mom LATEX a v katego´rii web dokumenty o webdizajne,
html znacˇka´ch a podobne.
scripting – pozosta´va z troch podtried: bash, perl a python, ktore´ som vybral ako
za´stupcov skriptovac´ıch jazykov.
sport – zahrnuje dokumenty so sˇportovou te´mou. Podtriedy football, hockey, tennis a vol-
leyball zaiste nepokry´vaju´ cele´ spektrum sˇportov, avsˇak pre testovacie u´cˇely boha-
to postacˇuju´. Obsahuju´ dokumenty o odohrany´ch, aj pla´novany´ch za´pasoch, blo-
gy fanu´sˇikov, spra´vy o zraneniach hra´cˇov a podpla´can´ı rozhodcov, stra´nky profesi-
ona´lnych, aj sˇkolsky´ch klubov, tabul’ky s vy´sledkami a d’alˇsie.
Sada obsahuje spolu 5 090 dokumentov rozdeleny´ch na cˇast’ urcˇenu´ na tre´novanie klasi-
fika´tora (3 811 dokumentov) a cˇast’ urcˇenu´ na jeho testovanie (1 279 dokumentov). Tabul’ka
3.5 ukazuje pocˇty dokumentov v testovacej sade, aj s ich rozdelen´ım na tre´novacie a testo-
vacie pr´ıklady.
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Trieda Tre´novanie Testovanie Trieda Tre´novanie Testovanie
health 722 268 bash 63 15
music 402 120 perl 89 20
c-cpp 207 73 python 159 46
java 234 84 football 203 97
hardware 494 169 hockey 214 66
latex 340 86 tennis 227 66
web 234 98 volleyball 223 71
Tabul’ka 3.3: Rozdelenie dokumentov vo vytvorenej testovacej sade.
Napriek tomu, zˇe sa jednotlive´ triedy javia ako znacˇne odliˇsne´, je tomu tak len pre
l’udske´ho pozorovatel’a. Webove´ stra´nky, ktore´ boli pouzˇite´ ako testovacie dokumenty, vsˇak
predstavuju´ pomerne zasˇumene´ da´ta. Toto je spoˆsobene´ pr´ıtomnost’ou d’alˇs´ıch informa´ci´ı
popri zauj´ımavom texte. Taky´mito rusˇivy´mi elementami su´ najma¨ prvky naviga´cie, re-
klamne´ pruhy, novinky a d’alˇsie informa´cie, ktore´ cˇlovek akosi prirodzene nezahrnuje do
urcˇenia te´my dokumentu. Dˇalˇs´ım nezˇiaducim prvkom su´ chybove´ spra´vy obsiahnute´ na
stra´nke. Napr´ıklad hla´senie o chybe v PHP skripte si l’udsky´ klasifika´tor pri zostavovan´ı
tre´novacej sady nemus´ı vzˇdy vsˇimnu´t’ a text chybovej spra´vy moˆzˇe negat´ıvne ovlyvnit’ au-
tomaticku´ klasifika´ciu.
Nasleduju´ci prehl’ad uva´dza predpokladane´ koliduju´ce skupiny dokumentov vo vytvore-
nej testovacej sade:
• programovanie vstavany´ch syste´mov v jazyku C/C++ (trieda hardware) a ”klasicke´“
programovanie v katego´rii programming,
• cˇla´nky o vitamı´ne C (trieda health) a programovanie v jazyku C,
• stra´nky prezentuju´ce relaxacˇnu´ a aerobikovu´ hudbu moˆzˇe syste´m zaradit’ medzi do-
kumenty o zdrav´ı,
• pr´ıklady s radami pre tre´nerov roˆznych sˇportov sa moˆzˇu znacˇne podobat’,
• cˇla´nky o hudobnom vybaven´ı (ozvucˇovacia technika a elektronicke´ hudobne´ na´stroje)
a katego´ria hardware.
Reuters-21578
Kvoˆli porovnaniu vy´sledkov s odborny´mi publika´ciami som sa rozhodol pouzˇit’, okrem mnou
vytvorenej sady, aj sˇtandardnu´ sadu pouzˇ´ıvanu´ pri vy´skumoch po celom svete. Z pomedzi
mnozˇstva pouzˇ´ıvany´ch sa´d som vybral uzˇ spomı´nanu´ sadu Reuters-21578, resp. desat’ tried
obsahuju´cich najviac dokumentov z tejto sady. Tento postup bol pouzˇity´ napr´ıklad v [7]
alebo [14]. Ta´to sada obsahuje 21 578 spra´v a cˇla´nkov zaradeny´ch do tried podl’a te´my,
krajiny, spomenuty´ch l’ud´ı a iny´ch. V [9] sa o nej hovor´ı ako o jednej z najpouzˇ´ıvanejˇs´ıch
sa´d pre klasifika´ciu textu. Ten isty´ zdroj hovor´ı, zˇe sa najcˇastejˇsie pouzˇ´ıva rozdelenie sady
na tre´novacie a testovacie dokumenty ”ModApte“. Sadu mozˇno z´ıskat
’ na stra´nkach [8], kde
sa nacha´dza aj podrobny´ popis sady vra´tane rozdelenia ”ModApte“.
Tu´to sadu som pouzˇil na vyhodnotenie u´spesˇnosti klasifika´cie, kvoˆli mozˇnosti porovnat’
vy´sledok s odborny´mi publika´ciami. Dˇalej bola sada Reuters-21578 pouzˇita´ pre vyhodnote-
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nie za´vislosti u´spesˇnosti klasifika´cie od vel’kosti tre´novacej sady z doˆvodu va¨cˇsˇieho objemu
da´t, ako ma´ k dispoz´ıcii testovacia sada vytvorena´ v ra´mci tejto pra´ce.
3.3 Vy´sledky
Pre zostavenie matice za´men bola pouzˇita´ testovacia sada zostavena´ v ra´mci tejto pra´ce
(vid’ cˇast’ 3.2.2). Vy´sledky su´ uvedene´ v tabul’ke 3.4. Ta´to tabul’ka ukazuje, do ktorej triedy
boli zaradene´ dokumenty roˆznych skutocˇny´ch tried. Mozˇno pozorovat’ niektore´ necˇakane´
za´meny, napr´ıklad dokumenty o futbale a hokeji zaradene´ do katego´rie venovanej hudbe,























































health 258 3 2 3 2
music 113 5 1 1
c-cpp 1 68 2 1 1
java 1 77 5 1
hardware 2 2 1 165 1
latex 3 10 5 4 64 1 2
web 2 1 3 10 4 75 1 3
bash 2 13
perl 1 1 18
python 1 1 2 1 41
football 3 1 2 83 3 4
hockey 3 1 2 1 1 53 5
tennis 1 1 1 63
volleyball 1 1 69
Tabul’ka 3.4: Matica za´men z´ıskana´ testovan´ım na vytvorenej testovacej sade. Pra´zdne
hodnoty predstavuju´ nulovu´ hodnotu.
Trieda Accuracy Precision Recall Trieda Accuracy Precision Recall
health 99.06 99.23 96.27 bash 99.69 86.67 86.67
music 98.51 90.40 94.17 perl 99.84 100.00 90.00
c-cpp 98.12 78.16 93.15 python 99.06 85.42 89.13
java 97.81 78.57 91.67 football 98.75 97.65 85.57
hardware 97.42 85.05 97.63 hockey 98.75 94.64 80.30
latex 98.05 95.52 74.42 tennis 99.77 100.00 95.45
web 97.42 88.24 76.53 volleyball 99.14 88.46 97.18
Tabul’ka 3.5: Vy´sledky z´ıskane´ testovan´ım na sade vytvorenej v ra´mci tejto pra´ce. Ma-
xima´lne a minima´lne hodnoty su´ vysa´dzane´ hruby´m p´ısmom. Uvedene´ hodnoty su´ v per-
centa´ch.
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Z tabul’ky 3.4 boli d’alej urcˇene´ hodnoty spra´vnosti, presnosti a citlivosti pre jednotlive´
triedy uvedene´ v tabul’ke 3.5, kde su´ zvy´raznene´ extre´mne hodnoty. Z tejto tabul’ky mozˇno
pozoravat’, zˇe klasifika´tor ma´ najmensˇiu presnost’ pre triedu c-cpp – do tejto triedy bolo
zaradeny´ch najviac dokumentov, ktore´ tam byt’ nemali (v relat´ıvnom vyjadren´ı). Naopak
najvysˇsˇia presnost’ bola dosiahnuta´ pre triedy perl a tennis.
Zo st´lpca Recall mozˇno vycˇ´ıtat’, zˇe klasifika´tor je najmenej citlivy´ pre triedu hardware.
Z tejto triedy bolo najviac dokumentov zaradeny´ch nespra´vne. Najvysˇsˇiu citlivost’ syste´m
preuka´zal pre triedu latex.
3.3.1 U´spesˇnost’ klasifika´cie
Pre testovaciu sadu vytvorenu´ v ra´mci tejto pra´ce bola podl’a tabul’ky 3.4 urcˇena´ u´spesˇnost’
klasifika´cie na 90,7 % (mikrova´zˇeny´ priemer – vid’ [9]). Pre sadu Reuters-21578 to bo-
lo 94.55 %. V oboch pr´ıpadoch bola pouzˇita´ vektorova´ reprezenta´cia pomocou norma-
lizovany´ch vektorov pocˇtov vy´skytov termov. Dosiahnute´ vy´sledky mierne prekona´vaju´
vy´sledky uvedene´ v [7] a [14]. Toto moˆzˇe byt’ spoˆsobene´ pouzˇit´ım, oproti SVMstruct, menej
optimalizovanej knizˇnice libSVM.
Dˇalej bolo prevedene´ testovanie u´spesˇnosti klasifika´cie pri pouzˇit´ı jednou´rovnˇovej sˇtruk-
tu´ry tried vytvorenej testovacej sady podl’a obra´zka 3.2, ked’ syste´m urcˇoval pr´ıslusˇnost’
dokumentu priamo – bez pouzˇitia medzitried. Tento spoˆsob je ry´chlejˇs´ı a dosiahol u´spesˇnost’
















Obra´zok 3.2: Sˇtruktu´ra jednou´rovnˇovej testovacej sady.
Vplyv vel’kosti tre´novacej sady
Porovnanie za´vislost´ı u´spesˇnosti klasifika´cie od vel’kosti tre´novacej sady pre roˆzne druhy
vektrorovej reprezenta´cie dokumentov je uvedene´ na obra´zku 3.3. Pre zostavenie ty´chto
kriviek bola pouzˇita´ sada Reuters-21578 rozdelena´ na tre´novacie a testovacie pr´ıklady podl’a
ModApte. Klasifika´tor bol tre´novany´ s roˆznym pocˇtom tre´novac´ıch pr´ıkladov – od 100 do
5 900 s krokom 200 dokumentov.
Na obra´zku oznacˇenie B oznacˇuje pouzˇitie bina´rnych vektorov – zlozˇka vektora na-
dobu´da hodnotu 1 alebo 0 v za´vislosti od toho, cˇi sa pr´ıslusˇny´ term v dokumente voˆbec
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Obra´zok 3.3: Za´vislost’ u´spesˇnosti klasifika´cie na vel’kosti tre´novacej sady pre roˆzne druhy
vektoriza´cie. Horizonta´lna os predstavuje pocˇet dokumentov v tre´novacej sade, vertika´lna
potom pocˇet spra´vne zaradeny´ch dokumentov z testovacej sady v percenta´ch. Pouzˇita´ sada
Reuters-21578, rozdelenie na tre´novacie a testovacie dokumenty ModApte. Hodnoty boli
aproximovane´ Bezierovou krivkou.
vyskytol. Oznacˇenie NC predstavuje pouzˇitie normalizovany´ch vektorov obsahuju´cich pocˇty
vy´skytov jednotlivy´ch termov a krivka pre TF-IDF oznacˇuje pouzˇitie inverzny´ch dokumen-
tovy´ch frekvenci´ı (viac v cˇasti 1.1.4).
Toto vyhodnotenie uka´zalo, zˇe vel’kost’ tre´novacej sady nad 3 000 dokumentov zvysˇuje
u´spesˇnost’ klasifika´cie len pozvol’na. Taktiezˇ mozˇno pozorovat’, zˇe vektorova´ reprezenta´cia
pomocou normalizovany´ch vektorov pocˇtov vy´skytov termov dosiahla prakticky pre vsˇetky
pocˇty tre´novac´ıch pr´ıkladov lepsˇie vy´sledky ako ostatne´ meto´dy. Je vsˇak celkom mozˇne´,
zˇe pre va¨cˇsˇie sady (ra´dovo desat’tis´ıce dokumentov) by lepsˇie vy´sledky dosahovala meto´da
TF-IDF, kedzˇe pra´ve ta´to meto´da je vo vy´zkumoch najpouzˇ´ıvanejˇsia (vid’ [9]).
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Za´ver
Ta´to pra´ca mala za u´lohu zhrnu´t’ poznatky o meto´dach a postupoch pouzˇ´ıvany´ch pri klasi-
fika´cii textu podl’a te´my, na ich za´klade vytvorit’ syste´m pre klasifika´ciu dokumentov a ten
na´sledne otestovat’ na vytvorenej testovacej sade.
V prvej cˇasti tejto pra´ce boli zbezˇne pop´ısane´ meto´dy pouzˇ´ıvane´ pri strojovom spraco-
van´ı dokumentov. Informa´cie boli podane´ tak, aby aj cˇitatel’neorientuju´ci sa v problematike
klasifika´cie mohol na´jst’ vy´chodiska´ pre svoju pra´cu v odbore automaticke´ho spracovania
textu. Sˇpecia´lna pozornost’ bola venovana´ meto´dam SVM, ktore´ v poslednom cˇase za-
znamena´vaju´ znacˇny´ u´spech. V d’alˇsej kapitole bola pop´ısana´ analy´za a realiza´cia jedno-
duche´ho syste´mu pre klasifika´ciu dokumentov podl’a te´my. Syste´m bol implementovany´
tak, aby bol okamzˇite pouzˇitel’ny´ aj bez akejkol’vek znalosti problematiky strojove´ho ucˇenia
a klasifika´cie. Syste´m tiezˇ poskytuje mozˇnosti pre d’alˇsie rozsˇirovania a u´pravy. S vy´hodou
sa pouzˇ´ıva knizˇnica libSVM so svojimi na´strojmi, ktore´ zapuzdruju´ detaily implementa´cie
a optimaliza´cie samotne´ho procesu tre´novania a klasifika´cie. Realizovany´ syste´m sa snazˇ´ı
posunu´t’ automaticku´ klasifika´ciu dokumentov zo sfe´ry vy´skumu viac do oblasti bezˇne´ho
nasadenia, k cˇomu ma´ napr´ıklad slu´zˇit’ aj mozˇnost’ hierarchickej klasifika´cie. Za´verecˇna´
kapitola bola venovana´ vytvoreniu testovacej sady a samotne´mu testovaniu vytvorene´ho
syste´mu. Sˇtandardne´ metriky aj dosiahnute´ vy´sledky som sa snazˇil okomentovat’ tak, aby
z´ıskane´ hodnoty priniesli u´zˇitok aj nezainteresovane´mu cˇitatel’ovi.
Smery d’alˇsieho uberania sa projektu vid´ım hlavne v rozsˇirovan´ı mozˇnost´ı v oblasti
prep´ınania roˆznych jazykov – ide hlavne o integra´ciu stemmerov pre roˆzne jazyky. Vytvo-
renie stemmera pre cˇesky´ alebo slovensky´ jazyk by mohlo byt’ na´metom na samostatnu´
bakala´rsku pra´cu. Identifika´cia jazyka a vol’ba vhodne´ho stemmeru by mohla dokonca
prebiehat’ automaticky. Inou mozˇnost’ou vylepsˇenia je zavedenie roˆznych pravidiel genera-
liza´cie tokenov v etape tokeniza´cie v za´vislosti od oblasti nasadenia klasifikacˇne´ho syste´mu.
Dˇalˇs´ım smerom zdokonalenia syste´mu je zry´chlenie pr´ıpravy dokumentov na klasifika´ciu,
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Vplyv stemmingu na u´spesˇnost’
klasifika´cie
Obra´zok A.1: Porovnanie vplyvu pouzˇite´ho stemmera na u´spesˇnost’ klasifika´cie. Hodnoty
boli aproximovane´ pomocou Bezierovej krivky; krok testovania 200 dokumentov; pouzˇita´
sada Reuters-21578 (10 najva¨cˇsˇ´ıch tried); rozdelenie ModApte.
Na obra´zku A.1 su´ zachytene´ krivky za´vislosti u´spesˇnosti klasifika´cie od vel’kosti tre´no-
vacej sady pre pouzˇitie Porterovho stemmeru, Lovins stemmeru a bez pouzˇitia stemmeru.
Tento test prebiehal na desiatich najva¨cˇsˇ´ıch triedach zo sady Reuters-21578, ktora´ obsahuje
anglicky p´ısane´ dokumenty.
Ako uzˇ bolo spomenute´ v cˇasti 1.1.3 cituju´c z [9], pre spracovanie anglicky´ch doku-
mentov pouzˇitie stemmingu vo vsˇeobecnosti neprina´sˇa zvy´sˇenie u´spesˇnosti, cˇo je mozˇne´
vidiet’ z uvedene´ho obra´zka. Pre male´ tre´novacie sady prinieslo pouzˇitie stemmingu mierne
zlepsˇenie, avsˇak s rastu´cim pocˇtom dokumentov urcˇeny´ch na tre´novanie sa rozdiel zotiera,





Najprv je potrebne´ z´ıskat’ zdrojove´ ko´dy na´stroja libSVM. Tieto ko´dy su´ umiestnene´ na CD
prilozˇenom k bakala´rskej pra´ci, na stra´nkach libSVM1, alebo na niektory´ch distribu´cia´ch
Linux-u je mozˇne´ nainsˇtalovat’ na´stroj libSVM priamo z repozita´rov.
1. Ak nemoˆzˇete nainsˇtalovat’ potrebne´ na´stroje z repozita´rov, skop´ırujte do pracovane´ho
adresa´ra arch´ıv libsvm-2.86.tar.gz umiestneny´ na prilozˇenom CD v adresa´ri system.




Vzniknu´ tri sputitel’ne´ su´bory svm-predict, svm-scale a svm-train. Tieto su´bory
je potrebne´ skop´ırovat’ do niektore´ho adresa´ra obsiahnute´ho vo vasˇej premennej pro-
stredia PATH. Ja pouzˇ´ıvam adresa´r ~/bin.





Po preklade pribudnu´ dva nove´ spustitel’ne´ su´bory vectorize a linearize.
3. Dˇalej je potrebne´ skop´ırovat’ su´bor stopwords.dat, napr´ıklad do va´sˇho domovske´ho
adresa´ra. Umiestnenie tohoto su´boru je nutne´ nastavit’ v konfiguracˇnom su´bore
svmconfig v premennej stopwdfile.
4. Vsˇetky spustitel’ne´ su´bory z adresa´ra text-cls a tiezˇ su´bor porter.py skop´ırujte do
vhodne´ho adresa´ra obsiahnute´ho vo vasˇej premennej prostredia PATH. Nemus´ı to byt’
nutne adresa´r zhodny´ s umiestnen´ım na´strojov libSVM.
5. Odporu´cˇam podobny´m postupom nainsˇtalovat’ aj pomocne´ skripty z adresa´ra tools.
Tieto na´stroje ul’ahcˇuju´ pra´cu pri testovan´ı.
1<http://www.csie.ntu.edu.tw/~cjlin/libsvm/index.html>
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B.1.1 Pr´ıprava testovacej sady
Na prilozˇenom CD sa v adresa´ri testsets/my nacha´dzaju´ podadesa´re train a test. Tieto
obsahuju´ tre´novacie a testovacie dokumenty sady pouzˇitej na testovanie syste´mu implemen-
tovane´ho v ra´mci tejto bakala´rskej pra´ce. Skop´ırujte oba adresa´re do pracovne´ho adresa´ra
na vasˇom pevnom disku.
B.2 Za´kladne´ pouzˇitie
Ked’ ste u´spesˇne nainsˇtalovali vsˇetky su´cˇasti syste´mu a pripravili testovaciu sadu, uka´zˇeme
si ako syste´m pouzˇit’.
1. Prepnite sa do adresa´ra train testovacej sady.
2. Zadajte pr´ıkaz train, tento spust´ı tre´novanie nad dokumentami v jednotlivy´ch po-
dadresa´roch. V procese tre´novania sa zobraz´ı niekol’ko chybovy´ch spra´v oznamuju´cich
syntakticku´ chybu vo vstupnom dokumente. Kazˇdopa´dne, tre´novanie pokracˇuje d’alej.
Proces tre´novania moˆzˇe trvat’ aj niekol’ko desiatok minu´t.
3. Po skoncˇen´ı tre´novania je potrebne´ presunu´t’ natre´novane´ modely a d’alˇsie informa´cie
o tre´novan´ı do adresa´ra s dokumentami, ktore´ sa maju´ klasifikovat’. Toto zariadite
pr´ıkazom
cptrn ../test
Skript cptrn rekurz´ıvne precha´dza adresa´re tre´novaciej sady a vytva´ra v cielovom ad-
resa´ri rovnaku´ adresa´rovu´ sˇtruktu´ru, ako mala tre´novacia sada, vra´tane ko´pi´ı su´borov
potrebny´ch na klasifika´ciu.




Dokumenty pr´ıtomne´ v adresa´ri test budu´ roztriedene´ do adresa´rovej sˇtruktu´ry vy-
tvorenej skriptom cptrn v predcha´dzaju´com kroku.
V pr´ıpade, zˇe si zˇela´te pouzˇit’ pre vektorovu´ reprezenta´ciu dokumentov inverzne´ dokumen-
tove´ frekvencie, pouzˇite prep´ınacˇ -idf:
train -idf
classify -idf
Pre jednoduche´ odstra´nenie su´borov vytvoreny´ch v procesoch tre´novania a klasifika´cie
je mozˇne´ pouzˇit’ jednoduchy´ skript cleandtc umiestneny´ v adresa´ri tools. Tento skript
rekurz´ıvne precha´dza aktua´lny adresa´r a jeho podadresa´re a mazˇe su´bory s pr´ıponami .cls




Pre zostavenie matice za´men su´ v adresa´ri tools na CD dva skripty confusionmatrix
a confusionrow, ktore´ pocˇ´ıtaju´ spra´vne a nespra´vne zaradene´ dokumenty.
Skript confusionmatrix postacˇuje spustit’ v adresa´ri test a na sˇtandardny´ vy´stup
vyp´ıˇse informa´cie o vy´sledkoch klasifika´cie. V pr´ıpade pouzˇitia skriptu confusionrow je
potrebne´ ako parameter odovzdat’ na´zov skutocˇnej triedy. Na sˇtandardny´ vy´stup budu´
vyp´ısane´ pocˇty dokumentov zo zadanej triedy zaradene´ do iny´ch tried, cˇo predstavuje jeden
riadok matice za´men.
Skripty confusionmatrix a confusionrow su´ jednou´cˇelove´ – vytvorene´ sˇpecia´lne pre
tu´to testovaciu sadu. Ked’zˇe spoliehaju´ na stanovene´ pomenovania adresa´rov a testovac´ıch
dokumentov, je mozˇne´ ich pouzˇit’ len na tejto testovacej sade. Avsˇak pri dodrzˇan´ı urcˇity´ch
za´sad pomenovan´ı testovac´ıch dokumentov (na´zov testovacieho dokumentu zacˇ´ına na´zvom
triedy, do ktorej dokument patr´ı) je mozˇne´ tieto skripty upravit’ aj pre ine´ sady.
B.3 Zmena konfigura´cie
Cela´ konfigura´cia syste´mu sa nacha´dza v su´bore svmconfig. Tento su´bor obsahuje hlavne
nastavenia na´zvov su´borov, ktore´ sa vytva´raju´ pocˇas cˇinnosti syste´mu. Je tu tiezˇ mozˇne´
nastavit’ parameter tre´novania c.
Pr´ıpony su´borov vzniknuty´ch pri tre´novan´ı a klasifika´cii odporu´cˇam ponechat’ tak, ako
su´, teda .trn a .cls. Toto je doˆlezˇite´ pre spra´vnu funkciu skriptov, ako napr´ıklad cptrn
a cleandtc.
Asi najzauj´ımavejˇsou cˇast’ou konfigura´cie je nastavenie cesty k su´boru obsahuju´cemu
stop slova´ v premennej stopwdfile. Zadana´ cesta mus´ı byt’ absolu´tna.
B.4 Cˇo je v ty´ch su´boroch?
Ta´to cˇast’ popisuje obsah jednotlivy´ch su´borov. Odkazy na su´bory su´ uva´dzane´ pomo-
cou na´zvov premenny´ch v konfiguracˇnom su´bore a v za´tvorka´ch je uvedena´ prednastavena´
hodnota, aby bolo mozˇne´ dohl’adat’ informa´cie aj po pr´ıpadnej zmene konfigura´cie.
classListFile (classes.trn) – Zoznam na´zvov tried (podadresa´rov), do ktory´ch je tre´-
novacia sada na aktua´lnej u´rovni hierarchie rozdelena´. Tento su´bor sa pouzˇ´ıva pre
mapovanie na´zvov tried na cˇ´ıselne´ hodnoty tak, zˇe prvy´ jeho za´znam ma´ cˇislenu´
hodnotu 1, druhy´ 2, atd’. V celom procese tre´novania a klasifika´cie sa pracuje len
s cˇ´ıselny´mi oznacˇeniami tried, ich skutocˇne´ na´zvy vstupuju´ do hry azˇ po skoncˇen´ı
klasifika´cie, ked’ sa jednotlive´ dokumenty presu´vaju´ do priradeny´ch tried – adresa´rov.
trainIds (train.ids) – Obsahuje zoznam so spra´vnou pr´ıslusˇnost’ou tre´novac´ıch dokumen-
tov do tried (ich cˇ´ıselne´ oznacˇenie - vid’ classListFile), tento su´bor bude po na-
tre´novan´ı skriptom train odstra´neny´ – ma´ charakter docˇasne´ho su´boru.
testIds (classify.ids) – Podobne ako correctClassIdFile (train.ids), ale pre pro-
ces testovania. Obsahuje same´ hodnoty 0, ked’zˇe pri klasifika´cii spra´vnu pr´ıslusˇnost’
k triede nepozna´me. Slu´zˇi len pre vytvorenie spra´vneho forma´tu su´boru.
trnVectorsFile (train.dat) – Docˇasny´ su´bor pre ulozˇenie vektorovy´ch reprezenta´ci´ı tre´-
novac´ıch dokumentov. Po natre´novan´ı bude automaticky odstra´neny´. Ich prisluzˇnost’
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k triede mozˇno zistit’ v su´bore correctClassIdFile (train.ids) – poradie za´znamov
si zodpoveda´. Z ty´chto dvoch su´borov vytva´ra skript train su´bor urcˇeny´ na tre´novanie
trnSVMvectorsFile (data.trn).
clsVectorsFile (classify.dat) – Rovnako ako trnVectorsFile (train.dat), ale pre pro-
ces klasifika´cie.
trnSVMvectorsFile (data.trn) – Tento su´bor obsahuje vektorovu´ reprezenta´ciu tre´no-
vac´ıch dokumentov spolu s ich spra´vnou pr´ıslusˇnost’ou k triede vo forma´te pouzˇ´ıvanom
libSVM a iny´mi na´strojmi pouzˇ´ıvaju´cimi SVM.
clsSVMvectorsFile (data.cls) – Rovnako ako trnSVMvectorsFile (data.trn), ale ob-
sahuje vektory pre proces klasifika´cie, poz´ıcia obsahuju´ca pr´ıslusˇnost’ k triede je pri
vsˇetky´ch vektoroch nulova´ – priradit’ ju mus´ı klasifika´tor.
idftmp (tmp.idf) – Docˇasny´ su´bor pre ulozˇenie informa´ci´ı o inverzny´ch dokumentovy´ch
frekvencia´ch jednotlivy´ch termov.
dfsFile (dfs.trn) – Su´bor, kam budu´ ulozˇene informa´cie o pocˇte vy´skytov termov v celej
tre´novacej sade a pocˇte dokumentov v tre´novacej sade. Pouzˇije sa v pr´ıpade vektro-
rovej reprezenta´cie pomocou inverzny´ch dokumentovy´ch frekvenci´ı (prep´ınacˇ -idf).
modelFile (model.trn) – Natre´novany´ model. Tento su´bor sa pouzˇ´ıva v procese klasi-
fika´cie.
stopwdfile (/home/xorave00/stopwords.dat) – Absolu´tna cesta k su´boru so stop slo-
vami. Tento su´bor obsahuje zoznam slov, ktore´ budu´ pri spracovan´ı dokumentov
ignorovane´. Kazˇde´ slovo je na samostatnom riadku.
predictFile (predict.cls) – Obsahuje oznacˇenia tried priradeny´ch klasifika´torom klasifi-
kovany´m dokumentom. Poradie zodpoveda´ poradiu v classifiedFile (files.cls).
classifiedFile (files.cls) – Zoznam na´zvov klasifikovany´ch su´borov. Poradie zodpoveda´
poradiu tried v su´bore predictFile (predict.cls).
Dˇalˇsie mozˇnosti nastavenia su´ pop´ısane´ priamo v komenta´roch konfiguracˇne´ho su´boru.
Strucˇny´ popis cˇinnosti jednotlivy´ch modulov je mozˇne´ na´jst’ v hlavicˇka´ch skriptov. Podrob-
nejˇsie informa´cie o tom, ako moduly pouzˇit’ samostatne, mozˇno na´jst’ v prilozˇenom README
su´bore.
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