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Abstract
In high dimension, low sample size (HDLSS) settings, the nearest neighbor classifier based on the
Euclidean distance yields poor performance if differences between the locations get masked by the
scale differences. To rectify this problem, several modifications of the nearest neighbor classifier have
been proposed in the literature. However, these existing methods often fail to discriminate among
populations having same locations and scales. In this article, we propose some simple modifications
of the nearest neighbor classifier using a new class of dissimilarity measures. The resulting classifiers
perform quite well even when the underlying populations have no differences in their locations
and scales. Some of these classifiers can also discriminate among populations having the same
one-dimensional marginal distributions. High-dimensional behavior of the proposed classifiers are
studied theoretically. Numerical experiments with a variety of simulated as well as real data sets
clearly exhibit the usefulness of our classifiers.
Some key words: Block covariance structure, Convergence in probability, HDLSS asymptotics,
Hierarchical clustering, Robustness.
Short title: Nearest neighbor classification of HDLSS data
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1 Introduction
By virtue of its simplicity and computational speed, the nearest neighbor (NN) classifier
is one of the most popular methods for supervised classification. Under quite general con-
ditions on the class distributions and an appropriate choice of k ∈ N, the misclassification
probability of the kNN classifier converges to the Bayes risk as the size of the training sample
(say, n) grows to infinity keeping the dimensionality of data (say, D) to be fixed (see, e.g.,
Devroye et al. (1996)). However, this classifier has some severe drawbacks in high dimen-
sions. In particular, it yields poor performance in high dimensions whenever the location
difference among the populations is smaller than the differences in their scales. To have a
mathematical exposition of this fact, let us consider a classification problem involving two
unknown multivariate probability distribution functions F1 and F2 on RD with D ∈ N. Let
µ
(j)
D and Σ
(j)
D denote the mean vector and the dispersion matrix, respectively, corresponding
to Fj for j = 1, 2. Also, assume that there exist constants ν
2
12, σ
2
1 and σ
2
2 such that
ν212 = lim
D→∞
{D−1‖µ(1)D − µ(2)D ‖2} and σ2j = lim
D→∞
{D−1trace(Σ(j)D )} for j = 1, 2. (1)
Here, ‖ · ‖ denotes the Euclidean norm on RD and trace(A) is the sum of the diagonal
elements of a D ×D matrix A. The constants ν212 and σ21, σ22 are measures of the location
difference and scales, respectively. Under appropriate distributional assumptions, Hall et al.
(2005) showed that when ν212 < |σ21 − σ22|, the NN classifier assigns all observations to the
population having a smaller dispersion. To address this problem, some modifications of
the NN classifier have been proposed in the literature. Chan and Hall (2009) proposed a
scale adjustment to the usual NN classifier, and the resulting classifier performs well when
ν212 > 0. A non-linear transformation of covariate space followed by the NN classification
was proposed by Dutta and Ghosh (2016). Pal et al. (2016) developed a nearest neighbor
classifier based on a new dissimilarity index. All these classifiers were constructed using
pairwise Euclidean distances, and they need either ν212 > 0 or σ
2
1 6= σ22 to yield good results
for high-dimensional data. So, these methods are particularly useful when the underlying
distributions differ either in their locations or scales.
Now, consider a two class classification problem (say, Example 1) involving two D-
dimensional Gaussian distributions ND(0D,Σ
(1)
D ) and ND(0D,Σ
(2)
D ), where 0D is the D-
dimensional vector of zeros, and Σ
(1)
D and Σ
(2)
D have a ‘block diagonal’ covariance structure
defined as follows:
Σ
(1)
D =
[
IbD
2
c 0bD
2
c×(D−bD
2
c)
0(D−bD
2
c)×bD
2
c 0.5ID−bD
2
c
]
and Σ
(2)
D =
[
0.5ID−bD
2
c 0(D−bD
2
c)×bD
2
c
0bD
2
c×(D−bD
2
c) IbD
2
c
]
.
Here Id is the d × d identity matrix, 0l×m is the l ×m matrix of zeros and b·c denotes the
floor function. As a second example (say, Example 2), we consider a classification problem
between two populations, where the D component variables are independent and identically
distributed. For one population, the component distribution is Gaussian with mean zero
and variance 5/3, while it is standard Student’s t-distribution with 5 degrees of freedom for
the other. In both of these examples, we generated 50 observations from each class to form
the training sample. Misclassification rates of different classifiers are computed based on a
test set consisting of 500 (250 from each class) observations. This process was repeated 100
1
times, and the average misclassification rates of different NN classifiers for varying values of
D are shown in Figure 1. It is clear from this figure that none of these classifiers performed
satisfactorily in these two examples. In both examples, we have ν212 = 0 and σ
2
1 = σ
2
2. This
was the main reason behind poor performance of these classifiers. Here, we have reported
the results for classifiers based on a single neighbor (i.e., k = 1), but a similar phenomena
was observed for higher values of k as well.
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
lnD
E
st
im
at
ed
 M
is
cl
as
sf
ic
at
io
n 
P
ro
ba
bi
lit
y
ln5 ln10 ln25 ln50 ln100 ln250 ln500 ln1000
Bayes
1NN
Chan & Hall
Pal et al
Dutta & Ghosh
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
lnD
E
st
im
at
ed
 M
is
cl
as
sf
ic
at
io
n 
P
ro
ba
bi
lit
y
ln5 ln10 ln25 ln50 ln100 ln250 ln500 ln1000
Bayes
1NN
Chan & Hall
Pal et al
Dutta & Ghosh
Figure 1: Misclassification rates of different classifiers for Examples 1 (left) and 2 (right).
In order to overcome the limitations of these classifiers, we propose a new class of dis-
similarity measures and construct nearest neighbor classifiers based on them. In the next
section, we define this class of dissimilarity measures and study the high-dimensional behav-
ior of the nearest neighbor classifier based on it. This dissimilarity measure can be viewed
as a generalized version of Mean Absolute Differences of Distances (MADD) index pro-
posed by Pal et al. (2016), and we call it gMADD. The nearest neighbor classifiers based on
gMADD can discriminate between populations having different one-dimensional marginals,
even when they have the same location and scale. To capture more subtle differences among
the populations, in Section 3 we define a further generalization of gMADD using grouping
of component variables, and construct the NN classifier based on it. Our aim here is to par-
tition the component variables into different groups so that the variables within each group
are close to each other with respect to some suitable distance metric. In Section 3.2, we
propose some data driven methods to construct partitions among these variables. Numerical
performance of the proposed classifiers on simulated and real data sets is demonstrated in
Sections 4 and 5, respectively. The article ends with concluding remarks in Section 6. All
proofs are provided in the Appendix.
2 Nearest Neighbor Classification Based on gMADD
Let χj = {Xj1, . . . ,Xjnj} be a sample of size nj from the j-th population Fj with 1 ≤ j ≤ J
and χ = ∪Jj=1χj be the training sample of size n =
∑J
j=1 nj. Throughout this article, we will
assume that nj ≥ 2 for all 1 ≤ j ≤ J .
For a test point Z ∈ RD, Pal et al. (2016) defined the dissimilarity between Z and a
training observation X ∈ χ using MADD as follows:
2
ψD0 (Z,X) =
1
n− 1
∑
X′∈χ\X
∣∣∣∣D− 12‖Z−X′‖ −D− 12‖X−X′‖∣∣∣∣. (2)
Pal et al. (2016) showed that the NN classifier based on MADD performs well when ν2jj′ > 0
or σ2j 6= σ2j′ (1 ≤ j 6= j′ ≤ J), where ν2jj′ and σ2j are analogous to ν212, σ21 and σ22 defined in (1).
But, in Examples 1 and 2, we observed that this classifier can perform poorly when these
conditions are violated. These limiting constants ν2jj′ , σ
2
j and σ
2
j′ come into the picture as
a consequence of using the Euclidean distance in the construction of MADD (see Pal et al.
(2016) for more details). Note that such dissimilarity indices can be constructed using other
distance functions as well. For two vectors u = (u1, . . . , uD)
> and v = (v1, . . . , vD)>, we
consider distance functions of the form
hDφ,γ(u,v) = φ
[
D−1
D∑
d=1
γ(|ud − vd|2)
]
, (3)
where γ : R+ → R+ and φ : R+ → R+ are two continuous, monotonically increasing functions
with γ(0) = φ(0) = 0. Clearly, all lp distances (up to a scalar constant) are of this form.
Using hDφ,γ, we define the dissimilarity between a test point Z and X ∈ χ as follows:
ψDφ,γ(Z,X) =
1
n− 1
∑
X′∈χ\X
∣∣hDφ,γ(Z,X′)− hDφ,γ(X,X′)∣∣. (4)
Clearly, one can observe that we get back the usual MADD (i.e., ψD0 ) by choosing γ(t) = t
and φ(t) =
√
t. So, this transformation can be viewed as a generalized version of MADD,
and we call it gMADD. In the next subsection, we study the behavior of gMADD in the
HDLSS asymptotic regime, where the sample size n is assumed to be fixed and the dimension
D increases to infinity.
2.1 Behavior of gMADD and Associated NN Classifiers in HDLSS Asymptotic
Regime
Suppose that U = (U1, . . . , UD)
> ∼ Fj and V = (V1, . . . , VD)> ∼ Fj′ are two independent
D-dimensional random vectors with 1 ≤ j, j′ ≤ J . Let Fj,d denote the marginal distribution
of the d-th component corresponding to the j-th population for 1 ≤ d ≤ D and 1 ≤ j ≤ J .
To study the asymptotic behavior of gMADD we make the following assumptions:
(A1) There exists a constant C1 such that E[γ
2(|Ud − Vd|2)] ≤ C1 <∞ ∀ 1 ≤ d ≤ D.
(A2)
∑∑
1≤d<d′≤D
Corr(γ(|Ud − Vd|2), γ(|Ud′ − Vd′ |2)) = o(D2).
It is evident that (A1) is satisfied if γ is bounded. Assumption (A2) holds if the component
variables of the underlying populations are independent. However, it holds even when the
components are dependent with some additional conditions on their dependence structure.
For instance, in the case of sequence data, it holds when the sequence has the ρ-mixing
property (see, e.g. Hall et al. (2005), Bradley (2005)). Some conditions similar to (A2)
were also considered in Ahn et al. (2007) and Jung and Marron (2009) for studying high-
dimensional behavior of different statistical methods. Under assumptions (A1) and (A2),
the high-dimensional behavior of the distance function hDφ,γ and gMADD are given by the
following lemma.
3
Lemma 2.1 Suppose that U ∼ Fj and V ∼ Fj′ with 1 ≤ j, j′ ≤ J are two independent
random vectors satisfying (A1) and (A2), and φ is uniformly continuous. Then∣∣hDφ,γ(U,V)− h˜Dφ,γ(j, j′)∣∣ P→ 0 as D →∞,
where h˜Dφ,γ(j, j
′) = φ
[
D−1
∑D
d=1E{γ(|Ud − Vd|2)}
]
. Consequently, for a test observation
Z ∼ Fj and a training observation X ∼ Fj′, we have∣∣ψDφ,γ(Z,X)− ψ˜Dφ,γ(j, j′)∣∣ P→ 0 as D →∞,
where ψ˜Dφ,γ(j, j
′) =
∑
1≤l 6=j′≤J
[
nl
n−1 |h˜Dφ,γ(j′, l) − h˜Dφ,γ(j, l)|
]
+
nj′−1
n−1 |h˜Dφ,γ(j′, j′) − h˜Dφ,γ(j, j′)| for
1 ≤ j, j′ ≤ J .
Clearly, the constant ψ˜Dφ,γ(j, j
′) is non-negative for all 1 ≤ j, j′ ≤ J and it is zero when
j = j′. So, if Z and X are from the same population, then ψDφ,γ(Z,X)
P→ 0 as D →∞. On the
other hand, if Z and X are from different populations, it is desirable to have ψ˜Dφ,γ(j, j
′) > 0
for large values of D. This can be achieved by choosing the functions γ and φ appropriately.
The following lemma furnishes us with some suitable choices in this context.
Lemma 2.2 If φ is uniformly continuous, and γ has non-constant completely monotone
(see, e.g., Feller (2008)) derivative on R+, then for 1 ≤ j 6= j′ ≤ J , ψ˜Dφ,γ(j, j′) = 0 if and
only if Fj,d = Fj′,d for all 1 ≤ d ≤ D.
Lemma 2.2 shows that for appropriate choices of φ and γ, gMADD can discriminate among
populations having different one-dimensional marginals. So, the NN classifier based on
gMADD is expected to perform well in such situations. The quantity ψ˜Dφ,γ(j, j
′) can be
viewed as a measure of separation between two populations Fj and Fj′ , and it takes the
value zero only when they have identical one-dimensional marginals. So, it is somewhat
reasonable to assume that
(A3) For every 1 ≤ j 6= j′ ≤ J, lim inf
D→∞
ψ˜Dφ,γ(j, j
′) > 0.
This assumption ensures that the separation among populations is asymptotically not neg-
ligible. The following theorem shows the high-dimensional behavior of the nearest neighbor
classifier based on gMADD under this assumption.
Theorem 2.3 If assumptions (A1)-(A3) are satisfied and k ≤ min{n1, . . . , nJ} (with k and
n fixed), then the misclassification probability of the k-nearest neighbor classifier based on
gMADD converges to zero as D →∞.
Recall that in Examples 1 and 2, where we had σ21 = σ
2
2 and ν
2
12 = 0, the NN classifiers
based on Euclidean distance and MADD performed poorly. But, Theorem 2.3 suggests that
those based on gMADD can have excellent performance in these examples if φ and γ are
chosen appropriately. There are several choices of γ that satisfy the conditions stated in
Lemma 2.2 (see Baringhaus and Franz (2010, p.1338)). We consider three such choices of
γ, namely, γ1(t) = 1 − e−t, γ2(t) =
√
t/2 and γ3(t) = log(1 + t) while φ(t) = t is used in
4
all three cases. In Figure 2, we only report the average misclassification rates associated
with γ1, since it performed better than γ2 and γ3 for both Example 1 and Example 2.
Misclassification rates corresponding to the other two choices are provided in Table 4. The
misclassification rates in the figures are denoted by ∆. We calculated the empirical Bayes
risk for each example by computing the average Bayes risk over several random replicates
of the data. Figure 2 clearly shows the superiority of the nearest neighbor classifiers based
on gMADD. In high dimensions, it has misclassification rate close to the Bayes risk. The
misclassification rates of different NN classifiers are reported considering the single neighbor
(i.e., for k = 1) only. We observed a similar phenomena for other values of k as well.
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Figure 2: Misclassification rates of different classifiers for Examples 1 (left) and 2 (right).
Now, it is of interest to see how these classifiers perform when the underlying distributions
have identical one-dimensional marginals. For this investigation, we consider an example
involving Gaussian distributions differing only in their correlation structures. In Example
3, we consider two Gaussian populations having ‘block diagonal’ dispersion matrices of the
following form:
Σ
(j)
D =

Hj
Hj
. . .
Hj
 and Hj =

1 ρj · · · ρj
ρj 1 · · · ρj
...
. . .
ρj ρj · · · 1
 for j = 1, 2.
In this example, we keep the size of the blocks fixed at ten, i.e., Hj is a 10 × 10 matrix
for j = 1, 2, and choose ρ1 = 0.3 and ρ2 = 0.7 for H1 and H2, respectively. We generated
50 observations from each class as before to form the training sample, and computed the
misclassification rates of different classifiers on a test set consisting of 250 observations from
each of the two classes. The average misclassification rates based on 100 iterations are shown
in Figure 3 for different values of D (see Section 3.1). In this example, we have ν212 = 0 and
σ21 = σ
2
2. As expected, the NN classifiers based on the Euclidean distance as well as MADD
yielded very poor performance. The underlying populations have the same one-dimensional
marginals, the standard normal distribution. As a consequence, the NN classifiers based on
gMADD failed to perform well (see Figure 3). To rectify this problem, we propose a further
generalization of gMADD in the next section.
5
3 Generalization of gMADD
Nearest neighbor classifiers based on gMADD may fail to discriminate among populations
having the same one-dimensional marginals. In such circumstances, one would naturally
look for a dissimilarity index which can extract discriminatory information from the joint
distributions of ‘groups’ of component variables. We aim to divide the component variables
into different groups such that the members within a group are similar to each other. One
can view this idea of creating groups as a problem of clustering the component variables.
This issue is addressed in detail in Section 3.2.
Suppose that a D-dimensional random vector U is partitioned into B smaller vectors Ub
of dimension Db for 1 ≤ b ≤ B, such that U = (U>1 , . . . ,U>B)> and
∑B
b=1Db = D. We
denote the distribution function of Ub by Fj,b for 1 ≤ b ≤ B, where U ∼ Fj and 1 ≤ j ≤ J .
For U = (U>1 , . . . ,U
>
B)
> and V = (V>1 , . . . ,V
>
B)
>, we define hBφ,γ(U,V) as follows:
hBφ,γ(U,V) = φ
[
B−1
B∑
b=1
γ(D−1b ‖Ub −Vb‖2)
]
. (5)
Using this transformation hBφ,γ, we now define
ψBφ,γ(Z,X) =
1
n− 1
∑
X′∈χ\X
∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣ (6)
as a measure of dissimilarity between a test point Z and X ∈ χ. The transformation ψBφ,γ can
be viewed as gMADD based on groups of components, and we call it ggMADD. It is clear
that hBφ,γ and ψ
B
φ,γ reduce to h
D
φ,γ and ψ
D
φ,γ (stated in (3) and (4)), respectively, if the random
vectors are partitioned into groups of size one (i.e., B and D are equal). The behavior of
ggMADD and the associated NN classifiers in the HDLSS asymptotic regime are studied in
the following subsection.
3.1 Behavior of ggMADD and Associated NN Classifiers in HDLSS Asymptotic
Regime
Given a partition of the component variables, we have constructed a new dissimilarity index
ggMADD and observed that it can be conceptualized as a natural extension of gMADD. To
study the asymptotic behavior of ggMADD and associated NN classifiers, we restrict to the
setting, where the number of groups in a partition grows as the data dimension increases,
while the sizes of diffferent groups remain bounded. This assumption is formally stated
below:
(A4) There exists a fixed positive integer D0 such that Db ≤ D0 <∞ for all 1 ≤ b ≤ B.
It is clear from (A4) that B ≤ D = ∑Bb=1Db ≤ BD0. Hence, we can write ‘B → ∞’ and
‘D →∞’ interchangeably. Consider the following assumptions:
(A5) There exists a constant C2 such that E[γ
2
(
Db
−1‖Ub −Vb‖2
)
] ≤ C2 <∞
for all 1 ≤ b ≤ B.
6
(A6)
∑∑
1≤b<b′≤B
Corr
[
γ
(
Db
−1‖Ub −Vb‖2
)
, γ
(
Db′
−1‖Ub′ −Vb′‖2
)]
= o(B2).
Assumptions (A5) and (A6) can be interpreted as generalizations of (A1) and (A2), respec-
tively. As we have seen earlier, choosing γ to be bounded is sufficient to satisfy (A5), while
(A6) imposes some restrictions on the dependence structure among groups of components.
If the components from different groups are independently distributed, then (A6) is clearly
satisfied. However, some additional conditions are required when the groups are depen-
dent. For instance, if the sequence {γ(Db−1‖Ub −Vb‖2), b ≥ 1} has the ρ-mixing property,
then (A6) holds (see, e.g., Hall et al. (2005), Bradley (2005)). A sufficient condition for
{γ(Db−1‖Ub−Vb‖2), b ≥ 1} to be a ρ-mixing sequence is to have the sequences U and V to
satisfy the ρ-mixing property (see Lemma 6.1 in the Appendix). With these assumptions, we
are now ready to state the high-dimensional behavior of hBφ,γ and ψ
B
φ,γ in the lemma below.
Lemma 3.1 Suppose that U = (U>1 , . . . ,U
>
B)
> ∼ Fj and V = (V>1 , . . . ,V>B)> ∼ Fj′ with
1 ≤ j, j′ ≤ J are two independent random vectors satisfying (A4)− (A6), and φ is uniformly
continuous. Then ∣∣hBφ,γ(U,V)− h˜Bφ,γ(j, j′)∣∣ P→ 0 as B →∞,
where h˜Bφ,γ(j, j
′) = φ
[
B−1
∑B
b=1E{γ(D−1b ‖Ub−Vb‖2)}
]
. Consequently, if the underlying pop-
ulations satisfy (A5) and (A6), then for a test observation Z ∼ Fj and a training observation
X ∼ Fj′, we have ∣∣ψBφ,γ(Z,X)− ψ˜Bφ,γ(j, j′)∣∣ P→ 0 as B →∞,
where ψ˜Bφ,γ(j, j
′) =
∑
1≤l 6=j′≤J
[
nl
n−1 |h˜Bφ,γ(j′, l) − h˜Bφ,γ(j, l)|
]
+
nj′−1
n−1 |h˜Bφ,γ(j′, j′) − h˜Bφ,γ(j, j′)| for
1 ≤ j, j′ ≤ J .
Similar to ψ˜Dφ,γ(j, j
′) stated in Lemma 2.1, ψ˜Bφ,γ(j, j
′) is also non-negative for all 1 ≤ j, j′ ≤ J
and it is zero when j = j′. As a result, ψBφ,γ(Z,X)
P→ 0 as B →∞ when Z and X are from
the same population. Hence, it is desirable to have ψBφ,γ(j, j
′) > 0 for large values of B when
Z and X are from different populations. This is feasible if we choose φ and γ appropriately.
The following lemma states suitable choices of these functions in this context.
Lemma 3.2 If φ is uniformly continuous and γ has non-constant completely monotone
derivative on R+, then for j 6= j′, ψ˜Bφ,γ(j, j′) = 0 if and only if Fj,b = Fj′,b for all 1 ≤ b ≤ B.
Lemma 3.2 shows that for appropriate choices φ and γ, ggMADD is able to discriminate
among populations having differences in their joint distributions for groups of components.
So, the NN classifier based on ggMADD is expected to perform well in such situations.
Here, ψ˜Bφ,γ(j, j
′) works as a measure of separation between two populations Fj and Fj′ for
1 ≤ j 6= j′ ≤ J . So, it is reasonable to assume the following:
(A7) For every 1 ≤ j 6= j′ ≤ J, lim inf
B→∞
ψ˜Bφ,γ(j, j
′) > 0.
This assumption ensures that the separation among populations, characterized by ψ˜Bφ,γ is
asymptotically not negligible. If the two populations are well separated in terms of ψ˜Dφ,γ, then
7
they will be well separated in terms of ψ˜Bφ,γ as well. But, the converse may not hold since
despite having differences in joint distributions of groups of components, two populations
can have identical one-dimensional marginals. This is precisely the case in Example 3.
The following theorem shows the high-dimensional behavior of the NN classifier based on
ggMADD.
Theorem 3.3 If assumptions (A4)-(A7) are satisfied and k ≤ min{n1, . . . , nJ}, then the
misclassification probability of the k-nearest neighbor classifier based on ggMADD converges
to zero as D →∞.
To construct the NN classifier based on ggMADD, we need information about the partition
of a vector, i.e., the number, sizes and members for each of the groups. Let us recall
Example 3. Note that the sizes of the blocks in the block diagonal dispersion matrices
of the populations are all ten. While partitioning the D-dimensional vector, we consider
the first ten component variables as the first group, the next ten components as the second
group, and so on. Observe that the joint distributions of these groups are different for
the two competing populations, and assumptions (A4) − (A7) are satisfied. Theorem 3.3
suggests that the NN classifier based on ggMADD should have excellent performance in this
example. For increasing values of D, the misclassification rates of the classifiers are shown
in the figure below. The effect of HDLSS concentration on the NN-ggMADD classifier (with
known partition) is significant from D = 250 onwards, and the decrease in misclassification
rate is clear from Figure 3.
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Figure 3: Average misclassification rates of different NN classifiers for Example 3.
However, this information about the partition of the D-dimensional vector will not be avail-
able in practice and one needs to estimate it from the training data. In the following
subsection, we discuss some data driven methods for estimating this partitioning of the com-
ponents. Note that we are not grouping the n D-dimensional vectors, but creating a common
partition of the set of components {1, . . . , D} across all the n vectors.
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3.2 Estimation of Groups of Components
Let U = (U1, . . . , UD)
> be a D-dimensional random vector that is partitioned into B disjoint
clusters. We assume that if Ud is a member of the b-th cluster for some population j with
1 ≤ j ≤ J , then Ud is a member of the b-th cluster across all J populations for 1 ≤ b ≤ B (i.e.,
the number of groups and its members are same across all the J underlying populations).
Under this assumption, we have n (=
∑J
j=1 nj) observations corresponding to each of the
component variables. One can view this as a problem in clustering of D data points in
Rn. Any appropriate clustering method (see, e.g., Friedman et al. (2001)) can be used
for this purpose. We use the method of hierarchical clustering with the average linkage
function in our numerical analysis. While computing the linkage function, the Euclidean
distance is usually used as a measure of dissimilarity between two components variables.
For heavy-tailed distributions, the dissimilarity index is chosen to be the Canberra distance
(see Lance and Williams (1966)) for clustering the components. The Canberra distance
function for two n-dimensional vectors u = (u1, . . . , un)
> and v = (v1, . . . , vn)> is given by
d(u,v) =
∑n
i=1 |ui − vi|/(|ui|+ |vi|), which is a bounded function.
Each stage in the hierarchy represents a particular grouping of the data into disjoint
clusters. The whole hierarchy represents a sequence of groupings, and one needs to decide
the level that actually represents an appropriate cluster in the sense that observations within
each group are more similar compared to observations assigned to different groups at that
level. The dendogram associated with hierarchical clustering provides a interpretable visual
summary of the clustered data. Now, one needs to decide an appropriate cutoff point in
the dendogram (at a particular height) to yield meaningful disjoint clusters. Suppose that
H is the set of all heights that are obtained at each step for merging two clusters. We
order the values in H, and find the p-th percentile for different values of p ∈ [0, 1]. In our
numerical work, we have discretized this set as P = {0, 0.1, . . . , 0.9, 1}. Let hp denote the
p-th percentile. For each fixed p, we cut the dendogram at hp and obtain a set of clustered
components. As p increases, the number of clusters decreases, while the size of each cluster
increases. Note that the partitions of the component variables induced by clustering have a
nested structure. In other words, h0 corresponds to the scenario where each cluster consists
of one component varable only, i.e., B = D. On the other hand, h1 leads to the setting
where there is only one cluster consisting of all D component variables.
Recall Example 3 stated in the end of Section 2.1. In this example with D = 50, the
groups of components (which are common across the two classes) are the sets {1, . . . , 10};
{11, . . . , 20}; . . .; {41, . . . , 50}. For the purpose of demonstration, we consider a simulated
realization from this example. Figure 4 shows the dendogram for this data. It turns out that
H = {8.014, 8.372, 8.881, 9.267, 9.554, 9.739, 9.953, 10.131, 10.316, 10.585, 11.035, 13.652, 14.591}
in this simulated example with h0 = 8.014 and h1 = 14.591. At h0.9 = 11.035, we
get five clusters and the corresponding components are the sets {10, 5, 1, 6, 2, 3, 7, 4, 8, 9};
{32, 31, 35, 36, 37, 34, 40, 33, 38, 39}; {20, 12, 18, 17, 14, 19, 15, 11, 13, 16}; {27, 24, 30, 23, 25, 29,
22, 28, 21, 26} and {42, 45, 49, 46, 48, 44, 41, 47, 43, 50}. Clearly, the method of hierarchical
clustering correctly assigns the desired components to the respective groups. Although the
order of components within a group fails to match with the original ones, it does not affect
the classification performance as the dissimilarity index is invariant to permutation of the
components within a group. Once the groups U1, . . . ,UB are identified, we can construct
the dissimilarity index stated in (6) and classify observations based on the method developed
in Section 3.
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Figure 4: Hierarchical clustering of the component variables at varying levels in Example 3.
It is clear that construction of the ‘optimal’ cluster depends crucially on the choice of p
(see Figure 4). Our aim is to select the cluster that yields the minimum misclassification
rate. To achieve this, we use the leave-one-out cross-validation method (see, e.g., Friedman
et al. (2001)). For a fixed value of p ∈ P , define
ep = n
−1
n∑
i=1
I{δ−ip (Xi) 6= Yi}.
Here, the classifier δ−ip is constructed by leaving out the i-th sample from the training data
for 1 ≤ i ≤ n. Define pˆ = arg minp∈P ep. For the observations of the test data, we consider
the clusters induced by hpˆ, and carry out further analysis.
4 Results from the Analysis of Simulated Data Sets
In this section, we analyzed some high-dimensional simulated data sets to compare the
performance of the classifiers proposed in Sections 2 and 3. Recall Examples 1 and 2
from Section 1, and Example 3 introduced at the end of Section 2. We consider two more
examples in this section to investigate the performance of the proposed classifiers.
Consider a two class problem (Example 4) involving data generated from F1 ≡
ND(0D, ID) and F2(u) =
∏B
b=1 F2,b(ub), with F2,b ≡ MPN10(1, 10) for all 1 ≤ b ≤ B. Here,
MPN10(β, α) denotes the ten-dimensional multivariate power normal distribution with pa-
rameters β = (β1, . . . , β10)
>, α > 0, and βi > 0 for all 1 ≤ i ≤ 10 (see Kundu and Gupta
(2013)). Note that βi = 1 for all 1 ≤ i ≤ 10 implies that the one-dimensional marginals
of F2 are standard normal distribution. In Example 5, the competing populations are
F1(u) =
∏B
b=1 F1,b(ub) and F2(u) =
∏B
b=1 F2,b(ub), where Fj,b(u) ≡ ten-dimensional multi-
variate Cauchy distribution with location parameter 0 and scale matrix Hj (already defined
in end of Section 2.1) for j = 1, 2. In each example, we simulated data for D = 50, 100,
250, 500 and 1000, or equivalently, for B = 5, 10, 25, 50 and 100. The training sample was
formed by generating 50 observations from each of the two classes, while a test set of size
500 (250 from each class) was used. This process was repeated 100 times to compute the
estimated misclassification rates (stated in the first row) of the different classifiers, which
are reported in Table 1 along with their corresponding standard errors (stated in the second
row).
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Figure 5: Misclassification rates of different classifiers for Examples 3, 4 and 5 (from top left,
clockwise).
Observe that in Examples 3 and 4, we have µ
(1)
D = µ
(2)
D = 0D, i.e., ν
2
12 = 0 and σ
2
1 =
σ22 = 1. Consequently, the usual and MADD based NN classifiers failed to perform well in
these cases. In Example 5, the quantities ν212, σ
2
1 and σ
2
2 do not exist. Therefore, the HDLSS
theoretical results for the usual and MADD based NN classifiers are not applicable in this
setting. Moreover, in all three examples, the two competing populations have identical one-
dimensional marginal distributions. In Example 3 and 4, the one-dimensional marginals
are N(0, 1), and in Example 5 those are C(0, 1). Therefore, ψ˜Dφ,γ(1, 2) = 0 and assumption
(A3) is violated. As a result, the NN classifier based on gMADD failed. However, in these
three examples, the joint distribution of groups of the component variables are different
for the two competing populations. This information was captured by ggMADD when we
used the method based on hierarchical clustering (described in Section 3.2) to estimate the
partition in the implementation of the ggMADD classifier. Euclidean and Canberra distances
were used to compute the average linkage in clustering for Examples 1-4 and Example 5,
respectively.
Recall that we have the functions γ1, γ2 and γ3 as possible choices for assessing the
performance of the NN-gMADD and NN-ggMADD classifiers. The numerical results for
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Examples 1-2 are reported in Table 1. For both gMADD and ggMADD, the minimum
misclassification rate was attained by γ1 (also see Table 4 for the complete result). Further,
we have reported the lowest misclassification rate among these three choices for ggMADD
in both Figure 5 and Table 1 for Examples 3-5. In Example 3, γ2 lead to the lowest
misclassification rate. For Example 4, the optimal choice was γ3, whereas for Example 5,
we had to use a bounded γ function to ensure that assumptions (A5) and (A6) hold. So, we
have reported the misclassification rate for γ1 only (see Table 4 for other choices of γ). It is
evident from Figure 5 that the NN classifiers based on the Euclidean distance, MADD and
gMADD, performed poorly in all three examples. However, NN-ggMADD outperformed all
the remaining classifiers and lead to perfect classification in high dimensions for Examples
3-4. In Example 5, it continued to perform way better than the others showing a steady
decrease in misclassification rate with increasing dimension of the data D (see Figure 5).
We have also compared the performance of the NN classifier based on ggMADD with
some well-known classifiers available in the literature. We studied various classifiers for
Examples 3-5 with D = 1000. The training and test sets remain the same as before with
sizes 50 (25 + 25) and 500 (250 + 250), respectively. This procedure was iterated 100 times.
The average misclassification rates along with the corresponding standard errors are reported
in Table 1 below. Misclassification rates of the linear and non-linear support vector machines
(SVM) are reported as well. For non-linear SVM, we used the radial basis function (RBF)
kernel, i.e., Kθ(x,y) = exp{−θ‖x − y‖2} (see Vapnik (1998)) with the default value of the
regularization parameter θ = 1/D. Performance of GLMNET (see Friedman et al. (2001)),
random forest (referred to as RF) (see Breiman (2001)) and NN classifiers based on the
random projection method (referred to as NN-RAND) (see Deegalla and Bostrom (2006))
were studied as well, and the misclassifiction rates are reported in Table 1. We used the R
package glmnet for implementation of GLMNET. The randomForest, RandPro and e1071
packages were used for RF, NN-RAND and SVM, respectively.
Table 1: Misclassification rates (stated in the first row) and standard errors (stated in the second
row) of different classifiers for D = 1000.
Ex. GLMNET RF NN-RAND SVM-LIN SVM-RBF NN NN-MADD NN-gMADD NN-ggMADD
1 0.4677 0.0128 0.3977 0.4973 0.4844 0.4043 0.4723 0.0002 0.0001
0.0184 0.0059 0.0245 0.0240 0.0235 0.0218 0.0218 0.0006 0.0004
2 0.4748 0.3539 0.4972 0.5020 0.5023 0.5008 0.4468 0.0379 0.0396
0.0177 0.0233 0.0171 0.0212 0.0227 0.0177 0.0306 0.0135 0.0128
3 0.4749 0.4889 0.4940 0.5099 0.4707 0.4944 0.4346 0.4384 0.0165
0.0174 0.0225 0.0150 0.0208 0.0208 0.0139 0.0165 0.0173 0.0084
4 0.4770 0.4958 0.5026 0.5012 0.5030 0.4778 0.4191 0.4268 0.0000
0.0153 0.0271 0.0233 0.0208 0.0218 0.0205 0.0213 0.0206 0.0004
5 0.4727 0.4918 0.4947 0.5016 0.4942 0.4907 0.5030 0.4793 0.2025
0.0141 0.0225 0.01811 0.0229 0.0242 0.0226 0.0242 0.0192 0.0302
To summarize Table 1, we observe that our proposed NN-ggMADD classifier outper-
formed all the other classifiers across all examples. In fact, while the empirical Bayes risk is
zero across all examples for D = 1000, most of the classifiers yielded a misclassification rate
of appriximately 50% (equivalent to the outcome of random tosses of an unbaised coin). The
NN classifiers based on generalized dissimilarity measures exhibited significant improvement
over the usual NN and NN-MADD classifiers. The misclassification rate of NN-ggMADD
was quite close to that of the empirical Bayes classifier in Examples 1-4, and advantage
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of using the generalized dissimilarity index is clear from its superior performance in these
examples. However, one may observe that for Example 5, the misclassification rate of
NN-ggMADD was about 20% (also see Figure 5). This increase in misclassification rate is
mainly due to potential issues in estimation of the clusters using the Canberra distance. If
we used the cluster information in the NN-ggMADD classifier, then the misclassification rate
was quite close to zero (which is similar to the other examples). Almost all the competing
methods had misclassification rates close to 50%. Interestingly, RF yielded a competitive
misclassification rate in Example 1. The underlying class boundary is quadratic here, and
RF was probably extracting information from some low-dimensional partitions at D = 1000
and correctly classified most of the test data points (also see Ferna´ndez-Delgado et al. (2014)
for more discussions).
5 Analysis of Benchmark Datasets
We further analyzed some benchmark data sets for assessment of our proposed NN classifiers.
All these data sets are available at the UCR Time Series Archive (2018) (see Dau et al.
(2018)). The samples are distributed equally among the classes only in the series of Cricket
data sets. Detailed descriptions of all these data sets are also available at the source.
Table 2: Description of benchmark data sets
Data Set → 50Words CricketX CricketY CricketZ HouseTwenty PigCVP
J 50 12 12 12 2 52
D 270 300 300 300 2000 2000
n 905 780 780 780 159 312
nj Unequal (min: 6, max: 109) Equal (65) Equal (65) Equal (65) Unequal (89 and 70) Equal (6)
Each of the aforementioned data sets have two fixed parts, a training set and a test set. In
our study, we merged these two data sets to build a combined set. From this pooled data set,
we randomly selected 50% of the observations (without replacement) corresponding to each
class to form a new training set. The rest of the observations were considered as test cases.
This procedure was repeated 100 times over different splits of the pooled data to obtain
more stable estimates of the misclassification probabilities. The mean (stated in the first
row) and standard deviation (stated in the second row) of these 100 estimates are reported
in Table 3 (also see Table 5 for the complete results). It is to be noted that for NN-gMADD
and NN-ggMADD, we carried out the analysis for all three choices of the function γ (as
described in Section 2.1). However, we report only the minimum misclassification rate for
each data set. For 50Words, the function γ2 yielded the minimum misclassification rate of
NN-ggMADD, whereas γ3 lead to the lowest misclassification rate for the HouseTwenty data.
For the other data sets, γ1 was the one that yields the lowest misclassification rates for the
NN-ggMADD classifier.
In Table 3, we observe that NN-gMADD generally improves on the performance of the
usual NN and the NN-MADD. This is expected in view of the facts that NN-gMADD resolves
the issues with the NN classifier in HDLSS scenarios, and it is also a generalization of the
NN-MADD classifier. For appropriate hierarchical clustering of the D components, the NN
classifier based on ggMADD outperformed NN-gMADD and this clearly shows the advantage
of our algorithm. The optimal (in the sense of yielding the minimum misclassifications)
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Table 3: Misclassification rates (stated in the first row) and standard errors (stated in the second
row) of different classifiers in benchmark data sets
Data Sets ↓ GLMNET RF NN-RAND SVM-LIN SVM-RBF NN NN-MADD NN-gMADD NN-ggMADD
50Words 0.4317 0.3672 0.3988 0.3591 0.4072 0.3411 0.3193 0.2979 0.2981
0.0178 0.0162 0.0170 0.0194 0.0150 0.0154 0.0148 0.0137 0.0138
CricketX 0.6553 0.3672 0.5039 0.6061 0.4616 0.4156 0.4020 0.3772 0.3238
0.0184 0.0213 0.0228 0.0212 0.0210 0.0214 0.0182 0.0218 0.0197
CricketY 0.6294 0.3829 0.5304 0.5954 0.5044 0.4552 0.4257 0.3778 0.3488
0.0199 0.0211 0.0236 0.0230 0.0219 0.0216 0.0194 0.0219 0.0196
CricketZ 0.6600 0.3626 0.5001 0.6063 0.4588 0.4134 0.3947 0.3679 0.3154
0.0169 0.0249 0.0206 0.0220 0.0251 0.0238 0.0182 0.0205 0.0205
HouseTwenty 0.2470 0.1466 0.2750 0.2651 0.2352 0.3390 0.2754 0.1227 0.1208
0.0361 0.0336 0.0363 0.0406 0.0393 0.0526 0.0396 0.0270 0.0341
PigCVP 0.9058 0.8604 0.9194 0.8431 0.8671 0.8625 0.7750 0.7342 0.7336
0.0183 0.0227 0.0211 0.0244 0.0210 0.0167 0.0208 0.0300 0.0306
clustering clearly varies for the different data sets. In the 50Words and PigCVP data, the
optimal clustering was obtained when each of the components was a cluster of size 1 (i.e, D
clusters). As a consequence of this fact, the overall misclassification rates of NN-gMADD and
NN-ggMADD are quite similar for these two data sets. Among the competing methods, NN-
RAND failed to yield promising results due to the high dimensionality of the data coupled
with low sample sizes. The GLMNET classifier is specifically designed for high-dimensional
data with sparsity in their components, which is probably not the case in these data sets.
As a consequence, this classifier performed quite poorly. Both SVM-LIN and SVM-RBF
were also far from being satisfactory, with the latter having a slight edge over the former in
the three Cricket data sets. Interestingly, the RF classifier again lead to more comparable
results (also see Ferna´ndez-Delgado et al., 2014). In particular, it yielded a competitive
misclassification rate for the HouseTwenty data.
6 Concluding Remarks
In this article, we have studied HDLSS asymptotic properties of some nearest neighbor
classifiers. We have proposed a new class of dissimilarity indices, and demonstrated its
usefulness in the context of nearest neighbor classification. Under appropriate conditions,
we have proved that the misclassification probability for the resulting classifier goes to zero
(i.e., perfect classification) in the HDLSS asymptotic regime. Using several simulated and
real data sets, we have amply demonstrated improved performance of the proposed classifiers
with respect to a wide variety of existing classifiers.
We have also developed a new version of our transformation using the idea of block-
ing. The nearest neighbor classifier based on this new transfomation can achieve perfect
classification under more general condtions (e.g., when the populations have different block
distributions). To implement the proposed classifier, we further developed some methods for
blocking the component variables based on the idea of clustering in Section 3.2. In our expo-
sition, we assumed that a nested structure exists among the component variables, and used
some hierarchical clustering techniques. We assumed the block structure to be same across
all J populations. In practice, this condition needs to be relaxed, and appropriate methods
should be developed to aggregate block information gathered from different populations.
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The idea of grouping of components in Section 3 allows us to explore several possible
ways in which D can grow to infinity. In our work, we have considered the possibility when
the size of groups is bounded, while the number of groups increase with the dimension. One
can also keep the number of groups fixed, and allow the size of some (or, all) groups to
grow with D. Intuitively, this will lead to issues similar to those observed for the nearest
neighbor classifiers proposed by Pal et al. (2016). The remaining possibility is to allow both
the number of groups as well as sizes of the groups to grow to infinity. This is a complicated
setup for theoretical analysis, and out of the scope of this article.
Appendix: Proofs and Mathematical Details
6.1 Proof of Lemma 3.1
Fix  > 0. Let us define Wb = γ(Db
−1‖Ub−Vb‖2) for 1 ≤ b ≤ B where U ∼ Fj and V ∼ Fj′ ,
1 ≤ j, j′ ≤ J . Using Chebychev’s inequality, we observe that
P
[∣∣∣∣B−1 B∑
b=1
Wb −B−1
B∑
b=1
E[Wb]
∣∣∣∣ > 
]
≤ 1
2
E
[
B−1
B∑
b=1
Wb −B−1
B∑
b=1
E[Wb]
]2
.
We are going to show
E
[
B−1
B∑
b=1
Wb −B−1
B∑
b=1
E[Wb]
]2
= V ar
[
B−1
B∑
b=1
Wb
]
→ 0 as B →∞.
Observe that
0 ≤ V ar[B−1 B∑
b=1
Wb
]
(7)
= B−2
B∑
d=1
V ar
[
Wb
]
+ 2B−2
∑∑
1≤b<b′≤B
Cov (Wb,Wb′)
= B−2
B∑
b=1
V ar
[
Wb
]
+ 2B−2
∑∑
1≤b<b′≤B
Corr (Wb,Wb′)
√
V ar[Wb]V ar[Wb′ ]
≤ B−2
B∑
b=1
E[W 2b ] + 2B
−2 ∑∑
1≤b<b′≤B
Corr (Wb,Wb′)
√
E[W 2b ]E[W
2
b′ ]
≤ B−2
B∑
b=1
C2 + 2C2B
−2 ∑∑
1≤b<b′≤B
Corr (Wb,Wb′) [follows from (A5)]
≤ C2B−1 + 2C2B−2
∑∑
1≤b<b′≤B
Corr (Wb,Wb′) .
Therefore, it follows from assumptions (A5) and (A6) that V ar
[
B−1
∑B
b=1Wb
] → 0 as
B →∞. Hence, ∣∣B−1∑Bb=1Wb −B−1∑Bb=1E[Wb]∣∣ P→ 0 as B →∞.
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Recall that φ is uniformly continuous. It follows from the definition of uniform continuity
that given 1 > 0, there exists 2 > 0 such that∣∣∣∣B−1 B∑
b=1
Wb −B−1
B∑
b=1
E[Wb]
∣∣∣∣ ≤ 2 ⇒ ∣∣∣∣φ(B−1 B∑
b=1
Wb)− φ(B−1
B∑
b=1
E[Wb])
∣∣∣∣ ≤ 1
⇒ P [∣∣B−1 B∑
b=1
Wb −B−1
B∑
b=1
E[Wb]
∣∣ > 1] ≥ P [∣∣φ(B−1 B∑
b=1
Wb)− φ(B−1
B∑
b=1
E[Wb])
∣∣ > 2] > 0
⇒ ∣∣hBφ,γ(U,V)− h˜Bφ,γ(j, j′)∣∣ = ∣∣φ(B−1 B∑
b=1
Wb)− φ(B−1
B∑
b=1
E[Wb])
∣∣ P→ 0 as B →∞. (8)
Note that for Z ∼ Fj and X ∼ Fj′ with 1 ≤ j 6= j′ ≤ J , ψBφ,γ(Z,X) can be expressed as
the following:
1
n− 1
( ∑
X′∈χ\X,X′∼Fj
∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣+ ∑
X′∈χ\X,X′∼Fj′
∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣).
Without loss of generality, we assume X1 ∼ Fj and X2 ∼ Fj′ for 1 ≤ j, j′ ≤ J .
Now, using triangle inequality repeatedly, we obtain
0 ≤ ∣∣ψBφ,γ(Z,X)− ψ˜Bφ,γ(j, j′)∣∣
=
∣∣∣∣ 1n− 1( ∑
X′∈χ\X,X′∼Fj
∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣+ ∑
X′∈χ\X,X′∼Fj′
∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣)
− ( nj
n− 1 | h˜
B
φ,γ(j, j)− h˜Bφ,γ(j′, j) | +
nj′ − 1
n− 1 | h˜
B
φ,γ(j, j
′)− h˜Bφ,γ(j′, j′) |
)∣∣∣∣
≤ 1
n− 1
( ∑
X′∈χ\X,X′∼Fj
∣∣∣∣∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣− | h˜Bφ,γ(j, j)− h˜Bφ,γ(j′, j) | ∣∣∣∣
+
∑
X′∈χ\X,X′∼Fj′
∣∣∣∣∣∣hBφ,γ(Z,X′)− hBφ,γ(X,X′)∣∣− | h˜Bφ,γ(j, j′)− h˜Bφ,γ(j′, j′) | ∣∣∣∣)
≤ 1
n− 1
( ∑
X′∈χ\X,X′∼Fj
∣∣hBφ,γ(Z,X′)− h˜Bφ,γ(j, j)∣∣+ ∑
X′∈χ\X,X′∼Fj
∣∣hBφ,γ(X,X′)− h˜Bφ,γ(j′, j)∣∣
+
∑
X′∈χ\X,X′∼Fj′
∣∣hBφ,γ(Z,X′)− h˜Bφ,γ(j, j′)∣∣+ ∑
X′∈χ\X,X′∼Fj′
∣∣hBφ,γ(X,X′)− h˜Bφ,γ(j′, j′)∣∣).
It follows from (8) that
∣∣hBφ,γ(Z,X′)− h˜Bφ,γ(j, j)∣∣ P→ 0 as B →∞ for all X ∈ χ, and a similar
argument holds for the other three leading terms within the summands. Therefore, for a
fixed sample size n,
∣∣ψBφ,γ(Z,X)− ψ˜Bφ,γ(j, j′)∣∣ P→ 0 as B →∞. 
6.2 Proof of Lemma 3.2
For J > 2 and 1 ≤ j 6= j′ ≤ J , we have
ψ˜Bφ,γ(j, j
′) =
nj
n− 1 | h˜
B
φ,γ(j, j)− h˜Bφ,γ(j′, j) | +
nj′ − 1
n− 1 | h˜
B
φ,γ(j, j
′)− h˜Bφ,γ(j′, j′) | .
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Clearly, one can observe that ψ˜Bφ,γ(j, j
′) = 0 if and only if h˜Bφ,γ(j, j) = h˜
B
φ,γ(j
′, j) = h˜Bφ,γ(j
′, j′).
First, we will prove the sufficient part of this lemma. Suppose that Ui = (U
>
i1, . . . ,U
>
iB)
>
∼ Fj, and Vi = (V>i1, . . . ,V>iB)> ∼ Fj′ for i = 1, 2, are D-dimensional independent random
vectors. Let Fj,b and Fj′,b denote the joint distributions of b-th group scaled by
√
Db corre-
sponding to the j-th and j′-th populations, respectively, for 1 ≤ j, j′ ≤ J . Observe that
ψ˜Bφ,γ(j, j
′) = 0⇔ h˜Bφ,γ(j, j) = h˜Bφ,γ(j′, j) = h˜Bφ,γ(j′, j′)
⇔
B∑
b=1
E
[
γ
(
Db
−1‖U1b −U2b‖2
)]
=
B∑
b=1
E
[
γ
(
Db
−1‖U1b −V1b‖2
)]
=
B∑
b=1
E
[
γ
(
Db
−1‖V1b −V2b‖2
)]
.
Then, by the hypothesis, we obtain
Fj,b = Fj′,b for all 1 ≤ b ≤ B
⇒E[γ(Db−1‖U1b −U2b‖2)] = E[γ(Db−1‖U1b −V1b‖2)] = E[γ(Db−1‖V1b −V2b‖2)]
⇒
B∑
b=1
E
[
γ
(
Db
−1‖U1b −U2b‖2
)]
=
B∑
b=1
E
[
γ
(
Db
−1‖U1b −V1b‖2
)]
=
B∑
b=1
E
[
γ
(
Db
−1‖V1b −V2b‖2
)]
⇔ ψ˜Bφ,γ(j, j′) = 0.
To prove the necessary part, we need to show that under the conditions stated in Lemma
3.2, ψ˜Bφ,γ(j, j
′) = 0 implies that Fj,b = Fj′,b for all 1 ≤ b ≤ B and 1 ≤ j 6= j′ ≤ J . Now,
ψ˜Bφ,γ(j, j
′) = 0⇔ h˜Bφ,γ(j, j) = h˜Bφ,γ(j′, j) = h˜Bφ,γ(j′, j′)
⇒
B∑
b=1
{
2E
[
γ
(∥∥∥∥ U1b√Db − V1b√Db
∥∥∥∥2)]− E[γ(∥∥∥∥ U1b√Db − U2b√Db
∥∥∥∥2)]− E[γ(∥∥∥∥ V1b√Db − V2b√Db
∥∥∥∥2)]} = 0.
(9)
For the continuous function γ : R+ → R+ with non-constant completely monotone derivative,
U1,U2
i.i.d.∼ F1 and V1,V2 i.i.d.∼ F2, Baringhaus and Franz (2010, page. 1335) proved that
2E
[
γ
(‖U1 −V1‖2)]−E[γ(‖U1 −U2‖2)]−E[γ(‖V1 −V2‖2)]) ≥ 0 with equality holding
if and only if F1 = F2. Then, equation (9) implies that for all 1 ≤ b ≤ B
2E
[
γ
(∥∥∥∥ U1b√Db − V1b√Db
∥∥∥∥2)]− E[γ(∥∥∥∥ U1b√Db − U2b√Db
∥∥∥∥2)]− E[γ(∥∥∥∥ V1b√Db − V2b√Db
∥∥∥∥2)] = 0,
⇒ Fj,b = Fj′,b for all 1 ≤ b ≤ B. 
6.3 Proof of Theorem 3.3
We will state a proof for the 1NN classifier based on ggMADD with J = 2. Let us denote the
1NN classifier based on ggMADD (ψBφ,γ) by δ
B
φ,γ. For a test point Z, δ
B
φ,γ(Z) takes the value
j if the nearest neighbor of Z (based on ggMADD) is from j-th class for j = 1, 2. Suppose
that the true class label of Z is Y . The misclassification probability of δBφ,γ is defined as
P [δBφ,γ(Z) 6= Y ] and we will show the following:
lim
B→∞
P [δBφ,γ(Z) 6= Y ] = 0.
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Using Dominated Convergence Theorem (DCT), we obtain
lim
B→∞
P [δBφ,γ(Z) = Y ] = lim
B→∞
E
{
P [δBφ,γ(Z) = Y | Z, χ]
}
= E
{
lim
B→∞
P [δBφ,γ(Z) = Y | Z, χ]
}
,
(10)
where P [δBφ,γ(Z) = Y |Z, χ] =
2∑
j=1
P [δBφ,γ(Z) = j, Y = j|Z, χ]. It follows from the proof of the
theorem of Cover and Hart (1967) that
2∑
j=1
P [δBφ,γ(Z) = j, Y = j|Z, χ] =
2∑
j=1
P [Y = j|Z] P [δBφ,γ(Z) = j|Z, χ].
For Z ∼ F1, ψBφ,γ(Z,X′) P→ 0 as B →∞ for all X′ ∈ χ1, whereas ψBφ,γ(Z,X′) converges to
a strictly positive quantity for all X′ ∈ χ2. Assume X1 to be the observation corresponding
to the first nearest neighbor of Z. Whenever Z ∼ F1, we get
P [ψBφ,γ(Z,X1) < ψ
B
φ,γ(Z,X
′) for X′ ∈ χ2 | Z, χ]→ 1 as B →∞.
Similarly, when Z ∼ F2, we obtain
P [ψBφ,γ(Z,X1) < ψ
B
φ,γ(Z,X
′) for X′ ∈ χ1 | Z, χ]→ 1 as B →∞.
Hence, limB→∞ P [δBφ,γ(Z) = j | Z, χ] = 1 for j = 1, 2. Therefore,
lim
B→∞
P [δBφ,γ(Z) = Y | Z, χ] = lim
B→∞
2∑
j=1
P [Y = j | Z] · P [δBφ,γ(Z) = j | Z, χ]
=
2∑
j=1
P [Y = j | Z] · lim
B→∞
P [δBφ,γ(Z) = j | Z, χ] =
2∑
j=1
P [Y = j | Z] · 1
=
2∑
j=1
P [Y = j | Z] = 1. (11)
The proof follows from equations (10) and (11). Similar arguments prove the theorem for
J > 2. 
6.4 Proof of Lemmas 2.1 and 2.2, and Theorem 2.3
The proofs follow from the proofs of Lemma 3.1 and 3.2 and Theorem 3.3, respectively, when
B = D. 
Lemma 6.1 Suppose U and V are two sequences of random variables such that U =
(U>1 ,U
>
2 , . . .)
> and V = (V>1 ,V
>
2 , . . .)
>, where Ub and Vb are Db × 1 vectors for b ≥ 1
with Db ≤ D0. If U and V are ρ-mixing, then the sequence W = (W1,W2, . . .)> with
Wb = γ(Db
−1‖Ub −Vb‖2) is ρ-mixing and
∑∑
1≤b<b′≤B Corr (Wb,Wb′) = o(B
2).
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Proof of Lemma 6.1
Assuming U and V to be ρ-mixing sequences, we want to show that the sequence W is also
ρ-mixing. Let us recall the definition of ρ-mixing (see, e.g., Bradley (2007)) of a random
sequence X = (X1, X2, . . .)
> as follows:
ρX(D) = sup
k≥1
ρ
(
σ(X1, . . . , Xk), σ(Xk+D, . . .)
)
,
where
σ(Xi, i ∈ I) is the smallest σ-field containing all of the events {Xi < c} with i ∈ I, c ∈ R,
ρ(A,B) = sup
X∈L 2(A),Y ∈L 2(B)
∣∣E[XY ]− E[X]E[Y ]∣∣, and
L 2(A) is L 2 space of random variables generated by the σ-field A.
The sequence X is said to be ρ-mixing if ρX(D)→ 0 as D →∞.
Suppose, Zi = h(Ui, Vi) for i = 1, 2, . . ., where h : R2 → R is a continuous function. Note
that σ(Za, . . . , Zb) ⊆ σ(Ua, . . . , Ub) ∨ σ(Va, . . . , Vb). Using arguments from Bradley (2007),
which are referred inline, we have the following
ρZ(D) (12)
= sup
k≥1
ρ
(
σ(Z1, . . . , Zk), σ(Zk+D, . . .)
)
≤ sup
k≥1
ρ
(
σ(U1, . . . , Uk) ∨ σ(V1, . . . , Vk), σ(Uk+D, . . .) ∨ σ(Vk+D, . . .)
)
(see Theorem 3.15-Remark (I), p.82)
= sup
k≥1
max {ρ(σ(U1, . . . , Uk), σ(Uk+D, . . .)), ρ(σ(V1, . . . , Vk), σ(Vk+D, . . .))}
(see Theorem 6.6-(II) and Note 3, pp.199-200)
= max {sup
k≥1
ρ
(
σ(U1, . . . , Uk), σ(Uk+D, . . .)
)
, sup
k≥1
ρ
(
σ(V1, . . . , Vk), σ(Vk+D, . . .)
)}
= max {ρU(D), ρV(D)}. (13)
Therefore, ρZ(D)→ 0 if both ρU(D)→ 0 and ρV(D)→ 0 as D →∞.
Next, let us consider the sequence W withW1 = g1(Z1, . . . , ZD1), W2 = g2(ZD1+1, . . . , ZD1+D2)
and so on, where gi : RDi → R for i ∈ N are continuous functions. For simplicity, let us
assume that D1 = D2 = · · · = D0 and we have
σ(Wa, . . . ,Wb) = σ(ga(Z(a−1)D0+1, . . . , ZaD0), . . . , gb(Z(b−1)D0+1, . . . , ZbD0))
⊆ σ(Z(a−1)D0+1, . . . , ZaD0 , . . . , Z(b−1)D0+1, . . . , Z(b−1)D0).
Now, we have
ρW(D) (14)
= sup
k≥1
ρ
(
σ(W1, . . . ,Wk), σ(Wk+D, . . .)
)
≤ sup
k≥1
ρ
(
σ(Z1, . . . , ZD0 , . . . , Z(k−1)D0+1, . . . , ZkD0), σ(Z(k+D−1)D0+1, . . . , Z(k+D)D0 , . . .)
)
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(see Theorem 3.15-Remark (I), p.82)
≤ sup
k≥1
ρ
(
σ(Z1, . . . , ZD0 , . . . , Z(k−1)D0+1, . . . , ZkD0), σ(ZkD0+D, ZkD0+D+1 . . .)
)
= sup
k≥1
ρ
(
σ(Z1, . . . , Zk), σ(Zk+D, . . .)
)
= ρZ(D). (15)
Proof for the case when Dbs are unequal follows from similar arguments. From equations
(12) and (14), it follows that W is a ρ-mixing sequence if both the original sequences U and
V are ρ-mixing. Consider the maps h(u, v) = (u− v)2, g(u1, . . . , uD) = (u1 + · · · + uD)/D,
and γ as described in Lemma 2.2. This now proves that if U and V are ρ-mixing, then the
sequence {γ(Db−1‖Ub −Vb‖2), b ≥ 1} is also ρ-mixing.
If W is ρ-mixing, then
∑∑
1≤d<d′≤D Corr(Wd,Wd′) = o(D
2). A similar argument works
for the more complicated case when we deal with B groups. Using Theorem 4.5(b) of Bradley
(2007), we have
Corr(Wd,Wd′) ≤ ρ(σ(Wd), σ(Wd′)) ≤ ρ
(
σ(W1, . . . ,Wd), σ(Wd′ , . . .)
) ≤ ρW(d′ − d).
Now,
D−2
∑∑
1≤d<d′≤D
Corr(Wd,Wd′) ≤ D−2
∑∑
1≤d<d′≤D
ρW(d
′−d) ≤ D−2
D∑
l=1
(D−l)ρW(l) ≤ D−1
D∑
l=1
ρW(l).
Since, ρW(D)→ 0 as D →∞, the result follows by Cesa`ro summability. 
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