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Abstract
The reconstruction of the unknown acoustic source is stud-
ied using the noisy multiple frequency data on a remote
closed surface. Assume that the unknown source is coded
in a spatial dependent piecewise constant function, whose
support set is the target to be determined. In this set-
ting, the unknown source can be formalized by a level set
function. The function is explored with Bayesian level set
approach. To reduce the infinite dimensional problem to
finite dimension, we parameterize the level set function by
the radial basis expansion. The well-posedness of the poste-
rior distribution is proven. The posterior samples are gen-
erated according to the Metropolis-Hastings algorithm and
the sample mean is used to approximate the unknown. Sev-
eral shapes are tested to verify the effectiveness of the pro-
posed algorithm. These numerical results show that the pro-
posed algorithm is feasible and competitive with the Mate´rn
random field for the acoustic source problem.
Key words: Level set; Bayesian inversion; Acoustic source;
Radial basis; Mate´rn random field prior
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1 Introduction
Sound source detection has been the active research topics in the
field of acoustic scattering problems due to the extensive applica-
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tions to various fields such as military surveillance to detect flying
objects or armored vehicles and a humanoid robot auditory sys-
tem. A main object to be determined for this kind of problems is
the location and shape of the sound source. These information are
coded in a spatial dependent function with compact support. For
reconstructing this function, the multiple frequency sound wave
data in a remote close surface are usually collected. The observed
data is related to the unknown function by a partial differential
equation. The task of such source discovery is an inverse prob-
lem. It is usually ill-posed, i.e., the solution is highly sensitive
to changes in the observed data. A standard way of solving in-
verse problems for seeking the source function is to minimize some
functional related with the collected data and simulated data com-
puted with a candidate source function. Some iterative procedure
is typically applied to achieve the minimizer of the functional. To
cope with the numerical instability or make the computation more
stable, a regularized term is imposed on the minimization function,
named the regularization method.
In this paper, we consider using the Bayesian level set tech-
nique to reconstruct the unknown acoustic source function with
compact support. The level set approach is proposed in [31, 32]
to track the wave front interface. Compared with the classical
curve parameterization method, the level set approach allows for
topological changes to be detected during the course of algorithms.
This advantage enables it to become the popular technique to deal
with interface problems. In inverse problems, it has also been dis-
cussed extensively [5, 10, 20, 41, 42]. It can be seen that these
studies cope with the shape reconstruction problem in the clas-
sical framework, rarely analyze the uncertainty of the unknown
variables. The uncertainty is often characterized by some statis-
tical techniques. And moreover the characterization provides the
estimation for the unknown variables and their reliability informa-
tion. To quantify the uncertainty, the Bayesian level set algorithm
is studied in [11, 16]. One can refer to [29, 30, 33, 42] for some
related applications of this algorithm. In Bayesian level set inver-
sion, the reconstruction target is the posterior distribution, which
provides us a basis for quantifying the uncertainty. In this process,
the prior distribution needs to be treated firstly, actually before
the data is acquired. We use the Whittle-Mate´rn random field
as the prior information of the level set function. Such random
field has extensive applications and is studied by many authors
[26, 36, 37]. In [7, 11], it is used to characterize the prior of the
level set function. As seen in these references, the simulation of the
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random field can be obtained by solving some related stochastic
differential equation or utilizing the Karhunen-Loe`ve expansion
by the eigen-system of the covariance function. The stochastic
differential equation can be solved by the finite difference or the
finite finite approach [26, 36, 37]. In regular domain, the eigen-
system can be in general obtained directly [7, 11]. However, in
non-regular domain, it is still necessary to use some numerical ap-
proximation algorithms to obtain the approximated eigen-system
[21]. It can be seen that the prior discretization, whatever by the
stochastic differential equation or the Karhunen-Loe`ve expansion,
will induce a high dimensional unknown variable. This may cause
huge computation burden in Bayesian inversion process. To re-
duce the computation complexity, some acceleration algorithms
have been explored for statistical inversion. It is well-known that
the surrogate model algorithms can reduce the numerical com-
plexity effectively [9]. The surrogate model methods try to use
the polynomial chaos expansion to replace the forward model or
the likelihood function. And in doing so, we just need to evaluate
the polynomials instead of the forward model or likelihood func-
tion, which significantly reduces the numerical burden in Bayesian
inversion.
In our problem, we focus on using the radial basis function
(RBF) expansion to parameterize the level set function. The
parametric level set approach is considered in the classical frame
[1, 27, 34]. To the authors’ knowledge, it still has not been studied
in statistical inversion. We compare this numerical effects for using
the Whittle-Mate´rn random field prior with the RBF expansion
prior. And the well-posdeness of the posterior distribution based
on the RBF expansion prior is explained.
The remainder is organized in the following: In Section 2, we
depict the inverse acoustic wave source reconstruction problem. In
Section 3, the Bayesian level set approach based on the Whittle-
Mate´rn random field prior is discussed. In Section 4, we propose
the RBF parametric level set algorithm to solve the reconstruction
problem. We give some numerical tests to verify the proposed
algorithms in Section 5.
2 Acoustic source problem
The pressure u of time-harmonic wave radiated from source with
density A(k)f(x) is modeled by [13]
(4+ k2)u(x, k) = A(k)f(x), x ∈ Rd, (2.1)
3
lim
r→∞ r
d−1
2
{∂u
∂r
− iku} = 0, r = |x|, (2.2)
where k = ω/c0 is the wave number, ω is the radial frequency, c0
is the speed of sound, d is the spatial dimension and (2.2) is the
Sommerfeld radiation condition, A(k) is a given function and f
is the unknown with compact support D ⊂ Rd to be determined.
The multiple frequency observed data for the acoustic wave field
is collected in a remote closed surface ∂Ω. Suppose the acoustic
source domain D is compactly contained in the region Ω bounded
by the closed surface ∂Ω. For simplicity, we consider 2-dimensional
case, i.e., d = 2 and let A(k) ≡ 1. According to the potential
representation, we have [13]
u(k, x) =
∫
D
f(y)H
(1)
0 (k|x− y|)dy, x ∈ ∂Ω, (2.3)
where H
(1)
0 is the cylindrical Hankel function. The data are col-
lected on finite points ~x := {x1, x2, · · · , xN} ⊂ ∂Ω for finite wave
numbers {k1, k2, · · · , kM} ⊂ [kmin, kmax]. Assume that the noise
is additive Gaussian, η ∼ N(0, δ2I), δ is the noise mean variance.
By (2.3), the system can be written as
Hkmf + ηm = [u(xj , km)]Nj=1 := bm for m = 1, 2, · · ·M, (2.4)
where Hk : L2(D) → CN depends on wave number k and ηm is
the noise. Denote H := [Hk]kMk=k1 and b = [b1; b2; · · · ; bM ]. In this
paper, we assume that the function f is known a priori to have
the form
f(x) =
n∑
l=1
wlIDl(x); (2.5)
here ID denotes the indicator function of subset D ⊂ R2, {Dl}nl=1
are subsets of D such that
⋃n
l=1 D¯l = D¯ and Dl
⋂
Dj = ∅ (l 6= j),
the {wl}nl=1 are known positive constants. In this setting, the
regions Dl determine the unknown function and therefore become
the primary unknowns. Some papers have discussed the acoustic
source reconstruction problems [2, 3, 13, 45]. From these existed
results, one can see that the domain D can be determined uniquely
by the multiple frequency data.
3 Level set Bayesian inversion with Whittle-
Mate´rn random field prior
As stated above, instead of reconstructing the acoustic source, we
solve the recovery problem of interfaces ∂Dl or regions Dl. It can
4
be devised as an interface tracking problem. A simple and versatile
approach for this kind of problems is the level set technique. In
this method, the interface ∂Dl is characterized by a so-called level
set function. Actually, the interface ∂Dl is represented as the
contour curve at some fixed value of the level set function, which
is a higher dimensional function. For our problem, the level set
function ϕ is defined by the following way [10, 11, 16]:
Dl = {x ∈ D | cl−1 ≤ ϕ(x) < cl} for l = 1, 2, · · · , n, (3.1)
where −∞ = c0 < c1 < · · · < cn = ∞ are constants. By this
characterization, the source function is determined. Define the
level set map
G : C(D¯)→ L2(D), G(ϕ) = f. (3.2)
Since there exist many different ϕ determine the same f , the level
set map is not an injection. However, if the function ϕ is fixed,
the function f is uniquely specified. With (2.4) and (3.2), we have
the following operator equation
K(ϕ) := H ◦ G(ϕ) = b. (3.3)
We deal with the equation in the frame of Bayesian inversion.
Bayesian perspective views the involved quantities ϕ, b, η as ran-
dom variables. Denote the random variable ϕ|b, ϕ given b. The
solution of Bayesian reconstruction is the posterior probability dis-
tribution µ(ϕ|b) that expresses our beliefs regarding how likely the
different parameter values are. The posterior density is denoted
by pi(ϕ|b). Bayes’ formula shows that
pi(ϕ|b) = pi(b|ϕ)pi(ϕ)
pi(b)
∝ pi(b|ϕ)pi(ϕ), (3.4)
where pi(b|ϕ) is the likelihood function, pi(ϕ) the prior density
and pi(b) the constant. Since the noise is additive Gaussian η ∼
N(0, δ2I), the likelihood function is given by
pi(b|ϕ) ∝ exp(−|K(ϕ)− b|
2
2δ2
) := exp(−Φ(ϕ)). (3.5)
A frequently used prior for the unknown ϕ is the Whittle-
Mate´rn random field N(0, C). The covariance function is given
by
C(x) =
21−ν
Γ(ν)
(
|x|
l
)νKν(
|x|
l
), x ∈ Rd, (3.6)
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where ν > 0 is the smoothness parameter, Kν is the modified
Bessel function of the second kind of order ν and l is the length-
scale parameter. The integer value of ν determines the mean
square differentiability of the underlying process, which matters
for predictions made using such a model. This distribution is dis-
cussed by many authors [26, 36, 37]. A method for explicit, and
computationally efficient, continuous Markov representations of
Gaussian Mate´rn fields is derived [26]. The method is based on
the fact that a Gaussian Mate´rn field on Rd can be viewed as a
solution to the stochastic partial differential equation (SPDE)
(I − l24)(ν+d/2)/2ϕ =
√
αl2W, (3.7)
where W is the Gaussian white noise and the constant α is
α := σ2
2dpid/2Γ(ν + d/2)
Γ(ν)
.
Here σ2 is the variance of the stationary field. The operator (I −
l24)(ν+1)/2 is a pseudo-differential operator defined by its Fourier
transform. When ν ∈ Z, we can solve (3.7) by the finite element
method with suitable boundary condition. The stochastic weak
solution of the SPDE (3.7) is found by requiring that
(ψ, (I − l24)(ν+d/2)/2ϕ) = (ψ,
√
αl2W ), (3.8)
where ψ ∈ L2(D1). We use the linear element to solve the weak
formulation with Dirichlet boundary condition, i.e., ϕ |∂D1= 0.
For Bayesian inversion, the well-posedness of the posterior dis-
tribution pi(ϕ|b) can be established by some assumptions on the
forward operator and the prior distribution on ϕ [16, 40]. It can
be seen from [16] that this well-posedness requires the continuity
of the level set map. In [16], this point has been discussed and is
given in the following proposition
Proposition 3.1. [16] For ϕ ∈ C(D¯) and 1 ≤ q < ∞, the level
set map G : C(D¯) → Lq(D) is continuous at ϕ if and only if
m(D¯l ∩ D¯l+1) = 0 for all l = 1, 2, · · · , n − 1. Here m denotes the
Lebesgue measure and D¯l∩D¯l+1 is the l-th level set {x ∈ D|ϕ(x) =
cl}.
4 Parametric level set based on RBF ex-
pansion
Bayesian inversion requires the numerical evaluation of the forward
problem repeatedly for a large number of samples. An appropriate
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parameterization of the unknown function can significantly reduce
the dimensionality of an inverse problem. A low order model based
on the radial basis expansion for the level set function is discussed
in [1, 27, 34], where the level set function is represented by the
radial basis function expansion. This representation provides flex-
ibility in terms of its ability to characterize shapes of varying de-
grees with varying degrees of complexity as measured specifically
by the curvature of the boundary [1]. We represent the unknown
level set function using the radial basis expansion
ϕ(x, a) =
J∑
s=1
asp(x, θs), (4.1)
where as are the random coefficients, p(x, θs) the radial basis func-
tion and θs called the RBF centers. Here, we take the Gaussian
radial basis function
p(x, θs;λs) = exp(−|x− θs|
2
2λ2s
), (4.2)
where λs are the Gaussian widths at centers θs. The kernel is
Mercer kernel and therefore has the following representation [38]
p(x, θs;λs) =
∞∑
τ=1
ζτφτ (x)φτ (θs), (4.3)
where ζn are the eigenvalues and φn are the eigenfunctions of the
compact and self-adjoint integral operator T : L2(D) → L2(D)
defined by
Tf(x) =
∫
D
p(x, θ;λ)f(θ)dθ. (4.4)
Moreover, the level set function ϕ can be written as
ϕ(x, a) =
J∑
s=1
as
∞∑
τ=1
ζτφτ (x)φτ (θs)
=
∞∑
τ=1
ζτ [
J∑
s=1
asφτ (θs)]φτ (x). (4.5)
Denote a := [a1; a2; · · · ; aJ ]. We assume that the components
as (s = 1, 2, · · · , J) are independent and identically distributed
random variables. Denote the probability space by (RJ ,BJ , µa).
Define the map according to (4.1)
T : (RJ ,BJ , µa)→ (C(D¯),Σ, µ0),
T (a) = ϕ. (4.6)
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The measure space (C(D¯),Σ, µ0) is the push-forward of (RJ ,BJ , µa)
under T . The measure µ0 is well-defined since the RBF is contin-
uous. Actually, the new measure µ0 is defined by
µ0(A) = µa(T −1(A)) for A ∈ Σ. (4.7)
With the expansion (4.1), we have the recovery problem of the
coefficient a
L : RJ → CNM , L(a) := K ◦ T (a) = H ◦ G ◦ T (a) = b. (4.8)
This likelihood function is given for (4.8)
pi(b|a) ∝ exp(−|L(a)− b|
2
2δ2
) := exp(−Ψ(a; b)). (4.9)
Therefore, the posterior density satisfies
pi(a|b) ∝ exp(−Ψ(a; b))pia(a), (4.10)
where pia is the prior density for a.
Theorem 4.1. If a is J-dimensional Gaussian, i.e., a ∼ N(0, I),
then µ0 is the Gaussian measure N(0, C). The covariance function
of this random field is of the form
C(x, x˜) =
J∑
s=1
exp(−|x− θs|
2 + |x˜− θs|2
2λ2s
). (4.11)
Proof. We can get the covariance function of the random field
C(x, x˜) = cov(x, x˜) = cov(ϕ(x), ϕ(x˜))
= [p(x, θ1;λ1), p(x, θ2;λs), · · · , p(x, θJ ;λJ)]

p(x˜, θ1;λ1)
p(x˜, θ2;λ2)
...
p(x˜, θJ ;λJ)

=
J∑
s=1
p(x, θs;λs)p(x˜, θs;λs) =
J∑
s=1
p(x, θs;λs)p(x˜, θs;λs)
=
J∑
s=1
exp(−|x− θs|
2 + |x˜− θs|2
2λ2s
).
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By virtue of the parallelogram law, it follows that
cov(x, x˜) ≤ J exp(−|x− x˜|
2
4λ2
), (4.12)
where λ = maxs λs.
Next, we discuss that the RBF expansion of the level set func-
tion can meet the condition in Proposition 3.1, i.e., the measure
of the level set vanishes almost surely on both µa and µ0. Define
the functional Mc : C(D¯)→ R+ ∪ {0} by
Mc(ϕ) := m({x ∈ D|ϕ(x) = c}).
Lemma 4.2. For any c ∈ R, Mc is µ0-measurable.
Proof. It suffices to verify for any t ∈ R, the set Mt := {ϕ ∈
C(D¯)|Mc(ϕ) < t} ∈ Σ. Since Mc is non-negative, for t ≤ 0, we
know that Mt = ∅ and hence measurable. For t > 0, it can be
obtained that Mt is open. In fact, if it is not open, then there exists
ϕ0 ∈Mt, such that ϕ0 is not an interior point. That means that for
every n ∈ N, there exists ϕn, even if it holds that ‖ϕn−ϕ0‖∞ < 1n ,
we still have ϕn /∈ Mt. Therefore we have m({x|ϕn(x) = c}) ≥ t.
Moreover, by the construction of ϕn and the triangle inequality,
we have {x|ϕn(x) = c} ⊂ Bn := {x|‖ϕ0(x) − c‖∞ < 1n}. Noting
that
{x|ϕ0(x) = c} =
∞⋂
n=1
Bn.
and that Bn is decreasing, we can conclude that
t ≤ lim
n→∞m({x|ϕn(x) = c}) ≤ limn→∞m(Bn) = m({x|ϕ0(x) = c}) < t.
This is a contradiction. So Mt is open for t > 0. Then we know
that Mc is µ0-measurable.
Introduce the random level set
Dc = Dc(ϕ(·, a)) = Dc(a) := {x|ϕ(x, a) = c}. (4.13)
By Lemma 4.2, it follows that m(Dc) is a random variable on both
(RJ ,BJ , µa) and (C(D¯),Σ, µ0). Next we demonstrate that m(Dc)
vanishes almost surely on these two measure spaces.
Theorem 4.3. Let the coefficient vector a in (4.1) be drawn from
the J-dimensional Gaussian distribution. The level set function is
given by (4.1). The random level set Dc of ϕ is defined by (4.13).
Then
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1. m(Dc) = 0 µa-almost surely;
2. m(Dc) = 0 µ0-almost surely.
Proof. For fixed x ∈ D, ϕ(x) acts as a bounded linear functional
on C(D¯) and therefore ϕ(x, ·) is a real valued Gaussian random
variable, which implies µa({a|ϕ(x, a) = c}) = 0 [16]. Moreover, it
follows that
E[m(Dc)] =
∫
RJ
m(Dc)dµa =
∫
RJ
∫
Rd
I{x|ϕ(x,ω)=c}dxdP(ω) (4.14)
=
∫
RJ
∫
Rd
I{(x,a)|ϕ(x,a)=c}dxdµa =
∫
Rd
∫
RJ
I{(x,a)|ϕ(x,a)=c}dµadx
=
∫
Rd
∫
RJ
I{a|ϕ(x,a)=c}dµadx =
∫
Rd
µa({a|ϕ(x, a) = c})dx = 0.
Since m(Dc) ≥ 0, it follows that m(Dc) = 0, µa-almost surely.
Next, we show that m({x ∈ D|ϕ(x, ω) = c}) = 0 µ0-almost surely.
Set
M := {ϕ|m({x|ϕ(x) = c}) = 0}
= ∩∞k=1{ϕ|m({x|ϕ(x) = c}) <
1
k
} := ∩∞k=1M 1
k
.
Since M 1
k
is open for any k > 0, the set M is Borel set and
measurable. Therefore, we have
µ0(M) = µ0({ϕ|m({x|ϕ(x) = c}) = 0})
= µa({a|m({x|
J∑
s=1
asp(x, θs;λs) = c}) = 0}) = 1.
The above equality shows that m({x ∈ D|ϕ(x, ω) = c}) = 0 µ0-
almost surely.
Remark 1. According to Proposition 3.1, the level set map G :
C(D¯) → Lq(D) is continuous at the radial basis expansion ϕ.
With this point, we can obtain the well-posedness of the posterior
distribution from the theories in [16].
The well-posedness of the posterior distribution is character-
ized in the sense of the Hellinger metric. Recall that the Hellinger
distance between µ(a|b) and µ(a|b′) is defined as
dH
(
µ(a|b), µ(a|b′)) =
1
2
∫
RJ
(√
dµ(a|b)
dµa
−
√
dµ(a|b′)
dµa
)2
dµa

1
2
for any measure µa with respect to which µ(a|b) and µ(a|b′) are
absolutely continuous.
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Theorem 4.4. Denote Γ = δ2I. The prior for a is the J-dimensional
Gaussian. The posterior distribution µ(a|b) is locally Lipschitz
with respect to b in the Hellinger distance: for all b, b′ with max{|b|Γ, |b′|Γ} <
r, there exists a constant C = C(r) > 0 such that
dH(µ(a|b), µ(a|b′)) ≤ C|b− b′|Γ. (4.15)
Proof. Denote
Z =
∫
RJ
exp(−Ψ(a; b))dµa, Z ′ =
∫
RJ
exp(−Ψ(a; b′))dµa.
It is obvious that 1 ≥ Z > 0 and 1 ≥ Z ′ > 0. In fact, we can
conclude that Z,Z ′ are strictly positive. For instance, for Z, we
have that
Z ≥
∫
|a|≤1
exp(−(|b|Γ + |K(a)|Γ))dµa.
By K = H ◦ G ◦ T , we know that
|K(a)|Γ ≤M |a|.
Therefore, it follows that
Z ≥
∫
|a|≤1
exp(−(|b|Γ +M |a|))dµa
≥ exp(−(|b|Γ +M))µa(|a| ≤ 1) := M1. (4.16)
Since µa is J-dimensional Gaussian, the unit ball has strictly pos-
itive measure, i.e., µa(|a| ≤ 1) > 0. This shows that the posterior
distribution is well-defined probability distribution. By the defi-
nition of Hellinger distance, we have that
2(dH(µ(a|b), µ(a|b′)))2 =
∫
RJ
(√
dµ(a|b)
dµa
−
√
dµ(a|b′)
dµa
)2
dµa
=
∫
RJ
(
exp(−Ψ(a;b)2 )
Z
1
2
− exp(−
Ψ(a;b′)
2 )
Z ′
1
2
)2dµa ≤ I1 + I2,
where
I1 :=
2
Z
∫
RJ
(exp(−Ψ(a; b)
2
)− exp(−Ψ(a; b
′)
2
))2dµa,
I2 := 2|Z−1/2 − (Z ′)−1/2|2
∫
RJ
exp(−Ψ(a; b′))dµa.
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For I1, by (4.16) we have
I1 ≤ 2
M1
|b− b′|2Γ. (4.17)
For I2, it follows that∣∣∣Z−1/2 − (Z ′)−1/2∣∣∣2
6M max
(
Z−3, (Z ′)−3
) ∣∣Z − Z ′∣∣2 (4.18)
6M
∣∣b− b′∣∣2 .
Combining (4.17) and (4.18), we get the estimation (4.15).
5 Numerical test
We characterize the posterior distribution by means of sampling
with the preconditioned Crank-Nicolson (pCN) MCMC method
developed in [40]. In concrete, this algorithm is implemented in
the following iteration process:
For i = 0, initialize ϕ(0) a(0)
For i ≥ 0, propose ϕˆ
(i) =
√
1− β2ϕ(i) + βξ(i), aˆ(i) =
√
1− β2a(i) + βξ(i),
where ξ(i) ∼ N(0, C). where ξ(i) ∼ N(0, I).
Compute probability α α = min{1, exp(−Φ(ϕˆ
(i)))
exp(−Φ(ϕ(i)))
} α = min{1, exp(−Ψ(aˆ
(i)))
exp(−Ψ(a(i)))
}
Set
ϕ(i+1) = ϕˆ(i), if α >rand, a(i+1) = aˆ(i+1), if α >rand,
ϕ(i+1) = ϕ(i), otherwise. a(i+1) = a(i), otherwise.
Return to the second line.
In the numerical tests, we consider some parameter settings for
the model problem given in [13]. Assume that the frequencies k
vary from kmin = 50 Hz to kmax = 10 kHz and c0 = 343ms
−1. We
suppose that the unknown region D is contained in a disk domain
D1 and the data receiver is located on ∂Ω. The problem geometry
is displayed in Fig. 1. The disk domain D1 is partitioned into
triangle element. The forward operator is evaluated by using the
Gaussian integral in each triangle element in the domain D1. The
Whittle-Mate´rn random field is generated by (3.8) in the same
mesh. The radial basis centers θs are taken as the vertices of the
triangle elements. In addition, we also use 25 center points in the
RBF expansion. The centers are displayed in Fig. 2. We first show
several samples drawn according to the Whittle-Mate´rn random
field and the RBF expansion in Fig. 3 with ν = 1 and λs =
√
2
2
(s = 1, 2, · · · , J). The first and third rows in Fig. 3 display the
samples for the level set function ϕ and the second and fourth
rows give the following function
f(x) =
{
1, ϕ(x) ≥ 0,
0, ϕ(x) < 0.
12
DΩ
D1
Fig. 1. The problem geometry.
We display some numerical reconstructions for the case of the
source with single medium in Fig. 4. The noise level δ = 0.01.
The prior parameters are taken as in Fig. 3. In the MH algorithm,
parameter β is taken as 0.01. In these numerical examples, we
generate 2 × 105 samples from the posterior distribution. Some
samples in the burn-in process being excluded, the sample means
are used as the approximations of the true domains. The first two
rows give the single domain case and the last row displays two
separate domains.
In Fig. 5, we display the numerical reconstructions for the
sources with two different mediums for δ = 0.01. In these exam-
ples, 3× 105 samples are drawn.
We use 25 center points in the RBF expansion and show the
numerical reconstructions in Fig. 6 with 3 × 105 iteration steps
and δ = 0.02.
These numerical reconstructions show that the effectiveness of
the MCMC. From Fig. 5, we see that the proposed approach can
cope well with some complex domains, which provides us conve-
niences in many cases. When the center points are reduced to
25, Fig. 6 shows the RBF expansion also works well. This means
that by the RBF parameterization, we can reduce the dimensional
number of the unknown variable effectively.
We plot the error functions ‖K(ϕ) − b‖ versus the accepted
samples number in Fig. 7 corresponding to Fig. 4-6. It can
be seen that the errors decay at the beginning and subsequently
fluctuate within a narrow range. This reflects that the Markov
chains become stable after some iterations.
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Fig. 2. The centers of the RBF function, left: 2161 center points;
right: 25 center points.
Fig. 3. Lines 1, 2: Whittle Mate´rn random field prior samples
and the corresponding f ; Lines 3, 4: RBF expansion samples and
the corresponding f .
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(i) Lshape
(ii) Single disk
(iii) Two disks with the same medium value
Fig. 4. The numerical reconstructions for δ = 0.01. Left: the
true domain; Middle: the reconstructions using Mate´rn field prior;
Right: the reconstructions using the RBF expansion.
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