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Abstract
Let {RH (t), t  0} be a Riemann–Liouville process with index H > 0. We characterize the lower classes
of its sup-norm statistic by a unique integral test and thus measure the influence of the non-stationarity of
increments.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Soit {RH (t), t  0} un processus de Riemann–Liouville d’indice H > 0. Nous caractérisons les classes
inférieures de la statistique définie par la norme de la convergence uniforme de RH par un test intégral et
mesurons ainsi l’influence de la non stationarité des accroissements de ce processus.
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1. Introduction and main results
Consider the process {RH(t), t  0} for any H > 0 defined as follows: RH(0) = 0 with
probability 1 and
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√
2H
t∫
0
(t − s)H−1/2 dW(s), t > 0, (1.1)
where {W(s), s  0} is a standard Wiener process.
RH is named the Riemann–Liouville process (RLP) with index H > 0. There is a huge liter-
ature on this process. We refer to Riesz [8,9] and to the recent works of Lifshits and Simon [6]
and Lifshits, Linde and Shi [5]. First, note that, when H = 1/2, R1/2 = W is the standard Wiener
process. Then we would like to insist on the fact that RH has non-stationary increments, unless
H = 1/2. We also will make use of the fact that RH is self-similar with index H , i.e. RH(at)
and aHRH (t) have the same distribution for all a > 0. Finally remark that, when 0 < H < 1,
RH is closely related to the well known and famous fractional Brownian motion (FBM) (see
[6, pp. 731–732]).
Consider the sup-norm statistic of the RLP, i.e.
Y(t) = sup
0st
∣∣RH(s)∣∣.
We can remark that we have for any 0 <  < 1
P
(
Y(t) tH
)= P(Y(1) ) := φ(). (1.2)
The function φ is the small ball one. The index H is named the scaling factor.
Lifshits and Simon [6] characterized the small ball behavior of several norms of RH . In par-
ticular they established the following result.
Theorem A. There exists a constant Γ > 0 such that
lim
→0 
1/H log
(
φ()
)= −Γ.
Let {Z(t), t  0} be a stochastic process defined on the basic probability space (Ω,A). We
recall now two definitions of the Lévy classes, stated in Révész [7].
Definition 1.1. The function f (t), t  0, belongs to the lower-lower class of the process Z,
(f ∈ LLC(Z)), if for almost all ω ∈ Ω there exists t0 = t0(ω) such that Z(t)  f (t) for every
t > t0.
Definition 1.2. The function f (t), t  0, belongs to the lower-upper class of the process Z
(f ∈ LUC(Z)), if for almost all ω ∈ Ω there exists a sequence 0 < t1 = t1(ω) < t2 = t2(ω) < · · ·
with tn → +∞, as n → +∞, such that Z(tn) f (tn), n ∈ N∗.
Recall that the study of the lower classes of the FBM was initiated by Talagrand [10] and
generalized in El-Nouty [2–4]. A natural extension consists in characterizing the lower classes
of Y . This is the aim of this paper. Our main goal is to study the effect of the lack of stationary
increments, which occurs when one substitutes the RLP to the FBM. Can the methodology in-
troduced in [10] be applied when the process of interest has non-stationary increments? Indeed,
stationary increments property often plays a key role in many problems.
Our main result is stated in the following theorem.
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ity 1,
f ∈ LLC(Y )
if and only if
f (t)
tH
is bounded and
+∞∫
0
f (t)−1/Hφ
(
f (t)
tH
)
dt < +∞.
Let us make some remarks on the previous result. Although RH has non-stationary incre-
ments, the study of the lower classes of Y can be solved by applying the methodology introduced
by Talagrand [10]. As soon as the methodology works, the nature, properties of Y and its closed
relation with the FBM (when 0 < H < 1) let forecast the statement of Theorem 1.1, this one
being the same as Theorem 1.2 in [10, p. 193]. The following fact is more surprising. A care-
ful reading of El-Nouty [2–4] shows that just few technical changes are necessary in the proofs
(even when H  1). Hence, when you have enough information on the process of interest, the
non-stationary increments property has no role in the study of the lower classes. This is the flavor
of this paper. One could pursue as follows. Along the same lines as those in [2] and [4], we can
introduce general conditions on the small ball function. Then we can characterize, by an integral
test, the sufficiency part of the lower classes for a large class of statistics of RH . Finally, by con-
sidering a suitable statistic, the necessity part of the lower classes is given by a second integral
test. Here, H being the scaling factor in (1.2) and also the small ball factor in Theorem A, the
methodology leads to a unique integral test (Theorem 1.1) in the study of the lower classes of Y .
This phenomenon was already observed in El-Nouty [2,3].
Although Theorem 1.1 depends on an unknown function φ, it is sharp. Indeed, as a straight
consequence of Theorem A, there exist two real constants Γ− and Γ+ such that 0 < Γ− <
Γ+ < +∞ and
exp
(
− Γ+
1/H
)
 φ() exp
(
− Γ−
1/H
)
. (1.3)
Set
f (t) = λ t
H
(log log t)H
, t  3, λ > 0.
A careful computation shows that, if λ < Γ H− then f ∈ LLC(Y ), else if λ  Γ H+ , then f ∈
LUC(Y ). Recall that, in previous works, standard assumptions concern the asymptotics of the
small ball function but not the existence of the limit as in Theorem A. Since the properties of φ are
based on the convexity of the function ψ = −logφ (see [1]) and its corresponding inequalities,
the existence of the limit has no effect on these properties and therefore has no influence on the
study of the lower classes. But it improves the accuracy of Theorem 1.1. The last but not the
least remark consists in noticing that there is no impact on the function f whenever 0 < H < 1
or H  1.
In Section 2, we state some basic results on φ. The main steps of the sufficiency are given
in Section 3. The proof of the necessity is postponed to Sections 4 and 5. Section 4 consists
in constructing some well-chosen sequences and a suitable set whereas we end the proof of the
necessity in Section 5 by establishing some key small ball estimates. The proofs which are similar
as those in [2–4] will consequently be omitted.
116 C. El-Nouty / Bull. Sci. math. 135 (2011) 113–123For notational convenience, we define at = f (t)tH and bt = φ(at ) = φ(f (t)tH ).
2. Preliminary results
Since it is simpler to work with just one parameter, we use (1.3) to specify a real constant
0 < K0  1 such that
exp
(
− 1
K01/H
)
 φ() exp
(
− K0
1/H
)
. (2.1)
Recall that ψ = −logφ. Thus, ψ is positive and non-increasing. A straight consequence of
(2.1) is given in the following lemma.
Lemma 2.1. We have for 0 <  < 1
1
K11/H
ψ() K1
1/H
,
where K1  1/K0.
Lemma 2.2. ψ is convex.
Lemma 2.2 implies the existence of the right derivative ψ ′ of ψ . Thus, ψ ′  0 and |ψ ′| is
non-increasing.
Lemma 2.3. There exists a constant K2  sup(21+1/HK1,2(2K21 )
H
K1), such that we have for
0 <  < 1/K2
1
K21+1/H

∣∣ψ ′()∣∣ K2
1+1/H
.
Lemma 2.4. We have for 1 > /2
exp
(
−K3 |1 − |
1+1/H
)
 φ(1)
φ()
 exp
(
K3
|1 − |
1+1/H
)
, (2.2)
where K3 K221+1/H .
Lemma 2.5. There exists β = (H/K2)H > 0, such that for  < β, the function −1/Hφ() in-
creases.
3. Sufficiency
Suppose here that at is bounded and
∫ +∞
0 a
−1/H
t bt
dt
t
< +∞. We want to prove that f (t)
Y(t) for t large enough.
Lemma 3.1. limt→+∞ at = 0.
In order to prove the sufficiency, we need to construct some special sequences {tn, n  1},
{un, n 1} and {vn, n 1}. This will be done by recursion as follows, where L is a parameter
depending on H only, such that L− 2H > 0. We start with t1 = 1. Having constructed tn, we set
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(
1 + a1/Htn
)
,
vn+1 = inf
{
u > tn, f (u) f (tn)
(
1 +La1/Htn
)}
, and
tn+1 = min(un+1, vn+1).
Lemma 3.2. limn→+∞ tn = +∞.
The key part of the proof of the sufficiency is stated in the following lemma.
Lemma 3.3. If Y(tn) f (tn)(1 +La1/Htn ), for n n0, then f (t) Y(t) for t  tn0 .
We have also P(Y (tn) < f (tn)(1 +La1/Htn )) = φ(atn(1 +La1/Htn )).
Hence, the proof of the sufficiency will be achieved if we can show that this later series
converges. By applying (2.2) with  = atn and 1 = (1 +L1/H ), it suffices to prove that
∞∑
n=1
btn < +∞.
Lemma 3.4. (i) If n is large enough and tn+1 = un+1, then we have
btn K
tn+1∫
tn
a
−1/H
t bt
dt
t
,
where K = 21/H exp(HK3).
(ii) If n is large enough and tn+1 = vn+1, then we can choose the parameter L depending on
H only such that
L > 2H and btn 
1
λ
btn+1 ,
where λ = exp((L − 2H)/21+1/HK2) > 1.
To end the proof of the sufficiency, we consider the set J = {nk ∈ N∗, k  1, tnk+1 = unk+1}.
We deduce from the first part of Lemma 3.4 that
∑
nk∈J
btnk K
∑
nk∈J
tnk+1∫
tnk
a
−1/H
t bt
dt
t
K
+∞∫
0
a
−1/H
t bt
dt
t
< +∞.
Let nk−1 and nk be two consecutive terms of J . If there exists an integer n such that
nk−1 < n < nk , then set p = nk − n. Since n ∈ N∗ − J , we have tn+1 = vn+1. The second part of
Lemma 3.4 implies that
btn  λ−pbtnk .
Thus, we obtain by setting n0 = 0
∑
n∈N∗−J
btn =
∞∑
k=1
( ∑
nk−1<n<nk
btn
)
 Kλ
λ − 1
∞∫
0
a
−1/H
t bt
dt
t
< +∞.
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Suppose here that, with probability 1, f (t)  Y(t) for all t large enough. We want to prove
that at is bounded and
∫∞
0 a
−1/H
t bt
dt
t
< +∞.
In the sequel, there is no loss of generality to assume that f is a continuous function of t  0.
Lemma 4.1. at is bounded and limt→+∞ at = 0.
To prove the necessity, we will show that f ∈ LUC(Y ) when ∫∞0 a−1/Ht bt dtt = +∞ and
limt→+∞ at = 0. The first step consists in constructing a suitable sequence.
Lemma 4.2. When
∫∞
0 a
−1/H
t bt
dt
t
= +∞ and limt→+∞ at = 0, we can find a sequence
{tn, n 1} with the three following properties:
tn+1  tn
(
1 + a1/Htn
)
,
for n large enough,
m n ⇒ atm
tHm
 2atn
tHn
,
and
∞∑
n=1
btn = +∞.
To continue the proof of the necessity, we need the following definition.
Definition 4.1. Consider the interval Ak = [2k,2k+1[, k ∈ N. If a−1/Hti ∈ Ak , i ∈ N∗, then we
note u(i) = k.
Set Ik = {i, u(i) = k} which is finite by Lemma 4.1 and Nk = exp(K02k−1), where K0 was
defined in (2.1) and depends on H only.
Lemma 4.3. There exist a constant K4 depending on H only and a set J with the following
properties:∑
n∈J
btn = +∞. (4.1)
Given n ∈ J , m ∈ J , n < m and an integer k such that k  min(u(n),u(m)) and card(Ik ∩
[n,m]) > Nk, we have
tm
tn
 exp
(
exp
(
K42min(u(n),u(m))
))
. (4.2)
5. Necessity 2
Consider now the events En = {Y(tn) < ζ(tn)}. We have directly P(En) = btn , and therefore∑
n∈J btn = +∞.
Given n ∈ J , J can be rewritten as follows J = J ′ ∪(⋃k∈N Jk)∪J ′′, where J ′ = {m ∈ J, tn 
tm  2tn}, Jk = {m ∈ J ∩ Ik, tm > 2tn, card(Ik ∩ [n,m])Nk} and J ′′ = J − (J ′ ∪ (⋃ Jk)).k∈N
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∑
m∈J ′ P(En ∩ Em)K ′btn and
∑
m∈(⋃k Jk) P(En ∩ Em)K ′′btn, where K ′ and
K ′′ are numbers.
The key step of the proof of Lemma 5.1 consists in determining a general upper bound of
P(En ∩Em). This is the aim of the following lemma.
Lemma 5.2. Consider 0 < t < u, and θ, ν > 0. Then, we have
P
({
Y(t) θtH
}∩ {Y(u) ν}) exp(K5)P(Y(t) θtH ) exp
(
−K5(u − t)
ν1/H
)
, (5.1)
where K5 depends on H only.
Proof. Set F1 = {Y(t) θtH } and F2 = {Y(u) ν}. We have
P(F1 ∩ F2) P
(
F1 ∩
{
sup
tsu
∣∣RH(s)∣∣ ν}).
Denote by [x] the integer part of a real x. We consider the sequence zk , k ∈ {0, . . . , n}, where
z0 = t, zk+1 = zk + δ and n = [(u − t)/δ]. Let Gk be the event defined by
Gk = F1 ∩
{
sup
tszk
∣∣RH(s)∣∣ ν}.
We have F1 ∩F2 ⊂ Gk . Moreover, we have Gk+1 ⊂ Gk ∩{|Z| 2ν}, where Z = RH(zk+1)−
RH(zk).
By using (1.1), Z can be rewritten as follows Z = Z1 + Z2, where
Z1 =
√
2H
zk+1∫
zk
(zk+1 − u)H−1/2 dW(u).
Note also that Z1 and Z2 are independent.
Since P(|Z1 + x| ν) is maximum at x = 0 and Z1 and Gk are independent, we have
P(Gk+1) P(Gk)P
(|Z1| 2ν).
The integral representation of Z1 implies that E(Z1) = 0 and
VarZ1 = 2H
zk+1∫
zk
(zk+1 − u)2H−1 du = δ2H .
So, we have P(|Z1| 2ν) = Φ( 2νδH ), where Φ denotes the distribution function of the absolute
value of a standard Gaussian random variable. Then, we obtain
P(Gk+1) P(Gk)Φ
(
2ν
δH
)
,
and therefore P(F1 ∩ F2) P(F1)Φ( 2νδH )
n
.
Choosing δ = ν1/H , we get K5 = −logΦ(2). (5.1) is proved. 
The proof of Lemma 5.1 consists in applying inequality (5.1) by setting u = tm, t = tn, θ = atn
and ν = f (tm).
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given  > 0, we have P(En ∩ Em) (1 + )btnbtm .
The proof of Lemma 5.3 needs some general tools. To this aim, we will state two technical
lemmas. The first one is a general result on Gaussian processes, whereas the second one gives a
specific property on some probabilities of the RLP.
Lemma 5.4. Let {X(t),0 t  1} be a separable, centered, real-valued Gaussian process such
that X(0) = 0 with probability 1, and satisfying(
E
(
X(t + h) −X(t))2)1/2  f (h) cf hβ, β > 0.
Then, we have for c−1f δ > 1
P
(
sup
0s1
∣∣X(s)∣∣ δ) 1
C
exp
(−C(c−1f δ)2),
where C is a positive constant independent of cf and δ.
Proof. Set zl = (2β−γ − 1)2−l(β−γ ), l ∈ N∗, 0 < γ < β .
Since sup0s1 |X(s)| |X(0)|+
∑+∞
l=1 max0m<2l |X((m+ 1)2−l )−X(m2−l )|, we obtain
P
(
sup
0s1
∣∣X(s)∣∣ δ) P
( +∞∑
l=1
max
0m<2l
∣∣X((m + 1)2−l)−X(m2−l)∣∣ δ
)

+∞∑
l=1
2l−1∑
m=0
P
(∣∣X((m + 1)2−l)−X(m2−l)∣∣ δzl).
Moreover, we have by hypothesis
P
(∣∣X((m + 1)2−l)− X(m2−l)∣∣ δzl) P
(∣∣N(0,1)∣∣ zlδ
cf 2−lβ
)
 2√
2π
+∞∫
μl
exp
(−u2/2)du,
where μl = (2β−γ − 1)2lγ c−1f δ.
Hence, we get
P
(
sup
0s1
∣∣X(s)∣∣ δ)

√
2
π
1
2β−γ − 1
+∞∑
l=1
2l exp
(
−1
2
(
2β−γ − 1)222lγ (c−1f δ)2
)

√
2
π
1
2β−γ − 1
+∞∑
l=1
2l exp
(
−1
4
(
2β−γ − 1)222lγ) exp(−1
4
(
2β−γ − 1)2(c−1f δ)2
)
:= 1 exp(−C2(c−1f δ)2).C1
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Lemma 5.5. Let λ be a real number such that 1/2 < λ < 1. Set r  (1−λ)H3 . Then, we have for
u 2t
P
(
Y(t) θtH , Y (u) νuH
)
 φ(θ)φ(ν) exp
(
2
(
t
u
)r
K3
(
1
θ1+1/H
+ 1
ν1+1/H
))
+ 2
C
exp
(
− C
K2
(
u
t
)r)
, (5.2)
where K > 0 depends on H only, K3 was defined in (2.2) and C in Lemma 5.4.
Proof. Set Q = P(Y (t) θtH ,Y (u) νuH ).
Set v = √ut . If t = o(u) then t = o(v) and v = o(u).RH can be split as follows RH(s) =
R1(s) +R2(s), where
R1(s) =
√
2H
v∫
0
max(s − x,0)H−1/2 dW(x) and
R2(s) =
√
2H
+∞∫
v
max(s − x,0)H−1/2 dW(x).
Note that R1(s) and R2(s) are independent.
Remark that, when x  v = √ut , x  t . It implies that sup0st |R2(s)| = 0. Then, given
δ > 0, we have
Q φ(θ + 2δ)
(
φ(ν + 2δ) + P
(
sup
0su
∣∣R1(s)∣∣> δuH))+ P( sup
0su
∣∣R1(s)∣∣> δuH)
and consequently
Q φ(θ + 2δ)φ(ν + 2δ) + 2P
(
sup
0su
∣∣R1(s)∣∣> δuH).
First, we get by (2.2)
φ(θ + 2δ)φ(ν + 2δ) φ(θ)φ(ν) exp
(
2δK3
(
1
θ1+1/H
+ 1
ν1+1/H
))
.
If we choose δ = ( t
u
)r , then we get the first term of the RHS of (5.2).
Next, we want to obtain an upper bound of
P
(
sup
0su
∣∣R1(s)∣∣> δuH)= P( sup
0s1
∣∣Z1(s)∣∣> δ),
where Z1(s) =
√
2H
∫ v/u
0 max(s − x,0)H−1/2 dW(x).
We get
Z1(s + h) −Z1(s)
= √2H
( min(s+h,v/u)∫
(s + h − x)H−1/2 dW(x) −
min(s,v/u)∫
(s − x)H−1/2 dW(x)
)
.0 0
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E
(
Z1(s + h) −Z1(s)
)2
 2H
( min(s+h,v/u)∫
min(s,v/u)
(s + h − x)2H−1 dx +
min(s,v/u)∫
0
∣∣f (s, x,h)∣∣2 dx
)
K2
(
v
u
)2H−2λH
h2λH , K > 0.
An application of Lemma 5.4. with β = λH , cf = K(vu )H−λH and c−1f δ > 1, implies that
P
(
sup
0s1
∣∣Z1(s)∣∣> δ) 1
C
exp
(
− δ
2
K2( v
u
)2H−2λH
)
.
Set δ = ( t
u
)
r
. Since v2 = ut and r  (1−λ)H3 , we have
P
(
sup
0s1
∣∣Z1(s)∣∣> δ) 1
C
exp
(
− C
K2( t
u
)
r
)
,
which concludes the proof of the lemma. 
Lemma 5.3 is proved by using (4.2), Lemmas 5.4 and 5.5.
Combining Lemma 5.1 with Lemma 5.3, we show that, given  > 0, there exists a real number
K > 0 and an integer p such that
∀n ∈ J, n p ⇒
∑
m∈J,m>n
P(En ∩Em) btn
(
K + (1 + )
∑
m∈J,m>n
btm
)
.
Since (4.1) holds, an application of Corollary (2.3) of Talagrand [10, p. 198] yields
1
1 + 2  P
(⋃
n∈J
En
)
= P
(⋃
n∈J
{
Y(tn) f (tn)
})
,
and consequently f ∈ LUC(Y ). The proof of Theorem 1.1 is now complete. 
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