In this paper, the performance of existing biased estimators (Ridge Estimator (RE), Almost Unbiased Ridge Estimator (AURE), Liu Estimator (LE), Almost Unbiased Liu Estimator (AULE), Principal Component Regression Estimator (PCRE), r-k class estimator and r-d class estimator) and the respective predictors were considered in a misspecified linear regression model when there exists multicollinearity among explanatory variables. A generalized form was used to compare these estimators and predictors in the mean square error sense. Further, theoretical findings were established using mean square error matrix and scalar mean square error. Finally, a numerical example and a Monte Carlo simulation study were done to illustrate the theoretical findings. The simulation study revealed that LE and RE outperform the other estimators when weak multicollinearity exists, and RE, r-k class and r-d class estimators outperform the other estimators when moderated and high multicollinearity exist for certain values of shrinkage parameters, respectively. The predictors based on the LE and RE are always superior to the other predictors for certain values of shrinkage parameters.
Introduction
It is well known that the misspecification of the linear model is unavoidable in practical situations. Misspecification may occur due to including some irrelevant According to Singh et al. [14] , by applying the spectral decomposition of the symmetric matrix 
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Modified Biased Estimators, Predictors and Its Generalized Form
To combat multicollinearity several researchers introduce different types of bi- Further, Xu and Yang [18] showed that Equations (3.5)-(3.7) could be rewrit- ˆˆP CR r r r T T W
respectively.
where Since RE, AURE, LE, AULE, PCRE, r-k class estimator and r-d class estimator are based on γ so we can use the following generalized form: 
Based on 3.19 to 3.21, the respective expectation vector, bias vector and dispersion matrix of the RE, AURE, LE, AULE, PCR, r-k class estimator and r-d class estimator can easily be obtained and given in Table A1 in the Appendix.
By using the approach of Kadiyala [7] , and Equations ((2.3) and (2.4)), the generalized prediction function can be defined as follows:
where 0 y is the actual value and ( ) j y is the corresponding predictor value.
The MSEM of the generalized predictor is given by 
Note that the predictors based on the OLSE, RE, AURE, LE, AULE, PCRE, r-k 
, then the above difference can be written as
The following theorem can be stated for superiority of ( ) 
Due to Lemma 3 (see Appendix),
Hence, according to Lemma 2 (see Appendix), ( ) , Δ i j is non-negative if and
≤ , which completes the proof.
Scalar Mean Square Error (SMSE) Comparison of Generalized Estimators
If two generalized biased estimators ( ) 
Mean Square Error Matrix (MSEM) Comparison of Generalized Predictors
If two generalized predictors ( ) 
After some straight forward calculation, equation (5.1) can be written as 
Scalar Mean Square Error (SMSE) Comparison of Generalized Predictors
Using (4.2) SMSE difference of the two generalized predictor can be written as 
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Illustration of Theoretical Results

Numerical Example
To illustrate our theoretical results, we consider a dataset which gives total Na- X that spent by the Japan. The data was discussed in Gruber [19] , and the data has been analysed by Akdeniz and Erol [20] , Li and Yang [21] and among others. Now we assemble the data as fol- Table 2 , it can be observed that the predictors behave differently than the respective estimators, which is also agreed with our theoretical findings.
model when ( ) ( ) 
Monte Carlo Simulation Study
For further clarification, a Monte Carlo simulation study is done under different 
where ij z is an independent standard normal pseudo random number, and ρ is specified so that the theoretical correlation between any two explanatory variables is given by 2 ρ . A dependent variable is generated by using the equation ε is a normal pseudo random number with mean zero and variance one.
In this study, we choose ( ) Table 9 .
Conclusions
In this study, a common form of superiority conditions were obtained for comparison among the biased estimators (RE, AURE, LE, AULE, PCRE, r-k class estimator and r-d class estimator) and their predictors by using a generalized form for the misspecified linear regression model when explanatory variables are multicollinearity. Furthermore, the theoretical findings were analyzed by using a numerical example and a Monte Carlo simulation study.
The simulation study shows that the LE and RE outperform the other estimators when weak multicollinearity exist, and RE, r-k class and r-d class estimators One of the limitation of this study is that we assume the error variance is equal for all models even when the variables are omitted from the model. 
