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Abst ract - -We show an improvement ofthe known best deterministic approach to factorization of
a univariate polynomial p(x) over the complex field. Previously, such an improvement was achieved 
by means of a random perturbation of the coefficients of the input polynomial. We now apply some 
new techniques, which lead to a similar esult without any randomization. The approach is unusual 
in exploiting some properties of the resultant of p(x) and pl (x), which is completely distinct from the 
techniques usually applied in order to compute complex polynomial factorization. 
Keywords - -Complex  polynomial factorization, Resultant, Derandomization. 
1. INTRODUCTION 
We consider the problem of approximate factorization of a univariate polynomial of degree n, in 
the complex field, 
n n 
p(x) = ~ p,x i = p .  I I  (x - zj), IIp(x)ll = ~ Ipil, (1.1) 
i=0  j=l i 
that is, the problem of computing approximations z~ to the zeros zj of p(x) such that 
p(x) n Z;) 
- p,~ 1 - I (~  - <_ ~, (1 .2 )  
j= l  
for a fixed positive ~. Here and hereafter, we assume that II E i~x~l l  = E~ lull. 
Our init ial  idea was about  perturb ing sl ightly the coefficients of p(x) so as to regularize the 
disposit ion of the zeros of p(x) and to facil itate their subsequent approximat ion.  Indeed, some of 
the most  effective techniques for complex polynomial  factorization v ia the isolation of the zeros 
or their  clusters from each other [1-4] slow down their  progress when the zeros are clustered in 
a certain irregular way, so that  the isolation algorithms peel them out one by one, rather  than 
isolate a considerable fraction of all the zeros in one recursive step. A similar problem arises in 
the QUICKSORT algorithm, but  the analysis shows that  the slowdown of sort ing occurs rarely, 
and in the average case, the algor ithm runs fast. The analysis in [5] shows that  a somewhat  
similar phenomenon takes place in the case of factorization of a complex polynomial ,  that  is, the 
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isolation algorithms of [1] and [2] enable us to isolate (with a high probability) a considerable 
fraction of all the zeros already in the first recursive step if we randomly perturb the x-free term 
of p(x) (compare our Remark A.2 in Appendix A). 
In the present paper, we apply some novel techniques, which enables us to derandomize the 
algorithm of [5], without affecting the asymptotic estimates for the parallel arithmetic omplexity 
of [5]. Thus, we made the results of [5] deterministic and improved the factorization algorithms 
of [1,2] and [4] by ensuring a faster isolation of the zeros of p(z). Specifically, like [5], we 
exploit the correlations, on the one hand, between the fast isolation of the zeros of p(x) by 
means of application of Weyl's (quadtree) geometric onstruction and the magnitude of the 
mth diameter of the set Z of the zeros of p(x) (where, say, m < n/2), that is, the minimum 
diameter of all the subsets of cardinality m of the set Z (for formal definition see (2.2) in our 
Section 2), and on the other hand, between the mth diameter and the magnitude of the resultant 
R = R(p(x),p'(x)) of p(x) and p'(x). The main result of [5] then followed from a probabilistic 
lower bound on the magnitude of R(p(x) + A,pP(x)), for a small random A. (Thus, A defines 
a small random perturbation of R via a small random change of the x-free term of p(x).) Our 
present derandomization relies on obtaining deterministic lower bounds on [R[ after a similar but 
deterministic perturbation (Corollary 3.2). 
As in [5], the acceleration can be further accentuated for a large class of polynomials p(x) 
if we also allow perturbation of other coefficients of p(x). The influence of this perturbation 
on the mth diameter is expressed in terms of the partial derivatives of R with respect o the 
coefficients of p(x), and in the present paper, we established some new correlations between R 
and its partial derivatives, which should motivate the application of this heuristic extension of 
our main algorithm. (Compare Lemma 2.4, Remarks 2.1 and 6.1, Corollary 3.2 and the equations 
of (3.3) and recall that computation of R can be immediately extended to computation of all 
partial derivatives of R (see [6] or [7]).) 
The proposed techniques work by accelerating the process of recursively splitting p(x) into 
smaller degree factors as soon as the zeros of p(x) are partitioned into two or several groups 
isolated from each other. The basic splitting techniques can be traced back at least to [8] and 
are currently best presented in the seminal paper [4], which, however, is still available only as a 
very long unpublished manuscript with some proofs and many details missing. Thus, to make our 
paper more complete, we reproduce some relevant results from [4] in Appendices A and B; we also 
supply some proofs and details missing in [4] and simplify some blocks of the splitting algorithm. 
This part can be of some independent interest for the study of the techniques for splitting a 
complex polynomial into factors; the importance of such splitting has been well recognized. 
Summarizing, our study contributes to the four important areas: of derandomization, study 
of the resultants, of their correlation to fast polynomial factorization in the complex field and 
the techniques of splitting a complex polynomial into factors, where the zeros of each factor are 
isolated from the other zeros of p(x). 
Our main result is stated in the next theorem. (Hereafter, OA(t, p) shows that the computation 
can be performed using time O(t), and simultaneously, O(p) processors on EREW arithmetic 
PRAM; we assume that this also implies OA(tp, 1), that is, time bound O(tp) with a single 
processor (Brent's principle).) 
THEOREM 1.1. Given the complex or real coefficients po, pl, . . . , pn, pn ~ 0 of a polynomial p(x) 
of (1.1), and a positive e satisfying the relations 
[Ip(x)ll = 1, 
1 
< r (C ,p (z ) )  = maxlz~ - c I  < 1, 
3 
1 
• (np~)  ' 
3 
C < n IPn 120-n, (1.3) 
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it is possible to compute the factorization of p(x) (within the error norm at most e) into the 
factors of degrees less than n/2 at the asymptotic parallel cost 
where 
n 3 
OA (¢(n,  e) logn, ¢(-~-~ ) ) , 
¢(n, e) = l°g (l°g (1 )  + (e-~/~)) •
REMARK 1.1. The inequality (1.3) has been based on a result from [4] that related (1.2) to a 
certain upper bound on the errors [z~ - zjl of approximation to the zeros zj of p(x) by z~ for 
j = 1, 2 , . . . ,  n. As soon as one deduced from (1.2) a smaller bound on these errors, we could 
soften or relax the bound (1.3) on c. 
REMARK 1.2. We refer the reader to the recent papers [9-11], on an alternative balanced splitting 
approach to factorization of complex univariate polynomials. 
2. SOME AUXIL IARY  PROPERTIES  OF THE RESULTANT OF A 
POLYNOMIAL  AND ITS DERIVAT IVE  
The resultant R -- R(p, p') of a polynomial p(x) of (1.1) and of its derivative p'(x) is defined [12] 
as the determinant of the associated (2n-  1) × (2n - 1) Sylvester matrix: 
Pn 
P2 
R=det  S, S= pl 
P0 
o 
o (np~) 
- - -  pn  (2p2)  
" " " P n - l  Pl 
" " " Pn-2 
PO 0 
• . .  (~p,~)  
O 
(2 .1 )  
Pl 
We will next observe some simple properties of the resultant R. 
OBSERVATION 2.1. R is a polynomial in PO,Pl,... ,Pn with integer coefficients• It has degree 
n - 1 in P0, has degrees at most n in each o fp l , . . .  ,pn, and has total degree 2n - 1. 
We will only cite the next two lemmas in Remark 6.1, but these lemmas themselves may be of 
independent interest• 
LEMMA 2.2. [12]. 
R= (-1)(n-1)n/2p2n-1 H (zi - zJ)2" 
l<_i<j<_n 
LEMMA 2.3. Let Rt denote R(g , f ) ,  where 
n 
g(x) = p(tx) = ~ gix i, gi = Pit i. 
i=O 
Then Rt = ta(n)R, a(n) = (2n - 1)n - (n - 1)n -- n 2. 
PROOF. Lemma 2.3 follows from Lemma 2.2 since g(x) has zeros zilt, i = 1, . . . ,  n. I 
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LEMMA 2.4. 
1 oR 
R = (kpk) Op--;" 
k=l  
PROOF. Recall that 
dt k=o \ Ogk ] \ -~  ] ' 
set t = 1, and verify that, in this case, we have 
ORt OR dgk 
gk = Pk, Ogk Opk and dt = kpk, 
Combine all these equations with Lemma 2.3 and arrive at Lemma 2.4. 
for all k. 
REMARK 2.1. For n = 2, R = P2(4poP2 -P~),  so that R = 0 if p2 = 4p0P2, whereas in the 
case where p~ = 4p0P2, all the first order partial derivatives ~pn ° = 4p 2, O__R_R = --2pip2 and Opt 
o__B_R = 8p0P2 - p2 are nonzeros unless PoPlP2 = O. In particular, if we shift from p(x) to q(y) = Op2 
p(y + a) = q2y 2 + qlY + qo, for a sufficiently large a, we would not change R but would ensure 
that all the partial derivatives of R in q, do not vanish. Similar observations apply in the case 
where n = 3. 
Hereafter, dm denotes the m th diameter of the set {Z l , . . . ,  Zn} defined as follows: 
dm = min max I z i  - z j l ,  m = 2,  3 , . . . ,  n ,  
[T[=rn i,jET 
(2.2) 
where the minimum is over all the subsets T of the set {1, 2 , . . . ,  n} having cardinality m, so that 
in particular 
dn= max I z i - z j l -  
l<i,j<n 
By applying Lemma 2.2, we immediately relate the value 
D = D(po, . . . ,pn)  = ~ (2.3) 
to the diameters dm and dn for 2 < m < n. 
LEMMA 2.5. Let R # O, 2 < m < n. Then D < d~n-1)n(dm/dn)(m-1)m. 
By applying Lemma 2.5 for n = 2m and for m = [naJ, 0 < a < 1, we obtain that 
D4/((n-2)n) 
dn/2 >_ d(3n_2) / (n_2  ) , for even n, 
~n 
dLn. j _> d(n_l)n_T~ _ l l [ .n , j  , for 0 < a < 1. 
(2.4) 
(2.5) 
3. LOWER BOUNDS ON THE MAGNITUDE OF  THE RESULTANT 
Later on, we will fix an integer h, a positive p and a complex A such that 0 < h < n, IAI = p. 
Hereafter, we will set 
n n 
= A ph( ,x) = p(x) + = ph,n II( - Eph, , (  
k----1 i=O 
(3.1) 
where Ph,h = Ph + A,  Ph,i = Pi for i # h. We will extend Lemmas 2.2-2.5 and the definitions 
(2.1)-(2.3) by replacing p(x), Pi, zk, R, R (0, dm and D by ph(A,x),  ph,i(A), Zh,k(A), Rh(A),  
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R(t,h)(A), dh,m(A) and Dh(A), respectively, and we will also represent Rh(A) as a polynomial 
in A, 
n 
Rh( ) = (3 .2 )  
i=0 
where rh# are polynomials in P0, . . . ,  Pn with integer coefficients that have total degrees at most 
2n - 1 - i, i = 0, 1, . . .  ,n. Furthermore, since Rh(A) is a polynomial in Ph + A, Po,Pl, . . .  ,Ph-1, 
Ph+l , . . .  ,Pn, we obtain that 
OR 
= , h = 0 ,1 , . . . ,n .  (3.3) rh, 1 Oph 
Moreover, it is easily deduced from (2.1) that 
= o,  = (3 .4 )  
Next, we will estimate [Rh(A)[ for A ranging on the circle {A : IAI - p}. 
LEMMA 3.1. 
fo2~[Rh (pexp(27rx /~¢) ) [  de>_ [rh#[p ~, fo r i=O,  1 , . . . ,n .  
PROOF. [5]. It is well known from the analytic function theory that 
\ A-~-Z4-f-] dA = 27c v/-L--l rh,j. 
d 
V, I=p 
By representing A as pexp(27r v / -~¢) ,  we obtain that 
]Rh(A)] de = ~ pap > 2r [rh,j[, 
which proves Lemma 3.1. | 
We now observe that [Rh(A)[ <_ ~i~=o [rh#p i] < (n + 1) max{[rh#] p~} combines this upper 
bound on IRh(A)] with the bound of Lemma 3.1, and obtain the following result. 
COROLLARY 3.2. I f  for a fixed positive p, a random A is chosen on the circle {A : [A] = p} under 
the uniform probability distribution, then 
with a probability at /east  1/(2n + 1), for any pair of integers i and h fixed in the range from 0 
to n. 
Randomized versions of our factorization algorithms may rely on the bound of Corollary 3.2, 
as in [5]. We will present heir derandomized versions based on the following result. 
LEMMA 3.3. Let M and 0 denote two fixed positive constants, let 
P(y) = ~ PiY i 
i=O 
denote a polynomial, let [P(y)] > M on an unknown set Y of points on the unit circle {y : [Yl = 1 }, 
and let this set Y have Lebesque's measure at least O. Then 
M 
IP(y )l > - -  
O<_g<N V/2 ' 
where yg = exp(2Tr gv/-Z-f/N); N > lrn/O, g = O, 1,.. .  ,N  - 1. 
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PROOF. With no loss of generality, we may assume that [ReP(y)[ > M/x/~ on a subset ]"Re 
of Y having Lebesgue's measure at least 0/2. (Otherwise, Jim P(y)[ = [ Re(vfL-~ P(y))[ has this 
property, and we may shift from P(y) to x/~ZT P(y).) Since P(y) is a polynomial of degree at 
most n, the set YRe is the union of at most 2n arcs on the circle {y : [y[ = 1}. (To verify this 
property, substitute y = t + x /~-  1 and y = t - v~ - 1 and represent P(y) in the form of 
Po(t) + x/r~ Pl(t) for -1  < t < 1, [y] = 1, where Po(t) and Pl(t) are polynomials of degrees at 
most n.) The longest of these arcs has length at least O/(4n). Therefore, it includes at least one 
point yg, since the arc between yg and Yg+l has length 2r/N <_ O/(4n), for every g. | 
Combining Corollary 3.2 and Lemma 3.3, for A = py, p(y) = R(py), M = 0.5[rh,dp ~, 0 = 
1/(2n + 1), gives the next result. 
COROLLARY 3.4. maxo<_g<N [Rh(pyg)[ > 0.5 [rh,i[ pi /v~ for any pair of integers h and i, lying 
in the range from 0 to n, for yg = exp(27r gx/-~/N), and for any integer N > 7rn(2n + 1). 
4. POLYNOMIAL  FACTORIZAT ION V IA  ISOLAT ION OF  ZEROS 
We will first recall some definitions from [1, 2]. Hereafter, D(c, r) and S(c, r) denote the closed 
disc and square, respectively, lying on the complex plane and having the center c and either 
radius r or the side length 2r, respectively. For R > r the value R/r is said to denote the 
isolation ratio of D(c, r) or S(c, r) if R equals the maximum positive number such that the disc 
D(c, R) (respectively, the square S(c, R)) contains exactly as many zeros as D(c, r) (respectively, 
S(c, r)), (compare Figure 1). Discs and squares are called f-isolated if their isolation ratios are 
at least f .  
R 
'X  r 
Figure 1. Isolation ratio for squares, i.r.(S(X, r)). The dots show all the zeros of p(x) lying in the 
larger square. They also lie in the smaller square. 
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Figure 2. Weyl's algorithm. The dots show all the zeros of p(x) lying in the large square. 
Figure 3. 16 smaller suspect squares at Stage g + 2 versus 10 larger ones at Stage g of 
Weyl's algorithm. 
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Weyl's algorithm [13] (also known as the quadtree algorithm) approximates all the zeros of a 
polynomial p(x) lying in a fixed suspect square S on the complex plane. (One may start with 
a square S containing either all the zeros of p(x) or a part of them.) The algorithm consists of 
a sequence of recursive steps. Every step starts with a set of suspect squares, partitions each 
of them into 4 congruent subsquares, and approximates the distance from their centers to the 
nearest zeros of p(x). If this proximity test proves that a subsquare contains no zeros of p(x), 
then this subsquare is discarded; otherwise it is called suspect and is further partitioned at the 
next recursive step (see Figures 2 and 3). 
The input square S = S(C, r) containing all the zeros of p(x) can be defined by its readily 
available center, 
1 ~-~ Pn-1  
C ---- - Z_ . ,  z j  - , (4 .1 )  
n (np~) 
j= l  
and by the value r, computed at the cost Om(logn, n) of performing O(1)FFTs at O(n) points 
each [14] and satisfying the relations 
r (C ,p (x ) )  = mjax lC  - zj l  r, (4.2) 
where/9 is a fixed constant, 0 < 0 < 1, and r(C, p(x)) denotes the distance from C to the farthest 
zero of p(x). By taking this into account and by using Weyl's construction, together with some 
customary techniques, uch as winding number computation via FFT and Graeffe's method for 
root squaring, we obtain the next result. 
LEMMA 4.1. Let a complex C and positive r and 0 satisfy the above relations (4.1) and (4.2). 
Then for some H = H(n, r, O) = O(log n) and for every natural K > H, one may, at the cost 
OA(Klogn, n2), compute complex Ci, positive ri, and natural g > 2 and ki >_ 1, i = 1,. . .  ,g, 
such that for a11 i, we have 
?'n 
2 K ,  
and S(Ci, ri) is 8-isolated and contains exactly ki zeros of p(x); furthermore, g ~-]i=1 ki = n, and 
the set S(Cj, rj) N S(Ch, rh) is empty for all pairs of j and h such that 1 < j < h < g. 
Having the squares S(Ci, ri) of Lemma 4.1 available, we may easily compute the associated 
factorization of the polynomial p(x). 
LEMMA 4.2. Let S(Ci, ri) denote the squares defined by Lemma 4.1 for i = 1,.. .  ,g; g < n. Let 
these squares be available as well as the associated integers k~ and a positive e*. Let b = b(e*) = 
log(l/e*). Then at the cost OA(log n log(bn), 9n log b~ log(bn)), one may compute the coefficients 
of g monic polynomials pl(x),.  .. ,pg(X) such that p(x) has exactly hi zeros, all lying in S(Ci, r~), 
i = 1, . . . ,g ,  and 
lip(x) - pl(x).. .pg(x)l l  <_ e*. (4.3) 
Lemma 4.2 is deduced by applying the algorithms of [4] modified in Appendices A and B to the 
discs D(C~, r~x/~); the disc D(Ci, riv/2) contains exactly ki zeros of p(x) and is (3/x/2)-isolated. 
To obtain factorization of p(x) into linear factors, one may apply the factorization algorithm 
supporting Lemma 4.2, at first to p(x) and then recursively to pi(x) for i = 1 , . . . ,g .  The 
inspection reveals that this recursive process is the slowest in terms of both numbers of recursive 
steps and arithmetic operations involved if g = 2 and kl = 1 in all the recursive steps. 
On the other hand, by transition from p(x) to a neighboring polynomial p(x) + xiA for a small 
[A[, we may ensure balanced partition of the zeros of p(x), so that ki < m for a fixed m < n/2 
or m < LnaJ, a < 1, say. We may apply the same technique to the resulting approximate factors 
of p(x), although the approximation generally deteriorates as the degrees of the factors decrease. 
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5. BALANCING THE SPLITTING OF 
THE SET OF THE ZEROS 
We will next obtain the relations for p and K for which Weyl's algorithm partitions the zeros 
of p(x) into isolated groups with less than n/2 zeros in each group, thus balancing the degrees of 
the factors in the subsequent splitting of p(x). 
By combining the estimates of Lemmas 2.4 and 4.1, we obtain the following result. 
LEMMA 5.1. Let the integer K and the side length 2ri of the squares S(C~, ri) of Lemma 4.1 
satisfy the relation 
2v~rn(  D )l/(m-1)m 
ri _< 2---W-- < d(n-1)n----(m-1)rn __< dm 
for some natural m < n and for r of (4.2). Then every such square contains less than m zeros 
ofp(~). 
We will apply Lemma 5.1 to the polynomial p(A, x) of (3.1) replacing D by D0(A), dj by 
dj(A) for j = m and j = n, and r by r0(A), so that the assumption of Lemma 5.1 is rewritten 
as follows: 
2v~ r0 (A)n [' D0(A) ) 1/(m-1)m 
ri ~_ 2K < ~dn(A)(n_l)n_(m_l)m), ~_ din(A). 
We need to choose K and p = IAI so as to satisfy the middle inequality, which we rewrite as 
follows: 
D0(A ) > (2v/~r0(A) n2-K)(m-1)m d~(A)(n-1)n-(m-1)m, (5.1) 
where dn(A) _< 2r0(A). Now, by choosing m = n/2 (assuming even n), so that (m - 1)m = 
(n - 2)n/4, and applying Corollary 3.2 for h = 0, i = n - 1 and the bound (3.4), we deduce 
that (5.1) holds with a high probability for a random choice of A on the circle [At = p, provided 
that 
ro,n-1 pn-1 > d(n-1)~(A) nn(n-2)/4 2 L (5.2) 0.5 p2n-1 
for L = (0.5 - K)(n - 2)n/4 and for r0,n-1 of (3.4). 
Alternatively, we may rely on Corollary 3.4, rather than 3.2, and ensure (5.1) deterministically 
for 
4 + 0.5, A = pexp , (5.3) 
N > 7rn(2n + 1) and for at least one integer g, 0 _< g < N. 
6. FACTORIZATION ALGORITHM AND A DISCUSSION 
By relying on (5.2), (5.3) and Lemmas 4.1, 4.2, and 5.1, we arrive at the following algorithm. 
ALGORITHM 6.1. 
Input :  coefficients Po,...,Pn of p(x) and a positive p satisfying the bounds 
r(C,p(x)) <_ 2r (C,p(x) + A) <_ 3r (C,p(x)), if IAI = p, C -- -Pn-1 (~pn)  " (6.1) 
Output :  a complex A, [A[ = p, an integer g > 2 and the coefficients of g polynomials p*(x, A) 
having degrees less than n/2 and satisfying the bound 
p(x) -yIp;(x,z~) <_ 2o. (6.2) 
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COMPUTATION. 
1. Evaluate Ro(A), the resultant of p(x) + A, for A = pexp(2rj x/Z-f/n), j = O, 1,... ,n - 1. 
2. Apply scaling and inverse FFT (at n points) to the values of R0(A), computed at stage 1, 
and evaluate the coefficients of R0(A) represented asa polynomial in A of degree at most 
n -1 .  
3. Evaluate R0(A) for A = pexp(2zrj VrZ1/N), j = 0, 1,. . . ,  g - 1, for g = [rrn(2n + 1)], by 
applying forward FFT at N points. Of these N points A, select one, A0, that maximizes 
IR0(A)I. 
4. Apply K recursive steps of Weyl's algorithm (supporting Lemma 4.1) to the polynomial 
p(x) + Ao, where K satisfies (5.2), (5.3). 
5. Apply the factorization algorithms of Appendices A and B in order to split p(x) ÷ Ao into 
factors according to Lemma 4.2, applied (for e* = p) to the set of squares S(Ci, ri) and 
integers ki computed at the previous tage 4. Output the computed factors of p(x) ÷ Ao. 
The correctness ofthe algorithm follows from the lemmas and estimates ofthe previous ections 
(see the details in [5]). The parallel complexity estimates supporting Theorem 1.1 also follow. 
(Apply the complexity estimates ofLemmas 4.1 and 4.2, note that the evaluation of the resultant 
for each A at stage 1 can be done at the cost bounded by OA(lOg 2 n, n2/logn) [15] and recall 
that FFT at s points costs OA(log s, s).) 
REMARK 6.1. The sequential time bound implied in the proof of Theorem 1.1 can be improved 
under the randomized model of computing (see [5]). Furthermore, Lemma 5.1 shows that appli- 
cation to p(x) of the algorithms supporting Lemmas 4.1 and 4.2 should yield balanced recursive 
splitting of p(x) for a large class of polynomials p(x) (for which D is not small and dn is not 
large). (Note that dn is readily estimated and D = ]R/p~n-l[ is readily available at stage 2 
of Algorithm 6.1, since R = R0 (0).) For many of such polynomials, even splitting them into 
products of several small degree polynomials can be achieved in a single splitting step (see (2.5)). 
Moreover, Lemma 2.3 and Remark 2.1 show that generally the value maxl<i<n 0b~pR  is more 
easily bounded away from 0 than the value R. Therefore, we may recall (3.3) and Corollary 3.4 
and deduce that, by shifting to the polynomial p(x) + xiA for an appropriate i, one may (for a 
large class of polynomials p(x)) improve the error bound in Theorem 1.1, without affecting the 
asymptotic cost bound (see [5]). 
REMARK 6.2. The approach of this paper can be applied recursively (to every computed factor 
pi(x, A)) in order to approximate he lowest degree factors of p(x). However, as the degrees of 
the input polynomials decrease in each splitting step, the bounds on the errors of approximation 
grow a little, unless we allow to increase the number of steps k in Weyl's algorithm (compare (5.2) 
assuming that n decreases). 
APPENDIX  A 
SPL ITT ING A POLYNOMIAL  INTO FACTORS 
In this appendix, we will assume an initial isolation ratio of f >_ 4 (or we could have similarly 
chosen f > 8, say), for the input squares of the algorithm supporting Lemma 4.2 and will show 
how to split the polynomial p(x) into factors, according to (4.3) for e* = 2 -5. Moreover, we will 
consider the extension of splitting to each of the factors, assuming again that, for each of them, 
the assumptions ofLemma 4.2 are satisfied, which can be achieved by means of Weyl's algorithm 
and other techniques cited in Section 4. In this and the next appendix, we will assume that the 
recursive splitting continues until we arrive at the n linear factors of p(x) and will show that all 
splitting stages (supporting Lemma 4.2) can be performed at the overall sequential computational 
cost 
CA = OA (n ~ log n log(bn)). (A. 1) 
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By using the algorithms of the next appendix, one may achieve processor efficient acceleration 
to reach parallel time O((k + log(bn)) logn), where k is the number of splitting steps required. 
In particular, for k = 1, we arrive at the following result, which is not used in this paper but is 
of independent interest. 
PROPOSITION A.1 Let, for polynomial p(x) of (1.1), a fixed disc D be f-isolated for f = 4 (or 
for any fixed constant f > 1). Then the coefficients of the factors F(x)  and G(x) = p(x) /F (x)  
of p(x) having all their zeros inside and outside D, respectively, can be approximated within 2 -b 
at the cost OA (log n log(bn), n). 
The splitting algorithm can be traced back at least to [8, pp. 193-208]. We will follow its more 
recent version of [4], although our presentation and analysis are a little simplified against [4]; in 
particular, it is sufficient, for our purpose, to perform splitting over an f-isolated disc for f > 4, 
versus f > 1 + 1/n in [4], and there we do not need to use any advanced techniques applied in [4] 
to the error analysis of approximating the power sums of the zeros of p(x). 
With no loss of generality, we will assume that the f-isolated input disc (for f > 4) is D = 
D(0, 1/2) and that this disc as well as the disc D(0, 2) contains exactly k zeros ofp(x),  Z l , . . . ,  Zk, 
1 < k < n. Furthermore, denote that 
k 
p(x) = F(x)G(x),  F(z)  = 1-I(x - zy). (A.2) 
j= l  
Given p(x ), the evaluation of F(x) and G(x) is called splitting p(x) over the disc D. By recursively 
splitting at first p(x), then F(x) and G(x), and so on, we may finally arrive at linear factors ofp(x) 
or, more generally, at the factors having all their zeros in some f-isolated ¢h-neighborhoods (with 
E h < E for all h), which are then output as the solution to the problem of approximating z l , . . . ,  zn. 
According to a standard pattern for splitting, we approximate F(x) and G(x) in two stages. At 
first, we apply the FFT  based numerical integration to compute relatively rough approximations 
Fo(x) to F(x)  and Go(x) to G(x); then we apply Newton's iteration to compute a sequence of 
recursively improved approximations Fh(x) and Ga(x), h = 1, 2 , . . . .  
The first stage of this splitting process begins with the evaluation of 
Q-1  
, 1 p'(wq), 
q=O 
g = 1, 2 . . . .  , Q - 1, (A.3) 
where w = exp(2~rvfL--i/Q) is a primitive Qth root of 1 and where Q will be chosen later on. The 
values sg* approximate the power sums s (k) = ~-]~i=lk z~g of the zeros of p(x), lying inside the disc 
D(0, 1/2). To estimate the approximation errors, consider the Laurent expansion: 
x zj -g ~- chxh" 
Here, [xJ = 1, s (k) k = ~-]~3=1Z~; s(_k~ = ~=k+l (1 /z~) .  Consequently, s (k) is the gth power sum of 
all the k zeros of p(x) lying inside the disc D(0, 1/2), whereas (k) is the gth power sum of all -g  
the reciprocals of the n - k zeros of p(x) lying outside the disc D(0, 1/2). The leftmost equation 
n of (A.4) is verified by means of the differentiation of p(x) = I-Ij=l(x - zj). The middle equation 
of (A.4) is implied by the following decompositions, where Ixl = 1: 
1 1 
- xE  , fo r j  < k, 
x-z j  
h :O 
- - -  - -  , for j > k. 
x -- Zj = 
30o2~ 
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(A.3) and (A.4) together imply that 
oo  
" E sg = c-g-l+~Q, g = 1 , . . . ,Q -  1. 
i=--Oo 
On the other hand, (A.4) implies that s(g k) = c-g-1 for g _ > 0, s (k) 
assumed in (A.3) that 0 < g < Q. Therefore, 
(DO 
- ~shQ+9 - °~-hQ) ,  
h=l 
kz Q+g -I- (n - -  k)z Q-g 
s*g - s (k) < 1 --- z-Q ' 
where 0 < g < Q, 
and z < 1/2, since i.r.(D) > 4. 
z 
l<j<n 
= -c -g -1  for g < 0. We 
(A.5) 
REMARK A. 1. The equations (A.3) can be considered an effective quadrature formulae for ap- 
proximating the integrals 
s(k) _ 1 \ ] dx 
F 
where F denotes the unit circle {x : Ixl = 1}, 0 < g < Q, and (A.5) bounds the error of numerical 
integration. 
To compute the values Sg, we will perform three DFTs, each one on Q points. Two DFTs 
suffice in order to compute p(x) and p'(x) on the Q nodes wq, q = 0, 1 , . . . ,  Q - 1, where w = 
exp(27rvZL'l/Q) denotes a primitive Qth root of 1. The third DFT computes the product of 
the Fourier matrix (wgh, g = 0, 1 , . . . ,  Q - 1, h = 1, 2 , . . . ,  n + 1) by the vector p(wq)/p'(wq), 
q - 0 ,1 , . . . ,Q  - 1. Q should be sufficiently large to guarantee the desired precision of the 
approximation to the power sums. Based on the error estimates (A.5), Sch5nhage in [4] requires 
Q to be of the order n 2, but this is only needed to handle the case where i.r.(D) _> 1 + 1/O(n),  
which corresponds to z = 1 - 1/O(n) in (A.5). In our case, i.r.(D) > 4; this corresponds to 
z < 1/2 in (A.5). In this case, it suffices to choose Q = O(n). Then the cost of the approximate 
evaluation of all the power sums s (k) is OA(nlogn) .  
We are now prepared to deduce (A.1) by following [4, Section 10], (compare [4, Section 11] 
or our Appendix B for an alternative algorithm). At the cost OA(nlogn) ,  we will obtain an 
initial approximation Fo(x) to the factor F(x)  of (A.2) from approximations to the power sums 
s (k) (see [4, Section 13] or [16,17, solution of Problem 1.4.8]) and then compute an approxima- 
tion Go(x) to the factor G(x) of p(x), by means of polynomial division, which can be reduced to 
inverting a triangular Toeplitz matrix (see [17] or [18]). 
The approximation errors are kept sufficiently small so that the initial approximations to the 
factors can be rapidly refined by means of Newton's iteration. Specifically, at Newton's iteration 
step h, we start with the pair Fh- l (x )  and Gh- l (x )  and compute the pair of polynomials Fh(X) 
(monic), Gh(x) for h = 1,2 , . . . ,  such that deg Fh(x) = k monic, deg Gh(X) = n -- k, 
IlFh(X)Gh(X) -- p(x)ll = eh, (A.6) 
eh+l _<: e~ '5. (A.7) 
Here and hereafter, H ~-~i uixi]] denotes ~-~i ]u~[, and with no loss of generality, we assume that 
]lP(X)t] = 1. It is also assumed that we have initially approximated the power sums s (k) and then 
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computed the two polynomials Fo(x) and Go(x) (see above), such that Fo(x) is monic, 
~o < -~" ~o < (7'/)4 " 
- 8' - (k2(7~ + 9k) 2 29'~+2k+~) ' (A.S) 
, /=  min Ip(x)l ~ IIp(x)ll = 1. (A.9) 
I=1=1 
Note that (A.7) guarantees very rapid convergence of Fh(X) to F(x) and Gh(X) to G(x), whereas 
(A.9) and the second bound of (A.8) imply the first bound e0 _< ~//8, since we may assume that 
1 _< k < n. We will start with recalling some known auxiliary results (compare [19,20] and 
[4, Sections 4,10]). 
FACT A.1. For any polynomial p(x), we have 
[[p(x)[[ _> max ]p(x)[ = max [p(x)]. 
I=1<1 Ixl=l 
FACT A.2. 2d-lllq(x)r(x)]l >_ 2a-lmaxl=l__l Iq(x)r(x)l >_ Ilq(x)ll Hr(x)[I, for any pair o£ polyno- 
mials q(x) and r(x) whose product has degree d. 
FACT A.3. Let p*(x) = hl-I~=l(x - z*) l-Iin__k+i(1 - x/z*), where Iz*l <_ 1 for i < k; Iz;l >- 1 for 
i > k. Then ]h I > IIp*(x)[[/2 n. 
In particular, for p*(x) = p(x), we obtain that [h I > 1/2", since [[p(x)[[ = 1. Let us now deduce 
1 
7? >_ 2n+k, (A.IO) 
for '7 of (A.9), provided that [[p(x)l [ = 1, [z~[ _< 1/2 for i < k, [zi[ _> 2 for i > k. Due to this bound 
on ,/, we may satisfy (A.8) by choosing Q = Cn in (A.3), for a sufficiently large constant C. 
To obtain (A.10), just observe that 
k n 1 ~ ( 1 )k (  ~)k  1 
[p(x)J = h H J x -  zi[ H _ x >_2_ n Jxi - 1 -  = 22 n 
/=1 i=k+l 
provided that [zi[ _< 1/2 for i < k; [zi[ _> 2 for i > k, Ix[ = 1. We will also use the following 
well-known theorem (see [19]): 
THEOREM A.1. (Rouch~). I f  two functions f l (x)  and f2(x) are analytical and bounded on a 
disc D and if Ill(X)[ > [f2(x)l on the boundary circle of the disc D, then both functions fl(X) 
and f l (x)  + f2(x) have the same number o£zeros in the disc D. 
Next, for a given pair of polynomials, Fro(x) of degree k and Gin(x) of degree n - k, satis- 
fying (A.6) for h = m, we will compute two polynomials, Fm+l(x) of degree k and Gm+l(x) 
of degree n - k, such that ¢m+1 satisfying (A.6) for h = m + 1 also satisfies (A.7) for h = m. 
To solve this task, we will follow [4, Section 10]. We will first compute two polynomials fro(x) 
and gin(x) of degrees at most k - 1 and at most n - k - 1, respectively, such that 
p(x)  -Fm(x)a~(x)  /~(x)  g~(x)  
= - - +  - -  (A.11)  f~(~)V~(~) fm(~) a~(~)' 
and then we will compute 
Fm+l(X) = Fro(x) + f,n(x), Gm+l(x) = Gin(x) + gin(x). (A.12) 
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Since (A.11) is an incomplete partial fraction decomposition, we may compute fro(x) and gm(x) 
by means of Euclid's extended algorithm, in O(n log n + l log 2 l) operations, l = min{k, n - k} 
(see [17] or [21D. 
Our next task is to deduce (A.7), for h = m. We assume that (A.7) holds for h = 0, 1 , . . . ,  m-  1, 
and since e0 < r//8 < 1/8 (see (A.8)), we have 
era<era-1 <e0< r/ < 1 _ _ _ ~ _ ~. (A.13) 
Now, from (A.12), we obtain that 
Fm+l(x)am+l(X) - p(x) = Fm(x)Cm(x) - p(x) + fm(x)Cm(x) + Fm(x)gm(x) + fm(X)gm(x). 
Combine this equation with (A.11) to obtain that 
Fm+l(x)Cm+l (x) - p(x) = fm(x)gm(z) 
and, therefore, 
e,,,+l = IlFm+l(X)Gm+l(x)-P(X)H = IIf~(x)gm(x)ll < Ilfm(X)ll IIg~(x)ll- 
We will also need the following auxiliary estimates from [4, Section 10] (where we use N of (A.9) 
and eh of (A.6) for h = m): 
LEMMA A.1. IIf~(x)ll < (e~/ (v -  em))l lf '(x)l l  < (8/7)(e~/~)kllF~(x)ll. 
LEMMA A.2. IIg~(x)ll < 2~+k-2~(1  + (9/7)(k/rl))/lIFm(x)ll. 
PROOF OF LEMMA A.1. In the simple integral representation, 
1 [ fro(t) Fro(x) - Fro(t) 
fro(x) = 27rvZL-T d Fro(t) x = t dr, 
Itl=l 
first replace fm(t)/Fm(t) by fm(t)Gm(t)/Fm(t)Gm(t) and then by (fm(t)Gm(t) + gm(t)Fm(t))/ 
Fm(t)Gm(t). The latter replacement is validated by observing that fltl=a(gm(t)/Gm(t))((Fro(x) 
-Fr~(t))/(x - t)) dt = 0, because function (gm(t)/Gm(t)) (Fm(x) - Fm(t))/(x - t) is analytic 
in t, for Itl < 1 (see Lemma A.3). Due to (A.11), we have 
fm(x)Gm(x) + gm(x)Fm(x) = p(x) - Fm(x)Gm(X) (A.14) 
and 
1 [ p(t) - Fm(t)Gm(t) Fm(x) - Fro(t) 
f~(x)_ 2~¢:-f ~ -F -Z~ x t dt. 
Itl=l 
By applying this equation coefficient-wise, we obtain that IIfm(x)l I < (em/(r l --em))llF~n(x)ll, 
which is the first bound of Lemma A.1. The second bound of Lemma A.1 follows since IIF~(x)ll < 
kllFm(x)l I and em< r//8 (see (A.13)). II 
PROOF OF LEMMA A.2. Multiply both sides of (A.14) by Fro(x) and obtain that 
gm(x)F2(x) = Fm(x)(p(x) - Fm(x)Gm(x)) + fm(x)(p(x) -- Fm(x)Gm(x)) - fm(x)p(x), 
Ilgm(x)F~(x)ll <_ IIFm(x)ll lip(x) - fm(X)Cm(x)ll + II/m(x)ll (lip(x) - F~(x)C.~(x)ll + IIp(x)ll). 
Now substitute the assumed equation I Ip(x)ll = 1, apply (A.6) for h = m, recall Lemma A.1, and 
obtain that 
Ilgm(x)F~(x)ll <_ IIFm(x)llem + (8/7)(e,~/rl)kllF,~(x)ll(em + 1). 
By combining the bound of Fact A.2 for q(x) = gin(x), r(x) = F2(x), d = n + k - 1, with the 
latter upper bound on IIgm(x)F~(x)l I and with (A.13), we arrive at Lemma A.2. II 
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To complete the proof of Lemma A.1, we need the following lemma. 
LEMMA A.3. For a11 h, h = O, 1,. . . ,  all the zeros of Fh(x) lie strictly inside the unit disc D(O, 1), 
and a11 the zeros Of Gh(X) lie outside this disc. 
PROOF. The second assertion (about Gh(x)) follows from the first one (about Fh(x)) and from 
(Rouch£s) Theorem A.1; indeed, due to this theorem and to the bounds (A.6) and (A.8), the 
polynomials p(x) and Fh(x)Gh(x) have the same number of zeros in D(0, 1). The first asser- 
tion is initially insured for Fo(x) (by the definition of Fo(x)) and then is recursively extended 
from Fh(X) to Fh+l(x), for h = 0, 1, . . . ,  by means of (Rouch£s) Theorem A.1 to Fh(z)Gh(x) and 
Fh+l(x)Gh(x) = Fh(x)Gh(x) + fh(X)Gh(X). We only need to prove that ~/h = [fh(X)Gh(X)[ < 
]Fh(x)Gh(X)[, for all x satisfying [x I = 1 and for h = 0, 1,... ,  in order to justify the application 
of (Rouch~'s) Theorem A.1. We have 
7h < Uh(~)ll Ilch(~)ll. 
Apply Lemma A.1 for m = h (this is valid, since we are now aiming at Fh+l(x), in our inductive 
extension of Lemma A.3 from h to h + 1) and deduce that 
Apply Fact A.2 and obtain that 
(~)  kItFh(x)Il HCh(x)l]" 
(~)  k2"-ll lFh(x)Ch(~)ll" 
By using (A.6) and (A.13) for m = h, we now deduce that 
9 
IIFh(x)Ch(x)ll < IIp(x)ll + ~h < 1 + ~h < ~, 
and therefore, 
(9 )  (~)  (9/7) 74~/3 777 
7h --< k 2 n-1 < (k(7~? + 9k) 2 2 n+3+2k) < -8- 
= ~ - ~h < Ip(x)] - lip(x) - F~(x)Ch(x)l l .  
Apply Fact A.1 and deduce that 
~h < Ip(x)l - Ip (x )  - Fh(z)Ch(~)l < IFh(x)Ch(z)l, 
for all x satisfying Ixl = 1. | 
If we complemented (A.7) and (A.8) by the requirement that ~h < 2-7n, h = 0, 1 , . . . ,  then 
we could have skipped the above proof and immediately deduced Lemma A.3 from the following 
useful extension of Ostrowski's theorem. 
THEOREM A.2. [22]. Let 
n 
p(x) = p-  l - [  (x - z~), 
j= l  
IIp*(~) - p(x)ll < qllp(~)ih, 
J z j l< l ,  j= l , . . . , k ;  I z j l> l ,  
Then 
n 
p*(z) = p~ 1-[(x - z;) ,  
j= l  
q < 2 -Tn, 
j=k+l  .. . .  ,n. 
Iz~ -- zj j = 1,.. . ,k; 
j=k+l , . . . ,n .  
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Next, by combining Lemmas A.1 and A.2, we obtain that 
~m+l --~ II/m(x)ll Ilgm(x)ll _<~. ,k2  ~,~ 1+ , 
and therefore, 
2 n+k+l (77+gk)k  
~rn+l < ~m 2 
- 4972 
By combining this bound with (A.8), we obtain (A.7), for h = m. 
Due to (A.7), we ensure splitting with the accuracy eh in O(log log(e0/Ch)) steps, where each 
step is performed by using O(nlogn +/log2/) operations, for l = min{k, n -  k} (since the 
complexity of each step is dominated by the complexity of computing the partial fraction decom- 
position (A.11)). Note that these O(log log(e0/Ch)) steps of the inner loop are included into the 
outer loop of n - 1 steps of recursive splitting. 
If we seek the splitting of p(x) into linear factors within the error bound E(p), then to achieve 
our goal, we should require that in u - 1 steps of the outer loop of the recursive splitting, the u 
computed factors Pl(x), P2(x) , . . . ,  Pu(x) satisfy the bounds 
u uE(p) lip(x)II Eu = p(x) - ] l  P~(x) < , (A.15) 
n 
for u = 2 , . . . ,  n (see [4]). Let us now examine what this means in terms of splitting a factor 
Pj (x) into two factors F(x) and G(x) at the/th step for 1 <_ l < n, 1 _< j _< 1. Let, say, j = l and 
I I~(z) - ~(z )0(z ) l l  = e, ll/~(x)ll. 
Combining the latter equation with (A.15) for u = l gives us that 
p(x) 1-1 
El+l = - F(x)G(x)H P~(x) 
i=1 
1-1 
<_ lE(p)llp(x)[I + e~lledx)[I ]-[ ei(x) 
n 
< IE(p)Hp(x)H + e~ I-I IIPs(x)ll. 
n 
i=l  
Now we can see that it is sufficient o impose the bound 
E(p) lip(x)]] (A. 16) 
el < l 
- n l l i= l  tlPi(x)ll 
in order to arrive at (A.15) for u = l + 1. 
By first applying Fact A.2 and then (A.15) for u = l, we obtain that 
H [[Pi(x)[[ _~ 2 n-1 <_ 2 n-1 1 + lE(p) lip(x)[[, 
i=1 n 
which does not exceed 2nllp(x)ll for l < n, E(p) < 1. Therefore, it suffices to require that 
E(p) 
el _< n2--- ~ ,  for all l, (A.17) 
in order to insure (A.16), and therefore, (A.15) for all u. 
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Let us now estimate the computational complexity of the entire algorithm under the latter 
requirement. We recall the estimates of Ostrowski's theorem, according to which (A.15) for 
u = n implies approximating the zeros ofp(x) by the zeros of Fh(x) and Gh(x) within the errors 
O((E(p)) Wn) (for some refined error estimates, apply Theorem A.2 if E(p) < 2 -Tn or see [4, 
Section 19]). By using (A.17), we translate this bound into ones on el and eh for all I and h, and 
obtain that the choice of eq satisfying log log(1/eq) = O(log(bn)) suffices for our purpose. 
Now recall that eh <_ e, so that the outer loop requires O(log(bn)) calls for the inner loop. 
Since the complexity of each application of the inner loop is O(l log 2 l), it follows that the overall 
complexity of the outer loop is bounded by (A. 1) if we only consider the stages, where I < n~ log n. 
Each other stage splits a polynomial of degree u into l nonconstant factors, each of degree at 
most u - l + 1 <_ u - n~ log n. Therefore, there can be at most log n recursive splittings with 
l > n~ log n, and since in all cases l _< n, their total contribution to the overall complexity bound 
is O(n log 3 n log(bn)), which is dominated by the desired estimate (A.1). 
REMARK A.2. The bound (A.1) is achieved for all input instances p(x). For a large class of input 
polynomials, all splittings give factors F(x) and G(x) of roughly the same or comparable degrees, 
and in this case the cost of the computations decreases by roughly the factor of n [5], similarly to 
the phenomenon known, for instance, in the QUICKSORT algorithm. Our results of this paper 
facilitate achieving the balanced splitting by shifting to a neighboring polynomial p(x) + xiA. 
REMARK A.3. The computation of the partial fraction decomposition (A.11) requires a higher 
precision, which suggests that the competitive approaches (of Appendix B) may still be superior, 
in terms of their Boolean (bit) complexity. While applying the algorithm of this section, however, 
one may use the various techniques of symbolic omputing (such as the Chinese remainder algo- 
rithm and p-adic (Newton-Hensel's) lifting) to decrease the precision of computing at the stage 
of computing the decomposition (A.11). 
APPENDIX  B 
AN ALTERNATIVE  ALGORITHM FOR 
RECURSIVE  SPL ITT ING INTO FACTORS 
Here we will recall (and slightly simplify by removing some complicated contour integration 
techniques) an alternative algorithm, of [4, Section 11], which evaluates the polynomials fro(x) 
and gin(x) satisfying (A.11) and (A.12), for two given polynomials Fro(x) and Gin(x), approx- 
imating two factors of p(x) = F(x)G(x).  In its original form, this alternative algorithm only 
supports the arithmetic omplexity estimate of O(n 3 log nlog(bn)); our modification supports 
the estimate (A.1) and Proposition A.1; furthermore, according to a claim in [4], this algorithm 
leads to decreasing (by roughly the factor log n) the upper bound on the number of bit-operations 
involved in this stage (compare Remark A.3 in our Appendix A). 
To describe the algorithm of [4], with our modification, we first assume that we are given some 
auxiliary polynomial Hm(x) of degree less than k and such that 
Hm(x)am(x)  + gm(x)Fm(x) = 1 (B.1) 
for some polynomial Jm(x). Therefore, 
Hm(x)(p(x) - Fm(x)Gm(x) )Gm(x) + Jm(Z)(p(x) -- F,~(x)Gm(z) )Fm(z) = p(x) - Fm(x)Gm(x). 
Comparison with (A.12) suggests the choice of (p(x) - Fm(x)Gm(x))Hm(x) as fro(x) and of 
(p(x) - Fm(x)Gm(x))Jr~(X) as gm(X), provided that we bound the degrees of fro(x) by k - 1 and 
of gin(x) by n - k - 1. Thus, having the desired polynomial Hm(x) of (B.1), one should first 
compute 
frn(Z) = p(x)gm(z)  mod Fro(x), (B.2) 
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so that degfm(x) < degFm(x) = k, and then obtain gin(x) as the quotient of the division of 
the polynomial p(z) - Fm(x)Gm(x) - fm(z)Gm(x) by Fro(x), so that deggm(X) = deg(p(x) -
Fm(x)Gm(x) - fm(x)Grn(X)) - degFm(x) < n - k. 
Now suppose that, instead of a polynomial Hm(x) satisfying (B.1), we have an approximation 
Hm(x ) to Hm(x) such that 
H~n(x)Gm(x ) + Jm(x)F,n(x) = 1 - Din(x), degH*(x) < k, degDm(x) < n, (B.3) 
[Jp(x) - F~(x)Gm(x)[] = er~ ~ 6m; J[Dm(x)l[ _< 6m; (B.4) 
rl 4 
6rn = 61"5"~, 60 _< (k423n+k+l) --< 256'r/ (B.5) 
for r 1 of (A.9), r/ <_ 1, where in (B.5) the second inequality follows from the first one, since 
rl < 1 < k < n. Then the algorithm of [4] first computes 
fro(x) = p(x)H*(x) mod Fro(x) = (p(x) - Fm(x)Gm(x)) Hm(x ) mod Fro(x), (B.6) 
via polynomial multiplication modulo Fro(x) (compare (B.2)), then g*(x) (by means of polyno- 
mial division) such that 
p(~) - F.(x)am(x) - / * (x )a . (x )  = 9;~(~)£~(x) + ~.(x),  (B.7) 
degrm(X) < k (where we assume that degrrn(x) = -oo if rm(x) = 0), and finally 
F~+l(X) = Fro(z) + f~(x), C7~+1(~) = Cm(~) + g~(x). 
Given H*(x),  this computation of F*+l(X ) and G*+l(X ) only involves O(nlogn) arithmetic 
operations. 
Our next goal is to estimate that 
* * * ~m+l = [[p(x) - F~+I(x)Gm+I(x)[ [ <_ 5m+1 = 6~ s (B.8) 
provided that (B.3)-(B.7) hold. It follows from (B.7) that 
e~+l  = l ip(z)  - F~+l (X)G~+l (x ) l l  
< I I /~(x )g ;~(~)  - r(x)ll 
_< JJf~(x)JJ [[g~n(x)J] + [[rm(x)JJ. (B.9) 
Due to (B.3) and (B.6), we have 
f*(x)Gm(x) = (p(x) - Fm(x)Gm(x))(1 - Din(x)) mod Fro(x). 
In our further analysis, we will use the following extension of Lemma A. 1 (whose proof is similar 
to one of Lemma A.1). 
LEMMA B.1. [4, Section 10]. Let s(x) = u(x)g(x) + v(x)f(x)  for some polynomials f(x) ,  g(x), 
s(x), u(x) and v(x) such that degu(x) < degf(x). Let f (x)  have exactly k zeros, a11 lying in 
D(0, 1/2), and let g(x) have exactly n - k zeros, a11 lying outside D(O, 2). Let Jf(x)g(x)[ >_ 71" if 
JxJ = 1. Then 
[[u(x)[[ _< [[s(x)[t IIf'(x)[[ < k[[s(x)[[ [If(x)[[ 
r/* - 7/* 
We will several times apply Lemma B.1 for f (x)  = Fm(x), g(x) = Gin(x), 7" = ~ - 5m 
(see (A.9) and (B.5)), so that 7/* > 255rl/256. In the first application, we will also assume that 
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u(x) = fro(x), s(x) = (p(x) - Fm(x)Gm(x))(1 - Din(x)). Taking into account (B.4)-(B.6), we 
now deduce that 
(256"~ (k ) 'm(1  +6m)llFm(x)[[. (B.I0) Ilf~(x)ll _< \255]  
Similarly, (B.3), (B.6), and (B.7) together imply that 
rm(x)Gm(x) = Dm(x)(p(x) - Fm(x)Gm(x))Gm(x) mod Fro(x). 
We again apply Lemma B.1, for f (x)  = Fro(z), g(x) = Gin(x), rl* = z] - ~m, but this time set 
u(x) = rm(X), s(x) = Dm(x)(p(z) - F,~(x)Gm(z))Gm(x) and deduce that 
Ilrm(X)ll < \255] ~2mllFm(x)ll IIGm(x)ll 
[256~ (k ) ,12n_~( l+,m) .  
< \255] (B.11) 
Here again, we take into account (B.4) and (B.5) in order to deduce the former inequality 
of (B.11), whose latter inequality then follows from Fact A.2 for q(x) = Fro(x), r(x) = Gm(z) and 
from the simple bound [[Fm(x)Gm(x)][ < Ilp(x)ll + 5m = 1 + 6m, implied by (B.4). From (B.7), 
one also deduces that 
IIg~ (x)F2m(x)ll ~ Ilrm(x)ll IIFm(x)ll + ~mllY~(x)ll + Ilfm(X)ll IIFm(x)Gm(X)]l. 
Then, by applying Fact A.2 again, one obtains that 
IIg~(x)ll < 2~+k-211g~(x)F2m(x)ll < 2"+k-2 (llrm(x)ll + e~m + IIf~(x)ll(1 + e~m)/llFm(x)ll) 
- IIFm(x)ll 2 - IIF.~(x)II 
We now combine the above estimate with (B.10) and (B.11) and deduce that 
Ilgm(X)ll 
[1 + (256k/255~7)(1 + ~rn)(~m 2n-1  ÷ (1 ÷ ¢~m))12n+k-2~m 
IiFm(x)ll 
Since ~] < 1 < k < n, we easily deduce from the latter bound and from (B.5) that 
IIg~(x)ll 
(0.51)2n+k~mk 
(~llFm(x)ll) 
(B.12) 
By combining (B.9)-(B.12), we now obtain that 
Em+l = [[P(X)-F~+IGm+I(X)II 
< (256~,2(1+'m)(~) ( ( - (O '51) -2n+kk)+2n-1)  
- \ - ~ ]  
_ vTt 2 
since (256/255)(1 + 6m)(0.51 + rl/(k2k+l)) < 1. From the latter bound on era+l, we immediately 
deduce (B.8). 
It remains to insure (B.8) for m = 0 and for 60 that satisfies (B.5) and then recursively 
apply (B.8) for m = 1, 2 . . . . .  In this way, we rapidly improve the initial approximations to F(x) 
by Fro(x) and to G(x) by Gm(x), and it follows that we may approximate the splitting of p(x) 
into the factors F(x) and G(x) at the cost bounded according to Proposition A.1 if we ignore 
the cost of obtaining a polynomial H*(x)  that satisfies the relations (B.3)-(B.5). 
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Thus, it remains to specify the algorithms and complexity for the following operations: 
(a) the initial choice of H~(x) (which will also give us Do(x) = 1 - H~(x) Go(x) mod Fo(x), 
due to (B.3) applied for m = 0) and 
(b) the transition from Hm(x ) to H*+I(x ), for m = 0, t , . . . .  
We will start with the harder part (a). The polynomial H~(x) is computed as a numerical 
approximation to the polynomial Ho(x) defined by the partial fraction decomposition 
1 Ho(x) Jo(x) 
- + - -  degJ(x) < n-  k 
Fo(x)Go(x) Fo(x) Go(x)' 
(compare (B.1)) and having the following integral representation (compare [4, Section 12]): 
k-1  k 
1 f Fo(x)-Fo(t) d t=~z h 
Ho(X) - 2¢cv/-2--£ d Fo(t)Go(t)(x- t) Z fiV+-h-1, 
H= 1 h=0 i= lTh  
where 
k 
Fo(x) = E f+ xi' Vh -- 27rvfL- T1  / Fo(t)Go(t)'thdt h = O, 1,..., k. 
i=o Itl=l 
The values Vh can be well approximated by using DFTs (compare (A.3)-(A.5)), since 
Q-1 oe 
vh = c* v* 1 j~o 1 ~PJ = ~ c* -h-l, p-l(Q) = ~ = Fo(wJ)ao(wJ) -P++Q' 
i= - -oo  
where 
(B.13) 
1 oo 
- ~ c~x i, (B.14) 
F0(z )a0(x )  +=_~ 
and where v~(Q) denote the computed approximations to Vh for all h. Then the convolution gives 
k . us the desired coefficients ~-2~+=1+h f Vi-h-l(Q) of the polynomial H~(x) approximating Ho(x). 
Clearly, the FFT-based complexity of computing v~ = vh(Q) for h = 0, . . . ,  k is bounded by 
OA(logQ, n + Q). 
Next, we will prove that the desired bound IIDo(x)ll < 5o, for 50 of (B.5), can be achieved 
already where Q = O(n), which will imply the overall complexity OA(logn, n) for the com- 
putations of part (a), that is, for approximating the polynomial Ho(x). We begin this proof by 
deducing from Fact A.2 that IIFo(x)ll < 2n-lllFo(z)Go(z)N/llGo(x)ll. Now, since IIFo(x)Go(x)l I < 
IIp(x)ll + 50 < 1 + 1/256 < 2, we have liFo(x)] I < 2n/llGo(x)ll, and we obtain that 
k2nA(v) 
I I g~(x)  - g0(x)ll < kllF0(x)il~(v) < Ila0(x)l--------T' 
where A(v) = AQ(v) = max0<h<k IVh -- v~(Q)l. 
By comparing (B.1) with (B.3), we deduce that the bound I]Do(x)ll < 50 will be ensured for 
50 satisfying (B.5) if 
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A(v) ~_ (k524n+k+1). (B.15) 
Thus, it remains to show that (B.15) holds for Q = O(n). 
From (B.13) and (B.14), we obtain that 
A(v) < max C_h+iQ -- c*__ h . (B.16) 
- -  O<h<k i 
Thus, to solve our task, we only need to estimate ICs] from above, for s > Q - k and s < -Q  - k. 
We will rely on the following proposition. 
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PROPOSITION B.1. [4, Section 9]. Let p(x), p*(x) be two polynomials of degrees at most n, 
Ip(z)l > ~? for Ixl = 1, p(z) # 0 for 1/q 2 < Ixl <_ q2, q > 1. Then 
IIp*(x) - p(x)ll, [p*(x)l > (q + 1)= 
for 1/q <_ Ix[ <_ q. 
By applying Proposition B.1 for p*(x) = Fo(x)Go(x), we deduce that 
60, for 1 < ix I < q. (B.17) IFo(x)Go(x)l > (q + l)~ q - - 
We may set q = v/2 since, by assumption, the unit disc D(0, 1/2) is 4-isolated. We now recall 
that 1 _< k < n, 1/2 n+k < z/<_ 1 (see (A.10)), also recall (B.4) and (B.5) and deduce from (B.17) 
that IFo(x)Go(x)l > (3 -=-  2-3n-7)?  7 > 3- '~/2  = ?]2 -hI°g3-1 > 2-2n-lr/ > 2 -k -3n-1 ,  and 
therefore, 
1 2k+3n+l 1 
]Fo(x)Go(x)l < for ~ < Ixl < V~. (B.18) 
Now we divide both sides of (B.14) by x i+1, apply a well-known result from the analytic function 
theory, [19], and obtain that 
1 f x -s-1 dx 
c* = 2~vr-c--f J Fo (x )ao(x) '  
where the integration is along the boundaries of the two circles {x : Ixl = 1} and {x : I x] = 
2°'hsign(s)}, sign(s) = 1 if s > 0, sign(0) = 0, sign(s) = -1  if s < 0. Due to (B.18), it follows that 
]c* I <_ 2 -°'51sl+k+3~+2, for s = 0,-4-1,-4-2,.... We may now rewrite (B.16) as follows: 
fi fi< ) * C* A(v) <_ IC-h+~QI Jr" Z I -h+iQI <~ 20"5(h-iQ)+k+3n+2 -~2-0"5(h+iQ)+k+3n+2 
i=1 i=-1  i=1 
for h = 0, 1 , . . . ,  k. Therefore, for Q > 1, we have 
A(v) < 2 3-0"SQ+l'Sk+3n. 
We now apply (A.10) and arrive at (B.15) already for Q = 22n + 13k + 10 logk + 8. This 
completes the complexity analysis of part (a), that is, of the stage of approximating Ho(x). 
Let us now consider part (b), that is, the transition from H*(x) to Hm+l(x), for m = 0, 1, . . . ,  
where we need to maintain the relations (B.3)-(B.5) for all m. We will start with an auxiliary 
result. 
* X LEMMA B.2. Let polynomials H~n(x), Din(x), f * (  ), gin(X), Gin(x), Fro(x), Jm(x) satisfy the 
relations (B.3)-(B.7). Let 
Dm,o(X) = Dm(x) - H*(x)g*(x)  - Jm(X)f~(X). (B.19) 
Then 
deg Dm,o(X) < n, 
g*(x)G*+x(x)  + JmF~+l(x ) = 1 - Dm,o(X), 
* x G*  where Fm+l(x ) = Fro(x) + f ro( ) ,  m+l(X) = Gin(x) + gin(x), and 
[IDm,0(z)l[ < 2.16m 2 ~+k. 
(B.20) 
(B.21) 
(B.22) 
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PROOF. (B.3) and (B.19) together immediately imply (B.20) and (B.21). To deduce (B.22), first 
apply Lemma B.1 to (B.3) for s(x) = 1 - Dm(x), u(x) = H*(x), v(x) = Jm(x), f(x) = Fro(x), 
and g(x) = Gin(x). This application gives us the bound 
IIH~(x)ll _< II1- Dm(x)ll (~k : ) _  <(1  + 5m)256k 
IIF,~(~)II (255n) 
(B.23) 
Then multiply the equation of (B.3) by Fm(x) and deduce that 
IIJm(x)F~(x)ll <_ (1 + IIDm(z)ll)llF,~(x)ll + IIHD~(x)ll IIFm(x)Gm(x)ll. 
Substitute the bounds of (B.4) and (B.23), recall the assumption that Np(x)H = 1 and obtain 
that 
IIJ.,(z)F~(z)II <_ (1 + 6m)llFm(z)ll 1 + (1 + 5m)256k (25577) < 2.01(1 + em)211F,,,(x)ll 
Apply Fact A.2 and obtain that 
IIJm(x)ll IIF~(~)II _< 2n+k-211J~(~)F~(~)ll 
and, consequently, 
IIJ,~(x)ll IIFm(z)ll _< (.7..~.)2n+k(1 + am)2 k. (B.24) 
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Now combine the relations (B.4), (B.10), (B.12), (B.19), (B.23) and (B.24) and obtain that 
ODm,o(x)O < 5m + (0-51)2n+kSm (1 + 6m) 
- \255)  
+ \255)  
which completes the proof of Lemma B.2. il 
Due to Lemma B.2 our task of part (b) is narrowed: we only need to make transition from 
the pair of polynomials H*(x), Dm,o(x) satisfying (B.19)-(B.22) to the pair H*+l(x), Dm+t(x), 
satisfying (B.3)-(B.5) for m replaced by m+l .  To achieve this, we set Hm,0(z) -- Hm(x ) and then 
compute a sequence {Hm,i+x(x), Dm,i+l(x)}, i = 0, 1,..., of the auxiliary polynomials defined 
by the following formulae: 
Hm,i+l(X) =Hm,i(x)(1 +Dm,i(x))modF~n+l(x), 
Dm,i+l(x) =D~,~(x) modF~+l(X), 
(B.25) 
(B.26) 
degHm,i+l(X) < k, i = 0,1, . . . .  
We will stop the computation and set Hm+l(X ) -- Hm,i(x), Dm+l(X) = Dm,i(x) as soon as we 
satisfy (B.3)-(B.5) for some i and for m replaced by m + 1. 
We will need to extend the properties (B.20)-(B.22) to Hm,i(x) and Dm,i(x). Let us first 
inductively extend (B.21) by deducing that 
Hm,j (x)Gm+l (x) = 1 - Dm,j (x) mod Fm+ 1, for j = 0, 1 . . . . .  (B.27) 
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Indeed, (B.21) gives us this equation for j = 0. For the transition from j = i to j = i + 1, multiply 
the equation of (B.25) by Gm+t(x ) and then substitute (B.27) for j = i on the right-hand side 
to obtain that 
Hm#+t(x) G*+t(x ) -- Hm#(x) G*+I(X)(1 + Dm#(X)) mod F~+ 1 
= 1 - D2m,i(x) mod Fm+ 1. 
Now substitute the equation of (B.26) on the right-hand side and arrive at (B.27) for j = i + 1, 
which completes the inductive proof of (B.27). 
Next, we will extend the bound (B.22). From (B.26), we deduce that 
Dm#+I(X)G*+I(X ) + jm,i(x)Fm+l(X) 2 * = Dm#(x)Gm+t(x), 
for some polynomial Jm,i(x). By first applying Lemma B.1 for u(x) = Dm,i+t, v(x) = Jm,i(x), 
s(x) = D2#(x)G*+I(X) and then applying Fact A.2 for q(x) = F*+t(x),  r(x) -- G~n+l(X), we 
obtain that 
IIDm#+t(x)[[ <- \255/  UDm'i(z)n2 ]]V*+t(x)n Hr~+t(x)H 
< 2572n_ t k (B.28) 
- 255  IIDm' (x)ll2 " 
Due to a sufficiently small initial bound of (B.22) on the norm of Dm,o(x) and of (B.5) on 6o, 
the bound (B.28) implies a rapid decrease of the norm HDm#(X)H with the growth of i, so that 
already for i _< 3, we will arrive at (B.3)-(B.5) with m replaced by m + 1, Hm+t(x) = Hm#(X), 
and Dm+l(X) = Dm#(X). Indeed, our only remaining task is to insure that IIDm,3(x)ll _< 5ml.5, 
and due to (B.28), this only requires that we satisfy the bounds 
(257~ 
< \255]  2an-3Nnm't(x)]]4 
-< \255/  27n-7]]Dm'°(x)HS 
1,5 <_ 6m • 
Due to (B.22), the latter requirement is satisfied if 
/257~7 (~)7 (~)16 7n--7 8 8 8n-[-8k 1.5 2 (2.1) 6m2 < 
or, equivalently, if 
1  257 7 ( )23 
~12/2 ~ ~25--5/] (2.1) 8 2 Isn+sk-7. 
Since (257/255) 14/13 (2.1) 16/13 < 2.52, it suffices to choose any 6o satisfying the bound 
1 _> 2.52 2 (a°n+16k-14)/la, 
~0 
which is even substantially milder than the bound of (B.5) on ~0. This completes the description 
of part (b) of the computation, whose arithmetic ost is within the bound of Proposition A.1, as 
simple inspection shows. Moreover, the introduction of the additional iterative loop of computing 
Hm#(X), Dm,i(x) enabled us to weaken the initially assumed bound (B.5) on 6o. Even milder 
bounds on 60 would suffice if we choose to stop in i steps of the iteration (B.5), (B.26) for i > 3, 
setting Hm+l(x) = Hm,~(x), Dm+l(x) = Dm,i(x). Furthermore, simple inspection shows that, 
unlike the algorithm of Appendix A, the approach of this appendix does not require that we in- 
crease the precision of computation above O(bn) bits. Moreover, at some stages of computations, 
even a lower precision suffices. 
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