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1Abstract
Field Implementation of Freeway Control
by
Cheng-Ju Wu
Doctor of Philosophy in Engineering - Mechanical Engineering
University of California, Berkeley
Professor Roberto Horowitz, Chair
This dissertation presents a series of traffic management studies including freeway and
intersection traffic modeling, estimation, control methodologies and field implementation
tests. First, a traffic flow prediction method that combines the most recent traffic data with
historical traffic data is studied. An autoregressive moving average with exogenous input
(ARMAX) model is estimated on-line based on the most recent vehicle detector station
(VDS) data. Results obtained using empirical freeway mainline and on-ramp data show
that this method outperforms methods that rely only on the historical average of the data
to perform a prediction, especially during days with unusual traffic flow demands.
Second, two freeway control strategies: coordinated ramp metering (CRM) and variable
speed advisory (VSA) are investigated and implemented in field tests. In the control of CRM
study, the freeway is modeled by the cell transmission model (CTM) and the control problem
is solved by the model predictive control (MPC) scheme. The proposed CRM is deployed
in a segment of California State Route 99 Northbound (SR-99N) for a five-week field test.
The test results shows that the freeway efficiency can be improved by 7.25% for morning
peak hours. In the VSA control study, an advisory speed limit control is designed by using
traffic flow stabilization of the Lighthill-Whitham-Richards (LWR) model. The proposed
VSA is deployed in a segment of California State Route 78 Eastbound (SR-78E) for a five-
week field test. The test results shows that the freeway efficiency can be improved by 8.71%
for morning peak hours. Both control strategies indicate freeway efficiency improvement in
congested traffic.
Third, the large-scale signalized intersection traffic network control by offset optimization
is also studied. The traffic network is described by a directed graph and the traffic dynamic
is represented by continuous-time fluid queue model with sinusoidal arrival and departure
rate assumption. The original non-convex offset optimization problem can be relaxed into
a semidefinite program (SDP). The Burer-Monteiro (BM) method is used for solving the
large SDP to avoid conic constraints. Two real-world traffic simulation networks, respec-
tively in Manhattan, NY and in Pasadena, CA are constructed for demonstrating the BM
2method. Numerical simulation results indicate that BM method has good scalability and it
can efficiently recover optimal solutions of the SDP.
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1Chapter 1
Introduction
1.1 Background
Due to world population growth and global urbanization trends, traffic congestion has be-
come a worldwide issue that has a significant detrimental impact on human society’s produc-
tivity. Transportation agencies are not able to meet the raising demand, especially during
commuting peak hours, due to inadequate infrastructure, lack of funds or space for infras-
tructure expansion, or no proper traffic management. In these circumstances, the inevitable
result is congestion in metropolitan areas, urban areas or the key transit roads (freeway,
intersections, or main street). Both of recurrent and nonrecurrent traffic congestion causes
various of problems such as travel delays, reducing capacity of traffic infrastructures, waste
of fuel, air pollution, higher accident risk, and other potentially unsafe conditions. Accord-
ing to the 2015 Urban Mobility Scorecard [94] presented by the Texas A&M Transportation
Institute, the national congestion cost in 471 U.S. urban areas was $160 billion in 2014, $114
billion in 2000 and $42 billion in 1982, however, the cost will grow from $160 billion to $192
billion in 2020 (in 2014 dollars), which corresponds to the average commuters congestion
yearly cost will grow to approximately $1,100 in 2020 (in 2014 dollars). In addition, delay
will grow to 8.3 billion hours in 2020 and wasted fuel will increase to 3.8 billion gallons in
2020. As a consequence, the average commuter will waste 47 hours and 21 gallons in 2020
due to congestion. Considering the increasing demand, growth in car ownership and slow
infrastructure improvements, it can be conjectured that the congestion problem is bound to
continue.
Building new transportation infrastructure to alleviate congestion and accommodate
higher traffic demand is not always the best solution because of negative environmental im-
pact, economical concerns, political reasons or many other limitations. Constructing more
roads or widening existing ones will require more fundamental land use and the road expan-
sion costs will probably be high. Besides, such solutions may not be feasible in metropolitan
areas because of land shortage. Even when roads are expanded and congestion is resolved,
population could move from congested areas to less congested areas, and therefore traffic
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demand for the latter will increase, which will in turn cause congestion again. Instead of
constructing new infrastructure, developing traffic management techniques, which can make
a better use of existing traffic infrastructure, has been proposed and partially tested in field
implementation during the past few decades, to reduce traffic congestion. If road expansion
is not able to eliminate traffic congestion, introducing proper traffic management technology
are necessary to maintain road network mobility and safety. Smart cities in the future will
require Intelligent Transportation Systems (ITS) that mitigate congestion problems, and the
next generation of transportation systems will include connected infrastructure, connected
vehicles and automatic vehicles.
The general procedures of constructing a traffic management system from design to im-
plementation is suggested as following: 1) collect traffic data from the field; 2) analysis and
understand the traffic dynamic characteristics by the collected traffic data; 3) build traffic
models and calibrate the model; 4) design traffic control algorithms and evaluate the control
performance by simulation; 5) implement control methodologies in the field using available
hardware devices; and 6) evaluate the field implementation results by traffic performance
indices.
Collecting traffic data from the field is the first step of studying traffic characteristics.
Traffic data can be obtained by surveys, manual collection, or detection with sensors, de-
pending on the requirement and availability of collection techniques. Vehicle detection tech-
nologies may be classified as non-intrusive or intrusive, depending on whether they need to
be embedded or installed in the road pavements. Non-intrusive detection technologies in-
clude video cameras, microwave radars, light barriers, and pneumatic tubes, which are often
susceptible to weather disruptions and vandalism. Intrusive technologies include inductive
loop detectors, magnetometers, pressure cell, strain gauge, and fiber-optic sensors, which
can often be rather costly for installation and suffer from a low survival rate. Moreover, it is
a very challenging and costly task to maintain the sensor network and to manage the huge
amounts of data generated by a dense array of wired sensors. If the desired data cannot be
directed measured from the field or the data quality is not acceptable, developing feasible
and reliable estimation methods is necessary.
Understanding traffic characteristics and dynamics is important for solving congestion
problem because it serves to identify the cause of congestion and to predict the influence of
traffic control. Recurrent or non-recurrent traffic pattern can be recognized by studying his-
torical traffic data, which provides traffic modeling guidelines to researchers. The identified
real-world traffic phenomenon is usually described by a set of mathematical equations, which
is called traffic model. A well-calibrated traffic model are utilized to evaluate the proposed
control method. Many traffic models represent a specific traffic phenomenon, but there is
no generic traffic model that can represent all traffic phenomena. Therefore, traffic control
designers have to properly select models that precisely represent the traffic phenomena of
interest and fulfill the control requirements.
Traffic control is an important operational management strategy that can be used to
alleviating traffic congestion. For freeway control, ramp metering (RM) and variable speed
advisory/limits (VSA/VSL) are two commonly used strategies to regulate traffic flow and
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delay the onset of congestion. For intersection control, the most common strategy is fixed-
time signal controller, which is governed by three control parameters: cycle length, green
splits, and offset. A traffic control strategy will improve the network performance only
when it is properly designed. In practice, traffic control designers not only need to test the
proposed strategies by the simulation model, but also need to overcome the implementation
limitation: traffic regulations, driver’s acceptance, hardware and software restriction and
accessibility of required infrastructure.
1.2 Dissertation Organization
This dissertation is organized as follows. In Chapter 2, we review previous research related
to the topics discussed in this dissertation. These include traffic data collection technologies,
freeway traffic models, and commonly used freeway traffic management methodologies.
In Chapter 3, a novel freeway on-ramp flow demand prediction technique, which combines
the strengths of a model that uses a large amount of historical data with an autoregressive
moving average with exogenous input (ARMAX) model with fast computation, is proposed.
In the proposed traffic flow prediction method, historical data are aggregated to flow profiles,
which represent a meaningful average for each weekday. To reduce the effect of noise and
obtain an accurate historical average, multiple months of data are aggregated to seven typical
daily profiles for each detector. Then, flow profiles that represent a typical day, one for each
day of the week is calculated. Since this computation involves a large amount of data, it
can be computationally demanding. This, however is not a problem in practice, since these
nominal historical profiles can be computed in an off-line fashion, so that no running time
constraints apply. Using the nominal historical profile as a deterministic input and the
actual traffic flow as the noise-contaminated measured output, we identify in a real-time
recursive fashion the parameters of an autoregressive moving average with exogenous input
(ARMAX) model that best describes this input/output relation. Using the results of the
ARMAX identification process, the optimal multi-step ahead predictor model of the traffic
flow, which utilizes the flow measurements up to the current time and the nominal historical
profile by solving a Bezout equation can be determined. Due to its relatively low on-line
computation time, this system can be applied in practice to predict traffic flow in real-time.
The relevant publication for this chapter is listed below.
• Cheng-Ju Wu, Thomas Schreiter, Roberto Horowitz, and Gabriel Gomes (2014),
“Traffic Flow Prediction Using Optimal Autoregressive Moving Average with Exoge-
nous Input-Based Predictors”, In Transportation Research Record: Journal of the
Transportation Research Board, Volume 2421, Issue 1, Pages 125-132.
In Chapter 4, a procedure for building a microscopic freeway traffic model and cali-
brating it is demonstrated. First, a brief description of the studied network SR-99N is
presented, which includes the network configuration and the deployment of vehicle detector
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station (VDS). Second, the traffic demand estimation and split ratio calculation are pre-
sented. Third, the traffic analysis for SR-99N is discussed. Then, the model calibration
method is explained, which includes how the model parameters are adjusted and the mi-
crosimulation results are demonstrated. Although this study simulates a single site using
a specific commercially-available modeling software (AIMSUN), practitioners who want to
use microsimulation to model a freeway with multiple vehicle class and HOV lane will find
details on how to build a freeway traffic model using a microsimulation software, and how to
overcome problems associated with incomplete and missing data. The relevant publication
for this chapter is listed below.
• Cheng-Ju Wu, Xiao-Yun Lu, Roberto Horowitz, and Steven E Shladover (2016),
“Microsimulation of Congested Freeway with Multiple Vehicle Classes Using AIMSUN:
A Case Study on SR-99N”, In Transportation Research Board 95th Annual Meeting.
In Chapter 5, a field test implementation of a coordinated ramp metering (CRM) system
is presented. The freeway traffic dynamics is modeled via the cell transmission model (CTM).
By introducing traffic performance indexes as the objective function, the control problem is
formulated under the framework of optimal control and the ramp metering rate is calculated
by a model predictive control (MPC) scheme. The system was implemented during a five-
week period from October 3 to November 4, 2016 on a test segment of SR-99 Northbound,
which is one of Sacramento’s most congested freeway. The field test effectiveness in reducing
traffic congestion and improving freeway efficiency was evaluated using PeMS data, which
was independent of the data used by the CRM system for objectivity in the performance
evaluation. The relevant publication for this chapter is listed below.
• Cheng-Ju Wu, Xiao-Yun Lu, John Spring, and Roberto Horowitz (2018), “Field
Test Implementation of Coordinated Ramp Metering Control Strategy: A Case Study
on SR-99N”, In Transportation Research Board 97th Annual Meeting.
In Chapter 6, a field test implementation of a variable speed advisory (VSA) system is
presented. The proposed VSA algorithm adopts occupancy and speed measurement from
upstream and downstream of a VSA location, and does not employ traffic models in calculat-
ing the time-variant advisory speed values. By providing advisory speed to the drivers on the
freeway, the system is able to improve the capacity flow of a bottleneck located downstream
of the VSA station and reduce speed variations and the potential for rear-end collisions up-
stream of the bottlenecks. The VSA system was field tested during a four-week period from
April 9 to May 4, 2018 on a test segment of SR-78 Eastbound, which is one of San Diego’s
most congested interchanges. The field test effectiveness in reducing traffic congestion and
improving freeway efficiency was evaluated using PeMS data which is independent of the
data used by the VSA system for objectivity in the performance evaluation. The relevant
publication for this chapter is listed below.
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• Cheng-Ju Wu, Xiao-Yun Lu, John Spring, and Roberto Horowitz (2019), “Field
Test Implementation of Variable Speed Advisory Control Strategy: A Case Study on
SR-78E”, In Transportation Research Board 98th Annual Meeting.
In Chapter 7, the offset optimization of a traffic light signalization in a large-scale arterials
traffic network is studied. The traffic network is described by a directed graph and the traffic
dynamic is represented by continuous-time fluid queue model under a sinusoidal arrival and
departure traffic flow rate assumption. The resulting non-convex offset optimization problem
can be relaxed into a semidefinite program (SDP) and then the large SDP problem is solved
by the Burer-Monteiro (BM) method to avoid conic constraints. Two real-world traffic
networks, respectively located in Manhattan, NY and in Pasadena, CA, were constructed
for demonstrating the BM method. Numerical simulation results indicate that BM method
has good scalability and it can efficiently recover the optimal solutions of the SDP. The
relevant publication for this chapter is listed below.
• Eric S. Kim, Cheng-Ju Wu, Roberto Horowitz, Murat Arcak (2017), “Offset opti-
mization of signalized intersections via the Burer-Monteiro method”, In 2017 American
Control Conference (ACC).
Finally, Chapter 8 summarizes the work presented in this dissertation and discussed
possible directions for future research.
6Chapter 2
Review of Related Works
2.1 Traffic Data Collection
Traffic measurements and data archival are essential components of any intelligent trans-
portation system designed for traffic networks management. Traffic engineers usually use
historical data to predict future traffic patterns, plan new infrastructures, calibrate traffic
models, and test control strategies. Traffic engineers also used real time traffic data in the
day to day operations to implement traffic-responsive control, manage incident/accident,
and provide travel information to drivers.
Traffic Measurements
The most commonly obtained traffic measurements are occupancy and vehicle count. From
the occupancy and vehicle count measurements, other macroscopic quantities, such as ve-
hicle density, speed and flow, can be derived. Traffic quantities that are commonly used in
describing traffic states are listed below.
Occupancy Occupancy is the percentage of time when a traffic sensor, for example, a loop
detector, is occupied by vehicles, i.e., the fraction of time when there are vehicles inside
the detection zone of that sensor.
Vehicle count (volume) Vehicle count is the total number of vehicles recorded by a sensor
that pass over its detection zone within a given time interval.
Speed Vehicle speed can be aggregated over space or time. Time-mean speed is calculated
by averaging vehicle speeds over time at a fixed position, while space-mean speed is
calculated by averaging vehicle speeds over a space interval at a fixed time. Vehicle
speed measured by stationary sensors is the time-mean speed, or called point speed.
Flow Flow is the number of vehicles passing a fixed position per unit time .
Density Density is the number of vehicles per unit length at a fixed time.
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Traffic Detection Technologies
Modern innovations are bringing new functionalities to traffic detection [68] [49]. Various
vehicle sensory technologies are deployed in the traffic network to measure traffic data. Traffic
detection technologies can be classified as intrusive and non-intrusive type, depending on
whether the sensor need to be embedded in the road pavement. Intrusive sensors includes
inductive loop, magnetometer and pneumatic tubes. Non-intrusive sensors include video
detection systems, microwave radars, and probe-based traffic monitoring system. The main
characteristics of these detection technologies are listed below.
Inductive loops Inductive loops have been widely used in traffic flow and occupancy de-
tection since the 1960s. Inductive loops detect induced eddy current when vehicles
presence on top of the detectors. Speed information can be obtained if dual loop is
available. Their detection accuracy is high, but their deployment causes significant
traffic disruption and they are highly susceptible to malfunction since they have to be
embedded in the pavement for installation.
Magnetometers Magnetometers detect vehicles presence on top of the detector using the
changes in magnetic fields. Comparing with loop detectors, the installation of a mag-
netometer is easier and its size is smaller. Besides, it usually provides wireless commu-
nication to the signal controller.
Pneumatic tubes Pneumatic tubes detect vehicle axles when tires run over the tubes.
These are deployed perpendicular to the road surface. The sensor is non-intrusive, so
it can be quickly installed and mostly deployed for short term studies.
Video detection systems Video detection systems uses cameras to record images and con-
vert vehicle presence and movement data by applying an image processing algorithm.
These can be used for detecting road incident, tracking vehicle trajectories, vehicle
types counts, and vehicle speed. Their main advantage is that a single camera can
monitor multiple lanes and zones. The data quality is affected by weather, shadows
and vehicle occlusion, so cameras need regular maintenance.
Microwave radars Microwave radar send energy towards an area of the roadway and re-
ceive reflected energy to detect vehicle presence and track vehicle movement, which is
the application of Doppler effect. They are generally insensitive to weather conditions,
but Doppler sensors cannot detect stopped vehicles.
Probe-based traffic monitoring system Drivers share their global positioning system
(GPS) data on the mobile phones in real-time during most of their drives. These
position information is transmitted to a receiver (data collection center) to display
real-time trajectory of the probe vehicles. The collected data is usually called probe
data (floating car data), which can be used to estimate travel time information, speed
and origin-destination demand matrices.
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The Freeway Performance Measurement System
The Freeway Performance Measurement System (PeMS) is a traffic data archival system,
which collects data in real-time from nearly 40,000 individual detectors (as of 2019) spanning
the freeway system across all major metropolitan areas of California [16] [86]. As of 2019,
the data sources in PeMS covered nine Caltrans Districts out of 12, specifically, district
3 (North Central), 4 (Bay Area), 5 (Central Coast), 6 (South Central), 7 (Los Angeles
and Ventura counties), 8 (San Bernardino and Riverside), 10 (Central), 11 (San Diego and
Imperial), and 12 (Orange County). The collected data is filtered, processed and stored in
databases. Users can access PeMS over the Internet through a Web browser, where provides
both historical and real-time performance measurements of the freeways. PeMS has been
extensively used by researchers, traffic engineers, planners, traveler information services over
its years of operation since 1998.
PeMS receives 30-second loop detector data (flow and occupancy) in real time from each
Caltrans District Transportation Management Center (TMC) to produce useful information.
In the case of dual loops, PeMS also receives speed data. Most loop detectors in California
have single loops. PeMS uses an adaptive algorithm to calculate the g-factor (effective vehicle
length) from the flow and occupancy data and provides accurate speed estimation for single
loop detectors [42]. PeMS aggregates the processed data into 5-minute intervals, which fills
in the missing data with plausible values by imputation algorithms. PeMS also has detailed
diagnostic measures to ascertain the operation of the detector and the quality of the data.
PeMS uses collected data to compute basic freeway performance measurements, including
Vehicle Miles Traveled (VMT), Vehicle Hours Traveled (VHT), Congestion Delay, and the
freeway efficiency “Q” (ratio of VMT over VHT) interpreted as the average speed in the
region of analysis.
Next Generation Simulation
The Next Generation Simulation (NGSIM) program [74] is a project supported by United
States Department of Transportation (US DOT) Federal Highway Administration (FHWA).
The goal of this program is to develop a core of open behavioral algorithms for traffic sim-
ulation with a primary focus on microscopic models. The NGSIM program provides vehicle
trajectory data of high resolution and detailed supporting documents, which are open and
free for the simulation community. The traffic data collected by the NGSIM program con-
tains typical free-flow and congested traffic. Four data-sets collected from freeway segments
and surface street are provided by this program. The freeway data was collected from east-
bound I-80 in Emeryville, CA and southbound US-101 in Los Angeles, CA; the surface street
data was collected from Lankershim Boulevard in Los Angeles, CA, and Peachtree Street,
Atlanta, GA. The two freeway data-sets are 45 minutes long each and the two arterial data
sets are 30 minutes long each. The vehicle trajectory data of NGSIM was collected through
a network of synchronized digital video cameras, which capture individual vehicle’s position
every 0.1 second and it provided the precise location of each vehicle within the study area.
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Because the data contains detailed vehicle trajectories, it can be used in studying driver
behavior, especially for microscopic modeling.
2.2 Freeway Traffic Modeling
There are three different approaches to model traffic: microscopic, mesoscopic, and macro-
scopic [41]. In microscopic models, vehicles are modeled as discrete entities that can have
different properties, while in macroscopic models all the vehicle properties are lumped into
continuous variables, such as density, speed and flow, of the traffic stream depending on time
and position on the road. In mesoscopic models, traffic is considered by groups of objects,
and the activities of groups and interactions among groups are described at a lower level.
The microscopic approach seeks to reproduce the behavior of the individual vehicle/driver
entities, such as lane changing, car following, and their other responses to the driving en-
vironment by adjusting its speeds. The macroscopic approach ignores the dynamics of the
individual vehicle/driver and instead attempts to replicate the aggregated response of a
large number of vehicles. The mesoscopic approach does not distinguish nor trace individual
vehicles, but specifies the behavior of individuals in probabilistic or statistical ways.
Macroscopic Traffic Flow Models
Macroscopic models describe the evolution of aggregated traffic behaviors: density, speed and
flow over space and time using a set of partial differential equations (PDEs), together with
other constituent relationships. Each model has a basic conservation law, which captures the
fact that vehicles cannot be created or destroyed. Well-known examples of macroscopic traffic
flow models are Lighthill-Whitham-Richards model (LWR model) [59] [91], Cell Transmission
Model (CTM) [23], Asymmetric Cell Transmission Model (ACTM) [30] and the METANET
model [51]. Important models related to this dissertation are reviewed in this section.
The Lighthill-Whitham-Richards Model
The Lighthill-Whitham-Richards partial differential equation, also known as the LWR model,
is a first order model described by the vehicle conservation equation
∂ρ(x, t)
∂t
+
∂f(x, t)
∂x
= 0
and the static flow-density relationship
f(x, t) = ρ(x, t)v(x, t) = Φ(ρ(x, t)) (2.1)
where ρ(x, t) is density at location x and time t, f(x, t) is flow, v(x, t) is speed, and Φ(ρ) is
flux function. The curve Φ(ρ) describe the relation between flow and density and it is also
called the fundamental diagram in traffic engineering [34]. Later researchers have suggested
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Figure 2.1: Commonly used fundamental diagrams (flux function Φ(ρ))
various shapes of fundamental diagrams that provide a better fit to the measured data
[24]. Figure 2.1 shows some of the commonly used fundamental diagrams. In general, the
fundamental diagrams has the following properties.
1. Φ(ρ) ≥ 0 is a concave continuous function.
2. Φ(0) = Φ(ρJ) = 0, where ρJ is the maximum density in the road which is known as
the jam density.
3. Φ(ρ) attains a maximum flow at ρc, which is the critical density. The maximal flow is
call the capacity.
The critical density separates the fundamental diagram into two regions: the free flow region
when ρ ≤ ρc and the congested region when ρ > ρc. If traffic state is in free-flow region,
vehicle speed is dependent on the posted speed limit of a road or the desired speed of a
driver, but not restricted by other vehicles. The speed in this regime is called the free-flow
speed. On the other hand, the speed of a vehicle is restricted by surrounding vehicles if it is
traveling in the congested regime.
The Cell Transmission Model
The Cell Transmission Model (CTM) proposed by Daganzo [23] is a first order discrete model,
which is the discretization of the LWR model with triangular fundamental diagram. Under
the CTM framework, the highway is divided into homogeneous, consecutively numbered
sections of length Li, where i is a section index. Time is discretized into uniform intervals
of duration Ts, such that
vfTs ≤ min
i
Li (2.2)
where vf is the free-flow speed. The uniform sections are known as cells, and they are
increasingly numbered from upstream to downstream. The density of cell i can be represented
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by the conservation equation
ni(k + 1) = ni(k) + fi−1(k)− fi(k) (2.3)
where ni(k) is the number of vehicles in cell i at time step k, and fi(k) is the flow moving
from cell i to cell i+ 1 during the time step k. The flow in CTM is obtained by comparing
the sending and receiving flows of a cell, also known as the demand and supply, as
fi(k) = min(Di, Si+1(k))
Di(k) = min(Fi, ni(k)Vi)
Si(k) = min(Fi,Wi(n
J
i − ni(k))) (2.4)
The fundamental diagram parameters can be different for each cell, and the parameters are
indexed by the cell number i. The triangle fundamental diagram is characterized by the free-
flow speed Vi (the slope of the free-flow region of the fundamental diagram), the maximum
flow Fi (the capacity), the congestion wave speed Wi (the slope of the congested region) and
the jam density nJi (the maximal density). The demand function Di(k) describes the flow
that can be sent from the upstream cell to the downstream cell, while the supply function
Si+1(k) specifies the maximum flow that can be received by the downstream section. The
flow is obtained by taking the minimum of the demand and the supply.
Microscopic Traffic Flow Models
With the increasing availability of very fast computers and concurrent progress in the devel-
opment and understanding of efficient algorithms, microscopic simulation model have been
widely used in both transportation operations and management analyses. These models dis-
tinguish and trace individual vehicle/driver and the driver’s behavior is generally described
by a large set of logical rules. By selecting proper driver individual and vehicle characteris-
tics, position, speed and acceleration of each vehicle are calculated for each simulation time
step. The time step is usually chosen in the range of 0.1-1.5 seconds, depending on simu-
lation accuracy. Each vehicle trajectory in the microscopic model are usually generated by
car-following model, lane-changing model, and gap-acceptance model.
The car-following model describes the response of vehicles to other vehicles around them.
It determines the speed that drivers maintain under a certain traffic condition, the headway
or spacing between vehicles, and the acceleration or deceleration of vehicles when drivers
need to adjust their speeds. The lane-changing model defines the longitudinal behavior
of vehicles, which contains change lanes, merge, and weave. Reasons to change lanes when
driving are generally fall into the following two categories: mandatory lane change (changing
lanes to get into the correct lane for the destination) and discretionary lane change (changing
lanes to get gain in speed). Once drivers decide to make a lane change, they have to judge
whether it is possible to change lanes and plan the actions to take in order to ensure a safe
lane change. The gap-acceptance model demonstrates the behavior when vehicles turn into
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or across conflicting traffic flows. It defines the conditions when a gap is acceptable for a
safe turn or crossing.
Microscopic models often utilize a set of parameters to specify drivers’ behavior. Some
of these parameters cannot be directly measured by loop detector from the field or it is
hard to measure. For instance, reaction time, which accounts for the time a driver takes to
perceive, recognize, and respond to a road event, is used in car-following models. Microscopic
simulation tools usually allow users to select different parameter values for different vehicle
types, and the model parameter is in a probability distributions. Therefore, calibrating
model parameters is usually a time-consuming task in microscopic simulation. Besides, the
computation time of executing microscopic simulation is longer than macroscopic simulation
because the state of each vehicle is updated in every simulation time step. Examples of
microsimulation model software packages are AIMSUN [2], VISSIM [106], CORSIM [104],
and PARAMICS [82]. These software programs differ in their driver behavior models and
modeling capability. AIMSUN is used in several experiments in this dissertation.
2.3 Freeway Traffic Control
Freeway traffic management and operations consist in the implementation of policies, strate-
gies and technologies to improve freeway performance. The main objectives of freeway control
include minimizing congestion (and its side effects), improving safety, and enhancing overall
mobility [112]. This section gives a brief review of the most common used freeway traffic
control strategies: ramp metering and variable speed advisory [78].
Ramp Metering
Ramp metering systems are primary devices for addressing freeway recurrent congestion.
Ramp meters are traffic signals placed near the entrance of the freeway on-ramps. When
the ramp metering is active, most traffic lights in ramps allow 1 or 2 cars per green per lane.
Therefore, regulating the frequency of green lights controls the rate at which vehicles enter
the mainline such that the downstream capacity is not exceeded, thereby maximizing the
freeway’s throughput at a uniform speed. Ramp metering control can reduce travel time
by avoiding the mainline capacity drop [116] and offramp blockage [13], and by encouraging
certain diversions [115]. In addition, ramp metering has the ability to break up platoons of
vehicles that have been released from a nearby-signalized intersection such that the collision
probability of freeway merge area can be reduced. Ramp metering could also provide in-
centives for carpooling and bus ridership by allowing HOVs (High Occupancy Vehicles) to
bypass the ramp meter.
Ramp metering can also be classified as traffic responsive, or fixed time, depending on
whether the metering actions is activated based on real-time traffic conditions (volume,
occupancy, or speed) or not. Ramp metering algorithms can also be classified depending
on the scope of their action as either local or coordinated. In local ramp metering control,
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the controller only uses the traffic information near a single on-ramp and each adjacent
controller are independent and not connected. In coordinated ramp metering controller,
controllers share traffic information with each other and several ramp meters coordinate
their actions to regulate traffic simultaneously.
Over the years, a number of ramp metering strategies have been developed and deployed
various parts of the world. The simplest fixed time controllers activating by time-of-day or
day-of-week which specify a fixed metering rate determined from historical data. The most
popular local traffic responsive ramp metering algorithm is ALINEA [80] and its variations
[98]. Examples of coordinated ramp metering strategies include SWARM (System Wide
Adaptive Ramp Metering) [77], HERO (HEuristic Ramp metering cOordination) [27], and
METALINE [79].
Variable Speed Advisory
Variable speed advisory (VSA) are enacted by message signs that can be changed to alert
drivers when traffic congestion is imminent or incident happening downstream. Traffic sen-
sors along the roadway detect when congestion, incident or bad weather conditions exceed
specified thresholds and automatically activate the sign with the message of reducing the
speed limit to slow traffic thereby postpone the onset of congestion. The purpose of this
mainline speed control is to slow traffic uniformly in a way that creates homogeneous flow,
reduces lane-changes and avoids stop-and-go conditions. Depending on the regulations, the
posted speeds are advisory in some area, while many require mandatory compliance with
enforcement and it is called variable speed limit (VSL). Ideally, the speed limit and message
alerts are automated and do not require intervention from any operator. The speed limits
change in increments of 5 or 10 mph to progressively regulate the mainline traffic flow.
By traffic management purposes, VSA/VSL systems can be categorized into two main
types, homogenization systems and incident detection systems. The main difference between
the systems is that homogenization systems are often activated before congested traffic states
are reached, while incident detection systems are triggered when a breakdown, i.e. situations
with very low speeds, is detected. Therefore, the speed limit of the homogenization systems is
often reduced gradually, while the speed limit of incident detection systems have more abrupt
changes. Some research showed that incident detection based VSA can reduce the number of
incidents [101] [58] and decreased variance mean speed between lanes [75]. Homogenization
VSL systems have been shown to improve traffic efficiency [70] [17] and decrease time needed
to resolving moving shockwaves [38].
Comparing with ramp metering, VSL has more advantage of preventing capacity drop
since VSL can be directly applied to the upstream area of the bottleneck location and drives
can receive the control action immediately by message without delay. In contrast, if the
upstream on-ramp is far away from the bottleneck location, the control effect of mainline
flow will be a large time delay when ramp metering based controllers are used. In more
complex freeway configuration, if there is an off-ramp in between the on-ramp and the
bottleneck location, the effectiveness of ramp metering may be limited.
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Chapter 3
Traffic Demand Prediction
3.1 Introduction
Traffic Management Centers (TMC) want to improve the performance of road networks and
reduce congestion by actively managing the infrastructure of a freeway corridor. A promising
avenue for proactive traffic management is the prediction of the near-future traffic conditions
in real-time by employing a traffic flow model. An important set of calibration parameters
of such a model are the boundary flows, i.e., the amount of traffic that is expected to enter
the network during the prediction horizon.
Reducing congestion both under recurrent and non-recurrent conditions is a challenge for
freeway traffic management centers (TMC). The Connected Corridors program at the Uni-
versity of California PATH program [20] is currently developing Decision Support Systems
(DSS) that are able to forecast future short-term traffic conditions and evaluate poten-
tial traffic management strategies to improve mobility and safety in freeway corridors. A
schematic block diagram of the traffic flow prediction module of a DSS is depicted in Figure
3.1. Many traffic predictors, like [95], use a traffic flow model based on the Cell Transmission
Model [23] to predict near-future traffic conditions in real-time, usually with a prediction
horizon of approximately one hour. In order to accurately estimate the potential benefits of
traffic management strategies such as ramp metering, traffic routing and detouring, and lane
management, the traffic flow model has to be calibrated well so that its predictions closely
match actual future traffic conditions. Accurate calibration of traffic flow models is still a
major challenge and usually requires careful estimation of its parameter values. As Figure
3.1 shows, there are many parameters that affect the prediction, such as network model-
ing, the fundamental diagrams, estimation of the current traffic state, and the prediction
of boundary flows and split ratios. This research focuses on one set of these parameters,
namely the prediction of the incoming flows at the boundaries of the road network.
Much research has been devoted to the prediction of traffic flow. The area of traffic inves-
tigation known as OD prediction aims at calculating the amount of traffic that is expected
to travel between each origin (O) and each destination (D) of the road network. Examples
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Figure 3.1: Components for on-line traffic flow prediction
include [4], [118] and [25]. An advantage of OD prediction is that the resulting flow in-
formation is detailed and permits the search for true optimal traffic management strategies.
However, OD estimation is a difficult problem, which is due to the fact that the available loop
detector data is generally insufficient to determine the OD flow uniquely. As a consequence,
the implementation of optimal traffic management strategies based on OD predictions may
not yield the expected performance gains if the true OD patterns cannot be determined.
Employing Lagrangian mobile data may provide partial flow information for each OD pair,
which may significantly improve the quality of OD prediction in the future.
An alternative and somewhat coarser form of boundary flow prediction is to disregard
the destination and to only estimate the total flow at each origin. (To complete the traffic
assignment, one must also predict split fractions at each bifurcation of the network, which
determine how much traffic is leaving the network at each off-ramp. Although similar in
nature to boundary flow prediction, split ratio prediction is out of the scope of this research.)
As shown in [72] and [71], this information can be determined uniquely in freeways, using
only historical mainline data flows. In this research we will assume that historical freeway
mainline and ramp traffic flow data is available through data collection and repository sites
such as the Performance Measurement System (PeMS) [86]. In the following, we briefly
discuss existing boundary flows forecasting methods.
One naive forecasting methodology is the zero-order-hold predictor, which applies the
latest flow measurement over the prediction horizon. Another simple method is to directly
apply a historical average, such as the mean flow of the previous weeks for the same day and
time of day.
A more sophisticated forecasting technique is based on autoregressive moving average
(ARMA) models, which treat data as a time series and linearly combine previous flow mea-
surements to predict the future flow. The forecasting technique proposed in [54] employs an
ARMA model with an integral action (so-called ARIMA) to forecast flow. Other ARMA-like
models include a seasonal term (called seasonal ARIMA, or SARIMA), which exploit the
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Figure 3.2: Flow measurements over the course of multiple weeks. A daily and a weekly
period is clearly visible. (Data from mainline detector station 1108595 between 4 January
and 21 January 2013, data source: [86])
periodicity of traffic flow. Figure 3.2 shows the flow profile of a detector over three weeks.
One can clearly identify two periods of repeating traffic patterns. Firstly, traffic is following a
daily pattern, with high traffic during the day and low traffic during the night. Working days
thereby tend to have more traffic and show two peak periods, whereby weekend days exhibit
a lower flow with only one peak period. Secondly, a weekly pattern is visible repeating the
pattern of five working days and two weekend days.
In many works, the flow of the previous week is combined with recent measurements, for
example [111], [96] and [99]. These approaches assume that data from different locations
are uncorrelated. To model spatio-temporal correlations between nearby locations, [45] and
[44] proposed a spatio-temporal seasonal ARIMA model. Another forecasting technique
originates from machine learning. Artificial neural networks were used to forecast boundary
flows to capture nonlinear traffic flow phenomena in [107] and [43]. Support vector machines
(SVM) are another machine learning technique employed to forecast boundary flows, such
as by [117].
Since the literature of traffic flow forecasting is large, several authors have compared dif-
ferent approaches. The research in [47] compared statistical approaches such as ARMA-like
models with machine learning approaches and provided many references in transportation
beyond the forecast of flow. Recently, [60] compared many approaches experimentally, in-
cluding simple forecasting methodologies, ARMA-like models, and machine learning models.
They confirmed that models that combine historical data with recent data clearly outper-
form approaches that use only one or the other. For a model to be suitable for on-line
traffic prediction applications, it must be both computationally efficient and accurate in its
prediction. Simple non-model based prediction approaches are fast, but usually lack the ac-
curacy of more sophisticated model-based or machine learning-based models. On the other
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hand, machine learning techniques can be slow and hard to calibrate. A special case is the
seasonal ARIMA model: some authors use data only from one previous period (commonly
the previous week), which leads to fast computation and good accuracy. The drawback is
that if the previous week contained irregular data, for example caused by an extraordinary
event such as an accident, the accuracy of the forecast can diminish significantly.
In this chapter, we propose a boundary flow prediction method that combines the most
recent traffic data with historical traffic data. An autoregressive moving average with exoge-
nous input (ARMAX) is estimated on-line based on the most recent vehicle detector station
(VDS) data. An optimal multiple step ahead traffic demand predictor is obtained based on
the estimated ARMAX model by solving a corresponding Bezout equation for each predic-
tor. Results obtained using empirical freeway mainline and on-ramp data show that this
method outperforms methods that rely only on the historical average of the data to perform
a prediction, especially during days with unusual traffic flow demands, such as a Super Bowl
Sunday. Due to its simplicity and robustness, this method is useful in practical applications.
3.2 ARMAX Model
In this section, we present how to determine the multi-step ahead optimal predictor of traffic
flow, based on both historical and the most recent traffic data. The concept of flow prediction
is illustrated in Figure 3.3 for a vehicle detector station (VDS). In this figure, profile u(k)
is the nominal historical flow data for one day, sampled with sampling rate ∆t so that the
profile consists of N = 24h
∆t
data points. Profile y(k) is the recent flow data of the prediction
day from midnight to the current time step L. Given u(k) and y(k), the proposed prediction
algorithm computes the multi-step traffic flow prediction yp(k +D|k) for a given prediction
horizon Np, where D = 1, . . . , Np.
A brief description of the proposed prediction algorithm is as follows. First, the historical
traffic flow data is categorized by the day of the week, so that a nominal flow profile u(k),
for k = 1, . . . , N is obtained for each day of the week. Using the representative nominal
flow profile u(k) as the deterministic input, and the recent traffic flow y(k) as the noise-
contaminated output, the parameters of an ARMAX model are recursively estimated at
each time step k. Based on the estimated ARMAX parameters, the Bezout equation is
solved at every time step, which produces the parameters of the optimal D-step ahead
output predictor yp(k+D|k), given only output data up to time step L and the sequence of
historical data u(k). In the following, we present each step in detail.
Nominal Flow Profile for each Day of the Week
In the first step, nominal historical flow profiles are determined for each day of the week.
The nominal profile is robust with respect to outliers, which are caused by, for example,
traffic accidents or detector failures.
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Figure 3.3: Concept of traffic flow prediction at time step L; dashed line: predicted traffic
flow with horizon Np; dash-dotted line: recent traffic flow measurements; solid line: nominal
historical profile
Let a VDS measure the flow over the course of S full days. These data are represented
as a set
M = {x1,x2, · · · ,xS} (3.1)
of historical traffic flow data, where each element
xi =
[
xi(1), xi(2), · · · , xi(N)
]T ∈ RN+ (3.2)
is a traffic flow profile over day i, for i = 1, . . . , S, with xi(k) as the flow measured at time
step k.
The data are then categorized by the day of the week. Define the nominal flow profile of
a given day of week as ud(k), where d ∈ {Mon, Tue, Wed, Thu, Fri, Sat, Sun}. The nominal
flow profile of each day of the week is calculated as the median of each sampling time step.
For example, the typical profile of Monday is calculated as
uMon(k) = median{xi(k) : day i is a Monday} . (3.3)
Aggregating many profiles to few typical profiles filters out some of the noise of the data,
which leads to a robust estimation of typical profiles. Furthermore, by using the median,
the effect of outliers is eliminated.
In this aggregation step, potentially a large amount of data are aggregated, which might
require significant computational resources. However, this is not an issue for the on-line
operation of the system, because the typical profile can be computed off-line.
For the on-line forecast procedure that will be described in the next section, the nominal
profile of the respective day of the week is used, i.e. if the forecast day is a Monday, then
u(k) = uMon(k) will be used.
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ARMAX Model Definition and Parameter Estimation
In order to model the correlations of flow measurements in time, an autoregressive mov-
ing average model with exogenous inputs (ARMAX) model is employed in this research.
Consider a recursive ARMAX model in every time step k described by the following linear
stochastic difference equation
A(q−1)y(k) = B(q−1)u(k) + C(q−1)w(k) , (3.4)
where y(k) is the measured flow of the VDS at time step k, u(k) is the nominal historical
flow data at time step k, and w(k) is assumed to be a zero-mean innovation sequence, i.e.
E{w(k)} = 0 and E{w(k)w(k − j)} = 0 for 0 < j ≤ k. A(q−1), B(q−1) and C(q−1) are
scalar polynomials in the backward shift operator q−1 [q−1y(k) , y(k − 1)] of orders na, nb
and nc, respectively, defined by
A(q−1) = 1 + a1q−1 + ...+ anaq
−na
B(q−1) = b0 + b1q−1 + ...+ bnbq
−nb
C(q−1) = 1 + c1q−1 + ...+ cncq
−nc . (3.5)
The order of the polynomials na, nb and nc are design parameters.
As described above, the exogenous known input u(k) in equation (3.4) is calculated as the
median of a large number of historical flows for a unique day of the week (e.g. all Monday
flows in a given month). Therefore it can be considered as a deterministic input in this
model. Day to day variability in the flow y(k) from the median u(k) can be due to both
deterministic factors (e.g. the flow on a particular day could be consistently 5 % higher than
the median) or stochastic effects, such as random colored noise. A fairly general model that
includes many of these effects is a state space model with input and measurement white
noises
x(k + 1) = Ax(k) + Bu(k) + Bwm(k) (3.6)
y(k) = Cx(k) + Du(k) + v(k)
where the input noise m(k) and the measurement noise v(k) are both zero mean white noises,
x(k) ∈ Rn is the state and A, B, Bw, and C are matrices of the appropriate dimensions,
and D is a scalar. A well-known result in stochastic systems [32] is that, under fairly mild
assumptions and stationarity, the system in equation (3.6) can also be described by the
ARMAX model in equation (3.4), where in this case the zero mean innovation signal w(k)
is equal to the Kalman filter residual for the system in equation (3.6) and the roots of
the polynomial C¯(z) = zncC(z−1) are the closed loop poles of the Kalman filter. Similar
results exist for time-varying matrices A(k), B(k), Bw(k), C(k) and gain D(k) and/or non-
stationarity conditions. However in these cases, the coefficients of the polynomials A(q−1),
B(q−1) and C(q−1) in Equation (3.5) are time-varying.
We now assume that the flow y(k) can be adequately described in terms of the ARMAX
model (3.4), using the known exogenous input u(k), but will not assume that the (possibly
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time-varying) coefficient of the polynomials A(q−1), B(q−1) and C(q−1) in equation (3.5) are
known, nor the innovations signal w(k) is measurable. The coefficients of the polynomials in
(3.5) are estimated using a Recursive Least Squares (RLS) Parameter Adaptation Algorithm
(PAA) [32] with forgetting factor and covariance resetting [35]:
Aˆ(q−1) = 1 + aˆ1(k)q−1 + ...+ aˆna(k)q
−na
Bˆ(q−1) = bˆ0(k) + bˆ1(k)q−1 + ...+ bˆnb(k)q
−nb
Cˆ(q−1) = 1 + cˆ1(k)q−1 + ...+ cˆnc(k)q
−nc (3.7)
The a-posteriori estimation output yˆ(k) is given by
yˆ(k) = −Aˆ∗(q−1)y(k) + Bˆ(q−1)u(k) + Cˆ∗(q−1)e(k) (3.8)
e(k) = y(k)− yˆ(k) , (3.9)
with Aˆ∗(q−1) = Aˆ(q−1)− 1 and Cˆ∗(q−1) = Cˆ(q−1)− 1. The parameters are updated in order
to make the residual e(k) in (3.9) converge to an innovation sequence. Details regarding the
implementation and convergence properties of the recursive parameter estimation algorithm
used in this study can be found in many adaptive signal processing and control texts, such as
[61, 32]. In essence, under stationary assumption and constant coefficients, it can be shown
that the output estimation error e(k) = y(k) − yˆ(k) converges to an innovation sequence
and, under further assumptions regarding C(q−1), the coefficient estimates converge to the
true coefficients in (3.5).
The algorithm in [35] uses two design parameters, the forgetting factor and the regular-
ization factor, to improve the parameter estimation performance and allow tracking of slowly
time-varying coefficients. The forgetting factor is a real number greater than zero and less
than one (typically very close to one), which enhances the ability of the PAA to track pa-
rameter variations. The smaller the forgetting factor is, the smaller the contribution of older
data is to the RLS PAA. The regularization factor is another RLS PAA design parameter.
As detailed in [35], the regularization procedure prevents the RLS gain matrix (also known
as the covariance matrix) from becoming unbounded under lack of persistence of excitation
and prevents the estimated parameter-bursting phenomenon. Estimated parameter bursting
(i.e. parameters suddenly become large in magnitude) may lead to large overshoots in the
optimal predictor.
Optimal Traffic Flow Predictor
In this section, we describe the optimal prediction method that is employed in this study.
Assume that the RLS ARMAX parameter estimates in (3.7) converge such that e(k) =
y(k) − yˆ(k) converges to an innovation sequence and, in particular, the estimated noise
polynomial Cˆ(q−1) is asymptotically stable (i.e. all roots of the polynomial Cˆ(z) lie outside
the unit circle). Given the median historical flow data u(k) for k = 1, · · · , N and recent flow
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data [y(1), · · · , y(L)], the optimal (minimum variance) D-step ahead predictor of y(L+D),
denoted as yp(L+D|L), satisfies the following difference equation [32],
Cˆ(q−1)yp(k +D|k) = Gˆ(q−1)y(k) + Fˆ (q−1)Bˆ(q−1)u(k +D) . (3.10)
The polynomials Gˆ(q−1) and Fˆ (q−1)
Fˆ (q−1) = 1 + fˆ1q−1 + ...+ fˆD−1q−(D−1) (3.11)
Gˆ(q−1) = gˆ0 + gˆ1q−1 + ...+ gˆna−1q
−ng (3.12)
with ng = max(nc −D,na − 1), are the unique solution of the Bezout equation,
Cˆ(q−1) = Fˆ (q−1)Aˆ(q−1) + q−DGˆ(q−1) . (3.13)
Note that Fˆ (q−1) and Gˆ(q−1) depend on k and D. We omitted the indexes for legibility.
Let Hˆ(q−1) be the product of the two polynomial Fˆ (q−1) and Bˆ(q−1):
Hˆ(q−1) = Fˆ (q−1)Bˆ(q−1) = bˆ0q−1 + (bˆ1 + fˆ1bˆ0)q−2 + · · ·+ fˆD−1bˆnbq−(D−1+nb) . (3.14)
Then, the optimal predictor in (3.10) can be written in transfer function form as
yp(k +D|k) = Gˆ(q
−1)
Cˆ(q−1)
y(k) +
Hˆ(q−1)
Cˆ(q−1)
u(k +D) . (3.15)
The block diagram of the optimal predictor in (3.15) is shown in Figure 3.4. The predictor is
a two input one output system. Given the current data y(k) and nominal historical flow data
u(k + D) as inputs, the system generates the D-step ahead prediction of y(k), which is the
output yp(k +D|k). The polynomials in the transfer functions of the predictor are updated
at each time step, allowing it to track time-varying changes in the parameters in equation
(3.5) using both current flow and historical flow data. This adaptive property means that the
proposed predictor is potentially able to predict traffic flow under irregular and incidental
traffic conditions, as the following experiments will show.
3.3 Experimental Setup
In this section, we describe the experimental environment used to validate the proposed
traffic flow prediction algorithm based on empirical data from a Californian freeway.
Data
Traffic flow data for six vehicle detector stations (VDS) along the freeway corridor I-15
North, near San Diego, California, were obtained through the Performance Measurement
System (PeMS) [86]. Three of the six VDS are located on the mainline with identification
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Figure 3.4: The optimal traffic flow predictor
numbers and post mileage (PM) 1108595 (at PM 24.065), 1108562 (at PM 26.249), and
1108767 (at PM 27.138). The three other VDS are located on on-ramps with identification
numbers 1108596 (at PM 24.065), 1108563 (at PM 26.249), and 1108768 (at PM 27.138).
Five-minute historical flow data were collected from August 1, 2012 to December 31, 2012.
The collected flow data (288 observations per day) were aggregated to ∆t = 15 min, which
results in N = 96 observations per day. The five-minute historical flow data is aggregated
into 15-min data to reduce the historical flow data points per day and for filtering the noise
in five-minute historical data. Therefore, 15-min data were used to compute the nominal
typical flow profiles ud(k) per day of the week. In order to study the influence of a special
event on the traffic flow prediction method proposed in this research, we used traffic data
collected during the week when the Super Bowl XLVII game took place, which is a large
event in the United States. The unusual traffic flow pattern due to the Super Bowl event is
shown in Figure 3.6 (solid line, y(k)). On Super Bowl day, people tended to stay at home or
to visit friends to watch the game which began at 15:30. As a consequence, the traffic flow
pattern in the period from 15:30 to 18:30 is significantly lower than the historical flow. An
increase in flow that can be observed after 20:00 by the end of the game, which is probably
caused by people returning to their home after watching the game. The proposed method
is used to predict the flow in a rolling-horizon fashion from Monday January 28 to Sunday
February 3, 2013 between 06:00 and 22:00.
ARMAX Estimation and Prediction Parameter Values
The ARMAX parameters used for the experiment are as follows. The order of ARMAX model
was selected to be (na, nb, nc) = (2, 1, 2). The selection of the order of the ARMAX model
was based on the following three reasons. First, increasing the order of these polynomials
in ARMAX model leads to overfitting and reduces the computation efficiency. Second, we
chose the order of the polynomial A(q−1) and C(q−1) to be the same. Third, we noticed that
making the orders of A(q−1) and C(q−1) larger than two, resulted in little or no prediction
improvement. The forgetting factor was selected as 0.97, and the regularization factor was
selected as 0.01 after a brief trial an error period. Both of these factors are design parameters
for the RLS PAA algorithm in [35]. Since the sampling rate ∆t is 15 min and the prediction
CHAPTER 3. TRAFFIC DEMAND PREDICTION 23
horizon is one hour (Np = 4), the prediction step D is varied from 1 to 4, in order to make
15 min, 30 min, 45 min and 60 min ahead predictions.
Prediction Accuracy Performance
Given the real flow data y(k) and the predicted flow data yp(k|k − D) at time step k and
prediction step D, the performance was evaluated based on mean absolute percentage error
(MAPE) of prediction step D for a VDS as follows
MAPE(D) =
1
n
k1∑
k=k0
|y(k)− yp(k|k −D)|
y(k)
. (3.16)
The starting and end time steps are k0 =
06:00
∆t
and k1 =
22:00
∆t
, respectively, which leads to
n = k1− k0 + 1 = 65 time steps for each day where a prediction is started. This error (3.16)
is further averaged over the detector type (mainline/on-ramp).
3.4 Results and Discussion
In this section, the traffic flow prediction results of the method proposed are presented and
compared against a simple predictor based only on the nominal historical profile. We first
show the prediction of a regular day, and then of the Super Bowl day, where irregular traffic
flows occurred.
Flow Prediction on a Regular Day
The flow prediction result of a mainline VDS (1108595, 5 lanes) of a weekday (Thursday
31 January 2013) is shown in the top part of Figure 3.5. The flow measurements y(k) are
indicated by the solid line. The nominal historical profile u(k) is shown by the dashed line.
The prediction, indicated by the remaining four lines, is close to the actual measurements
so that only very small prediction error occurs. Because the regular is close to the nominal
historical profile, the prediction is very close to the actual data.
The flow prediction result of an on-ramp VDS (1108563) on a weekday (Wednesday
30 January 2013) is shown in the bottom part of Figure 3.5. The difference between the
predicted and the actual flows is small.
Flow Prediction on Super Bowl Sunday
The flow prediction of a mainline VDS (1108595) for the Super Bowl day (Sunday 3 February
2013) is shown in the top part of Figure 3.6. Notice that flow leading up to the beginning
of the game at 15:30 is drastically lower than the nominal flow u(k). Also, the top part of
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Figure 3.5: Flow prediction in weekday; top: mainline; bottom: on-ramp
Figure 3.6 shows that the prediction result yp(k+D|k) for D = 1, . . . , 4 more closely follows
the measured flow y(k) than the historical flow u(k).
Using only the nominal historical profile as forecast leads to very large errors, since the
drop of the traffic flow at 15:30 is completely ignored. The proposed prediction algorithm
therefore outperforms the historical predictor. Moreover, the result shows that the one
step prediction yp(k+ 1|k) has better performance than larger steps. As the prediction step
increases, the prediction deviates from the measurement flow, especially in the case of special
event. The prediction error increases when the prediction step D increases.
The traffic flow prediction of an on-ramp VDS (1108563) on the Super Bowl day is shown
in the bottom part of Figure 3.6. The influence of the Super Bowl game is visible at this
location as well. The measured traffic flow y(k) behaves normally until 15:30, then the flow
decreases between 15:30 and 18:30. Before 15:30, the proposed prediction result yp(k+D|k)
for D = 1, . . . , 4 and the historical flow u(k) matches the measured traffic flow data y(k).
However, the prediction starts to deviate from the measured flow at 15:30. After 15:30, the
prediction overestimates the traffic flow until 18:30, because the measured flow data has a
significant difference with historical flow data.
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Figure 3.6: Flow prediction of Super Bowl Sunday; top: mainline; bottom: on-ramp
Evaluation of Prediction Performance Using the MAPE Criterion
The MAPE criterion defined in (3.16) are averaged for three mainline and three on-ramp
VDS, which is shown in Table 3.1 and Table 3.2, respectively. In addition, the MAPE
criterion evaluates the prediction performance for the entire day rather than a specific time
period of a day because the predictor is using the historical pattern of a whole day to make
prediction.
In the mainline case, both of the MAPE values for the proposed method and the historical
predictor are approximately 7% for the normal days (Monday to Saturday), which indicates
that the MAPE error does not change significantly across normal days. However, due to the
influence of the special event on Sunday, the MAPE values are higher than other days in the
week. On Sunday (Super Bowl day), the error of the proposed method is 10.3% for the D = 1
step prediction. The error increases with the length of the prediction horizon. At D = 4,
the prediction error is 16.6%, while the MAPE error using historical data for prediction is
21.5%. The proposed method based on the ARMAX model therefore outperforms using only
historical data to predict the traffic flow.
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Mainline MAPE [%]
Predictor Mon Tue Wed Thu Fri Sat Sun*
yp(k + 1|k) 6.4 5.9 6.2 5.1 6.7 6.3 10.3
yp(k + 2|k) 7.4 5.9 6.4 5.3 7.0 7.1 12.4
yp(k + 3|k) 7.8 5.9 6.7 5.5 7.0 7.2 14.5
yp(k + 4|k) 7.8 6.1 7.0 5.5 7.0 7.6 16.6
u(k) 8.0 7.0 7.6 5.9 7.4 7.9 21.5
*Super Bowl day
Table 3.1: Comparison of proposed predictor and historical predictor for mainline VDS
On-ramp MAPE [%]
Predictor Mon Tue Wed Thu Fri Sat Sun*
yp(k + 1|k) 22.1 21.9 23.1 21.9 28.1 31.7 31.3
yp(k + 2|k) 21.9 21.6 23.1 21.4 27.9 32.1 32.9
yp(k + 3|k) 21.8 22.3 22.7 21.6 27.0 31.6 33.6
yp(k + 4|k) 20.6 20.6 22.8 21.1 26.4 31.8 34.3
u(k) 22.8 21.9 24.0 21.9 28.8 32.3 38.7
*Super Bowl day
Table 3.2: Comparison of proposed predictor and historical predictor for on-ramp VDS
In the on-ramp case, the MAPE value for both the proposed method and the historical
predictor are distributed from 20% to 29% for the normal days (Monday to Saturday), which
is higher than normal days in the mainline case. On Sunday (Super Bowl day), the error of
the proposed method is 31.3% for the D = 1 step prediction. At D = 4, the prediction error
is 34.3%, while the MAPE error using historical data for prediction is 38.7%. The proposed
method based on the ARMAX model still outperforms using only historical data to predict
the traffic flow in the on-ramp case.
The predictions at mainline show a systematically lower error than those at on-ramps.
The MAPE values in Table 3.1 and Table 3.2 show an error for mainline flow prediction
between 6% and 8%, while the on-ramp flow prediction error ranges from 20% to 33%, for a
regular day. The reason is that mainline traffic is significantly higher than that of on-ramps
and is, in fact, the aggregation of many single on-ramps flows, namely those that are located
upstream. This aggregation leads to a systematic reduction of signal noise. Since the signal
is less corrupted by noise, the estimation of the ARMAX parameters is more precise and
consequently the prediction is more precise, i.e. its errors are lower.
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3.5 Summary
A simple and fast, yet accurate, method to forecast traffic flow based on data from vehicle
detector stations have developed in this research. An optimal multi-step ahead predictor
combines the most recent measured flow data with a nominal historical flow profile. The
parameters of this predictor are estimated by an autoregressive moving average model with
exogenous input (ARMAX). This method predicts traffic flow under irregular conditions
significantly better than a simple predictor based on the nominal historical profile alone. We
showed by the example of the Super Bowl day, where traffic patterns differ drastically from
regular Sundays, that the prediction error is reduced by up to ten percentage points.
The nominal historical profile is computed as the median over months of historical data,
stratified by the day of the week. Using the median ensures that outliers caused by fail-
ing detectors or irregular days do not affect the nominal profile. The nominal profiles are
computed off-line so that the on-line forecast only consists of the ARMAX estimation and
prediction method, which is computationally very fast. This combination of a robust esti-
mation of the nominal profile, the accurate prediction of the near-future traffic flow, and
the fast computation make this method suitable for practical applications of boundary flow
forecasting and its use in traffic management systems.
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Chapter 4
Microscopic Traffic Flow Model
Calibration
4.1 Introduction
The research in this chapter demonstrates the first stage of a larger project that has as its
goal to design and implement a coordinated ramp metering (CRM) traffic responsive control
system for the California State Route 99 Northbound (SR-99N) in Sacramento, California.
The simulation model of SR-99N will be used as a test bed for evaluating the performance
of different control strategies [66] before the field implementation presented in Chapter 5.
The purpose of building traffic simulation models is to represent the existing traffic condi-
tion and predict future conditions when new traffic management alternatives are introduced.
Model calibration is an iterative procedure by which the user adjusts the parameter of the
model so that the simulation results can match the field traffic conditions. Based on the level
of modeling detail, traffic simulation models can be generally classified into microscopic and
macroscopic model. Macroscopic models describe the traffic stream characteristics, such as
flow, speed, and density. Microscopic models describe the individual vehicle-driver behavior
and their reactions to other drivers and environments. Compared to a microscopic model, a
macroscopic model is normally easier to calibrate because its model parameters flow, speed,
and density can be directly obtained from existing vehicle detector infrastructure. The main
difficulty of calibrating a microscopic model is that its model parameters contain not only
traffic stream characteristic, but also driver behavior parameters and more detailed infor-
mation about the system. A unified methodology for calibrating a microscopic traffic flow
model had not been proposed, prior to the results presented in this Chapter.
Several systematic procedures [28] and guidelines [39] [26] have been proposed to improve
the performance of the model calibration process for reproducing the traffic condition by sim-
ulation. Some researchers calibrate the model based on original-destination (O-D) demand
estimation. Some researchers calibrate the model based on adjusting driver behavior param-
eters such that the simulation result and field measured flow, speed, or occupancy data can
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reasonably agree with each other [31] [65]. One difficulty of model calibration is that because
the microscopic model contains many coupled car-following models as its submodels and the
relation between model parameters of car-following models and the aggregate output of the
microscopic model are very complex, it is impossible to obtain a closed-form mathematical
representation of the simulation model in terms of model parameters. Mathematical opti-
mization methods, such as gradient search methods, cannot be applied on this case due to
the lack of a closed-form model. In order to overcome this difficulty of model calibration,
researchers have proposed simulation-based optimization method for model calibration [36],
[9], [19], [67], which is a model calibration technique by searching the optimal combination
of model parameters so that the objective function (usually, it is a function that represents
the discrepancy between simulation output and field measurement) is minimized.
Another difficulty of model calibration is computational time, especially for microsim-
ulation models of large networks. The microsimulation model contains a large number of
adjustable parameters and the model input contains uncertainty, which is due to the error
of field measurement and the stochastic nature of traffic flow. In order to reduce the num-
ber of iterations of the model calibration process, a small group of parameters and model
inputs which have a significant influence on the model inputs can be identified by sensitivity
analysis [88]. The unimportant parameters of the model can be left out of the optimization
process and therefore the iteration time of model calibration can be reduced. The work in
[93] studied the global sensitivity analysis of the Newell and Gipps’ car following-model and
it indicates that the fuel consumption and pollutant emissions output of the microsimulation
model are sensitive to the parameters of the car-following model.
This chapter presents a procedure for constructing and calibrating a microsimulation
model of a congested freeway with multiple vehicle classes by using AIMSUN, a popularly-
used commercial microsimulation software [2]. This procedure is applied to a 13 mile long
stretch of SR-99 Northbound in Sacramento, California. The test site contains a mainline
high occupancy vehicle (HOV) lane, 16 metered on-ramps with and without HOV lanes,
freeway interconnection and three interacting bottlenecks. The model construction and
calibration procedure is as follows: (1) building the road geometry in AIMSUN, (2) collection
of the traffic condition data from the PeMS database, (3) imputation of missing data, (4)
estimation of on-ramp demand and off-ramp turning ratio, (5) identification of recurring
bottlenecks, (6) setting model parameters, and (7) adjustment of model parameters such that
the simulation results match with the field measurements. Model calibration results indicate
that the simulated flow match with the field data near bottleneck locations reasonably well
under the criterion of root mean square percentage error (RMSPE) and GEH criterion. The
calibrated AIMSUN microsimulation model was subsequently used as a simulation test bed
for implementing and testing a coordinated ramp metering (CRM) control strategy, which
has the goal of alleviating the heavy congestion of the SR-99N freeway during the morning
peak period. These results are discussed in Chapter 5.
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4.2 A Case study: SR-99 Northbound
Network Configuration
The site of the simulation study is the Northbound direction of SR-99 (State Route 99)
from Elk Grove Blvd at absolute postmile 287.23 to the freeway interchange point of SR-
99N and US-50 (U.S. Route 50) at absolute postmile 298.5. The network configuration is
shown in Figure 4.1, where the numbered black boxes, red circles and green circles label the
indices of mainline VDS, off-ramp VDS and on-ramp VDS, respectively. The studied time
period is between 5:00 am and 11:00 am. The test site is an 11-mile stretch of freeway that
sustains heavy congestion during the morning commute. Congestion usually begins around
6:30 am, peaked at 8:00 am, and finally dissipated at around 10:00 am. The HOV lane in
the leftmost lane spans the entire mainline of the test site. The HOV lane is reserved for
two or more passengers per vehicle and its operational time is from 6:00 am to 10:00 am and
from 3:00 pm to 7:00 pm. The test site has 16 on-ramps and 11 off-ramps. Each of these
16 on-ramps is equipped with ramp metering, which has a corresponding upstream mainline
and downstream on-ramp detector station for traffic responsive control. Eleven of these 16
on-ramps have HOV bypass lanes, which are not metered by ramp metering.
The construction of a realistic simulation model requires a complete and detailed descrip-
tion of the road geometry of the site. The information needed to build the model contains
freeway curvature, the number of lanes, the location of lane drops, bottleneck locations,
weaving sections, the location of on-ramps and off-ramps, and the length of on-ramps and
off-ramps. In addition, the measurement and control facility of the freeway also needs to be
built in the model. They are the locations of vehicle detector stations, the locations of queue
detectors and the location of ramp metering signals. The geometric information used for this
study is obtained from OpenStreetMap [76] and Google Maps [33]. The facility information
about the test site is provided by PeMS [86] and the Caltrans District 3 Ramp Metering
Group.
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Figure 4.1: SR-99N network configuration and VDS deployment.
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Index Postmile Name HOV GP
ML 1 287.295 Elk Grove Blvd 315828 313190
ML 2 287.615 Red Fox 315831 314697
ML 3 288.25 EB Laguna Blvd 315827 313166
ML 4 288.47 WB Laguna Blvd 315823 313172
ML 5 288.88 Laguna Creek 315826 313178
ML 6 289.274 EB Sheldon Rd 317956 317960
ML 7 289.423 WB Sheldon Rd 317947 317948
ML 8 290.003 Jacinto Rd. 315834 314625
ML 9 290.65 EB Calvine Rd. 315841 312648
ML 10 290.763 WB Calvine Rd. 315842 312651
ML 11 291.549 Stockton Blvd 315836 312233
ML 12 291.93 EB Mack Rd 315838 312382
ML 13 292.38 WB Mack Rd 315822 312386
ML 14 292.77 NameTangerine Ave. 315843 312388
ML 15 293.08 Pomegranate Ave 317909 317910
ML 16 293.42 Orange Ave 315847 312421
ML 17 293.97 EB Florin Rd 315849 312422
ML 18 294.27 WB Florin Rd 315850 312425
ML 19 294.717 Turnbridge Dr 315852 312513
ML 20 295.27 EB 47th Ave 315853 312514
ML 21 295.47 EB 47th Ave 315873 312520
ML 22 296.007 Martin L. King Jr 315854 312523
ML 23 296.335 EB Fruitridge 315855 312525
ML 24 296.54 WB Fruitridge 315856 312527
ML 25 297.07 21st Ave UC 317895 317896
ML 26 297.655 12th Ave 315825 312562
ML 27 297.89 8th Ave. POC 318565 318566
ML 28 298.5 Broadway 318576 318575
Table 4.1: List of mainline VDS
CHAPTER 4. MICROSCOPIC TRAFFIC FLOW MODEL CALIBRATION 32
Index Postmile VDS Name Number of lanes Number of HOV lanes
OR 1 287.23 314107 Elk Grove Blvd 3 1
OR 2 288.25 314114 EB Laguna Blvd 1 0
OR 3 288.47 314098 WB Laguna Blvd 1 0
OR 4 289.274 317959 EB Sheldon Rd 2 1
OR 5 289.423 317949 WB Sheldon Rd 3 1
OR 6 290.662 312649 EB Calvine Rd. 2 1
OR 7 290.791 312652 WB Calvine Rd. 3 1
OR 8 292.084 312383 EB Mack Rd 2 1
OR 9 292.383 312387 WB Mack Rd 2 1
OR 10 293.986 312423 EB Florin Rd 1 0
OR 11 294.217 312426 WB Florin Rd 2 1
OR 12 295.27 312515 EB 47th Ave 2 1
OR 13 295.47 312521 WB 47th Ave 2 1
OR 14 296.366 312526 EB Fruitridge 1 0
OR 15 296.581 312528 WB Fruitridge 1 0
OR 16 297.679 312563 12th Ave 1 0
Table 4.2: List of on-ramp VDS
Index Postmile VDS Name Number of lanes
FR 1 287.974 314115 EB Lanuna Blvd 2
FR 2 288.96 317961 Eb Sheldon Rd 3
FR 3 290.454 312650 EB Calvine Rd 1
FR 4 291.539 314615 Stockton Blvd 1
FR 5 293.896 312424 EB Florin Rd 1
FR 6 294.07 - WB Florin Rd 1
FR 7 295.06 - EB 47th Ave 1
FR 8 295.34 - WB 47th Ave 1
FR 9 295.861 312524 Martin L. King Jr 1
FR 10 296.426 312529 WB Fruitridge 1
FR 11 297.44 - 12th Ave 1
FR 12 298.5 318577 99NB to I-50 2
Table 4.3: List of off-ramp VDS
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Traffic Data Sources
The data source used in this traffic simulation and model calibration is obtained from the
PeMS data base. The traffic flow and occupancy data are collected from the PeMS data base
in 5 minute intervals for mainline, on-ramp and off-ramp detectors at the target site. This
network contains 28 general purpose lane VDS, 28 HOV lane VDS (Table 4.1), 16 on-ramp
VDS (Table 4.2), 11 off-ramp VDS and one freeway to freeway interconnection VDS (Table
4.3). That freeway to freeway connection VDS is modeled as an off-ramp in the model. Four
VDS are missing among 11 off-ramps. One on-ramp VDS has no data. For the mainline data,
the flow conservation law is a criterion to check the data credibility. Seven out of 28 general
purpose lane detectors (25%) are problematic because the flow data from those detectors
indicate significant incompatibility with upstream and downstream measurements. Six out
of the 28 HOV lane detectors (22%) are problematic. Those malfunctioning detectors are
found by comparing flow measurements at consecutive detectors upstream and downstream.
For the missing on-ramp and off-ramp data, if their immediately upstream or downstream
mainline detector is available, then the flow conservation law is used for data imputation.
The missing on-ramp flow data ri and missing off-ramp flow data si can be calculated by
ri = f
H
DN,i + f
G
DN,i − fHUP,i − fGUP,i (4.1)
si = f
H
UP,i + f
G
UP,i − fHDN,i − fGDN,i (4.2)
, where ri is the imputed flow data of on-ramp detector i, si is the imputed flow data of
detector i, fHDN,i and f
G
DN,i are the flow measurement of HOV lane and flow measurement
of general purpose (GP) lanes at the immediate downstream of detector i respectively, fHUP,i
and fGUP,i are the flow measurements of HOV lane and flow measurement of GP lane at the
immediate upstream of detector i respectively.
Traffic Demand Data
Traffic demand data is the input for the microsimulation model. The demand data in AIM-
SUN can be either O-D matrix or traffic states. This research uses traffic states as the form
of demand and therefore the user needs to specify the input flow (boundary flow) for all
vehicle classes at each entrance section (the most upstream mainline and all on-ramps) and
the turning ratio at each exit section (the most downstream mainline and all off-ramps).
Three types of vehicles, general purpose vehicle (GPV), high occupancy vehicle (HOV) and
truck, are added into this model. The demand data consist of two parts: demand at the
most upstream mainline and demand at each on-ramp. The most upstream mainline de-
mand is composed of single occupancy vehicle flow, high occupancy vehicle demand and
truck demand, which can be represented as
d0 = dG + dH + dT (4.3)
where d0 is the total demand at the most upstream mainline location in the model, dG, dH ,
dT are the demand of general purpose vehicle, high occupancy vehicle and truck at the most
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upstream mainline location, respectively. In this research, the percentage of truck demand
PT is assumed to be 6.3% and the Passenger Car Equivalent (PCE) value c of a truck is
assumed to be 3, therefore, the demand of each type of vehicle is given by
dG = (1− PT c)fG,0 (4.4)
dH = fH,0 (4.5)
dT = PT cfG,0 (4.6)
where fG,0 and fH,0 are the flow measurements of general purpose lane and HOV lane at the
most upstream end of the target site respectively.
In order to model the high occupancy vehicles and the deployment of ramp metering in
the field, a single on-ramp is modeled as the set of lanes, which contains a high occupancy
vehicle lane and single vehicle lanes. Therefore, the on-ramp demand di for on-ramp i is
composed by
di = dH,i + dG,i (4.7)
where dH,i and dG,i are the on-ramp demand of high occupancy vehicle and of general purpose
vehicle lanes at on-ramp i, respectively. The on-ramp demand is assumed to be α percent
increasing of the on-ramp flow measurement, that is
dH,i = (1 + α)fH,i (4.8)
dG,i = (1 + α)fG,i (4.9)
where fH , i and fG, i are the flow measurements in the HOV lane and GP lane respectively.
α = 5% in this research. (Remark: The data source from PeMS is the detected flow instead
of demand. In free-flow or no-queue situation, one could use the flow as the demand; but
once there is a queue, or even worse, the onramp queue spills back to the arterial/surface
street, the detected flow is not the demand anymore. Therefore, the simulation increased
the demand 5% in order to simulate the recurrent congestion pattern.)
The output flow of the model consists of two parts: output flow at the most downstream
boundary and output flow at each off-ramp. This research uses turning ratio at each exit
of the model to quantify the output flow. The user needs to define the turning ratio for
each type of vehicle in the model. However, there are no vehicle detector stations specific to
HOVs at the off ramps and thus no measurement for the HOV exiting flow. Total off-ramp
flow data is the only measurement at each off-ramp. In order to model the off-ramp HOV
flow, a certain proportion P of the total off-ramp flow is assumed to be HOV flow. That is
si = s
H
i + s
G
i (4.10)
where sHi = Psi is the HOV flow at off-ramp i, s
G
i = (1−P )si is the GP flow at off-ramp i, and
p is the percentage of HOV at off-ramp i and it is assumed to be 20% in this research, which
is determined by experience and model calibration result. Besides, the flow measurements
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immediately upstream and downstream of an off-ramp are needed for calculating the turning
ratio. Since the mainline detectors are usually close to the off-ramps (about 0.2 mile), it
is reasonable to assume that exiting HOVs on the mainline have changed to the general
purpose lane. Then, the total HOV flow fHtotal,i from the immediately upstream mainline of
the off-ramp i contains HOVs in the HOV lane and HOVs in the general purpose lane, that
is
fHtotal,i = f
H
UP,i + s
H
i = f
H
UP,i + Psi (4.11)
where fHUP,i is the flow measurement in the HOV lane immediately upstream of off-ramp i.
By flow conservation law, the total GP flow fGtotal,i from the immediately upstream mainline
of the off-ramp i becomes
fGtotal,i = f
G
UP,i − sHi = fGUP,i − Psi (4.12)
where fGUP,i is the flow measurement of the upstream detector in the GP lane immediately
upstream of off-ramp i. Therefore, the turning ratio of HOV βHi at off-ramp i can be
calculated by
βHi =
sHi
fHtotal,i
=
Psi
fHUP,i + Psi
(4.13)
and the turning ratio of GPV βGi at off-ramp i can be calculated by
βGi =
sGi
fGtotal,i
=
(1− P )si
fGUP,i − Psi
. (4.14)
Identification of Recurrent Bottlenecks
It is necessary to study the causes of congestion on SR-99N and to identify the recurrent
bottleneck locations before the model calibration process. This analysis provides guidance in
tuning model parameters. By studying the speed contours from February, March, September
and October in 2013 and 2014, a representative congestion pattern is selected and it is shown
in Figure 4.2. Three bottleneck locations are identified, which are:
C(1): Near the upstream of SR-99N and US-50 interchange point (PM 297.65)
C(2): Near Fruitridge Road (PM 296.54), and
C(3): Near Calvine Road (PM 290.76)
The causes of congestion near each bottleneck are proposed to be the following: C(1)
at PM 297.65: downstream congestion caused by diverging traffic to US 50 EB and WB.
This congestion may propagate back to upstream bottleneck at PM 296.54. C(2) at PM
296.54: middle congestion caused by merging traffic from two on-ramps from EB and WB
Fruitridge Rd. These two on-ramps are only 350 meters apart. The congestion is light near
this location, but it becomes more severe when the on-ramp demand is high. The congestion
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Figure 4.2: Morning speed contour on March 19, 2015, arrow indicates direction of traffic.
may propagate upstream and passes over the on-ramps EB and WB 47th Ave near PM
295.47. C(3) at PM 290.76: upstream congestion caused by merging traffic from EB and
WB Calvine Rd.. These two on-ramps are only 320 meters apart and the demand from
Calvine Rd. is very high. The EB and WB Calvine Rd. on-ramp flow could exceed 600
veh/hr (total flow of two lanes) and 1200 veh/hr (total flow of three lanes) during the morning
peak, respectively. Since the distance between first two bottlenecks C(1) and C(2) located
in downstream is only about two miles apart and these two bottlenecks will merge into one
bottleneck if the congestion in the most downstream location propagates upstream, it is
reasonable to model the first two bottlenecks C(1) and C(2) as one bottleneck in simulation.
The combined downstream bottleneck is denoted as BN1 at PM 297.65, and the upstream
one is denoted as BN2 at PM 290.76.
4.3 Model Calibration
The goal of model calibration is to find a set of parameters and inputs of the simulation model
such that the output of the model can correctly reproduce observed data. Model calibration
can be formulated as a numerical optimization problem [105], which can be written as
minimize
α,β
f(ys; yo)
subject to ys = s(α, β;u, d, g)
αl ≤ α ≤ αu
βl ≤ β ≤ βu
(4.15)
where yo is observed data, which includes field flow measurement, field occupancy measure-
ment and other traffic state measurements obtained from the field, ys is simulation output,
which includes flow, speed, occupancy, density and other traffic state information generated
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by the simulation model, s is the simulation model, α is the global parameter of driver
behavior, which includes reaction time, reaction time at stop, queueing up/leaving speed,
percent over take, percent recover and vehicle attribute parameters of each vehicle type (sin-
gle occupancy vehicle, high occupancy vehicles, truck, or other vehicle type), which includes
maximum desired speed, maximum acceleration/deceleration and other parameters. β is the
local parameter of driver behavior, which includes section maximum speed, lane speed limit,
turning speed, look ahead distance and other parameters. αu and βu are upper bounds of
model parameters, αl and βl are lower bounds of model parameters. u is control input of
model, which includes variable speed limit or ramp metering signal, d is traffic demand data,
which can be represented by O-D matrix or boundary flow (the most upstream flow and all
on-ramp flow) and turning ratio, and g is the geographical parameter of the model, which
includes length of road section, length of on-ramps, number of lanes and other parameters.
The objective function f for model calibration is a measurement of goodness of fit that
represents the discrepancy between simulation output and observed data (field data). One
common measurement of goodness of fit is root mean square percentage error (RMSPE),
which is defined by
RMSPE =
√√√√ 1
N
N∑
k=1
(x(k)− y(k)
y(k)
)2
(4.16)
where N is the number of field measurements, x(k) is the simulation data and y(k) is the
field measurement at time k. Another objective function can be selected as GEH criterion,
which is used to evaluate the flow calibration performance. According to FHWA guidelines
[28], the GEH criterion is given by
GEH =
√
2(x(k)− y(k))2
x(k) + y(k)
(4.17)
where x(k) is the model simulated traffic volume, and y(k) is the field traffic count. GEH
values below 5 are considered a good match between estimated and observed counts and at
least 85% of the observed links in a traffic model should have a GEH less than 5. If the GEH
is greater than 10, there could be an error in the demand model or the field data.
Since the microsimulation model is constructed in AIMSUN (or other commercial traffic
simulation software) and the model itself is a large-scale and complex traffic network, the
model smay not necessarily be expressed by an analytical form, both of the objective function
f and model s become in the form of a black-box model. The way to solve this optimization
problem in this research is that global parameters are adjusted in the first stage until the
flow and the traffic pattern in speed contour roughly match with the field data, then the
local parameters are adjusted. The calibration parameters that have been considered in this
research are shown in Table 4.4, and the description of each parameter can be referred to
[1]. The selected parameters for car, HOV and truck are shown in Figure 4.3.
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Parameter name Range Unit
Global Minimum mean headway 0.9∼1.2 sec.
Reaction time for GPV/HOV 0.7∼ 1.5 sec.
Reaction time for truck 1.5∼ 3 sec.
Queue entry speed 1∼1.5 m/s
Queue exit speed 4∼8 m/s
Local Lane changing cooperation 70∼100 %
Reaction time variation 0∼3 unitless
Distance zone 1 0.5L∼0.7L m
Distance zone 2 0.5L∼0.2L m
Note: L is the length of a section.
Table 4.4: Calibration range of parameters
Figure 4.3: Parameter selection, left: car and HOV parameters, right: truck parameters
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4.4 Results and Discussion
In order to evaluate model calibration performance, several important locations are selected
for comparing the simulation results with the measured field data. 5 minutes data is used
for model calibration. These selected locations can be classified into three categories: (1)
mainline locations near BN1 and BN2, (2) each on-ramp and (3) each off-ramp. For mainline
locations near BN1 (the downstream bottleneck), VDS group index 25, 20, 17, and 12 are
selected for observing the traffic behavior near BN1. For mainline locations near BN2 (the
upstream bottleneck), VDS group index 9, 8, 6, and 2 are selected. Each on-ramp and each
off-ramp location are used to verify that the input and output flow are consistent with the
field data, which also helps to detect problems during the model calibration process.
Traffic volume variation is different from one simulation run to the next if the random
number seed is changed, which is like what happens in reality from one day to the next. This
stochastic nature of traffic flow can lead to excessive variations if some of the underlying
model parameters are not properly calibrated. Especially in modeling a congested freeway
with multiple bottlenecks or multiple vehicle classes, improper model parameters could result
in abnormal car-following behavior or lane-changing decisions and therefore cause unexpected
congestion. In order to check that the model parameters are well calibrated, ten replications
using different random number seeds are carried out after model calibration. The result of
ten replications indicates that the traffic volume does not have excessive variation and the
simulation results are the average of ten replications.
Figure 4.4 shows the mainline flow comparison between simulation and field measure-
ments. The model calibration errors for BN1 and BN2 are listed in Table 4.5. The results
indicate that the BN2 (upstream) has better model calibration performance in RMSPE and
GEH value than BN1 (downstream). The error in VDS ML 12 is due to the flow error in
off-ramp 4. The off-ramp flow of the model is obtained by assigning the turning ratio cal-
culated by equation (4.13) and (4.14) for each off-ramp. The flow measurement outliers in
the adjacent VDS of the off-ramp could induce a sudden change of split ratio and therefore
turning ratio error induces off-ramp flow error. The error in VDS ML 17 is due to three
missing off-ramps (FR 6, FR7 and FR8) in its downstream. The flow data of those missing
off-ramps are recovered by equation (4.2) and all off-ramp flow data are shown in Figure 4.5.
The off-ramp 7 has large error and therefore it induces the VDS ML 17 error.
Figure 4.6 shows the on-ramp flow comparison between simulation and field measurement.
It indicates that all simulated on-ramp flow data match with the field data very well except
for on-ramp 7. The error in on-ramp 7 may be caused by the on-ramp data outliers. The
model calibration errors for on-ramps and off-ramps are listed in Table 4.6.
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VDS BN1 RMSPE GEH VDS BN2 RMSPE GEH
ML 25 16.26 % 75 % ML 9 12.32 % 90.28 %
ML 20 14.19 % 86.11 % ML 8 10.95 % 88.89 %
ML 17 14.57 % 77.78% ML 6 12.61 % 87.5 %
ML 12 16.56 % 73.61% ML 2 8.1 % 90.28 %
Table 4.5: Calibration error of BN1 and BN2
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Figure 4.4: Simulated and measured flow near BN1 (top) and BN2 (bottom)
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Figure 4.5: Simulated and measured flow at off-ramps
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Figure 4.6: Simulated and measured flow at on-ramps
VDS ID RMSPE GEH VDS ID RMSPE GEH
OR 1 6.64 % 100 % FR 1 16.11 % 91.67 %
OR 2 7.56 % 97.22 % FR 2 35.62 % 84.72 %
OR 3 7.96 % 98.61 % FR 3 16.17 % 80.65 %
OR 4 6.17 % 100 % FR 4 58.45 % 16.67 %
OR 5 6.35 % 100 % FR 5 20.1 % 72.22 %
OR 6 6.07 % 97.22 % FR 6 51.26 % 68.06 %
OR 7 30.34 % 29.17 % FR 7 37.79 % 25.00 %
OR 8 5.93 % 98.1 FR 8 46.91 % 73.61 %
OR 9 5.85 % 100 % FR 9 35.85 % 79.17 %
OR 10 5.88 % 100 % FR 10 22.21 % 100 %
OR 11 6.94 % 100 % FR 11 34.86 % 83.33 %
OR 12 5.03 % 100 % FR 12 16.21 % 43.06
OR 13 6.34 % 100 %
OR 14 12.16 % 95.83 %
OR 15 6 % 100 %
OR 16 5.73 % 97.22 %
Table 4.6: Calibration error of on-ramps and off-ramps
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4.5 Summary
This chapter demonstrates a complete procedure for constructing and calibrating a microsim-
ulation model with multiple vehicle classes (car, HOV, and truck) and on-ramp metering
control. The procedure includes gathering the freeway geometric information, processing
field data from the PeMS database, imputation for missing field data, and estimation of
split ratio and demand from field data. The procedure is applied to SR-99 Northbound,
which presented several challenging features: 25% of the mainline data is problematic, 42%
of the off-ramp data is missing, 16 metered on-ramps with and without HOV bypass lanes,
mainline HOV lane, multiple vehicle classes and interacting bottlenecks. All these features
are considered and included in this model. Traffic analysis results indicate that one bottle-
neck is induced by the diverging traffic of freeway interconnection, while another is caused by
high demand merging traffic. Simulation results indicate that the calibrated microsimulation
model can reproduce the field flow measurements and the on-ramp performance.
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Chapter 5
Field Implementation of Coordinated
Ramp Metering Control
5.1 Introduction
Ramp metering (RM) is the major method of freeway traffic control, a strategy for alleviat-
ing the effect of the capacity drop phenomenon, which negatively influences transportation
system efficiency. In order to increase freeway efficiency, the outflow from an on-ramp into
a freeway mainline is regulated to prevent mainline flow breakdown by storing surplus on-
ramp vehicles in an on-ramp queue. Freeway capacity drop means that the congestion after
a breakdown has an outflow lower than the free-flow capacity. When capacity drop occurs,
the throughput of the freeway can be reduced by 5% to 20%, leading to a higher total travel
time spent in the network.
As a result, a large amount of research has been conducted on designing effective ramp
metering strategies. Different types of ramp metering strategies have been studied in field
implementation tests in the past decades [8], [27]. Most Ramp Metering operations in Cali-
fornia are fixed by time-of-day (TOD) or are locally responsive to occupancy measurements
immediately upstream of the entrance ramp merge; the latter is called a local responsive ramp
metering (LRRM) strategy. The locally responsive ramp metering strategy [46] adjusts the
ramp metering rate of each on-ramp independently such that traffic flow at the entrance
ramp merge area is regulated. However, the performance of locally responsive metering
controller is limited, because traffic on each section of a freeway dynamically affects each
other section. Downstream section flow depends on the demand flow from its upstream, and
downstream congestion could back-propagate to the upstream. The global behavior of the
network cannot be shared between local responsive controllers if there is no communication
between them. This isolated control structure cannot coordinate available on-ramp storage
space between freeway upstream and downstream, and, therefore, the overall mainstream
capacity may be overloaded or underutilized.
In order to mitigate the drawbacks of LRRM, coordination control strategies have been
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proposed in the literature to more effectively alleviate congestion. Coordinated ramp meter-
ing (CRM) is based on optimal control theory [81], [22], and it has been studied in analysis
[66] and simulation [113] in several previous works, which have indicated some potential in
reducing freeway congestion at recurrent bottleneck locations. Freeway corridor traffic flow
is limited by bottleneck flow. If the section upstream of a bottleneck is congested, the bottle-
neck flow will drop well below its capacity. A logical approach to maximize flow at recurrent
bottlenecks is to create a discharge section immediately upstream of the bottleneck.
This chapter presents a field implementation test and evaluation of a newly developed
CRM algorithm [66]. This field implementation test is a collaborative project conducted by
PATH research team [85] and Caltrans District 3 under the framework of the Caltrans Dis-
trict 3 traffic management center (TMC) system. The main tasks of the research include: (1)
fine tuning CRM algorithms through simulation for California State Route 99 Northbound
(SR-99N) morning peak traffic [113]; (2) implementing algorithm on PATH real-time con-
trol computers and integrating them with TMC ramp metering computers; (3) implementing
and refining real-time traffic state parameter estimation; (4) conducting dry-runs with PATH
computers interfaced with TMC computers; (5) progressively activating the CRM control;
(6) evaluating the performance of CRM. These concepts need to be tested in the field to
determine whether the projected benefits could be achieved in practice in California. If the
results of field testing are favorable, they could provide the basis for future widespread adop-
tion of CRM control strategies to further improve mobility and safety and reduce energy and
emissions impacts of freeway congestion.
5.2 Test Site SR-99N and Available Data Description
The test site of the field implementation is on the SR-99N from Elk Grove Boulevard at
absolute postmile 287.23 to the freeway interchange point of SR-99N and U.S. Route 50
(US-50) at absolute postmile 299.467, as shown in Figure 5.1. Figure 5.2 shows the typical
speed contour for SR-99 Northbound, plotted from loop detector data on March 19, 2015.
Two recurrent bottleneck locations are identifiable: Bottleneck 1, which is near the freeway
interchange point of SR-99N and US-50 (PM 297.65); and Bottleneck 2, which is near Calvine
Rd. (PM 290.76). The proposed CRM was deployed to on-ramps in the freeway segment on
SR-99N between Calvine Road and the SR-50 interchange after 12th Avenue (abs. postmile
290.454 - 299.467). The simulation study of this test site has been conducted in Chapter 4.
The field test involved activating the proposed CRM algorithm during morning peak traffic
hours (6:00 AM - 9:00 AM) and evening peak traffic hours (3:00 PM - 6:00 PM). The test
site is an 11-mile stretch of freeway that sustains heavy congestion during the morning and
evening commutes. Morning congestion usually begins around 6:30 AM, peaks at 8:00 AM,
and finally dissipates at around 10:00 AM. Evening congestion usually begins around 3:00
PM, peaks at 4:00 PM, and finally dissipates at around 7:00 PM. The leftmost lane is a
high-occupancy vehicle (HOV) lane and spans the entire mainline of the test site. The HOV
lane is reserved for vehicles carrying two or more passengers, and its operational time is
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Figure 5.1: Satellite map of SR-99 N test site segment and its bottlenecks.
from 6:00 AM to 10:00 AM and from 3:00 PM to 7:00 PM. The whole test site has 16 on-
ramps and 11 off-ramps. Each of these 16 on-ramps is equipped with ramp metering, which
has a corresponding upstream mainline and downstream on-ramp detector station for traffic
responsive control. Eleven of these 16 on-ramps have HOV lanes, which are individually
metered by ramp metering. The network configuration and vehicle detection station (VDS)
configuration is shown in Figure 4.1, where the numbered black boxes, red circles, and green
circles label the indices of mainline VDS, off-ramp VDS, and on-ramp VDS, respectively.
The dashed arrows in Figure 4.1 indicate that off-ramps 6, 7, 8, and 11 are missing. Those
missing flow data were recovered by imputation [113], [72] using PeMS [86] historical data.
The field test implementation uses 30 seconds of raw data, which were directly collected
from the loop detectors and 2070 traffic controllers at the test site. To monitor and control
the test site, lane-by-lane mainline data (namely flow, speed, and occupancy) were collected
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Figure 5.2: SR-99N speed contour, March 19, 2015.
from each loop detector. Further, lane-by-lane on-ramp and off-ramp flow and occupancy
data are also collected from each loop detector. Mainline vehicle density were calculated by
the speed-flow relation. These collected raw data were aggregated after outliers, abnormal
data, and missing data were removed or imputed by a real-time data cleansing algorithm
[64]. The aggregated data in this project were compared with data in a PeMS archive [86]
in order to verify their correctness.
5.3 Coordinated Ramp Metering
The proposed CRM problem is formulated as a discrete time-optimal control problem with
constraints on the decision variables over a finite horizon Np, which is generally referred to as
model predictive control (MPC). A cell transmission model (CTM) is used for the description
of freeway traffic flow, constituting the modeling part of the MPC formulation. In order to
increase the computation efficiency of solving optimization problems in real-time, we simplify
the original nonlinear MPC problem such that it becomes a linear programming (LP) problem
by assuming that average traffic speeds for each freeway section are available [66]. This
assumption of having speed data is practical since good speed measurements can be obtained
from dual loop traffic detector stations in the test field [64]. These dual loop detectors are
connected to 2070 controllers under the universal ramp metering system (URMS) framework
in TMC, and, therefore, other traffic state parameters (flow and occupancy) can also be
obtained.
CHAPTER 5. FIELD IMPLEMENTATION OF COORDINATED RAMP METERING
CONTROL 47
Freeway Model
Considering the macroscopic traffic model, a freeway is divided into N segments such that
each segment i has at most one on-ramp and one off-ramp. The following traffic quantities
are defined for each segment i at each time step k:
ρi(k) : Mainline density; number of vehicles in segment i at time step k.
ρ¯i(k) : Estimated/measured mainline density.
ρJi : Jam density of segment i.
fi(k) : Mainline flow (number of vehicles per time step) of vehicles leaving upstream
segment i, moving to downstream segment i+ 1, at time step k.
f¯i(k) : Measured mainline flow.
Fi : Mainline flow capacity of segment i.
wi(k) : Number of vehicles on the on-ramp corresponding to segment i, at time step
k.
wJi : Jam density of the on-ramp corresponding to segment i.
ri(k) : Metering flow rate; number of vehicles entering segment i through its on-ramp
at time step k, determined by the controller in actuated on-ramps.
roi : Maximum possible on-ramp flow for the on-ramp i.
di(k) : Estimated/measured on-ramp demand; flow of vehicles intending to enter the
on-ramp belonging to segment i at time step k.
si(k) : Off-ramp flow; flow of vehicles that leave segment i through its off-ramp at time
step k.
vi(k) : Time mean speed of vehicles moving in segment i at time step k.
ui(k) : Space mean speed of vehicles moving in segment i at time step k.
T : Sampling time or simulation time step size.
λi : Number of lanes in segment i.
Li : Length of mainline segment i.
Loi : Queue capacity of on-ramp i; maximum number of vehicles that the on-ramp
corresponding to segment i can accommodate.
Np: Prediction horizon.
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By the law of conservation, the dynamics of freeway mainlines are described by the
evolution of mainline density ρi(k) over time:
ρi(k + 1) = ρi(k) +
T
λiLi
(fi−1(k) + ri(k)− fi(k)− si(k)) . (5.1)
Since traffic density estimated from a space mean speed ui(k) is more realistic [50], the traffic
flow can be computed for each time step by
fi(k) = λiρi(k)ui(k), (5.2)
where space mean speed ui(k) is assumed to be given. Substituting equation (5.2) into (5.1)
gives a linearized equation:
ρi(k + 1) = ρi(k) +
T
λiLi
(λi−1ρi−1(k)ui−1(k) + ri(k)− λiρi(k)ui(k)− si(k)) . (5.3)
Similarly, the evolution of on-ramp queue is described by the following conservation equation:
wi(k + 1) = wi(k) + T (di(k)− ri(k)) . (5.4)
Supposing that there are ni fixed sensors (loop detectors) on segment i and v¯l(k) is measured
speed from each sensor, the time mean speed is computed by
vi(k) =
1
ni
ni∑
l=1
v¯l(k) (5.5)
Assuming stationary conditions, the space mean speed can be computed from local measure-
ments v¯l(k), using a harmonic mean of the measurements [50]:
ui(k) =
1
1
ni
ni∑
l=1
1
v¯l(k)
. (5.6)
Constraints
In reality, the controlled freeway is subjected to constraints for the maximum and minimum
values of mainline density, on-ramp queue length, and ramp metering rate. These constraints
are formulated as the following inequalities
0 ≤ wi(k) ≤ LoiwJi , (5.7)
0 ≤ ri(k) ≤ min{di(k), roi , λi(Fi − f¯i−1(k)), λiui(k)(ρJi − ρ¯i(k))} , (5.8)
0 ≤ ρi(k) ≤ min{ρJi , φ(ui(k))} . (5.9)
The first inequality constraint, in equation (5.7), is the entrance ramp queue length limit;
the one in equation (5.8) represents the direct constraints on ramp metering rate, which is
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the minimum of the four terms in the braces: the entrance ramp demand, entrance ramp
capacity, and are space available in the mainline (the last two terms). λi(Fi − f¯i−1(k)) is
related to the free-flow case, and λiui(k)(ρ
J
i − ρ¯i(k)) is related to the congestion case. The
third inequality, in equation (5.9), is an indirect constraint on ramp metering rate through
the density dynamics. The function φ(ui(k)) describes the speed versus density, which is
obtained from an empirical study of traffic speed drop [18].
Objective Function
Under the framework of optimal control, controllers are typically designed to minimize or
maximize a single objective function. For ramp metering control, total time spent (TTS)
and total traveled distance (TTD) are two interesting objective functions. TTS is defined as
TTS(k) = T
Np−1∑
j=0
N∑
i=1
Liλiρi(k + j) + αwT
Np−1∑
j=0
N∑
i=1
wi(k + j), (5.10)
where the first term of TTS is also called total travel time (TTT), the second term of TTS
represents time delay due to on-ramp queue, and αw is the on-ramp weighting parameter.
TTD is defined as
TTD(k) = T
Np−1∑
j=0
N−1∑
i=1
Liλifi(k + j) + T
Np−1∑
j=0
LNλNfN(k + j). (5.11)
For tractability reason, these two objective functions are combined into a single cost function
J = TTS− αTTD, (5.12)
where α > 0 is a weighting parameter. Choosing the weighting parameters αTTD,N 
αTTD,0 > 0 emphasizes maximizing the flow on the most downstream segment N and equa-
tion (5.12) can be written as
J =T
Np−1∑
j=0
N∑
i=1
Liλiρi(k + j) + αwT
Np−1∑
j=0
N∑
i=1
wi(k + j)
− αTTD,0T
Np−1∑
j=0
N−1∑
i=1
Liλifi(k + j)− αTTD,N
Np−1∑
j=0
LNλNfN(k + j). (5.13)
The reasons for choosing this objective function in equation (5.12) are as follows: in practice,
TTS is related to vehicle-hour-traveled (VHT), and TTD is related to vehicle-miles-traveled
(VMT). Both VHT and VMT are available in the PeMS system [86], and, therefore, it
is convenient for any freeway user to evaluate the ramp metering control performance by
accessing this open data base. In addition, minimizing TTS may discourage vehicles from
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entering the freeway so that the mainline can have better flow when the mainline density
is higher. Minimizing negative TTD is equivalent to maximizing (positive) TTD, which
encourages vehicles get to enter the freeway. Therefore, to minimize the difference between
TTS and TTD is to formulate the problem as a non-zero sum game. The overall effect of
minimizing the objective function J is to minimize VHT and maximize VMT. In addition,
since freeway efficiency (average speed) is defined as Q = VMT/VHT, minimizing the cost
function J also lead to improved freeway efficiency Q.
Model Predictive Control Schemes
Taking together the freeway model, constraints, and the cost function, the CRM controller
can be formulated according to the general formulation of an MPC controller (receding
horizon predictive control) [12]. At each time step k, the CRM strategy is obtained by
solving the following optimization problem
minimize
ρ,w,r
J = TTS− αTTD
subject to ρi(k + j + 1) = ρi(k + j) +
T
λiLi
(λi−1ρi−1(k + j)ui−1(k + j) + ri(k + j)
− λiρi(k + j)ui(k + j)− si(k + j)),
wi(k + j + 1) = wi(k + j) + T (di(k + j)− ri(k + j)),
0 ≤ ρi(k + j) ≤ min{ρJi , φ(ui(k + j))},
0 ≤ wi(k + j) ≤ LoiwJi ,
0 ≤ ri(k + j) ≤ min{di(k + j), roi , λi(Fi − f¯i−1(k + j)), λiui(k + j)(ρJi − ρ¯i(k + j))},
for i = 1, . . . , N, j = 0, . . . , Np − 1.
Since this problem is a linear programing problem, it can be efficiently solved in real-time
by the Simplex method [87].
On-Ramp Queue Override
The following on-ramp (entrance ramp) queue override scheme has been used jointly with
the CRM algorithm. The queue detector is located about 15% distance to the upstream end
of the entrance ramp. The schematic queue override rule is as follows:
1. If the occupancy of the queue detector is over 70%, then use the maximum lane ramp
metering rate 950 (veh/hr) for 3 cycles (or 1.5 minutes).
2. If the occupancy of the queue detector continues to be higher than 70%, then this
maximum lane ramp metering rate will remain.
CHAPTER 5. FIELD IMPLEMENTATION OF COORDINATED RAMP METERING
CONTROL 51
Simulation Results
Before field test implementation, Aimsun microsimulation model is selected as a test plat-
form for performance evaluation. The proposed CRM algorithm is implemented in the well
calibrated model proposed in Chapter 4. The following system-wide performance indicators
provided by Aimsun have been used for evaluation of the algorithm implemented in the
simulation model: total travel time (TTT), total travel distance (TTD), total delay (TD)
(obtained by deducting hypothetical free-flow travel times from simulated travel times), total
number of stops (TNOS) (used as a system-wide performance parameter for traffic smooth-
ness). By comparing the proposed CRM with the default RM, the improvement of an index
x is calculated by
∆x =
xCRM − xdefault RM
xdefault RM
. (5.14)
In simulation, traffic data of four different days in 2015 is selected as model inputs, which
contains all the on-ramps demand, off-ramp split ratio and freeway most upstream mainlines
flow. The simulation model is executed during AM peak hours from 6:00 AM to 9:30 AM.
Each day was run for 10 replications (random seeds). The 10 replications for each model day
were also different. The results were then averaged over the 10 replications and it is shown
in Table 5.1.
Date ∆ TTT ∆ TTD ∆ TD ∆ TNOS
March 18, 2015 -5.84% 0.78% -12.53% -2.42%
March 19, 2015 -6.29% 0.85% -11.82% -3.23%
September 17, 2015 -5.13% 0.77% -11.73% -2.68%
September 18, 2015 -5.33% 0.86% -11.92% -3.45%
Average -5.65% 0.815% -12% -2.95%
Table 5.1: System-wide performance indicators changes with CRM control
5.4 Field Implementation
Concept of Operations
Figure 5.3 shows the overall system structure of the CRM system and signal flow of the
system. The red arrow starting from the loop detector on the freeway to the PATH computer
in the figure is the measurement of all available field data (flow, speed, occupancy). The
blue arrow starting from the PATH computer to all cabinets (URMS controller in the field)
in the figure is the calculated optimal ramp metering rate by the proposed algorithm. The
yellow arrow in the figure starting from each cabinet (URMS) to its corresponding ramp
metering traffic light is the on-ramp metering light control signal. The PATH CRM computer
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is installed in the Caltrans District 3 TMC and directly links with its intranet for data
acquisition, processing, traffic state parameter estimation, calculating the optimal ramp
metering rate, and sending it to the corresponding on-ramp for activation. The PATH CRM
computer collects traffic data and aggregates it every 30 seconds. The benefits of using this
system structure are the following. The intranet connection with 2070 controllers in the
field used fixed IP addresses. Such an implementation scheme is advantageous. First, it is
simple and direct. Second, there is no middle system between the PATH CRM computer
and the 2070 controllers in the field; therefore, third party support is not necessary. Thirdly,
the PATH computer can access all the raw field data unchanged by any middle system;
therefore, the data are trustworthy. Fourth, such a direct link practically avoids any delays
and data passing errors caused by middle systems.
Traffic 
detector
PATH
Computer
Interface: reading data; 
sending RM rate
Cabinet  1
170/2070
Controller
Cabinet  2
170/2070
Controller
Cabinet  3
170/2070
Controller
Cabinet  N
170/2070
Controller
Figure 5.3: Direct interface between TMC ramp metering computer and CRM controllers;
PATH computer is for data processing and calculation of CRM rate.
Progressive Implementation
Before changing the original fixed-time local responsive ramp metering strategy into the
proposed CRM algorithm, the implemented system runs in a dry-run mode. In this mode,
the computer sends feedback signals (from sensor measurements) from the system to the
controller such that the controller generates a control signal but without implementing the
control signal to the system. By investigating these control signals, one can check the
correctness of control signals, and the parameters in the system can be fine-tuned. The
dry-run phase of this project occurred in the week of September 19-25, 2016. During the
dry-run, calculated CRM rates were saved to files instead of being sent to 2070 controllers for
activation. Those saved files were carefully checked to make sure every part of the system
worked correctly and robustly in the sense that, even if there was some fault in the loop
detector data, historical data from the same time of a day would be used as a backup, and,
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therefore, sensor faults would not significantly affect the CRM calculation. In case there
was a problem in the PATH computer, the 2070 controller in the field would automatically
activate the default LRRM, deactivating CRM. On the day when the CRM was switched
on, the project team monitored the CRM system, adjusted the parameters in the algorithm,
and observed the traffic through D3 freeway traffic video systems and Google traffic maps.
The comparison of CRM rates with default LRRM rates were studied.
The formal tests began on September 26, 2016, although some minor adjustments were
still made in the second week. Then, the algorithm was finalized and extensive data collection
began. The project team keep recording and monitoring traffic data in the field, included
comparison of ramp metering rates of CRM and original local responsive ramp metering for
both AM and PM peak hours, as well as some other freeway traffic parameters.
Monitoring of CRM Rate
To make sure the CRM algorithms were executed correctly, the project team monitored all
traffic data obtained from 2070 controllers during the field test. Information that can be
obtained from the 2070 controller include: onramp name, machine time, field RM ID, control
scheme currently activated (i.e., LRRM or CRM), and cycle count. This information can be
used to tell if the CRM algorithm is activated and identify the problem if is not activated.
Additionally, LRRM and CRM rates were compared for everyday during the tests. Since
the project team only deployed the proposed CRM algorithm in the 11 downstream on-
ramps (the first 5 on-ramps used the original LRRM strategy), it was sufficient to monitor
the downstream 11 on-ramps. Figure 5.4 and Figure 5.5 presents an example comparison
of ramp metering rates in morning and evening peak traffic, respectively. The names of
those 11 downstream on-ramps are listed in Table 5.2. The ramp metering rates for LRRM
(red lines) and CRM (blue lines) control strategies are quite different for AM peak hours.
The results indicates that the proposed CRM can respond to traffic demand (green lines),
since the CRM changes with time and demand differences, whereas most of the LRRMs
give constant metering rates almost all the time. The LRRM metering gives a high ramp
metering value in ramps 14 and 15 from 6:00 AM to 6:30 AM, since the demand is low during
that time.
Monitoring of Queue Length
The proposed CRM algorithm changes the ramp metering light and it also influence the
queue dynamics at each on-ramp. Since the queue detector in the test site is not available,
the actual queue length during the field test cannot be measured directly. Although the
queue length can be estimated by other information around the on-ramp: on-ramp flow,
demand, and its adjacent mainline flow, the accuracy of queue length estimation is very
limited. In order to overcome this equipment limitation, Google Map is used for monitoring
the queue condition at each on-ramp. Besides, Google Map also provides freeway incident
and accident information in real-time, which help us understand if there is an event influence
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Figure 5.4: Comparison of LRRM and CRM rates for AM peak hours on Wednesday, 12
October, 2016.
Figure 5.5: Comparison of LRRM and CRM rates for PM peak hours on Wednesday, 12
October, 2016.
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the field test. The observation was made from 6:00 AM to 9:00 AM every 20 minutes to 30
minutes during the field test. Figure 5.6, Figure 5.7, Figure 5.8, Figure 5.9, Figure 5.10, and
Figure 5.11 are queue monitoring of 11 downstram on-ramps at 7:22 AM on Wednesday, 12
October, 2016. The other monitoring of queue length during morning peak hours by Google
Map on Wednesday, 12 October, 2016 is provided in Appendix A. The observation of queue
length by Google Map indicates that the queue at each on-ramp will not split back to its
adjacent local street and arterial. The on-ramp storage is used without excess its capacity.
Figure 5.6: Monitoring of queue length near EB Calvine Road on-ramp (OR6) and WB
Calvine Road on-ramp (OR 7) at 7:22 AM on Wednesday, 12 October, 2016
5.5 Results and Discussion
The data for performance evaluation field tests were obtained from PeMS [86]. The data for
the stretch of test site SR-99N from postmile 280 to postmile 300 are used. The sampling
time of performance indexes VMT, VHT, and Q is the minimal sampling time provided by
PeMS in hours. Data from before the field test are taken from weekdays from the first week in
October through the first week in November, 2015. Field test data are taken from weekdays
from the first week in October to the first week in November, 2016. The AM ramp metering
activation time is from 6:00 AM to 9:00 AM. The PM ramp metering activation time is from
3:00 PM to 6:00 PM. Note that the field test started from Wednesday, September 19, 2016.
The traffic data from September 19, 2016, to September 30, 2016, are omitted, since the
project team was adjusting system parameters during the beginning of the field test. After
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Figure 5.7: Monitoring of queue length near EB Mack Road on-ramp (OR 8) and WB Mack
Road on-ramp (OR 9) at 7:22 AM on Wednesday, 12 October, 2016
Figure 5.8: Monitoring of queue length near EB Florin Road on-ramp (OR 10) and WB
Florin Road on-ramp (OR 11) at 7:22 AM on Wednesday, 12 October, 2016
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Figure 5.9: Monitoring of queue length near EB 47th Ave on-ramp (OR 12) and WB 47th
Ave on-ramp (OR 13) at 7:22 AM on Wednesday, 12 October, 2016
Figure 5.10: Monitoring of queue length near EB Fruitridge Road on-ramp (OR 14) and WB
Fruitridge Road on-ramp (OR 15) at 7:22 AM on Wednesday, 12 October, 2016
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Figure 5.11: Monitoring of queue length near 12th Ave on-ramp (OR 16) at 7:22 AM on
Wednesday, 12 October, 2016
the duration of system tuning, the traffic characteristics become more representative, making
those data meaningful for analysis. The performance indexes are compared for the same day
of the week for the weeks investigated; for example, Tuesdays in 2015 are compared with
Tuesdays in 2016. This is a reasonable comparison because commuter traffic patterns are
similar for the same weekdays.
Freeway System Performance Indexes
Coordinated ramp metering has been introduced mainly for reducing congestion by regu-
lating the number of vehicles entering the freeway mainline from the on-ramp. There are
several congestion related indicators: freeway efficiency (average speed) [15], average travel
time, duration of congestion, fuel consumption and emissions index [83]. Since the goal
of this project is to evaluate the influence of ramp metering control on a freeway system,
we only consider TTD, TTT/TTS, and mean speed (MS). These traffic indices are equiva-
lent to VMT, VHT and Q, respectively, in the PeMS system [86]. The calculation of these
performance indices in PeMS are as follows.
VMT is the sum of distance (in miles) traveled by each vehicle on the given section
of freeway over a given time period. VMT is equivalent to TTD. Consider a freeway is
partitioned into N segments with length Li for the i-th segment where each segment contains
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at least one loop detector. VMT is computed by
VMT =
N∑
i=1
VMTi, (5.15)
where VMTi(k) = f¯i(k)Li and f¯i(k) is flow measurement at segment i.
VHT is the sum of all trip times (in hours) spent by each vehicle on the given section of
freeway over a given time period. VHT is equivalent to TTT. VHT is computed by
VHT =
N∑
i=1
VHTi, (5.16)
where VHTi(k) = VMTi(k)/vi(k) and vi(k) is the speed at the i-th segment.
Freeway efficiency (mean speed) is expressed in miles per hour (MPH) and is defined as
Q =
VMT
VHT
. (5.17)
From the definition of Q in equation (5.17), VMT is in the numerator of the Q value and VHT
is in the denominator, so increasing VMT or decreasing VHT can make Q increase, which
is consistent with the control objective: maximize TTD or minimize TTS. Therefore, higher
Q values not only indicate better control performance, but also better freeway efficiency.
There is another way to interpret the freeway efficiency Q. Since the unit of Q is the
same as flow over vehicle density (f/ρ), freeway efficiency can also be interpreted as the
mean speed of all trips of the freeway during a period of time. Higher Q values indicate that
the drivers on the freeway gain higher speed on average. Therefore, high Q values indicate
high freeway efficiency. In addition, from a traffic engineering perspective, higher VMT
values indicate that the freeway can be used by more drivers. Lower VHT values indicate
the driver can spend less time travelling on the freeway. Increasing VMT or decreasing VHT
can increase Q, which is equivalent to increasing freeway usage or to reducing travel time.
Therefore, Q is an index of freeway efficiency for both traffic engineers and drivers.
Field Test Results
By comparing the traffic performance indexes before and after the field test, the improvement
resulting from the proposed CRM strategy can be observed. The improvement of an index
x is computed by
∆x =
xafter test − xbefore test
xbefore test
. (5.18)
Figure 5.12 shows the VMT versus Q distribution, where circles represent the data from
morning traffic and crosses represent data from evening traffic. The figure shows that the
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Figure 5.12: VMT versus Q distribution, blue and red colors are traffic data in 2015 and
2016, respectively: (a) during morning peak (b) during evening peak.
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circles are more scattered than the crosses, indicating that the VMT values have larger
variation during the morning traffic than during the evening traffic. Red circles represent
2016 field test data, while blue circles represent 2015 pretest field data. Compared with the
blue circle data cluster, the red circle cluster lies on the right of the VMT axis and above
the Q axis. This comparison indicates the improvement of freeway efficiency indexes Q and
VMT, since more red circles move toward positive Q and positive VMT directions, and it
means the field test increased the freeway efficiency (average speed) Q by increasing VMT
(usage of freeway or increasing demand). Conversely, the scatter of crosses in the figure is
more concentrated than that of circles, which means the evening traffic did not change much
after the CRM control. Therefore, the CRM control increased both the freeway efficiency
and usage during morning traffic more significantly than it did during evening traffic.
The VHT improvement can also be observed by plotting VHT versus Q for both before
and after the field test, as shown in Figure 5.13. In this figure, circles represent the data
from morning traffic, and crosses represent data from evening traffic. The circles are more
scattered than the crosses, indicating that the VHT values have larger variation during the
morning traffic than during the evening traffic (the variation of travel time in AM is larger
than in PM). Again, compared with the blue circle data cluster, the red circle cluster slightly
moves to the left of the VHT axis and above the Q axis. This confirms the finding that the
CRM control resulted in greater improvement in the morning than in the evening.
A summary of the PeMS data comparing avergae VMT, VHT, and Q before and after the
field test is contained in Table 5.3, where bold text indicates improvement of the networks
performance and italic text means deterioration of performance.
Morning ramp metering performance is summarized as follows:
• VMT increased by 5.39% on average.
• VHT decreased by 1.64% on average.
• Q increased by 7.25% on average.
Since VMT and Q increased, we conclude that CRM improved the traffic during morning
peak hours.
Evening ramp metering performance is summarized as follows:
• VMT increased by 2.56% on average.
• VHT increased by 3.04% on average.
• Q decreased by 0.44% on average.
Since the change in both VMT and Q was marginal, we conclude that CRM did not improve
traffic during the evening peak hours.
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Figure 5.13: VHT versus Q distribution, blue and red colors are traffic data in 2015 and
2016, respectively: (a) during morning peak (b) during evening peak.
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The performance evaluation over the five weeks of data showed that freeway efficiency Q
was increased by 7.25% on average for AM peak hours (from 6:00 AM to 9:00 AM) which
usually had congested traffic. For PM peak hours (from 3:00 PM to 6:00 PM), freeway
efficiency Q was decreased by 0.44% on average, which was within the statistical error margin.
Therefore, the CRM algorithm could not improve PM traffic. The obvious reason for a
significant lack of improvement during the evening commute is that the traffic was not
congested most of the time in the PM peak hours, making it difficult for the CRM algorithm
to improve it. This observation suggests that the CRM algorithm is most effective during
congested traffic caused by high demand.
5.6 Summary
In this chapter, the results of a field test of CRM based on MPC is presented. The stretch of
SR-99N between Elk Grove Street and the interchange with SR-50 was used as the test site.
Previously, LRRM was used for the operation along that corridor in peak hours, and LRRM
was still used for the first five upstream on-ramps in this project. The proposed CRM was
implemented for the 11 downstream ramp meters. CRM is essentially different from LRRM
in the sense that LRRM determines on-ramp metering rates based only on local mainline
occupancy/flow data from its immediate upstream detector, whereas CRM determines ramp
metering rates by using mainline occupancy/flow/speed data of the whole freeway and the
demands of all on-ramps. Mathematically, centralized optimization is implemented for this
small freeway using an efficient linear programing solver. Physically, the implemented al-
gorithm controls the SR-99N corridor as a long discharging section in the sense that the
downstream should not be more congested than the upstream traffic on average. We believe
that this is the best strategy to alleviate traffic congestion on freeway.
After the control system was implemented, a progressive test procedure was conducted
for the field tests. First, a dry-run was conducted for the first 2-3 weeks to verify that the
overall system was running well. Then, after 5 weeks of tests and data collection, PeMS
hourly VHT and VMT data were used for performance evaluation. It is noted that PeMS
data are completely independent from the data in PATH computer obtained directly from
the 2070 controllers in the field. By using PeMS data, the project team intended to obtain
objective performance results to the extent possible. To address demand fluctuation, freeway
efficiency (VMT to VHT ratio) was used as the performance parameter, which could be
understood as the average speed. We believed that this ratio could reasonably accommodate
traffic demand fluctuation. The aggregated data over five weeks for VMT/VHT increased by
7.25% for morning peak hours, indicating improvement in congested traffic. For evening peak
hours, the CRM algorithm did not improve traffic, since the traffic is not heavily congested
during that period. This suggests that the algorithm is most effective during congested
traffic caused by high demand.
CHAPTER 5. FIELD IMPLEMENTATION OF COORDINATED RAMP METERING
CONTROL 64
Index Name Control strategy Number of Lanes Number of HOV lanes
OR 1 Elk Grove Blvd LRRM 3 1
OR 2 EB Laguna Blvd LRRM 1 0
OR 3 WB Laguna Blvd LRRM 1 0
OR 4 EB Sheldon Rd LRRM 2 1
OR 5 WB Sheldon Rd LRRM 3 1
OR 6 EB Calvine Rd CRM 2 1
OR 7 WB Calvine Rd CRM 3 1
OR 8 EB Mack Rd CRM 2 1
OR 9 WB Mack Rd CRM 2 1
OR 10 EB Florin Rd CRM 1 0
OR 11 WB Florin Rd CRM 2 1
OR 12 EB 47th Ave CRM 2 1
OR 13 WB 47th Ave CRM 2 1
OR 14 EB Fruitridge Rd CRM 1 0
OR 15 WB Fruitridge Rd CRM 1 0
OR 16 12th Ave CRM 1 0
Table 5.2: List of on-ramp names
6-7 AM 7-8 AM 8-9 AM 3-4 PM 4-5 PM 5-6 PM
2015 VMT 80118.58 74488.19 71804.62 78513.72 75687.66 69856.27
2016 VMT 83900.23 79286.52 75408.84 80324.92 76949.2 72439.83
2015 VHT 2324.12 2020.70 1366.42 1331.05 1305.34 1180.34
2016 VHT 2210.69 1973.29 1398.04 1410.57 1317.57 1206.86
2015 Q 34.47 36.86 52.54945 58.99 57.98 59.18
2016 Q 37.95 40.18 53.93897 56.95 58.40 60.02
∆ VMT 4.72% 6.442% 5.019% 2.307% 1.667% 3.698%
∆ VHT −4.881% −2.346% 2.314 % 5.974 % 0.937 % 2.247 %
∆ Q 10.093% 8.999% 2.644% −3.460 % 0.723% 1.420%
Table 5.3: Summary of both AM and PM hourly performance comparison
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Chapter 6
Field Implementation of Variable
Speed Advisory Control
6.1 Introduction
Variable Speed Advisory (VSA) control seeks to improve freeway efficiency by deferring the
onset of congestion or increasing the effective throughput particularly at congested bot-
tlenecks. Early research regarding Variable Speed Limit (VSL) focused on the concept of
speed homogenization [100] [114]. The research shows that harmonizing the speed along the
freeway and reducing speed differences in different lanes and for lane-changing can improve
freeway efficiency [102]. In practice, VSL/VSA systems have been more widely deployed in
Europe [90] than in the United States [52] [62]. VSL posts speed limits that drivers must
obey, while VSA posts recommended driving speeds that are not legally enforced. Therefore,
driver’s willingness to comply with these two types of methods of control could be different
and produce different levels of driver compliance rates. By the type of control algorithm,
VSL/VSA can be divided into two categories: rule-based [55] [56] and model-based control
[109] [108]. Rule-based VSA system uses pre-defined logic rules and preselect parameter
thresholds to create real-time traffic control, while model-based VSA system uses a pre-
established optimization model with traffic measurement to obtain optimal control action.
Rule-based VSA strategies have been deployed in the United States, namely in Washington
[110], Minnesota [69] [53], Oregon [92] and Missouri [48], and in European countries such as
the United Kingdom [37], Germany [6], and the Netherlands [40]. Few model-based VSAs
have been deployed in the real-world. One example is the SPECIALIST algorithm (SPEed
ControllIng ALgorIthm using Shock wave Theory) and it have performed a field test on a
14 km long stretch on the Dutch A12 freeway [38]. This field test example was designed pri-
marily to address recurrent bottlenecks or moving jams, in which an increase of throughput
typically ranges from 5% to 15%, and to reduce of rear-end collisions.
In California, United States, most of the VSA deployments were originally designed for
warning drivers of weather/road related hazardous conditions, visibility conditions, work
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zones, incidents, and on-ramp/off-ramp/lane closures. A temporary VSA deployment in
these situations is used for managing non-recurring congestion and increasing freeway safety.
However, there have been a few temporary VSA deployments for recurring congestion in
California. Developing an efficient variable speed advisory system that can regulate the traffic
speed levels under the dynamically changing traffic conditions is necessary for improving
freeway safety and alleviating recurrent congestion.
This chapter presents the field implementation test of variable speed advisory (VSA) for
bottleneck flow maximization based on speed and occupancy measurement at the California
State Route 78 Eastbound (SR-78E) corridor in San Diego. The procedure of design VSA
control rules and hardware implementation is explained in this chapter. Field test results
is evaluated by PeMS freeway performance indicators: VMT, VHT, and the VMT to VHT
ratio. It is found that the proposed VSA control rules can be deployed for heavily congested
traffic to alleviate congestion.
6.2 Test Site SR-78E and Available Data Description
The test site of the variable speed advisory (VSA) field implementation is on the SR-78E from
Vista Village Drive in the City of Vista at absolute postmile 6.32 to the freeway interchange
point of SR-78E, and U.S. Route 15 (US-15) in the city of Escondido, at absolute postmile
17.73, as shown in Figure 6.1. This test segment is a three-lane freeway with a posted speed
limit of 65 mph and it has 10 on-ramps and 10 off-ramps. The available vehicle detector
stations (VDS) are shown in Figure 6.2. A fixed message sign (FMS) displaying ”FOLLOW
ADVISORY SPEED” was placed at the starting point of the test site to instruct drivers to
obey the speed posted by the downstream VSA. The posted speed on VSA during morning
and evening peak hours is recommended to drivers but not enforced. The VDS are installed
on the freeway mainline, on-ramps, and off-ramps to collect traffic data, namely volume,
speed, and occupancy, every 30 seconds. This data is sent to PeMS for archiving and to our
system for monitoring and controlling the freeway.
Bottleneck Identification
The scope of this field test is limited to reducing recurrent bottlenecks during morning and
evening peak hours. From daily observation during weekdays, the morning peak hours range
from 6:00 AM to 9:00 AM and the evening peak hours range from 2:00 PM to 19:00 PM.
During peak hours, the speed drops from 60 mph to as low as 15 mph after the onset of
the congestion. Figure 6.3 shows the speed contour for SR-78 Eastbound, plotted from
loop detector data on March 14, 2018. Two recurrent bottleneck locations are identifiable:
Bottleneck 1, which is near San Marcos Blvd. (PM 12.27); and Bottleneck 2, which is
near the freeway interchange point of SR-78E and US-15 (PM 16.6). Bottleneck 2 (the
downstream bottleneck) is caused by diverging traffic from SR-78E to US-15 NB and US-
15 SB. This congestion may propagate back to midstream and activates bottleneck 1 at
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Figure 6.1: Satellite map of SR-78 E test site segment and its bottlenecks.
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Figure 6.2: SR-78E network configuration and VDS deployment
around PM 11, especially during morning peak hours, since high daily commuters enter the
following upstream on-ramps: Sycamore Ave., Las Posas Rd., and San Marcos Blvd. and
it causes the onset of bottleneck 1. In summary, based on traffic characteristic studies and
bottleneck identifications, the critical location for this VSA test is the most downstream
segment around Barham Dr. and Nordahl Rd. Seven VSA signs were placed on the test
site. The VSA locations, their posted speed ranges, and the corresponding mainline VDS
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number are listed in Table 6.1.
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Figure 6.3: SR-78E speed contour, March 14, 2018
Index Abs. PM Min. Speed Max. Speed VDS Location City
FMS 1 6.316 N/A N/A 1108635 Vista Village Dr. Vista
VSA 1 6.822 5 65 1108633 Sunset/Escondido Dr. Vista
VSA 2 9.214 5 65 1108645 Sycamore Ave. Vista
VSA 3 11.36 5 65 1116449 Las Posas Rd. San Marcos
VSA 4 12.27 5 65 1108601 San Marcos Blvd. San Marcos
VSA 5 13.018 5 55 1108699 Twin Oaks Valley Rd. San Marcos
VSA 6 14.856 5 55 1108702 Barham Dr. San Marcos
VSA 7 15.593 5 65 1108706 Nordahl Rd. San Marcos
Table 6.1: VSA locations and its minimum and maximum advisory speed
6.3 Variable Speed Advisory Control Design
Traffic Flow Stabilization
Consider the standard first order model for traffic flow on a single lane freeway parameterized
by x ∈ [0, L] and times t. The dynamics of the density on the freeway is given by Lighthill-
Whitham-Richards (LWR) partial differential equation (PDE):
∂
∂t
ρ(x, t) = − ∂
∂x
{
ρ(x, t)v(x, t)
}
. (6.1)
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The control objective of variable speed limit control is to stabilize traffic flow by commanding
a speed profile v(x, t) such that the density profile ρ(x, t) is close to a desired density profile
ρd(x, t) and the traffic moves at a desired speed vd(x, t) > 0. The desired flow rate is
determined by φd(x, t) = ρd(x, t)vd(x, t). For a single lane freeway, the following assumption
is introduced.
Assumption 6.3.1.
1. The speed profile v(x, t) can be commanded.
2. The dynamics of the desired density and speed profile satisfies
∂
∂t
ρd(x, t) = − ∂
∂x
{
ρd(x, t)vd(x, t)
}
. (6.2)
Define the density error ρ˜(x, t) = ρ(x, t)− ρd(x, t) and consider the control law
v(x, t) = vd(x, t) + vf (x, t) (6.3)
vf (x, t) = −ξ(x, t) ∂
∂x
{
vd(x, t)ρ˜(x, t)
}
(6.4)
where ξ(x, t) ≥ 0.
The speed control laws in equations (6.3) - (6.4) was originally introduced by Li et al. in
1997 [57] for stabilizing traffic flow in Automated Highway Systems (AHS). The dynamics
for the density error, obtained after substituting the control law in equation (6.3) and (6.4)
into (6.1) and using equation (6.2), are
∂
∂t
ρ˜(x, t) = − ∂
∂x
{
ρ˜(x, t)vd(x, t)
}− ∂
∂x
{
ρ(x, t)vf (x, t)
}
. (6.5)
For u : [0, L] → R a real valued function on [0, L], denote the L2 norm by ||u||22 =
∫ L
0
u2dx.
The following theorem states that with equation (6.3) and (6.4) as the speed control, the
desired traffic condition is stable in the L2 sense.
Theorem 6.3.1. [57] Consider the single lane freeway model in (6.1). Suppose that the
inlet flow rate is φ(0, t) = ρd(0, t)vd(0), then, under assumption 6.3.1, the control law in
(6.3) and (6.4) with ξ(x, t) ≥ 0 and ξ(0, t) = ξ(L, t) = 0, is such that the density error
ρ˜(x, t) = 0 ∀x ∈ [0, L] is L2 stable in time.
Proof. Consider the following Lyapunov functional:
W (t) =
1
2
∫ L
0
ρ˜(x, t)2vd(x, t)dx. (6.6)
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Differentiating (6.6) with respect to time and using (6.5),
W˙ (t) =
∫ L
0
ρ˜(x, t) ˙˜ρ(x, t)vd(x, t)dx =−
∫ L
0
ρ˜(x, t)vd(x, t)
∂
∂x
{
ρ˜(x, t)vd(x, t)
}
+ ρ˜(x, t)vd(x, t)
∂
∂x
{
ρ(x, t)vf (x, t)
}
dx. (6.7)
The first term in (6.7) is an exact differential:
1
2
∂
∂x
{
ρ˜(x, t)vd(x, t)
}2
= ρ˜(x, t)vd(x, t)
∂
∂x
{
ρ˜(x, t)vd(x, t)
}
(6.8)
Using the Leibniz rule in the second term of (6.7) and substituting vf (x, t), this term becomes
−
∫ L
0
ρ˜(x, t)vd(x, t)
∂
∂x
{
ρ(x, t)vf (x, t)
}
dx = −1
2
ξ(x, t)ρ(x, t)
∂
∂x
{
ρ˜(x, t)vd(x, t)
}2∣∣∣L
0
−
∫ L
0
ξ(x, t)ρ(x, t)
{ ∂
∂x
{
ρ˜(x, t)vd(x, t)
}}2
dx. (6.9)
Substituting (6.8) and (6.9) into (6.7) yields
W˙ (t) =− 1
2
{
ρ˜(x, t)vd(x, t)
}2∣∣∣L
0
− 1
2
ξ(x, t)ρ(x, t)
∂
∂x
{
ρ˜(x, t)vd(x, t)
}2∣∣∣L
0
−
∫ L
0
ξ(x, t)ρ(x, t)
{ ∂
∂x
{
ρ˜(x, t)vd(x, t)
}}2
dx. (6.10)
By the theorem’s assumptions, the boundary terms in (6.10) can be cancel out: ξ(0, t) =
ξ(L, t) = 0 and φ(0, t) = vd(0)ρd(0, t), ξ(0, t) = 0 implies v(0, t) = vd(0), and therefore
ρ(0, t) = ρd(0, t). Hence,
W˙ (t) ≤ −
∫ L
0
ξ(x, t)ρ(x, t)
{ ∂
∂x
{
ρ˜(x, t)vd(x, t)
}}2
dx ≤ 0, (6.11)
since the density ρ(x, t) ≥ 0. Then W (t) ≤ W (0). Defining vd = inf
(x,t)∈H
vd(x, t), and
vd = sup
(x,t)∈H
vd(x, t),
vd||ρ˜(·, t)||22 ≤ W (t) ≤ W (0) ≤ Vd||ρ˜(·, 0)||22.
Thus, for all t ≥ 0, ||ρ˜(·, t)||2 ≤ α||ρ˜(·, 0)||2 for α =
√
vd/vd, and therefore L2 stability
follows.
Consider the simplified case when both vd and ρd are constant, the control becomes
v(x, t) = vd − ξ(x, t)vd ∂
∂x
ρ(x, t). (6.12)
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If the downstream density is higher than upstream, ∂
∂x
ρ(x, t) > 0, the control law (6.12)
decreases the speed, which prevents a pile-up downstream. Thus, the control law can be
interpreted as a density homogenizing law.
If a freeway segment is divided into N sections for i = 0, · · · , N , let x = i∆x, t = k∆t
and ∆x = xi+1 − xi, the discretization of (6.12) is
v(i∆x, k∆t) = vd − ξ(i∆x, k∆t)vdρ((i+ 1)∆x, k∆t)− ρ(i∆x, k∆t)
∆x
(6.13)
Omitting ∆x and ∆t and using simplified notation y(i∆x, k∆t) := yi(k), (6.13) can be
written as
vi(k) = vd − ξi(k)vdρi+1(k)− ρi(k)
∆x
(6.14)
If we set vd = vi(k − 1), (6.14) becomes an integral type controller
v¯i(k) = vi(k − 1)− Li(k)(ρi+1(k)− ρi(k)) (6.15)
where v¯i(k) is the calculated VSA of section i at time step k, vi(k − 1) is the applied speed
command of section i at time step k − 1, and Li(k) = ξi(k)vi(k − 1)/∆x is the control gain.
The speed command of section i, vi, is able to respond to its downstream density changes.
In practice, it is necessary to set upper and lower bounds on the speed commands of section
i. Then vi(k) must satisfy the following constraint
Vmin,i ≤ vi(k) ≤ Vmax,i (6.16)
where Vmax,i is the maximum speed limit allowed in section i, which is usually set to be
the default speed limit, and Vmin,i is the lowest speed limit we can apply. However, v¯i(k)
calculated by (6.15) may cause unsafe changes of speed limits. Therefore, it is also necessary
to apply constraints (6.17) and (6.18) to the advisory speed, such that the speed command
does not change too abruptly in time. The speed difference between two consecutive time
steps on the same location i cannot be too large,
|vi(k)− vi(k − 1)| ≤ Ci (6.17)
where Ci ≥ 0 is a positive constant represents the largest change of speed commands allowed
between two consecutive time steps in section i. Ci = 5 ∼ 20 km/h is a suggested value.
The speed difference between two consecutive VSA locations during the same time interval
k cannot be too large,
|vi(k)− vi+1(k)| ≤ Di (6.18)
where Di ≥ 0 is a positive constant represents the largest change of speed commands allowed
during the same time interval k between section i and i+1. Di = 5 ∼ 20 km/h is a suggested
value.
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If the average vehicle length is known, the density can be estimated by occupancy mea-
surements [14] and (6.15) can be written as
v¯i(k) = vi(k − 1)−Gi(k)(oi+1(k)− oi(k)) (6.19)
where oi(k) is the occupancy of section i at time step k and Gi(k) is the control gain.
In practice, traffic shockwave propagation speeds on freeway need to be considered when
developing the VSA system. A constant shockwave speed of about 13 mph (or 5.8 m/s) was
calculated in the following reference [63] based on NGSIM data. Since the VSA algorithm
is based on downstream traffic detection, an occupancy or density increase indicates that
congestion happens downstream. If the VSA algorithm looks ahead at least 2 ∼ 3 sections
downstream, and the control update time interval is 30 seconds, then the shockwave could
propagate about 175 meters and the VSA upstream should be able to respond the density
increase shockwave by reducing the feeding flow (via reducing the advisory speed). Therefore,
the shockwave was under detection. However, there could be a time delay depending on
sensor (loop detector) density; the higher density in traffic detector, the less time delay.
A Heuristic Bottleneck Flow Maximization Strategy
In the previous section, a mainline traffic flow stabilization controller was synthesized using
Lyapunov’s direct method. The main goal of advisory speed is bottleneck flow maximization.
From the controller structure, the advisory speed of section i is determined by the occupancy
oi(k) at section i and its immediately downstream occupancy oi+1(k). It is possible to propose
different types of advisory speed strategy based on the occupancy measurements of several
upstream sections to section i.
The advisory speed of section i has determined using the next n downstream occupancy
measurements of section i, as follows
v¯i(k) =
αi
ωi(k)
, (6.20)
ωi(k) = pi0oi(k) + pi1oi+1(k) + · · ·+ pinoi+n(k), 0 ≤ n ≤ N (6.21)
pi0 + pi1 + · · ·+ pin = 1 (6.22)
where αi is a parameter and ωi is the weighted occupancy by parameters pij, j = 0, . . . , n.
The parameter pij can be determined by
pij(k) =
oj(k)
n∑
k=0
ok(k)
, j = 0, . . . , n. (6.23)
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Similarly, the advisory speed of section i can be determined based on the speed measurements
of the next n downstream sections to section i, as follows
v¯i(k) = βiV
w
i (k), (6.24)
V wi (k) = pi0v
m
i (k) + pi1v
m
i+1(k) + · · ·+ pinvmi+n(k), 0 ≤ n ≤ N (6.25)
pi0 + pi1 + · · ·+ pin = 1 (6.26)
where βi is a parameter and V
w
i is the weighted speed by parameters pij, j = 0, . . . , n.
Comparing with the one station look ahead VSA strategy in (6.19), the weighted occu-
pancy strategy in (6.20) or weighted speed strategy in (6.24) can look ahead two or three
sections of downstream traffic since they use downstream data in the determination of the
current section’s VSA. Using multiple downstream data reflects the severity of congestion
(the intensity of congestion) more accurate, therefore the VSA in upstream can give proper
speed regulation. In addition, the detector data should provide the algorithm with sufficient
information to determine the advisory speed. Using multiple downstream data to calculate
the VSA has better detector’s failure tolerance. If one of the downstream detector is malfunc-
tion, the algorithm can still calculate the VSA based on its adjacent downstream detectors.
Since the proposed VSA strategies are based on real-time traffic measurements (speed or
occupancy), these VSA strategies are able to respond to the change of mainline traffic with
proper advised speed. Therefore, they can be applied to the freeway with multiple recurrent
or non-recurrent bottlenecks.
Simulation Results
Before pursuing a field test implementation, the Aimsun microsimulation model was used as a
test platform to conduct performance evaluations. The proposed VSA algorithms was tested
using well calibrated Aimsun model. The following system-wide performance indicators
provided by Aimsun were used for evaluation of the algorithm implemented in the simulation
model: total travel time (TTT), total travel distance (TTD), total delay (TD) (obtained by
deducting hypothetical free-flow travel times from simulated travel times), total number of
stops (TNOS) (used as a system-wide performance parameter for traffic smoothness). By
comparing the proposed VSA algorithm with the no control case, the improvement of an
index x is calculated by
∆x =
xVSA − xNo VSA
xNo VSA
. (6.27)
In the simulations, traffic data obtained from March 15, 2017 was selected to drive the
simulation model. This data contains all the on-ramps demand, off-ramp split ratio and
freeway most upstream mainlines flow. The simulation model was executed during the AM
peak hours from 6:00 AM to 9:30 AM. Each day was run for 10 replications (random seeds).
The 10 replications for each model day were also different. The results were then averaged
over the 10 replications.
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By changing the driver compliance and using different VSA controllers, we can evaluate
their different freeway performance. For practical purposes, a threshold value of occupancy
OTi at the i-th VSA was monitored. Thus, if the measured occupancy is greater than the
set threshold value of occupancy, the VSA is activated, otherwise the VSA keep the measure
speed of its location. OTi was suggested to be 0.12. The look ahead VSA control in (6.19)
with occupancy threshold is
v¯i(k) =
{
vi(k − 1)−Gi(k)(oi+1(k)− oi(k)), if oi(k) > OTi , i = 1, · · · , N
vi(k), else
(6.28)
The simulation results of using look ahead occupancy based VSA control in (6.28) is shown
in Table 6.2.
Using weighted occupancy of next two downstream occupancy, (6.20) with occupancy
threshold is
v¯i(k) =
{
αi
ωi(k)
, if oi(k) > O
T
i , i = 1, · · · , N
vi(k), else
(6.29)
where αi is a parameter and weighted occupancy is
ωi = pi0oi(k) + pi1oi+1(k) + pi2oi+2(k), (6.30)
pi0 + pi1 + pi2 = 1. (6.31)
The parameters used in the simulation were (pi0, pi1, pi2) = (0.5, 0.3, 0.2). Suppose the
maximum flow fmaxi of the mainline is 1800 vehicle per hour per lane. We want to regulate
flow at 80% of the maximum flow, that is 0.8 × 1800 = 1440. Suppose vehicle density can
be estimated by a constant kocci times occupancy, that is ρi = k
occ
i oi and k
occ
i = 1.6. The
operation speed can then be set to
v¯i =
0.8fmaxi
ρi
=
αi
oi
(6.32)
Then, αi is determined by αi = 0.8f
max
i /k
occ
i = 0.8× 1800/1.6 = 900.The simulation results
of using weighted occupancy based VSA control in equation (6.29-6.31) is shown in Table
6.3.
There are several observations that can be drawn from Table 6.2 and Table 6.3. First,
higher driver compliance makes TTT, TTD, TD and TNOS improvement better. The more
drivers follow the advised speed before entering the most downstream bottleneck, the higher
performance the system can reach. It indicates that the VSA controller can regulate the
mainline traffic if certain percentage of drivers obey the advised speed. Second, the overall
performance in Table 6.2 and Table 6.3 are both improving the freeway performance, but
their performance don’t have significant difference. A possible explanation for this observa-
tion is that the test site has only one bottleneck in the most downstream and both of control
CHAPTER 6. FIELD IMPLEMENTATION OF VARIABLE SPEED ADVISORY
CONTROL 75
strategies uses same types of data, i.e. occupancy. If the severity of congestion in the next
downstream of a VSA station is similar to the further downstream of that VSA, then the
advisory speed calculated by only using the next downstream occupancy will be similar to
the VSA strategy using further downstream data.
Driver compliance ∆ TTT ∆ TTD ∆ TD ∆ TNOS
10 % -2.53% 0.39% -9.4% -1.8%
25 % -3.3% 0.4% -8.1% -1.8%
50 % -4.84% 0.81% -11.74% -3.6%
Average -3.56% 0.53% -9.75% -2.4%
Table 6.2: System-wide performance indicators changes with look ahead occupancy based
VSA control (6.28)
Driver compliance ∆ TTT ∆ TTD ∆ TD ∆ TNOS
10 % -2.45% 0.42% -8.92% -1.8%
25 % -3.21% 0.45% -9.32% -1.7%
50 % -4.92% 0.78% -12.72% -3.5%
Average -3.53% 0.55% -10.32% -2.33%
Table 6.3: System-wide performance indicators changes with weighted occupancy based VSA
control (6.29-6.31)
6.4 Field Implementation
The field test was conducted from Tuesday, March 20, 2018 to Friday, May 4, 2018. From
March 20, 2018 to April 9, 2018, the project team was deploying VSA devices in the freeway
and adjusting the system parameters. During this period, the team was fixing bugs, and
making necessary modifications and adjustments to the VSA algorithm. In this field test,
the advisory speed limit would be varied every 30 seconds in 5 mph increments. Further, the
upper limit of the advisory speed limit of each sign was set to 65 mph, while that of lower
limit of the advisory speed limit was set to 5 mph. These algorithms were implemented by
C code, which determined the advisory speed limit values for all seven signs using the speed
measurements uploaded from each loop detector station and each radar detector every 30
seconds through a wireless communication network.
Hardware Architecture
The variable speed advisory (VSA) sign specifically designed for this research in cooperation
with the project team in PATH [85] and engineers at Traffic Logix [103]. Traffic Logix 15
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inch radar sign SafePace 625 are used as the VSA display device in this field test. These
signs are LED panel powered by solar power and backup battery and it also contains a
radar speed detector and a communication module that transmit speed data to the website.
Figure 6.4 shows one of the VSA sign, during the VSA field test, a total of seven such signs
were manufactured and installed along the SR-78E test site. Seven Variable Message Signs
(VMS) with modified firmware were distributed along a 10.8-mile stretch of California State
Route 78 near San Diego, which is shown im Figure 6.4. The firmware and back-end were
modified by the manufacturer (TrafficLogix Corp.) to accommodate the faster update rate
needed for timely traffic data acquisition and sign control. The TrafficLogix Safepace 650
Variable Message Sign was used in this project for several reasons:
1. Capability of changing the speed advisory remotely.
2. Integrated radar for sensing traffic speed.
3. Receipt of radar statistics at 30-second update rate.
4. Speed display update rate of 30 seconds.
5. Solar powered charging system that allowed for continuous operation.
In its standard configuration, suitable for normal traffic operations, the Safepace 650 has an
update interval of 5 minutes. Simulation studies performed at PATH indicated that traffic
patterns can change much faster than 5 minutes, so the engineering staff at TrafficLogix was
asked to modify the firmware on the signs and the back-end server to allow for 30 second
intervals. They also provided an applications programming interface that allowed software
control by the user. When this was done, the signs were successfully deployed.
Software Architectures
Software was constructed as a sequence of processes executed by a parent script. The child
processes communicated with each other via a publish/subscribe database, temporary data
files, and php scripts. This software structure was largely dictated by two different sources
of data (a data feed from Caltrans containing occupancy, flow, and speed over the loops em-
bedded in the highway, and radar data from the signs transmitted from the TrafficLogix data
server located in New York) and one control channel (Variable Speed Advisories that were
output from the control algorithm and sent to the web server in New York for transmission
to the VSA signs).
Variable speed advisories were calculated using an algorithm that applied the most recent
data from the two data sources, namely radar speed from the VSA signs and loop data from
the Caltrans data feed. The occupancy measurement based VSA rules in equations (6.19)-
(6.23) and its constrains in equations (6.16)-(6.18) was implemented in this field test. Since
the update rate of the two data streams was 30 seconds, the data was read and analyzed
every 30 seconds. Upon calculation of the variable speed advisories, the VSAs were sent to
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the TrafficLogix application server for display on the VSA signs. The software architecture
is shown in Figure 6.5. VDS data from loop detectors (bottom data stream) was collected
by Caltrans into an XML file and sent to PATH. Radar statistics from the VSA signs (upper
data stream) were received from TrafficLogix’ web server and forwarded to PATH. Variable
Speed Advisories are calculated in the PATH server and sent to the VSA signs via the
TrafficLogix server. The data collected from the field, as well as the VSAs, were sent to the
VSA web page for display.
Figure 6.4: TrafficLogix Safepace 650 Variable Message Sign
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Figure 6.5: Software architecture of the variable speed advisory system
6.5 Field Test Results
All seven VSA devices were installed at the SR-78 Eastbound test site before March 16, 2018.
After a 3-week system tuning period from March 19, 2018 to April 8, 2018, the system was
finally activated at approximately 6:00 AM on April 9, 2018, and the data for the “after”
period was collected until May 11, 2018.
Flow Study
Since traffic flow fluctuates day to day, this study averages the flow on weekdays during the
field test to compare the change in flow patterns under VSA control. For the no-control
period, no VSA signs were placed on the freeway shoulder. In the field test period, VSA
signs were placed and activated during morning peak hours (from 6:00 AM to 9:00 AM)
and evening peak hours (from 2:00 PM to 7:00 PM). The VSA field test were implemented
from April 9 to May 4, 2018. Recurrent morning congestion happened at San Marcos Blvd.
(the location of VSA 4 near bottleneck 1) and at Nordahl Rd. (the location of VSA 7
near bottleneck 2). Figure 6.6 (a) and (b) show 5 minutes aggregated flow from all mainline
loop detectors near VSA during morning and evening peak hours, respectively. These figures
present no VSA control (average weekday flow from May 7 to May 11, 2018) and VSA control
(average weekday flow from April 9 to May 4, 2018) cases, respectively. Except for the flow
near San Marcos Blvd. (VSA 4), these plots indicate that the flow patterns are similar in
the no control and VSA control cases, which indicates that traffic demand was stable and
comparable in the no control and VSA control cases. As shown in Figure 6.6 (a), the average
flow of morning peak hours near San Marcos Blvd. (VSA 4) increased from 4100 vph to
4500 vph after the VSA deployment and the average flow near Nordahl Rd. (VSA 7) also
increased slightly. As shown in Figure 6.6 (b), the average flow of evening peak hour near
San Marcos Blvd. (VSA 4) increased from 2700 vph to 3200 vph. This observation indicates
that the traffic flow near San Marcos Blvd. (the midstream bottleneck 1) was improved.
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Figure 6.6: Comparison of flow between no control and VSA control: (a) during morning
peak (b) during evening peak
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Speed Study
When vehicles pass a congestion bottleneck, the deceleration and acceleration cause a capac-
ity drop. Ideally, if drivers follow the advisory speed posted by VSA, the upstream discharge
flow can be reduced by lowering the driving speed limit, and then gradually raising speed
limits after vehicles pass downstream bottlenecks. In this way, VSA reduces the occurrence
of congestion, stop-and-go conditions, shock waves, and capacity drop. Figure 6.7 (a) and
(b) present the 5 minutes aggregated speed profile at each VSA location during morning and
evening peak hours, respectively. These figures present no VSA control (average weekday
speed from May 7 to May 11, 2018) and VSA control (average weekday speed from April 9 to
May 4, 2018) cases, respectively. The morning mainline speed profile in Figure 6.7 (a) shows
that downstream speeds at the VSA 5, VSA 6, and VSA 7 locations under VSA control were
higher than those under no control scenario. For the upstream mainline speeds at the VSA
2, VSA 3 and VSA 4 locations, although the speeds were lower than those under no control
scenario, the upstream speeds were maintained around 55 mph from 7:30 AM to 9:00 AM,
which is desirable since the upstream speed slowed down and kept a stable speed to delay
the downstream congestion onset. Therefore, the downstream bottleneck (bottleneck 2) the
downstream bottleneck speed were increased by VSA control and it also prevented drastic
speed drops in the most downstream during the morning peak hours. The evening mainline
speed profile in Figure 6.7 (b) shows that speed in all VSA locations under VSA control was
only slightly higher than those under no control scenario. However, the speed variations at
the VSA 4, VSA 5, VSA 6 locations from 3:00 PM to 6:00 PM under VSA control were
lower than those no control scenario, which indicates that advisory speeds can smooth speed
transitions.
Figure 6.8 (a) and (b) present the 30 second speed data and advisory speed at each VSA
location on April 26, 2018 during morning and evening peaks, respectively. The morning
peak hours from 7:00 AM to 9:00 AM in Figure 6.8 (a) show that the advisory speed at
the VSA 7 location became lower than the measured speed when the most downstream
congestion onset at 6:30 AM and those upstream VSA also recommended deceleration from
6:30 AM to 8:00 AM. The speeds during the evening peak in Figure 6.8 (b) shows that the
advisory speed was generally lower than the measured speed when congestion onset at the
VSA 4, VSA 5, VSA 6, and VSA 7 locations from 3:00 PM to 5:30 PM and then the advisory
speed was gradually raising after 5:30 PM (the congestion dissipates). The comparison in
Figure 6.8 shows that the advisory speed is reasonable and achievable, which encourage
drivers to follow the VSA and therefore improves freeway mobility, rather than confuse them
and reduce traffic performance.
Compliance per VSA speed
Figure 6.9 (a) and (b) shows a box plot of the speed compliance at each of the advisory
speeds from April 23, 2018 to April 27, 2018 for both morning and evening peak hours,
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Figure 6.7: Comparison of speed between no control and VSA control: (a) during morning
peak (b) during evening peak
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Figure 6.8: Comparison between speed profiles and advisory speed (30 second data) in April
26, 2018: (a) during morning peak (b) during evening peak
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respectively. The driver compliance si(k) of section i at time step k is defined as
si(k) = v¯i(k)− vmi (k) (6.33)
where v¯i(k) is the VSA of section i and v
m
i (k) is measured speed of section i. The median
compliance slightly less than zero means that vehicles are traveling at speeds lower than the
advisory speed. At times when the VSA displays a speed above 50 mph (65, 60, 55, and
50 mph), the compliance level is between 10 mph and −10 mph, which indicates that the
posted speed for drivers is feasible.
Variable Speed Advisory Profile
The variable speed advisory calculated by the algorithm varied by both freeway segment
and the traffic conditions during the field test period. Figure 6.10 (a) and (b) shows the
maximum advisory speed given for any of the seven freeway segment zones was 65 mph
except for locations 5 and 6 has maximum advisory speed in 55 mph and the minimum of
advisory speed is 5 mph, which indicate the message sign post the expected maximum and
minimum values. Comparing the average measured speed (blue line with stars) with posted
average VSA speed (red line with circles) in Figure 6.10 (a) and (b), it shows that average
speed is close to the posted VSA in average, which indicates that most drivers in the test
site can follow the posted speed smoothly.
Figure 6.11 (a) and (b) shows the speed difference between two consecutive VSA signs
during morning and evening peak, respectively, which is calculated by
∆v = vi+1 − vi, i = 1, · · · , 6 (6.34)
where vi is the advisory speed of the i-th VSA and vi+1 is the advisory speed of the down-
stream of the i-th VSA. Figure 6.11 shows that the changes between the advisory speed are
around 10 mph during 80 percent of the test time, which indicates that drivers are requested
a speed reduction less than 10 mph and therefore the change of advisory speed is acceptable.
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Figure 6.9: Compliance (advisory speed minus measured speed) in 30 second data from
4/23/2018 to 4/27/2018: (a) during morning peak (b) during evening peak
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Figure 6.10: VSA profile: (a) during morning peak (b) during evening peak
Freeway Performance Study
Variable advisory speed (VSA) is introduced mainly for alleviating freeway congestion and
improving safety by homogenizing vehicle speeds. In order to study the influence of VSA
control, three main freeway performance indices: VMT (5.15), VHT (5.16), and Q (5.17) are
considered in this research. The data for freeway performance evaluation is obtained from
PeMS [86]. The data for the segment of test site SR-78E from postmile 6.316 to postmile
15.593 are used. Hourly data VMT, VHT, and Q are used in this study. The VSA test
duration is the morning peak hours and afternoon peak hours in the weekdays from April 9,
2018 to May 4, 2018, four weeks of VSA test in total. The AM VSA activation time is from
6:00 AM to 9:00 AM. The PM VSA activation time is from 2:00 PM to 7:00 PM. Two weeks
of weekday data (without VSA control): from March 12, 2018 to March 16, 2018 and from
May 7, 2018 to May 11, 2018 are selected as baseline for freeway performance comparison.
The improvement of an index x is computed by
∆x =
xwith VSA − xwithout VSA
xwithout VSA
. (6.35)
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Figure 6.11: Advisory speed changes between adjacent signs: (a) during morning peak (b)
during evening peak
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Table 6.4, Table 6.5, and Table 6.6 show average VMT, VHT, and Q along the test
site during morning and evening field test period, respectively. The morning average VMT
is 50957.70 Veh-Miles and the evening average VMT is 47261.71 Veh-Miles. The morning
average VHT is 979.07 Veh-Hours and the evening average VHT is 1208.45 Veh-Hours. The
morning average Q is 53.22 mph and the evening average Q is 44.65 mph.
Test week, VMT (Veh-Miles) 6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
4/9/2018 - 4/13/2018 54429.26 50702.52 46996.4 48852.64 50468.84 51000 47226.16 40287.66
4/16/2018 - 4/20/2018 55351.58 50822.68 47635.8 50646.44 50315.38 50742.28 45592.64 37796.38
4/23/2018 - 4/27/2018 55419.54 51389.82 46597.72 48593.16 47882.56 50223.76 46286.16 37519.84
4/30/2018 - 5/4/2018 54871.28 51273.84 46002.02 52655.9 52344.86 52429.5 47111.34 37258.7
Average VMT 55017.91 51047.21 46807.98 50187.03 50252.91 51098.88 46554.07 38215.64
Table 6.4: Summary of both AM and PM hourly VMT during field test
Test week, VHT (Veh-Hours) 6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
4/9/2018 - 4/13/2018 1129.22 966.26 806.22 1710.02 1687.46 1554.5 915.9 626.96
4/16/2018 - 4/20/2018 1137.18 1004 816.7 1554.98 1630.1 1434.7 819.48 575.58
4/23/2018 - 4/27/2018 1096.34 1031.12 776.12 1482.34 1712.56 1538.96 877.26 569.8
4/30/2018 - 5/4/2018 1152.66 1041.02 792.06 1482.22 1417.74 1219.1 799.04 560.38
Average VHT 1128.85 1010.6 797.775 1557.39 1611.965 1436.815 852.92 583.18
Table 6.5: Summary of both AM and PM hourly VHT during field test
Test week, Q (mph) 6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
4/9/2018 - 4/13/2018 48.71 53.21 58.45 29.44 30.79 33.62 52.29 64.28
4/16/2018 - 4/20/2018 49.76 51.58 58.44 33.52 31.46 35.86 55.81 65.73
4/23/2018 - 4/27/2018 51.13 51.63 60.15 32.82 29.67 34.07 53.69 65.84
4/30/2018 - 5/4/2018 47.73 49.68 58.22 36.38 38.38 43.79 59.08 66.58
Average Q 49.33 51.52 58.81 33.04 32.57 36.83 55.21 65.60
Table 6.6: Summary of both AM and PM hourly Q during field test
Baseline 3/12/2018 - 3/16/2018 6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
VMT (Veh-Miles) 51713.88 48239.8 46757.66 52521.58 50946.14 51431.44 46941.72 37900.66
VHT (Veh-Hours) 1340.3 1267.5 869.24 1470.82 1507.84 1453.76 868.18 642.64
Q (mph) 39.8 42.3 54.77 36.29 33.86 35.47 54.23 60.86
Table 6.7: Summary of both AM and PM hourly VHT, VMT and Q during March 12, 2018
- March 16, 2018
In order to study the field test result, the data without VSA activation before the VSA
field test, listed in Table 6.7 and the data without VSA activation after the VSA field
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Baseline 5/7/2018 - 5/11/2018 6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
VMT (Veh-Miles) 54502.2 51302.9 45197.48 50323.46 48961.12 50683.56 46360.28 37512.9
VHT (Veh-Hours) 1134.48 1015.3 741.84 1520.7 1639.06 1534.4 946.18 582.56
Q (mph) 48.50 51.02 60.97 33.77 30.33 33.32 50.07 64.76
Table 6.8: Summary of both AM and PM hourly VHT, VMT and Q during May 7, 2018 -
May 11, 2018
test, listed in Table 6.8 are selected as baselines for evaluation. The comparison of freeway
performance between the average of four VSA field test week and baseline data is contained
in Table 6.9 (using data from March 12, 2018 to March 16, 2018 as a baseline) and Table
6.10 (using data from May 7, 2018 to May 11, 2018 as a baseline), where bold text indicates
improvement of the networks performance and italic text means deterioration of performance.
In Table 6.9, the morning average ∆VMT is 4.10% and the evening average ∆VMT is -1.28%;
the morning average ∆VHT is -14.75% and the evening average ∆VHT is 0.12%; the morning
average ∆Q is 17.71% and the evening average ∆Q is 0.14%. In Table 6.10, the morning
average ∆VMT is 1.33% and the evening average ∆VMT is 1.09%; the morning average
∆VHT is 2.19% and the evening average ∆VHT is -3.07%; the morning average ∆Q is -
0.27% and the evening average ∆Q is 5.47%. By averaging the improvement of performance
index in Table 6.9 and Table 6.10, the overall performance evaluation results are summarized
as follows:
Morning variable speed advisory performance:
• VMT increased by 2.72% on average.
• VHT decreased by 6.28% on average.
• Q increased by 8.71% on average.
Evening variable speed advisory performance:
• VMT decreased by 0.096% on average.
• VHT decreased by 1.47% on average.
• Q increased by 2.80% on average.
The results of the performance analysis illustrated an improvement in all three PeMS
performance measures. During the AM peak hours (from 6:00 AM to 9:00 AM), VMT
increased by 2.72%, VHT decreased by 6.28%, and Q increased by 8.71%. In PM peak hours
(from 2:00 PM to 7:00 PM), two of the three performance measures improved. VMT did
not have noticeable improvement, while VHT decreased by 1.47% on average, and therefore
Q increased by 2.80% on average. On SR-78E the PM peak hours experiences higher traffic
demand, as well as a greater percentage of non-commuters. These two factors may have
had some influence in the lower PM performance improvements. As for driver compliance, it
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gradually improved as the test progressed and the increase in driver compliance was generally
in line with an improvement in system performance.
6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
∆ VMT 6.38% 5.81% 0.10% −4.44 % −1.36 % −0.64 % −0.82 % 0.83%
∆ VHT −15.77% −20.26% −8.22% 5.88 % 6.90 % −1.16% −1.75% −9.25%
∆ Q 23.95% 21.80% 7.38% −8.95 % −3.79 % 3.84% 1.82% 7.80%
Table 6.9: Summary of both AM and PM hourly performance comparison, comparing to
March 12, 2018 to March 16, 2018
6-7 AM 7-8 AM 8-9 AM 2-3 PM 3-4 PM 4-5 PM 5-6 PM 6-7 PM
∆ VMT 0.94% −0.49 % 3.56% −0.27 % 2.63% 0.81% 0.41% 1.87%
∆ VHT −0.49% −0.46% 7.54 % 2.41 % −1.65% −6.35% −9.85% 0.10 %
∆ Q 1.71% 0.98% −3.53 % −2.16 % 7.40% 10.54% 10.28% 1.30%
Table 6.10: Summary of both AM and PM hourly performance comparison, comparing to
May 7, 2018 to May 11, 2018
6.6 Summary
In this study, the variable speed advisory freeway traffic management based on occupancy
and speed measurement was developed and implemented at the stretch of SR-78E between
Vista Village Drive and the interchange with US-15, which is one of the most congestion
interchanges in San Diego. At the test site, seven VSA signs, which were updated every 30
seconds in real-time, were deployed at the shoulder of the road for advisory speed display.
The VSA system was activated during the morning peak periods of 6:00 AM - 9:00 AM
and evening peak periods of 2:00 PM - 7:00 PM on weekdays. After the control system
was implemented, a progressive test procedure was conducted for the field tests. First, a
dry-run (VSA was calculated and saved but not displayed) was conducted for the first 2
weeks to verify that the overall system was running well. Then, after 4 weeks of tests and
data collection, PeMS hourly VHT and VMT data were used for performance evaluation.
It was noted that PeMS data is completely independent from the data in PATH computer
obtained directly from the 2070 controllers in the field. By using PeMS data, the project
team intended to obtain objective performance results to the greatest extent possible. To
address demand fluctuation, the freeway efficiency (VMT to VHT ratio) was used as the
performance parameter, which could be understood as the average speed. We believed that
this ratio could reasonably accommodate traffic demand fluctuation. The data used for VSA
OFF was collected in the week (3/12-3/16, 2018) right before VSA signs were mounted, and
the week (5/7-5/11, 2018) right after VSA signs were removed. The aggregated data over four
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weeks when VSA was ON compared to the data with VSA OFF for average speed (freeway
efficiency) increased by 8.71% for morning peak hours, which indicates an improvement in
congested traffic. For evening peak hours, average speed (freeway efficiency) increased by
2.8%, which is marginal. This suggests that the algorithm is effective for congested traffic
caused by high demand. The simplicity of the advisory speed strategy developed in this
study and the flexibility of the hardware/software system used for the field test indicate the
possibility of adopting the proposed variable advisory speed system as one of the regular
tools for freeway management.
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Chapter 7
Signalized Intersections Offset
Optimization
7.1 Introduction
In arterial road networks, vehicle idling time at signalized intersections is a major source of
delays and emissions. Minimization of idling time can be achieved by aligning signal offsets
to encourage sequences of green lights along heavily utilized roads. The offset optimization
problem as proposed in [21] approximated queueing processes with sinusoids and sought to
minimize queue oscillations which appear with ill times offsets. The problem is amenable
to semidefinite relaxation (SDP), which was used to both certify a lower bound on the
minimization problem and as a heuristic to obtain near optimal offsets.
For larger networks with thousands of intersections, interior point solvers used in SDPs
typically run out of memory. The Burer-Monteiro (BM) method is suggested for solving SDPs
to avoid the expensive conic constraints and dramatically reduce the number of optimization
variables [11]. This method is a non-linear heuristic for solving SDPs with low rank solutions
with surprisingly good results in practice; prior uses of the BM method include e.g. matrix
completion [89] and angular synchronization [97].
This chapter presents two examples of demonstrating both the Burer-Monteiro algo-
rithm’s scalability as well as improvements to common traffic metrics in a microscopic sim-
ulation. The first synthetic example with 1771 intersections in the Manhattan borough of
New York City, highlights the scalability of the Burer-Monteiro algorithm to a network with
thousands of intersections. Out second example with 420 intersections is a microscopic sim-
ulation of Pasadena, a suburb of Los Angeles, California. This simulation uses real green
splits, cycle times, and empirically observed demand and was provided by the Connected
Corridors project at UC Berkeley [20]. The optimized offsets outperform existing offsets,
despite modeling assumptions such as a universal cycle time, sinusoidal queueing dynam-
ics, and constant travel time. Specifically the optimized offsets reduce the delay and queue
occupancy.
CHAPTER 7. SIGNALIZED INTERSECTIONS OFFSET OPTIMIZATION 92
Source 
Figure 7.1: Example network
7.2 Traffic Flow Model of Intersections
We describe the routing model and queue dynamics adopted previously for the offset opti-
mization problem by Coogan et al. [21].
A traffic network is modeled as a directed graph G = (S∪{},L) with a set of links/roads
L and nodes/signalized intersections S. Each link has a vehicle queue where vehicles wait
to be discharged. Let σ : L 7→ S map a link to the signalized intersection that actuates a
link’s queue. Similarly, τ : L 7→ S∪{} maps a link to the signalized intersection from which
vehicles enter the link. When τ(l) =  then link l is an entry link and no such upstream
link exists; such a l is an entry link and E = {l ∈ L : τ(l) = }. Vehicles on l flow from
the upstream intersection τ(l) to the downstream intersection σ(l). An illustration of the
notation is provided in Figure 7.1.
Each intersection uses a fixed time control strategy where a periodic sequence of non-
conflicting links are allowed to discharge vehicles.
Assumption 7.2.1. Each signalized intersection in the network has a common cycle period
T or, identically, a common cycle frequency ω = 2pi
T
.
Each link has an associated queue where vehicles wait to be released. We assume a fluid
model for queues, which have a length qk(t) ∈ R≥0 at time t and exhibit continuous dynamics
driven by arrivals and departures for all l ∈ L:
q˙l(t) = al(t)− dl(t).
Link flows are controlled with red and green lights. Signals at all intersections obey a global
clock and each intersection s has an offset θs ∈ [0, 2pi] that represents a phase difference
from that global clock. During each period, each link is actuated with a contiguous green
subinterval. The middle of that subinterval is given by a green split γl ∈ [0, 2pi] and hence
the middle of link l’s green interval is actuated on t = 2pin + θσ(l) + γl for n = 1, 2, . . ..
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Figure 7.2: Green splits of a four way intersection.
Figure 7.2 shows a typical signal configuration for a four-way intersection, where the North-
South movements and East-West movements are actuated on disjoint intervals. East-West
links 1,3 have green splits γ1, γ3 =
pi
2
and North-South links 2,4 have green splits γ2, γ4 =
3pi
2
.
Parameter βkl ∈ [0, 1] is the proportion of the vehicles exiting link k that enter link l. If
Ak is the average flow of vehicles exiting link k, then the average flow of vehicles entering
link l from k is βklAk. Flows can only be non-zero on adjacent links; more precisely, βkl 6= 0
only if τ(l) = σ(k). Furthermore,
∑
l∈L βkl ≤ 1 where strict inequality signifies that some
vehicles are exiting the network of modeled roads.
This framework is general enough to accommodate more granular models that include
multiple lanes and unsignalized intersections such as stop signs or junctions. The microsim-
ulation benchmark required a mild reformulation of the model above and further details are
provided in Section 7.4.
Approximation with Sinusoids
For a network where all signalized intersections have a cycle time and the network is able to
accomodate exogenous arrivals, the network is in a periodic steady state [73].
Assumption 7.2.2. We assume that the network is under a periodic steady state with a
period given by T = 2pi
ω
, i.e.,
∀l ∈ L xl(t) = xl(t+ Tn) for n = 1, 2, . . . . (7.1)
The partitioning of a period into red and green subintervals induces a platooning effect
where the departure rate of vehicles has peaks and troughs. This effect is approximated by
modeling arrival and departure rates as sinusoids.
Entry Links
Entry links l ∈ E are assumed to have a periodic arrival rate al(t)
al(t) := Al + αl cos(ωt− ϕl) (7.2)
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where Al represents the mean arrival rate, αl encodes a fluctuation, and ϕl is centered at
the peak arrival rate. It’s clear that Al, αl ≥ 0 and Al ≥ αl.
To obtain the departure process, first note that under the steady state assumption∫
T
al(t)dt =
∫
T
dl(t)dt. (7.3)
The departure rate dl(t) is then approximated with a sinusoid with a peak at the offset
ϕσ(l) + γl.
dl(t) := Al(1 + cos(ωt− ϕσ(l) − γl)) ∀l ∈ E . (7.4)
Internal Links
For non-entry link l the arrival rate is a sum of the departure rates of upstream links, except
with an appropriate scaling factor from turning ratios and a travel time λl ∈ [0, 2pi] on link l
al(t) =
∑
k∈L
βklAk(1 + αl cos(ωt− θσ(k) − γk − λl)). (7.5)
If τ(l) = σ(k) for any k, l such that βkl 6= 0 then
al(t) = Al + αl cos(ωt− θτ(l) − ϕl) (7.6)
where αl and ϕl for l ∈ L \ E are
αl =
√√√√(∑
k∈L
βklAk cos(γk)
)2
+
(∑
k∈L
βklAk sin(γk)
)2
(7.7)
ϕl = λl + tan
−1
(∑
k∈L βklAk sin(γk)∑
k∈L βklAk cos(γk)
)
. (7.8)
Note that conservation of mass ensures that∑
k∈L
βklAk = Al. (7.9)
The departure process is identical as for entry links:
dl(t) := Al(1 + cos(ωt− ϕσ(l) − γl)) ∀l ∈ L. (7.10)
An internal queue’s rate of change is given by
q˙l(t) = al(t)− dl(t) (7.11)
= αl cos(ωt− θτ(l) − ϕl)− Al cos(ωt− θσ(l) − γl). (7.12)
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Through a simple application of Euler’s identity and phasors, the sum can be simplified to:
q˙l(t) = Ml cos(ωt− ηl)
for some phase shift ηl and amplitude:
Ml(θ) =
√
A2l + α
2
l − 2Alαl cos
(
(θσ(l) + γl)− (θτ(l) + ϕl)
)
. (7.13)
The resulting explicit representation of ql(t) as a function of θ is:
ql(t) =
Ml(θ)
ω
cos(ωt− ηl) + Cl (7.14)
where Cl > 0 is a constant representing the average queue length with respect to time.
Optimization by Minimizing Queue Oscillation
For each link consider the cost function:
Jl(θ) =
(
Ml(θ)
ω
)2
and observe from (7.13) that this shares a minimum with Rl(θ) = −Alαl cos
(
(θσ(l) + γl) −
(θτ(l) + ϕl)
)
. Both Jl(θ) and Rl(θ) are minimized when:
θσ(l) + γl = θτ(l) + ϕl. (7.15)
Condition (7.15) intuitively means that center of the green light θσ(l) + γl of intersection
σ(l) should match the time θτ(l) + ϕl when the vehicle arrival rate from τ(l) peaks. Condi-
tion (7.15) is easily satisfied with a single link l and a pair of intersection offsets θσ(l), θτ(l) but
this is generally not the case for entire networks with complex topologies. Since such con-
straints cannot be satisfied simultaneously, we consider the sum
∑
l∈LRl(θ) as an objective
function:
min
θ
−
∑
l∈L
Alαl cos
(
(θσ(l) + γl)− (θτ(l) + ϕl)
)
. (7.16)
The Al component of the coefficient weights prioritizes links with higher flow. The αl com-
ponent prioritizes links with higher arrival rates fluctuation; these links would benefit more
from well aligned offsets.
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7.3 Offset Optimization Algorithm
Reformulating as a Semidefinite Program
The offset optimization problem (7.16) is non-convex but is readily amenable to semi-definite
relaxation. After introducing the substitution z = (xs, ys) where xs = cos(θs) and ys =
sin(θs), we can construct a W using trigonometric sum and difference identities such that
the objective in (7.16) is equal to zTWz. For s, u ∈ S, let
W1[s, u] = −
∑
l∈Ls→u
Alαl cos(ϕl − γl)
and
W2[s, u] = −
∑
l∈Ls→u
Alαl sin(ϕl − γl)
where
Ls→u = {l ∈ L|τ(l) = s and σ(l) = u}.
Finally, we arrive at W :
W¯ =
[
W1 W2
−W2 W1
]
,W =
1
2
(W¯ + W¯ T ).
Each pair xs, ys must also satisfy x
2
s+y
2
s = 1. This constraint is encoded via a set of matrices
Ms which essentially act as indicator functions that select elements of z. Let Es ∈ R|S|×|S|
have only one non-zero element such that Es[s, s] = 1. Then,
Ms =
[
Es 0
0 Es
]
.
The optimal value of problem (7.17) is equivalent to the original problem (7.16).
min
z∈R2|S|
zTWz (7.17)
s.t. zTMsz = 1 ∀s ∈ S.
Problem (7.17) is a non-convex quadratically constrained quadratic program (QCQP) that
can be reformulated to a semidefinite program (SDP) with a rank constraint by using the
circular property of the trace: Tr(zTWz) = Tr(WzzT ). Let Z = zzT , we get
min
Z0
Tr(WZ) (7.18)
s.t. Tr(MsZ) = 1 ∀s ∈ S
rank(Z) = 1.
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The equivalent rank-constrained SDP formulation in (7.18) is a nonconvex problem due to
its rank constraint. Dropping the rank constraint yields a convex optimization problem:
min
Z0
Tr(WZ) (7.19)
s.t. Tr(MsZ) = 1 ∀s ∈ S.
Because (7.19) is a relaxed convex SDP, the feasible set of problem (7.19) contains the feasible
set of problem (7.18), and therefore, a solution to (7.19) provides a lower bound on (7.17)
and when a minimizing Z is rank 1, then it is a tight lower bound.
Recovering a Feasible Solution from the SDP
For rank 1 solutions to the SDP we can transform back to the offsets via
θs = arctan
(
ys
xs
)
∀s ∈ S. (7.20)
In general, the solution to the semidefinite relaxation is not guaranteed to yield a rank
one solution and be feasible for the original problem. One may consider taking the principal
eigenvector of the minimizer X = RRT and feed it to equation (7.20); however, this is
often not a local minimum, let alone a global minimum. A reasonable heuristic is to use
the principal eigenvector as an initial point for our non-linear solver routine applied to the
original offset optimization problem (7.16).
Burer-Monteiro Algorithm
Interior point solvers for semidefinite programs begin to run out of memory roughly when
|S| is in the low thousands. The Burer-Monteiro algorithm for solving SDPs [11] applies
the nonlinear change of variables Z = RRT where R ∈ R2|S|×r has a rank upper bound of
r ≤ 2|S|.
min
R∈R2|S|×r
Tr(WRRT ) (7.21)
s.t. Tr(MsRR
T ) = 1 ∀s ∈ S.
Although we pay the cost of transforming an originally convex optimization problem to a
nonlinear program, we are free of conic constraints and dramatically reduce the dimension of
the search space. Moreover, we are able to use memory-efficient first order and quasi-Newton
methods.
Two key insights highlight the intuition behind the algorithm. First, for problems with
compact search spaces there exists a global optimum of (7.19) of rank at most r∗ where
r∗(r∗+1)
2
≤ |S| [5][84]. Thus, for r∗ ≤ r the minima of (7.19) and (7.21) are equivalent. Second,
it is commonly the case that a local minimum of (7.21) with R ∈ R2|S|×r is either a global
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Local
Optimum?
L-BFGS
Update dual variables
ߣ, penalty σr += 1
N Y
r = 1
Figure 7.3: Control flowchart of the Burer-Monteiro Algorithm. The dashed box denotes the
rank r subroutine in Algorithm 1.
minimum or can be escaped by increasing the rank of the search space to R ∈ R2|S|×(r+1).
Conditions for when this escape property holds have been a subject of theoretical interest;
recent results [10] show that for SDPs where the solution set is a smooth manifold, the set of
problematic matrices W where local minima do not have an escape is of measure 0. Both of
these insights suggest that one can use the flowchart in Figure 7.3 to solve the SDP, where
the dashed box encloses a subroutine to find local minima which we explain next.
Problem (7.21) is a equality constrained non-linear programming problem which we opt
to solve with the method of multipliers [7]. The method of multipliers enforces the trace
condition Tr(MsRR
T ) = 1 with an augmented Lagrangian, which utilizes dual variables λ
and penalty factor σ to penalize infeasibility:
L(R, λ, σ) = Tr(WRRT )−
|S|∑
s=1
λs(Tr(MsRR
T )− 1) + σ
2
|S|∑
s=1
(Tr(MsRR
T )− 1)2. (7.22)
For an appropriate (λ∗, σ∗) pair, a minimizer of (7.22) will recover a local minimizer
of (7.21) [29]. To identify that pair (λ∗, σ∗), we use the iterative method shown in Algo-
rithm 1. It first uses a nonlinear solver to minimize the augmented Lagrangian for a fixed
(λ, σ), then it updates the dual variable λ while sufficient progress is being made and in-
creases the penalty factor σ as soon as progress stalls. In our implementation, We opt to use
the limited memory BFGS (L-BFGS) algorithm to minimize the augmented Lagrangian, but
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σ = σ0, λs = 0;
k = 0;
v0 =
σ
2
∑|S|
s=1(Tr(Ms(R
k)(Rk)T )− 1)2;
while |∇L(R, λk, σk)| >  and σk < 2× 106 do
if v ≤ ηvk then
λk+1i = λ
k
i − σk(Tr(Ms(Rk)(Rk)T )− 1) for all s ∈ S;
σk+1 = σk;
vk+1 = v;
else
λk+1i = y
k
i for all s ∈ S;
σk+1 = γσk;
vk+1 = vk;
end
Rk+1 = Nonlinear Solver(Rinit = R
k);
k = k + 1
end
Algorithm 1: Rank 1 Burer-Monteiro Algorithm (method of multipliers) update for dual
variable λ and penalty factor σ.
in principle any nonlinear solver that converges to a local minimum can be used. Parameter
η < 1 specifies the rate of expected progress while γ > 1 specifies how quickly the penalty
rate grows. In practice, we chose γ = 2 and η = 0.9 because much of the information about
infeasibility was encoded in the dual variables λ. These parameters prevented ill-conditioning
from the penalization factor growing too rapidly and ensured that the dual variable could
successfully guide the local search to the feasible region. Once Algorithm 1 has terminated,
a local minimum for (7.21) is obtained.
7.4 Numerical Experiments
Two examples of real-world networks that showcase the results of the Burer-Monteiro algo-
rithm is presented in this section. The first example highlights the computational scalability
of this problem while the second validates the model assumptions with a microscopic sim-
ulation. All benchmarks were performed on a 2013 Macbook Pro with 2.4GHz processor,
8GB memory, and with python 2.7.
The algorithms tested included “cold start” (random initialization) gradient descent (GD)
for problem (7.16) before the coordinate transformation z = (x, y). Lower bounds via the
semidefinite relaxation are computed with CVXOPT [3] and the Burer-Monteiro method. The
principal eigenvector from both of these algorithms are then used as “warm starts” (initial-
ization with the solution of a preceding problem) for gradient descent. We also consider
applying the method of multipliers (Rank 1 Burer-Monteiro algorithm) to problem (7.21)
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Figure 7.4: Depiction of optimized Manhattan graph.
without the rank update in the flowchart of Figure 7.3.
Manhattan Network
We demonstrate the scalability of the BM-algorithm by constructing a large synthetic net-
work from OpenStreetMap data [76]. Our network is based off Manhattan in New York City,
New York, USA and contains 1771 nodes and 3923 links, which is show in Figure 7.4 .
Green splits ϕ were assigned based on the orientation of the link as it enters the inter-
section in such a way that the green splits for North-South links are completely out of phase
of East-West links. Travel times γ are proportional to link length. Turn ratios β between
links were chosen so that a vehicle is more likely to travel straight than turn. Let AE be a
vector with Al = 0 for internal links while Al is given by (7.2) for l ∈ E . The mean traffic
flow is computed with A = (I − β)−1AE =
∑∞
i=0 β
iAE . A is finite because turn ratios by
construction guarantee that β is a stochastic matrix.
Table 7.1 showcases the attained objective values and runtimes for a suite of algorithms.
The Burer-Monteiro algorithm certifies a lower bound on the optimization problem while
CVXOPT ran out of memory. Note that the warm start BM runtime is the sum of the BM
runtime and the nonlinear solver with a warmstart. The Burer-Monteiro algorithm returned
a result that is infeasible for the original problem because it has rank higher than 1. We
use the eigenvector associated with the principal eigenvalue as a warm start for a gradient
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Solver Problem Objective Runtime (s) Rank
Burer-Monteiro (7.21) -14895.66 347.63 3
CVXOPT (7.19) N/A MemOut N/A
Rank 1 Burer-Monteiro (7.21) -14888.02 145.02 1
Warm Start GD (BM) (7.16) -14887.26 421.25 1
Warm Start GD (CVXOPT) (7.16) N/A MemOut N/A
Cold Start GD (7.16) -14834.58 275.90 1
Table 7.1: Manhattan offset optimization benchmarks.
Figure 7.5: Aimsun network of Pasadena, CA, USA. The 420 optimized intersections are
highlighted with a dark red circle.
descent algorithm. The cold start gradient descent method on the original problem performs
remarkably well but the runtime is longer than even the Rank 1 Burer-Monteiro algorithm
(method of multiplies). We attribute this to the amount of time it takes to compute a
gradient for (7.16) which involves a large summation along the links L for each component.
Microsimulation of Pasadena, California
The results from our offset optimization algorithm are also validated with a microscopic sim-
ulation of a network in Pasadena, California, USA depicted in Figure 7.5. Simulations were
run with Aimsun, which is a transportation modeling software used by traffic practitioners
to model networks and evaluate control strategies. The network contains 1537 nodes, of
which 459 are signalized intersections. This network is under ongoing development at the
Connected Corridors Program at the U.C. Berkeley Institute of Transportation Studies [20].
The travel demands are obtained from area traffic studies between 2006 and 2014 and cal-
ibrated using in-built Aimsun routines. The geometric details of the network (lane counts,
turn bays, etc) were manually verified against aerial imagery from Google Maps.
The microsimulation takes into consideration detailed parameters such as driver reaction
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Cycle Time (s) 60 70 80 90 120
Nodes 85 59 138 59 79
Queues 759 552 1365 562 887
Table 7.2: Optimization subproblem size for each cycle time.
Solver Problem Objective Total Runtime (s) Rank
Pre-existing offset N/A -46561.95 N/A N/A
Random offset N/A -2063.15 N/A N/A
CVXOPT (7.19) -136767.71 3.14 188
Burer-Monteiro (7.21) -136767.70 0.004 5
Cold Start GD (7.16) -136265.80 51.55 1
Rank 1 Burer-Monteiro (7.21) -136767.70 0.004 1
Warm Start CVXOPT (7.19) -136767.71 11.07 1
Table 7.3: Pasadena, CA optimization benchmarks. Pre-existing and random offsets are
included for comparison.
time, vehicle-to-vehicle gaps, and vehicle dynamics. The Aimsun model includes features
such as unsignalized intersections and multiple lanes within a road [2]. Lanes can easily
be accommodated by increasing the number of links in the network. The model in Section
7.2 assumes all intersections are signalized, so in the optimization problem all unsignalized
intersections are ignored and the travel times between pairs of lane queues are updated to
reflect the travel time of the shortest path between the queues plus any delay from stop
signs.
There is not a single cycle time shared amongst all intersections, but 420 intersections
have one of five cycle times: 60, 70, 80, 90, and 120 seconds. For each cycle time, the
cost associated with a queue entering an intersection of a different cycle time are ignored.
Table 7.2 shows how the problem size changes as different cycle times are considered. All
right turn queues are ignored because vehicles are allowed to turn right with a red light. An
optimization routine is then run on the smaller network with the modified cost function and
optimization variables only over the intersections with the chosen cycle time. The minimizing
offsets for each cycle time are then concatenated to create a full 420 dimension offset vector.
All offset optimization subproblems took a few seconds and the summation of the ob-
jectives, runtimes, and rank for each of the five sub-problems is shown in Table 7.3. The
Burer-Monteiro method recovers the same value as CVXOPT, but with a feasible, rank 1 ob-
jective each time. Like the Manhattan network, the output from gradient descent with a
random initialization is nearly optimal. We also included random offsets and pre-existing
offsets from the Aimsun model as a comparison.
To validate the assumptions involved in the optimization formulation, we collected sim-
ulations metrics for the same random, pre-existing, and optimized (via the method of mul-
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Metric Random Baseline Rank 1 Burer-Monteiro Improvement
Stop time
(
s
veh·hr
)
12.33 12.01 11.57 3.65%
Queue (veh) 348.8 337.4 327.9 2.80%
Flow (veh/hr) 169.9 170.5 171.4 0.5%
Table 7.4: Metrics for different offsets. Each value is a mean among all queues that are
controlled by an intersection with an optimized offset. The improvement column compares
the optimized against the baseline offsets.
tipliers) offsets that appear in Table 7.3. Table 7.4 shows that both the delay time and
the mean-queue length improve for the optimized versus the baseline version, despite the
fact that there was a small net increase in the average flow experienced by the signalized
intersections.
7.5 Summary
This study demonstrates the Burer-Monteiro method to the offset optimization problem for a
large network of signalized intersections. The Manhattan example showcases the scalability
of the BM algorithm. Meanwhile for the Pasadena, CA network a comparison among a
suite of algorithms demonstrates that the BM method reliably finds a global optimum of the
semidefinite relaxation. A detailed microsimulation of Pasadena, California demonstrates
that the optimization routine yields tangible improvements in delay time and mean queue
occupancy, in spite of modeling assumptions such as the global cycle time, fluid queue model,
sinusoidal approximation, and absence of congestion. The speedup offered by the BM method
raises the intriguing possibility of real-time coordination of large traffic networks.
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Chapter 8
Conclusions and Future Work
8.1 Conclusions
This dissertation covered topics related to traffic flow estimation, traffic modeling, and con-
trol techniques by field test implementation. Two freeway control methods, coordinated
ramp metering and variable speed advisory, have been implemented and evaluated on their
respective chosen test sites. We also presented offset optimization of intersection networks,
that can be used for signal design of a large scale network.
In Chapter 2, we reviewed previous research related to the materials discussed in this dis-
sertation, introducing traffic data collection technologies, traffic flow models, and commonly
used traffic controls.
In Chapter 3, we proposed a boundary flow prediction method that combines the most
recent traffic data with historical traffic data. An autoregressive moving average with ex-
ogenous input (ARMAX) was estimated on-line based on the most recent vehicle detector
station (VDS) data. An optimal multiple step ahead traffic demand predictor is obtained
based on the estimated ARMAX model by solving a corresponding Bezout equation for each
predictor. Results obtained using empirical freeway mainline and on-ramp data show that
this method outperforms methods that rely only on the historical average of the data to
perform a prediction, especially during days with unusual traffic flow demands, such as a
Super Bowl Sunday. Due to its simplicity and robustness, this method is useful in practical
applications.
In Chapter 4, we presented a procedure for constructing and calibrating a microsimulation
model of a congested freeway with multiple vehicle classes using AIMSUN. This procedure
was applied to a 13 mile long stretch of SR-99 Northbound in Sacramento, California. The
test site includes a mainline high occupancy vehicle (HOV) lane, 16 metered on-ramps with
and without HOV lanes, freeway interconnection and three interacting bottlenecks. The
model construction and calibration procedure is as follows: (1) building the road geome-
try in AIMSUN, (2) collection of the traffic condition data from the PeMS database, (3)
imputation of missing data, (4) estimation of on-ramp demand and off-ramp turning ratio,
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(5) identification of recurring bottlenecks, (6) setting model parameters, and (7) adjustment
of model parameters such that the simulation results match with the field measurements.
Model calibration results indicated that the simulated flow match with the field data near
bottleneck locations reasonably well under the criterion of root mean square percentage error
(RMSPE) and GEH criterion. The calibrated AIMSUN microsimulation model was subse-
quently used as a simulation test bed for implementing a coordinated ramp metering (CRM)
control strategy in Chapter 5, which has the goal of alleviating the heavy congestion of the
SR-99N freeway during the morning peak period.
In Chapter 5, we presented the field implementation and testing of a coordinated ramp
metering (CRM) algorithm based on a simplified optimal control approach. The test site was
the California State Route 99 Northbound (SR-99N) corridor in Sacramento between Calvine
Road and the SR-50 interchange after 12th Avenue (Abs. PostMile 290.454 - 299.467). It is
a 9-mile long corridor with 11 on-ramps, to which the CRM algorithm has been applied. We
compared the vehicle-miles-travelled (VMT), vehicle-hours-travelled (VHT), and the ratio
VMT/VHT (defined as system efficiency in PeMS and interpreted as average speed) during
field tests in 2016 with data from 2015 in the same period, during the morning peak hours
(6:00 AM-9:00 AM), VMT/VHT and verified an increase of 7.25% on average, indicating a
significant traffic efficiency improvement. During the evening peak hours (3:00 PM-6:00 PM),
VMT/VHT decreased by 0.44% on average, indicating no traffic efficiency improvement. The
reason for the lack of improvement during the evening commute was that the traffic was not
heavily congested during most evening hours. Test results suggest that the CRM algorithm
tested could be more effective for heavily congested traffic. The system has been deployed
for daily operation along the SR-99N corridor after the test period.
In Chapter 6, we presented the field implementation and testing of variable speed advisory
(VSA) for bottleneck flow maximization based on speed and occupancy measurement. The
test site was at the California State Route 78 Eastbound (SR-78E) corridor in San Diego,
between Vista Village Drive in the City of Vista and U.S. Route 15 (US-15) interchange
in the city of Escondido (Abs. PostMile 6.32 - 17.73). The test site is an 11-mile long
corridor with 10 on-ramps and 10 off-ramps to which the VSA algorithm has been applied.
By comparing the vehicle miles-travelled (VMT), vehicle-hours-travelled (VHT), and the
ratio VMT/VHT (freeway efficiency) of PeMS data which is independent of the data from
VSA system for objectivity in performance evaluation, the results for before and after VSA
control implementation were analyzed in depth. During the morning peak hours (6:00 AM-
9:00 AM), VMT/VHT increased by 8.71% on average, indicating significant traffic efficiency
improvement. During the evening peak hours (2:00 PM-7:00 PM), VMT/VHT increased
only by 2.8% on average, which suggests a slight traffic efficiency improvement. The test
results suggested that the proposed VSA algorithm can be deployed for heavily congested
traffic to alleviate congestion. Findings of this field test will help to further develop VSA
control algorithms and improve VSA traffic operations benefits.
In Chapter 7, we studied an arterial signalization optimization problem, which seeks to
coordinate traffic signals in a large traffic network. By assuming that all signals have a
common cycle time and that the arrival/departure rates at each intersection can be approxi-
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mated by sinusoids, the original non-convex offset optimization problem can be relaxed into
a semidefinite program (SDP). SDP solvers unfortunately run out of memory for larger net-
works with thousands of intersections. We used the Burer-Monteiro (BM) method for solving
large SDPs, which avoids conic constraints and solves a lower dimensional problem, at the
expense of being non-convex. A synthetic New York City example with 1771 intersections
showcases the scalability of the BM method. Another example involving 420 intersections
in Los Angeles demonstrates that the BM method recovers optimal solutions of the SDP.
Moreover, a detailed microsimulation of the Los Angeles network showed that the optimized
offsets result in reduced delay time and smaller queues.
8.2 Future Work
There are multiple possible directions for future research related to the topics studied in this
dissertation. First, for the traffic flow prediction developed in Chapter 3, we can further
study the prediction of an error bound and the minimization of the prediction error, which
provides information to the traffic flow forecast engine about the reliability of the boundary
forecast. Also, to incorporate route choice of travelers before they enter the network, we
can investigate spatial correlations of neighboring on-ramp detectors, which is expected to
increase the overall accuracy and decrease the uncertainty of the prediction. Second, the
model calibration procedure presented in Chapter 4 uses historical data to build up a sim-
ulation test platform for preparation of field implementation test. It is worth to develop a
microscopic freeway simulator with real-time traffic data and automatic calibration if more
detailed data about driver’s behavior are available . Third, due to the limitation of the test
site, the coordinated ramp metering (CRM) field implementation test in Chapter 5 and the
variable speed advisory (VSA) field implementation test in Chapter 6 are studied indepen-
dently in different test sites. It is possible to develop a combined traffic management strategy
including the coordination of ramp metering, variable speed advisory and intersection sig-
nals. Fourth, for the study in Chapter 7, we can extend the intersection model by given
traffic flow prediction such that it can accommodate time varying demands with stochas-
tic uncertainty. Finally, future’s intelligent transportation systems will be equipped with a
heterogeneous of sensors both within the infrastructure and with connected or automated
vehicles, which increases the complexity of modeling and control of existing traffic network.
One can seek for improvement of traditional traffic management methods to accommodate
future’s complex traffic network by considering the presence of connected and automated
vehicles.
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Appendix A
Monitoring of Queue Length by
Google Map on SR99-N Test Site
Figure A.1: Monitoring of queue length near EB Calvine Road on-ramp (OR6) and WB
Calvine Road on-ramp (OR 7) at 8:02 AM on Wednesday, 12 October, 2016
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Figure A.2: Monitoring of queue length near EB Mack Road on-ramp (OR 8) and WB Mack
Road on-ramp (OR 9) at 8:02 AM on Wednesday, 12 October, 2016
Figure A.3: Monitoring of queue length near EB Florin Road on-ramp (OR 10) and WB
Florin Road on-ramp (OR 11) at 8:02 AM on Wednesday, 12 October, 2016
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Figure A.4: Monitoring of queue length near EB 47th Ave on-ramp (OR 12) and WB 47th
Ave on-ramp (OR 13) at 8:02 AM on Wednesday, 12 October, 2016
Figure A.5: Monitoring of queue length near EB Fruitridge Road on-ramp (OR 14) and WB
Fruitridge Road on-ramp (OR 15) at 8:02 AM on Wednesday, 12 October, 2016
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Figure A.6: Monitoring of queue length near 12th Ave on-ramp (OR 16) at 8:02 AM on
Wednesday, 12 October, 2016
Figure A.7: Monitoring of queue length near EB Calvine Road on-ramp (OR6) and WB
Calvine Road on-ramp (OR 7) at 8:22 AM on Wednesday, 12 October, 2016
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Figure A.8: Monitoring of queue length near EB Mack Road on-ramp (OR 8) and WB Mack
Road on-ramp (OR 9) at 8:22 AM on Wednesday, 12 October, 2016
Figure A.9: Monitoring of queue length near EB Florin Road on-ramp (OR 10) and WB
Florin Road on-ramp (OR 11) at 8:22 AM on Wednesday, 12 October, 2016
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Figure A.10: Monitoring of queue length near EB 47th Ave on-ramp (OR 12) and WB 47th
Ave on-ramp (OR 13) at 8:22 AM on Wednesday, 12 October, 2016
Figure A.11: Monitoring of queue length near EB Fruitridge Road on-ramp (OR 14) and
WB Fruitridge Road on-ramp (OR 15) at 8:22 AM on Wednesday, 12 October, 2016
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Figure A.12: Monitoring of queue length near 12th Ave on-ramp (OR 16) at 8:22 AM on
Wednesday, 12 October, 2016
Figure A.13: Monitoring of queue length near EB Calvine Road on-ramp (OR6) and WB
Calvine Road on-ramp (OR 7) at 9:03 AM on Wednesday, 12 October, 2016
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Figure A.14: Monitoring of queue length near EB Mack Road on-ramp (OR 8) and WB
Mack Road on-ramp (OR 9) at 9:03 AM on Wednesday, 12 October, 2016
Figure A.15: Monitoring of queue length near EB Florin Road on-ramp (OR 10) and WB
Florin Road on-ramp (OR 11) at 9:03 AM on Wednesday, 12 October, 2016
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Figure A.16: Monitoring of queue length near EB 47th Ave on-ramp (OR 12) and WB 47th
Ave on-ramp (OR 13) at 9:03 AM on Wednesday, 12 October, 2016
Figure A.17: Monitoring of queue length near EB Fruitridge Road on-ramp (OR 14) and
WB Fruitridge Road on-ramp (OR 15) at 9:03 AM on Wednesday, 12 October, 2016
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Figure A.18: Monitoring of queue length near 12th Ave on-ramp (OR 16) at 9:03 AM on
Wednesday, 12 October, 2016
