The aim of this study was to determine which, and how many, data items are required to construct a decision support algorithm for early diagnosis of acute myocardial infarction using clinical and electrocardiographic data available at presentation. Logistic regression models were derived using data items from 600 consecutive patients at one centre (Edinburgh), then tested prospectively on 510 cases from the same centre and 662 consecutive cases from another centre (Sheffield). Although performance of the models increased with progressive addition of data inputs when applied to training data, a simple six-factor model was the most effective on test data, yielding accuracies of 84-3 and 83-6% on the two test sets. A model constructed solely of electrocardiographic data performed nearly as well as those incorporating clinical data. Previously published logistic regression models did not perform so well as the models derived from data collected for this study.
Introduction
The early diagnosis and management of acute chest pain remains one of the greatest challenges in emergency medicine. Identification of patients with unstable coronary disease is essential so that appropriate investigation, therapy and monitoring can be delivered, particularly to high risk groups. Application of an appropriate algorithm might improve diagnostic performance, optimize therapy and use of resources, and may also be helpful in healthcare planning. Appropriate interpretation of the electrocardiogram at presentation yields the most discriminatory information regarding diagnosis and prognosis' networks' 17 191 . It is not clear whether any of these methods is clearly superior to the others. Also, the place of these tools in clinical practice remains to be established, although early observations have suggested that their use, in a study situation, improves diagnostic performance and the use of high dependency beds' 12 ' 20 ' 211 . The algorithms which have been described recently are complex, making use of a relatively large number (typically around 50) of data input items' 10 ' 191 . The more complex a model is, the less likely it is to be used in routine practice.
Logistic regression is a non-linear classification technique which uses binary data to derive a series of coefficients which, when applied to unseen vectors, yield a probability of a single output (e.g. the presence of myocardial infarction). The performance of logistic regression models for early diagnosis of acute myocardial infarction is almost certainly superior to those derived using decision trees' 221 . The other major advantages are that the models are easy to apply and can be derived easily using widely available statistical packages. Thus, it should be easy, given the appropriate data, to optimise models for use in any given situation, overcoming the problems with portability which have been encountered previously in this area of work.
The aims of this study were: (1) to determine the optimal inputs for a logistic regression model to assist with early diagnosis of acute myocardial infarction; (2) to examine the applicability of such models to data collected prospectively in different centres; (3) to compare the performance of models derived only from electrocardiographic data with those which also include clinical data -for retrospective use, electrocardiographic data is easier to collect and validate; (4) to compare the performance of models optimized for use in our centres with that of previously published logistic regression models.
Patients and methods

Patients and clinical data
The study included consecutive patients attending the Accident and Emergency Department of the Royal Infirmary, Edinburgh, Scotland, with a principal complaint of non-traumatic chest pain. The relevant clinical and electrocardiographic data (see below) was entered onto a purpose-designed proforma at, or very soon after, the patient's presentation. The study included both patients who were admitted and those who were discharged. A total of 1110 patients were recruited during the study period (September 1993 to January 1994). The final diagnosis for these patients was assigned independently by three of us -Consultant Physician (R. L. Kennedy), Research Nurse (A. M. Burton) and Cardiology Registrar (H. S. Fraser). This diagnosis made use of follow-up electrocardiograms, cardiac enzyme studies and other investigations as well as clinical history obtained from a review of the patient's notes. For patients directly discharged from Accident and Emergency, we contacted patients regarding further symptoms and, where necessary, we contacted their General Practitioners and reviewed the notes of any further hospital follow-up. Acute myocardial infarction was diagnosed on the basis of clinical, electrocardiographic and cardiac enzyme (total creatine phosphokinase, CK-MB and lactate dehydrogenase). Cardiac enzyme measurements were carried out using standard enzyme activity assays in the Department of Clinical Biochemistry, the Royal Infirmary, Edinburgh. Unstable angina was defined as either more than two episodes of pain lasting more than 10 min in a 24 h period or more than three episodes in a 48 h period or angina which was associated with the development of new electrocardiographic changes of ischaemia (either at diagnosis or in the subsequent 3 days). The input data items for the logistic regression models were all derived from data available at the time of the patient's presentation. We used up to 54 items which were coded as binary inputs as shown in the Appendix.
The logistic regression models derived from the above data were independently tested on data collected from 662 patients attending the Northern General Hospital, Sheffield. The data were collected and the final diagnosis determined as described above for the Edinburgh data.
Informed consent was obtained from all patients participating in the study which was approved by the Medical Ethics Committees in the two participating centres.
Logistic regression models
These were derived using the maximum likelihood method to calculate coefficients on the Advanced Statistics Module of the SPSS for Windows Program (SPSS Inc., Chicago, Illinois, U.S.A.). Logically redundant inputs were eliminated. Thus, the inputs corresponding to the fourth age input, and the second input bands for duration of pain and total duration of symptoms were not included. The final probability of acute myocardial infarction was calculated as described previously 
Data analysis
The likelihood ratio was defined as sensitivity/ 100 -specificity for an item positively associated with the diagnosis and 100 -sensitivity/specificity for an item with negative correlation. Sensitivity was defined as true positives/true-positives + false-negatives, specificity as true negatives/true negatives + false-positives, positive predictive accuracy as true positives/true positives + false-positives and accuracy as true positives + true negatives/total number of patients. We have made extensive use of the receiver operating characteristic curve. For a full review of the use of this tool see 1231 . Basically, as used here, the plots were of sensitivity versus 100 -specificity at different diagnostic thresholds. The plots allowed us to estimate the optimum diagnostic thresholds for the two models. The area under each of the curves, and their standard error was calculated according to the method described by Hanley and McNeill 1241 . This area gives a measure of the ability of each test to correctly rank normal and abnormal cases. It is related to, but not equivalent to, the diagnostic accuracy of the test and can be used to compare statistically two curves. Such comparison was achieved using the method described in a further paper by Hanley and McNeill 1251 . Kendell Tau correlation of the paired ratings for this calculation was performed using the SPSS program. One way analysis of variance (ANOVA) was used where indicated. Comparisons of diagnostic accuracy between models was achieved using McNemar's test in 2 x 2 contingency tables. Table 1 .
Results
Patient data and selection of inputs for logistic regression models
The logistic regression models were derived, unless otherwise stated, from 600 consecutive Edinburgh patients. These were 383 men and 217 women with a mean age of 57-4 years (SD 17-1, range 14-92). The final diagnosis in these patients was Q wave myocardial infarction in 86, non-Q wave myocardial infarction in 27, unstable angina in 41, stable angina in 159 and non-cardiac in 287. The models were tested on data from 510 Edinburgh patients -345 men and 165 women with a mean age of 58-7 years (SD 15-9, range 17-90). Their final diagnosis was Q wave myocardial infarction in 79, non-Q wave myocardial infarction in 28, unstable angina in 44, stable angina in 160 and non-cardiac in 199. The Sheffield patients, which acted as a further test set were 389 men and 273 women with a mean age of 59-9 years (SD 14-5, range 17-92). Their final diagnosis was Q wave myocardial infarction in 147 cases, non-Q wave myocardial infarction in 50, unstable angina in 103, stable angina in 133 and non-cardiac in 229.
The likelihood ratios for data items in the Edinburgh data varied widely, as shown in Fig. 1 (items are arranged in descending order of their likelihood ratio, as detailed in Table 1 ). Figure 2 shows likelihood ratios for the Sheffield cohort with the items arranged in the same order as in Fig. 1 . There are obvious differences between the two data sets which may influence the performance of models derived from one data set and tested on the other. The five most discriminatory items for the two data sets were identical: ST elevation, new Q waves, hypoperfusion, ST depression and vomiting. The difference between the two data sets is most obvious with regard to coronary risk factors: smoking (1-23 vs 104) was associated more with a diagnosis of acute myocardial infarction in the Edinburgh patients, while hypertension (1 -49 vs 163), diabetes (111 vs 1 -63) and hyperlipidaemia (101 vs 1-87) were more discriminatory in the Sheffield cohort.
Logistic regression models based on likelihood ratio data
Using data from 600 Edinburgh patients, a series of logistic regression models was developed by progressively adding data items in decreasing order of their likelihood ratio for acute myocardial infarction diagnosis. These models are described in Table 1 . On the 600 training sets, there was a progressive increase in the performance of the models with the addition of data items: thus, areas under the receiver operating characteristic curves were 89-6 ± 1-98, 91 2 ± 1-70, 92-8 ± 1-43, 93-5 ±1-31, 94-6 ±1-20, 94-9 ± 1-28, 96-4 ±0-96, respectively for 6, 9, 12, 20, 30, 40 and 53 data items (P<000\, ANOVA). However, when these models were applied to unseen data (510 Edinburgh patients), there was no difference in their overall performance: Areas under the receiver operating characteristic curves were 891 ±218, 89-5 ±215, 89-4 ±2-12 and 88-9 ±2-12, respectively for 6, 12, 30 and 53 data item models. At the optimum diagnostic threshold (15%), the six-factor model had sensitivity, specificity and accuracy of 80-4%, 85-3% and 84-3%, respectively and a sensitivity for diagnosis of Q-wave acute myocardial infarction of 89-9%. The equivalent figures for the 53 factor model were 79-4%, 83-1%, 82-4% and 89-9%, respectively (not significant).
Testing of logistic regression models on Sheffield data
The performance of four models on Sheffield data is shown in Fig. 3 . The areas under the receiver operating characteristic curves were 92-3 ±1-30, 93-6 ±105, 92-8 ± 118 and 87-7 ± 1-70, respectively for 6, 12, 30 and 53 factor models. The difference between the first three models was not significant but there was a significant decline in performance when all 53 factors were used (P<0-0\). At a diagnostic threshold of 15%, the sixfactor model had sensitivity of 91-9%, specificity of 80-2%, accuracy of 83-6% and positive predictive value of 66-3%. The vast majority of patients who were mis-diagnosed by this model were patients with unstable cardiac disease but without acute myocardial infarction, as shown in Fig. 4 . When logistic regression models were derived using Sheffield data there was again an increase in performance of the models with progressive addition of data items as shown in Fig. 5 . The areas under the receiver operating characteristic curves were 92-8 ± 1-24, 947 ±0-93, 96-3 ± 0-69 and 97-5 ±0-62, respectively for 6, 12, 30 and 53 factor models. We did not test these models on an independent set of Sheffield data.
Comparison with a model derived from only electrocardiogram data
A model derived only from electrocardiographic data would be more readily applied to retrospective cases than one which incorporates clinical factors, which cannot always be gathered reliably from case notes. The equation for a model which used only electrocardiographic data is shown in Table 2 . The area under the curve for this model tested on the 510 Edinburgh cases was 88-7 ± 2-24 which was not significantly different for the six-factor model (including items from the clinical 2-35 -0-46 -0-22 -1-27 -0-16 history) described above. At the optimum threshold, sensitivity, specificity, accuracy and positive predictive value of the electrocardiographic data model were 720%, 93-5%, 890% and 74-8%, respectively. For Sheffield data, the area under the receiver operating characteristic curve for the electrocardiographic data model was 90-1 ± 1 50 compared with 92-2 ± 1 30 for the six-factor model incorporating clinical data (not significant). The sensitivity, specificity, accuracy and positive predictive value of the electrocardiographic data model on Sheffield data were 87-3%, 83-8%, 84-8% and 69-6%, respectively. 
Comparison with published models
In this part of the study, the performance of two previously published models was examined. We have compared the performance of the models using the published coefficients with new models derived using the same data inputs but with coefficient calculated from our training set of 600 cases. The performance of these models was evaluated using the 662 cases from Sheffield. with 12 inputs. The coefficients for these models are to be found in the relevant papers, while the coefficients derived from our cases are shown in Table 3 . Areas under the receiver operating characteristic curves for the Tierney model were 85-1 ± 169 using the published coefficients and 885 ± 1 -53 for the calculated coefficients (not significant). Sensitivity for diagnosis of acute myocardial infarction (using the calculated coefficients) was only 54-9% compared with 91-9% for the six-factor model derived from Edinburgh data (/ > <0-001). The specificity, accuracy and positive predictive value for the model were 97-6%, 84-9% and 908%, respectively. For the Selker model, the areas under the receiver operating characteristic curves were 85-2 ± 1-52 and 89-4 ± 1-39, respectively using published and calculated coefficients(P<005). With a sensitivity, specificity, accuracy and positive predictive value of 87-3%, 804%, 82-5% and 65-3%, respectively, the performance of this model was very similar to that of the models which we have derived de novo for this study. 
Discussion
We have described the derivation and testing of logistic regression models for the early diagnosis of acute myocardial infarction. The present study confirms the findings of others that this technique is appropriate for the analysis of clinical and electrocardiographic data from patients presenting with acute chest pain/suspected acute myocardial infarction' 13~15 *
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. Logistic regression models have also been described for estimating probability of ischaemic heart disease in patients referred for coronary angiography 126 ' and for prognostic stratification of patients following acute myocardial . In this study, we have examined in detail the influence of varying the data input items on the performance and portability of models. When tested on the training data, the performance of logistic regression models increased with increasing number of data input items. This relationship was demonstrated with data from both centres involved in the study. However, simple models comprising only six data items performed at least as well as more complex models on unseen, test data. The optimum diagnostic thresholds for the models were determined using receiver operating characteristic curve analysis, and were identical for the two populations of patients included in the study. Optimal performance of simple models may only be possible if the models are specifically derived for use in a given centre, using the most predictive factors for patients presenting to that centre.
The potential inputs for our models were ranked in order of their likelihood ratio (with respect to diagnosis of acute myocardial infarction) for the cohorts of patients from two different centres. Although there was a strong correlation between the likelihood ratios for the data items in the two cohorts, there were also important differences which account for the impaired performance of more complex models on unseen data from a centre other than that in which the models were derived. The difference in likelihood ratios was most apparent with cardiovascular risk factors such as smoking, diabetes and hyperlipidaemia. It is not clear whether these variations reflect differences in the pathogenesis of coronary artery disease in the two populations. Conclusions on the comparative epidemiology of IHD would be impossible to draw from the numbers involved in this study. The most discriminatory items were, however, identical between the two data sets, suggesting that simple diagnostic models may be more portable than more complex models.
Although the admission electrocardiogram is highly predictive of acute myocardial infarction, it is well known that diagnostic changes are only apparent at presentation in about half of the patients who ultimately prove to have acute myocardial infarction' 1 • 2 -28 \ It is possible, but not documented, that this proportion may be diminishing as public awareness and advances in pre-hospital care are leading to patients presenting to hospital earlier after the onset of symptoms. The 12-lead electrocardiogram at presentation, and in the hours following admission, is also important prognosticallya normal electrocardiogram being associated with a very low risk of death or other major cardiovascular event [4 ' 5>28) . There was very little difference, on either test set of data, between the performance of our model which relied solely on electrocardiogram inputs and the models which also incorporated clinical data items. This is not surprising since three of our four most discriminatory data times were derived from the admission electrocardiogram. The electrocardiogram data model was much more sensitive, but had lower specificity and overall accuracy, on Sheffield data compared with Edinburgh data. This probably reflects the higher incidence of electrocardiographs abnormalities at presentation in the Sheffield cohort. The reason for this is not clear. It is not due to a difference in the timing of presentation -the median time from start of symptoms to presentation was 3 h in both cohorts. In our previous studies' 17181 , we have investigated the performance of models derived using only clinical data. Such models perform much less well than models which make use of electrocardiogram data: diagnostic performance typically declines by 10-15%, and the models are less portable than those presented here. In each of the two patient populations studied here, three of the five most predictive factors were derived from the electrocardiogram at presentation.
We compared the performance of our logistic regression models with previously published models. The model described by Tierney et a/.' l3) is a very simple one comprising two items each of electrocardiographic and clinical data. The area under the receiver operating characteristic curve for Tierney's test data was 850, which is virtually identical to that for our data when the published coefficients were used. The model performed slightly, but not significantly, better when the coefficients were recalculated using our own data. Tierney et al. found that their model was significantly more specific and accurate than the physicians involved in their study. We have not presented data on the diagnostic performance of physicians in the present study. Tierney et al. reported a positive predictive value of 490% for their model, which is much less than the 90-8% described with identical data inputs in our study. It seems reasonable that a model which relies heavily on electrocardiogram inputs will be very specific but rather less sensitive than a model which takes greater account of clinical factors. The negative predictive value in Tierney's study was high at 970%, compared with 836% for the equivalent model in this study. These discrepancies must reflect differences in the patient population under study. A recent study showed that the model described by Tierney et al. and another logistic regression model described by Pozen et a/.' 141 , performed poorly on data from pre-hospital patients in Rotterdam' 291 . As with the present study, these authors found that a model derived from their own data performed markedly better.
The time-insensitive predictive instrument (TIPI) developed by Selker et a/. (15] made use of seven data items available in the emergency room. Like the models described here, the time-insensitive predictive instrument included both clinical and electrocardiographic data but the model was slightly more complex than our six-factor model because a number of the items were combined, giving rise to a total of 12 inputs. The model described by Selker et al. was developed using data from 3453 patients in six different hospitals and was tested on a further 2320 cases. The area under the receiver operating characteristic curve in Selker's study was 088, which is similar to the values obtained for our models. Patients could be divided into four groups using the timeinsensitive predictive instrument and the incidence of acute ischaemic heart disease increased progressively from 1-6% in the low probability group to 81-6% in the high probability group. It is not surprising, that when tested on our Sheffield data using the published coefficients, the time-insensitive predictive instrument did not perform quite as it did on Selker's data. However, the area under the receiver operating characteristic curve improved (/ > <005) when the model was re-derived using our Edinburgh data. This suggests that the selection of the variables to be included in the time-insensitive predictive instrument is appropriate. The authors are not explicit about how these variables were selected from the 120 candidate variables, but state that this selection was based on known clinical importance, predictive power and reliability when abstracted from patient's case notes.
We have not attempted to test the impact that the use of logistic regression models might have on clinical practice. It is important before embarking on such a study to optimize the model being tested and to estimate the size of study which will be required to show a significant impact. This can be done conveniently using receiver operating characteristic analysis'
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. Thus, we can estimate from data we have previously collected on the diagnostic performance of Accident and Emergency doctors'
17181 that a study of around 1600 patients would be necessary to demonstrate a significant difference (95% probability) between doctors and an algorithm of the sort described here. It is, of course, impossible to estimate the exact impact the use of a decision support aid would have on clinical practice but it is important to be clear that an algorithm under test performs accurately and reliably on the patient population under study as well as showing that it has the capacity, not only to model, but also to enhance clinical practice. The potential benefits have to be weighed against the cost of using a computer-based device, for example, in our previous studies' 17181 , entering data into a computer program could take up to 10 min extra per patient. It is not clear at present whether the advantages previously shown to be associated with the use of diagnostic algorithms' 1 li20>211 arise simply by ensuring that clinical data are analysed in a standard fashion, or whether additional information is generated allowing the doctors to identify particular subgroups of patients. A formal trial of any algorithm should correct for the benefits associated with standardized history taking, which is an integral part of using such an algorithm.
Logistic regression has a major advantage in that it is a simple and widely used statistic technique which can be applied readily to new data using standard statistical packages. The equation derived could easily be implemented on a hand-held programmable calculator, and the value obtained interpreted as a probability of acute myocardial infarction. If models consisting of only a few data items perform, as suggested here, as well as more complex models then it would be relatively simple to optimize a logistic regression equation for use in individual clinical settings. Many of the more recently described algorithms for early diagnosis of acute myocardial infarction are relatively complex, difficult to adapt and make use of many (up to 50 or more) data input items. The methods used include decision trees' 12 ' . While these methods may offer advantages in terms of operator feedback, and in the case of neural networks, more sophisticated pattern recognition capability, their advantage over a simple technique such as logistic regression, needs to be demonstrated before they are widely applied. Also, it is important to be clear that the number and nature of the input data items being used is appropriate.
In conclusion, logistic regression is a simple method with which to derive predictive models for patients presenting with suspected acute myocardial infarction. A relatively small number of data input items may yield optimal performance. The electrocardiogram inputs are by far the most important and models with only electrocardiogram data perform almost as well as those with clinical data items in addition. Care should be exercised in using published logistic regression models, although these models may help in selecting data inputs for locally-derived models. The achievement of complex, computer-based algorithms should be viewed with caution and compared carefully with the performance of simple models of the sort described in the present study. 
