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ABSTRACT 
 
Resonant Optical Nonlinearities in Cascade and Coupled Quantum Well Structures. 
(December 2008) 
Feng Xie, B.S.; M.S., University of Science and Technology of China 
Chair of Advisory Committee: Dr. Alexey Belyanin 
 
 Resonant or near resonant optical nonlinearities in semiconductor coupled 
quantum-well systems are discussed. Quantum engineered coupled or cascade quantum-
well structures can provide giant nonlinear susceptibilities for various optical nonlinear 
processes. Nonlinearities integrated within quantum cascade lasers (QCL) showed great 
potential in various applications in the infrared range. Several schemes of nonlinearities 
are proposed and discussed in this work.  
 Integrating difference frequency generation (DFG) with QCL can yield long 
wavelength radiation, such as terahertz light. The DFG process does not require 
population inversion at a transition associated with low photon energy; however, this 
requirement is necessary to lasers, such as QCL, and is hard to meet, because of the 
thermal backfilling and inefficient injection or pumping at room temperature. Therefore 
terahertz radiation due to DFG QCL for room temperature is proposed. On the other 
hand, the second harmonic generation can double laser frequency, and then push 
radiation frequency of AlInAs/GaInAs/InP based QCL to short wavelengths such as 3 
μm and shorter.  
 iv
 Optical nonlinearities can extend working frequencies of light sources, and also 
can help to improve light detection. For example, a sum frequency generation can up-
convert mid/far-IR signal into near-IR signal with strong near-IR pump light, namely 
high efficient near-IR photon detector could be employed to detect mid/far-IR light. A 
specific designed quantum well structure of this frequency up-conversion scheme is 
discussed. 
 A scheme of monolithic in-plane integration of the optical nonlinearities with 
QCL is also proposed. In this scheme, an optical nonlinear section is made from the 
same quantum well structure of a QCL, and is under an independent applied bias. Due to 
the independence of the applied bias, the nonlinearities can be tuned flexibly. In 
particular, a widely tunable Raman laser based on this scheme could be achieved. 
 A frequency up-conversion based on sum frequency generation process in 
coupled quantum-well structure is also proposed for mid-infrared detection. By 
converting mid-IR signal to near-IR, superior near-IR detector such as silicon avalanche 
photo diode (APD) can be employed. The scheme can provide lower noise equivalent 
power (NEP) or higher detectivity compared with regular semiconductor photo detectors.  
 A scheme of lasing without inversion (LWI) based on QCL for THz radiation is 
proposed. A ladder type three-level system for LWI process is integrated into a bound-
to-continue high power QCL at 10 μm. The proposed LWI generates THz signal at 69 
μm. An optical gain about 80 cm-1 is achieved, against a waveguide loss about 30 cm-1 in 
a semi insulator (SI) surface plasmon waveguide. 
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1. INTRODUCTION 
 
 
1.1 Nonlinear Optics and Nonlinear Susceptibilities 
 
The field of nonlinear optics began in 1961, when the first second-harmonic 
generation was observed by Franken and co-workers [1]. It is basically the study of the 
interaction of intense laser light with matter. Most nonlinear optical phenomena involve 
frequency change due to the nonlinear response of a material system to the strength of 
the optical field. Therefore, optical nonlinearities are largely used to modify the 
frequency of laser light in order to extend the spectral range of coherent light sources for 
various applications.  
In an optical medium, the response of optical field, or the dielectric 
polarization )(~ tP , depends on the strength of the applied optical field )(~ tE  and some 
constants of proportionality, which are known as susceptibilities, as described in Eq. 
(1.1).  
L+++= )(~)(~)(~)(~ 3)3(2)2()1( tEtEtEtP χχχ ,                             (1.1) 
where χ(1) is linear susceptibility. χ(2)  and χ(3) are the second and third-order nonlinear 
susceptibilities respectively. With other higher order terms, they are called nonlinear 
susceptibilities. Starting from Maxwell’s equations, we have the equation:  
____________ 
This dissertation follows the style and format of Applied Physics Letter. 
 2
P
tc
E
tc
E ~4~1~ 2
2
22
2
2
2
∂
∂−=∂
∂+∇− π ,                             ( 1 . 2 ) 
where we can split the )(~ tP  into linear and nonlinear parts as: 
NLPPtP ~~)(~ )1( += .                                     ( 1 . 3 ) 
However, given the linear term of the displacement field D~  as  
EPED ~~4~~ )1()1( επ =+= ,                                  ( 1 . 4 ) 
the wave equation (1.2) becomes  
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In this equation, the nonlinear polarization acts as a source term of a wave equation, 
which results in the generation of electric field at the nonlinear frequency [1].  
There are various nonlinear optical processes. Some of them involve generation 
of new frequency which is different from that of pump source, some other do not. The 
former includes second harmonic generation (SHG), sum frequency generation (SFG), 
and different frequency generation (DFG). They are also the topics that will be involved 
in this thesis. The later one includes optical Kerr effect which is the reason of self-
focusing effect, and two photon absorption, in which a single electron absorbs two 
photons simultaneously. Those will not be discussed in here.  
The processes of SHG, SFG and DFG are all due to the second order optical 
nonlinearity. As mentioned above, in this case, the nonlinear polarization can be simply 
described as: 
21
)2()2( ~~~ EEP χ= ,                                        ( 1 . 6 ) 
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where 1
~E  and 2
~E are electric fields of two mixed optical fields, and they can be 
represented as the discrete sum of a number of frequency components as [1]: 
..)(),(~ cceEtrE
n
ti
nii
n +=∑ − ωω ,                             ( 1 . 7 ) 
We also can do similar thing for the polarization. At each frequency component, the 
equation of (1.6) can be rewritten as:  
)()(),,()( 2211321
)2(
3
)2( ωωωωωχω EEP = .                     ( 1 . 8 ) 
This equation can be suitable for all the second order nonlinearities. For the second 
harmonic generation, E1 and E2 should be identical, and so are ω1 and ω2, while we have 
213 22 ωωω == . For the SFG or DFG case, we just have the relationship 213 ωωω += , 
or 213 ωωω −=  respectively. However, the second order susceptibility χ(2) is different 
for different cases.  
 
 
Fig. 1.1. The sketch of a three-level system. It includes energy states 1, 2, and 3, in the 
presence of three optical fields, at frequency of ω1, ω2, and ω3 respectively. 
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The second-order susceptibility is an intrinsic property of a material system. It 
can be calculated with density matrix formalism of quantum mechanics. For example, in 
a material system, such as an atomic system with many energy states, any three energy 
states can form a system, which sometimes is called a three-level system, as shown in 
Fig. 1.1.  
Given the Hamiltonian operator Hˆ of the system, the density matrix equation of 
this system can be written as:  
nmnm H
i ]ˆ,ˆ[ ρρ h&
−= ,                                    ( 1 . 9 ) 
where nmρ  is the density matrix element, n and m are the indices of energy levels or 
states. If the decay rate nmγ  of each density matrix element is counted, then under a 
certain approximation the equation has the form:  
)(]ˆ,ˆ[ eqnmnmnmnmnm H
i ρργρρ −−−= h& ,                               (1 .10) 
where eqnmρ  is the equilibrium value of density matrix element.  
With the presence of an external electric field, we can simply write down the 
Hamiltonian as  
)(~ˆˆ)(ˆˆˆ 00 tEHtVHH ⋅−=+= μ ,                                    (1 .11) 
where 0Hˆ represents the Hamiltonian of a free atomic system, and )(ˆ tV  is the energy of 
interaction of the system and external electric field )(~ tE , with the electric dipole 
moment operator reˆˆ −=μ  . Then the equation (1.10) can be expended to the form: 
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where we define the transition frequency as 
h
mn
nm
EE −=ω .                                                         (1.13) 
In most physical problems, we can solve (1.12) approximately. For small 
perturbation or weak interaction, we are looking for the solution similar to  
L+++= )2()1()0( nmnmnmnm λρλρρρ ,                                     (1.14) 
where λ is a factor proportional to the energy of interaction. By applying perturbation 
theory of quantum mechanics and combining Eq. (1.12) and (1.11), we can solve the 
density matrix equations and get the first three orders of density matrix elements as [1] 
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With the solution of density matrix elements, we are free to calculate the 
expectation value of any operator, including the induced dipole moment and polarization:  
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Consequently we have the expression for the second-order polarization as 
∑∑=+=+
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mnnmvqpqp KNNP μωωμωω )(~)()2( .                   (1 .19) 
We should keep in mind that all the variables of electric field, dielectric polarization, and 
dipole moment are vectors. Nevertheless, combining Eq. (1.18), (1.19), (1.8), and after a 
few steps of derivation, we obtain the second-order susceptibility tensor as  
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where the indices i, j, k are used for coordinates, m, n, v are used for the number of 
energy states,  p, and q are used for different photons at different frequencies. 
Obviously, we obtain the second-order susceptibility for SFG process. However 
the Eq. (1.20) can also be used to describe SHG and DFG processes. When ωp=ωq, the 
Eq. (1.20) is automatically changed to the second-order susceptibility of SHG process; 
while if we substitute ωp with -ωp , we obtain the expression for DFG process. However, 
instead of having Eq. (1.8), we have relationship between dielectric polarization and 
electric field as:  
 )(),2()2( 2)2()2( ωωωχω EP = ,                                           (1.21) 
for a SHG process, and  
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for a DFG process.  
In the thesis, the second-order nonlinearities will be discussed a lot, especially 
the SHG, SFG and DFG processes. The nonlinear susceptibilities will be directly taken 
from Eq. (1.20), although slight modification of formulas will be applied.  
 Due to the capability of switching frequency of a laser source, optical 
nonlinearities can be implemented in various applications. As mentioned above, the 
nonlinear susceptibility is an intrinsic property of a material system. Although all media 
can provide optical nonlinearities [2], for practical purposes an optical medium with a 
large nonlinear susceptibility is required in order to greatly enhance the interaction of 
photons.  Otherwise the effect of optical nonlinearities is too weak to be observed, not 
even to be utilized in any application. The most widely used nonlinear material system is 
transparent crystals which have specific crystal symmetry, and usually an optical setup 
based on the nonlinear crystals is bulky and inconvenient.  
Nowadays, people are looking for compact opto-electronics devices with low 
energy dissipation and low cost. Great progress in compact semiconductor laser systems 
has been achieved due to the development of semiconductor growth technologies. It also 
gives great opportunity of developing a new generation of nonlinear optical devices 
which can be integrated with nonlinear medium and compact laser source. In particular, 
combining optical nonlinearities within low-dimensional semiconductor heterostructures 
could be an interesting and attractive field of research. 
 
 8
1.2 Quantum-Well Structures and Intersubband Transitions 
 
A typical low-dimensional semiconductor material system is a quantum-well 
structure. Semiconductor quantum-well structure is a material system built from two or 
more semiconductor materials, which can be III-V or II-IV compound semiconductor 
alloys, such as AlGaAs and GaInAs, on a substrate with the same or close lattice 
constant. The two semiconductor materials are grown alternately on each other, as 
shown in Fig. 1.2. 
 
 
Fig. 1.2. A sketch of a Type I semiconductor quantum-well structure. 
 
 
 
Due to the offset of conduction band and valence band between materials, 
electrons and holes are confined in the thin films’ growth coordinate, and the quantum 
conduction 
band 
valence band 
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confinement of electrons and holes makes conduction band and valence bands split into 
subbands. The transitions between subbands of the same conduction or valence band are 
called intersubband transitions (ISBT) [3-4], as shown in Fig. 1.3. On the opposite, the 
transitions between different bands, such as from the valence band to the conduction 
band, are called inter-band transitions (IBT). 
 
 
Fig. 1.3. The sketch of an intersubband transition and an inter-band transition, where C1 
and C2 are two subbands of the conduction band and V1 is one of the valence subbands. 
 
 
 
Based on Kane’s k·P theory [5], ISBTs have some unique features. In the 
quantum-well structure, the motion of carriers (electrons) is confined in the z-direction, 
which is the growth direction of semiconductor thin films. However, the carriers are not 
limited to move on the plane parallel to thin films. If we ignore a small non-parabolic 
effect, the energy of carriers can be described as  
 
 
ISBT
IBT k||
kε
C2 
C1 
V1 
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h+= ,                                                            (1.23) 
where Eni is the energy eigen value of i-th subband of n-th energy band, k|| is the 
momentum vector of carriers in the parallel plane, and mn* is the effective mass of 
carriers in the n-th energy band. Therefore, subbands from same energy band share 
almost the same energy dispersion in the k|| space, especially around Γ-point. Based on 
this, optical ISBT has a very sharp absorption or emission spectrum, because the 
transition energy keeps the same for carriers at different k|| values.  
Other features of ISBTs include that an ISBT only couples with z-polarized 
electric field; and it has a parity selection rule different from IBTs [6]. For example, in a 
symmetric quantum-well structure, ISBT is only allowed when the difference of 
quantum numbers for subbands is odd [6], for the infinitely deep quantum-well 
approximation. In order to allow all transitions between subbands, the symmetry of a 
quantum-well structure must be broken. Compared to IBT and transitions between 
atomic states, the dipole moments of ISBT, especially in the conduction band, can be 
strong, and strong dipole moments are essential for giant optical nonlinearities. One 
reason for this is that energies for ISBTs are usually smaller than for IBTs and lie in the 
mid/far infrared range. More details will be discussed in later sections.  
Another amazing feature of a quantum-well structure and ISBTs is that we can 
manipulate them as an artificial atom. Under the basic principle of quantum mechanics, 
the energy eigen-value of electrons (holes) energy state is determined by the thickness 
and depth of quantum wells. By adjusting the thicknesses of quantum wells and barriers, 
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one can modify the energy states on purpose, and also change the energy of ISBT or IBT. 
Moreover, one can also modify the shape of the wave functions and consequently design 
dipole moments and relaxation rates etc. It enables ‘quantum engineering’ of 
semiconductor quantum-well structures, which is greatly helpful to various optical 
devices design.  
Last but not least, an ISBT is a very fast process. The transition time of ISBTs is 
usually at the scale of picoseconds and is determined by optical phonons, while the time 
scale of IBTs is in nanoseconds. The Modulator based on ISBTs had been investigated 
due to the potential high speed operation and high on/off ratio [7-8].  
 
 
1.3 Optical Nonlinearities in Quantum-Well Structures 
  
Large second order optical nonlinearities based on ISBTs in quantum-well 
structures were first predicted theoretically by Gurnick and DeTemple in 1983 [9]. Since 
then, different groups have observed giant second order nonlinearities in asymmetric 
quantum-well structures [10-20].  
P. Boucaud et al. observed SHG process in asymmetric GaAs/AlGaAs quantum-
well structures at 10.9 μm, and found giant nonlinear susceptibility about 7.2*10-7 m/V 
[12], which is about 1900 times greater than that found in bulk GaAs material. H. C. Liu 
et al. also found giant nonlinear susceptibility about 3.4*10-7 m/V for SFG process [17]. 
F. Capasso et al. found SHG and third harmonic generation (THG) in coupled quantum 
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well structures, with tunability by applied electrical bias on the quantum well structures 
[19]. M. J. Shaw et al. did pseudopotential calculation for second harmonic generation in 
p-type semiconductor quantum well structures [18]. They predicted and observed 
experimentally the nonlinear susceptibility 8 times larger than that in bulk GaAs material.  
Overall, they observed mostly SHG or SFG processes in various types of 
quantum-well structures, and found giant nonlinear susceptibilities. Another common 
feature of their semiconductor material systems was that they were all asymmetric 
quantum-well structures, due to necessity to break symmetry to allow all transitions, as 
mentioned above. There were four different ways to break the symmetry, as shown in 
Fig. 1.4.  
As mentioned before, the resonant frequency of SHG in asymmetric quantum 
wells is dependent on the thicknesses of wells and barriers. With the tunability by 
applying electrical bias, it opened an era of quantum engineering of optical nonlinearities. 
Due to the promising giant nonlinear susceptibility in quantum-well structures, optical 
nonlinearities have great potential application in various photonic devices.  
Although with compact nonlinear quantum-well structures, the usefulness in 
nonlinear frequency conversion is still limited due to difficulties of efficiently coupling 
external optical pump with the ISBT nonlinearities and the lack of a suitable phase-
matching scheme in most of III-V semiconductors. To integrate nonlinear optical 
elements with semiconductor lasers serving as optical pumps is the best solution to 
overcome the difficulties. Quantum Cascade laser (QCL) is one of such semiconductor 
lasers that can be easily integrated with nonlinear optical elements based on QW systems.  
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Fig.1.4. Four configurations of asymmetric quantum-well structures. (A) asymmetric 
coupled quantum wells; (B)electrically biased QWs; (C) step asymmetric QWs; where 
dash line are virtual states, arrows symbolize two photon process leading SHG. 
(D)Doubly resonant step asymmetric QWs with real intermediate state. [20] 
 
 
1.4 Quantum Cascade Lasers 
 
Quantum cascade laser (QCL) was theoretically proposed in 1970’s [21], 
however, the first quantum cascade laser was demonstrated in 1994 [22]. After being 
rapidly developed for longer than a decade, QCLs have been demonstrated operating in a 
wide wavelength range, from 3 to 130 μm, and room temperature continuous wave (CW) 
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operation in the mid-IR range (4-10 μm) was achieved [23-45]. Now, QCL has become a 
powerful laser source at frequencies from near-IR to Terahertz. In the mid-IR range, the 
record high temperature for CW operation is about 400K, and the record high power at 
room temperature is about 680 mW, as shown in Fig. 1.5, which is a summary for high 
power and high temperature QCLs from various groups.  
 
 
 
 
Fig. 1.5. A summary plot of (a) maximum CW operation temperature, and (b) maximum 
CW power at room temperature of high performance QCLs [46]. 
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Occupied by
previous injector
Occupied by
next injector
laser transition occupies
half depth of the well
 
Fig.1.6. The Band diagram of a typical quantum cascade laser, including laser active 
layers forming laser upper level 3 and lower level 2, and injector layers. In the quantum 
well, laser transition can only occupy one third or half of the depth of well, because part 
of well is needed to accommodate previous and next injector. 
 
 
 
QCL is a type of quantum device where fundamental properties such as the 
emission wavelength are the result of the design of the epitaxial layers, instead of being 
an intrinsic property of semiconductors. As a result, one stage of the electron energy 
states and the sequence of epitaxial semiconductor layers in a typical QCL, shown in 
Fig.1.6, is designed in such a way that the upper laser level in the active region is aligned 
with the previous injector, when the structure is under certain applied bias, and the lower 
laser level is aligned with the next injector, where each injector is made of a bunch of 
electron energy states, or a mini-band. Electrons are injected into the upper laser level 
and depleted from the lower lasing level through injectors. The dynamic process is very 
fast. The time scale of electron scattering is around one picosecond.  
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Fig.1.7. The structure of a typical quantum cascade laser. It includes a laser active core, 
cladding layers, an electrical contact layer (gold), and a substrate. 
 
 
 
One QCL usually has 20-50 periods of active region. Every time one electron 
cascades down one stage it would emit a photon with energy of the laser transition. The 
stages of active region are grown on a substrate and covered by certain cladding and 
buffer layers, which form a waveguide to guide the radiation. After processing, a QCL 
device also has an insulating layer and a metal conducting layer which are used to apply 
pump electric current and bias to the device. A micro structure view of a QCL is shown 
in Fig. 1.7.  
Although the quantum-well structures of QCL can be made from any two 
semiconductor materials, the majority of QCL are based on Ga0.47In0.53As/ Al0.48In0.52As 
heterostructures lattice matched to InP substrate. However, the conduction band-offset in 
this heterostructure, or the difference of conduction bands of two semiconductor 
materials, is only 0.52 eV. It determines the depth of quantum well. Limited by the depth 
of quantum well, the photon energy of lasing transition is normally a few hundred milli-
 
 Laser 
radiation 
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electron-Volt (meV) for this material system, because QCL can not generate photons 
with energy larger than the depth of a quantum-well in QCL. Actually, the photon 
energy could barely be one third or one half the depth of quantum-well. The reason is the 
injectors in a QCL. In the energy diagram, as shown in Fig. 1.6, both upper and lower 
laser levels have to be located between previous and next neighbor injectors. However 
the energy levels of both previous and next injectors have to be lower than the top of 
quantum wells. Therefore the energy of a laser transition can only be about one third of 
the energy depth of a quantum-well.  
The result is that QC lasers with lattice matched GaInAs/AlInAs materials 
system are not able to provide laser signal with wavelength shorter than 4μm. There are 
a few different methods to get around this obstacle. One is using lattice mismatched 
GaInAs/AlInAs material system, such as compressed Ga0.36In0.64As and tensile 
Al0.62In0.38As [31], which provides deeper quantum-well with band-offset about 700 
meV- 900 meV.  
One can also use antimony based semiconductor quantum-well structures, such 
as InAs/AlSb [35,36,39], GaSb/AlSb [37], or GaInAs/AlAsSb [40]. For example, a 
quantum-well structure of GaInAs/AlAsSb can provide quantum well depth of 1.6 eV. 
However, the problem with this type of material system is that the energy edge of X-
valley or L-valley of the well or barrier material is located much lower than the top of 
the barrier at the Gamma-point. Electrons are very easily scattered into the X- or L- 
valley. Therefore one has to avoid design the laser transition across the X- or L-valley 
point at the energy band diagram, namely only a portion of the quantum well depth can 
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be utilized. Currently the shortest wavelength of this type of QCLs was pushed to 2.5 μm 
[39]. Similar situation happens in InAs (or InSbAs)/AlSb material systems, which can 
provide quantum well with depth of 1.3-1.6eV.  
Another method is to use different design of QCLs, such as type-II quantum-well 
structures for inter-band QCLs [25], but people have to face more complicated design 
and structures. Last but not the least, we can combine or integrate optical nonlinearities 
with QCL.  
 
 
1.5 Integrating Optical Nonlinearities with Quantum Cascade Lasers 
 
As mentioned above, integrating optical nonlinearities with a laser system can 
switch the wavelength of the system. The wavelength of quantum cascade lasers can 
cover mid-IR and far-IR very well. However, it is difficult to build QCLs at shorter 
wavelength and longer wavelength, namely in the near-IR range, from 2μm to 4μm, and 
Terahertz range. Both regions are very important in various application fields such as 
telecommunication, molecular identification, and homeland security. Therefore, 
integrating optical nonlinearities with QCL and extending the operation wavelength to 
both shorter and longer wavelength region is an attractive topic.  
Some pioneering work had been done, such as Raman injection QCL by M. 
Troccoli and A. Belyanin et al. [47], second harmonic generation QCL by N. 
Owschimikow and C. Gmachl et al. [48, 49], sum frequency generation QCL by J.-Y. 
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Bengloan et al. [50], and difference frequency generation QCL by M. Belkin and A. 
Belyanin et al. [51].  
Due to the multi-quantum-well structures in QCL, there is artful method to 
integrate optical nonlinearities. People can manipulate the energy states in a laser active 
region and make them in such a way that giant nonlinearities are achieved inside the 
laser active region. For example, a three-level system for SHG is designed in the active 
layers of a QCL in ref. [49]. The band diagram of the SHG QCL is shown in Fig. 1.8. An 
energy state was purposely located over the upper lasing level with an energy separation 
close to the laser frequency. This energy state and two laser levels form a three-level 
system, which converts laser frequency to double frequency.  With current shortest QCL 
wavelength, we expect to generate near-IR wavelengths up to 1.5 um.  
 
 
 
Fig. 1.8. The band diagram of the SHG QCL. One active region is sandwiched between 
two injector regions. Energy level 3 and 2 are the upper and lower lasing level 
respectively. Energy level 4 with 3 and 2 form a three level system. The QCL is 
designed to work at 9 μm, and SHG signal is 4.5 μm. [49] 
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The method of integrating nonlinearities within active region of a QCL can also 
be applied on other nonlinear optical QCLs, such as DFG QCL. The QCLs with DFG 
process must provide two lasing frequencies. Usually in this case, two active cores with 
different design and working at different frequency are stacked together. The three-level 
system for DFG process is then inserted into one of or both of the active cores  [51]. 
More details will be discussed in the later section. 
 
 
 
Fig. 1.9. The band-diagram of one period of Raman injection laser [57]. Level 7 and 5 
are regular active regions of a QCL, which serves as a pump laser. Level 1, 2, and 3 
form a Raman (Stokes) active region, which absorbs pump photons and emits photons at 
longer wavelength. 
 
 
 
Another interesting example is Raman QCL. The first quantum-well based 
Raman laser utilizing external pump of a CO2 laser was reported in 2001 [52]. However, 
if we could integrate Raman scattering with a QCL, we would obtain a compact Raman 
laser without bulky external pump and corresponding setup. The compact Raman 
injection laser was reported in 2005 [47]. Fig. 1.9 is the band diagram of the Raman 
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injection QCL. The motivation of making Raman QCL is to explore a new path to a 
widely tunable laser. It will be discussed in later section 4.  
 
 
1.6 Waveguide and Phase Matching Consideration in Optical Nonlinear QCLs 
 
In optical nonlinear processes, usually the phase matching should be achieved in 
order to achieve high efficiency. For example in the process of SHG, the intensity of 
doubled frequency in the absence of losses is [1]:  
2
2
max )2/(
)2/(sin)2(
kL
kLII Δ
Δ=ω ,                                        (1.24) 
where Imax is proportional to I 2(ω), L is the distance of light propagating in the nonlinear 
medium, and the wave-vector mismatch Δk can be expressed as 
)2()(2 ωω kkk −=Δ .                                           (1 .25) 
The condition of vanishing of wave-vector mismatch is  
)2()( ωω nn = .                                                  (1.26) 
However, this usually is not true. In most cases, the dispersion of the refractive indices 
causes Eq. (1.26) invalid, as shown in Fig. 1.10.  
There are a couple of methods people used to compensate phase mismatch. One 
of them is using different waveguide modes for different frequencies.  In most of 
photonics devices, light propagates in a waveguide as a set of modes. The longitudinal 
mode of a semiconductor laser cavity is a standing wave pattern, and the transverse 
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modes are classified into different types, such as TE modes (transverse electric), TM 
modes (transverse magnetic), TEM modes, and hybrid modes. Usually in a QCL device, 
the laser transition, which is an ISBT, is only coupled with z-polarized electric field, and 
only TM modes survive. However, different transverse modes (even all TM modes), as 
shown in Fig.1.11, have different dispersion of effective refractive indices, which have 
different relationships with the width of waveguide, as shown in Fig. 1.12. Therefore, 
one can choose the right width of waveguide, and make the phase mismatch 
compensated. So, the phase matching is achieved.  
 
  
 
Fig. 1.10. The dispersion of refractive indices in GaAs material. In this case, n(2ω)  is 
larger than n(ω). 
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Fig. 1.11. The waveguide structure of a SHG QCL. Left is the layer structure of a SHG 
QCL. Right is refractive index (red thin line) profile and profiles of TM0 and TM2 modes. 
The former is the mode of fundamental frequency and the later is that of double 
frequency. 
 
 
 
 
Fig.1.12. Different dispersion relationships of effective refractive indices of TM0 and 
TM2 modes with the width of the waveguide. At the phase matching point, the phase 
mismatch due to materials is compensated by that of different TM modes. 
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Another method to achieve phase matching is called quasi-phase-matching [1]. 
The idea of quasi-phase matching is using periodically poled material, which is a 
structure with the orientation of one of the crystalline axes periodically inverted as the 
function of position. Consequently, by periodically inverting the sign of the nonlinear 
coupling efficient one can compensate non-zero phase mismatch. For more information, 
please refer to chapter 2.9 of Ref. [1]. M. Belkin et al. reported quasi-phase-matching in 
a SHG QCL by periodically applying bias voltage and no bias voltage along the ridge of 
the device, in which they periodically modulated the refractive index and the nonlinear 
susceptibility of SHG process [53].  They observed ten times enhancement of the SHG 
conversion efficiency by achieving quasi-phase-matching.   
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2. ROOM TEMPERATURE TERAHERTZ SOURCE BASED ON DIFFERENCE 
FREQUENCY QUANTUM CASCADE LASERS * 
 
 
2.1 Introduction 
 
The THz radiation, or called T-ray, is an electromagnetic radiation in the 
wavelength range of 30 μm to 300 μm. T-rays can penetrate dry optically opaque cover, 
such as envelop, cloth and suitcase. They can be used to identify or locate objects under 
cloth or in a suitcase. Moreover, they can be used to distinguish big molecules and to 
detect explosive powder or drugs, which have unique spectra in the THz range. This 
makes T-rays extremely valuable in security applications. The low energy of a T-ray 
photon makes it relatively harmless to human bodies or tissues. Therefore T-rays can 
also be used for medical imaging. THz radiation is so important that people are eager to 
have THz devices for various applications, especially at room temperature.  
As of 2004, there were only several viable THz sources. They were either huge 
device systems, such as gyrotron, the backward wave oscillator, the free electron lasers, 
and synchrotron light source [54], or required cryogenic cooling, such as far-IR QCL 
[32,44,45,55-58]. Currently many groups and companies are working on increasing the  
____________ 
* Part of the data reported in this section is reprinted with permission from “Room 
Temperature Terahertz Quantum Cascade Laser Source Based on Intracavity Difference 
Frequency Generation” by M. A. Belkin, F. Capasso, F. Xie, A. Belyanin, M. Fischer, A. 
Wittmann, and J. Faist, 2008, Appl. Phys. Lett. 92, 201101, Copyright [2008] by 
American Institute of Physics journals (AIP).  
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operating temperature of THz QCLs [56-63]. The highest operating temperature is 178 K 
which still requires cryogenic cooling [57]. The progress has been slow because of 
fundamental difficulties related to thermal backfilling of the lower laser state, lower 
injection efficiency and faster depopulation of the upper state as the temperature 
increases.  
An alternative method is frequency mixing or utilizing optical nonlinearities. 
Some pioneer works include far-IR generation by DFG process in coupled quantum-well 
structure [59], and THz generation by DFG process in quasi-phase- matched GaP [60], 
or GaAs [61], with two external pumping lights. This approach offers broad spectral 
tunability and does work at room temperature, but requires powerful external laser 
pumps and bulky setup.  
Integrating DFG process with quantum cascade lasers is an approach that has 
been pursued by our group since 2001 [64].  It does not need external optical pump and 
complicated setup, but can also work at room temperature, since the THz generation 
mechanism is still the frequency mixing. DFG in the mid-IR range in butt-joined diode 
lasers has been demonstrated in [72]. With QCL technology the development of 
integrated DFG sources has been facilitated by the fact that dual wavelength, room 
temperature high performance QCLs have been already demonstrated [62-63]. THz 
generation by integrating DFG process with QCL was realized for the first time in 2007 
in collaboration between our group and Capasso group in Harvard [51]. Radiation of 
DFG signal at 65 μm was achieved. The advantage of this approach is no population 
inversion is required at THz transition, since the latter is extremely difficult to achieve at 
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room temperature.  However, the device only worked at liquid nitrogen temperature [51].  
There was still room to improve, and the ultimate purpose was to achieve a room 
temperature operated THz source. Below we report such a device [65]. 
 
 
2.2 Difference Frequency Generation in a QCL and the Nonlinear Susceptibility  
 
Due to high optical loss of THz radiation in the moderately doped semiconductor 
materials, and low collecting efficiency of T-rays, in this design, a nonlinear optical 
medium with giant nonlinear susceptibility is necessary to achieve significant DFG 
power. The process is described by a nonlinear polarization of the form  
*)2(2)( qpqp EEP χωω =− ,                                   ( 2 . 1 ) 
where χ (2) is the second order nonlinear susceptibility, Ep and Eq are the electric field 
amplitudes of two pumps.   
 
1
2
3
ωq
ωp
 
Fig.2.1. A typical three-level system for difference frequency generation process. 
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Fig.2.2. The band diagram of the DFG QCL design. A three-level system of energy 
states of 1, 3 and 4 is shown in the active region. The active region is lasing at frequency 
ω2, and is also the active region of DFG process [51]. 
 
 
 
In order to provide a giant nonlinear susceptibility, the medium must have three 
proper atomic or electronic energy states, or a three-level system, as shown in Fig.2.1. 
Similar to Eq. (1.20), the nonlinear susceptibility in the three-level system can be 
expressed as:  
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where ijμ  is the dipole moment between level i and j, ni is the electron population at 
level i,   γ  is the dephasing rate or the homogeneous broadening and is considered as a 
constant value, ijω  is the energy difference between level i and j, pω  and qω  are 
frequencies of two pump radiations.  
One smart way to integrate DFG process with a QCL is to design an active 
region of a QCL with a three-level system mentioned above. Therefore the laser active 
region itself serves as nonlinear medium at the same time, so that no extra nonlinear 
section is needed. This design is achieved in Ref. [51], and the band-diagram of one 
period of the QCL is shown in Fig.2.2.   
In this case, when the quantum-well structure is under applied bias of operating 
condition, electrons are injected mainly into the upper laser level, the level 1 in Fig. 2.2, 
or the level 3 in Fig. 2.1. The second order susceptibility (2.2) then can be simplified as:  
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By plugging Eq. (2.3) into Eq. (2.1) and combining them with wave equations Eq. (1.5), 
we can calculate the light intensity of the DFG signal as  
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where the intensity is given by the magnitude of the time-averaged Poynting vector, and 
can be expressed as 
2
2 i
i
i E
cnI π= ,                                            ( 2 . 5 ) 
where ni is the refractive index, c is the speed of light, and Ei is the electric field 
amplitude of a laser mode with i = 1 or 2.  
In the actual device, the light is propagating as a TM waveguide mode, as 
mentioned before. In order to calculate the power of DFG signal, we must consider the 
transverse intensity distribution, or the mode profile. The magnetic field amplitude of the 
mode at frequency ω in a waveguide is described as:  
)()(),(),,,( kytieyhzxHtzyxH −××= ωω ,                            ( 2 . 6 ) 
where y is the direction of wave propagating, z is the direction of growth, h(y) is a 
slowly varying amplitude that accounts for the increase of the mode intensity as it 
propagates in the waveguide. Similar to Eq. (1.5), the wave equation for the magnetic 
field is given as 
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where Hω(x,z)×ei(ωt-ky) is the solution of the wave equation for the passive waveguide. 
Using the orthogonality of waveguide modes of different order, we obtain h(y) as  
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Then we plugged Eq. (2.1) into Eq. (2.8) and used the relationship between the electric 
and magnetic field in a TM-polarized mode:  
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ω ε= ,                                       (2.9) 
where i
eff
nω  and ik  are the effective refractive index and the wave vector of the mode at 
frequency ωi.  Inserting Eq. (2.9) and (2.1) into (2.8), we have  
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where we utilized the fact that that ω=ω1-ω2 and assumed that (k1-k2)/k≈1. As mentioned 
above, the power of the DFG signal is the time average of Poynting vector, defined as 
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By plugging Eq. (2.9) and (2.10) into (2.11), we obtain the power of DFG emission after 
some simplification,  
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where the coherence length satisfies:  
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Assuming ε(x,z)≈ (neff)2, we can further simplify Eq. (2.12) as:  
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where the effective confinement Γeff factor is given as  
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It can be calculated once we know the waveguide modes profile for each frequency, as 
shown in Fig. 2.3. 
 
 
Fig. 2.3. The waveguide modes for fundamental frequencies and DFG frequency.  (a) 
Two QC laser active cores are stacked together inside a waveguide; (b) the profiles of 
mode for frequency ω1 and refractive index; (c) the profiles of mode for frequency ω2 
and refractive index; (d) the profiles of mode for DFG frequency ω3 and refractive index, 
the gray area is the active region with nonzero nonlinear susceptibility [51]. 
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2.3 Laser Gain Spectra and Two-Wavelength Operation  
 
As we showed in Fig. 2.3, the design of a DFG QCL requires two QCL active 
cores stacked in one waveguide cavity, in order to provide two pump lights at two 
different frequencies. However the two frequencies are required to be very close to each 
other at frequency spectrum, because we want the difference of them at THz range, at 
which the photon energy is only about 10~20 meV. It is a challenge to ensure lasing at 
two close frequencies in the cavity at the same time.  
As mentioned before, we would have a three level system, in which transition 3-2 
is the lasing transition, as shown in Fig. 2.4. 
 
 
Fig. 2.4. Three level system with one lasing transition 3-2. 
  
We obtain the laser gain by analyzing the wave equation (2.16) in a laser system [64],  
ΩΔ+
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h ,                                     (2.16) 
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where Ω is the Rabi frequency of the laser mode, κ is optical loss in the medium, n is the 
refractive index, N is total population of carrier, d32 is the dipole moment between 
energy level 3-2, Δ is frequency detuning, ρi is the population rate at energy level i. We 
have the optical gain at the lasing frequency proportional to the square of the dipole 
moment, as  
)1Re()(2 2
23
2
32
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Ndgain γ
ρρπω
h .                                (2.17) 
Therefore we obtain the expression of gain spectra. In order to have two frequencies 
lasing simultaneously, we need a laser spectrum with two peaks which are almost 
equally strong, instead of having one peak much stronger than the other, or two merged 
peaks, as shown in Fig. 2.5. Otherwise, there would be only one lasing frequency, and 
therefore no DFG process.  
 
 
2.4 A New Design of THz DFG Quantum Cascade Laser with Doubled Resonant 
Nonlinear Active Cores 
 
In previous sections, we introduced the principles for design of a DFG QCL for 
THz emission. Here I will show a new design of a DFG QCL at λ=16 μm and 12.1 μm, 
in which the nonlinear susceptibility has been improved several times as compared to the 
previous device N970A [65].  
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Fig. 2.5. The scratches of gain spectra indicate two wavelengths operation. (a) The total 
gain spectrum, the solid line, when the gain of one laser frequency is much larger that of 
the other. (b) The situation when two laser frequencies are too close to each other. (c) 
The situation we are looking for. Two peaks are equally strong in the total gain spectrum, 
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Fig. 2.6. The band diagrams of two active layers, under a bias of 30kV/cm. (a) The 
lasing transition of laser ‘a’ is 3-2, of which transition energy is about 80 meV (lasing at 
16 μm). (b) The lasing transition of laser ‘b’ is 3-1, with transition energy 103 meV 
(12.1 μm).  
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The band diagrams of the two QCL active layers are shown in Fig. 2.6. The 
thickness sequences of quantum wells and barriers in laser ‘a’ is 
46/12/44/14/44/17/42/20/41/22/40/33/32/5/65/6/66/7/63/8/58/10 (starting from well), 
and that of laser ‘b’ is 42/12/37/15/42/17/41/20/38/22/36/37/26/5/66/6/64/7/63/10/59/10. 
As shown in the band diagram, laser ‘a’ is designed working wavelength of 16 μm, with 
the three-level system, energy states 1-2-3, in the active region of laser. The dipole 
moments of transition 3-2, 3-1 and 2-1 are 28.4 Å, 15.5 Å and 112.4 Å respectively. The 
transition energy of 2-1 is about 16 meV. The laser ‘b’ has working wavelength at 12.1 
μm, containing the other three-level system 3’-2’-1’. The dipole moments of transition 
3’-2’, 3’-1’, and 2’-1’ are 22.5 Å, 31.3 Å, and 58.9 Å respectively, and the transition 
energy of 2’-1’ is about 24 meV. The frequency difference of two lasers is about 23 meV, 
namely a DFG signal of 54 μm, which is about 5 THz, is expected to be generated. 
The gain spectrum has been optimized to ensure two wavelengths operation, as 
shown in Fig. 2.7. 
 
 
Fig. 2.7. The gain spectrum of new DFG QCL design has two peaks.  
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Fig. 2.8. The profiles of absolute values of nonlinear susceptibilities of (a) laser ‘a’ and 
(b) laser ‘b’. The dashed lines indicate the frequencies of the other working laser.  
 
 
 
The nonlinear susceptibilities of both active cores have also been optimized. 
Since we have all the parameters, such as dipole moments and energies of transitions, we 
can insert those numbers from above into the Eq. (2.3) to calculate nonlinear 
susceptibilities for both laser cores. In this design, the combination of two lasing 
wavelengths enables the maximum nonlinear susceptibilities at both laser sections, as 
shown in Fig. 2.8. As a result, the absolute values of nonlinear susceptibilities reach 
5.4×10-5 esu and 5.2×10-5 esu. They are about 1.5 times larger than in the previous 
device N970A [65], which only had one section with nonlinear susceptibility. Therefore, 
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about 5 times higher DFG power will be expected compared with N970A, if there is 
similar power of two pump lasers.  
 
 
Fig. 2.9. The experimental setup for the measurement of a DFG QCL. A FTIR was used 
to measure spectra of fundamental pump lasers and the DFG THz signal. When the 
‘mirror 1’ is removed, the system measures the power of fundamental lasers. When the 
‘mirror 2’ is inserted, the system measures the spectrum and power of THz signal by 
using a liquid helium cooled bolometer. 
 
 
2.5 The Experimental Results of DFG QCL Device N970A  
  
The new design of DFG QCL discussed in previous section was sent to grow, 
when I did summer research in Dr. Federico Capasso’s group in Harvard University in 
summer 2007. We didn’t wait for the arrival of the new wafer. Instead, we processed and 
measured the DFG QCL device N970 based on previous design; and achieved 
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significant results. THz emission at 60 μm was observed at temperature up to 250K 
before I left the group, and the THz power reached about 1 μW at 80K.  
The experiment setup is shown in Fig. 2.9. The laser block was mounted in a 
cryostat, and cooled with liquid Nitrogen. It can be heated with a temperature controller 
insider the cryostat. Lasers were driven by a current pulse generator with both 500Hz 
and 80KHz repetition rates and 1% duty cycle. A Fourier Transform Infrared 
spectroscopy (FTIR) was used to measure laser spectra. An external MCT photo detector 
was used to measure mid-IR laser power. We applied a filter in front of the external 
MCT detector to separate two mid-IR wavelengths.  The MCT detector is not suitable 
for measurement of THz signal. We employed a liquid Helium cooled bolometer, which 
is very sensitive to heat radiation, to measure both spectra and power of THz signal. A 
filter which blocked everything shorter than 40 μm was employed before the bolometer. 
All signals were sent to the lock-in amplifier, and then were sent to the computer.  
Here I want to show some experimental results. First, the device N970A 
successfully lased at two wavelengths, 9 μm and 10.5 μm, simultaneously at different 
temperatures, as shown in Fig. 2.10. The total peak power of mid-IR emission was over 
1.3 W at 80K, and over 0.1 W at 300K, as shown in Fig. 2.11. The strong mid-IR power 
makes it promising for DFG process, because the DFG power is proportional to the 
product of power of two mid-IR lasers.  
The most important thing is that we observed THz radiation at 55 μm, which 
survived up to 250K. The spectra are shown in Fig. 2. 12. This was the first THz 
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semiconductor device at thermal electrically (TE) cooled temperature, and was the 
highest operation temperature for THz semiconductor lasers on record!  
 
 
 
 
Fig. 2.10. Mid-IR emission spectra at 80K, 150K, 250K and 300K. Emissions at two 
wavelengths were realized at various temperatures, although there was a third 
wavelength at higher temperature.  
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Fig. 2. 11. The total mid-IR peak power of the device at various temperatures versus the 
pump current.  
 
 
 
`  
Fig. 2.12. THz emission of the device N970A at various temperatures from 80K to 250K.  
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Fig. 2.13. The peak power of THz emission versus the product of two mid-IR powers at 
80K, showing the maximum peak power reached 1.5 μW. The inserted picture is the 
THz power and product of mid-IR power at different temperatures, showing the power 
conversion efficiency has no significant degrading at higher temperature.  
 
 
 
The power of THz emission of device N970A is showed in Fig. 2.13. It reached 
1.5 μW at temperature 80K. Although at higher temperature, the power of THz emission 
dropped, but also did the power of mid-IR. From the temperature dependence of both 
THz power and the product of Mid-IR power, we found the power conversion efficiency, 
which was about 1μW/W2, was kept the almost the same. It means the DFG process was 
barely affected by temperature. Therefore, if we can provide more power of mid-IR laser 
at room temperature, we can easily achieve THz emission at room temperature.  
I also did simulation for the DFG process to prove the THz emission was indeed 
due to the DFG process in the device. We found some characteristic peaks in the THz 
spectra. To understand these peaks, I took mid-IR spectra data and plugged them into Eq. 
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(2.14), to simulate the THz signal due to DFG process. The results matched the 
experimental data very well for data at both 80K and 150K, as shown in Fig. 2.14. The 
results also matched at higher temperatures. It is a solid proof that the THz we observed 
is indeed due to the DFG process by two mid-IR laser wavelengths in the device N970A.  
Overall the THz DFG QCL device N970A showed very impressive and 
promising results. It has strong mid-IR power at two wavelengths, which provide 
internal pump sources for the DFG process. It has a strong nonlinearity in the cavity, 
which caused THz emission at 55 μm. The maximum temperature for the THz emission 
reached 250K, which was the highest temperature on record for THz semiconductor 
lasers, and the peak power of THz emission reached 1.5 μW at 80K.  
For updating, after I left Capasso’s group in 2007, Mikhail Belkin attached a 
silicon hemisphere lens at the end of device N970A, to further improve the collecting 
efficiency of THz emission. With this modification, the peak power of THz emission 
observed reached 7 μW at 80K, and THz emission at room temperature (300K) was 
observed [65]! 
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Fig. 2.14. The spectra simulation matched the experimental results. The THz spectra 
showed specific peaks at different temperatures (up). The simulation results at the 
bottom matched them pretty well.  
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3. SECOND HARMONIC GENERATION QUANTUM CASCADE LASER AND THE 
CHARACTERIZATION OF THE OPTICAL NONLINEARITY *  
 
 
3.1 Introduction 
 
The concept of ‘quantum engineering’ in quantum-well structures greatly 
impacts opto-electronics. Quantum cascade laser is one of the results of the ‘quantum 
engineering’ of intersubband optical transitions [22]. Based on the same principle, a 
strong nonlinear oscillator can be also designed in semiconductor quantum-well 
structures [9-12]. Moreover, optical nonlinearities can be monolithically integrated with 
a pump light source such as a QCL. It is a good approach for efficient coupling and 
avoiding resonant absorption of fundamental pump light. One example is the difference 
frequency generation QCL discussed in previous section. The second harmonic 
generation QCL is another one.  
The QCL integrated with a SHG process was demonstrated in 2003. In Ref. 48, 
Nina Owschimikow et al. monolithically integrated two-stack two wavelength QC laser 
and coupled quantum-well structures with strong susceptibilities for both sum frequency 
and second harmonic generation. They observed two SHG signals at 3.6 μm and 4.8 μm  
____________ 
* Part of the data reported in this section is reprinted with permission from “Second-
Harmonic Generation in Quantum Cascade Lasers with Electric Field and Current 
Dependent Nonlinear Susceptibility” by D. Qu, F. Xie, G. Shu, S. Momen, and E. 
Narimanov, et al.  2007, Appl. Phys. Lett. 90, 031105, Copyright [2007] by American 
Institute of Physics journals (AIP).  
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 and the SFG signal at 4.1 μm. Clare Gmachl et al. later optimized the SHG QCL and 
achieved second order susceptibility of 4.7×10-5 esu [49], and found a new approach of 
integration in which the SHG three-level system was embedded within the quantum 
wells of the active region of a QCL, instead of adding additional quantum-well layers, as 
mentioned in the section 1.5.  
After that a few other groups also reported SHG QCLs [66-67]. In most of the 
SHG QCL devices, the nonlinear power conversion efficiencies of SHG were found 
nearly constant within a factor of 2 regarding pump current. In 2006, we found strong 
increase of nonlinear power conversion in the SHG QCL device D3056 [68]. The 
understanding of this interesting result offers the possibility to design structures with the 
maximum nonlinear light conversion efficiency at the highest linear light power. 
Therefore, the performance of SHG in QCLs and in other nonlinear QC lasers will be 
improved. 
 
 
3.2. The Design of SHG QCL Device D3056 and the Second Order Susceptibility 
 
Device D3056 was also designed with the monolithic integration approach of 
SHG process within a QCL the band-diagram of which is shown in Fig. 3.1. The laser 
transition 3-2 was designed at 142 meV (about 8.7 μm). An energy state 4 was designed 
over the laser upper state 3, with energy separation about 122 meV, which is a little 
lower than the laser transition energy. Therefore energy states 2, 3 and 4 form a three-
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level system for second harmonic generation at 142 meV. The SHG signal is expected at 
284 meV, which is about 4.3 μm. Most of free electrons in the quantum-well system 
assemble at upper laser level, state 2, under lasing condition. One would suspect strong 
absorption of laser frequency from level 3 to level 4. However, strong absorption from 
state 3 to 4 is avoided due to about 20 meV detuning of transition 3-4 from the laser 
frequency.  
 
 
Fig. 3.1. The band diagram with modulus squared of essential electron wave functions. 
The structure is under electrical bias of 42 kV/cm. The barrier (InAlAs, bold) and well 
(InGaAs) thicknesses in nanometers from right to left starting from the first active region 
well are as follows (in Angstrom): 68/10/55/40/29/32/30/28/31/24/31/ 27/35/30/38/28. 
Underlined layers indicate a doping density of 2.0×1017 cm−3. 
 
 
 
The second order susceptibility can be obtained by adjusting Eq. (1.20), and it 
can be expressed as; 
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where Ne is the total electron density, Δij=(ωi-ωj)-ωp is the detuning of transition from 
the pump frequency (or double pump frequency for transition 4-2), γ is the common 
homogeneous broadening factor about 10 meV, dij is the dipole moment of transition i-j, 
and ni is the electron population of energy state i.  
The analysis of nonlinear optical power in the SHG process is similar to that of 
the DFG process in previous section. Considering waveguide loss and mirror loss at 
facets of the device, we can obtain the optical power of SHG signal as  
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where ω2=2ω1 is the SH frequency, α2 is the waveguide loss of SHG signal, R1 is the 
facet reflectivity of the fundamental signal, R2 is that of SHG signal, Δk is phase 
mismatch of SHG, L is the length of a laser cavity, and Γeff is the effective confinement 
factor, which is similar to Eq. (2.15).  
 
 
3.3. The Experimental Setup and Results for Device D3056 
 
The experimental setup is also similar to Fig. 2.9. The difference is that we 
employed liquid nitrogen cooled external InSb photo detector, which is much more 
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sensitive in the near-IR range, instead of a bolometer to measure the SHG signal. A 
simple filter of a glass slide was used to block the fundamental optical power in front of 
the InSb detector.  
The device was characterized at 80K, and was operated with pulsed current pump. 
The repetition rate was 80 kHz, with 12.5 ns pulse width. The device lased at 8.4 μm, 
and the spectra were shown in Fig. 3.2. The SHG signal at 4.2 μm was observed, as 
shown in Fig. 3.3. From the spectra at various currents, we found the frequency of the 
SHG signal is stable regarding the injection current, although the frequency of 
fundamental signal has a slight shifting.  
 
 
Fig. 3.2. The spectra of fundamental pump light. The spectra were taken at various 
injection current, from 1.0 A to 2.5 A (from top to bottom). The laser was working at 
about 8.5 μm. 
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Fig. 3.3. The spectra of SHG signal at various injection current. They were taken from 
1.5 A to 3.0 A (from top to bottom). The wavelength of SHG signal is about 4.25 μm, 
and the frequency of SHG signal was very stable. 
 
 
 
 
Fig. 3.4. The L-I-V curve of device D3056. The upper one is the voltage vs current 
characteristic. The lower one is the output power measured by room temperature 
HgCdTe (MCT) detector and liquid nitrogen cooled InSb detector for mid-IR laser 
power and SHG power respectively.  
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The L-I-V curves of the device D3056 is shown in Fig. 3.4. The lasing threshold 
current was found at 1.05 A, with bias voltage about 12 V. The device has a ridge about 
16 μm wide, and is 2.3 mm long. Therefore the threshold current density is about 3 
kA/cm2. The maximum mid-IR pump power reached 12 mW per facet. The SHG signal 
was observed almost immediately after the pump laser was turned on. Due to non phase-
matched design, the SHG peak power only reached 22 nW, as shown in Fig. 3.4. 
Interestingly, the SHG power did not drop down when the fundamental power 
started decreasing, although the SHG power should be proportional to the square of the 
fundamental power. It means the nonlinear power conversion efficiency increased 
actually with increasing of injection current density, even after the fundamental power 
rolled over. We plot the nonlinear power conversion efficiency η, which is described by 
(3.4), versus the laser injected current in Fig. 3.5. We observed a significant increase of 
the nonlinear power conversion efficiency with current. 
)(/)2( 2 ωωη WW= .                                   ( 3 . 4 ) 
 
 
Fig. 3.5. The nonlinear power conversion efficiency vs the pump current. We observed 
the increasing of the conversion efficiency with the pump current.  
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Plugging Eq. (3.2) into Eq. (3.4), we can easily obtain the expression of the 
conversion efficiency as  
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Equation (3.5) indicates that the conversion efficiency η could depend on many 
parameters, such as ω2, n1, n2, waveguide loss α, mirror reflectivitiesR1 and R2, or the 
second order susceptibility χ(2). In Eq. (3.5), L is a fixed value, while n1, n2, α2, Δk, R1, 
and R2 are all only depend on fundamental frequency ω1 or SHG frequency ω2, or both. 
However, we barely observe pump current dependence of either the SHG frequency or 
the fundamental frequency from the spectra of Fig. 3.2 and 3.3. It means that all the 
parameters can not be the source terms of pump current dependence of the power 
conversion efficiency, namely only the second order susceptibility could cause the pump 
current dependency. 
There are different mechanisms causing the increasing of the second order 
susceptibility of SHG process in the device D3056. From Eq. (3.1), one could expect the 
change of dipole moments, population densities at different states, or detuning factors of 
different transitions, might cause the change of χ(2) with current. More details will be 
discussed in following sub-section.  
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3.4. The Analysis of the Nonlinear Susceptibility of SHG in Device 3056 
 
As mentioned above, the enhancement of the nonlinear power conversion 
efficiency with current was observed in device D3056. Increasing of the nonlinear 
susceptibility with current could be the reason. Understanding the mechanism of the 
enhancement would enable people to optimize optical nonlinearities, such as SHG, in 
QCLs, and to achieve the best performance.  
 
 
Fig. 3.6. The schematic of electron energy states in laser active region. Transition 3-2 is 
the laser transition. Electrons are injected from injector to upper laser state 3, and are 
depleted from lower laser state 2 to injector. Most electrons are accumulated on state 3. 
States 2-3-4 and 1-3-4 are two sets of resonant three-level system for the SHG process.  
 
 
 
Here we give two interpretations for the enhancement of the nonlinear 
susceptibility with the pump current. First, the nonlinear susceptibility increased due to 
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the changed populations at the upper laser level and the lower laser level with the current. 
Second, when the pump current was increased, so did the electrical bias. The change of 
the bias resulted in the modified band alignment, dipole moments of transitions, and 
detuning factors in the device. In the first interpretation, the applied electrical bias was 
assumed unchanged. In the second one, the population rate at each state was assumed 
changed. Both mechanisms would result in the increasing of the nonlinear susceptibility 
with the pump current.  
The first mechanism can be interpreted within coupled density matrix equations. 
A simplified sketch of energy state diagram is shown in Fig. 3.6. In the device, at each 
period of active region, electrons are injected from the previous injector state to upper 
lasing state 3, and are depleted from lower lasing state 2 to the next injector very fast by 
resonant longitudinal optical (LO) phonon scattering. Moreover, the life time of state 3 is 
much larger than that of state 2 and 1. Therefore most of electrons in the active region 
are accumulated on state 3. When the optical gain, which is described as Eq. (2.17) and 
is proportional to the population inversion, becomes larger than the loss in the 
waveguide, the laser starts lasing. Under lasing condition, electrons are stimulated to 
lower lasing state 2, and emit photons [69]. The coupled density matrix equations for 
states 1, 2, 3, and Rabi frequency Ω are described by [64], 
32σκ igdt
d =Ω+Ω ,                                                          (3.6) 
)( 23323232 nnidt
d −Ω=Γ+ σσ ,                                                 (3.7) 
)( 34434343 nnidt
d −Ω=Γ+ σσ ,                                               (3.8) 
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where the Rabi frequency h/32εd=Ω , ε is the amplitude of the electric field of the laser 
mode, σij is the off diagonal element of the density matrix, j is the current density, ni is 
the population at ith state, rmn is the relaxation rate from state m to n, rmi is the relaxation 
rate from state m to injector, Δij is the detuning of the transition i-j from corresponding 
optical field, γij is the spectrum broadening factor, which is usually replaced by common 
broadening 10 meV, g is the optical gain, κ is waveguide loss, neff is the effective 
refractive index of the waveguide mode, N is the total electron density in the active 
region, and Σ is the confinement factor of the laser mode in the active region.  
By using the transfer-matrix algorithm for calculating electron wave functions in 
a multi-quantum-well structure [70], we can simulate and solve the eigen wave functions 
of electrons, and obtain all the information, such as dipole moments, relaxation rates etc. 
In table 3.1, all parameters of device D3056 under 42 kV/cm bias are listed. Inserting 
those values into the coupled density matrix equations from Eq. (3.6) to (3.14), we can 
solve numerically the current density dependence of populations at each electron energy 
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state ni(j). Then we inserted the populations into the expression of the second order 
susceptibility Eq. (3.1) and obtained the current density dependence of the second order 
susceptibility, which is plotted in Fig. 3.7 (a). We compared it with the experimental 
data of nonlinear power conversion efficiency, which is shown in Fig. 3.7 (b), and found 
they followed similar tendency regarding the current density. It supports our hypothesis 
that the change of populations due to increasing current density caused the increase of 
the nonlinear power conversion efficiency.  
 
Table 3.1 (a) Parameters of transitions between energy states from 1 to 4.  
 2-1 3-2 3-1 4-3 4-2 4-1 
Energy Eij  (meV) N/A 141 148 122 263 270 
Dipole moments (Å) N/A 19.2 8.1 28.4 4.5 6.8 
Life time τ (ps) 0.4 6.5 5.7 N/A N/A N/A 
 
 
Table 3.1 (b) Life time τ from energy states to injector. 
 4-i 3-i 2-i 1-i 
Life time τ (ps) N/A 1.7 1.0 0.9 
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Fig. 3.7. The experimental result of the second order susceptibility and simulation results 
from two methods. (a) The simulation result of the second order susceptibility based on 
population solutions of coupled density matrix equations. (b) The experimental data of 
nonlinear power conversion efficiency. (c) The theoretical data of the absolute squared 
second order susceptibility based on different applied electric field.  
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The problem with this hypothesis is that the applied electric field was assumed 
unchanged in the simulation. However, it is probably not exactly true. The applied bias 
on cascade quantum-well structure increased somehow with the pump current. It can be 
seen from the L-I-V curves from Fig. 3.4. Therefore we studied the other hypothesis.  
The slight change of the applied electric field with pump current caused the 
change of eigen wave functions for all electron energy states. It further caused the 
changing of dipole moments and energies of transitions. This affects the nonlinear 
susceptibility of the SHG process. From Fig. 3.8, we see a strong change in the wave 
function of energy state 3’, which causes an increase of dipole moments between 3’ and 
state 2 (4), when the electric field changes from 41 kV/cm to 45 kV/cm. Moreover, state 
3’ is the last state in the previous injector. It shares the Fermi level with state 3, namely 
the population of electron density at this state is large. Therefore the strong change of 
dipole moments of 3’-2 and 3’-4 will certainly cause a change of the nonlinear 
susceptibility.  
 Guided by this idea, we collected all the information on dipole moments and 
shifting of energy states from 40 kV/cm to 45 kV/cm. Given the condition that most of 
the electrons are located at either energy states 3 or 3’ under the lasing condition, we 
calculated the nonlinear susceptibility versus the applied bias, as shown in Fig. 3.7 (c).  
The result showed that the square of the nonlinear increased about 7 times from 
42 kV/cm to 45 kV/cm. It indicated that the dipole moments and energy levels change 
due to a slight increase of an applied electric field could also be one of reasons of the 
increase of nonlinear power conversion efficiency.  
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Fig. 3.8. The band diagrams of device D3056 at (a) 41 kV/cm, and (b) 45 kV/cm. The 
wave function of energy state 3’ changed significantly. It caused strong change of dipole 
moments between 3’-2 and 3’-4.  
 
 
 
As discussed above, both the change in populations due to increasing current 
density and the change in dipole moments caused by the shift of an applied electric bias 
could cause the variation of the nonlinear power conversion efficiency. The increase of 
nonlinear power conversion efficiency in SHG QCL device D3056 could be a mixed 
result of both mechanisms indicated above.  
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4. IN-PLANE MONOLITHIC INTEGRATION OF NONLINEARITIES WITH QCL * 
 
 
4.1 Introduction 
 
As discussed in previous two sections, the active region of a quantum cascade 
(QC) laser can be integrated with a cascade of intersubband transitions designed for a 
nonlinear conversion of laser light into coherent radiation at different frequencies [71]. 
The monolithic integration of optical nonlinearities with QCLs yields compact electrical 
current pumped devices, which are valuable from the practical point of view. Normally a 
nonlinear medium is required in a QCL structure. It can be a nonlinear active core with 
specifically designed quantum-well structures. Also, it can be designed in the very laser 
core so that there is only one active core in a device, as the DFG QCL and the SHG QCL 
discussed in previous two sections. However, in this method, it is sophisticate to design 
the active layers. There are tradeoffs between optimizing QCL and nonlinearities. It 
results in a poor flexibility to implement various nonlinearities, and probably poor 
performance for either pump laser or nonlinear susceptibilities.  
Having a nonlinear active core separate from laser active core provides a good 
solution to flexibly design nonlinear active layers. We can grow an active core on top or  
____________ 
* Part of the data reported in this section is reprinted with permission from “Nonlinear 
Optics with Quantum Cascade Lasers” by F. Xie, V. R. Chaganti, D. Smith, A. Belyanin, 
F. Capasso, and C. Gmachl, 2007, Laser Physics 17, 672-679, Copyright [2007] by 
Springer journals.  
 62
beneath the laser active core, namely vertically separate them, as shown in Fig. 4.1. This 
scheme is friendly to the device growth and processing procedures. However, it may 
compromise nonlinear conversion efficiency, because the modal overlap with laser and 
nonlinear stages could be low.  
 
 
Fig.4.1. The scheme of the vertical integration of nonlinearities with QCL. The nonlinear 
active core (section) is separated from that of pump laser.  
 
 
 
An alternative scheme of monolithic integration of nonlinearities within a QCL is 
proposed here, an in-plane integration scheme. In this scheme, a device is separated 
horizontally along the waveguide into a pump laser section and a nonlinear section. Two 
separated contacts induce two different applied voltage biases on two sections. This 
scheme provides a great flexibility to integrate optical nonlinearities with a QCL.  
 
 
4.2 The Scheme of In-Plane Integration  
 
The scheme of in-plane integration is shown in Fig. 4.2. There is only one 
epitaxial layer of active multi-quantum-well structure grown in a device. The whole 
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device is separated longitudinally, and two sections are applied different voltage bias on. 
Since the electron energy states in the quantum-well structures are depending on the 
applied bias or the electric field, each section can independently work as either a pump 
QC laser or an optical nonlinear element. Actually this scheme is similar to the two-
section DFG diode laser [72].   
 
Pump laser Nonlinear 
section
V1 V2
L1 L2
 
Fig. 4.2. The scheme of in-plane integration of nonlinearities. Two different parts 
operate under different voltage bias and serve two different functions: Pump laser and 
nonlinear conversion section.  
 
 
 
Although the in-plane integration seems to have limited applications because the 
nonlinear section must share the same design of active core with the pump laser, 
surprisingly, this scheme shows great flexibility in implementing various nonlinearities. 
The in-plane integration scheme avoids some problems of both vertical integration and 
complete integration. The overlap between waveguide modes profile of pump laser and 
the nonlinear active section is usually much higher than that of vertical integration 
scheme, since the nonlinear active section shares the same area with that of the laser 
active section on the cross section profile of the device. An Additional advantage of the 
in-plane integration is that the nonlinear section is independently controlled by applied 
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bias, and it can be different from that of the QC laser section, which is usually under 
fixed applied bias to align all the energy states. Therefore a wide tunability of optical 
nonlinearities might be achieved by tuning the applied bias. Of course, the attention must 
be paid that the value of gain in the laser section g multiplied by the length of laser 
section L1 should be higher than the sum of an absorption loss in the nonlinear section 
α2L2 and a total waveguide loss plus a mirror loss. 
Various nonlinearities can be integrated with the in-plane scheme. The tunability 
of nonlinearities can result in a widely tunable laser if we integrate Raman scattering 
effect in the nonlinear section. SHG section in the in-plane integration scheme can yield 
a short wavelength emission at 2-4 μm by fully utilizing the whole depth of quantum-
well structure. Moreover, by inserting a saturable absorber as the nonlinear section one 
can realize a mode locked laser.  
 
 
4.3 Widely Tunable Raman Laser Based on the In-Plane Integration Scheme 
 
The possibility of Raman amplification using intersubband transitions has been 
theoretically discussed in Ref. [73]. The first Raman laser based on ISBT in a 
GaAs/AlGaAs double quantum well structure was demonstrated in 2001 with an external 
CO2 laser pumping source [52]. Monolithic integration with a pump laser, the first 
injection-pumped Raman laser, which was demonstrated in 2005, showed very high 
conversion efficiency of about 30 % [47].  
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The tunability in conventional Raman lasers or amplifiers is associated with 
changing the wavelength of an external pump laser, while the Stokes (or Anti-Stokes) 
shift remains fixed. In the in-plane integration scheme, we have a different situation. The 
Raman shift which is determined by the energy difference of two lower subbands 
depends by the applied bias on the nonlinear section, although the QC pump laser in the 
laser section has very limited tunability, which does not affect the Raman scattering 
processes. Therefore a widely tunable Raman laser is achievable.  
Almost every QCL’s active region is a potential Raman scattering active region 
under certain applied electric field due to the phonon scattering design for the depletion 
of lower laser level. For example, the active region of a high power QCL at 8 μm works 
under an electric field of 60 kV/cm [27], as shown in Fig. 4.3 (a). The same quantum-
well structure of a QCL can serve as a Raman laser under a different electric field on the 
nonlinear section. In this case, as shown in Fig. 4.3 (b), the same structure shows the 
property of a Raman scattering medium under a bias of -10 kV/cm. The Raman shift 
equals the energy separation of energy state 1 and 2. The transition 1-3 is close to the 
resonance of pump laser, but with a detuning of about 10 meV. A strong resonant 
absorption is avoided.  
We can obtain the gain g at the Stokes frequency by solving the density matrix 
equations [64].    
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)( 323232 si ωωγ −+=Γ ,                                         ( 4 . 2 ) 
)( 313131 di ωωγ −+=Γ ,                                           (4 .3) 
)( 212121 sdi ωωωγ +−+=Γ ,                                ( 4 . 4 ) 
h/31 dd Eed=Ω ,                                        ( 4 . 5 ) 
where Ed is the electric field of internal optical pump, dmn is the dipole moment of 
transition m-n, γmn is the broadening or dephasing rate of transition m-n, ωd and ωs are 
the frequencies of pump and Stokes respectively, Γeff is the optical confinement of the 
Stokes signal, ns is the effective refractive index of Stokes mode, and ni (i=1,2,3) is the 
electron density at ith energy state.  
In the nonlinear section, most of the free electrons from the dopants at injection 
layers of QCL [22] stay at the lowest state, level 1. It means n2~0 and n3~0 in Eq. (4.1). 
A positive gain at Stokes frequency is reached. Therefore, as long as the intensity of 
pump field is strong enough, the optical gain at the Stokes frequency would overcome 
the loss and then the Stokes frequency would be at lasing.  
The Raman shift depends on the applied electric field on the nonlinear section, as 
mentioned above. The energy separation of transition 3-2 E21 is changed from 48 meV to 
59 meV when a different electric field, such as -30 kV/cm, is applied, as shown in Fig. 
4.3 (c). It means the Stokes signal is tuned with more than 10 meV. More details about 
the variation of the parameters of the Stokes effect is listed in Table 4.1.  
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Fig. 4.3. The QCL structure under different biases. (a) The band diagram of an 8 μm 
QCL under an electric field of 60 kV/cm. The laser transition is 2-1. (b) The band 
diagram of the same structure in nonlinear section under an electric field of -10 kV/cm. 
The energy state 1, 2, and 3 form a Raman scattering active region. (c) The band 
diagram of the structure under a bias of -30 kV/cm.  
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Table 4.1. Parameters of energy separation and dipole moments at different applied 
electric fields.  
 
Electric field E12 (meV) E13 (meV) d13 (Å) d23 (Å) 
-5 kV/cm 44 178 9.7 13.2 
-10 kV/cm 48 175 9.9 15 
-15 kV/cm 51 173 10.6 16.4 
-20 kV/cm 54 171 9.5 14.4 
-25 kV/cm 57 166 8.5 13.6 
-30 kV/cm 60 171 10.4 16.7 
-35 kV/cm 63 169 11 17.4 
-40 kV/cm 65 168 10.6 15.8 
-45 kV/cm 69 165 11.8 19.4 
-50 kV/cm 71 164 12.1 19.7 
 
 
From the data in Table 4.1, we obtained more than 25 meV tunability of the 
Raman shift E12, by changing the applied bias from -5 kV/cm to -50 kV/cm. On the other 
hand, the energy separation E13 changes only slightly and still keeps near resonance with 
the pump. The reason of different variations of energy separations is that the transition 2-
1 is diagonal in space domain and would experience a linear Stark effect, while the 
transition 3-1 is a vertical transition and would experience a quadratic Stark effect which 
is much weaker.  
From Eq. (4.1), we know that the Raman gain is proportional to the square of the 
dipole moment between states 3-2. It also depends on the dipole moment between 3-1 
through the Rabi frequency Ωd. With increasing applied bias on the nonlinear section, 
from the data in Table 4.1, the dipole moment d13 was kept stable, and the dipole d23 
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even increased about 50%. It means a stable or even slightly increased Raman optical 
gain can be achieved when more than 0.6 meV per kV/cm tunability is realized by 
adjusting the applied electric field on the nonlinear section.  
Although more tunability may be achieved with even higher applied electric field, 
the population of electrons at lowest energy state might be depleted by an increased 
current with a higher electric field. Moreover a smaller energy separation between 3-1 at 
a higher electric field would cause a strong absorption at the nonlinear section, which 
should be avoided.  
This is just one example. Although the tunability still is limited by certain 
electric field bias, we still can spatially separate energy states 1 and 2 to increase the 
linear Stark effect and achieve more tunability per unit change of electric field.  
 
 
4.4 The In-Plane Integration for Second Harmonic Generation 
 
The Raman scattering is not the only nonlinearity which can be implemented 
with the in-plane integration scheme. With SHG one can extend the emission wave- 
length to 3 μm or shorter, as discussed in the first section.  
Since a lot of details of integrating SHG with a QCL have been discussed in 
section 3, we just show schematically the in-plane integration of SHG process here.  
A coupled quantum-well structure of 63/20/42 Å, which is designed for the 
active region of a QCL working at 6.4 μm, is shown in Fig. 4.4 (a). It is under an applied 
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electric field of 60 kV/cm. But, in the nonlinear section, the same structure is under an 
electric field of -20 kV/cm. The electron energy states in the couple quantum well form 
two sets of three-level systems of SHG process, with about 20 meV detuning from 
resonance, as shown in Fig. 4.4 (b). A SHG signal at 3.2 μm is expected. In one of the 
three-level systems, the dipole moments are d12=14 Å, d23=19 Å, and d13=2 Å. As a 
result, a second order susceptibility of 104 pm/V is estimated with an average doping rate 
of 1017 cm-3.  
 
 
Fig. 4.4. The band diagrams of a couple double quantum-well structure.  (a) The 
structure is under an electric field of 60 kV/cm and serves as a QCL working at 6.4 μm. 
The gray arrows indicate the direction of injected electron current. (b) The structure is 
under an electric field of -20 kV/cm and forms two three-level systems, 1-2-3 and 1’-2-3.  
 
 
 
A shorter wavelength of SHG signal can be realized by using a strain-
compensated semiconductor material system, such as Ga0.41In0.59As/ Al0.56In0.44As, 
which has a higher conduction band offset between the barrier and the well materials. 
Therefore a deeper quantum well structure can be used to accommodate further 
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separated energy states. For example, a double quantum-well structure of 68/14/49 Å 
works as an active core of a QCL at 6 μm under an electric bias of 60 kV/cm, and works 
as a SHG medium at the nonlinear section under a bias of -60 kV/cm, with 15 meV of 
detuning from resonance.  
Overall, the scheme of in-plane integration of optical nonlinearities with QCLs 
shows strong promising results in implementing various nonlinear processes, such as the 
Raman scattering and SHG. More applications can also be achieved with this scheme. 
For example, THz emission based on the frequency-down conversion is also available 
with a Raman scattering scheme [71]. 
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5. FREQUENCY UP-CONVERSION IN COUPLED QUANTUM-WELL 
STRUCTURE FOR MID/FAR-IR DETECTION 
 
 
5.1 Introduction 
 
Quantum cascade lasers and the optical nonlinearities integrated QCLs are 
promising optical sources at infrared range. On the other hand, optical nonlinearities can 
also be implemented for mid-infrared (mid-IR) detection.  
There are two main types of photo-detectors in the infrared range, thermal and 
photonic. Thermal type IR detectors utilize the thermal effect of incident IR radiation 
and various temperature dependent phenomena. They include detectors based on 
changes in resistance with temperature, such as bolometers and mircobolometers, or 
detectors based on thermoelectric effect, such as thermocouples and thermopiles. 
Photonic type IR detectors mainly are based on the interaction between photons and 
electrons in semiconductors. Usually they have much better response time and 
sensitivity than thermal type detectors. Most infrared photonic detectors are based on 
narrow band gap semiconductor materials. Electrons are excited from valence band or 
impurity states to conduction band by the incident IR radiation, and then the 
conductivity change or the photo-voltage generated in a p-n junction is monitored. The 
most commonly used photonic detectors include Mercury Cadmium Telluride (MCT) 
detectors with a spectral range from 0.8 μm to 25 μm, InGaAs photodiodes with a 
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spectral range from 0.7 μm to 2.6 μm, and InAs photovoltaic detectors with a spectral 
range from 1 to 3.8 μm. Although very sensitive, they usually need to be cooled to cut 
thermal noise.  
Another type of photonic IR detectors is quantum well infrared photodetectors 
(QWIP) [74], which utilize intersubband transitions of electrons (n-type QWIP) [76-79] 
or holes (p-type QWIP) [80-84]. Due to the selection rules in conduction band ISBT, the 
n-type QWIP can not couple with a normally incident radiation, or they require grating 
on the top [83] of a structure. However, the p-type QWIP usually allow normal incident 
optical coupling without any grated structure, but typically the hole intersubband 
absorption is weaker than both the conduction ISBT and the valence band to conduction 
band absorption [74].  
Currently existing mid/far-infrared semiconductor photodetectors, as mentioned 
above, already demonstrate near background-limited performance at low temperatures. 
Fig. 5.1 shows the various types of semiconductor photodetectors and the back ground 
limit at room temperature. However, at room temperature, they suffer from high dark 
currents due to thermal excitations across low-energy interband or intersubband 
transitions. Furthermore the performance is limited by the exponentially raising 
background limit at mid/far-IR range when compared to their near-IR counterparts. 
These are physical fundamental limits which can not be avoided by any method of direct 
detection.  
An alternative method of mid/far-IR detection is using frequency up-conversion 
technology to convert mid/far-IR radiation to near-IR or visible wavelength by suitable 
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nonlinear optical interaction [85-87]. This approach can utilize superior near-IR/visible 
photo detectors, such as avalanche photodiodes (APD), which have detectivities several 
orders higher than mid/far-IR detectors, as shown in Fig. 5.1.  
 
 
Fig. 5.1. Detectivity curves for various type infrared photodetectors at room temperature 
and the background limit.  
 
 
  
Frequency up-conversion is basically an optical nonlinearity, sum frequency 
generation, as shown in Fig. 5.2. An optical field at low frequency is mixed with a strong 
pump light, and correspondingly an optical at higher frequency is generated. Frequency 
up-conversion is widely used in chemical materials imaging and telecom applications 
[88-89]. In the area of telecom, efficient up-conversion from 1.3-1.55 μm into the 
operation range of silicon APDs has been achieved [90-91]. Frequency up-conversion 
from mid-IR was achieved in as early as 1995 [92], and it is proposed to be used at free 
space communication [93]. Recently mid-IR single photon counting using sum 
frequency generation in a periodically poled lithium niobate crystal and a silicon APD 
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has been reported [94]. However, the conversion efficiency in frequency up-conversion 
for mid/far-IR detection can still be improved by substituting the nonlinear crystal with a 
properly designed quantum-well structure.  
 
1
2
3
ωp
ωq
 
Fig. 5.2. The scheme of frequency up-conversion, usually the frequency of strong pump 
light ωp is much higher than that of incoming signal ωq. As a result, a sum frequency 
(ωq+ωp) is generated.  
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Fig. 5.3. A sketch of near-resonant SFG employing interband and intersubband 
transitions, (a), or intersubband transition only, (b). The bold solid lines represent the 
near-IR pump light at frequency ω2, dotted lines represent the mid/far-IR signal at 
frequency ω3, dashed lines represent the up-conversion radiation at frequency ω3=ω1+ω2. 
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5.2 Frequency Up-Conversion Scheme with Quantum-Well Structures 
 
As discussed in previous sections, nonlinearities could be strongly enhanced in a 
resonant cascade scheme where fields are near resonance with the optical transitions in 
cascade quantum-well structures [27,49,51,95]. Based on this idea, we designed 
frequency up-conversion processes in quantum-well structures, in which both 
intersubband and interband transitions were employed. A sketch of near resonant up-
conversion with interband and intersubband transitions or intersubband transitions only 
is shown in Fig. 5.3 [85].   
Due to the different selection rules of conduction-band intersubband transitions 
and interband transitions [74], different geometries are used to couple optical fields. If 
only conduction intersubband transitions are employed, only z-polarized component of 
both pump and signal fields could be coupled, namely both of them are induced from the 
side of the structure. If the interband transition is employed, as shown in Fig. 5.3 (a), the 
pump light will be induced with normal incidence, but the mid-IR signal will be induced 
from the side. They result in different optical geometries. A specific structure will be 
discussed below.  
 A double coupled structure for frequency up-conversion of type (a) was 
designed as 32/20/22 Å, where the well material is InP lattice matched InGaAs, and the 
barrier material is AlInAs, as shown in Fig. 5.4. The relative energy states are shown in 
Fig. 5.5. 
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As shown in the figure, the energy subbands hh1-e1-e2 form a three-level system 
of SFG. The structure is designed to convert a mid-IR signal at 10 μm, with a strong 
near-IR optical pump at 1.3 μm, to near-IR 1.15 μm. The structure is not intentional 
doped; therefore idealy the whole population of electrons is on the valence subband hh1 
at low temperature. 
 
 
Fig. 5.4. The profile of cascade double wells structure for frequency-up conversion 
scheme.  
 
 
 
 
Fig. 5.5. The band diagram of the double quantum-well structure for the frequency up-
conversion.  
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5.3 The Nonlinear Susceptibility for Frequency Up-Conversion   
 
As we always mentioned, one of the most important things in a nonlinear process 
is the nonlinear susceptibility. However, in this scheme, because the band dispersions of 
the conduction subband and the valence subband have opposite signs, the energy 
separation between them varies, depending on the electron momentum vector k||, which 
is the momentum component parallel to the interface of semiconductor layers. Due to 
this reason, the conduction subbands and the valence subband can not be treated as 
simple sharp energy levels.  
Given a three-level system with all electron population located on lowest energy 
level, we can describe the nonlinear susceptibility of sum-frequency generation χ(2) as:  
)]][()[(2
),,(
121
22121
)2(
mlmlnlnl
k
mn
j
nl
i
lm
ijk ii
uuuN
γωωγωωωωωωωχ ⋅−−⋅−−−⋅≅+ h ,      (5.1) 
where all electrons are assumed on level l,  N is the electron density, 1ω  and 2ω are 
pumping light and probe light frequencies respectively, 
i
lm
i
lm deu ⋅=  is the ith component 
of the dipole moment between level l and m, and nlγ  is the homogeneous broadening of 
the transition between levels n and l. 
As mentioned above, the subbands of conduction band have opposite sign of 
effective mass against that of valence band, as shown in Fig.5. 6. The energy differences 
depend on k||, and so do the dipole moments and electron density of states. The result is 
the nonlinear susceptibility also depends on k||. The total nonlinear susceptibility could 
be expressed as an integral over k||: 
 
 79
 
Fig. 5.6. The sketch of band dispersion of conduction and valence subbands vs k|| vector. 
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where Ec1, Ec2 are the minimum values of two selected conduction subbands, Ev is the 
maximum value the selected valence subband; m1*, m2*, mv* are the effective masses of 
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each subband, and mv* is negative. Furthermore, we also assumed that the dipole 
moments are independent on k||. After that, we may write the second order susceptibility 
of the system as: 
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approximation, the second order susceptibility is obtained as 
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For the structure designed above, we have the dipole moments dv-c1=7 Å, dv-c2= 
1.5 Å, and dc1-c2=25 Å. With assuming err mmm 06.0
*
2
*
1 ≈≈ , cmL 6101 −×≈ , and 
meV10≈γh , we estimated )2(χ  about cmstatV ⋅× −− 15102.1 . 
To avoid resonant absorption for the pump light, detuning of about 20 meV for 
pump is usually introduced. In this case, detuning by less than 35 meV of mid-IR signal 
from transition e1 to e2 is allowed without significantly decreasing the absolute square of 
the nonlinear susceptibility, as shown in Fig. 5.7.   
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Fig. 5.7. The spectrum of absolute square of χ(2) vs detuning Δv-c2 with 20 meV detuning 
of pump. The bandwidth of |χ(2)|2 is about 35 meV. 
  
  
 
 
5.4 Optimization of Double Quantum-Well Structure for Frequency Up-Conversion 
 
The nonlinear susceptibility is proportional to the product of three dipole 
moments, dv-c1, dv-c2, and dc1-c2, as indicated in Eq. (5.6). To maximize the product of 
dipole moment and optimize the nonlinear susceptibility, we need to decide the 
thickness of two wells (t1, t3) and barrier (t2). We investigated the asymmetrical ratio 
effect to the product of dipole moments, as shown in Fig. 5.8. It seems that an 
asymmetrical ratio of about 0.1 results in an optimized product of dipole moments.  
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Fig. 5.8. The asymmetric effect of the product of dipole moments. The asymmetry ratio 
is defined as (t1-t3)/(t1+t2+t3). The total thickness is 90 Å, with t2=10 Å. 
 
 
 
The energy of mid-IR resonant transition e1-e2 is also dependent on the 
asymmetrical ratio, as shown in Fig. 5.9.  
 
 
Fig. 5.9. The asymmetry ratio of energy separation of states e1 and e2. The total thickness 
is 90 Å, with t2=10 Å. 
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Fig. 5.10. The effects of total thickness on the energy separation of states e1 and e2, and 
the product of three dipole moments.  
 
 
  
The effects of total thickness of quantum-well structure (t1+t2+t3) on the 
transition energy of e1-e2 and the product of three dipole moments are also investigated, 
as shown in Fig. 5.10. The product of the dipole moments increases with the total 
thickness, and the transition energy decreases with the total thickness.  Based on the 
results of Fig. 5.8-5.10, we can design and optimize the double quantum-well structure 
for a specific mid-IR wavelength at which we want to detect the mid-IR signal. The total 
thickness would be determined first, and then the asymmetry ratio would be adjusted to 
optimize the structure.  
  
 
 
 
 84
5.5 The Optical Geometry for the Frequency Up-Conversion Scheme 
 
The frequency up-conversion process in the structure shown in Fig. 5.5 only 
couples the z-polarized component of mid-IR signal and x- or y-polarized component of 
near-IR optical pump field. Therefore, a crossed beam optical geometry, which is 
particularly convenient for phase-matching, is employed, as shown in Fig. 5. 11. The 
mid-IR signal is propagating in x-direction, and the near-IR pump is induced in z 
direction. The SFG signal is coming out from the surface with an angle to the normal 
direction of the surface.  
 
 
Fig. 5.11. The optical geometry of the quantum-well structure for mid-IR detection 
frequency up-conversion. The mid-IR signal is propagating in x-direction, and is coupled 
into the waveguide as a TM mode. The y-polarized near-IR pump is incident in z 
direction, hitting the substrate of a structure.  
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Since the thickness of active region ZMQW is usually very small (less than one 
micrometer), the phase matching condition becomes  
01 =−=Δ xx kkk .                                            (5 .7) 
The propagating direction of the SFG signal in the structure for phase matching 
condition must satisfy Eq. (5.7), namely the angle of between vector k and k2 is 
approximately tan-1(k1/k2), i.e. about 7 degree for the structure discussed above. After 
entering air, the SFG propagates with an angle of about 20 degree to the normal 
direction of the surface of structure. The separation of the weak SFG signal from original 
strong near-IR pump light could help retrieving the SFG signal with an APD or other 
near-IR detectors.  
Given a pump light with intensity I2 and a mid-IR signal power of P1, a 
frequency up-conversion structure with a thickness of Lz and a length of Lx, we 
calculated the power of the SFG signal, by solving Maxwell’s equations as [85]  
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where Γ is the coupling confinement factor of mid-IR signal with the active region in the 
waveguide like structure, n1, n2, and n are the refractive indices of three optical fields in 
the active region.  
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5.6 The Figure of Merit of Frequency Up-Conversion Scheme for Mid-IR Detection  
 
The main figures of merit of the frequency up-conversion scheme for mid-IR 
detection are responsivity R, and the noise equivalent power (NEP). The later one 
determines the detectivity D, a basic parameter of a detector, as   
NEP
fA Δ⋅=*D ,                                            ( 5 . 9 ) 
where A is the area of the photosensitive region of the detector, Δf is the effective noise 
bandwidth. The detectivity of a detector decides how faint a signal can be detected with 
this detector. On the other hand, the responsivity R is the parameter determining how 
strong of the current signal can be received in the detector based on one unit power of 
incident optical signal, and it can be expressed as 
 APDcupAPD RP
IR ηη==
1
,                                          (5.10) 
where RAPD is the APD responsivity, up-conversion efficiency ηup=P/P1,  and ηc is the 
coupling efficiency of the SFG signal to APD. The RAPD of a Si APD can reach 100 A/W 
at near-IR range [97], which is more than 100 times larger than that of regular mid-IR 
detector. The coupling efficiency can be close to 1. The up-conversion efficiency ηup can 
reach 0.1% with a pump intensity of 106 W/cm2 in our structure.  
Although there are two steps in the scheme, up-conversion process and 
subsequent detection by a near-IR APD, the NEP can still be suppressed. There are 
several main sources of noise for the detection system, an intrinsic noise of the near-IR 
APD, the background radiation at the frequency of SFG, the background radiation at the 
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mid-IR signal frequency which is up-converted by the SFG process, and the spontaneous 
recombination emission of the QW structure in the absence of a signal. The NEP can be 
described as  
)(NEP 11 sp
NIR
BG
up
BGDC
tot
tot
tot
nnnnn +++== η
ω
η
ω hh ,                  (5.11) 
where DCn  is the equivalent photon number of the intrinsic noise in an APD, 
up
BGn  is 
that of mid-IR background radiation within a bandwidth of about 30-40 meV at 
frequency ω1, NIRBGn  is that of near-IR background radiation, spn  is that of noise due 
to the spontaneous recombination, and the total photon conversion efficiency ηtot is given 
by  
APDcuptot ηηηω
ωη 1= ,                                              (5.12) 
where ηAPD is the quantum efficiency of APD.  
Among the sources of NEP, as described in Eq. (5.11), the intrinsic noise of an 
APD is very low. Recently a NEP value of an InGaAs APD at room temperature was 
reported as 10-15 W/Hz1/2 [96]. For the noise from mid-IR, the strong mid-IR background 
noise can be filtered out, because only a small part of the background radiation at a 
specific range of frequency and spatial mode will pass the selective up-conversion 
process, and then be detected by an APD. Therefore the value of upBGn  is very small. 
The background of near-IR radiation is much lower than that of mid-IR range, as 
discussed in the introduction. The noise from the spontaneous recombination at the near-
IR range depends on the population at the conduction subbands. For an un-doped 
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quantum-well structure, the electrons at the conduction subbands are mainly due to the 
excitation of electrons and holes by the near-IR pump. It can be greatly suppressed by 
introducing proper detuning of the near-IR pump from the band gap. By introducing a 
detuning of about 30 meV, with a pump intensity of 106 W/cm2, the NEP value due to 
the spontaneous recombination is less than the intrinsic NEP value of an APD. Overall, 
the total NEP level of the detection system is much less than that of a regular mid-IR 
photo detector at room temperature.  
Overall, the proposed mid/far-IR photo detection scheme based on a coherent 
SFG process in the coupled quantum-well showed high detectivity at room-temperature 
comparable to that of state of the art mid-IR detectors. The up-conversion efficiencies in 
the coupled quantum-well structures are significantly improved compared to that of a 
nonlinear crystal. The scheme can be further implemented with a diode pump laser, and 
an injection-pumped device can be yielded. 
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6. LASING WITHOUT INVERSION IN THE QUANTUM CASCADE LASER FOR 
TERAHERTZ EMISSION 
 
 
6.1 Introduction 
  
The concept of lasing without inversion (LWI) was first introduced by S. E. 
Harris, M. Scully, and O. Kocharovskaya et al. at the end of 1980’s [98-99], although 
some elemental ideas came out much earlier [100, 110-111]. The basic idea of LWI is to 
introduce a quantum coherence or interference in the medium with a strong driving field, 
and to partially eliminate resonant absorption on another transition or to achieve an 
optical gain without the population inversion on the transition of interest [64, 101-104].   
The LWI has been intensively studied theoretically and experimentally since then. 
A review of LWI is given in Ref. [105]. Experimental demonstrations of LWI or AWI 
(amplification without inversion) have been reported since 1993 [106-109]. Mainly, 
LWI has been proposed in both a two-level system and a three-level (or multi-level) 
system. The examples of the former included recoil-induced lasing [110] and coherently 
driven two-level systems [111]. The LWI in a three-level system can be realized by 
introducing Fano-type quantum interference [98, 100], or with a coherently optical 
driven transition [99,112]. Usually LWI in three-level systems were proposed with three 
types of scheme, cascade or ladder type scheme, V-type scheme, and Λ-type scheme, as 
shown in Fig. 6.1 [113].  
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Fig. 6.1. Various schemes of LWI in three-level systems. (a) Cascade or ladder scheme 
with pump β at lower transition. (b) Ladder scheme with pump at higher transition. (c) V 
type scheme. (d)Λ type scheme.    
 
 
 
Most of the LWI schemes require a strong external driving. However, external 
optical driving would usually result in a lot of troubles, such as low coupling efficiency 
due to absorption and reflection, transverse inhomogeneity, and low confinement 
coefficients of driving and probe beams. From the application point of view, electrical 
pumping is more applicable. A. Belyanin et al. proposed a LWI scheme with self-
generated driving field in a ladder type three-level system [64]. Therefore the optical 
driving and probe would be generated in the same active medium.  
LWI could be very useful in situations where population inversion is difficult to 
achieve or maintain due to ultra fast relaxation or inefficient pumping. The examples 
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include high frequency ultraviolet, x-ray, gamma ray lasers [114], and THz lasers which 
were discussed in section 2. Without any doubt, the topic of realizing THz laser based on 
a LWI scheme is very attractive.  
The scheme of LWI with self-generated driving field is a chosen to implement 
the LWI scheme for THz radiation in this thesis. As discussed in previous sections, 
cascade quantum-well structures and QCLs can be modified and have great flexibility to 
design suitable transition as we need.  
 
 
6.2 The Upper Ladder Scheme of LWI and the Basic Equations  
 
We chose an upper ladder scheme to realize the LWI for THz radiation within, as 
shown in Fig. 6.2. The theoretical possibility of THz lasing is investigated.  
 
 
Fig. 6.2. The upper ladder scheme of a three-level system. A strong driving field E3 
generated between the transition 3-2 leads generation of field at 2-1 in THz range 
without population inversion of 2-1.  
 
 
E3
E1
1 
2 
3 
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In this scheme, a strong pump field on E3 is generated at transition 3-2, and field 
E1 is induced without population inversion between energy states 2 and 1. Following the 
Ref. [64], the analysis is based on Maxwell equations and coupled density-matrix 
equations. All the optical fields and polarizations are represented by a series 
corresponding orthonormal set of cavity modes Fλ and slowly varying complex 
amplitudes. The electric field is expressed as: 
..)exp()()(
2
1),( cctirFttrE jjjj +−= ∑ ωε λ
λ
                   ( 6 . 1 ) 
where j is the index of polarization, λ is the index of cavity mode. The corresponding 
wave equation can be expressed in term of complex Rabi frequency e(t), for example of 
field e1 
∫∑=+ drrFn Ndiedtde effc )(
2
1212
1
2
121
11
1
λσωπκ h ,                     ( 6 . 2 ) 
where the Rabi frequency h2/)()( tdte ε= , κ1 is the cavity loss, ωc1 is the frequency of 
cavity mode, d12 is the dipole moment of transition between states 1 and 2, N is the total 
volume density of electrons, neff1 is the effective refractive index of the cavity mode for 
field e1, and σ21 is one of the slowly varying amplitude of the off-diagonal elements of 
the density matrix.  
In the three-level system, σ21 can be obtained by solving the density matrix 
equations, 
31
*
3
*
322121212121 / σσσσ ieieniedtd +−=Γ+ ,                     ( 6 . 3 ) 
21
*
3
*
321132313131 / σσσσ ieieniedtd +−=Γ+ ,                      ( 6 . 4 ) 
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21
*
2
*
311213323232 / σσσσ ieieniedtd +−=Γ+ ,                      ( 6 . 5 ) 
where nik=ρii-ρkk, and  
)( 1212121 ci ωωγ −+=Γ ,                                     ( 6 . 6 ) 
)( 2313131 ci ωωγ −+=Γ ,                                     ( 6 . 7 ) 
)( 3323232 ci ωωγ −+=Γ ,                                     ( 6 . 8 ) 
where γik is the broadening factor of transition between states i and k and is replaced by 
common broadening factor of 5 meV, ωik=(Ei-Ek)/ћ is the energy difference between 
states i and k. 
In order to obtain the information of the population at each energy state, we 
solved the coupled equations of population. Given an open three-level system, with the 
absence of field e2 which is resonant to transition 3-1, the density-matrix equations for 
population ρii at ith state can be written as  
11133312221121
*
111 ]Im[2/ ρρρσρ rrrjedtd −+++−= ,                  ( 6 . 9 ) 
22222213332232
*
321
*
122 ]Im[2]Im[2/ ρρρσσρ rrrjeedtd −−++−= ,          (6.10) 
33333323331332
*
333 ]Im[2/ ρρρσρ rrrjedtd −−−+= ,                      (6.11) 
where rik is the relaxation rate from state i to k, ri is the relaxation rate from state i to 
anywhere else, and ji is the injection rate of electrons to the state i.  
A net gain of field e1 can be achieved with a strong driving field of e3. If the 
system is under steady condition of operation, all the terms of time derivative should be 
vanished. Therefore, for the solution of steady state, σ21 can be obtained by solving Eq. 
(6.3-6.5) after some approximations, 
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where the quadratic terms of weak field e1 are ignored. We can then just plug it into Eq. 
(6.2), and obtain the optical gain g1 of field e1 as 
]
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where 
∫∑= drrFn Ndeffc )(
2
12
1
2
121
λ
πωζ h ,                                  ( 6 . 1 4 ) 
As we proposed above, the transition 3-2 is a self generated laser transition, 
namely a strong population inversion exists between 3-2. Therefore, it is reasonable to 
assume that almost all the population of electron in the system is located at state 3, 
nearly no electrons are located at state 2 or 1. In this case, the population difference of 2-
1 n21→0. Even if there is no population inversion between states 2 and 1, a positive gain 
for field e1 is still can be achieved with strong driving field of e3. This condition happens 
to be fulfilled when lasing at transition 3-2. A gain without population inversion at 2-1 is 
then obtained. When the net gain is strong enough to overcome the waveguide loss, the 
field e1 starts to lase without population inversion at transition 2-1. 
The LWI scheme for THz radiation is different from the DFG process as 
discussed in section 2. The gain in LWI scheme must overcome the waveguide loss, 
otherwise no light radiation will be generated. At the same time, when the threshold is 
reached, the THz radiation in the LWI scheme is expected to be more powerful than in 
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the DFG process In the DFG process, there is no ‘gain’ factor for THz radiation. As long 
as there are two pumping fields for DFG process, the THz signal will be generated no 
matter how large the waveguide loss is, although the THz signal could be too weak to be 
detected.  
Let us take a close look at Eq. (6.13). We know that e3 and n32 are related when 
lasing happens at transition 3-2. The relationship can be obtained by solving the density 
matrix equations (6.5) and (6.10-6.11), where all carriers are assumed only be pumped to 
the state 3. After a little approximation, the relationship can be expressed as 
*
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+++Γ= ,           (6.15) 
where r3+r31<<r2+r21 is an reasonable assumption for achieving population inversion at 
3-2, which is the condition of lasing at transition 3-2, r3’ is the inverse of total life time 
of state 3. We introduced a parameter R, where R=(n32*-n32)/n32*, and n32* is the 
population difference between states 3 and 2 if no lasing happens with the same 
pumping current. It can expressed as  
'
3212
32212
3
*
32 )( rrr
rrr
jn +
−+= .                                            (6.16) 
Usually in a typical laser system, the parameter R is estimated as 0.9. With this value, we 
can simplify the process to estimate the optical gain of e1.  
Based on the idea of LWI and the ladder scheme, a QCL structure is designed. 
The QCL has an active region which supports lasing at mid-IR wavelengths which 
serves as a driving field, and also a ladder type three-level system which satisfies the 
requirement discussed above. In a QCL, usually the value of n32* highly depends on the 
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doping rate in the injectors and the current density. Given a typical doping rate around 
1017 cm-3, a reasonable estimation of N·n32* is around 5*1016 cm-3. More detailed 
discussions are in the following section. 
 
 
6.3 The Quantum-Well Structure of a QCL for LWI at THz 
 
As indicated in Eq. (6.13), the optical gain of lower transition in the scheme is 
proportional to the intensity of the driving field. A powerful QCL is needed to provide a 
strong driving field. We chose a ‘bound-to-continuous’ type design of QCL [29] and a 
mature GaInAs/AlInAs material system which is lattice matched to the InP substrate. 
The QCL is re-designed with proper quantum-well structure containing the ladder type 
three-level system discussed above. The sequence of thickness of wells and barriers is 
41/24/8/68/10/61/8/56/8/50/14/43/15/37/21/42/22/39/24/38/26/39, which starts from 
injector barrier. The band diagram of the structure under a bias of 43 kV/cm is shown in 
Fig. 6.3, where the bold lines are the ladder type three-level system for LWI process.  
The structure is similar to a typical bound-to-continuum QCL. A strong dipole 
moment between 3-2 of 33.7Å promises a driving field lasing at transition 3-2, with the 
photon energy of 117 meV (about 10.6 μm). The adjustments made for LWI scheme 
include strong dipole moments between 2-1, and resonant LO phonon scattering for both 
states 2 and 1 to lower energy levels [115]. The former promises a strong optical gain, as 
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based on Eq. (6.14). The later promises the electron populations of states 2 and 1 vanish 
due to an ultrafast depleting rate of resonant phonon scattering [115]. 
 
 
Fig. 6.3. The band structure under applied electric field of 43 kV/cm. The bold lines 
labeled with numbers are the three-level system for LWI process. The driving laser 
transition is 3-2, with a transition energy of 117 meV. The energy separation of 2-1 is 18 
meV, corresponding a THz radiation of 69 μm.   
 
 
 
To evaluate the gain of e1, we must estimate the value of n32*, based on Eq. 
(6.15-6.16). We list all the life time of transitions in table 6.1. The life time of level 2 τ2 
(1/r2) and the life time of level 1 are both very small, as mentioned above, due to 
resonant phonon scattering to lower levels. Therefore, the population difference between 
states 1 and 2, n21, can be ignored on Eq. (6.13). The energy difference between level 1 
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and 2, ћω21, is about 18 meV, and the dipole moment of transition 2-1 is 87 Å. Plugging 
all the parameters into Eq. (6.13-6.15), we obtained the gain of e1 about 83 cm-1. 
 
Table 6.1. The life time of transitions from level 1, 2 and 3. (*) The energy difference 
between 1 and 2 is smaller than resonant LO phonon energy. The transition is dominated 
by electron-electron scattering, and the life time of transition is at range of 5-50 ps [116]. 
 
 τ32 τ31 τ3 τ21 τ2 τ1 
(ps) 9.0 5.9 2.56 5(*) 0.25 0.33 
 
 
 
6.4 The Waveguide Design for THz Radiation 
 
Due to the free carrier loss in a doped semiconductor material, a THz field 
usually faces strong waveguide loss in those materials. The regular waveguide design for 
mid-IR QCL, as shown in section 2, is suitable for THz radiation. There are mainly two 
types of waveguide design for THz emission at the same semiconductor material system, 
the metal to metal waveguide and the 2-dimensional surface plasmon waveguide, as 
shown in Fig. 6.4 [117].  
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Fig. 6.4. The scheme of (a) the semi-insulator (SI) surface plasmon waveguide, and (b) 
the metal-metal waveguide structures [57]. The left figures are the field mode profiles in 
the waveguides. 
 
 
 
In the metal-metal waveguide, the active region is sandwiched between two 
metal contacts. The mode is confined by the surface plasmon at the metal semiconductor 
interfaces. A very large confinement factor about 90% can be achieved with this 
waveguide structure. In the semi-insulator (SI) surface plasmon waveguide, the top of 
the waveguide is still a metal contact, but between the active region and substrate there 
is a thin and highly doped layer or heterostructure forms a 2-D electron gas (2DEG) 
[118-119], which serves as a bottom contact layer for a side contact. With the side 
contact, we do not need to dope the substrate any more. Although the confinement factor 
in the SI surface plasmon waveguide would be less than that of metal-metal waveguide, 
the modes profile of THz frequency will experience relatively lower waveguide loss.  
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In our case, a SI surface plasmon waveguide is chosen. An active core of QCL 
discussed above with about 50 periods of active region is about 4 μm thick. A 2DEG 
layer about 160 nm thick is grown between the active core and SI substrate [119]. As a 
result, the average complex refractive index of the active region is about 4.16+0.053i 
with averaged doping rate of 5×1015 cm-3, and the refractive index in the SI substrate is 
about 3.65+0.00015i, which means much smaller loss than that of active region. The 
mode profile is shown in Fig. 6.5. We obtained the waveguide loss about 33 cm-1, and a 
confinement factor of the mode at active core about 60%.  
For a summary, we obtained a gain of 83 cm-1 against waveguide loss of 33 cm-1 
in the LWI process at wavelength of 69 μm in a bound-to-continuum QCL driving at 
wavelength of 10.6 μm. 
 
 
Fig. 6.5. The refractive index profile (the black line), and the TM mode profile (green 
line) with a 2DEG surface plasmon waveguide. The shadowed area is the part of the 
mode profile within the active core.  
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7. SUMMARY AND FUTURE WORK 
 
Resonant nonlinearities within cascade quantum-well systems are interesting 
topic to research on. Various projects has been carried on or proposed.  
The difference frequency generation with QCL for room temperature terahertz 
radiation was successfully demonstrated with the highest operation temperature around 
250K. A peak power of THz of 1.5 μW is achieved at 80K.  
The second harmonic generation QC lasers for near-IR light generation are 
discussed. Device D3056 showed interesting phenomena. The nonlinear power 
conversion efficiency increased with pump current. An analysis was given, and two 
explanations were given. One is populations change due to the change of current density 
caused the nonlinear susceptibility change, and the other is the change of the dipole 
moments among the three-level system due to applied electric field change caused the 
nonlinear susceptibility change. 
A scheme of in-plane integration of optical nonlinearities with QCL is proposed. 
Giant nonlinear susceptibilities and great tunability can be achieved. By implement 
Raman scattering within this scheme, widely tunable lasers is proposed. A tunability of 
more than 25 meV can be achieved.  
A frequency up-conversion scheme for mid/far-IR light detection is also 
proposed in the thesis.  By converting mid-IR signal into near-IR range with a sum 
frequency generation process in a nonlinear quantum-well structure, we can employ 
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superior near-IR photo detector, such as Si APD. The figure of merits lies on very low 
noise equivalent power (NEP) and high detectivity of the system. 
Moreover, a lasing without inversion (LWI) based on upper ladder scheme for 
THz emission is discussed. A three-level upper ladder system was embedded into a QCL 
working at 10 μm, which served as an internal driving field. A THz emission at 69 μm in 
the LWI is expected. We obtained the optical gain of THz signal about 80 cm-1, with an 
optimized waveguide loss of 30 cm-1.  
Further research is needed to improve those schemes. For the THz DFG QCL, 
higher efficiency or nonlinear susceptibility in active region is needed, and lower losses 
in materials and waveguides are anticipated. Although operation at room temperature is 
already achieved in our research but higher power of THz radiation is required or 
practical application. Moreover, higher tunability could be achieved in the in-plane 
integration scheme with higher conversion efficiency and real sample device should be 
built and tested; and the experiments of mid/far-IR light detection in up-conversion 
scheme should be carried out and improved.  
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