1. Introduction and summary of results. This paper considers the initial value problem for the Korteweg-deVries equation (KdV), (1.1) (1. 2) under the hypothesis that No diiterentiability is assumed at all. The goal is to find the range of N such that the problem (1.1), (1.2) has a solution. Our existence theorem is based on a construction suggested by the inverse scattering method. We show that if N _-> 11/4, then a classical solution exists in > 0 which approaches its initial profile in an appropriate distribution sense as --> 0+.
These results improve considerably on earlier work of the first author [3] , which required that U be at least piecewise C as well as that U be integrable against (1 + ]xl)v dx on R for large enough N. By using Kappeler's new L 2 inverse scattering result [8] , we are also able to get control over our solution as x--c, at least for U satisfying a rather mild additional hypothesis. These results also improve on work of Sachs [14] , who requires that U(x) be integrable against (1 +]xl) N dx on all of R with N> 11/4 rather than only on R + with N >-11/4. Sachs claims convergence to initial profile in a weighted L norm on each halfline In, +o); it appears that his proof of this point is flawed.
There is no direct comparison between our results and the very interesting paper of Kruzhkov and Faminskii 11 ], in which they prove the existence of a weak solution to KdV with arbitrary L 2 initial data, and show that the solution is classical if the datum is not only L In their pioneering paper [7] , Gardner [6] , they showed that u(x, t) for > 0 could be recovered from u(x, 0). This idea has been the basis for a succession of existence theorems [17] , [3] , [13] , [14] employing progressively weaker hypotheses on the initial profile U.
Rather than give a detailed exposition of the forward scattering theory of (1.4) we refer the reader to Cohen's paper [4] .
In 2 we analyze the scattering data associated to (1.4) under the hypothesis UL(R), i.e., U is integrable with respect to (l/lxl') dx, with N->I. The main result is Proposition 2.5 which says that generically the reflection coefficient R/ is in fl_(x, t)= F_(x, t)+ 2 E c_j exp (2rjx-8r t)
Cv-I(R)O C(--
F_(x, t)= 7r -11_oo R_(k) exp (-2ikx-8ik3t) dk.
Clearly the existence, regularity and decay of the B+/-(x, y, t) depend on the regularity and decay of the I,. In 3, we show that for each fixed > 0, 0f//(x, t) is continuous for 0 -< v -< 2 N + 3/2 and establish algebraic decay rates as x +oo for these derivatives.
We also analyze the decay and regularity of I/(x, t) using the properties of R/ proved in Proposition 2.5. To study F_, we note just that R_ is quite similar to R/ in its regularity and decay. Then we see that the decay of f/_ is controlled by that of F_ and that the integral for F_ has stationary points when x < 0. Nonetheless we find that if U L, N=>5, and R_n)(k) O(k-x) for h _>-5/2, then O,f_(x, t)= O(IXI-A/2+1/4) as x---)
In 5 we prove sharper versions of the following results.
Result 1. Suppose U satisfies (1.3a) and (1.3b) with N= > 11/4. Then there is a classical solution u(x, t) of KdV in > 0 such that u(x, t)-U(x) in n-l(+o)). Result 2. Suppose that U L15(I)f'IL2(I) and that R+")(k) O(Ikl for some X > 5/2, and n 0, 1, 2. Then the solution given by Result [15] . Uniqueness is also known within the class of solutions u(x, t) such that u(x, t) and u,(x, t) go to 0 as x-+o and u,,(x, t) is bounded as f*(x, k) the complex conjugate of f(x, k). In dealing with functions of x and k, prime (') always denotes the x-derivative and dot (.) always denotes the k-derivative; thus f'(x, k)= Oxf(x, k), f'(x, k)= Okf(X, k).
The space Lv(+oo) consists of functions g(x) such that ]g(x)](1 + Ixl) dx < oo for all finite X. The space L2(+oo) consists of functions g(x) such that I , , ' Ig(x)l = dx < oo for all finite X.
We use a Vb to denote max {a, b).
2. Analysis of the initial scattering data. ---
for easily computable C. 
Proof. These results are well known; see [5] .
Io+F+(x)l(1 + x) dx < .
Proof. Because of the exponential decay of G+(x, O) as x-+oo, it is enough to prove the analogues of (a) and (b) for f/. By Faddeev [6, p. 155], we know that
where each C(x) is a nonincreasing function of x. Now by (3.1)
The first term is finite by hypothesis. For the second,
since each factor is finite.
By Lemmas 3.1 and 3.2 we know that F+(x) is a real valued function such that
To analyze F+(x, t) with > 0, we use the obseation 13] that F+(x, t) is essentially a convolution of F+(x) with an ry function:
We use the following propeies of the Airy function 13]" (3.4)
IAi ( ()1 C(
Because of the different behavior at +m and -m, it is convenient to divide the integral in (3.3) into pieces. To this end let (x) denote a nonincreasing C function such that
if 0.
Note that F+(x, t)= F(x, t)+ FE(X, t). 
Proof. We know that IAi (z)l < 1 for all z, and that there is a K such that Imi (z)l =< g (1 + I 1)
for all z _-< 0. 
Proof. Because of the support of FE(X) we have For (b) we assume 0-< n-<_ N-1, keep x->_ 2, and fix > 0. Let A(x, t) denote the part of the integral in (3.8) over [0, x/2], and B(x, t), the part over Ix oo). We need to show that xnA(x, t) and xB(x, t) go to 0 as x +c. Now
Ix"m(x, t)l<=2n(3t)
The decay rate (3.6) (3) x"l(x, t)l ax
:oX"
Call these terms T1 and T2. Consider the inside integral I(y) and let =(x-y)/(3t) /3. Thus 
Proof. From (3.3) we see OJxF2(x, t)=(3t)
We need to show the continuity of 0JOxF2 at Xo, to>0. We keep x>=xo 1, t>= to/3.
The integrand is continuous in (x, t) for almost all y. Further it is uniformly bounded for x_->Xo-1:
since j/2-1/4>0 when j-> 1. Further this bound is integrable on + since F L and the hypothesis on j implies j/2-1/4 <-N. This completes (a). For the remainder of the proof fix j so 0<-j<=2N+1/2. For part (b) we pick n so O<=n<=N+1/4-j/2 and keep x>=2. From (3.11) we get
Let J1 and J2 be the two terms obtained by splitting the integral at y x/2. Note that y > x/2 implies x" -< 2"y".
after setting =(x-y)/(3t) /3. Note Oyx/2 implies x"2"(3t)"/3". Thus We finally turn to part (c). Keep 0<= n <-N--j/2 and note n < N for all j=>0. The results of Lemmas 3.5 and 3.6 rely on the fact that OF+(x, 0) is in By contrast our next result does not use estimates on OF+(x, 0). The next result is used by Kappeler in [9] where he considers KdV with ceain measures as initial data. Up to this point we have used the Airy function strenuously; the rest of our results in this section rely on the type of analysis found in Cohen's paper [3] . Also by way of contrast, note that the distinction between generic and nongeneric data does not arise in the Airy function approach, whereas it does arise using the method of [3] . Proof. This proof requires the careful extension and correction of the Appendix B of [13] , i.e., a careful analysis by the method of stationary phase. I-1 Remark. Result (ii) gets a weaker result but requires less regularity in g for fixed A. The following applications will be used in discussion of the L 2 inverse scattering problem in 5.
Application l(i). Suppose g satisfies A(A,N) with 5/2 < A <= 7/2, N=5, and A(n)= 1 for 3=<n-<5. Then N=>A+3/2. Part (i) of Lemma 3.8 tells us that for t>0
OG(x, t)--O(]xl--)/2-/4) O(IX] -A/2+1/4) as X-->--oO.
Since -A/2+1/4<-l, it follows that both xG(x, t) and Ixl t) are in L2(-oo). N) Go(x,t)/ 2Go(t).
Application l(ii). Suppose g satisfies A(A,
04xGo(X, t)=-OxGl(X, t) + Proof. Consider first the case n 1" The existence of B+(x,. in LI(R+) is well known [1], [6] . We need to show (a) that x--> B(x,. is twice ditterentiable as a function from R to Lz(R+), ( For the rest of this section we will omit the subscripts "+" from B+, fl+, and +.
Where we intend B_ and fl_, the subscript "-" will appear. Next we ask whether x B(x,. is differentiable as a map LI(+). (ii) The mapping -(., t) is differentiable both as a map from (0, oo) to Ll(+o) and from (0, oo) to L(+oo); x lOrrY(x, t) dx < oo, forfinite X. This F+(x, t) F(x, t)+ F2(x, t) as in {} 3. By appealing to Lemmas 3.3, 3.4, 3.5 and to the hypothesis N >= 11/4 we conclude that Since N_-> 11/4, and thus 2N-1_->4 we conclude that l+(x, t) and O,f+(x, t) are continuously ditterentiable with respect to t, and that
In order to apply Theorem 4.2 we need finally to check that f+(., t) is differentiable in L(+c) for > 0; but this follows from the continuity and decay rate of 1", -fxx. The second factor is bounded as 0, so we look at the first factor, (t). (ii) Suppose that U satisfies the hypothesis of Theorem 5.1, that Rf)(k)= O(k-3) for n =0, 1, 2, and that R)(k) O(k-). Let u(x, t) be the solution of KdV given by Theorem 5.1. Then u(x, t) evolves in L2() for > O. Remark 2. For U in L() it is known that additional regularity of U is a sufficient condition for additional decay of R_(k). For example, from [4] one learns that if U(x) is absolutely continuous, U'(x) is piecewise absolutely continuous, U L(R), U' L(), and U" L4(), then the hypothesis of (ii) is satisfied. Another example [20] shows that if xOU(x) is in L() for 0<-m<-4 and 0_<-j_-<4, then the hypothesis of (ii) is also satisfied.
Proof. (i) We consider the solution u(x, t) provided by Theorem 5.1. We know from 3 that for > 0 OxF+(x, t)= o<lxi
The same decay rates hold for 0,1"1+, 0xfl_. By the forward scattering theory [5] , [6] all hypotheses of Theorem 3.3 in [8] Proof 
which is based on the Marchenko equation. Call the five terms on the right T(x, t) for z,= 1,... ,5. We must show that xT(x, t)-->O in L:([X, oo)) as t->O for arbitrary X and u 1, , 5. We do this by assuming three technical points which will be stated when first used but not proved until the end.
Since xU(x)eL(l) for O<_-aNn, Proposition 2.7 tells us that kR)(k) is in L2(I) for 0 <= a < n, and that R)(k)+ is in L2([) for 0 <= a < N. Thus X'F+(x) L2() for 0_-< a =< N, ([2, o0) ). Since h =< a n =< N-1 we know (a) L2(R). For each let W(x, t) denote the inverse Fourier transform of (a)(k) exp (8ik3t). Now we can see I,,, as the result of a pseudo-differential operator acting on Wx. The symbol 
