Probabilistic modeling is a powerful approach for analyzing empirical information. We describe Edward, a library for probabilistic modeling. Edward's design reflects an iterative process pioneered by George Box: build a model of a phenomenon, make inferences about the model given data, and criticize the model's fit to the data. Edward supports a broad class of probabilistic models, efficient algorithms for inference, and many techniques for model criticism. The library builds on top of TensorFlow to support distributed training and hardware such as GPUs. Edward enables the development of complex probabilistic models and their algorithms at a massive scale.
Introduction
Probabilistic modeling is a powerful approach for analyzing empirical information (Tukey, 1962; Newell and Simon, 1976; Box, 1976) . Probabilistic models are essential to fields related to its methodology, such as statistics (Friedman et al., 2001; Gelman et al., 2013) and machine learning (Murphy, 2012; Goodfellow et al., 2016) , as well as fields related to its application, such as computational biology (Friedman et al., 2000) , computational neuroscience (Dayan and Abbott, 2001) , cognitive science (Tenenbaum et al., 2011) , information theory (MacKay, 2003) , and natural language processing (Manning and Schütze, 1999) .
Software systems for probabilistic modeling provide new and faster ways of experimentation. This enables research advances in probabilistic modeling that could not have been completed before.
As an example of such software systems, we point to early work in artificial intelligence. Expert systems were designed from human expertise, which in turn enabled larger reasoning steps according to existing knowledge (Buchanan et al., 1969; Minsky, 1975) . With connectionist models, the design focused on neuron-like processing units, which learn from experience; this drove new applications of artificial intelligence (Hopfield, 1982; Rumelhart et al., 1988) .
As another example, we point to early work in statistical computing, where interest grew broadly out of efficient computation for problems in statistical analysis. The S language, developed by John Chambers and colleagues at Bell Laboratories (Becker and Chambers, 1984; Chambers and Hastie, 1992) , focused on an interactive environment for data analysis, with simple yet rich syntax to quickly turn ideas into software. It is a predecessor to the R language (Ihaka and Gentleman, 1996) . More targeted environments such as BUGS (Spiegelhalter et al., 1995) , which focuses on Bayesian analysis of statistical models, helped launch the emerging field of probabilistic programming.
We are motivated to build on these early works in probabilistic systems-where in modern applications, new challenges arise in their design and implementation. We highlight two challenges. First, statistics and machine learning have made significant advances in the methodology of probabilistic models and their inference (e.g., Hoffman et al. (2013) ; Ranganath et al. (2014) ; Rezende et al. (2014) ). For software systems to enable fast experimentation, we require rich abstractions that can capture these advances: it must encompass both a broad class of probabilistic models and a broad class of algorithms for their efficient inference. Second, researchers are increasingly motivated to employ complex probabilistic models and at an unprecedented scale of massive data (Bengio et al., 2013; Ghahramani, 2015; Lake et al., 2016) . Thus we require an efficient computing environment that supports distributed training and integration of hardware such as (multiple) GPUs.
We present Edward, a probabilistic modeling library named after the statistician George Edward Pelham Box. Edward is built around an iterative process for probabilistic modeling, pioneered by Box and his collaborators Hunter, 1962, 1965; Box and Hill, 1967; Box, 1976 Box, , 1980 . The process is as follows: given data from some unknown phenomena, first, formulate a model of the phenomena; second, use an algorithm to infer the model's hidden structure, thus reasoning about the phenomena; third, criticize how well the model captures the data's generative process. As we criticize our model's fit to the data, we revise components of the model and repeat to form an iterative loop (Box, 1976; Blei, 2014; Gelman et al., 2013) .
Edward builds infrastructure to enable this loop:
1. For modeling, Edward provides a language of random variables to construct a broad class of models: directed graphical models (Pearl, 1988) , stochastic neural networks (Neal, 1990) , and programs with stochastic control flow (Goodman et al., 2012) .
2. For inference, Edward provides algorithms such as stochastic and black box variational inference (Hoffman et al., 2013; Ranganath et al., 2014) , Hamiltonian Monte Carlo (Neal, 1993) , and stochastic gradient Langevin dynamics (Welling and Teh, 2011) . Edward also provides infrastructure to make it easy to develop new algorithms.
Related work
Probabilistic programming. There has been much work on programming languages which specify broad classes of probabilistic models, or probabilistic programs. Recent works include Church (Goodman et al., 2012) , Venture (Mansinghka et al., 2014) , Anglican (Wood et al., 2015) , Stan (Carpenter et al., 2016) , and WebPPL (Goodman and Stuhlmüller, 2014) . The most important distinction in Edward stems from motivation. We are interested in deploying probabilistic models to many real world applications, ranging from the size of data and data structure, such as large text corpora or many brief audio signals, to the size of model and class of models, such as small nonparametric models or deep generative models. Thus Edward is built with fast computation in mind.
Black box inference. Black box algorithms are typically based on Monte Carlo methods, and make very few assumptions about the model (Metropolis and Ulam, 1949; Hastings, 1970; Geman and Geman, 1984) . Our motivation as outlined above presents a new set of challenges in both inference research and software design. As a first consequence, we focus on variational inference (Hinton and van Camp, 1993; Waterhouse et al., 1996; Jordan et al., 1999) . As a second consequence, we encourage active research on inference by providing a class hierarchy of inference algorithms. As a third consequence, our inference algorithms aim to take advantage of as much structure as possible from the model. Edward supports all types of inference, whether they be black box or model-specific (Dempster et al., 1977; Hoffman et al., 2013 ).
Computational frameworks. There are many computational frameworks, primarily built for deep learning: as of this date, this includes TensorFlow (Abadi et al., 2016 ), Theano (Al-Rfou et al., 2016 , Torch (Collobert and Kavukcuoglu, 2011), neon (Nervana Systems, 2014) , and the Stan Math Library (Carpenter et al., 2015) . These are incredible tools which Edward employs as a backend. In terms of abstraction, Edward sits one level higher.
High-level deep learning libraries.
Neural network libraries such as Keras (Chollet, 2015) and Lasagne (Dieleman et al., 2015) are at a similar abstraction level as Edward. However both are primarily interested in parameterizing complicated functions for supervised learning on large datasets. We are interested in probabilistic models which apply to a wide array of learning tasks. These tasks may have both complicated likelihood and complicated priors (neural networks are an option but not a necessity). Therefore our goals are orthogonal and in fact mutually beneficial to each other. For example, we use Keras' abstraction as a way to easily specify models parameterized by deep neural networks.
Getting Started
Probabilistic modeling in Edward uses a simple language of random variables. Here we will show a Bayesian neural network. It is a neural network with a prior distribution on its weights.
First, simulate a toy dataset of 50 observations with a cosine relationship. Next, define a two-layer Bayesian neural network. Here, we define the neural network manually with tanh nonlinearities. Next, make inferences about the model from data. We will use variational inference. Specify a normal approximation over the weights and biases. Finally, criticize the model fit. Bayesian neural networks define a distribution over neural networks, so we can perform a graphical check. Draw neural networks from the inferred model and visualize how well it fits the data. The model has captured the cosine relationship between x and y in the observed domain.
Design
Edward's design reflects the building blocks for probabilistic modeling. It defines interchangeable components, enabling rapid experimentation and research with probabilistic models.
Edward is named after the innovative statistician George Edward Pelham Box. Edward follows Box's philosophy of statistics and machine learning (Box, 1976) .
First gather data from some real-world phenomena. Then cycle through Box's loop (Blei, 2014) .
1. Build a probabilistic model of the phenomena.
2. Reason about the phenomena given model and data. Here's a toy example. A child flips a coin ten times, with the set of outcomes being [0, 1, 0, 0, 0, 0, 0, 0, 0, 1], where 0 denotes tails and 1 denotes heads. She is interested in the probability that the coin lands heads. To analyze this, she first builds a model: suppose she assumes the coin flips are independent and land heads with the same probability. Second, she reasons about the phenomenon: she infers the model's hidden structure given data. Finally, she criticizes the model: she analyzes whether her model captures the real-world phenomenon of coin flips. If it doesn't, then she may revise the model and repeat.
We describe modules enabling this analysis.
Data
Data defines a set of observations. There are three ways to read data in Edward.
Preloaded data. A constant or variable in the TensorFlow graph holds all the data. This setting is the fastest to work with and is recommended if the data fits in memory.
Represent the data as NumPy arrays or TensorFlow tensors. During inference, we store them in TensorFlow variables internally to prevent copying data more than once in memory.
Feeding. Manual code provides the data when running each step of inference. This setting provides the most fine control which is useful for experimentation. 
Models
A probabilistic model is a joint distribution p(x, z) of data x and latent variables z.
In Edward, we specify models using a simple language of random variables. A random variable x is an object parameterized by tensors θ * , where the number of random variables in one object is determined by the dimensions of its parameters. Random variables are equipped with methods such as log_prob(), log p(
and sample(), x * ∼ p(x | θ * ). Further, each random variable is associated to a tensor x * in the computational graph, which represents a single sample
This makes it easy to parameterize random variables with complex deterministic structure, such as with deep neural networks, a diverse set of math operations, and compatibility with third party libraries which also build on TensorFlow. The design also enables compositions of random variables to capture complex stochastic structure. They operate on x * .
1 from edward.models import Normal Below we describe how to build models by composing random variables.
For a list of random variables supported in Edward, see the TensorFlow distributions API. 3 Edward random variables build on top of them, inheriting the same arguments and class methods. Additional methods are also available, detailed in Edward's API.
Composing Random Variables
Core to Edward's design is compositionality. Compositionality enables fine control of modeling, where models are represented as a collection of random variables.
We outline how to write popular classes of models using Edward: directed graphical models, neural networks, Bayesian nonparametrics, and probabilistic programs.
Directed Graphical Models
Graphical models are a rich formalism for specifying probability distributions (Koller and Friedman, 2009) . In Edward, directed edges in a graphical model are implicitly defined when random variables are composed with one another. We illustrate with a Beta-Bernoulli model,
where θ is a latent probability shared across the 50 data points x ∈ {0, 1} 50 .
1 from edward.models import Bernoulli, Beta The random variable x (x) is 50-dimensional, parameterized by the random tensor θ * . Fetching the object x.value() (x * ) from session runs the graph: it simulates from the generative process and outputs a binary vector of 50 elements.
With computational graphs, it is also natural to build mutable states within the probabilistic program.
As a typical use of computational graphs, such states can define model parameters, that is, parameters that we will always compute point estimates for and not be uncertain about. In TensorFlow, this is given by a tf.Variable. Another use case of mutable states is for building discriminative models p(y | x), where x are features that are input as training or test data. The program can be written independent of the data, using a mutable state (tf.placeholder) for x in its graph. During training and testing, we feed the placeholder the appropriate values.
Neural Networks
As Edward uses TensorFlow, it is easy to construct neural networks for probabilistic modeling (Rumelhart et al., 1988) . For example, one can specify stochastic neural networks (Neal, 1990 ).
High-level libraries such as Keras 4 and TensorFlow Slim 5 can be used to easily construct deep neural networks. We illustrate this with a deep generative model over binary data {x n } ∈ {0, 1} N ×28 * 28 . The model specifies a generative process where for each n = 1, . . . , N ,
The latent space is z n ∈ R d and the likelihood is parameterized by a neural network NN with parameters θ. We will use a two-layer neural network with a fully connected hidden layer of 256 units (with ReLU activation) and whose output is 28 * 28-dimensional. The output will be unconstrained, parameterizing the logits of the Bernoulli likelihood.
With TensorFlow Slim, we write this model as follows:
1 from edward.models import Bernoulli, Normal 2 from tensorflow.contrib import slim Keras and TensorFlow Slim automatically manage TensorFlow variables, which serve as parameters of the high-level neural network layers. This saves the trouble of having to manage them manually. However, note that neural network parameters defined this way always serve as model parameters. That is, the parameters are not exposed to the user so we cannot be Bayesian about them with prior distributions.
Bayesian Nonparametrics
Bayesian nonparametrics enable rich probability models by working over an infinite-dimensional parameter space (Hjort et al., 2010) . Edward supports the two typical approaches to handling these models: collapsing the infinite-dimensional space and lazily defining the infinite-dimensional space.
For the collapsed approach, see the Gaussian process classification tutorial as an example. We specify distributions over the function evaluations of the Gaussian process, and the Gaussian process is implicitly marginalized out. This approach is also useful for Poisson process models.
To work directly on the infinite-dimensional space, one can leverage random variables with control flow operations in TensorFlow. At runtime, the control flow will lazily define any parameters in the space necessary in order to generate samples. As an example, we use a while loop to define a Dirichlet process according to its stick breaking representation.
Probabilistic Programs
Probabilistic programs greatly expand the scope of probabilistic models (Goodman et al., 2012) . Formally, Edward is a Turing-complete probabilistic programming language. This means that Edward can represent any computable probability distribution. Random variables can be composed with control flow operations, enabling probabilistic programs with stochastic control flow. Stochastic control flow defines dynamic conditional dependencies, known in the literature as contingent or existential dependencies (Mansinghka et al., 2014; Wu et al., 2016) . See above, where x may or may not depend on a for a given execution.
Stochastic control flow produces difficulties for algorithms that leverage the graph structure; the relationship of conditional dependencies changes across execution traces. Importantly, the computational graph provides an elegant way of teasing out static conditional dependence structure (p) from dynamic dependence structure (a). We can perform model parallelism over the static structure with GPUs and batch training, and use generic computations to handle the dynamic structure.
Developing Custom Random Variables
Oftentimes we'd like to implement our own random variables. To do so, write a class that inherits the RandomVariable class in edward.models and the Distribution class in tf.contrib.distributions (in that order). A template is provided below. One method that all Edward random variables call during instantiation is _sample_n(). It takes an integer n as input and outputs a tensor of shape (n,) + batch_shape + event_shape. To implement it, you can for example wrap a NumPy/SciPy function inside the TensorFlow operation tf.py_func().
For other methods and attributes one can implement, see the API documentation in TensorFlow's Distribution class.
Advanced settings
Sometimes the random variable you'd like to work with already exists in Edward, but it is missing a particular feature. One hack is to implement and overwrite the missing method. For example, to implement your own sampling for Poisson: Sometimes the random variable you'd like to work with does not even admit (easy) sampling, and you're only using it as a likelihood "node" rather than as some prior to parameters of another random variable. You can avoid having to implement _sample_n altogether: after creating CustomRandomVariable, instantiate it with the value argument:
This fixes the associated value of the random variable to a bunch of zeros and avoids the _sample_n error that appears otherwise. Make sure that the value matches the desired shape of the random variable.
Inference
We describe how to perform inference in probabilistic models.
Suppose we have a model p(x, z, β) of data x train with latent variables (z, β). Consider the posterior inference problem,
in which the task is to approximate the posterior p(z, β | x train ) using a family of distributions, q(z, β; λ), indexed by parameters λ.
In Edward, let z and beta be latent variables in the model, where we observe the random variable x with data x_train. Let qz and qbeta be random variables defined to approximate the posterior. We write this problem as follows:
1 inference = ed.Inference({z: qz, beta: qbeta}, {x: x_train})
Inference is an abstract class which takes two inputs. The first is a collection of latent random variables beta and z, along with "posterior variables" qbeta and qz, which are associated to their respective latent variables. The second is a collection of observed random variables x, which is associated to the data x_train.
Inference adjusts parameters of the distribution of qbeta and qz to be close to the posterior p(z, β | x train ).
Running inference is as simple as running one method. The run() method is a simple wrapper for this procedure.
Other Settings
We highlight other settings during inference.
Model parameters. Model parameters are parameters in a model that we will always compute point estimates for and not be uncertain about. They are defined with tf.Variables, where the inference problem isθ ← optimize p(x train ; θ) 1 from edward.models import Normal Only a subset of inference algorithms support estimation of model parameters. (Note also that this inference example does not have any latent variables. It is only about estimating theta given that we observe x = x train . We can add them so that inference is both posterior inference and parameter estimation.)
For example, model parameters are useful when applying neural networks from high-level libraries such as Keras and TensorFlow Slim. See the model compositionality subsection for more details.
Conditional inference.
In conditional inference, only a subset of the posterior is inferred while the rest are fixed using other inferences. The inference problem is
where parameters in q(β) are estimated and q(z) is fixed. In Edward, we enable conditioning by binding random variables to other random variables in data.
1 inference = ed.Inference({beta: qbeta}, {x: x_train, z: qz})
In the inference compositionality subsection, we describe how to construct inference by composing many conditional inference algorithms.
Implicit prior samples. Latent variables can be defined in the model without any posterior inference over them. They are implicitly marginalized out with a single sample. The inference problem is
where z * ∼ p(z | β) is a prior sample. For example, implicit prior samples are useful for generative adversarial networks. Their inference problem does not require any inference over the latent variables; it uses samples from the prior.
Classes of Inference
Inference is broadly classified under three classes: variational inference, Monte Carlo, and exact inference. We highlight how to use inference algorithms from each class.
As an example, we assume a mixture model with latent mixture assignments z, latent cluster means beta, and observations x:
Variational Inference
In variational inference, the idea is to posit a family of approximating distributions and to find the closest member in the family to the posterior (Jordan et al., 1999) . We write an approximating family,
using TensorFlow variables to represent its parameters λ = {π, µ, σ}. 
Monte Carlo
Monte Carlo approximates the posterior using samples (Robert and Casella, 1999) . Monte Carlo is an inference where the approximating family is an empirical distribution,
The parameters are λ = {β (t) , z (t) }.
1 from edward.models import Empirical Monte Carlo algorithms proceed by updating one sample β (t) , z (t) at a time in the empirical approximation. Monte Carlo algorithms proceed by updating one sample β (t) , z (t) at a time in the empirical approximation. Markov chain Monte Carlo does this sequentially to update the current sample (index t of tf.Variables) conditional on the last sample (index t − 1 of tf.Variables). Specific Monte Carlo samplers determine the update rules; they can use gradients such as in Hamiltonian Monte Carlo (Neal, 2011) and graph structure such as in sequential Monte Carlo (Doucet et al., 2001) .
Exact Inference
This approach also extends to algorithms that usually require tedious algebraic manipulation. With symbolic algebra on the nodes of the computational graph, we can uncover conjugacy relationships between random variables. Users can then integrate out variables to automatically derive classical Gibbs (Gelfand and Smith, 1990) , mean-field updates (Bishop, 2006) , and exact inference.
Composing Inferences
Core to Edward's design is compositionality. Compositionality enables fine control of inference, where we can write inference as a collection of separate inference programs.
We outline how to write popular classes of compositional inferences using Edward: hybrid algorithms and message passing algorithms. We use the running example of a mixture model with latent mixture assignments z, latent cluster means beta, and observations x.
Hybrid algorithms
Hybrid algorithms leverage different inferences for each latent variable in the posterior. As an example, we demonstrate variational EM, with an approximate E-step over local variables and an M-step over global variables. We alternate with one update of each (Neal and Hinton, 1993 In data, we include bindings of prior latent variables (z or beta) to posterior latent variables (qz or qbeta). This performs conditional inference, where only a subset of the posterior is inferred while the rest are fixed using other inferences.
This extends to many algorithms: for example, exact EM for exponential families; contrastive divergence (Hinton, 2002) ; pseudo-marginal and ABC methods (Andrieu and Roberts, 2009 ); Gibbs sampling within variational inference (Wang and Blei, 2012) ; Laplace variational inference ; and structured variational auto-encoders (Johnson et al., 2016) .
Message passing algorithms
Message passing algorithms operate on the posterior distribution using a collection of local inferences (Koller and Friedman, 2009) . As an example, we demonstrate expectation propagation. We split a mixture model to be over two random variables x1 and x2 along with their latent mixture assignments z1 and z2. We alternate updates for each local inference, where the global posterior factor q(β) is shared across both inferences (Gelman et al., 2014) .
With TensorFlow's distributed training, compositionality enables distributed message passing over a cluster with many workers. The computation can be further sped up with the use of GPUs via data and model parallelism.
This extends to many algorithms: for example, classical message passing, which performs exact local inferences; Gibbs sampling, which draws samples from conditionally conjugate inferences (Geman and Geman, 1984) ; expectation propagation, which locally minimizes KL(p||q) over exponential families (Minka, 2001) ; integrated nested Laplace approximation, which performs local Laplace approximations (Rue et al., 2009) ; and all the instantiations of EP-like algorithms in Gelman et al. (2014) .
In the above, we perform local inferences split over individual random variables. At the moment, Edward does not support local inferences within a random variable itself. We cannot do local inferences when representing the random variable for all data points and their cluster membership as x and z rather than x1, x2, z1, and z2.
Data Subsampling
Running algorithms which require the full data set for each update can be expensive when the data is large. In order to scale inferences, we can do data subsampling, i.e., update inference using only a subsample of data at a time. In the subgraph setting, we do data subsampling while working with a subgraph of the full model. This setting is necessary when the data and model do not fit in memory. It is scalable in that both the algorithm's computational complexity (per iteration) and memory complexity are independent of the data set size.
For example, consider a hierarchical model,
where there are latent variables z n for each data point x n (local variables) and latent variables β which are shared across data points (global variables).
To avoid memory issues, we work on only a subgraph of the model,
More concretely, we define a mixture of Gaussians over D-dimensional data {x n } ∈ R N ×D . There are K latent cluster means {β k } ∈ R K×D and a membership assignment z n ∈ {0, . . . , K − 1} for each data point x n . For inference, the variational model is
parameterized by {λ, {γ n }}. Again, we work on only a subgraph of the model,
parameterized by {λ, {γ m }}. Importantly, only M parameters are stored in memory for {γ m } rather than N . We will perform inference with KLqp, a variational method that minimizes the divergence measure KL(q p).
We instantiate two algorithms: a global inference over β given the subset of z and a local inference over the subset of z given β. We also pass in a TensorFlow placeholder x_ph for the data, so we can change the data at each step. (Alternatively, batch tensors can be used.) We initialize the algorithms with the scale argument, so that computation on z and x will be scaled appropriately. This enables unbiased estimates for stochastic gradients. Conceptually, the scale argument represents scaling for each random variableâĂŹs plate, as if we had seen that random variable N/M as many times.
We now run inference, assuming there is a next_batch function which provides the next batch of data. After each iteration, we also reinitialize the parameters for q(z | β); this is because we do inference on a new set of local variational factors for each batch.
This demo readily applies to other inference algorithms such as SGLD (stochastic gradient Langevin dynamics): simply replace qbeta and qz with Empirical random variables; then call ed.SGLD instead of ed.KLqp.
Advanced settings
If the parameters fit in memory, one can avoid having to reinitialize local parameters or read/write from disk. To do this, define the full set of parameters and index them into the local posterior factors. We define an index placeholder idx_ph. It will be fed index values at runtime to determine which parameters correspond to a given data subsample.
An alternative approach to reduce memory complexity is to use an inference network (Dayan et al., 1995) , also known as amortized inference (Stuhlmüller et al., 2013) . This can be applied using a global parameterization of q(z, β).
In streaming data, or online inference, the size of the data N may be unknown, or conceptually the size of the data may be infinite and at any time in which we query parameters from the online algorithm, the outputted parameters are from having processed as many data points up to that time.
The approach of Bayesian filtering (Doucet et al., 2000; Broderick et al., 2013) can be applied in Edward using recursive posterior inferences; the approach of population posteriors (McInerney et al., 2015) is readily applicable from the subgraph setting.
In other settings, working on a subgraph of the model does not apply, such as in time series models when we want to preserve dependencies across time steps in our variational model. Approaches in the literature can be applied in Edward (Binder et al., 1997; Johnson and Willsky, 2014; Foti et al., 2014) .
Development of Inference Methods
Edward uses class inheritance to provide a hierarchy of inference methods. This enables fast experimentation on top of existing algorithms, whether it be developing new black box algorithms or new model-specific algorithms. There is a base class Inference, from which all inference methods are derived from. Note that Inference says nothing about the class of models that an algorithm must work with. One can build inference algorithms which are tailored to a restricted class of models available in Edward (such as differentiable models or conditionally conjugate models), or even tailor it to a single model. The algorithm can raise an error if the model is outside this class.
We organize inference under two paradigms: VariationalInference and MonteCarlo (or more plainly, optimization and sampling). These inherit from Inference and each have their own default methods.
For example, developing a new variational inference algorithm is as simple as inheriting from VariationalInference and writing a build_loss_and_gradients() method. VariationalInference implements many default methods such as initialize() with options for an optimizer. For example, see the importance weighted variational inference script. 
Criticism
We can never validate whether a model is true. In practice, "all models are wrong" (Box, 1976) . However, we can try to uncover where the model goes wrong. Model criticism helps justify the model as an approximation or point to good directions for revising the model.
Edward explores model criticism using
• point-based evaluations, such as mean squared error or classification accuracy;
• posterior predictive checks, for making probabilistic assessments of the model fit using discrepancy functions.
We describe them in detail below.
Point-based evaluations
A point-based evaluation is a scalar-valued metric for assessing trained models (Winkler, 1996; Gneiting and Raftery, 2007) . For example, we can assess models for classification by predicting the label for each observation in the data and comparing it to their true labels. Edward implements a variety of metrics, such as classification error and mean absolute error.
Formally, point prediction in probabilistic models is given by taking the mean of the posterior predictive distribution,
The model's posterior predictive can be used to generate new data given past observations and can also make predictions on new data given past observations. It is formed by calculating the likelihood of the new data, averaged over every set of latent variables according to the posterior distribution.
Implementation
To evaluate inferred models, we first form the posterior predictive distribution. A helpful utility function for this is copy. For example, assume the model defines a likelihood x connected to a prior z. The posterior predictive distribution is 1 x_post = ed.copy(x, {z: qz})
Here, we copy the likelihood node x in the graph and replace dependence on the prior z with dependence on the inferred posterior qz.
The ed.evaluate() method takes as input a set of metrics to evaluate, and a data dictionary. As with inference, the data dictionary binds the observed random variables in the model to realizations: in this case, it is the posterior predictive random variable of outputs y_post to y_train and a placeholder for inputs x to x_train. The data can be data held-out from training time, making it easy to implement cross-validated techniques.
Point-based evaluation applies generally to any setting, including unsupervised tasks. For example, we can evaluate the likelihood of observing the data. ed.evaluate ('log_likelihood', data={x_post: x_train}) It is common practice to criticize models with data held-out from training. To do this, we first perform inference over any local latent variables of the held-out data, fixing the global variables. Then we make predictions on the held-out data.
1 from edward.models import Categorical Point-based evaluations are formally known as scoring rules in decision theory. Scoring rules are useful for model comparison, model selection, and model averaging.
Posterior predictive checks
Posterior predictive checks (PPCs) analyze the degree to which data generated from the model deviate from data generated from the true distribution. They can be used either numerically to quantify this degree, or graphically to visualize this degree. PPCs can be thought of as a probabilistic generalization of point-based evaluations (Box, 1980; Rubin, 1984; Meng, 1994; Gelman et al., 1996) .
PPCs focus on the posterior predictive distribution
The simplest PPC works by applying a test statistic on new data generated from the posterior predictive, such as T (x new ) = max(x new ). Applying T (x new ) to new data over many data replications induces a distribution. We compare this distribution to the test statistic applied to the real data T (x).
In the figure, T (x) falls in a low probability region of this reference distribution. This indicates that the model fits the data poorly according to this check; this suggests an area of improvement for the model.
More generally, the test statistic can also be a function of the model's latent variables T (x, z), known as a discrepancy function. Examples of discrepancy functions are the metrics used for point-based evaluation. We can now interpret the point-based evaluation as a special case of PPCs: it simply calculates T (x, z) over the real data and without a reference distribution in mind. A reference distribution allows us to make probabilistic statements about the point, in reference to an overall distribution.
Implementation
The ed.ppc() method provides a scaffold for studying various discrepancy functions. The discrepancy can also take latent variables as input, which we pass into the PPC. PPCs are an excellent tool for revising models, simplifying or expanding the current model as one examines how well it fits the data. They are inspired by prior checks and classical hypothesis testing, under the philosophy that models should be criticized under the frequentist perspective of large sample assessment.
PPCs can also be applied to tasks such as hypothesis testing, model comparison, model selection, and model averaging. It's important to note that while they can be applied as a form of Bayesian hypothesis testing, hypothesis testing is generally not recommended: binary decision making from a single test is not as common a use case as one might believe. We recommend performing many PPCs to get a holistic understanding of the model fit.
End-to-end Examples

Bayesian Linear Regression
In supervised learning, the task is to infer hidden structure from labeled data, comprised of training examples {(x n , y n )}. Regression (typically) means the output y takes continuous values.
Data
Simulate training and test sets of 500 data points. They comprise pairs of inputs x n ∈ R 5 and outputs y n ∈ R. They have a linear dependence of w true = (−1. 25, 4.51, 2.32, 0.99, −3.44) .
with normally distributed noise. 
Model
Posit the model as Bayesian linear regression. It relates outputs y ∈ R, also known as the response, given a vector of inputs x ∈ R D , also known as the features or covariates. The model assumes a linear relationship between these two random variables (Murphy, 2012) .
For a set of N data points (X, y) = {(x n , y n )}, the model posits the following conditional relationships:
The latent variables are the linear model's weights w and intercept b, also known as the bias. Assume σ 
Inference
We now turn to inferring the posterior using variational inference. Define the variational model to be a fully factorized normal across the weights. In this case KLqp defaults to minimizing the KL(q p) divergence measure using the reparameterization gradient. Minimizing this divergence metric is equivalent to maximizing the evidence lower bound ( ). Figure 10 shows the progression of the across iterations; variational inference appears to converge in approximately 200 iterations. 
Criticism
A standard evaluation in regression is to calculate point-based evaluations on held-out "testing" data. We do this first by forming the posterior predictive distribution. The trained model makes predictions with low mean squared error (relative to the magnitude of the output).
Edward supports another class of criticism techniques called posterior predictive checks ( s). The simplest works by applying a test statistic on new data generated from the posterior predictive, such as T (x new ) = max(x new ). Applying T (x new ) to new data over many data replications induces a distribution of the test statistic, (T ). We compare this distribution to the test statistic applied to the original dataset T (x). This calculates the test statistic on both the original dataset as well as on data replications generated from teh posterior predictive distribution. Figure 12 shows three visualizations of different s; the plotted posterior predictive distributions are kernel density estimates from N = 500 data replications. 
Logistic and Neural Network Classification
In supervised learning, the task is to infer hidden structure from labeled data, comprised of training examples {(x n , y n )}. Classification means the output y takes discrete values.
Data
We study a two-dimensional simulated dataset with a nonlinear decision boundary. We simulate 100 datapoints using the following snippet. x_train, y_train = build_toy_dataset(N) Figure 13 shows the data, colored by label. The red point near the origin makes this a challenging dataset for classification models that assume a linear decision boundary. 
Model: Bayesian Logistic Regression
We begin with a popular classification model: logistic regression. This model relates outputs y ∈ {0, 1}, also known as the response, given a vector of inputs x ∈ R D , also known as the features or covariates. The model assumes a latent linear relationship between these two random variables (Gelman et al., 2013) .
The likelihood of each datapoint is a Bernoulli with probability Pr(y n = 1) = logistic x w + b .
We posit priors on the latent variables w and b as
This model is easy to specify in Edward's native language. In this case KLqp defaults to minimizing the KL(q p) divergence measure using the reparameterization gradient.
Criticism
The first thing to look at are point-wise evaluations on the training dataset.
First form a plug-in estimate of the posterior predictive distribution. Figure 14 shows the posterior label probability evaluated on a grid. As expected, logistic regression attempts to fit a linear boundary between the two label classes. Can a non-linear model do better?
Model: Bayesian Neural Network Classification
Consider parameterizing the label probability using a neural network; this model is not limited to a linear relationship to the inputs x, as in logistic regression.
The model posits a likelihood for each observation (x n , y n ) as Pr(y n = 1) = logistic (NN(x n ; z)) , where NN is a neural network and the latent random variable z contains its weights and biases.
We can specify a Bayesian neural network in Edward as follows. Here we specify a fully connected two-layer network with two nodes in each layer; we posit standard normal priors on all weights and biases. Figure 15 shows the posterior label probability evaluated on a grid. The neural network has captured the nonlinear decision boundary between the two label classes. 
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