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Zusammenfassung
In der vorliegenden Arbeit beschäftigen wir uns mit gewichteten Tensorprodukt-Multi-
skalen-Mehrteilchen-Approximationsräumen und deren Anwendung zur numerischen Lö-
sung der elektronischen Schrödinger-Gleichung. Aufgrund der hohen Problemdimensi-
on ist eine direkte numerische Lösung der elektronischen Schrödinger-Gleichung mit
Standard-Diskretisierungsverfahren zur linearen Approximation unmöglich, weshalb übli-
cherweise Monte Carlo Methoden (VMC/DMC) oder nichtlinearen Modellapproximatio-
nen wie Hartree-Fock (HF), Coupled Cluster (CC) oder Dichtefunktionaltheorie (DFT)
verwendet werden. In dieser Arbeit wird eine numerische Methode auf Basis von adapti-
ven dünnen Gittern und einer teilchenweisen Unterraumzerlegung bezüglich Einteilchen-
funktionen aus einer nichtlinearen Rang-1 Approximation entwickelt und für parallele
Rechnersysteme implementiert. Dünne Gitter vermeiden die in der Dimension exponen-
tielle Komplexität üblicher Diskretisierungsmethoden und führen zu einem konvergen-
ten numerischen Ansatz mit garantierter Konvergenzrate. Zudem enhalten unsere zu-
grunde liegenden gewichteten Mehrteilchen Tensorprodukt-Multiskalen-Approximations-
räume die bekannten Configuration Interaction (CI) Räume als Spezialfall.
Zur Konstruktion unseres Verfahrens führen wir zunächst allgemeine Mehrteilchen-
Sobolevräume ein, welche die Standard-Sobolevräume sowie Sobolevräume mit dominie-
render gemischter Glattheit beinhalten. Wir analysieren die Approximationseigenschaf-
ten und schätzen Konvergenzraten und Kostenkomplexitätsordungen in Abhängigkeit der
Glattheitsparameter und Abfalleigenschaften ab. Mit Hilfe bekannter Regularitätseigen-
schaften der elektronischen Wellenfunktion ergibt sich, dass die Konvergenzrate bis auf
logarithmische Terme unabhängig von der Zahl der Elektronen und fast identisch mit
der Konvergenzrate im Fall von zwei Elektronen ist. Neben der Rate spielt allerdings die
Abhängigkeit der Konstanten in der Kostenkomplexität von der Teilchenzahl eine wich-
tige Rolle. Basierend auf Zerlegungen des Einteilchenraumes konstruieren wir eine Un-
terraumzerlegung des Mehrteilchenraumes, welche insbesondere die bekannte ANOVA-
Zerlegung, die HDMR-Zerlegung sowie die CI-Zerlegung als Spezialfälle beinhaltet. Ei-
ne zusätzliche Gewichtung der entsprechenden Unterräume mit Gewichten von endlicher
Ordnung q führt zu Mehrteilchenräumen, in denen sich das Approximationsproblem einer
N -Teilchenfunktion zu Approximationsproblemen von q-Teilchenfunktionen reduziert.
Mit dem Ziel, Konstanten möglichst kleiner Größe bezüglich der Kostenkomplexität
zu erhalten, stellen wir ein heuristisches adaptives Verfahren zur Konstruktion einer Se-
quenz von endlich-dimensionalen Unterräumen eines gewichteten Mehrteilchen-Tensor-
produkt-Multiskalen-Approximationsraumes vor. Außerdem konstruieren wir einen Fra-
me aus Multiskalen-Gauss-Funktionen und verwenden Einteilchenfunktionen im Rahmen
der Rang-1 Approximation in der Form von Gauss- und modulierten-Gauss-Funktionen.
Somit können die zur Aufstellung der Matrizen des zugehörigen diskreten Eigenwertpro-
blems benötigten Ein- und Zweiteilchenintegrale analytisch berechnet werden.
Schließlich wenden wir unsere Methode auf kleine Atome und Moleküle mit bis zu sechs
Elektronen (18 Raumdimensionen) an. Die numerischen Resultate zeigen, dass sich die
aus der Theorie zu erwartenden Konvergenzraten auch praktisch ergeben.
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1 Introduction
In the last few decades, the concept of computer simulation has emerged as a third way
of practicing science and complements both the classical theoretical and experimental
approach. For a computer experiment, a mathematical model is still required, but it
does not have to be accessible by analytic means, since the solutions are now obtained
approximately by numerical computations. In particular, numerical simulation allows to
consider phenomena that may be difficult or impossible to study by experiment in reality
because, for example, their time- or length-scale is too small or too large.
As a prominent example, at the scale of molecules, atoms and electrons, all physical
systems are in principle described by quantum mechanics. The underlying mathemati-
cal model is the Schrödinger equation with an appropriate molecular Hamiltonian. An
analytic solution is only possible in a few simple cases and hence, its successful nu-
merical treatment provides an effective predictive tool for a better understanding and
new insights about many issues from several research areas like chemistry, biochemistry,
molecular physics, solid state physics, material science and nanotechnology.
For most problems in quantum chemistry it is sufficient to consider nuclei as classi-
cal point-like particles and to only treat the electrons as quantum-mechanical particles.
There, the Born-Oppenheimer approximation of the time-dependent Schrödinger equa-
tion leads to a stationary electronic Schrödinger equation with Nnuc clamped nuclei
(Rk, Zk) and N electronic coordinates (xi), i.e.
HΨ = EΨ , H = −1
2
N∑
i=1
∆i −
Nnuc∑
k=1
N∑
i=1
Zk
|xi −Rk| +
N∑
i<j
1
|xi − xj | +
Nnuc∑
k<l
ZkZl
|Rk −Rl|
written in atomic units. The solution of theN -electron problem lives in a 3N -dimensional
space and respects the antisymmetry side-condition imposed by Pauli’s principle.
The high dimensionality of this equation turns out to be the main bottleneck for a
direct numerical treatment of this problem, since any discretization on e.g. uniform grids
with O(m) points in each direction would involve M = O(m3N ) degrees of freedoms
which are impossible to store for N > 1. Furthermore, only a convergence rate of type
‖Ψ−ΨM‖Hs ≤ c(N)M−r/(3N)‖Ψ‖Hs+r
can be achieved, where ‖ · ‖Hs is the usual Sobolev norm in Hs, r denotes the isotropic
smoothness of Ψ and c is a constant which may depend on N but not on M . Here,
we encounter the curse of dimensionality [12], i.e. the rate of convergence deteriorates
exponentially with the number N of electrons. Therefore, in quantum chemistry further
model approximations were developed and implemented which lead to reduced complex-
ity. Here, the standard electronic structure methods are usually called first principles or
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ab initio approximation methods, because they are only based on quantum mechanical
principles and do not include empirical data. They are widely used to treat problems
in chemistry, and in 1998 this success was recognized by the award of the Nobel prize
to Walter Kohn and John Pople. However, it is not yet clear in a mathematically rigor-
ous way how to systematically improve the approximation error. Therefore, we propose,
implement and study a new approach based on the combination of a nonlinear low-rank
approximation method and tensor product multiscale bases which provide guaranteed ap-
proximation rates. This combination is realized by a special case of a newly formulated
general particle-wise subspace splitting of the many-particle space.
In quantum chemistry, typically, model reductions like Hartree-Fock or successive re-
finements like configuration interaction, coupled cluster, or perturbation theory are em-
ployed to achieve tractable approximations to the electronic Schrödinger equation [170].
In addition, density functional theory provides an alternative framework, where the high
dimensionality is traded in for a highly nonlinear equation for the one-particle density of
the ground state with an unknown but principally exact exchange-correlation part [150].
Moreover, variational and diffusion quantum Monte Carlo methods based on a trial wave
function are successfully applied [145].
Hartree-Fock or multi-configuration methods (HF/MCHF) deliver a nonlinear approx-
imation of rank one, or of low rank, respectively, in terms of Slater determinants of
one-particle functions, i.e. (neglecting spin)
ΨSD =
1√
N !
N∧
p=1
φp for φ1, . . . φN ∈ H1(R3).
Based on the single-particle functions obtained by the low-rank wave functions, there are
various methods to improve upon these solutions. A variety of additive methods (con-
figuration interaction), exponential methods (coupled cluster) and perturbative methods
(Möller-Plesset theory) are applied successfully and allow to obtain the electron cor-
relation energy of many systems up to high accuracy. Also, low-rank wave functions
built from Slater determinants are usually employed to form a Jastrow-Slater trial func-
tion in common fixed-node quantum Monte Carlo approaches, e.g. a single-determinant
Jastrow-Slater wave function
ΨJS = eFΨSD, F : (R3)N → R
with a symmetric Jastrow factor in exponential form [53].
For a numerical method, the conventional electronic structure methods mostly expand
the one-electron orbitals in an appropriate basis set. Gaussian type orbitals, approxi-
mating Slater type orbitals, are the most widely used functions for molecules, because
only a few functions are needed for a relatively good approximation and because the
resulting integrals can be computed efficiently. Usually, a fixed set of exponents and
contraction coefficients is needed for such a basis set. It is commonly obtained from a
nonlinear fitting procedure carried out a priori for some sample configurations [47, 189].
Additionally, also wavelet bases are used for the one-particle systems in HF and DFT
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calculations. For more details see [5, 31, 83, 143, 176, 191] and for a further reading on
adaptive wavelet techniques see e.g. [34, 41].
With respect to both the model approximation error and the one-particle discretization
error, some existence and convergence theory has been developed [51, 52, 58, 92, 113,
123, 161]. By using basis functions with increasing polynomial degree, the exponential
approaches essentially exhibit linear convergence in the number of basis functions [105].
To overcome the limiting effect of the electron-electron cusp on the attainable basis set
convergence, explicit two-particle correlation factors are used, e.g. in the framework of
the R12 and F12 methods [105] and in the form of Slater type or Gaussian type geminals
(STG, GTG) introduced by Boys and Singer [17, 165]. Usually, in quantum Monte Carlo
methods, explicit two-particle correlation terms are included in the Jastrow factor of the
Jastrow-Slater trial wave function [26, 53]. Note that with the help of a Jastrow factor
ansatz, sharp regularity results with generalized Kato cusp conditions were obtained for
both the electronic wave function [55] and the electron density [54, 56]. Additionally,
Flad, Hackbusch, Schneider, and Kolb [50, 52, 79, 129] used a product ansatz based
on a HF solution and a symmetric Jastrow factor together with an adaptive hyperbolic
wavelet/sparse grid discretization.
Of course, the specific choice of the basis and/or the trial wave function is crucial
for both, the achieved accuracy and the involved overall cost. Especially, the methods
that obtain improved correlation energies result in a work complexity of high polynomial
degree in the number of degrees of freedom. Exponential complexity in the resulting
numerical method for explicit correlation factors is avoided by techniques such as ex-
panding STGs into short sums of GTGs, direct numerical integration [173], introducing
a resolution of the identity [114] and the use of an auxiliary basis. With these correlation
methods, it is possible to obtain an accuracy suitable for comparison with experiment
(chemical accuracy [187]). Additionally, appropriate extrapolation techniques [84] allow
to improve upon the convergence rate. The remaining error with respect to experiment
stems from model errors resulting from the Born-Oppenheimer approximation and may
be reduced further by taking into account leading (scalar) relativistic corrections and
(diagonal) Born-Oppenheimer corrections (DBOC). Furthermore, the number of terms
necessary for an exact representation is investigated in more detail in [115, 142] and
techniques for avoiding the singularities of the Coulomb potentials by e.g. using the
transcorrelated Hamiltonian, are studied in [18, 141, 147].
In particular, the standard ab initio quantum chemical methods are used with good
success in many practical applications. However, it is not yet clear in a mathematically
rigorous way how to systematically improve both the model approximation error and
the basis set discretization error simultaneously and efficiently, such that convergence
towards the full electronic Schrödinger solution is obtained. Recent reviews on quan-
titative quantum chemistry and on modern methods for the approximation of electron
correlation are given in [86, 175]. Reviews on computational quantum chemistry which
also focus on aspects of numerical analysis are given in [25, 120, 121].
For the sake of completeness note that besides the first principle methods, further
model approximations based on empirical data in order to treat systems of larger size
have been developed. Although these empirical methods are much less accurate, they are
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also applied with considerable success to various problems in computational chemistry,
biochemistry, molecular physics, material science and nanotechnology; see e.g. [16, 65,
66, 68, 70, 74] and the references cited therein.
Tensor product constructions are a common tool for the discretization of multi-dimen-
sional functions. For example, in the multi-configuration Hartree-Fock and the config-
uration interaction approaches, the many-electron wave function is usually expanded in
a sum of Slater determinants with certain side conditions like orthogonality. In [15],
Beylkin and Mohlenkamp propose an approximation of the many-electron wave function
by an unconstrained sum of Slater determinants to hopefully obtain a more efficient ex-
pansion. Their approach is based on a special type of tensor product expansion which
generalizes expansions that are based on a singular value decomposition in two dimen-
sions to arbitrary dimensions. Here, the non-uniqueness as well as the resulting condition
and stability issues are a subject of current research. For more details on (non-unique)
low-rank representation of functions and operators in higher dimensions and an algebra
for approximate computations in low-rank representations see [13, 14, 80, 81, 110, 154].
In particular, for Coulomb-like singular operators different types of separable approxi-
mations can be found in the literature [19, 20, 83]. In practice, these new approaches
for low-rank approximation have so far been applied for model problems [14] and the
representation of the electron density and the Hartree potential [30].
Sparse grids present a special case of a tensor product expansion for high-dimensional
functions. They promise to circumvent the above-mentioned curse of dimensionality of
a conventional discretization using full grids, at least to some extent. We envision, up to
logarithmic terms, a convergence rate of the type
‖Ψ−ΨM‖Hs ≤ c(N)M−t/3‖Ψ‖Hs+tmix ,
where the rate of convergence does no longer exponentially deteriorate with the number
N of particles. Now, however, a more restrictive smoothness requirement, namely the
boundedness of a certain (s+ t)-th mixed derivative is involved.
The principle behind the sparse grid method is the use of a one-dimensional hierarchical
multilevel basis. A tensor product construction and a subsequent truncation of the
resulting expansion, i.e. the elimination of small coefficients and their corresponding
degrees of freedom, then directly lead to sparse grids [24]. Here, depending on the norm
and truncation strategy, different variants of sparse grids (regular sparse grids, energy-
norm based sparse grids, dimension adaptive sparse grids) can be derived. Furthermore,
the sparse grid spaces are related to hyperbolic cross approximation spaces, i.e. spaces
of functions with a Fourier transform vanishing outside a hyperboloid region in Fourier
space.
In the simplest case, the sparse grid discretization needs only O(2LLN−1) instead of
O(2LN ) degrees of freedom with a possibly N -dependent order constant, where 2L is
the number of grid points in one direction for a conventional discretization, and N is
the problem dimension. Provided that the considered function possesses bounded mixed
second derivatives, the achieved accuracy is of order O(2−2LLN−1) with respect to the
L2-norm. A variant of the sparse grid approach which is based on the energy norm
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results in a method whose number of degrees of freedom is further reduced. Here, only
O(2L) degrees of freedom are needed. Nevertheless the achieved accuracy is of the order
O(2−L) with respect to the energy norm, which is of the same order as for a conventional
discretization on a uniform grid involving O(2LN ) degrees of freedom. Thus the LN−1-
terms are eliminated and higher-dimensional problems can be treated. However, the
constant in the O-notation and the term ‖ · ‖Hs+tmix may still depend exponentially on N .
Such favourable convergence properties can be achieved for various sparse grid dis-
cretization methods in the context of elliptic partial differential and integral equations,
quadrature schemes, and financial applications; see [24, 62, 76] and the references cited
therein. For the discretization with sparse grids, theoretical investigations can be found
in [23, 72, 77]. Moreover, the sparse grid method was amended with adaptive refinement
schemes [63] and generalized to wavelet-like multiscale bases. In [72], Griebel and Knapek
introduced general sparse grid approximation spaces which in particular include the reg-
ular L2-norm based sparse grid spaces and sparse grid spaces similar to the energy-norm
based one as special cases. Furthermore, in [72, 73], optimal possible approximation
rates for sparse grid wavelet methods are shown, when used for approximation problems
in Hs, where s ∈ (−∞,∞).
When the sparse grid approach is applied to the electronic Schrödinger equation, the
respective choice of multilevel basis functions and sparse grid discretization subspaces
can also be interpreted as a kind of approximation model. For such a numerical model,
a hierarchy of approximate solutions within linear subspaces of the full Hilbert space of
functions with given error bounds naturally results. The convergence of the discretization
scheme then guarantees convergence of the model hierarchy to Schrödinger’s equation.
Of course, the question remains how fast this convergence is and how big the costs for
the involved discretization scheme and the solution of the resulting discrete eigenvalue
problems are. These problems directly relate to the practicality of such a numerical
modeling approach.
In [193], Yserentant showed that the solution of the Schrödinger equation lies in certain
hyperbolic cross spaces, when the physically relevant antisymmetry of the wave function
is taken into account. These spaces are closely related to the smoothness assumption
of the sparse grid method. Basically, for the semi-discretization in a regular hyperbolic
cross space, an estimate of type
‖Ψ−ΨK‖H1 ≤ K−1/2‖Ψ‖H1/2,1mix
could be achieved with respect to the frequency parameter K, where the norm ‖ · ‖H1/2,1mix
involves bounded mixed derivatives of order 1/2. Moreover, Yserentant showed in [195]
that using regularity and decay properties of the eigenfunctions of the Schrödinger oper-
ator, a direct estimation of the approximation error can be achieved which only involves
the L2-norm of the eigenfunction. Here, instead of the regular hyperbolic cross space,
a specially scaled hyperbolic cross space is used. Recently, he further generalized his
results for hyperbolic cross spaces to the case of spaces spanned by tensor product ba-
sis functions which are built from the eigenfunctions of certain one-particle Hamilton
operators [196].
5
1 Introduction
A first application of the sparse grid combination technique to the Schrödinger equation
was studied in [60]. Furthermore, we implemented and studied sparse grid approaches
using Fourier basis functions in [69] and Meyer wavelet bases in [67]. Here, it turned
out that, in principle, the sparse grid approach indeed possesses favourable approxima-
tion rates and cost complexities for the solution of Schrödinger’s equation. However,
the computations are limited due to large constants involved in the estimates for the
approximation rates and cost complexities.
Nevertheless, in many areas of science, it can be observed that problems of high di-
mension possess only low effective dimensionality, which may be exploited given the right
intrinsic coordinates of the problem. The main task here is to find the effective dimension
and the correct coordinates. To this end, there is theory from the area of information-
based complexity on weighted function spaces and norms with finite-order weights in the
setting of reproducing kernel Hilbert spaces [167, 184, 185, 188]. It states that function
approximation is possible with a complexity which depends on the effective dimension
only and not on the total dimension of the problem. For instance, assume that for a
high-dimensional function f : [0, 1]N → R, there exists a dimension-wise decomposition
of the form
f =
N∑
µ=1
∑
u⊂{1,...,N},|u|=µ
fu
with fu depending on the coordinates {xp}p∈u only. Now, if all terms fu with |u| > q
can be neglected, then it is only the effective dimension, i.e. the lower dimensionality of
the q-th order terms, which exponentially enters the work count complexity [64, 112].
Such a type of decomposition is well-known in statistics under the name ANOVA (anal-
ysis of variance) [48] and in the field of computational chemistry as a high-dimensional
model representation (HDMR) [156]. Recently, an approach based on a dimension-wise
decomposition using a bond order dissection and a DFT method is studied in [71].
In this thesis we intend to combine the favorable properties of both, efficient Gaussian
type orbitals basis sets, which are applied with good success in conventional electronic
structure methods, and tensor product multiscale bases, which provide guaranteed con-
vergence rates and allow for adaptive resolution. To this end, we develop and study a new
approach for the treatment of the electronic Schrödinger equation based on a modified
adaptive sparse grid technique and a certain particle-wise decomposition with respect to
one-particle functions obtained by a nonlinear rank-1 approximation. Here, we employ
a multiscale Gaussian frame for the sparse grid spaces and Gaussian type orbitals to
represent the rank-1 approximation. In this way, we are able to treat small atoms and
molecules with up to six electrons. To our knowledge this is the first time that systems
with more than two electrons have been successfully treated by the application of tensor
product multiscale bases in the framework of ab initio methods except for HF and DFT
methods. So far only model problems and one- and two-electron systems have been dealt
with in [50, 60, 67, 69, 129]. Moreover, our approach to combine a nonlinear approxima-
tion of low rank and tensor product multiscale bases by a particle-wise decomposition
provides the opportunity to be successfully adapted to other high-dimensional problems
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in the future.
In order to develop our new approach we generalize the sparse grid spaces for high-
dimensional functions f : Rn → R introduced in [72] to sparse grid spaces for many-
particle functions f : (RD)N → R with certain decay conditions for |~x| → ∞. For this
novel variant of sparse grid spaces we show new estimates for the approximation and
complexity orders with respect to the smoothness and decay parameters. We further
present a general particle-wise subspace splitting for many-particle Hilbert spaces. This
decomposition is based on subspace splittings of the one-particle space and includes,
for example, ANOVA-like decomposition spaces and the well-known configuration inter-
action (CI) spaces as special cases. To our knowledge this is the first time that this
connection between these well-known decompositions from different research areas is de-
scribed. Furthermore, in order to obtain favorably small constants, we also discuss the
application of finite-order weights, present a multiscale frame of Gaussian and develop a
heuristic h-adaptive refinement scheme.
The remainder of this thesis is organized as follows: In Chapter 2 we introduce and
discuss tensor product multiscale many-particle spaces with finite-order weights. To this
end, we define many-particle Sobolev spaces, where the membership of a function is char-
acterized by the decay properties of its Fourier transform. We discuss semi-discretization
with respect to the frequency parameter by means of general hyperbolic cross spaces and
present error estimators. Then, we describe a multiscale decomposition and additional
decay properties which lead to general sparse grid spaces and show estimates for the
approximation and complexity orders. Furthermore, we introduce a particle-wise sub-
space splitting which is based on splittings of the one-particle space and discuss weighted
many-particle spaces constructed from this splitting. Finally, we deal with the restriction
of the newly introduced many-particle spaces to antisymmetric and symmetric subspaces.
In Chapter 3 we review the known regularity and decay properties of the solution of the
electronic Schrödinger equation. In particular, we recall the recent results of Yserentant
[193, 194, 196] and discuss the resulting approximation orders for appropriate general
sparse grid spaces.
We present our new numerical method in Chapter 4. To this end, we shortly discuss the
Galerkin discretization for the electronic Schrödinger equation and comment on the setup
of the corresponding system matrices as well as on the solution procedure. Furthermore,
we introduce a multiscale Gaussian frame and give estimates for its frame constants.
Based on this frame and the particle-wise subspace splitting with respect to a nonlinear
rank-1 approximation, we present antisymmetric tensor product multiscale many-particle
spaces with finite-order weights. Then, we describe our adaptive algorithm to build a
sequence of finite-dimensional subspaces for the Galerkin approximation of the electronic
Schrödinger equation. We specifically present our scheme for an a priori construction of
an appropriate initial subspace for this algorithm.
In Chapter 5 we apply our new approach to small atomic and diatomic systems with
up to six electrons, and compare costs, accuracy and convergence rates. Finally, in
Chapter 6 we conclude with a summary of our findings and an outlook on interesting
future research issues.
7
1 Introduction
Some parts of this thesis are already published in the journal article [69] and the
conference proceedings contribution [67].
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2 Sobolev Spaces for Many-Particle
Functions
In this thesis we mainly consider high-dimensional many-particle functions. Thus, in this
chapter we briefly introduce function spaces, where the according functions describe N
particles of dimension D. To this end, after giving some preliminaries, we define standard
Sobolev spaces of isotropic smoothness. Then we introduce certain anisotropic Sobolev
spaces of dominated mixed smoothness and we discuss the approximation of functions
in these Sobolev spaces by band-limited functions, i.e. functions in a general hyperbolic
cross space. Furthermore, we consider many-particle weighted spaces, which are related
to a particle-wise subspace splitting of the N -particle space. Finally, we discuss the
treatment of certain symmetry conditions in the framework of many-particle Sobolev
spaces.
2.1 Preliminaries
For a further reading on the Fourier transform and on standard Sobolev spaces we refer
to standard textbooks, e.g. the recent monographs [82, 178].
2.1.1 Notation
Let us first introduce some notation conventions used throughout this thesis. We denote
the set of positive integers {1, 2, 3, . . . } by N and the set of natural numbers including
zero {0, 1, 2, . . . } by N0. We denote the number of particles by N and the dimension of
a one-particle space by D. An element x associated with one particle in RD is written
in boldface and its d-th component is denoted by x(d), i.e. x = (x(1), . . . , x(D)) ∈ RD.
Vectors in (RD)N are denoted by ~x := (x1, . . . ,xN ) and an element in NN e.g. by
~Z := (Z1, . . . , ZN ). Here, the n-th D-dimensional vector of ~x ∈ (RD)N is denoted by
xn ∈ RD. Also, for a vector ~x ∈ (RD)N we denote the d-th component of the n-th particle
by xn,(d) ∈ R. Furthermore, if we do not deal with many-particle functions or if there is no
number N of particles and no number D of dimensions of a one-particle space specified,
we usually denote the number of dimensions by n and write ~x := (x1, . . . , xn) ∈ Rn.
Moreover, for a vector ~x ∈ Rn we define the Euclidean distance by
|~x|2 :=
√√√√ n∑
j=1
|xj |2,
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the 1-norm by
|~x|1 :=
n∑
j=1
|xj |
and the maximum-norm by
|~x|∞ := max
1≤j≤n
|xj |.
Also, we denote the cardinal number of a set u by |u| and the (formal) determinant of a
matrix A by |A|.
For a multi-index ~α = (α1, . . . , αn) ∈ Nn0 we define the corresponding linear partial
differential operator of order |~α|1 by
D~α :=
∂|~α|1
∂α11 · · · ∂αnn
.
Here, in order to avoid confusion we also explicitly mention the coordinates in the defi-
nition of the derivative, i.e. D~α~x =
∂|~α|1
∂
α1
x1
···∂αnxn
. Also, for a multi-index ~α ∈ Nn0 and a vector
~k ∈ RN we write
~k~α := kα11 · · · kαnn .
Furthermore, a ' b means that there exist constants C1 and C2 independent of any
quantities to be estimated such that C1b ≤ a ≤ C2b. In this way, a . b means that
a is uniformly bounded by some constant which is a multiple of b. Moreover, the floor
function bxc is the largest integer less than or equal to x ∈ R, i.e. bxc = max{z ∈
Z : z ≤ x}, and the ceiling function dxe is the smallest integer not less than x, i.e.
dxe = min{z ∈ Z : z ≥ x}.
Now, let us introduce the Hermitian inner product by
〈f , g〉L2(Ω) :=
∫
Ω
f∗(~x)g(~x) d~x
and with it the norm
‖f‖L2(Ω) :=
√
〈f , f〉L2(Ω) =
√∫
Ω
|f(~x)|2 d~x
of the Hilbert space L2(Ω) of square integrable functions. Here, f and g are complex-
valued square integrable functions on Ω ⊂ Rn. In the following we set Ω = Rn and
in particular, if the meaning is clear from the context, we write L2 instead of L2(Rn),
〈f , g〉 for ∫Rn f∗(~x)g(~x) d~x as well as ‖f‖ for ‖f‖L2 . Moreover, as usual we denote the
space of square-summable sequences by `2(Λ), Λ ⊂ Z, which is a Hilbert space with the
Hermitian inner product 〈{ck}k , {dk}k〉`2(Λ) :=
∑
k∈Λ c
∗
kdk. The induced norm is given
by ‖{ck}k‖`2(Λ) =
√∑
k∈Λ |ck|2. Note that L2(Ω) and `2(Λ) are special cases of the
usual Banach spaces Lp(Ω) and `p(Λ), respectively. Here, for 1 ≤ p < ∞ the space of
p-integrable functions Lp(Ω) is normed with ‖f‖Lp(Ω) :=
(∫
Ω |f(~x)|p d~x
) 1
p and the space
of p-summable sequences `p(Λ) is normed with ‖{ck}k‖`p(Λ) =
(∑
k∈Λ |ck|p
) 1
p .
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2.1.2 Fourier transform
We define the Fourier transform of an absolutely integrable function f ∈ L1(Rn) by
F [f ](~k) :=
(
1√
2pi
)n ∫
Rn
e−i~k
T ~xf(~x) d~x, (2.1)
where we also write fˆ := F [f ]. Note here that ~kT~x = ∑Nj=1 kjxj is equal to the scalar
product on Rn. We denote the Schwartz space of all complex-valued rapidly decreasing
infinitely differentiable functions in Rn by
S(Rn) =
{
f ∈ C∞ : sup
~x∈Rn
|x~βD~αf | <∞, ~α, ~β ∈ Nn0
}
and its topological dual, the space of all tempered distributions on Rn, by S ′(Rn). Then,
for f ∈ S(Rn), the Fourier transform fˆ given by (2.1) is again in S(Rn) and in particular
the mapping F : S(Rn) → S(Rn) is a linear isomorphism on S(Rn). Here, the inverse
Fourier transform operator F−1 is given by
F−1[fˆ ](~x) =
(
1√
2pi
)n ∫
Rn
ei~x
T~kfˆ(~k) d~k. (2.2)
Furthermore, it is well-known that both F and F−1 can be extended to a continuous,
linear and bijective operator from S ′(Rn) onto itself, respectively. Here, the Fourier
transform F [f ] of a tempered distribution f ∈ S ′(Rn) can be defined by
〈F [f ] , g〉 = 〈f , F [g]〉 for all g ∈ S(Rn).
Note that S ⊂ L2 ⊂ S ′ and S is dense in L2. Moreover, f ∈ L2(Rn) implies fˆ ∈ L2(Rn)
and the Fourier transform operator F is a unitary isometric automorphism of L2(Rn).
Here, for f, g ∈ L2(Rn) the Fourier transforms fˆ , gˆ ∈ L2(Rn) preserve the L2-inner-
product, i.e.
〈f , g〉L2 = 〈fˆ , gˆ〉L2 . (2.3)
Thus, F is L2-norm conserving, i.e. ‖f‖L2 = ‖fˆ‖L2 for f ∈ L2(Rn). Also, analogously
to the so-called Parseval (or Plancherel) formula (2.3) the relation 〈f , g〉 = 〈fˆ , gˆ〉 holds
for f ∈ S ′(Rn) and g ∈ S(Rn).
For the tensor product f ⊗ g of functions f, g ∈ L2(Rn) it holds
F [f ⊗ g] = fˆ ⊗ gˆ,
with the usual distributive meaning. Moreover, we define the Fourier convolution of
f, g ∈ L2(Rn) by
(f ∗ g)(~x) :=
(
1√
2pi
)n ∫
Rn
f(~x− ~y)g(~y) d~y.
Here, in particular the relations
F [f ∗ g] = fˆ gˆ and F [fg] = fˆ ∗ gˆ
hold with the usual distributive meaning.
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2.1.3 Regularity and decay
We recall some well-known relations concerning the regularity and the decay of a function
and its Fourier transform. If for all multi-indices |~α|1 ≤ l with l ∈ N the partial derivatives
D~α~xf exist and if
∫
Rn |D~α~xf(~x)| d~x <∞, then the relations |F [f ](~k)| . (1 + |~k|2)−l and
F
[
D~α~xf
]
(~k) = (i~k)~αfˆ(~k) (2.4)
hold. Especially for the Laplace operator ∆ =
∑N
j=1
∂2
∂2j
we obtain the relation
F [−∆f ] = |~k|22F [f ]. (2.5)
Moreover, if
∫
Rn |f(~x)|(1+ |~x|2)l d~x <∞ for k ∈ N, then its Fourier transform fˆ possesses
l continuous derivatives and for all partial derivatives with |~α|1 ≤ l we have the relations
D~α~k fˆ(
~k) = (−i)|~α|1F [~xαf ](~k) and |D~α~k fˆ(~k)| .
∫
Rn
|~x||~α|12 |f(~x)| d~x.
We say that a tempered distribution f ∈ S ′ possesses a weak partial derivative D~αf if〈
φ , D~αf
〉
= (−1)|~α|1
〈
D~αφ , f
〉
for all test functions φ ∈ S.1
Let us now consider the case of f ∈ L2(Rn). First, if and only if ∫Rn |~k|2l2 |fˆ |2 d~k <∞,
the function f has weak partial derivatives D~α~xf for all |~α|1 ≤ l. In particular, relation
(2.4) then has the usual distributive meaning. Second, if
∫
Rn(1 + |~x|22)l|f |2 d~x <∞, then
its Fourier transform fˆ possesses weak partial derivatives D~α~k fˆ for all |~α|1 ≤ l and the
relations D~α~k fˆ = (−1)
|~α|1F [~x~αf ] are given with the usual distributive meaning. Finally, if
we suppose that f ∈ L2 shows L2-decay of order l + n+2 , i.e.
∫
Rn |f(~x)|2(1+~x)2l+n+ d~x <
∞ for  > 0, l ∈ N, it follows that∫
Rn
|f(~x)|(1 + |~x|2)l d~x ≤
√∫
Rn
|f(~x)|2(1 + |~x|2)2l+n+ d~x
√∫
Rn
(1 + |~x|2)−(n+) d~x <∞
and thus fˆ possesses l continuous derivatives.
2.2 Many-particle Sobolev spaces
Based on the relations discussed in the previous Section 2.1.3 it is common to characterize
the smoothness classes of a function f by the decay properties of its Fourier transform fˆ .
In that way let us now define isotropic Sobolev spaces in D dimensions.
1Let us remark that the space D(Rn) of all infinitely differentiable functions with bounded support
is dense in the Schwartz space S(Rn). In particular S(Rn) is larger than D(Rn), e.g. the Gaussian
e−|~x|
2
2 is not in D(Rn) but it is in S(Rn), whereas we have for its duals S ′ ⊂ D′.
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Definition 2.1. For r ∈ R, D ∈ N we define
Hr(RD) :=
{
f ∈ S ′(RD) : wrfˆ ∈ L2(RD)
}
,
with the positive weight
w : RD → R : k 7→
√
1 + |k|22. (2.6)
In particular, the Sobolev space Hr(RD) is a Hilbert space together with the Hermitian
inner product
〈f , g〉Hr := 〈wrfˆ , wrgˆ〉L2 =
∫
RD
(1 + |k|22)rfˆ∗(k)gˆ(k) dk
and the norm
‖f‖Hr :=
√
〈f , f〉Hr =
√∫
RD
(1 + |k|22)r|fˆ(k)|2 dk,
where S ⊂ Hr ⊂ S ′ and S is dense in L2. Let us remark that for r ∈ N0 the space Hr
possesses the equivalent norm
|||f |||Hr :=
√ ∑
|~α|1≤r
〈D~αf , D~αf〉. (2.7)
Consequently Definition 2.1 naturally extends the classical Sobolev spaces2 for r ∈ N0 to
r ∈ R. Moreover, we introduce the Hr-seminorm via
|f |Hr :=
√∫
RD
|k|2r2 |fˆ(k)|2 dk. (2.8)
Now, starting from the one-particle space Hr(RD) we build Sobolev spaces for N
particles. Obviously there are many ways to generalize the concept of Sobolev spaces
[1] from the one-particle case to the higher dimensional many-particle case. Two simple
possibilities are the additive or multiplicative combination, i.e. an arithmetic or geometric
averaging of the frequencies for the different particles. We use the following definition
that combines both approaches. We denote the weights
wiso : (RD)N → R : ~k 7→
√√√√1 + N∑
p=1
(ω(kp))2 (2.9)
and
wmix : (RD)N → R : ~k 7→
√√√√ N∏
p=1
(1 + (ω(kp))2), (2.10)
where we set ω to the Euclidean norm in RD, i.e.
ω : RD → R : k 7→ |k|2. (2.11)
2Note that since S is dense in L2, the classical Sobolev spaces Hr, r ∈ N0, may also be considered as
the completion of S under the corresponding norm (2.7).
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Definition 2.2. For −∞ < t, r <∞, D ∈ N, N ∈ N we set
Ht,rmix((RD)N ) :=
{
f ∈ S ′((RD)N ) : wtmixwrisofˆ ∈ L2((RD)N )
}
with the norm
‖f‖Ht,rmix :=
√∫
(RD)N
(wmix(~k))2t(wiso(~k))2r|fˆ(~k)|2 d~k.
In particular, the Sobolev space Ht,rmix((RD)N ) is a Hilbert space together with the
Hermitian inner product
〈f , g〉Ht,rmix := 〈w
t
mixw
r
isofˆ , w
t
mixw
r
isogˆ〉L2
=
∫
(RD)N
(wmix(~k))2t(wiso(~k))2rfˆ∗(k)gˆ(k) dk.
Note that due to equation (2.5), the squared weight w2mix relates to the operator
∏N
p=1(1−
∆p). Here, the operator ∆p is the Laplacian acting on the xp-component, i.e. ∆p =∑D
d=1 ∂
2/∂(xp,(d))2. It expresses the multiplicative combination of the H1(RD)-norm
of the one-particle space with a norm of the N -particle space which involves mixed
derivatives. Furthermore, w2iso relates to the operator 1−
∑N
p=1 ∆p and directly creates
an associated H1((RD)N )-norm for the N -particle space. A t- and r-times application
of these operators leads to the corresponding multiplicative combination of the Ht(RD)-
norm and the Hr((RD)N )-norm, respectively. Moreover, for r, l ∈ N0 the space Ht,rmix
possesses according to (2.5) the equivalent norm given by
|||f |||2Ht,rmix :=
∑
maxNp=1 |ap|1≤t
∑
PN
p=1 |bp|1≤r
‖D~a+~bf‖2L2 . (2.12)
In particular, the standard isotropic Sobolev spaces [1] as well as the Sobolev spaces of
dominating mixed smoothness [160, 182], both generalized to the N -particle case [67, 69],
are included in the definition of Ht,rmix. They can be written as
Hr((RD)N ) = H0,rmix((RD)N ) and Htmix((RD)N ) = Ht,0mix((RD)N ),
respectively. Hence, the parameter r from Definition 2.2 governs the isotropic smooth-
ness, whereas t governs the mixed smoothness. Thus, the spaces Ht,rmix give us a quite
flexible framework for the study of problems in Sobolev spaces.
Note that if the conditions t′ + r′ ≤ t+ r and Nt′ + r′ ≤ Nt+ r are fulfilled, then the
embedding
Ht,rmix((RD)N ) ⊂ Ht
′,r′
mix ((R
D)N ) (2.13)
holds. Thus, relation (2.13) holds either for t′+r′ ≤ t+r, t−t′ ≥ 0 or forNt′+r′ ≤ Nt+r,
t− t′ < 0. Especially, the inclusions Htmix ⊂ Ht ⊂ Ht/Nmix for t ≥ 0 and Ht/Nmix ⊂ Ht ⊂ Htmix
for t ≤ 0 hold.
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Let us remark that the spaces Ht,rmix((RD)N ) may be written as a mixture of tensor
products of one-particle Sobolev spaces: Let t ∈ R, r ∈ R+0 , ~1 = (1, . . . , 1) ∈ RN and
~ei = (0, . . . , 0, 1, 0, . . . , 0) the i-th unit-vector in RN . Then we have
Ht,rmix((RD)N ) = Ht
~1+r~e1
mix ((R
D)N ) ∩ · · · ∩ Ht~1+r~eNmix ((RD)N ),
where
H~kmix((RD)N ) := Hk1(RD)⊗ · · · ⊗ HkN (RD).
This can be easily deduced from the definition of the tensor product by orthonormal
systems [186] and the intersection of spaces; compare [67, 72, 73, 75, 93]. In particular,
it follows that Htmix((RD)N ) and Hr((RD)N ) can be written as
Ht,0mix((RD)N ) = Ht(RD)⊗ · · · ⊗ Ht(RD) = Htmix((RD)N ) (2.14)
and
H0,rmix((RD)N ) = Hr~e1(RD) ∩ · · · ∩ Hr~eN (RD) = Hr((RD)N ),
respectively. In the case of r < 0 a spaceHt,rmix((RD)N ) can be defined as the dual space of
H−t,−rmix ((RD)N ), i.e. Ht,rmix((RD)N ) =
(
H−t,−rmix ((RD)N )
)′
. Note that similar results hold
for problems on ([0, 1]D)N with Dirichlet, Neumann or periodic boundary conditions and
certain cases of mixed boundary conditions [72, 73, 75, 93, 107].
Let us remark that the simple norm equivalence
N∑
p=1
ω(kp) ' max
p=1,...,N
ω(kp)
holds, where the constant in the upper estimate involves a factor of N . This allows us
to switch from wiso as in (2.9) to
wiso(~k) :=
√
1 + max
p=1,...,N
(ω(kp))2.
With basically the same norm equivalence we can replace (2.11) by
ω(k) = |k|∞. (2.15)
These changes in the definitions of ω and wiso result in the same spaces Ht,rmix((RD)N ).
In the following we work with these equivalent definitions, i.e.
wiso : (RD)N → R : ~k 7→
√
1 + max
p=1,...,N
|kp|2∞ (2.16)
and
wmix : (RD)N → R : ~k 7→
√√√√ N∏
p=1
(1 + |kp|2∞), (2.17)
15
2 Sobolev Spaces for Many-Particle Functions
since they simplify error estimates and complexity substantially.
Furthermore, let us shortly discuss the case of periodic Sobolev spaces. Let Tn be the
n-torus, which is identified with the n-dimensional cube Tn ⊂ Rn, T = [−pi, pi], where
opposite points identified. For −∞ < t, r <∞, D ∈ N, N ∈ N we introduce
Ht,rmix((TD)N ) :=
{
f =
∑
~k∈(ZD)N
c~ke˜~k ∈ D′((TD)N ) :
{
wmix(~k))t(wiso(~k))rc~k
}
~k∈(ZD)N
∈ `2
}
analogously to Definition 2.2 and the norm
‖f‖Ht,rmix((TD)N ) :=
√ ∑
~k∈(ZD)N
(wmix(~k))2t(wiso(~k))2r|c~k|2,
where the counterpart of the Fourier transform are the Fourier coefficients given for
f ∈ D′((TD)N ), ~k ∈ (ZD)N by
c~k =
∫
(TD)N
e˜∗~k(~x)f(~x) d~x = 〈e˜~k , f〉L2((TD)N ).
Here, e˜~k denotes the orthonormal Fourier basis written in the form
e˜~k :=
N⊗
p=1
e˜kp , e˜k(x) :=
D⊗
d=1
e˜kd , e˜k(x) :=
1√
2pi
eikx, (2.18)
which especially is a complete orthonormal system of L2((TD)N ). The role of the
Schwartz space S((RD)N ) is taken over by the space D((TD)N ) of C∞ functions on
(TD)N , and the role of the space S ′((RD)N ) of tempered distributions on (RD)N ) is
taken over by the space D′((TD)N ) of periodic distributions [160].
2.3 Hyperbolic cross approximation
In the following we shortly discuss the approximation of a function in Ht,rmix((RD)N ) by
a function which is band-limited to a general hyperbolic cross domain.
Definition 2.3. For T < 1 and K ≥ 1 we define the general hyperbolic cross by
KTK :=
{
~k ∈ (RD)N : wmix(~k)(wiso(~k))−T ≤ K1−T
}
,
with the natural extension to the case of T → −∞ by
K−∞K :=
{
~k ∈ (RD)N : wiso(~k) ≤ K
}
.
We further define the general hyperbolic cross space VKTK by the space of functions with
vanishing Fourier transforms outside the domain KTK .
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The parameter T allows us to switch from the isotropic full space case T = −∞ to the
conventional anisotropic hyperbolic cross space case T = 0, compare [24, 72, 73, 106],
and with T ∈ (0, 1) also allows to create subspaces of the conventional hyperbolic cross
space. It can be easily deduced from Definition 2.3 that the inclusions
KT1K ⊂ KT2K ⊂ K−∞K , (2.19)
KT2K ⊂ KT1K˜ with K˜ = K
(1−T2)(N−T1)
(N−T2)(1−T1) and K−∞K ⊂ KT1˜˜K with
˜˜K = K
N−T1
1−T1 (2.20)
for K ≥ 1, −∞ < T2 ≤ T1 < 1 hold. Also, for 1 ≤ K1 ≤ K2, −∞ < T < 1 we have
the inclusion KTK1 ⊂ KTK2 . Figure 2.1(a) displays sets KTK for various choices of T for the
case of D = 1, N = 2 and K = 10, and Figure 2.1(b) displays some sets according to
inclusion (2.20).
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(a) The boundaries of the domains K
1
2
K ⊂ K0K ⊂
K−2K ⊂ K−∞K for K = 10.
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(b) The boundaries of the domains K−1/2
K5/6
⊂ K0K ⊂
K−1/2K ⊂ K0K6/5 for K = 10.
Figure 2.1: General hyperbolic cross sets KTK according to Definition 2.3 are depicted
for D = 1 and N = 2. Here, wiso and wmix are given by (2.16) and (2.17),
respectively.
The projection of a function f onto the general hyperbolic cross space VKTK is given
with the help of the characteristic function χKTK of the domain K
T
K by
PKTK [f ](~x) = F
−1[χKTK fˆ ](~x),
=
(
1√
2pi
)DN ∫
KTK
ei~x
T ~kfˆ(~k) d~k,
(2.21)
where we also write fKTK := PKTK [f ].
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Lemma 2.1. Let t′ + r′ < t+ r, t− t′ ≥ 0, f ∈ Ht,rmix((RD)N ) and fKTK the projection of
f onto VKTK . Then for t− t
′ > 0 it holds
‖f − fKTK‖Ht′,r′mix ≤
K
(r′−r)−(t−t′)+(T (t−t′)−(r′−r)) N−1
N−T ‖f‖Ht,rmix for T ≥
r′−r
t−t′ ,
K(r
′−r)−(t−t′)‖f‖Ht,rmix for T ≤
r′−r
t−t′ ,
(2.22)
and for t− t′ = 0 it holds
‖f − fKTK‖Ht′,r′mix ≤
K
(r′−r)(1− N−1N−T )‖f‖Ht,rmix for T > −∞,
K(r
′−r)‖f‖Ht,rmix for T = −∞.
(2.23)
Proof. We denote the complement set of KTK in (RD)N by KTK := (RD)N \ KTK . Due to
(2.21) the Fourier transform of fKTK is given by χKTK fˆ . Thus, we directly obtain
‖f − fKTK‖
2
Ht′,r′mix
=
∫
KTK
(wmix(~k))2t
′
(wiso(~k))2r
′ |fˆ(~k)|22 dk
=
∫
KTK
(wiso(~k))2(r
′−r)
(wmix(~k))2(t−t
′)
(wmix(~k))2t(wiso(~k))2r|fˆ(~k)|2 d~k
≤
 sup
~k∈KTK
(wiso(~k))2(r
′−r)
(wmix(~k))2(t−t
′)
∫
KTK
(wmix(~k))2t(wiso(~k))2r|fˆ(~k)|2 d~k
=
 sup
~k∈KTK
(wiso(~k))2(r
′−r)
(wmix(~k))2(t−t
′)
 ‖f‖Ht,rmix . (2.24)
Now, evaluating the supremum in (2.24) with the help of Definition 2.3 of the set KTK and
with the help of either inclusion (2.19) with T1 = r
′−r
t−t′ , T2 = T for the case of T ≤ r
′−r
t−t′
or inclusion (2.20) with T1 = T , T2 = r
′−r
t−t′ for the case of T ≥ r
′−r
t−t′ leads to the desired
result for the case of t− t′ > 0 in (2.22). In the same way, estimate (2.23) for the case of
t− t′ = 0 is obtained with the help of inclusion (2.19) for T = −∞ and inclusion (2.20)
with T1 = T for T < −∞.
This type of estimate was already given for the case of measuring the error in the H0,r′-
norm (i.e. t′ = 0) and a dyadically refined wavelet basis with D = 1 for the periodic case
on a finite domain in [72, 73, 106, 107]. It is a generalization of the energy-norm based
sparse grid approach of [23, 24, 64] where the case of t′ = 0, r′ = 1, t = 2, r = 0 was
considered using a hierarchical piecewise linear basis.
Let us discuss some cases for measuring the error in theH0,r′-norm (i.e. t′ = 0). For the
standard Sobolev space H0,rmix (i.e. t = 0, 0 ≤ r′ < r) and the spaces VKTK with T > −∞
the resulting order is dependent on T and dependent on the number of particles N . In
particular, the order even deteriorates with larger T . For the standard Sobolev spaces
of bounded mixed derivatives Ht,0mix (i.e. r = 0, 0 ≤ r′ < t) and the spaces VKTK with
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T > r
′
t the resulting order is dependent on T and on the number of particles N whereas
for T ≤ r′t the resulting order is independent of T and N . If for example we restrict the
class of functions to Ht,rmix (i.e. t > 0, r ≥ 0) and measure the error in the H0,rmix-norm
(i.e. r′ = r), the approximation order is dependent on N for all T > 0 and independent
on N and T for all T ≤ 0.
Let us finally note that Lemma 2.1 can easily be extended to the case of employing
wiso, wmix and ω given by (2.9), (2.10) and (2.11) in Definition 2.2 and 2.3. Figure 2.2
displays some example sets.
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K1/2K K0K K−2K K−∞K
(a) The boundaries of the domains K
1
2
K ⊂ K0K ⊂
K−2K ⊂ K−∞K for K = 10.
−15 −10 −5 0 5 10 15
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10
15
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K0K K−1/2K K0K6/5
(b) The boundaries of domains K−1/2
K5/6
⊂ K0K ⊂
K−1/2K ⊂ K0K6/5 for K = 10.
Figure 2.2: General hyperbolic cross sets KTK according to Definition 2.3 are depicted
for D = 1 and N = 2. Here, wiso and wmix are given by (2.9) and (2.10),
respectively.
2.3.1 Multiscale decomposition of general hyperbolic cross spaces
To obtain a multiscale decomposition of general hyperbolic cross spaces we use a Little-
wood-Paley like dyadic partition of unity to decompose the Fourier space [57, 139]. To
this end we consider the following index sets which are introduced in [72]:
Definition 2.4. For T < 1 and L ∈ N we define the parametric index sets
ITL :=
{
~l ∈ NN : |~l|1 − T |~l|∞ ≤ L(1− T ) + (N − 1)
}
,
with the natural extension to the case of T → −∞ by
I−∞L :=
{
~l ∈ NN : |~l|∞ ≤ L
}
.
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With regard to the cardinality of a set ITL , the following lemma is shown in [72, 73]:
Lemma 2.2. It holds
∑
~l∈ITL
2|~l|1−N ≤

N
2
(
1− 2− 11/T−1
)−N
2L = O(2L) for 0 < T < 1,
O(2L T−1T/N−1 ) for −∞ < T < 0,
O(2LN ) for T = −∞.
The case of T = 0 is covered by the additional estimate
∑
~l∈ITL
2|~l|1−N ≤ 2L
(
LN−1
(N − 1)! +O(L
N−2)
)
= O(2LLN−1),
for 0 ≤ T ≤ 1/L.
Now, for ITL according to Definition 2.4, we introduce a general hyperbolic cross
KITL :=
⋃
~l∈ITL
Q~l, Q~l := Ql1 × · · · ×QlN , (2.25)
where we define the domain Ql ⊂ RD by
Ql :=
{
k ∈ RD : 1 + (ω(k))2 ≤ 22l
}
(2.26)
for an index l ∈ N. Note that for l ∈ N the domain
Q˜l :=
{
k ∈ RD : |k|∞ ≤ 2l
}
(2.27)
covers the Ql domain and thus it holds the inclusion
KITL ⊂ K˜ITL :=
⋃
~l∈ITL
Q˜~l,
with Q˜~l := Q˜l1 × · · · × Q˜lN . Moreover, we have the following relation:
Lemma 2.3. Let T < 1, K ≥ 1, KTK defined according to Definition 2.3 and KITL as in
(2.25) with L = dlog2(K)e, then it holds the inclusion
KTK ⊂ KITL .
Proof. Let ~k ∈ KTK . Then, by definition N∏
p=1
(
1 + (ω(kp))2
)(1 + max
1≤p≤N
(ω(kp))2
)−T
≤ K2(1−T ).
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Now, for p = 1, . . . , N we set
lp :=
⌊
1 +
1
2
log2
(
1 + (ω(kp))2
)⌋
and ∆lp := 1 +
1
2
log2
(
1 + (ω(kp))2
)− lp.
Then we have 1 + (ω(kp))2 = 22(lp−1+∆lp), lp ∈ N, ∆lp ∈ [0, 1), and there follows the
relation  N∏
p=1
22(lp−1+∆lp)
( max
1≤p≤N
22(lp−1+∆lp)
)−T
≤ 22 log2(K)(1−T ).
With pm = arg maxp=1,...,N (ω(kp))2 we obtain
|~l|1 − T |~l|∞ ≤ log2(K)(1− T ) + (N − 1)−
 N∑
p 6=pm
∆lp + ∆lpm(1− T )

≤ log2(K)(1− T ) + (N − T )
≤ log2(K)(1− T ) + (N − 1)
≤ dlog2(K)e(1− T ) + (N − 1)
= L(1− T ) + (N − 1),
which completes the proof.
In order to obtain a multiscale decomposition of the general hyperbolic cross spaces
VKTK , we use a smooth dyadic decomposition of unity. To this end, for l ∈ N and Ql as
in (2.26) let ηQl : RD → [0, 1] an infinitely differentiable function such that ηQl(k) = 1 if
k ∈ Ql, and supp ηQl ⊂ Ql+1, i.e. a so-called bump function. Then we put
η1 := ηQ1 and ηl := ηQl − ηQl−1 , l ∈ {2, 3, 4, . . . } (2.28)
and obtain with the help of the tensor product functions
η~l :=
N⊗
p=1
ηlp ,
~l ∈ NN , (2.29)
a partition of unity ∑
~l∈NN
η~l(
~k) = 1, ~k ∈ (RD)N . (2.30)
Hence, every f ∈ S ′ splits into parts
f~l(~x) := F−1[η~lFf ](~x), (2.31)
i.e. it holds the relation
f(~x) =
∑
~l∈NN
f~l(~x), (2.32)
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for f ∈ S ′ (with the usual distributive meaning), similar to a variant of Calderón repre-
sentation formula in the case of inhomogeneous spaces [45, 57, 139]. Let us now consider
the partial sum
fITL (~x) :=
∑
~l∈ITL
f~l(~x), (2.33)
which corresponds to a hyperbolic cross index set ITL of a multiscale decomposition (2.32)
of a function f ∈ Ht,rmix. Here, the domain KITL covers the general hyperbolic cross K
T
2L
due to Lemma 2.3 and by definition we have
∑
~l∈ITL η~l(
~k) = 1 for ~k ∈ KT
2L
⊂ KITL and
0 ≤ ∑~l∈ITL η~l(~k) ≤ 1 for ~k ∈ (RD)N \ KT2L . Hence, fITL approximates f at least as well
as the hyperbolic cross projection fKT
2L
given by (2.21), and analogously to Lemma 2.1
we obtain the following estimates:
Lemma 2.4. Let t′ + r′ < t + r, t − t′ ≥ 0, f ∈ Ht,rmix((RD)N ) and fITL ∈ VKITL as in
(2.33). Then for t− t′ > 0 it holds
‖f − fITL ‖Ht′,r′mix ≤
2
L((r′−r)−(t−t′)+(T (t−t′)−(r′−r)) N−1N−T )‖f‖Ht,rmix for T ≥
r′−r
t−t′ ,
2L((r
′−r)−(t−t′))‖f‖Ht,rmix for T ≤
r′−r
t−t′ ,
and for t− t′ = 0 it holds
‖f − fITL ‖Ht′,r′mix ≤
2
L(r′−r)(1− N−1N−T )‖f‖Ht,rmix for T > −∞,
2L(r
′−r)‖f‖Ht,rmix for T = −∞.
2.3.2 Approximation by general sparse grid spaces
In the following we shortly discuss an approximation of the parts f~l as in (2.33), where
we assume that the function f is in Ht,rmix ⊂ L2, r + t ≥ 0, t ≥ 0 and that its Fourier
transform fˆ is in Htˆ,rˆmix ⊂ L2, rˆ + tˆ ≥ 0, tˆ ≥ 0. Let us remark, that as already discussed
in Section 2.1.3 the regularity of the Fourier transform fˆ in the Fourier space is directly
related to the decay of f for |~x|2 →∞ in the spatial space. On this note, we introduce:
Definition 2.5. For t+ r ≥ 0, t ≥ 0, tˆ+ rˆ ≥ 0, tˆ ≥ 0 we define
Ht,r;tˆ,rˆmix :=
{
f ∈ Ht,rmix : fˆ ∈ Htˆ,rˆmix ⊂ L2
}
⊂ L2.
Note that we may introduce an Hermitian inner product 〈f , g〉Ht,r;tˆ,rˆmix := 〈f , g〉Ht,rmix +
〈fˆ , gˆ〉Htˆ,rˆmix with the norm ‖f‖
2
Ht,r;tˆ,rˆmix
:= 〈f , f〉Ht,r;tˆ,rˆmix = ‖f‖
2
Ht,rmix
+ ‖fˆ‖2
Htˆ,rˆmix
. Now, let
%l ∈ C∞(RD) for all l ∈ N be given such that %∗l %l = ηl with ηl according to (2.28) form
a smooth partition of unity on RD. Then, corresponding to (2.29) we have with
%~l :=
N⊗
p=1
%lp ,
~l ∈ NN ,
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the equivalence η~l = %
∗
~l
%~l and hence {%∗~l %~l}~l∈NN form a smooth partition of unity on
(RD)N as in (2.30). Thus, a term f~l given by (2.31) can be written as
f~l = F−1[%∗~l %~lfˆ ] = F
−1[%~l gˆ~l], (2.34)
where gˆ~l := %
∗
~l
fˆ is at least as smooth as fˆ and of bounded support, i.e. supp gˆ~l ⊂ Q~l+~1.
In particular, the support of fˆITL is covered by the domain
K~1ITL :=
⋃
~l∈ITL
Q~l+~1.
To obtain a finite-dimensional general sparse grid space each gˆ~l,
~l ∈ ITL may now
be approximated by a spectral Galerkin method. To this end, let us suppose that we
have an orthonormal basis {bj}j∈ZD for the space of square integrable functions on a
D-dimensional torus TDa , Ta := [−a2 ,+a2 ], a > 0, L2(TDa ). Let us remark that, except
for the completion with respect to a chosen Sobolev norm, the union
⋃∞
J=1 VJ with
VJ := span{bj : j ∈ ZD, |j|∞ ≤ 2J} is just the associated Sobolev space. Furthermore,
we introduce the functions
bl,j(k) := (al+1)−
D
2 bj
(
1
al+1
k
)
(2.35)
with al := 2a(2
2l − 1) 12 , which form an orthonormal basis for L2(Ql+1) and with it the
functions
b~l,~j(
~k) :=
N⊗
p=1
blp,jp(~k) = |detA~l+~1|−
1
2
N⊗
p=1
bjp(A
−1
~l+~1
~k), ~j ∈ (ZD)N ,
which then form an orthonormal basis for L2(Q~l+~1), where the linear transformation A~l
is given by
A~l : (T
D
a )
N → Q~l : ~k 7→ (al1k1, . . . , alNkN ). (2.36)
We can then uniquely represent any gˆ~l as
gˆ~l(
~k) =
∑
~j∈(ZD)N
c~l,~jb~l,~j(
~k) (2.37)
with coefficients
c~l,~j =
∫
Q~l+~1
b∗~l,~j(
~k)gˆ~l(
~k) d~k = 〈b~l,~j , gˆ~l〉L2 (2.38)
and we especially have ‖gˆ~l‖2L2((RD)N ) = ‖gˆ~l‖2L2(Q~l+~1) =
∑
~j∈(ZD)N |c~l,~j|2 = ‖{c~l,~j}~j‖2`2 . Note
that the coefficients given in (2.38) may be also written with the help of the functions
φ~l,~j := F−1[%~l b~l,~j] =
N⊗
p=1
φlp,jp , φl,j(x) := F−1[%lbl,j](x) (2.39)
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in the form
c~l,~j =
∫
Q~l+~1
(%~l (
~k)b~l,~j(
~k))∗fˆ(~k) d~k = 〈φ~l,~j , f〉L2((RD)N ).
Inserting the series representation (2.37) in (2.34) results in
f~l = F−1[%~l
∑
~j∈(ZD)N
c~l,~jb~l,~j]. (2.40)
See also [45, 57, 139]. Now, if we denote the partial sum of the series representation
(2.40) associated with a finite subset J RJ (~l) ⊂ (ZD)N by
f~l,JRJ (~l) := F
−1[%~l
∑
~j∈JRJ (~l)
c~l,~jb~l,~j]
and introduce
fITL ,JRJ (~x) :=
∑
~l∈ITL
f~l,JRJ (~l), (2.41)
then it holds the relation
‖f − fITL ,JRJ ‖Ht′,r′mix = ‖f − fITL + fITL − fITL ,JRJ ‖Ht′,r′mix
≤ ‖f − fITL ‖Ht′,r′mix + ‖fITL − fITL ,JRJ ‖Ht′,r′mix
(2.42)
for t′+ r′ ≤ t+ r, t− t′ ≥ 0. Furthermore, for either t′ = 0 or t′ > 0, r′t′ ≥ T the estimate
‖fITL − fITL ,JRJ ‖
2
Ht′,r′mix
=
∫
(RD)N
(wmix(~k))2t
′
(wiso(~k))2r
′ |fˆITL (~k)− fˆITL ,JRJ (~k)|
2
2 dk
≤
 sup
~k∈K~1IT
L
(wmix(~k))2t
′
(wiso(~k))2r
′
∫
K~1IT
L
|fˆITL (~k)− fˆITL ,JRJ (~k)|
2
2 dk
. 22L(t′+r′)‖fˆITL − fˆITL ,JRJ ‖
2
L2
(2.43)
holds. In addition,
‖fˆITL − fˆITL ,JRJ ‖L2 = ‖
∑
~l∈ITL
(fˆ~l − fˆ~l,JRJ (~l))‖L2 ≤
∑
~l∈ITL
‖fˆ~l − fˆ~l,JRJ (~l)‖L2 (2.44)
and for the approximation error with respect to the L2-norm we obtain the estimate
‖fˆ~l − fˆ~l,JRJ (~l)‖
2
L2 = ‖%~l
∑
~j∈JRJ (~l)
c~l,~jb~l,~j‖2L2 ≤ ‖
∑
~j∈JRJ (~l)
c~l,~jb~l,~j‖2L2 =
∑
~j∈JRJ (~l)
|c~l,~j|2, (2.45)
where J RJ (~l) := (ZD)N \ J RJ (~l). Now, let us assume that the system {bj}j∈ZD and the
sequence of sets {J RJ (~l)}J∈N are chosen such that each part f~l can be approximated by
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appropriate partial sums f~l,JRJ (~l) up to arbitrary accuracy with respect to the L
2-norm
in the space
V~l := span{φ~l,~j : ~j ∈ (ZD)N},
i.e. the sum on the right hand side of (2.45) can be made arbitrary small by an increase of
the parameter J . Here, φ~l,~j is defined according to (2.39). Then, due to (2.44) and (2.43),
the band-limited functions fITL can also arbitrarily well be approximated by appropriate
partial sums fITL ,JRJ in the space V
T
L :=
∑
~l∈ITL V~l with respect to the H
t′,r′
mix -norm. Hence,
both terms on the right hand side of (2.42) can be made arbitrarily small and thus a
function f ∈ Ht,r;tˆ,rˆmix according to Definition 2.5 can also be approximated arbitrarily well
by appropriate partial sums fITL ,JRJ with respect to the H
t′,r′
mix -norm. Note that such a
space V TL can be associated with an infinitely extended general sparse grid. Let us remark
here that it is easy to adapt the latter construction to the case of using a partition of
unity {η~l}~l∈NN corresponding to (2.30) with η~l = %˜∗~l %~l where %˜~l, %~l ∈ C
∞ and also of using
biorthonormal Riesz bases {b˜j}j∈ZD , {bj}j∈ZD instead of an orthonormal basis. Especially,
we would then have f~l =
∑
~j∈JRJ (~l) c~l,~jF
−1[%~l b~l,~j] and ‖f~l − f~l,JRJ (~l)‖
2
L2 .
∑
~j∈JRJ (~l)
|c~l,~j|2,
where the coefficients are given by c~l,~j =
∫
(%˜~l(
~k)b˜~l,~j(
~k))∗fˆ(~k) d~k. For a further reading on
using biorthonormal Riesz bases in particular with regard to stability of tensor product
bases and norm equivalences for spaces built from intersections of tensor products of
Hilbert spaces, e.g. Ht,lmix with l ≤ 0, spaces see also [72, 73]. In the following we discuss
the use of an orthonormal Riesz basis in more detail, exemplified by an expansion of each
gˆ~l in a Fourier series and using a smooth partition of unity with η~l = %
∗
~l
%~l.
Exemplary use of a Fourier series expansion
To this end, we employ for the basis {bj}j∈ZD in (2.35) the Fourier basis e˜j, j ∈ ZD
according to (2.18), which especially is an orthonormal basis of L2(TD), where TD = TDa ,
a = 2pi. Moreover, for reasons of simplicity we set Q~l to Q˜~l from (2.27) and with it we
set al := 2a2
l for the linear transform in (2.36). In particular, the functions φ~l,~j in (2.39)
can then be written in the form
φ~l,~j(~x) =
N⊗
p=1
φlp,jp(~x) =
N⊗
p=1
φlp(~x+A
−1
~l+~1
~j), φl := (al+12pi)−
D
2 F−1[%l] (2.46)
and for a certain resolution of unity {%∗~l %~l}~l∈NN correspond to an orthonormal tensor
product basis built from Meyer wavelets and Meyer scaling functions; see Appendix B.2.
Also, we assume that tˆ, rˆ ∈ N0 and that there exist C ~m > 0 for all ~m ∈ (ND0 )N , such
that for all ~l ∈ NN the estimate
D ~m~k %~l (
~k) ≤ C ~m%~l (~k) for all ~k ∈ (RD)N , (2.47)
holds.
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Let u~l be a square integrable periodic function on Q~l+~1, with the unique representation
u~l(
~k) =
∑
~j∈(ZD)N u~l,~jb~l,~j(
~k). Here, we have for theHtˆ,rˆmix-norm as in (2.12) the equivalence
|||u~l|||2Htˆ,rˆmix(Q~l+~1)
'
∑
~j∈(ZD)N
(wmix(A−1~l+~1
~j))2tˆ(wiso(A−1~l+~1
~j))2rˆ|u~l,~j|2,
where terms are included on the right hand side which also depend on ~l. Now, let ˜ˆg be
the periodic extension of gˆ ∈ Htˆ,rˆmix(Q~l+~1) onto (RD)N . Then, it holds the relation∑
~j∈JRJ (~l)
(wmix(A−1~l+~1
~j))2tˆ(wiso(A−1~l+~1
~j))2rˆ|c~l,~j|2 ' |||˜ˆg~l|||2Htˆ,rˆmix(Q~l+~1)
= |||gˆ~l|||2Htˆ,rˆmix((RD)N ).
Furthermore, we define the subsets J RJ (~l) ⊂ (ZD)N by
J RJ (~l) :=
⋃
~ι∈IRJ
I
~ι+~l+~1
, I~α := Iα1 × · · · × IαN , Iα := ZD ∩Qα, (2.48)
i.e. Iα ⊂ {k ∈ ZD : |k|∞ ≤ 2α}. This yields the relation
∑
~j∈JRJ (~l)
|c~l,~j|2 =
∑
~j∈JRJ (~l)
(wiso(A−1~l+~1
~j))−2rˆ
(wmix(A−1~l+~1
~j))2tˆ
(wmix(A−1~l+~1
~j))2tˆ(wiso(A−1~l+~1
~j))2rˆ|c~l,~j|2
≤
 max
~j∈JRJ (~l)
(wiso(A−1~l+~1
~j))−2rˆ
(wmix(A−1~l+~1
~j))2tˆ
 ∑
~j∈JRJ (~l)
(wmix(A−1~l+~1
~j))2tˆ(wiso(A−1~l+~1
~j))2rˆ|c~l,~j|2
'
(
max
~ι∈NN\IRJ
2−2tˆ|~ι|1−2rˆ|~ι|∞
)
|||gˆ~l|||2Htˆ,rˆmix((RD)N ) (2.49)
for the right hand side of (2.45). We summarize the discussion in a lemma.
Lemma 2.5. Let r′ + t′ ≥ 0, t′ ≥ 0, t′ + r′ < t + r, t − t′ ≥ 0, rˆ, tˆ ∈ N0, tˆ + rˆ > 0,
f ∈ Ht,r;tˆ,rˆmix ((RD)N ), fITL as in (2.33) and fITL ,JRJ as in (2.41) (where bj, j ∈ Z
D is set to
the Fourier basis e˜j, j ∈ ZD according to (2.18)). Additionally, let either t′ = 0 or t′ > 0,
r′
t′ ≥ T . Then for tˆ > 0 it holds that
‖fITL − fITL ,JRJ ‖Ht′,r′mix .
2
L(t′+r′)2−J(tˆ+rˆ−(Rtˆ+rˆ)
N−1
N−R )‖fˆ‖Htˆ,rˆmix for R ≥ −
rˆ
tˆ
,
2L(t
′+r′)2−J(tˆ+rˆ)‖fˆ‖Htˆ,rˆmix for R ≤ −
rˆ
tˆ
,
and for tˆ = 0 it holds that
‖fITL − fITL ,JRJ ‖Ht′,r′mix .
2
L(t′+r′)2−Jrˆ(1−
N−1
N−R )‖fˆ‖Htˆ,rˆmix for R > −∞,
2L(t
′+r′)2−Jrˆ‖fˆ‖Htˆ,rˆmix for R = −∞.
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Figure 2.3: Localization peaks of basis functions in V 0;0L;J according to (2.50) with D = 1
and N = 2. Here, we have L = 1, 2, 4 from left to right and J = 1, 2, 4 from
top to bottom.
Proof. Evaluating the maximum in (2.49) leads to the desired result with (2.43), (2.44),
(2.45) and (2.47).
Here, the function fITL ,JRJ is in a finite-dimensional space
V T ;RL;J := span(BV T ;RL;J ), BV T ;RL;J := {φ~l,~j :
~l ∈ ITL ,~j ∈ J RJ (~l)}, (2.50)
which is a subspace of V TL and can be particularly associated with a general sparse grid.
3
3Let us remark that, except for the completion with respect to a chosen Sobolev norm, the unionS∞
L=1
S∞
J=1 V
T ;R
L;J is just the associated Sobolev space.
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Figure 2.4: Localization peaks of basis functions in V T ;R4;4 according to (2.50) with D = 1
and N = 2. Here, we have T = 12 , 0,−∞ from left to right and R = 12 , 0,−∞
from top to bottom.
Examples for the general sparse grid spaces V T ;RL;J in the case of the Meyer wavelet family
with D = 1 and N = 2 are shown in Figure 2.3 and in Figure 2.4.4 Obviously, under the
assumptions of Lemma 2.5, an upper bound estimate for the best approximation error
of f ∈ Ht,r;tˆ,rˆmix in the Ht
′,r′
mix -norm is given with
inf
f˜∈V T ;RL;J
‖f − f˜‖Ht′,r′mix ≤ ‖f − fITL ,JRJ ‖Ht′,r′mix (2.51)
4Note that for the adaption to the case of the Meyer wavelet family given in B.2, we slightly modify
the definition of index sets J RJ (~l), where the approximation and complexity orders are not changed.
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by equation (2.42) together with Lemma 2.4 and Lemma 2.5. Here, the aim is to choose
the parameters such that the two error terms given in Lemma 2.4 and Lemma 2.5 are
balanced. Let us shortly discuss the case of f ∈ Ht,r;tˆ,rˆmix with the assumptions of Lemma
2.5 and T ≤ r′−rt−t′ , R ≤ − rˆtˆ . Then it holds the estimate
inf
f˜∈V T ;RL;J
‖f − f˜‖Ht′,r′mix . 2
L((t′+r′)−(t+r))‖f‖Ht,rmix + 2
L((t′+r′)− JL (tˆ+rˆ))‖fˆ‖Htˆ,rˆmix
and for J˜(L) :=
⌈
L r+t
tˆ+rˆ
⌉
in particular
L(r + t) ≤ J˜(L)(tˆ+ rˆ). (2.52)
Thus, we obtain the relation
inf
f˜∈V T ;R
L;J˜(L)
‖f − f˜‖Ht′,r′mix . 2
L(t′+r′−(t+r))
(
‖f‖Ht,rmix + ‖fˆ‖Htˆ,rˆmix
)
. (2.53)
In this case, the approximation rate according to Lemma 2.4 is preserved.5
The number of degrees of freedom, i.e. the dimension of V T ;RL;J , is equal to |BV T ;RL;J | and
thus to the cardinality number of the index set
IT ;RL;J :=
{
(~l,~j) : ~l ∈ ITL ,~j ∈ J RL (~l)
}
⊂ NN × (ZD)N . (2.54)
Let us introduce the index set IT ;(D)L :=
⋃
~l∈ITL I~l with I~l from (2.48), which leads to a
generalization of Lemma 2.2 by:
Lemma 2.6. For T < 1, L ∈ N it holds
|IT ;(D)L | ≤

O(2DL) for 0 < T < 1,
O(2DLLN−1) for T = 0,
O(2DL T−1T/N−1 ) for T < 0,
O(2DLN ) for T = −∞.
(2.55)
Proof. Since it holds
|IT ;(D)L | .
∑
~l∈ITL
2D|~l|1 . (
∑
~l∈ITL
2|~l|1−N )D
5We remark that for fˆ ∈ C∞ the parameters rˆ and tˆ can be chosen arbitrarily high in dependence of
L such that the relation (t+ r) ≤ J
L
(tˆ+ rˆ) is fulfilled for a fixed J . However, the constants involved
in the estimates are then also dependent on rˆ and tˆ.
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estimate (2.55) follows directly with Lemma 2.2 for all cases except for T = 0. The case
of T = 0 results from
∑
~l∈I0L
2D(|~l|1−N) =
L+N−1∑
j=N
2D(j−N)
∑
|~l|=j
1
=
L−1∑
j=0
2Dj
(
N − 1 + j
N − 1
)
=
1
(N − 1)!
L−1∑
j=0
(
xj+N−1
)(N−1)∣∣∣
x=2D
=
1
(N − 1)!
(
xN−1
1− xL
1− x
)(N−1)∣∣∣∣∣
x=2D
=
1
(N − 1)!
N−1∑
j=0
(
N − 1
j
) (
xN−1 − xL+N−1)(j)( 1
1− x
)(N−1−j)∣∣∣∣∣
x=2D
. 2DL
N−1∑
j=0
(
L+N − 1
j
)
2D(N−1−j)
. 2DLLN−1.
See also [24, 73] and selected references therein.
An upper estimate for |IT ;RL;J | can given with the help of Lemma 2.6 and the following
lemma:
Lemma 2.7. For T < 1, L ∈ N, R < 1, J ∈ N it holds
|IT ;RL;J | . |IT ;(D)L | |IR;(D)J |. (2.56)
Proof. We have |I~α| . 2D|~α|1 and thus with (2.54) and (2.48), relation (2.56) easily
follows with
|IT ;RL;J | .
∑
~l∈ITL
∑
~ι∈JRJ
2D|~ι+~l+~1|1
.
∑
~l∈ITL
2D|~l|1
∑
~ι∈IRJ
2D|~ι|1 .
All in all, according to estimate (2.53) and Lemma 2.7 the following result holds: For
functions in Ht,r;tˆ,rˆmix with the assumptions of Lemma 2.5 the use of the generalized sparse
grid space V T ;R
L;J˜(L)
with T ≤ r′−rt−t′ , R ≤ − rˆtˆ and (2.52) leads to a significant reduction
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in the number of degrees of freedom compared to the full grid space V −∞;R
L;J˜(L)
, while the
approximation order is preserved.
Let us discuss some cases. For the spaces H0,r;tˆ,rˆmix (i.e. t = t′ = 0, 0 ≤ r′ < r, tˆ+ rˆ > 0)
and the spaces V T ;R
L;J˜(L)
(i.e. R ≤ − rˆ
tˆ
) with T > −∞ the resulting approximation order
with respect to L is dependent on T and dependent on the number of particles N . In
particular the order even deteriorates with larger T , whereas for T = −∞ the order is
independent on the number of particles N . However, since for T < 0 the dimension
of IT ;(D)L with respect to L is exponentially dependent on N , the dimension of V T ;RL;J˜(L)
with respect to L is also exponentially dependent on N . This reflects the curse of
dimensionality which makes problems in isotropic Sobolev spaces H0,rmix intractable for
higher values of N . For the spaces of bounded mixed derivatives Ht,0;tˆ,rˆmix (i.e. r = t′ = 0,
0 ≤ r′ < t, tˆ + rˆ > 0) and the spaces V T ;R
L;J˜(L)
(i.e. R ≤ − rˆ
tˆ
) with T > r
′
t the resulting
approximation order is dependent on T and dependent on the number of particles N
whereas for T ≤ r′t the resulting order is independent of T and N . Note that for T > 0
the dimension of IT ;(D)L with respect to L is independent of N . Thus, for T ∈ (0, r
′
t ]
the dependency of the dimension of V T ;R
L;J˜(L)
on N is given by the factor |IR;(D)
J˜(L)
| only.
For example if we restrict the class of functions to Ht,r;tˆ,rˆmix (i.e. t > 0, r ≥ 0, tˆ + rˆ > 0,
R ≤ − rˆ
tˆ
) and measure the error in the Hr-norm (i.e. t′ = 0, r′ = r), the approximation
order with respect to L is dependent on N for all T > 0 and independent on N and T
for all T ≤ 0. In that case, for T = 0, the dependence of the cardinality number |IT ;(D)L |
on N is only logarithmic. This reflects the fact that it is here possible to get rid of the
curse of dimensionality of the discretization of the standard isotropic Sobolev spaces at
least to some extent. Note that in all cases the constants in the O-notation depend on
N and D.
We cast the estimates on the degrees of freedom and the associated error into a form
which measures the error with respect to the involved degrees of freedom and reach the
following lemma in a special case:
Lemma 2.8. Let t′+ r′ ≥ 0, t′ ≥ 0, t′+ r′ < t+ r, t− t′ ≥ 0, tˆ ∈ N0, tˆ > 0, f ∈ Ht,r;tˆ,0mix ,
0 = T ≤ r′−rt−t′ , R = 0 and J˜(L) = t+rtˆ L. Then with M := |V
T ;R
L;J˜(L)
| it holds
inf
f˜∈V T ;R
L;J˜(L)
‖f − f˜‖Ht′,r′mix .
(
M
log2(M)2(N−1)
)− (t+r−(t′+r′))
D(1+(t+r)/tˆ) ‖f‖Ht,r;tˆ,0mix .
Proof. For 0 = T ≤ r′−rt−t′ Lemma 2.7 yields the relation
M = |V 0;0
L;J˜(L)
| . 2DL(1+c)(cL2)N−1,
where c := (t + r)/tˆ. With the assumptions of the lemma the relation (2.53) holds.
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Therefore, the estimate
inf
f˜∈V 0;0
L;J˜(L)
‖f − f˜‖Ht′,r′mix . 2
L(t′+r′−(t+r))
(
‖f‖Ht,rmix + ‖fˆ‖Htˆmix
)
.
(
2LD(1+c)L2(N−1)
L2(N−1)
) (t′+r′−(t+r))
D(1+c) (
‖f‖Ht,rmix + ‖fˆ‖Htˆmix
)
.
(
M
log2(M)2(N−1)
) (t′+r′−(t+r))
D(1+c) (
‖f‖Ht,rmix + ‖fˆ‖Htˆmix
)
follows.
Thus, the convergence rate is up to logarithmic terms independet of the number parti-
cles. Note however, that due to possibly large terms ‖f‖Ht,rmix , ‖fˆ‖Htˆmix and the constants
involved in the approximation and complexity order estimates, the generalized sparse
grid discretization scheme is only practical for a moderate number of low-dimensional
particles. This holds even if there are no exponentially or logarithmically dependent
terms with respect to the discretization parameter L present.
2.4 Weighted many-particle spaces
We discuss certain function spaces, i.e. so-called weighted spaces, which are related to a
certain particle-wise decomposition of an N -particle function. Such a decomposition of
an N -particle function f : (RD)N → C with respect to appropriate one-particle functions
gp, p = 1, . . . , N reads as
f(~x) =f∅
∏
q∈N
gq(xq)
+
∑
p1∈N
f{p1}(xp1)
∏
q∈N\{p1}
gq(xq)
+
∑
p1<p2∈N
f{p1,p2}(xp1 ,xp2)
∏
q∈N\{p1,p2}
gq(xq)
+
∑
p1<p2<p3∈N
f{p1,p2,p3}(xp1 ,xp2 ,xp3)
∏
q∈N\{p1,p2,p3}
gq(xq)
· · ·
+ fN (x1, . . . ,xN )
=
∑
u⊂N
fu(~xu)
∏
p∈N\u
gp(xp),
(2.57)
where
N := {1, . . . , N}
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and ~x{p1,...,pµ} denotes the vector of variables (xp1 , . . . ,xpµ) with p1 < · · · < pµ. In
particular, a function fu, u ⊂ N is a |u|-particle function and depends only on coordinates
xp with p ∈ u. Such a type of decomposition is known in the field of computational
chemistry as a high-dimensional model representation (HDMR) [156] and is well-known
in statistics under the name ANOVA (analysis of variance) [48]. In the following we
discuss such types of decompositions. Note that the decomposition is exact and involves
2N different terms due to the power set construction.
In general, it may happen that all terms in the decomposition are equally important
or, alternatively, that the N -particle function fN is the only important one. Then,
nothing is gained from this decomposition. However, if, e.g. in the Ht,rmix-norm, the size
of terms ‖fu‖Ht,rmix decays fast with e.g. µ = |u|, then a proper restriction on certain low-
particle functions of finite sum (2.57) results in a substantial reduction in computational
complexity.
For a further reading on so-called ANOVA-like decompositions and weighted repro-
ducing kernel Hilbert spaces see e.g. [64, 112, 156]. With respect to theoretical results
on tractability of multivariate integration, linear multivariate problems and quasilinear
multivariate problems in the framework of spaces with product or finite-order weights
see e.g. [167, 184, 185, 188].
2.4.1 Particle-wise subspace splitting
A generalization of a decomposition as in (2.57) can be gained by a tensor product
construction and a splitting of the one-particle space.
To this end, let V (D) denote a separable Hilbert space of D-dimensional functions and
let U1, . . . , UN ⊂ V (D). Let further Wp be function spaces such that we have a direct
sum decomposition V (D) = Up ⊕Wp, for all p = 1, . . . , N . Here, the splittings of the
separable Hilbert space V (D) introduce a natural decomposition of the tensor product
space V (D,N) :=
⊗N
p=1 V
(D) by
V (D,N) =
N⊗
p=1
(Up ⊕Wp) =
⊕
u⊂N
Wu, (2.58)
where
Wu :=
N⊗
p=1
Wu,(p), Wu,(p) :=
{
Up for p ∈ N \ u,
Wp for p ∈ u.
(2.59)
Moreover, for p = 1, . . . , N , let Pp : V (D) → Up and let Qp : V (D) → Wp be lin-
ear projections, i.e. idempotent linear transformations, such that the identity operator
I(D,N) : V (D,N) → V (D,N) separates to ⊗Np=1(Pp +Qp). This leads to the splitting
I(D,N) =
N⊗
p=1
(Pp +Qp) =
∑
u⊂N
Pu, (2.60)
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where
Pu :=
N⊗
p=1
Pu,(p), Pu,(p) :=
{
Pp for p ∈ N \ u,
Qp for p ∈ u.
(2.61)
Accordingly, a function f ∈ V (D,N) is uniquely decomposed as
f(~x) =
∑
u⊂N
Fu(~x) with Fu(~x) := Pu[f ](~x), (2.62)
where Fu ∈ Wu.
Now, let us assume that the subspaces {Wp}p∈N and linear projections {Qp}p∈N are
given by
Wp := {Qp[f ] : f ∈ V (D)}, Qp := I − Pp, (2.63)
where I denotes the identity operator on V (D). Then, the identity operator I(D,N)
particularly splits according to (2.60). Let us further introduce the linear projections
Pu[f ] :=
N⊗
p=1
Pu,(p)[f ], Pu,(p) :=
{
Pp for p ∈ N \ u,
I for p ∈ u. (2.64)
Now, we can obtain the functions in (2.62) recursively as
F∅ = P∅[f ],
Fu = Pu[f ]−
|u|−1∑
µ=0
∑
v⊂u,|v|=µ
Fv.
(2.65)
Note that the explicit formula
Fu =
∑
v⊂u
(−1)|u|−|v|Pv[f ]
can also be deduced; see [112].
First order splitting
To gain a decomposition as in (2.57), we here consider the case that each subspace Up is
given by the span of a normalized one-particle function, i.e. Up := span{gp}, gp ∈ V (D)\0,
‖gp‖V (D) = 1, for p = 1, . . . , N . Let further the linear projections {Pp}p∈N be given by
Pp : V (D) → Up : v 7→ 〈gp , v〉V (D) gp (2.66)
and let the subspaces {Wp}p∈N and linear projections {Qp}p∈N be given analogously
to (2.63). Then, Wp is orthogonal to Up and we have an orthogonal direct sum decom-
position V (D) = Up ⊕Wp, for all p = 1, . . . , N . In particular, we may write the linear
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projections Pu, given in (2.64), in the form
Pu[f ](~x) =
〈 ⊗
p∈N\u
gp , f
〉
N
p∈N\u V (D)
(~xu)
︸ ︷︷ ︸
=:P˜u[f ](~xu)
⊗
p∈N\u
gp(~xN\u). (2.67)
Then, corresponding to (2.62) and (2.67), a function f ∈ V (D,N) is decomposed as
f(~x) =
∑
u⊂N
Fu(~x) =
∑
u⊂N
fu(~xu)
∏
p∈N\u
gp(xp), fu(~xu) := P˜u[Fu](~xu), (2.68)
where Fu ∈ Wu, fu ∈ Wu :=
⊗
p∈uWp and we particularly have the orthogonality
relation 〈Fu , Fv〉V (D,N) = 0 for u 6= v. Here, decomposition (2.68) is unique for a
fixed choice of V (D)-normalized functions g1, . . . , gN ∈ V (D), where we may obtain the
functions Fu in (2.68) by (2.65). Note also that the functions fu may be obtained by an
application of the linear transformations
P˜u : V (D,N) →Wu
given for u ⊂ N by
P˜u[f ](~xu) := P˜u[Fu](~xu) = fu(~xu). (2.69)
Let us remark that in the case of the space of square integrable functions on the one-
dimensional torus T1 = [−12 , 12 ], i.e. V (1) = L2(T1), and constant functions g1 = · · · =
gN = 1, the subspace splitting (2.58) and the decomposition (2.68) correspond with
(2.66) and (2.63) just to the ANOVA decomposition; see e.g. [64].
Furthermore, let us shortly discuss the particle-wise decomposition of the N -particle
space L2((RD)N ) with respect to arbitrarily given L2-normalized one-particle functions
g1, . . . , gN ∈ L2(RD). Here, we obtain according to (2.64) and (2.66) the linear projec-
tions Pu in the form
Pu[f ](~x) =
∫
(RD)N−|u|
 ∏
p∈N\u
g∗p(yp)
 f(~y)|~y=~x\~yN\u d~yN\u

︸ ︷︷ ︸
=P˜u[f ](~xu)
 ∏
p∈N\u
gp(xp)
 ,
(2.70)
where we use the notation
f(~y)|~y=~x\~y{p} = f(x1, . . . ,xp−1,yp,xp+1, . . . ,xN )
and its obvious generalization to ~x \ ~yu. Then the functions Fu of the particle-wise
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decomposition can be written according to (2.65), (2.68) and (2.70) in the form
F∅(~x) =
∫
(RD)N
∏
p∈N
g∗p(yp)
 f(~y) d~y ∏
p∈N
gp(xp),
F{p1}(~x) =
∫
(RD)N−1
 ∏
p∈N\{p1}
g∗p(yp)
 f(~y)|~y=~x\~yN\{p1} d~yN\{p1} ∏
p∈N\{p1}
gp(xp)
− F∅(~x),
F{p1,p2}(~x) =P˜{p1,p2}[f ](~x{p1,p2})
∏
p∈N\{p1,p2}
gp(xp)
− F{p1}(~x)− F{p2}(~x)
− F∅(~x),
. . . . . .
Fu(~x) =P˜u[f ](~xu)
∏
p∈N\u
gp(xp)−
|u|−1∑
µ=0
∑
v⊂u,|v|=µ
Fv(~x),
. . . . . . .
So far we have not discussed how to choose the normalized one-particle functions
g1, . . . , gN . Here, in order to gain a fast decay in the size of the terms ‖fu‖L2 for ex-
ample the approximation error of ‖f − F∅‖L2 might be minimized. Thereby, we employ
normalized one-particle functions which correspond to a best rank-1 approximation with
respect to the L2-norm
‖f − F∅‖L2 = ‖f − f∅
N⊗
p=1
gp‖L2
= min
g˜1,...,g˜N
‖f −
N⊗
p=1
g˜p‖L2 .
Higher order splittings
Let us now consider subspace splittings as in (2.58), where each of the subspaces Up is
given by the span of a finite set of linear independent one-particle functions.
Here, we restrict ourselves on the case that all subspaces {Up}p∈N and all subspaces
{Wp}p∈N are equal to a subspace U = U1 = · · · = UN and a subspace W = W1 = · · · =
WN , respectively. Then, we particularly have the direct sum decomposition V (D) =
U⊕W and the subspace splitting of the tensor product space V (D,N) = ⊗Np=1(U⊕W ) =⊕
u⊂N Wu, with Wu from (2.59). Now, let U be spanned by a given set {g1, . . . , gNU } of
linear independent functions and let us introduce for pairwise disjoint u1, . . . , uNU ⊂ N
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the spaces
Uu1,...,uNU :=
N⊗
p=1
Uu1,...,uNU ,(p), Uu1,...,uNU ,(p) :=

span{g1} for p ∈ u1,
...
span{gNU } for p ∈ uNU ,
W for p ∈ N \⋃NUν=1 uν .
(2.71)
Then, a natural subspace splitting is given by6
V (D,N) =
N⊗
p=1
(U ⊕W ) =
⊕
u1,...,uNU⊂N ,∀ν 6=ν′:uν∩uν′=∅
Uu1,...,uNU ,(p). (2.72)
In the same way as in the first order case we can separate the identity operator with
appropriate linear projections to obtain a decomposition of an N -particle function in the
form
f(~x) =
∑
u1,...,uNU⊂N ,∀ν 6=ν′:uν∩uν′=∅
F˜u1,...,uNU (~x)
=
∑
u1,...,uNU⊂N ,∀ν 6=ν′:uν∩uν′=∅
f˜u1,...,uNU (~xN\SNUν=1 uν )
NU∏
ν=1
∏
pν∈uν
gpν (xpν ),
(2.73)
with F˜u1,...,uNU ∈ Uu1,...,uNU and f˜ ∈
⊗
p∈N\SNUν=1 uν .7 We discuss this in more detail for
the specific case of antisymmetric many-particle spaces in Section 2.5.2.
Moreover, we have not discussed how to choose the linear independent one-particle
functions g1, . . . , gN . Obviously, one possibility is to take them from an orthonormal
basis set BV (D) = {eν}ν∈Λ⊂Z of the separable Hilbert space V (D), i.e. g1, . . . , gN ∈ BV (D) .
However, the choice of the one-particle functions from the different orthonormal basis
sets of the separable Hilbert space V (D) is not obvious. Probably, this choice is problem-
specific. In the case of antisymmetric N -particle functions we refer to the discussion in
Section 2.5.2 and Section 4.3.1.
2.4.2 Many-particle spaces with finite-order weights
Let us first discuss the case of a first order splitting of the tensor product space V (D,N) =⊗N
p=1 V
(D), where V (D) denotes a separable Hilbert space. To this end, let g1, . . . , gN ∈
6Note that for finite index sets u, v the identityY
p∈u
 X
q∈v
cp,q
!
=
X
{uq}q∈v,∀q 6=q′:uq∩uq′=∅,
S
q∈v uq=u
Y
q∈v
Y
p∈uq
cp,q
holds, where cp,q ∈ C. This can be generalized in a straightforward way to products of sums of
functions and products of sums of subspaces.
7Note that in the case of NU = 1 the decomposition (2.73) corresponds to a first order decomposition
according to (2.57), where Fu = F˜N\u, fu = f˜N\u and g1 = · · · = gN .
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V (D) be V (D)-normalized one-particle functions and let further the linear projections
{Pp}p∈N , {Qp}p∈N and subspaces {Wp}p∈N be given by (2.66) and (2.63). In this way
we obtain a subspace splitting of the form (2.58) with Up = span{gp}, and we can
uniquely decompose any N -particle function f ∈ V (D,N) according to (2.68) with the
help of the linear transformations P˜u in (2.69). Since the one-particle functions {gp}p∈N
are normalized and since the orthogonality relation holds, i.e. 〈Fu , Fv〉V (D,N) = 0 for
u 6= v, the V (D,N)-norm splits similar to decomposition (2.68)
‖f‖2
V (D,N)
=
∑
u⊂N
‖Fu‖2V (D,N) =
∑
u⊂N
‖fu‖2N
p∈u V (D)
. (2.74)
Now, let h ∈ V (D,N) be given by h(~x) = ∑u⊂N hu(~xu)∏p∈N\u gp(xp) with hu ∈⊗
p∈uWp. Then the error, measured in the V
(D,N)-norm, of approximating a func-
tion f ∈ V (D,N) by the function h is related to the sum of the errors, measured in the(⊗
p∈u V
(D)
)
-norm, of approximating the functions P˜u[f ] by hu, i.e.
‖f − h‖2
V (D,N)
=
∑
u⊂N
‖P˜u[f ]− hu‖2N
p∈u V (D)
.
Let us remark that according to (2.14) we obtain the Sobolev space of dominant mixed
smoothness V (D,N) = Htmix(RD) with t ≥ 0, if we set V (D) = Ht(RD). In this way, a
first order subspace splitting of Htmix((RD)N ) is given by (2.58) and correspondingly a
decomposition of f ∈ Htmix and of its norm by (2.68) and (2.74).
In the following we focus on subspaces of the N -particle space L2((RD)N ) only, i.e.
we set V (D) = L2(RD) and hence V (D,N) = L2((RD)N ). For t + r ≥ 0, t ≥ 0 and
non-negative weights γu ≥ 0, for all u ⊂ N , we introduce within this framework
‖f‖2Ht,rmix,{gp}p∈N ,{γu}u⊂N
:=
∑
u⊂N
γ−1u ‖P˜u[f ]‖2Ht,rmix =
∑
u⊂N
γ−1u ‖fu‖2Ht,rmix (2.75)
with
Ht,rmix,{gp}p∈N ,{γu}u⊂N ((R
D)N ) :=
{
f ∈ L2((RD)N ) : ‖f‖2Ht,rmix,{gp},{γu} <∞
}
. (2.76)
With respect to the approximation of a function in Ht,rmix,{gp}p∈N ,{γu}u⊂N , we give an
estimate in the following lemma:
Lemma 2.9. Let t + r ≥ 0, t ≥ 0, {γu}u⊂N be a set of non-negative weights, f ∈
Ht,rmix,{gp}p∈N ,{γu}u⊂N ((RD)N ) and let the one-particle functions g1, . . . , gN ∈ Ht+r(RD)
be L2-normalized. Let further
h(~x) =
∑
u⊂N
hu(~xu)
∏
p∈N\u
gp(xp) with hu ∈ Ht,rmix((RD)|u|) ∩
⊗
p∈u
Wp.
Then the estimate
‖f − h‖Ht,rmix .
∑
u⊂N
‖fu − hu‖2Ht,rmix
holds, where fu = P˜u[f ].
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Proof. Since ‖f‖2Ht,rmix,{gp},{γu}
< ∞ it follows for all u ⊂ N that fu ∈ Ht,rmix. Therefore,
with gp ∈ Ht+r(RD), we obtain Pu[f ] = fu
∏
p∈N\u gp ∈ Ht,rmix, hu
∏
p∈N\u gp ∈ Ht,rmix and
thus f, h ∈ Ht,rmix. Then with the help of Definition 2.2 it easily follows that
‖f − h‖2Ht,rmix ≤
∑
u⊂N
‖Pu[f ]− hu
⊗
p∈N\u
gp‖2Ht,rmix
.
∑
u⊂N
‖P˜u[f ]− hu‖2Ht,rmix((RD)|u|)‖
⊗
p∈N\u
gp‖2Ht,rmix((RD)N−|u|)
and hence we obtain the desired result.
Note that for f ∈ Ht,rmix,{gp}p∈N ,{γu}u⊂N the weight γu prescribes the importance of the
term fu and hence the importance of different particles and of correlations between groups
of particles. In particular for a weight γu → 0 the norm ‖fu‖Ht,rmix is forced to be zero.
Therefore, by a weight equal to zero, γu = 0, the associated subspace Wu is switched off
in the first order subspace splitting. Let us now consider Ht,rmix,{gp}p∈N ,{γu}u⊂N ((RD)N )
equipped with finite-order weights. A set of weights {γu}u⊂N is a so-called set of
finite-order weights of order q if γu = 0 for all γu with |u| > q. Then the inclusion
Ht,rmix,{gp}p∈N ,{γu}u⊂N ⊂
⊕q
µ=0
⊕
u⊂N ,|u|=µWu holds and the problem of the approxima-
tion of an N -particle function f ∈ Ht,rmix,{gp}p∈N ,{γu}u⊂N can be reduced to the problem
of approximating 0-particle,
(
N
1
)
1-particle, . . . ,
(
N
q
)
q-particle functions in Ht,rmix. In
particular, with the assumptions of Lemma 2.9, we obtain
‖f − h‖Ht,rmix .
q∑
µ=0
(
N
µ
)
max
u⊂N ,|u|=µ
‖fu − hu‖2Ht,rmix .
If we additionally assume that fu ∈ Ht,r;tˆ,rˆmix for all u ⊂ N , we can apply a generalized
sparse grid discretization scheme for the functions fu.8 Then, the order terms and the
constants in the approximation and complexity order estimates with respect to the dis-
cretization parameter L, i.e. Lemma 2.4, Lemma 2.5 and 2.7, dependent on q instead
of N . Therefore, if the order q is sufficiently small, then the generalized sparse grid
discretization scheme is practically independent of N .
8Note that we may adapt (2.75) and (2.76) to the case of Ht,r;tˆ,rˆmix for tˆ+ rˆ ≥ 0, tˆ ≥ 0 by
‖f‖2Ht,r;tˆ,rˆmix,{gp}p∈N ,{γu}u⊂N
:=
X
u⊂N
γ−1u ‖P˜u[f ]‖2Ht,r;tˆ,rˆmix =
X
u⊂N
γ−1u
„
‖fu‖2Ht,rmix + ‖F [fu]‖
2
Htˆ,rˆmix
«
and
Ht,r;tˆ,rˆmix,{gp}p∈N ,{γu}u⊂N ((R
D)N ) :=

f ∈ L2((RD)N ) : ‖f‖2Ht,r;tˆ,rˆmix,{gp},{γu}
<∞
ff
,
respectively.
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Let us remark that if a subspace splitting
⊗N
p=1(Up + Wp) =
∑
u⊂N Wu, i.e. a non
unique decomposition, is considered, we can use
‖f‖2Ht,r;infmix,{gp}p∈N ,{γu}u⊂N
:= inf
{fu∈Wu}u⊂N ,f=
P
u⊂N fu
Q
p∈N\u gp
∑
u⊂N
γ−1u ‖fu‖2Ht,rmix
instead of (2.75) to define weighted spaces. Note further, that spaces of finite-order
weights can also be adapted to the case of higher order splittings by using a set of non-
negative weights {γu1,...,uNU }u1,...,uNU⊂N ,∀ν 6=ν′:uν∩uν′=∅; compare (2.72) and (2.73). Note
finally, that besides finite-order weights also so-called product weights or more general
weights may lead to tractability in the framework of weighted reproducing kernel Hilbert
spaces; see e.g. [43, 64].
2.5 Symmetric and antisymmetric many-particle spaces
In quantum mechanics it is common to consider identical particles, i.e. particles which
are indistinguishable from each other. Usually, for the quantum mechanical description
of identical particles many-particles state functions are employed which obey certain
symmetry conditions. Here, the choice of symmetry or antisymmetry is determined by
the species of particle. Therefore, we shortly discuss Hilbert spaces for symmetric and
antisymmetric many-particle functions.
Let V denote a separable Hilbert space of N -particle functions f : Ω ⊂ (RD)N → C,
where we assume that Ω is invariant under all permutations, i.e.
~x ∈ Ω⇒ P~x ∈ Ω, ∀P ∈ SN , (2.77)
and that for each N -particle function in V also all its permutations with respect to
particle coordinates are in V , i.e.
f ∈ V ⇒ (~x 7→ f(P~x)) ∈ V, ∀P ∈ SN . (2.78)
Here, SN denotes the symmetric group of degree N . In particular, a permutation P
is a mapping P : {1, . . . , N} → {1, . . . , N} which translates to a permutation of the
corresponding numbering of particles and thus to a permutation of indices, i.e. we have
P (x1, . . . ,xN ) := (xP (1), . . . ,xP (N)). Now, the subspace of antisymmetric functions in
V is defined by
VA :=
{
f ∈ V : (−1)|P |f(P~x)− f(~x) = 0, ∀P ∈ SN
}
⊂ V
and the subspace of symmetric functions in V is defined by
VS := {f ∈ V : f(P~x)− f(~x) = 0, ∀P ∈ SN} ⊂ V.
In particular VS = S(V ) and VA = A(V ), where the so-called antisymmetrizer, i.e. a
linear antisymmetrization operator, is given by
A : V → VA : f 7→ 1|SN |
∑
P∈SN
(−1)|P |f(P~x) (2.79)
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and the so-called symmetrizer, i.e. a linear symmetrization operator, is given by
S : V → VS : f 7→ 1|SN |
∑
P∈SN
f(P~x).
Here, |P | denotes the inversion number of the permutation P and thus the expression
(−1)|P | is equal to the sign, or parity, of the permutation sgn(P ) and also equal to the
determinant of the associated permutation matrix |P |. Let us remark that the antisym-
metrizer and the symmetrizer are linear projections, since they are linear transformations
and idempotent, i.e. A2 = A and S2 = S. Note further that, if the set {φµ}µ∈Λ⊂Z gen-
erates the space V , then the subspaces VA and VS are spanned by the sets {Aφµ}µ∈Λ
and {Sφµ}µ∈Λ, respectively.9
Let us discuss the case that V is a subspace of the tensor product space V (D,N) =⊗N
p=1 V
(D), where V (D) is a separable Hilbert space of D-dimensional functions. To
this end, let BV (D) = {bµ}µ∈Λ(D) be a basis of V (D), where Λ(D) ⊂ Z. Hence, the set
BV (D,N) = {~b~µ}~µ∈(Λ(D))N forms a basis of V (D,N), where the N -particle functions ~b~µ are
given by the tensor product of the one-particle basis functions
~b~µ :=
N⊗
p=1
bµp .
Now, we assume that the subset of the N -particle functions BV = {~b~µ}~µ∈Λ⊂(Λ(D))N ⊂
BV (D,N) builds a basis for V , where we assume an analogous property as in (2.78) for the
index set Λ, i.e.
~µ ∈ Λ⇒ P~µ ∈ Λ, ∀P ∈ SN . (2.80)
Then, the sequences {A~b~µ}~µ∈Λ and {S~b~µ}~µ∈Λ form generating systems of the antisym-
metric subspace VA ⊂ V and the symmetric subspace VS ⊂ V , respectively. However,
many functions in the sequence {S~b~µ}~µ∈Λ are identical and many functions in the se-
quence {A~b~µ}~µ∈Λ are identical up to sign.
We can gain a basis for the subspace VS if we restrict the sequence {S~b~µ}~µ∈Λ to one
representative index of each equivalence class of Λ under the equivalence relation
~µ ∼S ~µ′ :⇔ S~b~µ −S~b~µ′ = 0.
In the antisymmetric case, we can restrict the sequence {A~b~µ}~µ∈Λ in the same way using
the equivalence relation
~µ ∼A ~µ′ :⇔ A~b~µ − A~b~µ′ = 0 or A~b~µ + A~b~µ′ = 0,
where we additionally exclude the equivalence class associated with the N -particle func-
tion 0 ∈ V . These restrictions can be done in many different ways. Possible basis sets
9We assume that except for completion with respect to the norm ‖.‖V =
p〈., .〉V , the span of the set
{φµ}µ∈Λ is is just the associated Hilbert space V . Thus, the subspaces VA and VS are generated, up
to completion, by the sets {Aφµ}µ∈Λ and {Sφµ}µ∈Λ, respectively.
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Figure 2.5: Localization peaks of basis functions in V 0;0L;3 from (2.50) with D = 1, N = 2,
L = 2 (left) and L = 3 (right). Here, the blue dots represent indices of basis
functions associated with the antisymmetric basis set BVA and the union of
the blue and the red dots represent indices of basis functions associated with
the symmetric basis set BVS .
for VS and VA are given by
BVS :=
{
S~b~µ : µ ∈ Λ, µ1 ≤ · · · ≤ µN
}
(2.81)
and
BVA :=
{
A~b~µ : µ ∈ Λ, µ1 < · · · < µN
}
, (2.82)
respectively. For examples of antisymmetric and symmetric general sparse grid spaces
see Figure 2.5. Note that if the set BV (D) = {bµ}µ∈Λ(D) is a generating system only and
not a basis set for V (D), then, analogously, the sets BVS and BVA generate the subspaces
VS and VA, respectively.
Let us now discuss the case that the one-particle space V (D) is spanned by a finite basis
set BV (D) = {bµ}µ∈Λ(D) with Λ(D) ⊂ Z and |Λ(D)| = m. Then the cardinality numbers of
the basis sets for the tensor product space V (D,N) =
⊗N
p=1 V
(D), the symmetric subspace
V
(D,N)
S ⊂ V (D,N) and the antisymmetric subspace V (D,N)A ⊂ V (D,N) read as
|BV (D,N) | = mN ,
|B
V
(D,N)
S
| =
(
m+N − 1
N
)
≤ (m+N − 1)
N
N !
,
|B
V
(D,N)
A
| =
(
m
N
)
≤ m
N
N !
, (2.83)
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respectively.10 In particular, if the subset BV = {~b~µ}~µ∈Λ ⊂ BV (D,N) with property (2.80)
and with |BV | = M builds a basis for V , then the upper estimate
|BVA | ≤
M
N !
(2.84)
obviously holds for the cardinality of the basis set for the antisymmetric subspace VA.
Let us further consider the case that BV (D) = {bµ}µ∈Λ(D) is an orthonormal basis set
for V (D). Then the set 1√N !∏Np=1Np!
∑
P∈SN
~bP~µ : µ ∈ Λ, µ1 ≤ · · · ≤ µN

is an orthonormal basis for the symmetric subspace VS, where Np denotes the number of
times that each one-particle basis function is found in the N -particle basis function. In
the following we discuss the antisymmetric case in more detail. Note that for any tensor
product of one-particle functions φ1, . . . , φN ∈ V (D) we then have
A
N⊗
p=1
φp(~x) =
1
N !
∑
P∈SN
N⊗
p=1
φp(P~x) =
1
N !
∑
P∈SN
N⊗
p=1
φP (p)(~x)
=
1
N !
N∧
p=1
φp(~x).
In other words, the classical tensor product of one-particle functions
⊗N
p=1 φp is up to a
constant replaced by the wedge product11 of one-particle functions 1N !
∧N
p=1 φp. Let us
further introduce a linear operator A˜ : V → VA by
A˜f(~x) =
1√
N !
∑
P∈SN
(−1)|P |f(P~x), (2.85)
which is equal to the antisymmetrizer (2.79) up to a normalization constant and par-
ticularly corresponds to the so-called Slater determinant [170] for a tensor product of
one-particle functions φ1, . . . , φN ∈ V (D), i.e.
A˜
N⊗
p=1
φp =
1√
N !
N∧
p=1
φp =
1√
N !
∣∣∣∣∣∣∣
φ1(x1) . . . φN (x1)
...
. . .
...
φ1(xN ) . . . φN (xN )
∣∣∣∣∣∣∣ . (2.86)
Now, if BV (D) = {bµ}µ∈Λ(D) is an orthonormal basis for V (D), then the set{
A˜~bP~µ : µ ∈ Λ, µ1 < · · · < µN
}
(2.87)
10Note that the binomial coefficient
`
n
k
´
is bounded by
`
n
k
´k ≤ `n
k
´ ≤ nk
k!
.
11The wedge product is an antisymmetric variant of the tensor product and is also known as exterior
product.
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is an orthonormal basis for the antisymmetric subspace VA. Analogously, the tensor
product space V (D,N) =
⊗N
p=1 V
(D) gets replaced by the antisymmetric tensor product
space V (D,N)A =
∧N
p=1 V
(D).
2.5.1 Symmetric and antisymmetric general sparse grid spaces
In the following we consider symmetric and antisymmetric subspaces of the general sparse
grid spaces introduced in Section 2.3.2.
Let f ∈ S ′((RD)N ), h : R → C and Ω ⊂ (RD)N such that ∫Ω h((P~k)T~x)f(~x) d~x < ∞
and that Ω is invariant under the permutations of particle coordinates in accordance with
(2.77), i.e.
Ω = PΩ, ∀P ∈ SN .
Then, the equation∫
Ω
h((P~k)T~x)f(~x) d~x =
∫
Ω
h(~kT P−1~x︸ ︷︷ ︸
=~y
)f(~x) d~x =
∫
Ω
h(~kT~y)f(P~y) d~y
holds for all permutations P ∈ SN . Thus, with h(t) = e−it, it easily follows that the
Fourier transform fˆ exhibits the same symmetry with respect to permutations of particle
coordinates as theN -particle function f itself. For example for symmetric f ∈ S ′((RD)N )
the relation fˆ(P~k) = fˆ(~k) holds for all P ∈ SN and for antisymmetric f ∈ S ′((RD)N )
the relation fˆ(P~k) = (−1)|P |fˆ(~k) holds for all P ∈ SN , again with the usual distributive
meaning. Let us remark that for a symmetric or antisymmetric N -particle function f
the relation ‖f(P ·)‖Ht,rmix = ‖f(·)‖Ht,rmix holds for all P ∈ SN ; compare Definition 2.2.
Note further that a general hyperbolic cross KTK , as introduced in Definition 2.3, and
also a general hyperbolic cross index set ITL , as in Definition 2.4, are invariant under
permutations of particles and thus the associated projections fKTK in Lemma 2.1, fITL in
Lemma 2.4 and fITL ,JRJ in Lemma 2.5 are symmetric or antisymmetric if f is symmetric
or antisymmetric, respectively. Hence, in the framework of Lemma 2.1, Lemma 2.4
and Lemma 2.5 we only have to consider the respective symmetric or antisymmetric
subspaces. For example, analogously to relation (2.51) the relation
inf
f˜A∈A(V T ;RL;J )
‖fA − f˜A‖Ht′,r′mix ≤ ‖f
A − fAITL ,JRJ ‖Ht′,r′mix
holds for an antisymmetric N -particle function fA ∈ A(Ht,r;tˆ,rˆmix ) and the relation
inf
f˜S∈S(V T ;RL;J )
‖fS − f˜S‖Ht′,r′mix ≤ ‖f
S − fSITL ,JRJ ‖Ht′,r′mix
holds for a symmetric N -particle function fS ∈ S(Ht,r;tˆ,rˆmix ), where fAITL ,JRJ ∈ A(V
T ;R
L;J ),
fSITL ,JRJ
∈ S(V T ;RL;J ) and V T ;RL;J according to (2.50). In this way, an upper bound estimate
for the best approximation error of a symmetric or antisymmetric function in Ht,r;tˆ,rˆmix
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measured in the Ht′,r′mix -norm is then again given with relation (2.51) by equation (2.42)
together with Lemma 2.4 and Lemma 2.5. Thus, with respect to the achieved accuracies,
the order in K and J does not change when we switch to the antisymmetric or symmetric
case. Additionally, the involved order constants do not change. In the antisymmetric
and symmetric case the same error estimates as in the classical case of Lemma 2.4 and
Lemma 2.5 hold.
Note that according to (2.50) the space V T ;RL;J is generated by the set BV T ;RL;J of tensor
product functions given in (2.46). Thus, a possible generating system for the antisym-
metric subspace V T ;RL;J ;(A) := A(V
T ;R
L;J ) is given similar to (2.82) with the help of the index
set
IT ;RL;J ;(A) :=
{
(~l,~j) ∈ IT ;RL;J : (l1, j1) < · · · < (lN , jN )
}
(2.88)
by
B
V T ;R
L;J;(A)
=
{
Aφ~l,~j
}
(~l,~j)∈IT ;R
L;J;(A)
(2.89)
and a possible generating system for the symmetric subspace V T ;RL;J ;(S) := S(V
T ;R
L;J ) is
given analogously to (2.81) with the help of the index set
IT ;RL;J ;(S) :=
{
(~l,~j) ∈ IT ;RL;J : (l1, j1) ≤ · · · ≤ (lN , jN )
}
by
B
V T ;R
L;J;(S)
=
{
Sφ~l,~j
}
(~l,~j)∈IT ;R
L;J;(S)
,
where the relations < and ≤ are defined for the index pair
Ip := (lp, jp) = (lp, jp,(1), . . . , jp,(D))
as
Ip < Iq :⇔ ∃α ∈ {1, . . . , D + 1} : Ip,(α) < Iq,(α) ∧ ∀β ∈ {1, . . . , α− 1} : Ip,(β) ≤ Iq,(β)
and
Ip ≤ Iq :⇔ ∃α ∈ {1, . . . , D + 1} : Ip,(α) ≤ Iq,(α) ∧ ∀β ∈ {1, . . . , α− 1} : Ip,(β) ≤ Iq,(β),
respectively.
For the antisymmetric case we give an upper estimate for |IT ;RL;J ;(A)| according to (2.84)
by the following lemma:
Lemma 2.10. For T < 1, L ∈ N, R < 1, J ∈ N it holds
|IT ;RL;J ;(A)| ≤
1
N !
|IT ;RL;J |.
We see that the order for the dimension of the different spaces with respect to L and
J stays the same for all different cases of T and R as in the classical case of Lemma 2.7
without antisymmetry. However, the constant is now reduced by the factor 1/N !. This
is a substantial improvement which allows the treatment larger particle numbers in the
antisymmetric case.
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2.5.2 Particle-wise splitting of symmetric and antisymmetric spaces
In the following we discuss the application to symmetric and antisymmetric many-particle
spaces of a particle-wise subspace splitting in the framework of many-particle spaces of
finite-order weights as considered in Section 2.4.
Particle-wise subspace splitting of antisymmetric many-particle spaces
Let f ∈ V (D,N)A ⊂ V (D,N). As in Section 2.4.1, V (D) denotes a separable Hilbert
space of D-dimensional functions, V (D,N) the corresponding N -particle space V (D,N) =⊗N
p=1 V
(D) and N denotes the set N = {1, . . . , N}.
First, let us shortly discuss the case of a first order particle-wise decomposition of the
antisymmetric N -particle function f , where the decomposition is given with respect to N
normalized one-particle functions {g}p∈N according to (2.68). In particular, the functions
Fu are generally not in antisymmetric subspaces. To obtain a subspace splitting of the
antisymmetric tensor product space V (D,N)A =
∧N
p=1 V
(D) analogous to (2.58), (2.66) and
(2.63), we may employ the antisymmetrizer, i.e.
V
(D,N)
A = A
 N⊕
µ=0
⊕
u⊂N ,|u|=µ
N⊗
p=1
Wu,(p)

=
N∑
µ=0
A
 ⊕
u⊂N ,|u|=µ
N⊗
p=1
Wu,(p)

with Wu,(p) as in (2.59). Accordingly, a function f ∈ V (D,N)A is decomposed as
f(~x) = A
(∑
u⊂N
Fu
)
(~x)
=
∑
u⊂N
A (Fu) (~x)
=
∑
u⊂N
A
~y 7→ fu(~yu) ∏
p∈N\u
gp(yp)
 (~x),
where Fu ∈ Wu and fu ∈
⊗
p∈uWp. Note that particularly in the case of g1 = · · · = gN
most low-particle functions fu vanish, since then A(Fu) = 0 for N − |u| > 1.
To obtain a direct sum decomposition of the antisymmetric space V (D,N)A we consider
a higher order splitting as in Section 2.4.1. Let the subspace U be spanned by linear
independent normalized one-particle functions g1, . . . , gN ∈ V (D), i.e. NU = N in Section
2.4.1, and let W ⊂ V (D) such that V (D) = U ⊕W . Then, corresponding to (2.72) with
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Uu1,...,uN ,(p) from (2.71) we obtain a splitting in the form
V
(D,N)
A = A
 N⊗
p=1
(U ⊕W )

= A
 N⊕
µ=0
⊕
u1,...,uN⊂N ,∀ν 6=ν′:uν∩uν′=∅,|N\
SN
ν=1 uν |=µ
Uu1,...,uN ,(p)

=
N⊕
µ=0
A
 ⊕
u1,...,uN⊂N ,∀ν 6=ν′:uν∩uν′=∅,|N\
SN
ν=1 uν |=µ
Uu1,...,uN ,(p)

=
N⊕
µ=0
⊕
u⊂N ,|u|=µ
WAu︸ ︷︷ ︸
=:VAµ
, (2.90)
where
WAu := A
 N⊗
p=1
WAu,(p)
 , WAu,(p) :=
{
span{gp} for p ∈ N \ u,
W for p ∈ u. (2.91)
Correspondingly, with the help of appropriate linear projections a function f ∈ V (D,N)A
can be decomposed as
f = A
(∑
u⊂N
Fu
)
=
∑
u⊂N
A (Fu) (~x) =
∑
u⊂N
A
~y 7→ fu(~yu) ∏
p∈N\u
gp(yp)
 , (2.92)
such that AFu ∈ WAu and fu ∈
⊗
p∈uW . Moreover, in the case of an orthogonal direct
sum U ⊕W and orthonormal {gp}p∈N , the orthogonality relation 〈Fu , Fv〉V (D,N) = 0
holds for all u 6= v. Let us remark that such a type of a particle-wise decomposition of
an antisymmetric N -particle function is also known in quantum chemistry as successive
partial orthogonalizations method [164], where particles are associated with electrons.
Regarding the choice of the one-particle functions {gp}p∈N to gain a fast decay in the
size of the terms ‖fu‖L2 with µ = |u| one might minimize the approximation error of
‖f − AF∅‖L2 , i.e. one might employ one-particle functions which correspond to a best
(antisymmetric) rank-1 approximation with respect to the L2-norm
‖f − AF∅‖L2 = ‖f − f∅A
N⊗
p=1
gp‖L2 = min
g˜1,...,g˜N
‖f −
N∧
p=1
g˜p‖L2 . (2.93)
Furthermore, let us consider the case that the one-particle space V (D) is spanned by
a finite basis set BV (D) = {bν}ν∈Λ(D) , with Λ(D) = {1, . . . , N + m} and that we choose
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gp = bp, for p = 1, . . . , N . Then the spaces VAµ in (2.90) are spanned by
VAµ = span
A ⊗
p∈N\u
gp ⊗
µ⊗
q=1
bνq : u ⊂ N , |u| = µ,N < ν1 < · · · < νµ ≤ N +m

for µ = 0, . . . , N , where for its numbers of degrees of freedom follows that
|VAµ | =
(
N
N − µ
)(
m
µ
)
=
(
N
µ
)(
m
µ
)
≤ N
µmµ
µ!µ!
. (2.94)
Let us remark that the use of finite-order weights of order q in the framework of the
subspace splitting (2.90) leads to the restriction to a subspace
q⊕
µ=0
⊕
u⊂N ,|u|=µ
WAu =
q⊕
µ=0
VAµ ⊂ V (D,N)A (2.95)
Note finally that the subspace splitting (2.90) and its restriction (2.95) are related to
the so-called configuration interaction (CI) approaches in quantum chemistry [170]. For
more details see also Section 4.3.2.
Particle-wise decomposition of symmetric functions
For f ∈ V (D,N)S ⊂ V (D,N), let us shortly discuss the case of a first order particle-wise
decomposition, which is given with respect to the N normalized one-particle functions
{g}p∈N from (2.68). Analogous to the antisymmetric case, the functions Fu are in general
not symmetric. To obtain a subspace splitting of V (D,N)S , similar to (2.58), (2.66) and
(2.63), we may employ the symmetrizer, i.e.
V
(D,N)
S = S
 N⊕
µ=0
⊕
u⊂N ,|u|=µ
N⊗
p=1
Wu,(p)
 = N∑
µ=0
S
 ⊕
u⊂N ,|u|=µ
N⊗
p=1
Wu,(p)
 .
Accordingly, a function f ∈ V (D,N)S is decomposed as
f = S
(∑
u⊂N
Fu
)
=
N∑
µ=0
N∑
u⊂N ,|u|=µ
S
~y 7→ fu(~yu) ∏
p∈N\u
gp(yp)
 ,
where Fu ∈ Wu and fu ∈
⊗
p∈uWp.
Let us now consider the case that the normalized one-particle functions are all equal,
i.e. g := g1 = · · · = gN , U := span{g} and V (D) = U ⊕W . Then the relations
V
(D,N)
S = S
 N⊕
µ=0
⊕
u⊂N ,|u|=µ
Wu
 = N⊕
µ=0
S
N−µ⊗
p=1
U ⊗
µ⊗
p=1
W

︸ ︷︷ ︸
=:VSµ
(2.96)
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and
f(~x) =
N∑
µ=0
(
N
µ
)
S(F{1,...,µ})(~x) =
N∑
µ=0
(
N
µ
)
S
f{1,...,µ} ⊗ N−µ⊗
p=1
g
 (~x)
hold. Note particularly that there are only N+1 different functions f∅, f{1}, . . . , f{1,...,N}.
Moreover, if the one-particle space V (D) is spanned by a finite basis set
BV (D) = {bν}ν∈Λ(D) with Λ(D) = {1, . . . , 1 +m}
and if we choose g = b1, then the spaces VSµ are spanned by
VSµ = span
S
N−µ⊗
p=1
g ⊗
µ⊗
q=1
bνq : 1 < ν1 ≤ · · · ≤ νµ ≤ m+ 1

for µ = 0, . . . , N , where for its cardinality numbers follows that
|VSµ | =
(
m+N − 1
µ
)
≤ (m+N − 1)
µ
µ!
.
Similar to the antisymmetric case, the use of finite-order weights of order q in the
framework of the subspace splitting (2.96) leads to the restriction to a subspace
S
 q⊕
µ=0
⊕
u⊂N ,|u|=µ
Wu
 = q⊕
µ=0
VSµ ⊂ V (D,N)S .
2.6 Summary
We generalized the optimized general tensor product approximation spaces introduced by
Griebel and Knapek [72] for the case of one-dimensional particles with periodic bound-
ary conditions, i.e. Ht,rmix((T1)N ), to the case of N D-dimensional particles with decay
conditions, i.e. Ht,rmix((RD)N ) and Ht,r;tˆ,rˆmix ((RD)N ). We further gave estimates for the
approximation and complexity orders. Here, we particularly balanced the error related
to the truncation in Fourier space and the error related to the truncation in real space.
Due to possibly large constants involved in the approximation and complexity order
estimates the generalized sparse grid discretization scheme is only practical for a mod-
erate number of low-dimensional particles even if no exponentially or logarithmically
dependent terms with respect to the discretization parameter are present. Nevertheless,
the discretization scheme can be applied in the framework of many-particle spaces with
finite-order weights of sufficiently low order. To this end, we introduced and considered
appropriately weighted spaces which are related to certain first or higher order particle-
wise subspace splittings. Moreover, we discussed the application of symmetry conditions.
Here, it particularly turned out that the successive partial orthogonalization method for
analysing wave functions in quantum chemistry can be identified with a certain higher-
order particle-wise subspace splitting approach in the framework of finite-order weighted
spaces.
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3 Electronic Schrödinger Equation
In quantum chemistry the main interest is to find an approximation of the so-called
ground-state of an atom, molecule or ion. All statements that are made about a quantum
mechanical system can be derived from the so-called state function (or wave function)
which is given by the solution of the Schrödinger equation. The Schrödinger equation is
a high-dimensional eigenvalue problem and the ground-state is the eigenstate, which is
an eigenfunction of the Hamilton operator which corresponds to the lowest eigenvalue.
In this chapter we introduce the Born-Oppenheimer approximation of the Schrödinger
equation which is central to quantum chemistry and discuss some important properties
of its solution wave functions which are of special interest for this thesis.
3.1 Born-Oppenheimer approximation
Let us consider the time-independent (or stationary) Schrödinger equation
HΨ = EΨ,
where in atomic units the non-relativistic Hamilton operator H associated with a system
of N electrons and Nnuc nuclei is given by
H :=− 1
2
N∑
p=1
∆xp −
N∑
p=1
Nnuc∑
q=1
Zqv(xp −Rq) +
N∑
p=1
N∑
p′>p
v(xp − xp′)
+
Nnuc∑
q=1
Nnuc∑
q′>q
ZqZq′v(Rq −Rq′)− 12
Nnuc∑
q=1
1
2Mq
∆Rq ,
(3.1)
with the Coulomb interaction potential v(r) = 1|r|2 . Note that we use throughout this
thesis atomic units for all given quantities. Here, Mq and Zq denote the mass and the
atomic number of the q-th nucleus. Furthermore, xp ∈ R3 denotes the position of the
p-th electron and Rq ∈ R3 denotes the position of the q-th nucleus. The operators ∆xj
and ∆Rq stand for the Laplace operator with respect to the coordinates of the p-th
electron and the q-th nucleus, respectively. The first term of (3.1) corresponds to the
kinetic energy of the electrons, the second term corresponds to the potential energy of
the interactions between electrons and nuclei, the third term corresponds to the potential
energy of the repulsion between the electrons, the fourth term corresponds to the potential
energy of the repulsion between the nuclei and the last term corresponds to the kinetic
energy of the nuclei. Accordingly, the Hamilton operator (3.1) in abbreviated form reads
H = Te + Ven + Vee + Vnn + Tn. (3.2)
51
3 Electronic Schrödinger Equation
In this thesis we mainly consider the so-called Born-Oppenheimer approximation. In
order to reduce the number of variables we assume that the electrons move in the field
given by the fixed nuclei. This assumption is based on the large difference in masses
of the electrons and the nuclei. Thus, in (3.2) the kinetic energy operator Tn of the
nuclei is neglected and the operator Vnn, which corresponds to the potential energy of
the interaction of the nuclei, is considered to be constant. Note that in this way the
constant term Vnn has no effect on the eigenfunctions of the operator and just adds on
the eigenvalues. The resulting so-called electronic Hamilton operator for Nnuc given fixed
point charges reads as
H(
~R, ~Z)
e := Te + V
(~R, ~Z)
en + Vee (3.3)
and the corresponding Schrödinger equation
H(
~R, ~Z)
e Ψ
(~R, ~Z)
e = E
(~R, ~Z)
e Ψ
(~R, ~Z)
e , (3.4)
which is also called the electronic Schrödinger equation. Accordingly, the eigenvalues
E
(~R, ~Z)
e and the corresponding eigenfunctions Ψ
(~R, ~Z)
e are called electronic energies and
electronic wave functions, respectively. The so-called total energies within the Born-
Oppenheimer approximation are given by
E
(~R, ~Z)
tot := E
(~R, ~Z)
e + V
(~R, ~Z)
nn . (3.5)
Note that a superscript (~R, ~Z) on a term denotes parametric dependence on the coordi-
nates ~R := (R1, . . . ,RNnuc) and the charges ~Z := (Z1, . . . , ZNnuc). Note further that the
Born-Oppenheimer approximation can be used to compute the total energy (3.5) given
to a fixed arrangement of nuclei (~R, ~Z). Thus an approximation of the ground-state can
be found by varying the total energy (3.5) with respect to the coordinates of the nuclei
~R. Therefore, we consider from now on only the electronic Hamilton operator (3.3), the
electronic Schrödinger equation (3.4) and the total energy (3.5). In particular we drop
the superscript (~R, ~Z) and the subscript e in the following, i.e. we denote the electronic
Hamilton operator, the electronic wave function and the electronic energy by H, Ψ and
E, respectively.
3.2 Antisymmetry principle
So far we did not include the spin of each electron, since the non-relativistic electronic
Hamiltonian (3.3) does not depend on it. However, in general, an electronic wave function
depends not only on the positions xi ∈ R3 of the electrons but also on their associated
spin coordinates sp ∈ {+12 ,−12}. Thus, electronic wave functions are defined by1
Ψ : (R3)N × {+12 ,−12}N → R : (~x, ~s) 7→ Ψ(~x, ~s) (3.6)
1Note that in general, an electronic wave function is defined as Ψ : (R3)N ×{+ 1
2
,− 1
2
}N → C. However,
due to the definition of the electronic Hamilton operator (3.3), it is enough to consider wave functions
as in (3.6) only.
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with the 3N -dimensional spatial coordinate ~x := (x1, . . . ,xN ) with xp ∈ R3 and with
the N -dimensional spin coordinate ~s := (s1, . . . , sN ) with sp ∈ {+12 ,−12}. Furthermore,
the following two assumptions from quantum mechanics have to be taken into account:
First, elementary particles are indistinguishable from each other (fundamental principle
of quantum mechanics). Second, no two electrons may occupy the same quantum state
simultaneously (Pauli exclusion principle). Therefore, an electron wave function has to
obey the antisymmetry principle which states that an N -electron wave function (3.6)
is antisymmetric with respect to an arbitrary simultaneous permutation P ∈ SN of the
electron positions and spin variables, i.e. it fulfills
Ψ(P~x, P~s) = (−1)|P |Ψ(~x, ~s), ∀P ∈ SN . (3.7)
Here, in accordance with Section 2.5, SN denotes the symmetric group of degree N .
Furthermore, the permutation P is a mapping P : {1, . . . , N} → {1, . . . , N} which trans-
lates to a permutation of the corresponding numbering of electrons, i.e. P (x1, . . . ,xN ) :=
(xP (1), . . . ,xP (N)) and P (s1, . . . , sN ) := (sP (1), . . . , sP (N)), and the expression (−1)|P | is
equal to the sign, or parity, of the permutation P .
Let us consider an electronic wave function Ψ, i.e. an eigenfunction Ψ of the electronic
Hamiltonian (3.3) which obeys the antisymmetry principle (3.7). For a given spin vector
~s ∈ {+12 ,−12}N we define the associated spatial component of the electronic wave function
Ψ by
Ψ~s : (R3)N → R : ~x→ Ψ(~x, ~s)
and define its associated total spin projection2 by
M~sS :=
N∑
p=1
sp. (3.8)
Then, since there are 2N possible different spin distributions ~s, the electronic Schrödinger
equation, i.e. the eigenvalue problem
HΨ = EΨ,
Ψ(P~x, P~s) = (−1)|P |Ψ(~x, ~s), ∀P ∈ SN
(3.9)
decouples into 2N eigenvalue problems for the 2N associated spatial components Ψ~s.
Here, for given ~s the spatial part Ψ~s obeys the partially antisymmetry condition
Ψ~s(P~x) = (−1)|P |Ψ~s(P~x), ∀P ∈ S~s := {P ∈ SN : P~s = ~s} , (3.10)
where S~s ⊂ SN is a permutation group. In particular, for the spatial components the
minimal eigenvalue of all eigenvalue problems is equal to the minimal eigenvalue of the
full eigenvalue problem (3.9). Moreover, the eigenfunctions of the full system (3.9) can
be composed of the eigenfunctions of the eigenvalue problems for the spatial parts. For
2In quantum chemistry MS usually denotes the z component of the total spin of an N -electron state.
For a further reading see for example the textbooks [85, 170].
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further details see also [192, 196]. Note that although there are 2N possible different spin
distributions ~s for an N -electron wave function Ψ, there are only N +1 different possible
values for the total spin projection (3.8). Furthermore, under the equivalence relation
~s ∼S ~s′ :⇔M~sS = M~s
′
S
the set of all possible equivalence classes of {+12 ,−12}N is equal to the set of all possible
equivalence classes of {+12 ,−12}N under the equivalence relation
~s ∼SN ~s′ :⇔ ∃P ∈ SN : P~s = ~s′,
which is related to the partially antisymmetry conditions. Thus, it is sufficient to consider
N + 1 eigenvalue problems which are associated with N + 1 different class representative
spin vectors with a total spin projection of values −N2 , . . . ,−1, 0, 1, . . . , N2 for even N
and a total spin projection of values −N2 , . . . ,−12 , 12 , . . . , N2 for odd N . To this end, we
choose the N + 1 different class representative spin vectors
~s(N,MS) = (s(N,MS)1 , . . . , s
(N,MS)
N ) ∈ {+12 ,−12}N ,
where the first N2 +MS electrons possess spin +
1
2 and the remaining
N
2 −MS electrons
possess spin −12 , i.e.
s
(N,MS)
j :=
{
+12 for j ≤ N2 +MS ,
−12 for j > N2 +MS ,
(3.11)
where MS ∈ {−N2 , . . . ,−1, 0, 1, . . . , N2 } for even N and MS ∈ {−N2 , . . . ,−12 , 12 , . . . , N2 }
for odd N . In this way, the total spin projection M~s(N,MS)S is equal to MS . Therefore, in
the following without loss of generality we only consider eigenvalue problems
HΨ(N,MS) = E(N,MS)Ψ(N,MS),
Ψ(N,MS)(P~x) = (−1)|P |Ψ(N,MS)(P~x), ∀P ∈ S(N,MS),
(3.12)
which correspond to the N + 1 different class representative spin distributions ~s(N,MS)
according to (3.11). Here, we set S(N,MS) := S~s(N,MS) with |S(N,MS)| = (N2 +MS)!(N2 −
MS)!. Note that the eigenfunctions Ψ(N,MS) are spatial functions
Ψ(N,MS) : (R3)N → R,
where the spin coordinates ~s(N,MS) impose the partial antisymmetry conditions. Hence,
the spatial eigenfunctions Ψ(N,MS) are in
L2(N,MS) :=
N/2+MS∧
p=1
L2(R3)
⊗
 N∧
p=N/2+MS+1
L2(R3)
 , (3.13)
compare Section 2.5. In particular, the full wave function which is given by
Ψ : (R3)N × {−1
2
,+
1
2
}N → R : (~x, ~s) 7→ 1
N !
∑
P∈SN
(−1)PΨ(N,MS)(P~x)δP~s,~s(N,MS) ,
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solves the full eigenvalue problem (3.9) [196].
Furthermore, we label the electrons which possess spin +12 also by spin-up ↑ and label
the electrons which possess spin −12 by spin-down ↓. In this way, for an N -electron state
function, we denote the number of spin-up particles by N↑ and the number of spin-down
particles by N↓. In particular it holds N = N↑ +N↓ with
N↑ = MS +
N
2
, N↓ = MS − N2 (3.14)
for the total spin projection MS = 12(N↑ −N↓).
In the case of a spin-independent electronic Hamiltonian operator, it is sufficient to
solve the bN/2c+ 1 eigenvalue problems only, which correspond to spin vectors ~s(N,MS)
with a total spin projection of 0 ≤ MS ≤ N/2, i.e. 0 ≤ N↓ ≤ N↑ ≤ N . Since in this
thesis we do not consider spin operators, we refer to textbooks on quantum chemistry
like [85, 170]. However, let us note that besides the spin quantum number MS , there is
another spin quantum number usually denoted by S. The exact eigenfunctions Ψ of a
spin-independent electronic Hamilton operator H are also eigenfunctions of the total spin
angular momentum operator SˆΨ = MSΨ and its squared-magnitude operator Sˆ2Ψ =
S(S+ 1)Ψ since Sˆ and Sˆ2 commute with H. For an N -electron state S and MS describe
the total spin and its z component. In this framework states with S = 0, 12 , 1,
3
2 , . . .
have multiplicity (2S + 1) = 1, 2, 3, 4, . . . and are denoted as singlets (1Ψ), doublets
(2Ψ), triplets (3Ψ), quartets (4Ψ), . . . ; see [170]. Moreover, for the exact N -electron
state the spin quantum number S equals 12 times the number of unpaired electrons, i.e.
S = 12 |N↑ −N↓|.
3.3 Variational formulation
Note that the methods in this thesis used to compute an approximation of the solution
of the electronic Schrödinger equation are based on the variational principle. Thus, we
briefly resume the variational formulation of the eigenvalue problem (3.12). Here, due to
the kinetic energy operator of the electrons we only consider wave functions in the Sobolev
space H1((R3)N ) ⊂ L2((R3)N ). In the following for a shorter notation we write L2 and
H1 instead of L2((R3)N ) and H1((R3)N ). Furthermore, we consider L2-normed wave
functions only, i.e. ‖Ψ‖L2 = 1, which obey the partially antisymmetry conditions given
in (3.12). Now, let H1(N,MS) ⊂ H1 denote the subspace of first-order weakly differentiable
partially antisymmetric functions given by3
H1(N,MS) :=
{
f ∈ H1 : (−1)|P |f(P~x)− f(~x) = 0,∀P ∈ S(N,MS)
}
⊂ L2(N,MS).
3Note that H1(N,MS) may also be introduced as the intersection space H1 ∩ L2(N,MS) or may also be
defined as the closure of
S(N,MS) :=
n
f ∈ S : (−1)|P |f(~x)− f(~x) = 0,∀P ∈ S(N,MS)
o
in the space H1.
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See also Definition (3.13) and Section 2.5. Let us further introduce the linear partial
antisymmetrization projection operator A(N,MS) : L2((R3)N )→ L2(N,MS) by
A(N,MS)f(~x) :=
(
AN↑ ⊗ AN↓
)
f(~x)
=
1
N↑!N↓!
∑
P∈S(N,MS)
(−1)|P |f(P~x), (3.15)
where AN↑ and AN↓ denote the antisymmetric projections according to (2.79) for the sub-
spaces L2((R3)N↑) and L2((R3)N↓), respectively. Here, L2(N,MS) = A(N,MS)(L2((R3)N ))
and the numbers N↑ and N↓ are determined by N and MS given in (3.14).
Now, a function Ψ(N,MS) ∈ H1(N,MS) with ‖Ψ(N,MS)‖L2 = 1 is a weak solution of the
eigenvalue equation (3.12) with the associated eigenvalue E(N,MS) if
〈φ , HΨ(N,MS)〉L2 = E(N,MS)〈φ , Ψ(N,MS)〉L2 (3.16)
for all test functions φ in the Sobolev space H1.4 It is sufficient to consider only test func-
tions φ(N,MS) ∈ H1(N,MS), since the linear partial antisymmetrization projection operator
A(N,MS) and the purely symmetric electronic Hamilton operator H commute [14]. Thus,
besides the identity A(N,MS)φ(N,MS) = φ(N,MS) for φ(N,MS) ∈ H1(N,MS), the identities
〈φ , HΨ(N,MS)〉L2 = 〈φ , HA(N,MS)Ψ(N,MS)〉L2 = 〈A(N,MS)φ , HΨ(N,MS)〉L2 ,
〈φ , Ψ(N,MS)〉L2 = 〈φ , A(N,MS)Ψ(N,MS)〉L2 = 〈A(N,MS)φ , Ψ(N,MS)〉L2
(3.17)
hold.
The smallest energy with respect to (N,MS) is given by
E
(N,MS)
min = min
Ψ∈H1
(N,MS)
,‖Ψ‖L2=1
〈Ψ , HΨ〉L2 . (3.18)
Moreover, a normalized wave function which minimizes (3.18) corresponds to the lowest
state with respect to (N,MS) and we denote it by Ψ
(N,MS)
min .
5 Now let us assume that
E
(N,MS)
min exhibits multiplicity one and let {Vκ}κ∈N be an arbitrary dense family of finite-
dimensional subspaces Vκ ⊂ H1(N,MS). Let further Eκ and Ψκ denote Galerkin approxi-
mations associated with the lowest state in the finite-dimensional subspace Vκ ⊂ H1(N,MS),
i.e.
Eκ = min
Ψ∈Vκ,‖Ψ‖L2=1
〈Ψ , HΨ〉L2 , Ψκ = argminΨ∈Vκ,‖Ψ‖L2=1〈Ψ , HΨ〉L2 . (3.19)
4The bilinearform 〈· , H·〉L2 can be extended to a bounded, symmetric and coercive bilinearform on H1
by a shift; see e.g. [192, 196].
5Note that the so-called ground-state Ψ(N,MS)ground is associated with the minimal eigenvalue E
(N,MS)
ground :=
min−N/2≤MS≤N/2 E
(N,MS)
min . For a spin-independent electronic Hamiltonian operator it is usually
given for MS = 0 in the case of even N and for MS = ±1/2 in the case of odd N .
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Then, E(N,MS)min ≤ Eκ for all κ ∈ N and thereby a relation between an estimate for the
accuracy of an eigenfunction and an estimate for the approximation error of the lowest
eigenvalue can be deduced, i.e. there exist C1, C2 > 0 and κ˜ ∈ N such that the relation
0 ≤ E(N,MS)min − Eκ ≤ C1〈Ψ(N,MS)min −Ψκ, H(Ψ(N,MS)min −Ψκ)〉L2 ≤ C2‖Ψ(N,MS)min −Ψκ‖2H1
(3.20)
holds for all κ ≥ κ˜; see [161, 192]. For more details of the variational formulation of the
eigenvalue problem (3.12) see also [192, 196].
3.4 Properties of the solution
In the following we briefly review important properties of the solution of the N -electron
Schrödinger equation (3.9).
3.4.1 Discrete spectrum and exponential bounds
We consider the spectrum σ(H) of an electronic Hamilton operator H for molecules
as in (3.3). In particular, the operator H is semibounded, self-adjoint and its discrete
spectrum σdisc(H) is defined by the set of all isolated eigenvalues of finite multiplicity.
Furthermore, the essential spectrum σess(H) is defined as the complement of the discrete
spectrum σess(H) := σ(H) \ σdisc(H). Note further that in quantum mechanics the
discrete spectrum corresponds to the so-called bound-states, whereas the so-called free-
states correspond to the absolutely continuous spectrum. In this thesis we are only
interested in the discrete spectrum and in particular in the ground-state energy E0 =
inf σ(H). Let us add that in quantum mechanics the so-called exited-states correspond
to the eigenfunctions with eigenvalues E ∈ σdisc(H) and E > E0.
The basis for all variational methods applied to the discrete spectrum constitutes the
so-called HVZ (Hunziker, van Winter, and Zhislin) theorem [98]. From this theorem, it
follows in the case of an N -electron electronic Hamilton operator H that the essential
spectrum is given by σess(H) = [Σ,∞), where the lower energy bound is equal to Σ =
inf σ(H˜) ≤ 0. Here, H˜ denotes the electronic Hamilton operator which corresponds to
the fixed arrangement of nuclei associated with the electronic operator H but with one
electron less.6 In this way, H˜ is an (N − 1)-electron Hamilton operator and thus Σ is
the so-called ionization threshold. In particular, if N ≤ ∑Nnucq=1 Zq holds for a system,
e.g. in the case of atoms, molecules and positive ions, then the discrete spectrum is
only below the essential spectrum, i.e. E0 ≤ E < Σ for all E ∈ σdisc(H), and the
discrete spectrum consists of infinitely many eigenvalues [98, 163]. On the other hand
it is known that in the case of N ≥ Nnuc + 2
∑Nnuc
q=1 Zq the discrete spectrum is empty
[124]. Furthermore, eigenfunctions which are associated with eigenvalues of the electronic
Hamilton operator in the discrete spectrum are known to decay exponentially [2]. In
particular, the exponential decay of a wave function Ψ is described by an L2 exponential
6Note that the lowest energy of a system with N = 0 is equal to zero.
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bound, i.e. there is a positive function h with∫
(R3)N
eh(~x)|Ψ(~x)|2 d~x <∞. (3.21)
Note that in general, an in some sense optimal bound should be anisotropic [2, 98]. To
this end, Agmon expressed in his seminal work [2] an anisotropic bounded function h
as a geodesic distance in terms of a certain Riemannian metric which takes different
ionization thresholds into account. With the help of this so-called Agmon distance the
anisotropic exponential decay of the eigenfunctions associated with eigenvalues in the
discrete spectrum can be described accurately.
As an example from [2], we recall the case of an atom within the Born-Oppenheimer
approximation. Here, Agmon studies in detail the L2-decay of the eigenfunctions of
the electronic Hamiltonian H of an atom with one nucleus fixed in the origin of the
coordinate system. To this end, for I ⊂ {1, . . . , N} let HI denote the restriction of the
full Hamiltonian H to the subsystem involving only the electrons associated with I and
ΛI = inf σ(HI), ΛI = 0 if I is empty. For any ~x ∈ (RD)N \ {~0} let I(~x) denote the
subset of integers p ∈ {1, . . . , N} for which xp = 0. Now, for eigenfunctions Ψ with an
eigenvalue E in the discrete spectrum of H, a characterization of the type (3.21) with a
positive function
haniso : (R3)N → R : ~x 7→ 2(1− ε)ρ(~x)
for any ε > 0 is given in [2]. Here, ρ(~x) is the geodesic distance from ~x to the origin in
the Riemannian metric
d~s2 = (ΛI(~x) − E)
N∑
i=1
2|dxp|22.
Note that ρ is not isotropic. It takes into account the amount of electrons with position 0,
i.e. the number of electron-nucleus cusps, at each point ~x.
However, there are also useful isotropic bounds. For example, if Ψ(N,MS) ∈ H1(N,MS)
is a weak solution of the eigenvalue problem (3.12) with the electronic Hamiltonian for
molecules (3.3), and if the associated eigenvalue is below the ionization threshold Σ(N,MS),
i.e. E(N,MS) < Σ(N,MS), then Ψ(N,MS) and∇Ψ(N,MS) decay exponentially in the L2-sense,
i.e. ∫
(R3)N
ehiso(~x)|Ψ(N,MS)(~x)|2 d~x <∞ and
∫
(R3)N
ehiso(~x)|∇Ψ(N,MS)(~x)|22 d~x <∞
with
hiso : (R3)N → R : ~x 7→
√
2(Σ′ − E(N,MS))|~x|2
for E(N,MS) < Σ′ < Σ(N,MS); see [196] and selected references therein. For more details
on the general basics of Schrödinger operators and the quantum N -body problem see the
review articles [98, 163]. In particular, with respect to Coulomb systems see [125] and
concerning the anisotropic exponential decay of the bound-states see [2].
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3.4.2 Cusp conditions and regularity results
At first, let us consider the eigenvalue problem
HΨsl = EslΨsl (3.22)
with the spin-independent electronic Hamilton operator (3.3) and without any side con-
ditions due to spin. Note that the spatial electronic wave functions Ψ(N,MS) according
to the eigenvalue problem (3.12) also solve the eigenvalue problem (3.22). Since in the
case of D = 3 the Coulomb potential 1|x|2 is only unbounded at x = 0, the interaction
potentials Vne and Vnn are only singular at the set of coalescence points
C :=
~x ∈ (R3)N :
 N∏
p=1
Nnuc∏
q=1
|xp −Rq|2
 N∏
p=1
N∏
p′>p
|xp − xp′ |2
 = 0
 . (3.23)
Thus, the spinless eigenfunctions
Ψsl : (R3)N → R
are nonanalytic on C and analytic elsewhere (R3)N \ C.
In 1957, Kato proved that the spinless N -electron wave functions Ψsl are locally Lip-
schitz [104]. Moreover, in [104] he analyzed the behaviour of spinless N -electron wave
functions Ψsl of an atom near coalescence points ~rC ∈ C with exactly one singular term
in the interaction potential Vne + Vnn, the so-called two-particle coalescence points. By
assuming that Ψsl does not vanish at the coalescence point ~rC ∈ C, i.e. Ψsl(~rC) 6= 0,
he proved the so-called cusp conditions, i.e. conditions an eigenfunction has to obey at
a coalescence point ~rC ∈ C. For example, Kato’s cusp conditions in the case of an N -
electron atom of charge Z centered at the origin for coalescence points ~rC ∈ C and an
electron-nucleus cusp with rCp = 0 (w.l.o.g. let p = 1) reads as
∂Ψ˜sl
∂r1
∣∣∣∣∣
r1=0
= −ZΨsl (0, rC2 , . . . , rCN) , (3.24)
where r1 = |r1|2 and Ψ˜sl denotes the spherical average of Ψsl over an infinitesimally small
sphere at rC1 = 0. Concerning an electron-electron cusp for ~rCi −~rCj = 0 (w.l.o.g. let i = 1
and j = 2) the cusp condition can be written in the form
∂ ˜˜Ψsl
∂r12
∣∣∣
r12=0
= 12Ψ
sl
(
1
2(r1 + r2),
1
2(r1 + r2), r
C
3 , . . . , r
C
N
)
, (3.25)
where r12 = |r1 − r2|2 and ˜˜Ψsl denotes the spherical average of Ψsl over an infinites-
imal small sphere about 12(r1 + r2) with constant r12. Note that due to the partially
antisymmetry conditions (3.12), the spatial part of an N -electron wave function Ψ(N,MS)
vanishes at a coalescence point of more than two electrons. Thus, besides the case of
molecules and the case of coalescence points of more than two particles, Kato’s cusp
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conditions have been particularly generalized to the case of an eigenfunction Ψsl which
vanishes at the considered coalescence point Ψsl(~rC) = 0. This has been done by several
authors, e.g. by Pack et al. [149], Hoffmann-Ostenhof et al. [94, 95] and Tew [174]. Let
us recall now some of their main results.
In [149] for two-particle cusp conditions Pack et al. derive an extension to Kato’s
results by analysing an expansion in terms of real spherical harmonics of a spinless
eigenfunction of (3.22) in the vicinity of any two particles’ coalescence. Especially, the
case of an N -electron wave function Ψsl, which may vanish at the considered two-particle
coalescence point ~rC , is also included. In the case of Ψsl(~rC) 6= 0 for a given two-particle
electron-electron coalescence point ~rC ∈ C the cusp condition
Ψsl
(
r1, r2, rC3 , . . . , r
C
N
)
= Ψsl
(
1
2(r1 + r2),
1
2(r1 + r2), r
C
3 , . . . , r
C
N
) (
1 + 12r12
)
+O (r212)
(3.26)
holds, and in the case that Ψsl vanishes by first order in ~rC , there follows the cusp
condition
Ψsl
(
r1, r2, rC3 , . . . , r
C
N
)
= ~rT12
∂Ψsl
∂~r12
∣∣∣
r12=0
(
1 + 14r12
)
+O (r312) . (3.27)
Note that the electron-electron cusp condition (3.26) is valid for the singlet state helium,
i.e. the state which possesses minimal energy for two electrons of opposite spin, and the
electron-electron cusp condition (3.26) is valid for the triplet state of helium, i.e. the
state which possesses minimal energy for two electrons of same spin. In [157] for the
first order derivatives of a spherically averaged wave function, Kato’s cusp conditions
(3.24) and (3.25) were extended to the case of the third order derivatives of a spherically
averaged wave function. More recently, the results of Pack et al. were improved by Tew
[174]. Here, the structure of the wave function is examined to second and higher orders
in vicinity of the coalescence of any two charged particles, if these are well separated
from all other particles.
The case of many-particle coalescence and the influence of partially antisymmetry due
to spin is considered by Hoffmann-Ostenhof et al. in [94, 95]. In these works the authors
show that for any given coalescence point ~rC ∈ C, there exists a harmonic homogeneous
polynomial PMP 6= 0 of degree MP , i.e. ∆PMP = 0 and PMP (λ~r) = λMPPMP (~r) for
λ ∈ R, which describes the behaviour of a spinless N -electron wave function Ψsl for
|~r−~rC |2 → 0. Then the cusp condition
Ψsl(~r) = PMP
(
~r−~rC)+O (|~r−~rC |MP+12 ) (3.28)
holds near the coalescence point ~rC , and PMP can be written as
PMP (~r) = |~r|MP2 YMP
(
1
|~r|2~r
)
,
where YMP denotes a multi-dimensional hyperspherical harmonic. In addition, Hoffmann-
Ostenhof et al. consider the minimal order of zeroes in a coalescence point in the case
of a spatial N -electron wave function Ψ(N,MS) with partial antisymmetry conditions ac-
cording to (3.12). Note that the symmetry conditions on the wave function in (3.28)
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carry over to PMP . Hence, the minimal vanishing order of Ψ
(N,MS) in a given coalescence
point ~rC ∈ C is equal to the minimal degree of PMP in (3.28) such that PMP satisfies the
partial antisymmetry conditions according to (3.12) and PMP 6≡ 0. Therefore, Hoffmann-
Ostenhof et al. give the minimal degree of PMP in dependence of the number of electrons
N and the total spin projection MS . In addition, they show that the minimal degree
increases for large N like O(N 43 ).
Furthermore, a theorem about the regularity of the spinless N -electron wave functions
was recently shown by Fournais et al. in [55]:
Theorem 3.1 (Fournais et al. [55]). Let
Ψsl : (R3)N → R : ~x 7→ Ψsl(~x)
be an eigenfunction according to the spinless eigenvalue problem (3.22) and let
F(en,ee,een) : (R3)N → R : ~x 7→ F(en)(~x) + F(ee)(~x) + F(een)(~x)
with the electron-nuclei correlation term
F(en)(~x) :=
N∑
p=1
f(en)(xp), f(en)(x) := −
Nnuc∑
q=1
Zq|x−Rk|2,
the electron-electron correlation term
F(ee)(~x) :=
N∑
p=1
N∑
p′>p
f(ee)(xp,xp′), f(ee)(x,y) :=
1
2
|x− y|2
and the electron-electron-nuclei correlation term
F(een)(~x) :=
N∑
p=1
N∑
p′>p
f(een)(xp,xp′),
f(een)(~x) :=
2− pi
6pi
Nnuc∑
q=1
(x−Rq)T (y −Rq) ln
(|x−Rq|22 + |y −Rq|22) .
Then the eigenfunction Ψsl can be expressed in the form
Ψsl = eF(en,ee,een)Φsl(en,ee,een)
with a function
Φsl(en,ee,een) : (R
3)N → R : ~x 7→ Φsl(en,ee,een)(~x)
in the Hölder space C1,1((R3)N ).7
This representation is optimal in the following sense: There is no other function F
which is dependent on N , ~R and ~Z only, but not on Ψsl or Esl, such that Ψsl = FΦsl
with a function Φsl having more regularity than C1,1.
7The definition of the Hölder spaces Cm,α with m ∈ N0, α ∈ [0, 1] is recalled in Appendix A.1.
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Note that expressing a wave function as a product Ψ = FΦ is common in computa-
tional quantum physics and quantum chemistry, where F is a so-called Jastrow factor.
Especially, in the case of an N -electron wave function F is usually assumed to be sym-
metric with respect to the permutation of particles and Φ is assumed to be antisymmet-
ric (or partially antisymmetric) due to Pauli’s principle. Note further that the ansatz
Ψsl = eF(en)+F(ee)Φsl(en,ee), where Φ
sl
(en,ee) ∈ C1,α for α ∈ (0, 1), leads to a more general
formulation of Kato’s cusp conditions
∇Ψsl −Ψsl(∇F(en) +∇F(ee)) ∈ C0,α for 0 < α < 1.
Moreover, by including electron-electron-nuclei coalescence by the function F(een) Theo-
rem 3.1 results in
∇Ψsl −Ψsl(∇F(en) +∇F(ee) +∇F(een)) ∈ C0,1, (3.29)
which can be viewed as a cusp condition for second order derivatives [55]. Additionally,
in [55], with respect to the regularity of the wave function near the zero-set
N (Ψsl) :=
{
~x ∈ (R3)N : Ψsl(~x) = 0
}
,
Theorem 3.1 implies that ∇Ψsl : N (Ψsl) 7→ (R3)N is locally Lipschitz in contrast to
Ψsl, which is just locally L∞ in C \ N (Ψsl). Further results on the regularity of the
eigenfunctions of the Schrödinger operator and on the behavior of a many-electron wave
function in the neighborhood of the coalescence points can also be found in [54, 56].
Recently, in [52] Flad et al. discuss the application of the best M -term approxima-
tion theory [41] within the framework of a Jastrow-type ansatz for a wave function
Ψ = FΦ, where the symmetric Jastrow factor J is assumed to be given in exponential
form J = eF(1,...,N) with a decomposition of the symmetric function F(1,...,N) into many-
electron correlation functions.8 This decomposition is a special case of the particle-wise
decompositions introduced in Section 2.4 and reads as
F(1,...,N)(~x) =
N∑
p=1
f(1)(xp) +
N∑
p=1
N∑
p′>p
f(2)(xp,xp′) + · · ·+ f(N)(x1, . . . ,xN ).
In [52] the Besov regularity, which is related to the optimal convergence rate of best
M -term approximations [41], of two-electron correlation functions
f(2) : (R3)2 → R : (x,y) 7→ f(2)(x,y)
is analyzed for certain natural assumptions on the asymptotic behaviour of f(2) near
electron-electron and electron-nucleus cusps. Note that the two-electron correlation func-
tions f(2) typically provide the dominant contribution to the Jastrow factor J since one-
electron contributions to the wave function Ψ are usually included within the antisym-
metric (or partially antisymmetric) factor Φ and since contributions to the Jastrow factor
8A Jastrow factor in exponential form J = eF(1,...,N) is commonly used in quantum mechanics since
then J provides the so-called cluster property, and the so-called size-consistency is guaranteed for
extended systems; see [52] and selected references therein.
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J according to three-electron and higher order terms f(n≥3) can normally be assumed to
be negligibly small. In particular, Flad et al. consider the best M -term approximation
spaces Aαq (H1) due to Nitsche [146] for certain anisotropic tensor product wavelet bases
to prove that f(2) ∈ Aαq (H1) for q > 1 and α = 1q − 12 . In this way, they deduce that
there exists an upper bound for the approximation error in the H1-norm with respect to
the number M of basis functions in the framework of the best M -term approximation of
two-electron correlation functions. Here, an upper bound is given by
inf
∥∥∥f(2) − fM(2)∥∥∥H1 : fM(2) =
M∑
j=1
cjφµj
 .M− 12 +, ∀ > 0,
where {φµ : µ ∈ N0} is a given anisotropic wavelet basis of certain type which possesses
a number of vanishing moments equal to or greater than three.
3.4.3 Decay of weak mixed derivatives
This thesis is basically motivated by the regularity results of Yserentant with respect to
the eigenfunctions of the electronic Hamilton operator. Thus, we recall his mayor results
from [193, 195, 196].
Let us first consider an arbitrary eigenfunction of the electronic Hamilton operator
which obeys Pauli’s principle.
Theorem 3.2 (Yserentant [193]). Let Ψ(N,MS) ∈ H1(N,MS) a weak solution of the elec-
tronic Schrödinger equation (3.16). Then Ψ(N,MS) is in H
1
2
,1
mix and even in H1,1mix for an
electronic wave function of totally parallel spin, i.e. MS ∈ {+N2 ,−N2 }.
To be precise, Yserentant shows in [193] that an eigenfunction Ψ(N,MS) associated with
a spin distribution ~s(N,MS) has certain square integrable mixed derivatives of order up to
N↑ + 1 ∫
(R3)N
(wmix, 1
2
(~k))2(wiso(~k))2|Ψˆ(N,MS)(~k)|2 d~k <∞
with respect to the spatial coordinates x1, . . . ,xN↑ and certain square integrable mixed
derivatives of order up to N↓ + 1
∫
(R3)N
(wmix,− 1
2
(~k))2(wiso(~k))2|Ψˆ(N,MS)(~k)|2 d~k <∞
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with respect to the spatial coordinates xN↑+1, . . . ,xN .
9 Here, wmix,s is given by
wmix,s(~k) :=

√∏N↑
p=1(1 + (ω(kp))2) for s = +
1
2 ,√∏N
p=N↑+1(1 + (ω(kp))
2) for s = −12
(3.30)
Hence, a fully antisymmetric solution, i.e. MS ∈ {+N2 ,−N2 }, possesses H1,1mix-regularity.
Furthermore, in the case of an arbitrarily chosen total spin projection −N2 ≤ MS ≤ N2 ,
the inequality∫
(R3)N
wmix(~k)(wiso(~k))2|Ψˆ(N,MS)(~k)|2 d~k
≤ 1
2
∑
s∈{− 1
2
, 1
2
}
∫
(R3)N
(wmix,s(~k))2(wiso(~k))2|Ψˆ(N,MS)(~k)|2 d~k
holds due to the elementary relation
N∏
j=1
|ω˜(kj)| ≤ 12
N↑∏
j=1
|ω˜(kj)|2 + 12
N∏
j=N↑+1
|ω˜(kj)|2
for 0 ≤ N↑ ≤ N with ω˜ : R3 → R : k 7→
√
1 + |ω(k)|2. Thus, any partially antisymmetric
wave function possesses at least H
1
2
,1
mix-regularity.
In the following we consider the approximation error with respect to general hyperbolic
cross spaces VKTK . Here, with D = 3, t
′ = 0 and r = 1, according to Theorem 3.2 and
Lemma 2.1, the estimate
‖Ψ(N,MS) − PKTK [Ψ
(N,MS)]‖Hr′
≤
K
(r′−1)−t+(Tt−(r′−1)) N−1
N−T ‖Ψ(N,MS)‖Ht,1mix for T ≥
r′−1
t ,
K(r
′−1)−t‖Ψ(N,MS)‖Ht,1mix for T ≤
r′−1
t
(3.31)
holds for r′ < t + 1 with t = 1 in the fully antisymmetric case and t = 12 in case
of an arbitrary total spin projection MS . Especially, let us discuss the case of a fully
antisymmetric solution and the resulting approximation rate with respect to general
hyperbolic cross spaces VKTK in more detail. If we measure the approximation error
in the H1-norm, then from Lemma 2.1 we obtain with t′ = 0, r′ = 1 and t = r =
9Here, Yserentant uses wiso(~k) =
q
1 +
PN
p=1(ω(kp))
2,
wmix,s(~k) =
8<:
q
1 +
QN↑
p=1(ω(kp))
2 for s = + 1
2
,q
1 +
QN
p=N↑+1(ω(kp))
2 for s = − 1
2
.
and ω(k) = |k|2 which is (up to constants) equivalent to our definitions in (2.16), (3.30) and (2.15).
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1 the approximation order O(K−1+T( N−1N−T )) for T ≥ 0 and O(K−1) for T ≤ 0. In
particular, for the choice T = 0 a rate of O(K−1) results. In an analogous way we can
argue for the partially antisymmetric case. Then, for an arbitrarily chosen total spin
projection −N2 ≤ MS ≤ N2 we have H
1/2,1
mix -regularity at least for the associated wave
function. If we measure the approximation error in the H1-norm, the approximation
order O(K−1+T N−1N−T ) for T ≥ 0 and O(K− 12 ) for T ≤ 0 is obtained from Lemma 2.1
with t′ = 0, r′ = 1 and t = 12 , r = 1 (H
1
2
,1
mix-regularity). In this case, let us consider the
employment of the general sparse grid discretization scheme introduced in Section 2.3.2.
To this end, we additionally assume that Ψˆ(N,MS) ∈ Htˆ,0mix, tˆ > 0. Then, with the help of
Lemma 2.8, we obtain
inf
Ψ˜∈V 0;0
L;J˜(L)
‖Ψ(N,MS) − Ψ˜‖H1 .
(
M
log2(M)2(N−1)
)− 1
6(1+c)
‖Ψ(N,MS)‖
H
1
2 ,1;tˆ,0
mix
,
where c = 3/(2tˆ) and M = |V 0;0
L;J˜(L)
| denotes the number of the involved degrees of
freedom. Here, we have c→ 0 if the Fourier transform Ψˆ(N,MS) is smooth, i.e. if Ψ(N,MS)
decays sufficiently fast (cf. Section 2.1.3). In particular, up to logarithmic terms, the
convergence rate is independent of the number of electrons N and almost the same as in
the two-electron case. Thus, we obtain a rate of order − 16(1+c) and hence due to (3.20)
a rate of order − 26(1+c) for the minimal eigenvalue.
However, the constants involved in a norm equivalence on Ht,rmix may depend on N and
D. Moreover, in (3.31) also the H1,1mix- and H
1
2
,1
mix-terms may grow exponentially with the
number N of electrons. This is a serious problem for any further discretization of the
general hyperbolic cross spaces VKTK . In order to compensate for this exponential growth,
the parameter K has to be chosen dependent on N . Such a behavior can be observed in
the case of a finite domain with periodic boundary conditions with Fourier bases from
the results of the numerical experiments in [69] and was one reason why problems with
higher numbers of electrons could not be treated.
Recently, in [195] Yserentant suggested a rescaling of the mixed Sobolev norm and the
general hyperbolic cross space. To this end, a scaled analog of the H1,rmix-norm, r ∈ {0, 1},
is introduced for s ∈ {−12 ,+12} with a scaling parameter Θ via
‖Ψ(N,MS)‖2H1,rmix,Θ,s =
∫
(RD)N
(
wmix,s
(
~k
Θ
))2 N∑
j=1
(
ω
(
kj
Θ
))2r |Ψˆ(N,MS)(~k)|2 d~k,
(3.32)
where wmix,s and ω are set corresponding to (3.30) and (2.11). Furthermore, the domain
K(N,MS)K,Θ :=
~k ∈ (RD)N :
(
wmix,− 1
2
(
~k
Θ
))2
+
(
wmix, 1
2
(
~k
Θ
))2
≤ K2
 (3.33)
in Fourier space describes a Cartesian product of two scaled regular hyperbolic crosses.
In the extreme case of totally parallel spin, i.e.MS ∈ {+N2 ,−N2 }, it degenerates into just
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Figure 3.1: The case D = 1 scaled (Θ > 1) and non-scaled (Θ = 1): Hyperbolic cross
sets K(N,MS)K,Θ according to (3.33) are depicted for two particles which possess
opposite spin (a), for two particles which possess parallel spin (b) and for
three particles which possess totally parallel spin (c)-(d).
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one scaled regular hyperbolic cross. For examples of the case of two and three particles
with D = 1 see Figure 3.1. The projection of a function f onto the scaled hyperbolic
cross space V(N,MS)K,Θ , i.e. the space of functions with vanishing Fourier transforms outside
the domain K(N,MS)K,Θ , is given by
PK(N,MS)K,Θ [f ](~x) =
(
1√
2pi
)3N ∫
(RD)N
ei~x
T ~kχK(N,MS)K,Θ
(~k)fˆ(~k) d~k
=
(
1√
2pi
)3N ∫
K(N,MS)K,Θ
ei~x
T ~kfˆ(~k) d~k
with the help of the characteristic function χ(N,MS)K,Θ on the domain K(N,MS)K,Θ . Then, in
the case of D = 3 with the projection PK(N,MS)K,Θ , the following error estimate is shown
in [195]:
Theorem 3.3 (Yserentant [195]). Let Ψ(N,MS) ∈ H1(N,MS) be an eigenfunction of the
electronic Schrödinger equation according to (3.16) which possesses a negative eigenvalue
E < 0. Then there exists a scaling parameter Θ such that the estimates of the approxi-
mation error measured in the L2-norm
‖Ψ(N,MS) − PK(N,MS)K,Θ [Ψ
(N,MS)]‖L2 ≤
2
√
e
K
‖Ψ(N,MS)‖L2 (3.34)
and of the approximation error measured in the H1-seminorm
|Ψ(N,MS) − PK(N,MS)K,Θ [Ψ
(N,MS)]|H1 ≤
2
√
e
K
Θ‖Ψ(N,MS)‖L2 (3.35)
hold.
In particular, there is a minimal scaling parameter Θ .
√
N max(N,Z) such that
the estimates (3.34) and (3.35) hold for all admissible eigenfunctions of corresponding
symmetry for negative eigenvalues [195], where Z =
∑Nnuc
q=1 Zq is total charge of the nuclei.
Especially, for an electronically neutral system we obtain Z = N and thus Θ . N3/2.
The scaling parameter Θ relates to the intrinsic length scale of the atom or molecule
under consideration; see [151, 195]. Let us note that the restriction to eigenfunctions of
the electronic Schrödinger Hamiltonian whose associated eigenvalues are strictly smaller
than zero is not a severe issue since such an assumption holds for bound-states, i.e. states
in the discrete spectrum. Also, compare Section 3.4.1 and [98, 163].
This surprising result shows that, with proper scaling in the norms and the associated
choice of a scaled hyperbolic cross, it is possible to get rid of the ‖Ψ(N,MS)K,Θ ‖H1,lmix-terms
on the right hand side of hyperbolic cross estimates of the type (3.31). Note that these
terms may grow exponentially with N whereas ‖Ψ(N,MS)K,Θ ‖L2 = 1. To derive semidiscrete
approximation spaces which, e.g. after scaling, overcome this problem is an important
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step towards any efficient discretization for problems with higher numbers of electrons.
Let us remark, however, that for Θ ≥ 1 at least the inclusion
K(N,MS)K,Θ ⊂ K(N,MS)Θmax(N↑,N↓)K,1
holds. See Figure 3.1 for two and three particle examples in the case D = 1. Hence,
for Θ ≥ 1 the scaled hyperbolic cross space V(N,MS)K,Θ is embedded in the non-scaled
hyperbolic cross space V(N,MS)
Θ
max(N↑,N↓)K,1
. Here, the parameter Θmax(N↑,N↓)K of the non-
scaled hyperbolic cross space grows exponentially with N2 ≤ max(N↑, N↓) ≤ N .
More recently, in [196] Yserentant improved his regularity results from Theorem 3.3
towards the expansion of a bound-state in terms of tensor products of eigenfunctions
B := {φµ : µ ∈ N} associated with increasing eigenvalues 0 < λ1 ≤ λ2 ≤ λ3 · · · of one
particle Schrödinger operators −∆ + V 2 with certain infinitely differentiable potential
functions V : R3 → R with V > 0 and lim|x|2→∞ V (x) = +∞. Here, B is an orthonormal
basis of L2(R3); see [151, 196]. Then, we can represent any f ∈ L2((R3)N ) as
f(~x) =
∑
~µ∈NN
f~µ
N∏
p=1
φµp(xp)
with the coefficients f~µ :=
〈∏N
p=1 φµp , f
〉
. In an analogous way to (3.32) and (3.33), a
scaled norm is introduced by
‖f‖2Ht,rmix,Θ,B :=
∑
~µ∈NN
 N↑∏
p=1
λµp
Θ2
t +
 N∏
p=N↑+1
λµp
Θ2
t N∑
p=1
λµp
Θ2
r |f~µ|2
for t ∈ {0, 1}, r ∈ {0, 1}, and a hyperbolic cross index set is defined by
Λ(N,MS)K,Θ,B :=
~µ ∈ NN :
N↑∏
p=1
λµp
Θ2
+
N∏
p=N↑+1
λµp
Θ2
≤ K2
 .
Furthermore, the corresponding hyperbolic cross approximation space V
Λ
(N,MS)
K,Θ,B
is defined
by the span of
{⊗N
p=1 φµp : ~µ ∈ Λ(N,MS)M,Θ,B
}
. Now, let Ψ(N,MS) ∈ H1(N,MS) a bounded-
state, i.e. an eigenfunction of the electronic Schrödinger equation according to (3.16)
which possesses a negative eigenvalue E < 0. Then, under the assumption that V (x) .
V˜ (x) for all x ∈ R3 with V˜ (x) := 1
Θ˜
exp
(∣∣∣ x
Θ˜
∣∣∣
2
)
with a scaling parameter Θ˜, there exists
a scaling parameter Θ such that the norms ‖Ψ(N,MS)‖H1,rmix,Θ,B , r ∈ {0, 1} are bounded by
‖Ψ(N,MS)‖2H1,rmix,Θ,B .
((
1 +
1
ΘΘ˜
)2
N2
)r
·
·
 ∑
s∈{+ 1
2
,− 1
2
}
∫
(R3)N
(Wmix,Θ,s(~x))2(Wiso,Θ(~x))2|Ψ(N,MS)|2 d~x
 <∞
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with
Wiso,Θ :=
√√√√1 + N∑
p=1
∣∣∣∣∣ V˜ (xp)Θ
∣∣∣∣∣
2
, Wmix,Θ,s :=

√∏N↑
p=1
(
1 +
∣∣∣ V˜ (xp)Θ ∣∣∣2) for s = +12 ,√∏N
p=N↑+1
(
1 +
∣∣∣ V˜ (xp)Θ ∣∣∣2) for s = −12 .
This result is shown in [196]. In addition, the following estimate with respect to the
approximation error measured in the H1-norm is deduced:
‖Ψ(N,MS) −Ψ(N,MS)
Λ
(N,MS)
K,Θ,B
‖H1 . ‖Ψ(N,MS) −Ψ(N,MS)
Λ
(N,MS)
K,Θ,B
‖H0,1mix,Θ,B
≤ 1
K
‖Ψ(N,MS) −Ψ(N,MS)
Λ
(N,MS)
K,Θ,B
‖H1,1mix,Θ,B ≤
1
K
‖Ψ(N,MS)‖H1,1mix,Θ,B ,
(3.36)
where Ψ(N,MS)
Λ
(N,MS)
K,Θ,B
denotes the best approximation of Ψ(N,MS) in V
Λ
(N,MS)
K,Θ,B
with respect to
the L2-norm, which is given by
Ψ(N,MS)
Λ
(N,MS)
K,Θ,B
=
∑
~µ∈NN\Λ(N,MS)K,Θ,B
Ψ(N,MS)~µ
N∏
p=1
φµp .
Let us note that the term ‖Ψ(N,MS)‖H1,1mix,Θ,B , besides the minimal scaling parameter Θ
[195, 196], does not directly depend on the decay behaviour of the Fourier transform
Ψˆ(N,MS) in Fourier space, but only on the decay behaviour of Ψ(N,MS) in real space.
Thus, compared to the term ‖Ψ(N,MS)‖Ht,1mix , t ∈ {
1
2 , 1} in estimate (3.31), the term
‖Ψ(N,MS)‖H1,1mix,Θ,B in estimate (3.36) does not directly depend on the weak derivatives of
the bounded-state Ψ(N,MS).
Now, we suppose that λµ ≤ C2µα3 , where 0 < α < 2 and C > 0; see [196]. Then, an
upper estimate for the number of degrees of freedom of the space V
Λ
(N,MS)
K,Θ,B
can be easily
deduced, e.g. with Θ¯ = Θ/C, 2L = K and the help of Lemma 2.2, in the form
∣∣∣Λ(N,MS)2L,Θ,B ∣∣∣ . 2 3α2LΘ¯N ( 3αL+N↑ log2(Θ¯)
)N↑−1( 3
α
L+N↓ log2(Θ¯)
)N↓−1
. 2 3α2LLN−1.
(3.37)
Note that we can set α = 1 if the one-particle basis set B is chosen as the eigenfunctions
of the harmonic oscillator, i.e. Hermite Gaussians [196].10 Similar to Section 2.5 the
10In [196], it is also shown that one can come arbitrarily close to α = 2, but cannot reach it.
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subspace A(N,MS)
(
V
Λ
(N,MS)
K,Θ,B
)
⊂ V
Λ
(N,MS)
K,Θ,B
with the partial antisymmetrizer as in (3.15),
is spanned by the orthonormal set√N↑N↓A(N,MS)
N⊗
p=1
φµp : ~µ ∈ ΛA
(N,MS)
K,Θ,B
 ,
where
ΛA
(N,MS)
K,Θ,B :=
{
~µ ∈ Λ(N,MS)K,Θ,B : µ1 < · · · < µN↑ , µN↑+1 < · · · < µN
}
.
Compare (2.86) and (2.82). Hence, similar to Lemma 2.10 the number of degrees of
freedom of the partially antisymmetric subspace is substantially reduced, i.e.∣∣∣∣AN,MS (VΛ(N,MS)K,Θ,B
)∣∣∣∣ ≤ 1N↑!N↓!
∣∣∣∣VΛ(N,MS)K,Θ,B
∣∣∣∣ .
Altogether, an upper estimate for the error measured in the H1-norm with respect to
the involved numbers of degrees of freedom, i.e.
‖Ψ(N,MS) −Ψ(N,MS)
Λ
(N,MS)
K,Θ,B
‖H1 .
(
M
(lnM)N−1
)−α
6
‖Ψ(N,MS)‖H1,1mix,Θ,B ,
where M denotes the number of degrees of freedom M :=
∣∣∣Λ(N,MS)2L,Θ,B ∣∣∣, follows from the
approximation and complexity order estimates (3.36) and (3.37) analogously to Lemma
2.8. Here, up to logarithmic terms the convergence rate is independent of the number of
electrons N and particularly almost the same as in the two-electron case. However, the
term ‖Ψ(N,MS)‖H1,1mix,Θ,B and the constants involved in the approximation and complexity
order estimates may still be exponentially dependent on the number of particles. Due
to these constants and the logarithmic term, such an expansion is only practical for a
moderate number of particles.
3.5 Summary
In this chapter we gave a review on different properties of the solutions of the electronic
Schrödinger equation. In particular, we recalled the regularity results of Yeserentant
with respect to eigenfunctions of the electronic Hamilton operator and discussed the
application of general sparse grid spaces as introduced in Section 2.3.2. Here, it turned
out that the convergence rate is up to logarithmic terms independent of the number of
electrons N and that it is particularly almost the same as in the two-electron case, i.e.
a rate of order of −16 for the error of the eigenfunction measured in the H1-norm and
thereby a rate of order of −13 for the minimal eigenvalue with respect to the involved
number of the degrees of freedom is obtained. However, the constants involved in the
approximation and complexity order estimates may still be exponentially dependent on
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the number of particles. Therefore, such a linear approximation scheme is only practical
for a moderate number of particles.
Let us remark here that it would also be possible to treat higher numbers of particles
if the wave functions would be in a weighted space equipped with finite-order weights of
sufficiently low order; see Section 2.5.2. Also, an adaptive method in the framework of
a nonlinear best M -term approximation approach might improve the convergence order
or the involved constants substantially. However, to our knowledge there is almost no
theory so far.
Let us note further that in quantum chemistry the difference of eigenvalues, e.g. ioniza-
tion and binding energies, are of main interest and not the eigenvalue itself. Hence, the
approximation and complexity estimates should be adapted to these cases in the future.
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In this thesis the primarily goal is the computation of approximations to the lowest
total energy (3.5) of molecular systems within the Born-Oppenheimer approximation.
To this end, we apply the Galerkin discretization to approximately compute the lowest
state given by the weak formulation of the electronic Schrödinger equation (3.16). Here,
corresponding to (3.19), we consider Galerkin approximations in a sequence of finite-
dimensional subspaces of the partially antisymmetric N -particle space. In this section
we introduce our new approach for the construction of such a sequence of subspaces. Note
that the application of a linear approximation scheme with the generalized sparse grid
spaces introduced in Section 2.3.2 is only practical for one or two particles (cf. Section
3.4.3). In order to treat higher numbers of particles our heuristic approach is based on
a particle-wise subspace splitting with finite-order weights and an h-adaptive refinement
scheme.
Note that the Galerkin discretization results in a generalized linear eigenvalue problem.
Hence, we first discuss the assembly of the matrices and the parallel solution of this eigen-
value problem. We further introduce an appropriate multiscale Gaussian frame to be used
within the discretization scheme. Then, we introduce and discuss new finite-dimensional
weighted approximation spaces. Finally, we present our new adaptive method and give
all its technical details.
4.1 Galerkin discretization
Let us now discuss a Galerkin discretization of the electronic Schrödinger equation
(3.12) with side conditions of partial antisymmetry. Here, according to Section 3.3
the variational formulation is used to obtain an approximation of the weak solution
(3.16) in a finite-dimensional subspace V ⊂ L2(N,MS) = A(N,MS)(L2((R3)N )). Now, let
B = {Φµ}µ∈Λ, Λ = {1, . . . ,M} be a basis of the finite-dimensional subspace V . Then,
the Galerkin discretization scheme results in a generalized linear eigenvalue problem in
matrix form with the so-called stiffness matrix A ∈ CM×M and the so-called mass matrix
B ∈ CM×M . It reads as
Av = E˜Bv, (4.1)
where v ∈ CM denotes an eigenvector and E˜ ∈ C its associated eigenvalue. Here, for
each pair of indices µ, ν ∈ Λ and associated functions Φµ,Φν ∈ B an entry in the stiffness
matrix A and an entry in the mass matrix B is given by
(A)µ,ν := 〈Φµ, HΦν〉L2 , (B)µ,ν = 〈Φµ,Φν〉L2 . (4.2)
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An eigenvector v = (v1, . . . , vM )T represents a function Ψ(v) ∈ V which reads as
Ψ˜(v) :=
M∑
µ=1
vµΦµ. (4.3)
In the case of the electronic Hamilton operator (3.3) the resulting generalized linear
eigenvalue problem (4.1) is Hermitian, i.e. A is Hermitian, B is Hermitian and positive
semi-definite, and hence E˜ ∈ R. Furthermore, as already mentioned in Section 3.2,
in the case of the spin independent electronic Hamilton operator as given in (3.3) it
is sufficient to consider real-valued state functions Ψ : (R3)N → R only. Hence, from
now on we restrict ourselves to real-valued functions. Therefore, we can assume that
Φµ : (R3)N → R, A ∈ RM×M , B ∈ RM×M and v ∈ RM .
For m ≤ M let Ψ(1), . . . ,Ψ(m) denote orthonormal eigenfunctions associated with the
smallest m eigenvalues E(1) ≤ · · · ≤ E(m) in the discrete spectrum corresponding to
(3.16).1 Let further v(1), . . . , v(M) denote B-orthonormal eigenvectors, i.e. v(µ)∗Bv(ν) =
δµ,ν , associated with the M eigenvalues E˜(1) ≤ · · · ≤ E˜(M) of the discrete Hermitian
generalized linear eigenvalue problem (4.1). Then, as discussed in [192], the eigenvalues
E˜(1) ≤ · · · ≤ E˜(m) and the functions Ψ˜(v(1)), . . . , Ψ˜(v(m)) ∈ V given by the eigenvectors
v(1), . . . , v(m) with (4.3) can be seen as an approximation of the eigenvalues E(1) ≤ · · · ≤
E(m) and its associated eigenfunctions Ψ(1), . . . ,Ψ(m). Here, it particularly holds that
E(µ) ≤ E(µ) for all 1 ≤ µ ≤M . Note that we are primarily interested in an approximation
of the lowest state, i.e. the case of m = 1; compare (3.19).
4.1.1 Löwdin rules
For fixed (N,MS) we now consider the assembly of the matrices in the framework of a
Galerkin approximation in a subspace of the partially antisymmetric N -particle space
L2(N,MS). In this thesis we compute the entries of the stiffness and the mass matrices
(4.2) with the help of the so-called Löwdin rules [126] for Slater determinants. Here, an
N -particle integral over a product of Slater determinant is reduced to the computation
of determinants of matrices with entries put together from values of certain one- and
two-particle integrals. This is explained in more detail in the following.
To this end, let us first introduce appropriate partially antisymmetric N -particle basis
functions of subspaces in L2(N,MS). Let Λ(N,MS) be a finite subset of
Z(N,MS) :=
{
~µ ∈ ZN : µ1 < · · · < µN↑ , µN↑+1 < · · · < µN
}
(4.4)
with |Λ(N,MS)| = M and let BL2 = {φµ}µ∈Z be a basis of the one-particle space L2(R3).
Analogously to (2.82), let V(N,MS) be spanned by
B(N,MS) :=
{
Φ(N,Ms)~µ : ~µ ∈ Λ(N,MS)
}
, Φ(N,Ms)~µ := A˜
(N,MS)
N⊗
p=1
φµp , (4.5)
1Here, we assume that for m ≥ µ ≥ 2 all eigenvectors associated with the eigenvalues E(ν) < E(µ) are
in span{Ψ(1), . . . ,Ψ(µ−1)}.
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where, similar to (2.85) and (3.15), A˜(N,MS) denotes the normalized partial antisym-
metrizer given by
A˜(N,MS)f(~x) := (N↑!N↓!)
1
2A(N,MS)f(~x) = (N↑!N↓!)−
1
2
∑
P∈S(N,MS)
(−1)|P |f(P~x). (4.6)
Then, according to Section 2.5, V(N,MS) is a finite-dimensional subspace of the par-
tially antisymmetric N -particle space L2(N,MS). Also, B(N,MS) is linearly independent
and thereby builds a basis of V(N,MS). Note that if A˜ is applied to a tensor product of
one-particle functions then the resulting partially antisymmetric N -particle function can
be written as a product of two Slater determinants (2.86). In this way, we obtain
Φ(N,Ms)~µ (~x) = A˜
(N,MS)
N⊗
p=1
φµp(~x)
=
1√
N↑!
N↑∧
p=1
φµp ⊗
1√
N↓!
N∧
p=N↑+1
φµp (~x)
=
1√
N↑!
∣∣∣∣∣∣∣
φ1(x1) . . . φN↑(x1)
...
. . .
...
φ1(xN↑) . . . φN↑(xN↑)
∣∣∣∣∣∣∣
1√
N↓!
∣∣∣∣∣∣∣
φ1(xN↑+1) . . . φN (xN↑+1)
...
. . .
...
φ1(xN ) . . . φN (xN )
∣∣∣∣∣∣∣
(4.7)
for the basis functions, which can also be written in the form
Φ(N,Ms)~µ (~x) =
1√
N↑!N↓!
∣∣∣∣∣∣∣∣∣∣∣∣
φ1(x1) ... φN↑ (x1) 0 ... 0
...
. . .
...
...
. . .
...
φ1(xN↑ ) ... φN↑ (xN↑ ) 0 ... 0
0 ... 0 φ1(xN↑+1) ... φN (xN↑+1)
...
. . .
...
...
. . .
...
0 ... 0 φ1(xN ) ... φN (xN )
∣∣∣∣∣∣∣∣∣∣∣∣
. (4.8)
Let us now discuss the application of the Löwdin rules to compute the entries of the
system matrices associated with a set of basis functions, which is given with the help of
products of Slater determinants as in (4.7) or (4.8). To this end, for k ≤ N let ok denote
a Hermitian k-particle operator, which applies directly to a k-particle function and is
symmetric with respect to permutations of particles. Now, we introduce a Hermitian
N -particle operator
Ok :=
∑
1≤p1<···<pk≤N
ok(p1, . . . , pk),
where ok(p1, . . . , pk) denotes the k-particle operator which, albeit applied to anN -particle
wave function, only acts on its p1-th, . . . , pk-th particle components. Note that Ok is
then also symmetric with respect to permutations of particles. For a vector of one-
particle functions ~ψ = (ψ1, . . . , ψN )T , let A˜(N,Ms)[~ψ] denote the partially antisymmetric
N -particle function A˜(N,MS)
⊗N
p=1 ψp. Now, let us consider the computation of 〈Ψ˜, Ψ〉
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and 〈Ψ˜, OkΨ〉 for fixed partially antisymmetric N -particle functions Ψ˜ := A˜(N,Ms)[ ~˜ψ],
Ψ := A˜(N,Ms)[~ψ]. Here, to shorten notation we introduce the function
s : N → {+12 ,−12} : p 7→
{
+12 for p ∈ N↑,
−12 for p ∈ N↓,
where N↑ := {1, . . . , N↑} and N↓ := {N↑+ 1, . . . , N}. We further introduce two different
matrices for the fixed Ψ, Ψ˜: First, an overlap matrix S ∈ RN×N given by
(S)p,q :=
〈
ψ˜p , ψq
〉
L2(R3)
δs(p),s(q) (4.9)
and second, a k-particle operator matrix Ok ∈ R(
N
k )×(Nk ) given by2
(Ok)u,v := (−1)|P |
∑
P∈Sk
ok(p1, . . . , pk, qP (1), . . . , qP (k)) (4.10)
with
ok(p1, . . . , pk, q1, . . . , qk) :=
〈
k⊗
j=1
ψ˜pj , ok
k⊗
j=1
ψqj
〉
L2((R3)k)
k∏
j=1
δs(pj),s(qj) (4.11)
for u = {p1, . . . , pk} ⊂ N , p1 < · · · < pk and v = {q1, . . . , qk} ⊂ N , q1 < · · · < qk. Note
that in [126], with the help of (3.17) and the general Laplace expansion3, it is shown that
a matrix element associated with the operator Ok with respect to two Slater determinants
can be written in terms of determinants of matrices with entries put together from values
of k-particle integrals. In the same way we obtain the relation〈
Ψ˜ , OkΨ~ν
〉
L2((R3)N )
= tr
(
Okadj[k](S)
)
(4.12)
for fixed Ψ˜ = A˜(N,Ms)[ ~˜ψ], Ψ~ν = A(N,Ms)[~ψ], where tr(M) denotes the trace of a square
matrix M and adj[k](M) denotes the k-th order adjungate of a matrix M ∈ RN×N . In
particular adj[k](M) is in R(
N
k )×(Nk ) and for u = {p1, . . . , pk} ⊂ N , p1 < · · · < pk and
v = {q1, . . . , qk} ⊂ N , q1 < · · · < qk it holds the identity
(adj[k](M))u,v = (−1)
P
q∈v q+
P
p∈u pM (v,u),
where M (u,v) denotes the (u, v) minor of M . The (u, v) minor of M is defined as the
determinant of the submatrix formed by removing rows and columns from M associated
with indices in u and v, respectively. In particular, for |u| = |v| = k, M (u,v) is then a
2Note that we label an entry of a
`
N
k
´ × `N
k
´
matrix by a pair of sets. Here, one may associate a set
u = {p1, . . . , pk} ⊂ N , p1 < · · · < pk with the index 1 ≤
Pk
j=1
`
pk
k
´ ≤ `N
k
´
.
3A general Laplace expansion of a determinant of an N ×N matrix M to a set u ⊂ N , |u| = k is given
by |M | = Pv⊂N ,|v|=k(−1)Pp∈u p+Pq∈v qM (N\u,N\v)M (u,v), where M (u,v) denotes the (u, v) minor
of M .
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so-called (N − k)-th order minor. Note that a k-th order cofactor is a signed (N − k)-th
order minor, i.e. (−1)
P
q∈v q+
P
p∈u pM (u,v), and a so-called k-th order compound matrix
M [k] is formed by all minors of order (N − k) of a matrix M , i.e. (M [k])u,v = M (u,v).
We can write the electronic Hamilton operator (3.3) as
H = O1 +O2,
where we set
o1 = −12∆x −
Nnuc∑
j=1
Zj
|x−Rj | ,
for the one-particle operator and
o2 =
1
|x− y|
for the two-particle operator. Where we clearly see that o2(p, q) = o2(q, p). Thus,
concerning the computation of the entries (4.2) for Φ(N,MS)~µ ,Φ
(N,MS)
~ν ∈ B(N,MS), we focus
on the cases of order k ≤ 2. We set Ψ˜ = Φ(N,MS)~µ , Ψ = Φ(N,MS)~µ and with the help of
(4.12) we particularly obtain the relations〈
Φ(N,MS)~µ , Φ
(N,MS)
~ν
〉
= |S|, (4.13)〈
Φ(N,MS)~µ , O1Φ
(N,MS)
~ν
〉
= tr (O1adj(S)) , (4.14)〈
Φ(N,MS)~µ , O2Φ
(N,MS)
~ν
〉
= tr
(
O2adj[2](S)
)
, (4.15)
where S ∈ RN×N as in (4.9) and O1 ∈ RN×N , O2 ∈ R(
N
2 )×(N2 ) as in (4.10). The
complexity of the computation of an entry of the mass matrix B according to (4.13) is of
order O(N3), since in the worst case it is equal to the complexity of the computation of a
determinant of a full N ×N matrix. The complexity of the computation an entry of the
stiffness matrix A is dominated by the computation of the term associated with the two-
particle operator. Here, a direct application of (4.15), i.e. the computation of the
(
N
2
)2
entries of O2 and for each entry a computation of a determinant of a (N − 2)× (N − 2)
submatrix of S, results in a complexity order of O(N7). Note that for the computation of
the term associated with the one-particle operator, the direct application of (4.14) yields
a complexity order of O(N5).
However, in [181], based on the work [155], a factorization of the form4 LSU = D is
used for the efficient computations of cofactors. Here, L denotes an N ×N matrix with
|L| = 1, U denotes a N × N matrix with |U | = 1 and D denotes a diagonal N × N
matrix. This, results in an overall complexity of order O(N4), i.e. O(N3) for (4.14)
and O(N4) for (4.15). Here, in the case of non-singular S, for example, the relations
adj(S) = Uadj(D)L and adj[2](S) = U [2]adj[2](D)L[2] are utilized.
4In this framework a factorization LSU = D is typically used which is constructed by biorthogonal-
ization [155, 181]. Here, L is a lower triangular matrix with unit diagonal, U is an upper triangular
matrix with unit diagonal and D is a diagonal matrix.
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Note further that for a pair of partially antisymmetric basis functions Ψ˜ = A˜(N,Ms)[ ~˜ψ]
and Ψ = A˜(N,Ms)[~ψ], there may orthogonality be present for a subset of pairs of the
involved one-particle functions, i.e. 〈ψ˜p , ψq〉 = 0 for (p, q) ∈ ΛO ⊂ N 2. Then, the overlap
matrix can be brought to block diagonal form and the block structure can be exploited
to speed up the computation of the elements of the stiffness and the mass matrix [44].
Let us remark that in the special case where the one-particle functions are taken form
a biorthonormal set, the overlap matrix S is just a permutation of a diagonal matrix D
with (D)p,p ∈ {0, 1} and hence the Löwdin rules reduce to the well-known Slater-Condon
rules [35, 166]. Here, in the worst case the overall computational complexity is of order
O(N2).
Hence, a further possibility to gain an efficient computation of the matrix entries of the
system matrices associated with a pair of partially antisymmetric N -particle functions
Ψ˜ = A˜(N,Ms)[ ~˜ψ] and Ψ = A˜(N,Ms)[~ψ] is to biorthogonalize [152] or biorthonormalize [15]
the involved one-particle functions. To this end, a singular value decomposition of the
overlap matrix can be employed, i.e. D = U∗SV , where D denotes a diagonal matrix
and U , V denote unitary matrices. Then, the computation of the entries of the system
matrices with respect to the transformed partially antisymmetric N -particle functions
Ψ˜ = A˜(N,Ms)[U ~˜ψ] and Ψ = A˜(N,Ms)[V ~ψ] can be performed in an analogous way to the
Slater-Condon rules [152]. Note however that then the two-particle integrals need to be
transformed as well, which again may result in an overall computational complexity of
order O(N4); see e.g. [44, 152, 155, 181].
Nevertheless, since we deal in this thesis with a moderate number of particles only, and
the involved matrices are not sparse, we employ the Löwdin rules, i.e. relations (4.13),
(4.14) and (4.15), directly. Here, we just make use of the known structure of the zero
elements of the matrices due to partial antisymmetry; compare (4.9) and (4.11).
4.1.2 Parallel eigenvalue solvers
For the computation of the smallest m eigenvalues of the resulting discrete general linear
eigenvalue problem (4.1), we invoke the scalable library for eigenvalue problem computa-
tions (SLEPc) [91]. The parallel software package SLEPc is an extension of the parallel
software package PETSc [8–10], which supports the MPI standard [78] for message-
passing communication. In this way, we are able to use only one interface for the applica-
tion of different eigenvalue solvers together with several spectral transformations and vari-
ous preconditioners. For example, SLEPc provides an interface to the well-known sequen-
tial library LAPACK [4] and to parallelized variants of the Krylov-Schur method [89, 168].
It further provides an interface to the well-known ARPACK/PARPACK [122, 131] li-
brary, which is a parallel implementation of a variant of the implicitly restarted Arnoldi
method, and it particularly provides a wrapper to the software package BLOPEX, which
is an implementation of the parallelized locally optimal block preconditioned conjugate
gradient method (LOBPCG) [109]. Note that the SLEPc5 wrapper for BLOPEX makes
5Note that we use in this work the release version 2.3.3 of SLEPc, which is based on the release version
2.3.3 of PETSc.
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the LOBPCG method only available in the case of the standard eigenvalue problem
(Av = Ev) with a real symmetric stiffness matrix (A∗ = AT = A). Hence, to solve
the generalized linear eigenvalue problem (4.1), we improved the implementation of the
BLOPEX interface in SLEPc to also deal with eigenvalue problems Av = EBv with a
real symmetric stiffness matrix A and a real symmetric positive definite mass matrix B.
In this thesis we mainly apply the LOBPCG method with a symmetric preconditioner
P ≈ (A − λB)−1 with λ chosen such that P is positive definite. Here, we perform a
Cholesky decomposition of (A − λB) to apply the preconditioner P in an efficient way.
Note that we have to treat full matrices within this thesis. Hence, we use the soft-
ware package PLAPACK [180], which includes a parallel implementation of the Cholesky
decomposition for full matrices.
Besides the LOBPCG method, we also employ the Krylov-Schur method as imple-
mented in SLEPc and the Arnoldi method as implemented in the ARPACK/PARPACK
library for benchmarking reasons. Here, we particularly use a spectral transformation
by a shift-and-invert operator. In this way, the largest m eigenvalues of the symmet-
ric matrix (A − λB)−1B have to be determined and then transformed back to obtain
the smallest m eigenvalues of the generalized linear eigenvalue problem Av = EBv [88].
Here, we again assume that λ is chosen such that (A−λB) is positive definite. To apply
the symmetric operator (A − λB)−1, we again employ the Cholesky decomposition as
implemented in PLAPACK.
Note that we perform the assembly of the system matrices A and B in parallel in a
straightforward way. Note finally that in the case of dealing with sparse system matrices
A and B, one may invoke a parallelized incomplete Cholesky decomposition, e.g. as
implemented in the parallel software library BlockSolve95 [102]. For a further discussion
on algebraic eigenvalue problems see, for example, the practical guide [7] and the survey
on software packages [90].
4.2 Multiscale Gaussian frame
Motivated by the regularity results by Yserentant [193] a hyperbolic cross approach to
treat the electronic Schrödinger equation in a periodic setting using the Fourier basis is
applied in [69]. Here, it turns out that the need of a global refinement for the resolution
of the electron-nuclei and the electron-electron cusps leads to huge constants, which
limits this approach to just one particle in practice. Note that wavelet-type frames
allow for local resolution.6 Hence, in [67] a hyperbolic cross approach similar to the
one introduced in Section 2.3 based on the Meyer-wavelet family (cf. Appendix B.2) is
studied in practice. Here, it turns out that, although the wavelet system allows to resolve
the cusps locally, the sub-exponential decay of the basis functions in real space and the
expensive numerical integration of the one-particle operator integrals and in particular
of the two-particle operator integrals leads to impractical huge constants.
Therefore, in this thesis we introduce a wavelet-like frame using Gaussians, which
6For a further reading on multiresolution analysis, wavelet-type frames and wavelets see Appendix B
and the monographs [32, 37, 87, 130, 139], for example.
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exhibits exponential decay in real space as well as in Fourier space and in particular,
allows for local adaptivity and the computation of all inner products by analytic formulae.
Note that from the Balian-Low theorem there follows that no orthonormal frame with
exponential decay in real space and also in Fourier space exists; see e.g. [87].
4.2.1 Gaussians in multiresolution analysis
In the following we shortly review the application of Gaussians in the framework of
multiresolution analysis approaches.
To this end, let us first introduce the L2-normalized one-dimensional Gaussian for a
given deviation parameter σ > 0 by7
gσ : R→ R : x 7→ 1√
σ
√
pi
e−
1
2σ2
x2 , (4.16)
where its Fourier transform reads as
gˆσ : R→ R : k 7→ 1√
σ−1
√
pi
e−
1
2
σ2k2 .
Furthermore, for a deviation parameter σ > 0 we introduce an isotropic Gaussian in the
one-particle space L2(RD) in the form
Gσ : RD → R : x 7→
(
D⊗
d=1
gσ
)
(x), (4.17)
which is particularly rotationally symmetric, i.e. Gσ(x) = Gσ(y) for all x,y ∈ RD with
|x|2 = |y|2. Note that, using the tensor product structure, the rotational symmetry
and the Fourier transform of a one-particle isotropic Gaussian, analytic formulae can
be derived for all one- and two-particle integrals involved in the Löwdin rules for prod-
ucts of Slater determinants of one-particle isotropic Gaussians with different deviation
parameters. For details see Appendix C.1.
Furthermore, let us recall some definitions and well-known properties of frames (cf.
[32, 37, 87, 130, 139]). A family of functions {φµ}µ∈Λ, Λ ⊂ Z in a separable Hilbert
space V is a frame, if there exist frame bounds C1, C2 > 0 such that for any f ∈ V the
relation
C1‖f‖2V ≤
∑
µ∈Λ
|〈φµ , f〉V |2 ≤ C2‖f‖2V (4.18)
holds. In particular, the so-called frame operator F[f ] :=
∑
µ∈Λ〈φµ , f〉V φν is then
invertible. Here, the family of functions {φ˘µ := F−1φµ}µ∈Λ is called the dual-frame and
for every f ∈ V it holds the reconstruction formulae
f =
∑
µ∈Λ
〈φ˘µ , f〉V φµ =
∑
µ∈Λ
〈φµ , f〉V φ˘µ.
7Note that the L1-normalized one-dimensional Gaussian 1
σ
√
2pi
e
− 1
2σ2
(x−µ)2 is the probability normal
distribution of a normally distributed random variable with expected value µ, variance σ2 and so
standard deviation σ.
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A frame with frame constants C1 = C2 is called a tight frame. Note that a tight frame
with frame constants C1 = C2 = 1 is in particular an orthonormal basis.
Now, let us remark that multiresolution analysis and wavelet-type decompositions
are based on a family of shift-invariant spaces [42, 116]. Here, for a so-called gen-
erating function ϕ ∈ L2(RD) the family {V h(ϕ)}h>0 is a so-called ladder of princi-
pal shift-invariant spaces generated by ϕ, where V h(ϕ) is defined as the L2-closure of
span
{
ϕ(·/h− j) : j ∈ ZD}. Let further ϕ be a sufficiently smooth and rapidly decaying
function which satisfies the so-called moment condition: a generating function ϕ satisfies
the moment condition of order m ∈ N0 if for c > 0∫
RD
ϕ(x) dx = c and
∫
RD
xaϕ(x) dx = 0,∀a ∈ ND0 , 1 ≤ |a|1 < m, (4.19)
which is particularly equivalent to ϕˆ(0) = c and Dαϕˆ(0) = 0, ∀a ∈ ND0 , 1 ≤ |a|1 < m.
Then, concerning the approximation properties of the ladder {V h(ϕ)}h>0, approximation
rates of order m can be guaranteed up to some saturation error; see e.g. [135]. For
example, it follows for ϕσ := ϕ(·/σ) that for any  > 0 there exists σ′ > 0 such that for
all σ > σ′ the estimate
inf
fh∈V h(ϕσ)
‖f − fh‖L2 . ((σh)m + ) ‖f‖Hm
holds for any f ∈ Hm(RD), m > D/2. In particular, for  sufficiently small numerical
computations behave like a converging approximation process within the framework of
the approximation in a so-called stationary ladder {V h(ϕσ)}h>0. Moreover, in order to
derive convergence, one considers a so-called nonstationary ladder {V h(ϕσ(h))}h>0. Here,
the dilation parameter σ should be chosen dependent on h, i.e. σ = σ(h), such that the
saturation error is eliminated; see e.g. [135]. For a further discussion on Sobolev spaces
and shift-invariant subspaces see e.g. [39, 97, 135]. For a Gaussian chosen as generating
function, see especially [22]. For the stationary case, see particularly [133] and for the
nonstationary case, see [100].
In order to obtain a multiresolution analysis generated by a family of one-particle func-
tions {ϕσ(l)}l∈Z, we consider the family {Vl(ϕσ(l))}l∈Z of shift-invariant spaces Vl(ϕσ(l)) :=
V 2
−l
(ϕσ). Here, the usual assumptions are that closL2
(⋃
l∈Z Vl
)
= L2(RD), ⋂l∈Z Vl =
{0} and that the so-called refinement relation Vl ⊂ Vl+1 holds; compare also Appendix
B.1. Then, we define a sequence of so-called detail or wavelet spaces Wl ⊂ Vl+1, l ∈ Z
by direct sum decompositions Vl ⊕Wl = Vl+1 for all l ∈ Z.8 In this way, for example
we obtain the direct sum decomposition VL = VL0 ⊕
⊗L
l=L0
Wl for L0 < L ∈ Z. For
a further reading on a nonstationary multiresolution analysis using a Gaussian and on
families of non-refinable shift-invariant spaces, see [33] and [40], respectively.
Now, if σ(l) is held fixed for all l ∈ Z, then the corresponding multiresolution analysis
is called stationary, i.e. if the family {Vl(ϕσ)}l∈Z is obtained by dilating the same space
V0 = V 1(ϕσ) for a fixed σ > 0 (cf. Appendix B.1). In this case, the refinement relations
8Note that it is common to use the orthogonal direct sum decomposition here, i.e. Vl⊕Wl = Vl+1 with
Vl⊥Wl.
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reduce to the two-scale refinement relation V0 ⊂ V1 and hence, the generating one-particle
function ϕσ has to satisfy the two-scale refinement equation
ϕσ(x) =
∑
j∈ZD
cjϕσ(2x− j).
Note that the generating function ϕσ is then also called scaling function. In particular, the
Gaussian does not fulfill the two-scale refinement equation and thereby, is not a scaling
function [87, 130]. However, an isotropic Gaussian Gσ satisfies the two-scale refinement
equation up to an error, which can be made smaller than any  > 0 by choosing σ
sufficiently large. In [134] this idea is employed to introduce an approximate stationary
multiresolution analysis using Gaussians and to construct approximate wavelets. Such
an approximate wavelet can be defined in terms of anisotropic Gaussians with complex-
valued arguments, that is in terms of type e−(A(x−z))T (x−z) with an appropriate positive-
definite matrix A ∈ CD×D and a vector z ∈ CD. For a further reading on approximate
wavelet decomposition, see [135].
Furthermore, a method for the construction of wavelet-like bases and frames with the
help the well-known small perturbation principle is proposed in [118, 119]. Here, the idea
is to approximate every frame element φµ of a given frame {φµ}µ∈Λ for a space V by an
appropriate function φ˜µ such that the new system {φ˜µ}µ∈Λ also builds a frame for the
space V . In particular, the new functions φ˜µ can be constructed by linear combinations
of a fixed small number of shifts and dilates of a sufficiently smooth and rapidly decaying
generating function ϕ like, for example, the Gaussian function.
Such new wavelet-like systems have been in detail discussed for the case of isotropic
homogeneous Besov and Triebel-Lizorkin spaces [178] in [118, 119]. Note that an obvious
modification of this method produces frames for inhomogeneous Triebel-Lizorkin and
Besov spaces as well. Note further that these spaces also include the isotropic Sobolev
spaces Hr; compare Appendix A.2. In addition, in [119] the boundedness and invert-
ibility of the frame operator F˜[f ] :=
∑
µ∈Λ〈φ˜µ , f〉φ˜ν on Triebel-Lizorkin and Besov
spaces is studied. Furthermore, necessary and sufficient conditions which determine if
the membership of an f ∈ S ′ of a certain Triebel-Lizorkin or Besov space can be charac-
terized by the size of the new frame coefficients {〈F˜−1[φ˜µ] , f〉}µ∈Λ, i.e. if the dual system
{F˜−1[φ˜µ]}µ∈Λ is a frame itself. Especially, new frames are discussed, which are built by
an approximation of frames stemming from a smooth partition of unity in Fourier space
similar to that introduced in Section 2.3. Here, let
{ϕj(x) := ϕ(x− j)}j∈ZD ∪
⋃
z∈Z
{
ψ
[z]
l,j (x) := 2
Dl
2 ψ[z](2lx− j)
}
l∈N0,j∈ZD
be a frame for L2(RD) formed by dilation and translation of a generating function ϕ ∈
Cm(RD) and wavelet-like functions ψ[z] ∈ Cm(RD), z ∈ Z := {0, 1}n \ 0, which also
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fulfill the following standard assumptions
|Daϕ(x)| ≤ C(1 + |~x|2)−m1 , |a|1 ≤ m2,∣∣∣Daψ[z](x)∣∣∣ ≤ C(1 + |~x|2)−m1 , |a|1 ≤ m2, z ∈ Z,∫
RD
xaψ[z] = 0, |a|1 < m
with appropriate values for the parameters m1,m2,m ∈ N. Note that the behavior of the
decay and the numberm of vanishing moments is related to the approximation properties
of a wavelet; see e.g. [130]. Let further
{ϕ˜j := ϕ˜(x− j)}j∈ZD ∪
⋃
z∈Z
{
ψ˜
[z]
l,j := 2
Dl
2 ψ˜[z](2lx− j)
}
l∈N0,j∈ZD
(4.20)
be a system formed by dilation and translation of a generating function ϕ˜ ∈ Cm(RD) and
functions ψ[z] ∈ Cm(RD), z ∈ Z, which satisfy the following approximation conditions
|Daϕ˜(x)−Daϕ(x)| ≤ (1 + |~x|2)−m1 , |a|1 ≤ m2,∣∣∣Daψ˜[z](x)−Daψ[z](x)∣∣∣ ≤ (1 + |~x|2)−m1 , |a|1 ≤ m2, z ∈ Z,∫
RD
xaψ˜[z] = 0, |a|1 < m.
In [119] it is shown that for sufficiently small  > 0 and sufficiently large m1,m2,m,
the system (4.20) also constitutes a frame for L2(RD). Furthermore, certain Besov and
Triebel-Lizorkin spaces can be characterized by the size of the corresponding frame coeffi-
cients. In particular, in [118] new basis functions are considered, which are constructed by
an approximation in terms of shifted and dilated isotropic Gaussians, i.e. ϕ(x) = e−|x|22 ,
of an isotropic one-particle Meyer-wavelet basis. Moreover, it is discussed how this newly
constructed basis can be utilized in the framework of a nonlinear best M -term approxi-
mation.
In the following motivated by the approach based on the principle of small perturba-
tions, we introduce certain multiscale Gaussian frames and shortly discuss their applica-
tion to the electronic Schrödinger equation in the framework of a generalized hyperbolic
cross approach similar to that considered in Section 2.3. Note that in Section 2.3.1 we
considered multiscale systems B
V T ;RL;J
for spanning general sparse grid spaces as in (2.50).
These systems are particularly based on a partition of unity on (RD)N , which is given
by tensor products of a partition of unity on RD; compare (2.28) and (2.29).
4.2.2 One-particle multiscale Gaussian frame
Here, we consider certain families of functions in the one-particle space L2(RD). With
the help of continuous square integrable one-particle functions ϕ and ψ[z] for z ∈ Z :=
{0, 1}D \ 0 we introduce a family of functions by{
ϕj : j ∈ ZD
} ∪ ⋃
z∈Z
{
ψ
[z]
l,j : l ∈ N0, j ∈ ZD
}
, (4.21)
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where we set
ϕj(x) := c
D
2 ϕ(cx− bj), ψ[z]l,j := (c2l)
D
2 ψ[z](c2lx− bj)
with a scaling constant c > 0 and a dilatation constant b > 0. For such a family of
one-particle functions we estimate the corresponding frame bounds analogously to the
analysis in [37]. Here, to shorten notation we introduce
α˜[f ] :=
∑
j∈ZD
|〈ϕj , f〉|2 +
∑
z∈Z,l∈N0,j∈ZD
|〈ψ(z)l,j , f〉|2,
and we set γl := c2l for l ∈ N0 and b˜ := 2pib . We obtain
α˜[f ] =
∑
j∈ZD
|〈ϕˆj , fˆ〉|2 +
∑
z∈Z,l∈N0,j∈ZD
|〈ψˆ(z)l,j , fˆ〉|2
=
∑
j∈ZD
γ−D0
∣∣∣∣∣∣
∫
[0,b˜γ0]D
eibγ
−1
0 j
Tk
∑
j′∈ZD
(
ϕˆ(γ−10 k+ b˜j
′)
)∗
fˆ(k+ b˜j′γ0)
∣∣∣∣∣∣
2
dk
+
∑
z∈Z,l∈N0,j∈ZD
γ−Dl
∣∣∣∣∣∣
∫
[0,b˜γl]D
eibγ
−1
l j
Tk
∑
j′∈ZD
(
ψˆ[z](γ−1l k+ b˜j
′)
)∗
fˆ(k+ b˜j′γl)
∣∣∣∣∣∣
2
dk
= b˜D
( ∑
j′∈ZD
∫
RD
fˆ(k)
(
fˆ(k+ b˜j′γ0)
)∗ (
ϕˆ(γ−10 k)
)∗
ϕˆ(γ−10 k+ b˜j
′) dk
+
∑
z∈Z,l∈N0,j′∈ZD
∫
RD
fˆ(k)
(
fˆ(k+ b˜j′γl)
)∗ (
ψˆ[z](γ−1l k)
)∗
ψˆ[z](γ−1l k+ b˜j
′) dk
)
= b˜D
∫
RD
|fˆ(k)|2α(k) dk+R[f ],
(4.22)
where we set
α(k) := |ϕˆ(γ−10 k)|2 +
∑
z∈Z,l∈N0
|ψˆ[z](γ−1l k)|2
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and R[f ] denotes all the remaining terms. Here, with the help of the Cauchy-Schwarz
inequality, a bound for |R[f ]| can be deduced in the form
|R[f ]| = b˜D
∣∣∣∣∣ ∑
j′∈ZD\0
∫
RD
fˆ(k)
(
fˆ(k+ b˜j′γ0)
)∗ (
ϕˆ(γ−10 k)
)∗
ϕˆ(γ−10 k+ b˜j
′) dk
+
∑
z∈Z,l∈N0,j′∈ZD\0
∫
RD
fˆ(k)
(
fˆ(k+ b˜j′γl)
)∗ (
ψˆ[z](γ−1l k)
)∗
ψˆ[z](γ−1l k+ b˜j
′) dk
∣∣∣∣∣
≤ b˜D
∑
j′∈ZD\0
(
β˜[f ](b˜j′)β˜[f ](−b˜j′)
) 1
2
≤ b˜D‖f‖2L2
∑
j′∈ZD\0
(
β(b˜j′)β(−b˜j′)
) 1
2
,
(4.23)
where to shorten notation we set
β˜[f ](k′) :=
∫
RD
|fˆ(k)|2(|ϕˆ(γ−10 k)||ϕˆ(γ−10 k+ k′)|
+
∑
z∈Z,l∈N0
|ψˆ[z](γ−1l k)||ψˆ[z](γ−1l k+ k′)|
)
dk
and
β(k′) := sup
k∈RD
(|ϕˆ(γ−10 k)||ϕˆ(γ−10 k+ k′)|+ ∑
z∈Z,l∈N0
|ψˆ[z](γ−1l k)||ψˆ[z](γ−1l k+ k′)|
)
.
Then, with the help of (4.22) and (4.23) we obtain the inequalities
inf
f∈L2(RD)\0
‖f‖−2L2 α˜[f ] ≥
(
2pi
b
)D inf
k∈RD
α(k)−
∑
j′∈ZD\0
(
β(2pib j
′)β(−2pib j′)
) 1
2
 , (4.24)
sup
f∈L2(RD)\0
‖f‖−2L2 α˜[f ] ≤
(
2pi
b
)D sup
k∈RD
α(k) +
∑
j′∈ZD\0
(
β(2pib j
′)β(−2pib j′)
) 1
2
 (4.25)
with which the following lemma can be proved in a similar way to [37]:
Lemma 4.1. Let ϕ and ψ[z] for z ∈ Z be continuous one-particle functions such that
inf
k∈RD
α(k) > 0, sup
k∈RD
α(k) <∞
and such that β(k′) decays at least as fast as (1 + |k′|2)−(1+) with  > 0. Then there
exists b′ > 0 such that for all β < β′ the family of functions given in (4.21) forms a frame
and a possible pair of frame bounds C1, C2 in (4.18) is given by the right hand sides of
(4.24) and (4.25), respectively.
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Proof. Due to the decay of β there exists a b′ so that
∑
j′∈ZD\0
(
β
(
2pi
b j
′)β (−2pib j′)) 12 <
infk∈RD α(k) for b < b′. Then, with the boundedness of α, it follows that the right hand
sides of (4.24) and (4.25) are strictly positive and bounded, which leads to the desired
result.
Let us remark that Lemma 4.1 just gives a sufficient but not a necessary condition
for system (4.21) to constitute a frame. For example, for a one-dimensional Meyer basis
with c = b = 1, as in Appendix B.2, the frame constants are equal to 1 since it is an
orthonormal basis. However, the right hand side of (4.24) is not strictly positive in that
case. Nevertheless, for c = 1, b = 1/4 we approximately computed estimation values
C1 ≈ 4.0, C2 ≈ 4.0, C1/C1 ≈ 1.0 for the frame bounds and hence system (4.21) then is
a frame due to Lemma 4.1.
Gaussian frame of second order
We introduce a generating function in L2(RD) by
ϕσ : RD → R : x 7→
(
D⊗
d=1
gσ
)
(x), (4.26)
where gσ denotes an L2-normalized one-dimensional Gaussian (4.16). By dilation and
translation we then define the functions
ϕσ,c,l,j(x) :=
(
c2l
)D
2
ϕσ(c2lx− j) (4.27)
for c > 0, l ∈ N0 and j ∈ ZD. In particular, ϕσ,c,l,j is L2-normalized and its zeroth moment
does not vanish, i.e.
∫
RD ϕσ,c,l,j(x) dx =
(
2σ
√
pi
c2l
) 1
2 . Furthermore, the function ϕσ,c,l,j
fulfills the second order moment condition (4.19). Moreover, we introduce a wavelet-like
function in terms of generating functions of two scales by
ψσ(x) := Cψσ
(
ϕ 1
2
σ(x)− γϕσ(x)
)
,
with the normalization constant Cψσ = (1 − 1625γ
√
5 + γ2)−
1
2 ; compare also [128]. In
particular, we set γ = 2−
D
2 and define the functions
ψ
[z]
σ,c,l,j(x) :=
(
c2l
)D
2
ψσ(c2lx− j− 12z) (4.28)
by dilation and translation for c > 0, l ∈ N0, j ∈ ZD and z ∈ Z. Here, ψ[z]σ,c,l,j is L2-
normalized and its zeroth and first moments vanish, i.e.
∫
RD x
aψ
[z]
σ,c,l,j(x) dx = 0 for all
a ∈ ND0 , 0 ≤ |a|1 < 2.
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Figure 4.1: Top: ϕσ and ψσ from (4.27) and (4.28), respectively, in Fourier space (left)
and real space (right) for σ = 1, D = 3. Bottom: ϕ(4),σ and ψ(4),σ from
(4.30) and (4.31), respectively, in Fourier space (left) and real space (right)
for σ = 1, D = 3.
Examples for the functions ϕσ and ψσ are depicted in Figure 4.1 (top). For the system
of one-particle functions
bσ,c :=
{
ϕσ,c,0,j : j ∈ ZD
} ∪ ⋃
z∈Z
{
ψ
[z]
σ,c,l,j : l ∈ N0, j ∈ ZD
}
(4.29)
we compute estimates for the corresponding frame bounds in Lemma 4.1. In the case
of c = b = 1 we obtain the estimated values C1 ≈ 1183.88, C2 ≈ 2850.98, C1/C2 ≈
2.41 for σ = 4 and hence, b4,1 constitutes a frame. Note that we have ϕσ,c,l,j(x) =(
c
σ2
l
)D
2 ϕ1( cσ2
lx − 1σ j) and ψ
[z]
σ,c,l,j(x) =
(
c
σ2
l
)D
2 ψ1( cσ2
lx − 1σ j − 12σz). Therefore, the
reciprocal of the deviation parameter here takes the role of parameter b in Lemma 4.1,
i.e. b = 1σ .
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Gaussian frame of fourth order
Generating functions which satisfy moment conditions (4.19) of higher order than two
can be constructed by several general schemes; see e.g. [135]. For example, with the help
of the Vandermonde determinant and Cramer’s rule higher order generating functions
in terms of linear combinations of Gaussians with different deviation parameters can
be deduced. Analogously, also wavelet-like functions which exhibit a higher number of
vanishing moments can be constructed. In the following we simply give an example in
the case of fourth order.
To this end, we introduce a generating one-particle function in L2(R3) in the form
ϕ(4),σ : R3 → R : x 7→ Cϕ(4),σ
(
2
3
2ϕσ(2x)− 2− 72ϕσ(x)
)
(4.30)
with a normalization constant of value Cϕ(4),σ =
80√
6450−256√2√5
. By dilation and trans-
lation we then define functions
ϕ(4),σ,c,l,j(x) :=
(
c2l
) 3
2
ϕσ(c2lx− j)
for c > 0, l ∈ N0 and j ∈ Z3. Here, ϕσ,c,l,j is L2-normalized and fulfills the fourth order
moment condition (4.19). Moreover, we define a wavelet-like function
ψ(4),σ(x) := Cψ(4),σ
(
ϕ(4), 1
2
σ(x)− 2−
3
2ϕ(4),σ(x)
)
(4.31)
with the normalization constant Cψ(4),σ =
544
√
5√
1770125−305184√2√5+5120√2√17
. Again, by
dilation and translation we define functions
ψ
[z]
(4),σ,c,l,j(x) :=
(
c2l
) 3
2
ψσ(c2lx− j− 12z)
for c > 0, l ∈ N0, j ∈ Z3 and z ∈ {0, 1}3 \ 0. Here, ψ[z](4),σ,c,l,j is L2-normalized and
its zeroth, first, second and third moments vanish, i.e.
∫
R3 x
aψ
[z]
(4),σ,c,l,j(x) dx = 0 for all
a ∈ N30, 0 ≤ |a|1 < 4. Note that ψ[z](4),σ can be written in terms of the second order
generating function (4.26) in the form
ψ(4),σ(x) = Cψ(4),σ
(
ϕ 1
4
σ(x)− (2−
7
2 + 2−
3
2 )ϕ 1
2
σ(x) + 2
−5ϕσ(x)
)
.
Examples of the functions ϕ(4),σ and ψ(4),σ are depicted in Figure 4.1 (bottom). For
the sytem of one-particle functions
b(4),σ,c :=
{
ϕ(4),σ,c,0,j : j ∈ ZD
} ∪ ⋃
z∈Z
{
ψ
[z]
(4),σ,c,l,j : l ∈ N0, j ∈ ZD
}
(4.32)
we compute estimates for corresponding frame bounds from Lemma 4.1. In the case of
c = b = 1 we obtain the estimated values C1 ≈ 104.39, C2 ≈ 227.62, C1/C2 ≈ 2.18 for
σ = 4 and hence b(4),4,1 constitutes a frame. Analogously to the case of system (4.29),
the reciprocal of the deviation parameter here takes the role of parameter b in Lemma
4.1, i.e. b = 1σ .
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4.2.3 Many-particle Gaussian frame
In order to obtain a multiscale Gaussian frame for the partially antisymmetric N -particle
space, i.e. L2(N,MS) = A(N,MS)(L2((R3)N )) as in (3.13), we use a tensor product con-
struction analogous to that considered in (4.5) and (4.4). Here, we apply a one-particle
multiscale Gaussian frame for L2(RD) from Section 4.2.2, e.g. bσ,c or b(4),σ,c given by
(4.29) and (4.32), respectively.9 In the following the frame for L2(N,MS) which is based on
bσ,c is denoted by B(N,MS)σ,c and the frame for L2(N,MS) which is based on b(4),σ,c is denoted
by B(N,MS)(4),σ,c .
Note that in the framework of the Galerkin approximation with respect to a finite
subset of B(N,MS)σ,c or B(N,MS)(4),σ,c all entries in the system matrices (4.2) can be computed by
the Löwdin rules considered in Section 4.1.1 and with the help of the integral formulae
given in Appendix C.1.
4.3 Approximation with finite-order weights
In the following we discuss the application of a higher-order particle-wise decomposition
like in Section 2.4.1 in the framework of the computation of an approximate solution of
the weak electronic Schrödinger equation (3.16). Here, for fixed (N,MS) we consider a
subspace splitting analogous to (2.90) of the partially antisymmetric N -particle space
L2(N,MS); compare Section 2.5.2. In particular, in accordance with (2.93) we perform a
particle-wise decomposition with respect to normalized one-particle functions related to
a rank-1 approximation.
Furthermore, we introduce new finite-dimensional weighted approximation spaces. In
particular, these types of approximation spaces include spaces of finite-order weights (cf.
Section 2.4.2) as well as so-called configuration interaction (CI) approximation spaces,
which are well-known in quantum chemistry [170].
4.3.1 Particle-wise decomposition
Let ψ1, . . . , ψN be L2-normalized one-particle functions, where ψ1, . . . , ψN↑ as well as
ψN↑+1, . . . , ψN are linear independent. For a shorter notation we set N↑ := {1, . . . , N↑} ⊂
N and N↓ := {N↑+1, . . . , N} ⊂ N . Let further the subspace U↑ ⊂ L2(R3) be spanned by
{ψp}p∈N↑ and let the subspace W↑ ⊂ L2(R3) have a direct sum decomposition L2(R3) =
U↑ ⊕W↑. Analogously, let the subspace U↓ ⊂ L2(R3) be spanned by {ψp}p∈N↓ and let
the subspace W↓ ⊂ L2(R3) have a direct sum decomposition L2(R3) = U↓ ⊕W↓. Then,
9With respect to partially antisymmetric spaces see also Section 2.5 and particularly compare (2.28)
and (2.29).
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the subspace splitting
L2(N,MS) = AN↑
⊗
p∈N↑
(U↑ ⊕W↑)
⊗ AN↓
⊗
p∈N↓
(U↓ ⊕W↓)

=
N⊕
µ=0
⊕
u⊂N ,|u|=µ
W(N,MS)u︸ ︷︷ ︸
=:VA(N,MS)µ
(4.33)
follows, where we set similar to (2.91)
W(N,MS)u := A(N,MS)
 N⊗
p=1
W(N,MS)u,(p)
 , W(N,MS)u,(p) :=

span{ψp} for p ∈ N \ u,
W↑ for p ∈ u ∩N↑,
W↓ for p ∈ u ∩N↓.
(4.34)
Correspondingly, similar to (2.92), any function f ∈ L2(N,MS) can be decomposed as
f =
∑
u⊂N
A(N,MS) (Fu) =
∑
u⊂N
A(N,MS)
~y 7→ fu(~yu) ∏
p∈N\u
ψp(yp)

with the help of appropriate linear projections such that A(N,MS)Fu ∈ W(N,MS)u and
fu ∈
⊗
p∈uW(N,MS)u,(p) . Moreover, in the case of orthogonal direct sums U↑⊕W↑, U↓⊕W↓
and orthonormal {ψp}p∈N↑ , {ψp}p∈N↓ , the orthogonality relation 〈Fu , Fv〉 = 0 holds
for all u 6= v. We already noted in Section 2.5.2 that a similar type of a particle-wise
decomposition was introduced by Sinanoğlu in quantum chemistry for the analysis of
many-electron wave functions [164]. Here, Hartree-Fock orbitals are suggested as one-
particle functions {ψp}p∈N .
The Hartree-Fock approximation is given analogously to (2.93) as the best rank-1
approximation of the lowest state of the electronic Schrödinger equation (3.16), i.e. the so-
called Hartree-Fock orbitals ψHF1 , . . . , ψHFN ∈ H1(R3) minimize the Hartree-Fock energy
functional10〈
A˜(N,Ms)[~ψHF ], HA˜(N,Ms)[~ψHF ]
〉
〈
A˜(N,Ms)[~ψHF ] , A˜(N,Ms)[~ψHF ]
〉 = inf
ΨHF
(N,MS)
∈VHF
(N,MS)
〈
ΨHF(N,MS), HΨ
HF
(N,MS)
〉
, (4.35)
where
VHF(N,MS) :=
{
A˜(N,Ms)[ ~˜ψ] : ψ1, . . . , ψN ∈ H1(R3), ‖A˜(N,MS)[~ψ]‖ = 1
}
.
10Here, like in Section 4.1.1 we use the following notation: A˜(N,Ms)[~ψ] denotes the partially antisymmet-
ric N -particle function A˜(N,MS)
NN
p=1 ψp for a vector of one-particle functions ~ψ = (ψ1, . . . , ψN )
T .
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Here, the minimization of the energy functional
〈
ΨHF(N,MS), HΨ
HF
(N,MS)
〉
in VHF(N,MS) leads
to an Euler-Lagrange equation, which then corresponds to the so-called general unre-
stricted Hartree-Fock eigenvalue equation [121]. Its discretization leads to the well-known
Roothaan-Hall equations in the closed-shell case, i.e. N↑ = N↓, and to the well-known
Pople-Nesbet equations in the open-shell case, i.e. N↑ 6= N↓; compare [170].
The Roothaan-Hall equations can be written in a form resembling a generalized nonlin-
ear eigenvalue problem, whereas the Pople-Nesbet equations can be written as a coupled
pair of certain Roothaan-Hall equations. In particular, since the Hartree-Fock energy
functional is invariant with respect to unitary transformations of spin-up and spin-down
orbitals, the spin-up Hartree-Fock orbitals {ψHFp }p∈N↑ as well as the spin-down Hartree-
Fock orbitals {ψHFp }p∈N↓ can be assumed to be orthonormal. For more details of the
Hartree-Fock approximation see [121, 170], for example.
In this thesis we apply non-orthogonal approximate Hartree-Fock orbitals. For its
computation we perform a minimization of the energy functional
inf
Ψ˜HF
(N,MS)
∈V˜HF
(N,MS)
〈
Ψ˜HF(N,MS), HΨ˜
HF
(N,MS)
〉
(4.36)
by a multidimensional minimization algorithm without derivatives for reasons of sim-
plicity, i.e. we employ the simplex algorithm of Nelder and Mead as implemented in the
GNU Scientific Library (GSL) [59, 144]. Here, V˜HF(N,MS) is a subset of VHF(N,MS), where
only determinants A˜(N,Ms)[ ~˜ψ], which are built from certain types of one-particle func-
tions ψ˜1, . . . , ψ˜N ∈ C∞(R3), are taken into account. The respective type of a one-particle
function is chosen with regard to accurate representation of a certain occupied atomic
or molecular orbital by variation of just a few variables. For the s-type atomic orbitals
we use a finite expansion of length Q in terms of isotropic Gaussians (4.17) of different
deviation centered at a certain atomic position R, i.e.
o
(s),R,Q
{c1,...,cQ,σ1,...,σQ}(x) :=
Q∑
q=1
cqGσq(x−R). (4.37)
For p-type atomic orbitals we employ a finite expansion in terms of certain modulated
isotropic Gaussians of different deviation, i.e.
o
(pd),R,Q
{c1,...,cQ,c′1,...,c′Q,σ1,...,σQ}(x) :=
Q∑
q=1
cq sin(c′qxd)Gσq(x−R), (4.38)
see, e.g. [3].
To approximately represent certain molecular orbitals we apply linear combinations
of s- and p-type orbitals centered at different atomic positions. Note that the set of
variation parameters associated with an orbital type is denoted by the set in the lower
index in (4.37) and (4.38), respectively. Note further that all necessary one- and two-
operator integrals can be given in terms of analytic formulae; see Appendix C. We give
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the respective specific choice of the type of orbitals for each numerical experiment in
Chapter 5.
Now, let us assume that appropriate one-particle functions with U↑ = span{ψp : p ∈
N↑} and U↓ = span{ψp : p ∈ N↓} are chosen with regard to a fixed electronic Hamiltonian
and fixed (N,MS). For a set of functions in the form {Ψu ∈ L2((R3)|u|)}u⊂N , we denote
the partially antisymmetric N -particle function by
A(N,MS)[{Ψu}u⊂N ] :=
∑
u⊂N
A(N,MS)
~y 7→ Ψu(~yu) ∏
p∈N\u
ψp(yp)
 .
To obtain a particle-wise decomposition of a lowest state associated with the weak elec-
tronic Schrödinger equation (3.16), we minimize the electronic energy functional
minn
Ψu∈
N
p∈uW
(N,MS)
u,(p)
o
u⊂N
‖A(N,MS)[{Ψu}u⊂N ]‖=1
〈
A(N,MS)[{Ψu}u⊂N ] , HA(N,MS)[{Ψu}u⊂N ]
〉
. (4.39)
Here, a minimizing normalized particle-wise decomposition A(N,MS)[{Ψu}u⊂N ] associated
with (4.39) corresponds to a lowest state and the minimum is equal to the minimal energy
as in (3.18).
4.3.2 Approximation spaces with weights of finite order
So far, for reasons of simplicity, we used restrictions of the subspace splitting (2.90) in the
form (2.95) only. Such a restriction corresponds to a set of finite-order weights of order
q ≤ N . We now consider more general subspaces, which result from a restriction of the
splitting in (4.33). To this end, let again U↑ and U↓ be spanned by systems {ψp}p∈N↑ and
{ψp}p∈N↓ , and let W↑ and W↓ have the sums U↑+W↑ = L2(R3) and U↓+W↓ = L2(R3),
respectively. In the following a restriction according to the given finite-order weights
{γu ≥ 0}u⊂N of a sum of subspaces is denoted by11
V(N,MS){γu}u :=
∑
u⊂N ,γu>0
W(N,MS)u . (4.40)
Analogously to (4.39), a particle-wise decomposition corresponding to a sum of subspaces
(4.40) can be obtained by
minn
Ψu∈
N
p∈uW
(N,MS)
u,(p)
o
u⊂N ,γu>0
‖A(N,MS)[{Ψu}u⊂N ,γu>0]‖=1
〈
A(N,MS)[{Ψu}u⊂N ,γu>0] , HA(N,MS)[{Ψu}u⊂N ,γu>0]
〉
.
(4.41)
Note here that in general a minimizing set {Ψu}u⊂N ,γu>0 is not unique.
11Here, the finite-order weights {γu}u⊂N are just used to switch certain subspaces W(N,MS)u on or off.
Compare also Section 2.4.2.
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In the following we introduce finite-dimensional subspaces with regard to an appropri-
ate Galerkin approximation of (4.41). Here, the idea is to construct a finite-dimensional
subspace of V(N,MS){γu}u by choosing a specific finite-dimensional subspace of W
(N,MS)
u for
each u with γu > 0 separately. To this end, let {φ↑ν}ν∈Z and {φ↓ν}ν∈Z be frames for W↑
and W↓, respectively. Then, for each u = {p1 < · · · < p|u|} ⊂ N with γu > 0, where
{p1 < · · · < pn↑} = u ∩ N↑ and {pn↑+1 < · · · < p|u|} = u ∩ N↓, we introduce a finite-
dimensional subspace W˜(N,MS)u,Bu of W
(N,MS)
u by the span of the finite set Bu of partially
antisymmetric N -particle functions. Here, Bu is chosen as a finite subset of
B(N,MS)u :=
{
A(N,MS)
(
~y 7→
n↑∏
q=1
φ↑νq(ypq)
|u|∏
q=n↑+1
φ↓νq(ypq)
∏
p∈N\u
ψp(yp)
)
:
(ν1, . . . , ν|u|)T ∈ Z(N,MS)u
}
, (4.42)
where
Z(N,MS)u :=
{
(ν1, . . . , ν|u|)T ∈ Z|u| : ν1 < . . . < νn↑ , νn↑+1 < · · · < ν|u|
}
.
In this way, a finite-dimensional subspace of V(N,MS){γu}u can be defined by
V˜(N,MS){γu}u,{Bu}u :=
∑
u⊂N ,γu>0
W˜(N,MS)u,Bu =
∑
u⊂N ,γu>0
span(Bu) (4.43)
with the help of a family of systems
{
Bu ⊂ B(N,MS)u
}
u⊂N ,γu>0
. Note that we always as-
sume that each system Bu ⊂ B(N,MS)u is chosen such that it is linear independent and that
we especially have the direct sum decomposition V˜(N,MS){γu}u,{Bu}u =
⊕
u⊂N ,γu>0 W˜
(N,MS)
u,Bu . In
particular, in the case of the direct sum decompositions U↑⊕W↑ = L2(R3) and U↓⊕W↓ =
L2(R3), we also obtain direct sum decompositions for (4.40) and (4.43), i.e. V(N,MS){γu}u =⊕
u⊂N ,γu>0W
(N,MS)
u and V˜(N,MS){γu}u,{Bu}u =
⊕
u⊂N ,γu>0 W˜
(N,MS)
u,Bu =
⊕
u⊂N ,γu>0 span(Bu).
Now, we shortly discuss the relation to the configuration interaction (CI) approxima-
tion spaces known from quantum chemistry; see e.g. [170]. To this end, let us assume
that we have the direct sum decompositions U↑ ⊕W↑ = L2(R3) and U↓ ⊕W↓ = L2(R3).
Furthermore, let the finite-dimensional subspaces W˜↑ ⊂ W↑ and W˜↓ ⊂ W↓ be spanned
by systems {φ↑p}p∈N ′↑ and {φ
↓
p}p∈N ′↓ , respectively, where N ′↑ = {1, . . . ,m↑} and N ′↓ =
{1, . . . ,m↓}. Then, if we set Bu equal to
BCIu :=
{
A(N,MS)
(
~y 7→
n↑∏
q=1
φ↑νq(ypq)
|u|∏
q=n↑+1
φ↓νq(ypq)
∏
p∈N\u
ψp(yp)
)
:
(ν1, . . . , ν|u|)T ∈
(
(N ′↑)n↑ × (N ′↓)|u|−n↑
)
∩ Z(N,MS)u
}
⊂ B(N,MS)u , (4.44)
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the finite-dimensional approximation space V˜(N,MS){γu}u,{BCIu }u , i.e. the space given in (4.43)
and (4.42) with {φ↑p}p∈N ′↑ , {φ
↓
p}p∈N ′↓ , corresponds to a restricted particle-wise subspace
splitting as in (4.40) based on the splittings U↑ ⊕ W˜↑ and U↓ ⊕ W˜↓. In particular, a
Galerkin approximation in V˜(N,MS){γu}u,{BCIu }u of the lowest state as in (4.41) corresponds to a
CI approximation. Note that in quantum chemistry it is common to additionally assume
that U↑ ⊕W↑ and U↓ ⊕W↓ are orthogonal sums and also that the systems {ψp}p∈N↑ ,
{φ↑p}p∈N ′↑ , {ψp}p∈N↓ and {φ
↓
p}p∈N ′↓ are L2-orthonormal. Then, according to (2.94), the
dimension of the subspace ⊕
u⊂N ,|u|=µ
W˜(N,MS)
u,BCIu
is equal to ∑
0≤µ↑≤N↑,0≤µ↓≤N↓,µ↑+µ↓=µ
(
N↑
µ↑
)(
m↑
µ↑
)(
N↓
µ↓
)(
m↓
µ↓
)
. (4.45)
Hence, a CI approximation space associated with finite-order weights of order q ≤ N
exhibits an upper bound of order O(N q) for the number of degrees of freedom. Note that
a finite-dimensional approximation space V˜(N,MS){γu}u,{BCIu }u with finite-order weights {γu}u⊂N
of order q = N , i.e. γu > 0 for all u ⊂ N , corresponds to the so-called full configuration
interaction (FCI) space, which is spanned by
B(N,MS)FCI :=
⋃
u⊂N
BCIu , (4.46)
compare also (2.87). Here, according to (4.45) and Vandermonde’s identity, we obtain
the relation
|B(N,MS)FCI | =
(
m↑ +N↑
N↑
)(
m↓ +N↓
N↓
)
≤ (m↑ +N↑)
N↑
N↑!
(m↓ +N↓)N↓
N↓!
with regard to the cardinality number; compare (2.83).
Let us finally note that the construction scheme introduced in (4.43) and (4.42) allows
for a more flexible choice of the finite-dimensional subspaces than in the framework of a
common CI approximation corresponding to (4.44).
4.4 Adaptive scheme
In this section we present our heuristic approach for a choice of a sequence of finite-
dimensional spaces {
Vκ := V˜(N,MS){γ[κ]u }u,{B[κ]u }u ⊂ V
(N,MS)
{γ[κ]u }u
}
κ∈N0
(4.47)
in the framework of a Galerkin approximation (3.19), where each approximation space
Vκ = V˜(N,MS){γ[κ]u }u,{B[κ]u }u corresponds to a subspace with finite-order weights as introduced in
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(4.43) with (4.42). Here, we first choose the initial approximation space
V0 = V˜(N,MS){γ[0]u }u,{B[0]u }u ,
i.e. the finite-order weights {γ[0]u }u and initial subsets {B[0]u }u,γu>0, in an a priori fashion.
Let us note that the initial approximation space is built with the help of one-particle
subspaces (with just a few degrees of freedom) which provide an accurate representation
of atomic orbitals, i.e. hydrogen-like wave functions. Then, starting from the initial
subspace V0, we apply a simple h-adaptive refinement scheme for the construction of
an sequence of spanning systems {B[κ]u ⊂ B(N,MS)u }κ∈N in an a posteriori fashion. This
sequence is iteratively constructed by the solution of the general linear eigenvalue problem
and a refinement and expansion of the spanning system. The resulting sequence of
approximation spaces {
Vκ = V˜(N,MS){γ[κ]u }u,{B[κ]u }u
}
κ>0
hopefully gives us an efficient representation of the involved cusps. For a further reading
an adaptive wavelet techniques; see e.g. [34, 41].
In the following we first discuss the a priori choice of the finite-order weights {γ[0]u }u
and give the details for the construction of the initial sets {B[0]u }u,γ[0]u >0. Note here that
we employ the second order multiscale Gaussian frame introduced in Section 4.2.2 as
one-particle frames for the spaces W↑ and W↓. Finally, we present the technical details
of our adaptive scheme to build the sequence of approximation spaces {Vκ}κ>0.
4.4.1 A priori choice of the initial approximation space
Finite-order weights
In this thesis we do not consider an adaptive scheme with respect to the choice of weights
and thus to the choice of subspaces which are taken into account in the restriction (4.40)
of the subspace splitting (4.33). Instead, we a priori choose a fixed set of finite-order
weights {γu}u and thereby the subspace V(N,MS){γu}u ⊂ L2(N,MS). Here, we assume that the
error with respect to an approximation in the a priori chosen space V(N,MS){γu}u is negligibly
small for such a choice of weights.
In particular, we employ sets of finite-order weights of order three so that we obtain a
sum of subspaces according to (4.40) in the form
V(N,MS)three := Vzero + Vone + Vtwo↑↓ + Vtwo↑↑ + Vthree ⊂
∑
u⊂N ,|u|≤3
W(N,MS)u ⊂ L2(N,MS),
(4.48)
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where
Vzero :=W(N,MS)∅ ,
Vone :=
∑
p1∈N
W(N,MS){p1} ,
Vtwo↑↓ :=
∑
p1∈N↑
∑
p2∈N↓
W(N,MS){p1,p2} ,
Vtwo↑↑ :=
∑
p1,p2∈N↑
W(N,MS){p1,p2} +
∑
p1,p2∈N↓
W(N,MS){p1,p2} ,
Vthree :=
∑
p1,p2∈N↑
∑
p3∈N↓
W(N,MS){p1,p2,p3} +
∑
p1∈N↑
∑
p2,p3∈N↓
W(N,MS){p1,p2,p3}.
Here, Vzero is associated with the span of the rank-1 approximation according to (4.36).
The space Vone is associated with a sum of spaces which is based on Vzero. For each
1 ≤ p ≤ N the one-particle function ψp is replaced by an appropriate one-particle space;
compare (4.34). Analogously, Vtwo↑↓ is associated with the sum of spaces in which each
pair of one-particle functions of opposite spin is replaced, Vtwo↑↑ with the sum of spaces
in which each pair of one-particle functions of same spin is replaced and Vthree with the
sum of spaces in which each triple of one-particle functions of not fully parallel spin is
replaced.
Initial system
The spanning systems {B(N,MS)u }u⊂N ,γu>0 are given according to (4.42) for a set of finite-
order weights {γu}u. In particular, we employ a multiscale Gaussian frame as introduced
in Section 4.2.2 as one-particle frames for W↑ and W↓. In the following we present our
heuristic scheme for an a priori choice of the initial subsets B[0]u ⊂ B(N,MS)u for each u ⊂ N
with γu > 0. Here, the resulting initial subspace
V0 =
∑
u⊂N ,γu>0
W˜(N,MS)
u,B[0]u
⊂ V(N,MS){γ[0]u }u , (4.49)
hopefully leads to systems B[κ]u for κ > 0, which allow for an efficient representation of
cusps; compare Section 3.4.2.
First, we consider the one-particle case, i.e. the electronic Schrödinger equation for one
electron
H = −1
2
∆x − Z|x|2 (4.50)
with an electronic Hamiltonian for a nucleus of atomic charge Z fixed at the origin.
The corresponding eigenvalues read as E(n) = − Z2
2n2
for n = 1, 2, . . . and the associated
eigenfunctions are the well-known hydrogen-like wave functions. These wave functions
can be written in form of a product of a spherical harmonic and a radial part. The
radial part is composed of an exponential term and a polynomial term including Laguerre
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polynomials; see e.g. [137, 159]. For example, the eigenspace associated with the smallest
eigenvalue E(1) is spanned by the L2-normalized s-type eigenfunction
Ψ(s)1 (x) = Z
3
2 e(−Z|x|2)
1√
pi
.
The eigenspace associated with the first excited eigenvalue E[2] is spanned by the L2-
normalized s-type eigenfunction
Ψ(s)2 (x) =
1
4
√
2
pi
Z
3
2
(
1− |x|2Z2
)
e−
1
2
Z|x|2
and the three L2-normalized p-type eigenfunctions
Ψ(pd)2 (x) =
1
2
√
2pi
Z
5
2xde
− 1
2
Z|x|2 , d = 1, 2, 3.
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0
1
−1
0
1
−1
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1
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Figure 4.2: Localization peaks of basis functions in b(5)1,1/2 according to (4.51). Here, we
use colors black, blue, red, cyan and magenta for the peaks associated with
b
(1)
1,1/2, b
(2)
1,1/2 \ b
(1)
1,1/2, b
(3)
1,1/2 \ b
(2)
1,1/2, b
(4)
1,1/2 \ b
(3)
1,1/2 and b
(5)
1,1/2 \ b
(4)
1,1/2. On the
right hand side we depict a slice plane, i.e. the (x1, x2)-plane, of the view on
the left hand side.
Now, with the help of the second order multiscale Gaussian frame bσ,c according to
(4.29) we introduce the initial system
b(L)σ,c := {ϕσ,c,0,j : |j|∞ ≤ 1} ∪
⋃
z∈Z
{
ψ
[z]
σ,c,l,j : l ≤ L− 2, j = −z
}
⊂ bσ,c (4.51)
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for L ∈ N. We depict an example set in Figure 4.2.
For a better understanding, we employ the basis sets b(L)σ,c for a Galerkin approximation
of the smallest and the first excited eigenvalue of the hydrogen-like Hamiltonian (4.50).
Some exemplarily computed eigenfunctions are depicted in Figure 4.3. In Figure 4.4 we
show the approximation errors with respect to the exact eigenvalues
E(1) = −Z2/2 and E(1) = −Z2/8 for Z ∈ {1, 4}.
Our results indicate that the system b(L)σ,c with appropriate chosen parameters σ, c and
L depending on Z allows for an accurate approximation of the smallest and first excited
eigenvalues and hence, for the approximation of certain electron-nuclei cusps.12
Let us now describe our heuristic scheme to a priori choose initial systems B[0]u ⊂
B(N,MS)u with regard to a Galerkin approximation in (4.47) of the minimal energy corre-
sponding to a molecular Hamiltonian (3.1). Our scheme is based on the simple systems
b
(L)
σ,c according to (4.51). In this thesis we focus on the case of atomic and diatomic
systems. Furthermore, we only apply approximation subspaces with finite-order weights
of order three according to (4.48).
First, we consider an atomic system with N electrons and a nucleus of atomic charge
Z1 centered atR1, where we assume for reasons of simplicityR1 = 0. Let the parameters
σ, c and L be fixed. Then, in the case of spanning systems associated with finite-order
weights γu > 0 with |u| = 1, we set
B[0]{p1} = B
(N,MS)
{p1} ∩
{
A(N,MS)
(
~y 7→ φ(yp1)
∏
q∈N\{p1}
ψq(yq)
)
: φ ∈ b(L)σ,c
}
(4.52)
for p1 ∈ N . For spanning systems according to finite-order weights γu > 0, |u| ≥ 2 the
idea is to employ certain tensor product functions with localization peaks at or close to
the electronic cups. In this way, we set
B[0]{p1,p2} = B
(N,MS)
{p1,p2} ∩
{
A(N,MS)
(
~y 7→ φ(yp1)φ(yp2)
∏
q∈N\{p1,p2}
ψq(yq)
)
: φ ∈ b(L)σ,c
}
,
(4.53)
for p1 ∈ N↑, p2 ∈ N↓. In the case of two electrons of parallel spin, i.e. p1, p2 ∈ N↑ or
p1, p2 ∈ N↓, the set B[0]{p1,p2} according to (4.53) is empty due to the partially antisym-
metry condition. Hence, in this case we employ a modified variant of the set defined in
(4.53). To this end, we first introduce a mapping which gives the unique center point
(localization peak) of a one-particle function of the frame bσ,c, i.e.
C : bσ,c → R3 : φ 7→
{
(c)−1j for φ = ϕσ,c,0,j,
(c2l)−1(j− 12z) for φ = ψ
[z]
σ,c,l,j.
12Note that further numerical experiments indicate that a system b(L)σ,c with appropriate chosen pa-
rameters σ, c and L depending on Z allows also for an accurate approximation of higher excited
eigenvalues. However, in this thesis we focus on the case of the two smallest eigenvalues since we are
mainly interested in the ground-state and first-exited states of small molecular systems.
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Figure 4.3: Visualization of different isosurfaces of approximately computed eigenfunc-
tions of (4.50) with Z = 1 in initial subspaces span(b(7)1,1/4). Top: From left to
right we have depicted an s-type eigenfunction associated with the smallest
eigenvalue and an s-type eigenfunction associated with the first excited eigen-
value. Bottom: We have depicted a p-type eigenfunction associated with the
first excited eigenvalue.
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Figure 4.4: Error of the computed ground-state energy (n = 1) and the first excited state
energy (n = 2) of a hydrogen-like atom according to (4.50) with Z = 1 (left)
and Z = 4 (right) with respect to approximations in subspaces span(b(L)1,c ) for
L = 1, . . . , 11. We depict the error |E(n)−E˜(n)(L)|2 in hartree versus the number
of degrees of freedom |b(L)1,c |. With regard to the scaling factor c, the colors
blue, brown and purple denote values 1/2, 1/4 and 1/8, respectively. An error
associated with a ground-state is denoted by a circle, an error associated with
an s-type first excited state by a square and an error associated with a p-type
first excited state by a triangle.
Then, for φ ∈ b(L)σ,c we introduce a specific set of nearest neighbor one-particle functions
of the frame bσ,c by
Ng(φ) :=
{
φ˜ ∈ bσ,c : C(φ˜) = C(φ) + c−1z′, z′ ∈ Z ′
}
for φ ∈ {ϕσ,c,0,j}j∈Z3 ,{
φ˜ ∈ bσ,c : C(φ˜) = C(φ) + (c2l+1)−1z′, z′ ∈ Z ′
}
for φ ∈ {ψ[z]σ,c,l,j}j∈Z3,z∈Z ,
(4.54)
where Z ′ := {z′ ∈ {−1, 0, 1}3 : |z|1 ≤ 1}. Let us remark that there are many other
possibilities to define an appropriate set Ng(φ) of neighboring one-particle functions of
φ. Now, for either p1, p2 ∈ N↑ or p1, p2 ∈ N↓ we set
B[0]{p1,p2} = B
(N,MS)
{p1,p2} ∩({
A(N,MS)
(
~y 7→ φ˜(yp1)φ(yp2)
∏
q∈N\{p1,p2}
ψq(yq)
)
: φ ∈ b(L)σ,c , φ˜ ∈ Ng(φ)
}
∪
{
A(N,MS)
(
~y 7→ φ(yp1)φ˜(yp2)
∏
q∈N\{p1,p2}
ψq(yq)
)
: φ ∈ b(L)σ,c , φ˜ ∈ Ng(φ)
})
.
(4.55)
100
4.4 Adaptive scheme
In the three electron case, i.e. for either p1, p2 ∈ N↑, p3 ∈ N↑ or p1, p2 ∈ N↓, p3 ∈ N↑, we
set
B[0]{p1,p2,p3} = B
(N,MS)
{p1,p2,p3}∩({
A(N,MS)
(
~y 7→ φ˜(yp1)φ(yp2)φ(yp3)
∏
q∈N\{p1,p2,p3}
ψq(yq)
)
: φ ∈ b(2)σ,c, φ˜ ∈ Ng(φ)
}
∪
{
A(N,MS)
(
~y 7→ φ(yp1)φ˜(yp2)φ(yp3)
∏
q∈N\{p1,p2,p3}
ψq(yq)
)
: φ ∈ b(2)σ,c, φ˜ ∈ Ng(φ)
})
(4.56)
independent of the value of the parameter L.
In the case of a diatomic systems with nuclei of atomic charge Z1 and Z2 centered
at R1 and R2, we assume R1 = 0, R2 = (R12, 0, 0)T , R12 > 0 and choose for the
scaling parameter c a value of c = 2/R12. Let us further assume that the set of one-
particle functions {ψp}p∈N , with U↑ = span({ψp}p∈N↑) and U↓ = span({ψp}p∈N↓), can
be partitioned into three distinct sets. First, a set {ψp}p∈R1 , R1 ⊂ N , associated with
R1. Second, a set {ψp}p∈R2 , R2 ⊂ N , associated with R2. And finally, a set {ψp}p∈R1,2 ,
R1,2 ⊂ N , associated with both, R1 and R2. Moreover, we denote by b(L)σ,c,R the set of
functions according to (4.51) which are centered at R instead of the origin, i.e. b(L)σ,c,R :=
{φ(x − R) : φ ∈ b(L)σ,c }. Note that with the assumptions R1 = 0 and c = 2/R12 the
inclusions b(L)σ,c,R1 , b
(L)
σ,c,R2
, b
(L)
σ,c,(R1+R2)/2
⊂ bσ,c in particular hold. Moreover, to shorten
notation we introduce the subsets b(L)σ,c,p of bσ,c for p ∈ N by
b(L)σ,c,p :=

b
(L)
σ,c,R1
for p ∈ R1,
b
(L)
σ,c,R2
for p ∈ R2,
b
(L)
σ,c,(R1+R2)/2
for p ∈ R1,2.
Now, analogous to (4.52), we set
B[0]{p1} = B
(N,MS)
{p1} ∩
{
A(N,MS)
(
~y 7→ φ(yp1)
∏
q∈N\{p1}
ψq(yq)
)
: φ ∈ b(L)σ,c,p1
}
(4.57)
for p1 ∈ N . Analogous to (4.53), we set
B[0]{p1,p2} = B
(N,MS)
{p1,p2} ∩{
A(N,MS)
(
~y 7→ φ(yp1)φ(yp2)
∏
q∈N\{p1,p2}
ψq(yq)
)
: φ ∈ b(L)σ,c,p1 ∩ b(L)σ,c,p2
}
(4.58)
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for p1 ∈ N↑ and p2 ∈ N↓. Analogous to (4.55), we set
B[0]{p1,p2} =B
(N,MS)
{p1,p2} ∩({
A(N,MS)
(
~y 7→ φ˜(yp1)φ(yp2)
∏
q∈N\{p1,p2}
ψq(yq)
)
: φ ∈ b(L)σ,c,p1 ∩ b(L)σ,c,p2 , φ˜ ∈ Ng(φ)
}
∪
{
A(N,MS)
(
~y 7→ φ(yp1)φ˜(yp2)
∏
q∈N\{p1,p2}
ψq(yq)
)
: φ ∈ b(L)σ,c,p1 ∩ b(L)σ,c,p2 , φ˜ ∈ Ng(φ)
})
(4.59)
for either p1, p2 ∈ N↑ or p1, p2 ∈ N↓. And analogous to (4.56), we set
B[0]{p1,p2,p2} =B
(N,MS)
{p1,p2,p3}∩({
A(N,MS)
(
~y 7→ φ˜(yp1)φ(yp2)φ(yp3)
∏
q∈N\{p1,p2,p3}
ψq(yq)
)
: φ ∈ b(2)σ,c,p1 ∩ b(2)σ,c,p2 ∩ b(2)σ,c,p3 , φ˜ ∈ Ng(φ)
}
∪
{
A(N,MS)
(
~y 7→ φ(yp1)φ˜(yp2)φ(yp3)
∏
q∈N\{p1,p2,p3}
ψq(yq)
)
: φ ∈ b(2)σ,c,p1 ∩ b(2)σ,c,p2 ∩ b(2)σ,c,p3 , φ˜ ∈ Ng(φ)
})
(4.60)
for either p1, p2 ∈ N↑, p3 ∈ N↑ or p1, p2 ∈ N↓, p3 ∈ N↑. Note that in the atomic case the
sets defined by (4.57), (4.58), (4.59) and (4.60) coincide with (4.52), (4.53), (4.55) and
(4.56), respectively.
Altogether, according to (4.49) and (4.48), we set the initial subspace V0 ⊂ V(N,MS)three
equal to the span of the following initial system
B[0]three :=
{
A(N,MS)
(
~y 7→
∏
q∈N
ψq(yq)
)}
∪
⋃
p1∈N
B[0]{p1} ∪
⋃
p1,p2∈N
B[0]{p1,p2}
∪
⋃
p1,p2∈N↑
⋃
p3∈N↓
B[0]{p1,p2,p3} ∪
⋃
p1,p2∈N↓
⋃
p3∈N↑
B[0]{p1,p2,p3}. (4.61)
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4.4.2 A posteriori choice of the sequence of approximation spaces
In the following we describe our adaptive refinement and expansion scheme to choose a
sequence of finite-dimensional spaces according to (4.47) in the framework of a Galerkin
approximation, where we focus on the lowest state with respect to (N,MS) only.
We employ an a priori chosen initial system from (4.61). However, if we consider
molecular systems with more than three electrons, we additionally switch on the subspace
associated with the weight γN in (4.40) and (4.49). Hence, for N > 3 we enrich the initial
system given in (4.61) by the partially antisymmetric functions
B[0]other :=B(N,MS)N ∩
({
A(N,MS)
(
~y 7→ ϕc,σ,0,0(y1)
N↑∏
p=2
ψ
[1]
c,σ,p−2,0(yp)×
× ϕc,σ,0,0(yN↑+1)
N∏
p=N↑+2
ψ
[1]
c,σ,p−N↑−2,0(yp)
)}
∪
{
A(N,MS)
(
~y 7→ ϕc,σ,0,0(y1)
N↑∏
p=2
ψ
[1]
c,σ,p−2,−1(yp)×
× ϕc,σ,0,0(yN↑+1)
N∏
p=N↑+2
ψ
[1]
c,σ,p−N↑−2,−1(yp)
)})
(4.62)
in the atomic case, where 1 = (1, 1, 1)T . Analogously, in the diatomic case we enrich the
initial system given in (4.61) by functions in (4.62) translated toR1, R2 and (R1+R2)/2,
respectively.
Furthermore, we apply a coarsening step on the a priori chosen system B[0]three ∪B[0]other.
Let us discuss this coarsening step in the following. Let B = {Φµ}µ∈{1,...,M} a L2-
normalized basis set of a finite-dimensional subspace of L2(N,MS). We denote the lowest
state and its energy associated with a subspace spanned by a subset B′ ⊂ B by
Ψ˜(1)(B′) = arg min
Ψ∈span(B′),‖Ψ‖=1
〈Ψ , HΨ〉 , E˜(1)(B′) = min
Ψ∈span(B′),‖Ψ‖=1
〈Ψ , HΨ〉 ,
respectively. Let us further assume that with respect to the basis set B = {Φµ}µ∈{1,...,M}
the absolute values of the coefficients |v1|, . . . , |v|B|| associated with the representation
of the lowest state Ψ˜(1)(B) = ∑|B|µ=1 vBµΦµ are unique. Then, for δ > 0 we introduce a
coarsened system
coarseδ(B) := arg min
{B′⊂B : |E˜(1)(B′)−E˜(1)(B)|≤δ,B′=B(ν),ν∈N0}
|B′|,
where
B(ν) := {Φµ ∈ B : |vBµ | ≥ 2−ν}.
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In the following we fix δ to a value of 1/100 kcal/mol ≈ 1.59−5 hartree and set the
resulting initial system equal to
B[0] := coarseδ
(
B[0]three ∪ B[0]other
)
. (4.63)
We denote its associated finite-dimensional initial subspace by
V0 = span(B[0]).
To describe our adaptive scheme, we introduce another set of neighbors by
Ng+(φ) :=
{
φ˜ ∈ bσ,c : C(φ˜) = C(φ) + (c2)−1z′, z′ ∈ Z ′
}
for φ ∈ {ϕσ,c,0,j}j∈Z3 ,{
φ˜ ∈ bσ,c : C(φ˜) = C(φ) + (c2l+2)−1z′, z′ ∈ Z ′
}
for φ ∈ {ψ[z]σ,c,l,j}j∈Z3,z∈Z ,
(4.64)
besides the set of neighbors Ng(φ) for a one-particle function φ ∈ bσ,c as in (4.54).
Furthermore, we generalize the definition of the set of neighbors Ng and Ng+ to the
case of a partially antisymmetric N -particle function Φ in the system B(N,MS)u according
to (4.42). Let Φ = A(N,MS)
(
~y 7→ ∏q∈u φq(yq)∏p∈N\u ψp(yp)) be in B(N,MS)u , where
φq ∈ bc,σ for q ∈ u. Then, we define the set
Ng(Φ) :=
⋃
q′∈u
{
A(N,MS)
(
~y 7→ φ˜q′(yq′)
∏
q∈u\{q′}
φq(yq)
∏
p∈N\u
ψp(yp)
)
∈ B(N,MS)u
: φ˜q′ ∈ Ng(φq′)
}
and the set
Ng+(Φ) :=
⋃
q′∈u
{
A(N,MS)
(
~y 7→ φ˜q′(yq′)
∏
q∈u\{q′}
φq(yq)
∏
p∈N\u
ψp(yp)
)
∈ B(N,MS)u
: φ˜q′ ∈ Ng+(φq′)
}
.
Now, we introduce the adaptive refinement and expansion scheme13 which we use in
this thesis by Algorithm 4.1. In this algorithm ζB,SBµ : RM → R+ denotes an appropriate
function to (heuristically) estimate the importance of the basis function Φµ in an L2-
normalized basis set B = {Φ1, . . . ,ΦM}. We write it in the form
ζB,SBµ : RM → R+ : (vB1 , . . . , vBM )T 7→ ζBµ
(
SB(vB1 , . . . , v
B
M )
T
)
, (4.66)
13Note that the set of neighbors Ng(φ) can be seen as related to an expansion of a finite basis b ⊂ bσ,c,
φ ∈ b. Similar the set of neighbors Ng+(φ) can be seen as related to a refinement of this finite basis
set.
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Algorithm 4.1 Expansion and refinement scheme for chosen 0 < ε < 1 and κmax ≥ 1.
1. Set κ = 1 and B = B[0] = coarseδ(B[0]three ∪ B[0]other).
2. If κ > κmax stop.
3. Solve
Ψ˜(1) =
|B|∑
µ=1
vBµΦµ = arg min
Ψ∈span(B),‖Ψ‖=1
〈Ψ , HΨ〉 ,
E˜(1) = min
Ψ∈span(B),‖Ψ‖=1
〈Ψ , HΨ〉 . (4.65)
4. a) Set B′ =
{
Φµ ∈ B : ζB,SBµ
(
(vB1 , . . . , vB|B|)
T
)
≥ ε
}
and Bold = B.
b) Set B = {Φ′ : Φ′ ∈ Ng(Φ),Φ ∈ B′} ∪ {Φ′ : Φ′ ∈ Ng+(Φ),Φ ∈ B′}.
c) If B \ Bold 6= ∅ then go to step 3.
5. Set E˜(1)κ = E˜(1) and Ψ˜
(1)
κ = Ψ˜(1). Also, we set B[κ] = B and denote the associated
subspace by Vκ = span(B[κ]) and its number of degrees of freedom by Mκ = |B[κ]|.
6. Set κ← κ+ 1 and go to step 2.
where SB ∈ RM×M denotes an appropriate non-singular transformation matrix and ζB
is the function which just takes the absolute value of the corresponding coefficient into
account, i.e.
ζBµ : RM → R+ : (vB1 , . . . , vBM )T 7→ |vBµ |.
Let us now consider the simple test case of a hydrogen-like atom according to (4.50),
where we apply span(b(L)1,c ) according to (4.51) as initial subspace and set SB to the
respective identity matrix. In Figure 4.5 we give the numerical results for L = 7. In
particular, our results show no saturation behaviour for the considered sequences of
subspaces as compared with our results presented in Figure 4.4 with respect to the initial
subspaces. Note that the measurement of approximation rates by a log-log fit results in
approximation rates with respect to the number of degrees of freedom of orders in the
range between approximately −3/2 and −2.14
Let us now discuss the choice of the transformation matrix for ζB,SBµ in the framework of
the particle-wise subspace splitting. Here, we apply a transformation matrix SB ∈ RM×M
which results from a partial orthogonalization of a basis B. This is discussed in more
detail in the following.
For m1 + m2 = M we write the positive definite symmetric mass matrix B ∈ RM×M
14Note that due to Theorem 3.2 and relation (3.20), an order of approximately −2/3 with respect to
the number of degrees of freedom can be expected in the case of a linear approximation scheme.
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Figure 4.5: Approximation error of a hydrogen-like atom according to (4.50) in a se-
quence of subspaces created by Algorithm 4.1 starting with a subspace
B = span(b(7)1,c). We depict the error |E(1) − E˜(1)κ |2 in hartree versus the
number of degrees of freedom Mκ (left) and versus the threshold parameter
εκ = 2−κ (right). With regard to the scaling factor c, the colors blue, brown
and purple denote a value of 1/2, 1/4 and 1/8, respectively. An error associ-
ated with Z = 1 is denoted by a circle and an error associated with Z = 4 is
denoted by a square.
according to (4.2) in the form of a partitioned matrix
B =
(
B11 B12
BT12 B22
)
with submatrices B11 ∈ Rm1×m1 , B12 ∈ Rm1×m2 and B22 ∈ Rm1×m2 . Furthermore, we
introduce an M ×M transformation matrix in block structure by
PO :=
(
I11 −B−111 B12
0 I22
)
,
where I11 ∈ Rm1×m1 and I22 ∈ Rm2×m2 denote the respective identity matrices. Then,
we can transform the basis set to a partially orthogonal basis set, i.e. we can write the
mass matrix in block diagonal form
P TO
(
B11 B12
BT12 B22
)
PO =
(
B11 0
0 B22 −BT12B−111 B12
)
. (4.67)
Note that the term B22−BT12B−111 B12 corresponds to the Schur complement of B11 in B
[197]. Furthermore, we define the matrix PN := diag(P TOBPO)
− 1
2 for normalization and
introduce an M ×M transformation matrix by
S := (POPN )−1 = diag(P TOBPO)
1
2P−1O (4.68)
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for the L2-normalized basis set B. Here, P−1O can be easily computed in terms of subma-
trices since it is given by
P−1O =
(
I11 B
−1
11 B12
0 I22
)
.
Now, let the pair E˜ ∈ R, v ∈ RM solve the general eigenvalue problem in matrix
form (4.1) resulting from a Galerkin approximation in the L2-normalized basis set B =
{Φ1, . . . ,ΦM}. Then, the pair E˜, v′ = Sv solves the general eigenvalue problem in matrix
form given by
S−TAS−1v′ = E˜S−TBS−1v′,
which results from a Galerkin approximation in the L2-normalized basis set
BOm1,m2 := {Φ1, . . . ,Φm1 ,Φ′m1+1, . . .Φ′M},
where Φ′µ2 =
∑M
ν=1(S)µ2,νΦν for m1 + 1 ≤ µ2 ≤M . Note particularly that the basis set
BOm1,m2 is also partially orthogonal, i.e. the relations
〈
Φµ1 , Φ
′
µ2
〉
= 0 hold for 1 ≤ µ1 ≤
m1, m1 +1 ≤ µ2 ≤M and
〈
Φ′µ2 , Φµ1
〉
= 0 for 1 ≤ µ1 ≤ m1, m1 +1 ≤ µ2 ≤M ; compare
the right hand side of (4.67).
In this thesis, according to (4.61), we focus on the application of L2-normalized basis
sets B = {Φ1, . . . ,ΦM} with
Φ1 = A(N,MS)
(
~y 7→
∏
p∈N
ψp(yp)
)
in the framework of Algorithm 4.1. Hence, we employ a special case of the transfor-
mation matrix SB, where we set the transformation matrix SB equal to (4.68) with
m1 = 1, m2 = M −m1. Then, in particular, the computation of B−111 is trivial. Now, let
W (N,MS) denote the subspace of span(B) with the orthogonal direct sum decomposition
span(B) = W(N,MS)∅ ⊕ W (N,MS).15 Then, for Ψ ∈ B with Ψ =
∑M
µ=1 vµΦµ we have
Ψ = v1Φ1 +
∑M
µ=2 v
′
µΦ
′
µ with v1Φ1 ∈ W(N,MS)∅ and
∑M
µ=2 v
′
µΦ
′
µ in the orthogonal detail
space W (N,MS).16
Note that we perform the assembly of the system matrices A and B in parallel in a
straightforward way. Here, we distribute the matrix columns over the processors such
that each column is stored on one processor only. However, since we deal with full
matrices, the information associated with the basis set is replicated on all processors.
The data structures which we implemented to deal with the basis sets constructed by
the adaptive Algorithm 4.1 are based on the commonly used hash techniques [108, 148].
4.5 Summary
In this chapter we introduced the numerical methods involved in the computation of the
minimal energy (with respect to the total spin projection) associated with a molecular
Hamiltonian.
15Note that span(Φ1) = W˜(N,MS)∅,{Φ1} =W
(N,MS)
∅ according to (4.43) and (4.33).
16Here, the squared L2-norm can be written as ‖Ψ‖2 = v21 + ‖
PM
µ=2 v
′
µΦ
′
µ‖2.
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First, we discussed the application of the Löwdin rules to deal with partial antisym-
metry in an implementation of the Galerkin discretization approach of the electronic
Schrödinger equation.
Then, we introduced Gaussian multiscale frames which can be seen as an approxi-
mation of Meyer wavelets. Furthermore, we presented a specific type of partially an-
tisymmetric tensor product multiscale many-particle spaces with finite-order weights.
Note that the well-known configuration-interaction spaces in quantum chemistry can be
particularly identified as a special case of our type of subspaces.
Moreover, we described our h-adaptive scheme to construct a sequence of subspaces
by refinement and expansion in real space. Here, we particularly discussed the applica-
tion of rank-1 approximations in terms of Gaussians and modulated Gaussians for the
particle-wise subspace splitting. Furthermore, we presented initial subspaces based on
the multiscale Gaussian frame form (4.29) to perform the introduced refinement and
expansion scheme. Let us remark that, by using only Gaussians and modulated Gaus-
sian, all the involved one and two particle operator integrals can be given in the form of
analytic formulae.
Note that one can apply alternative sets Ng and Ng+ associated with refinement and
expansion. For example, a full grid refinement and expansion in the one-particle spaces
may be performed by the application of the set Z ′ = {−1, 0, 1}3 in (4.54) and (4.64),
respectively. Moreover, one could construct sets associated with refinement and expan-
sion according to the product structure of two scaled regular hyperbolic crosses (3.33) as
considered in Theorem 3.3.
Alternatively, the molecular Hamiltonian H may be regularized by an approximation
of the Coulomb interaction potential in (3.1) in terms of Gaussians. This allows for an
efficient computation of the matrix entries for various multiscale frames. Then, how-
ever, the problem is to perform regularization in such a way, that the error related to
the approximation of the Coulomb potential can be controlled and balanced with the
approximation error related to the application of a finite subset of the multiscale frame.
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In this chapter we describe aspects and results of the numerical experiments which we per-
formed with the help of our new adaptive approach according to Algorithm 4.1 introduced
in Chapter 4. We discuss the application of our new method to compute approximate
energies associated with low states of small molecular systems. Here, we aim at the deter-
mination of the total energies of the considered molecular systems in the so-called chem-
ical accuracy. Commonly, an accuracy of approximately 1 kcal/mol ≈ 1.595−3 hartree is
regarded as chemical accuracy [187]. Note that the main task here is to efficiently de-
scribe electron correlation [175]. To demonstrate that our method allows for an efficient
representation of basic electron-nuclei and electron-electron cusps, we first consider the
test cases of the ground-state as well as the lowest fully antisymmetric state of the He
atom and the H2 molecule. Additionally, we apply our new approach to several small
atomic and diatomic systems with up to six electrons involved.
In particular, we compare our numerical results with those obtained by a Full-CI ap-
proach (4.46) where linear combination of atomic orbitals (LCAO) basis sets [47, 189]
are employed, which are particularly common in quantum chemistry [170]. We further
compare our numerical results to that obtained by other widely used methods in quan-
tum chemistry like the variational quantum Monte Carlo method and diffusion quantum
Monte Carlo method. Here, we only consider the case of a single-determinant Jastrow-
Slater function as trial wave function; see e.g. [21, 127, 177]. Moreover, we compare our
results to the coupled cluster method, i.e. the CCSD(T) method as implemented in the
quantum chemistry software package PSI3 [36]; see e.g. [86, 161, 175].
In the following we note some specific aspects of the application of our adaptive scheme
according to Algorithm 4.1 in the framework of this thesis.
We employ one-particle functions given by non-orthogonal unrestricted Hartree-Fock
orbitals as in (4.36) for the underlying particle-wise subspace splitting, i.e. we set {ψp =
ψ˜HFp }p∈N . We represent each ψ˜HFp in terms of linear combinations of s-type and p-type
atomic orbitals of the form (4.37) and (4.38) centered at a nucleus. We only employ sums
of nine one-particle (modulated) Gaussians, i.e. we set Q = 9 in (4.37) and (4.38). Here,
to shorten notation, s- and p-type orbitals which are centered at the origin are denoted
by o(s) and o(p), respectively. For each studied molecular system, we give the specific
choice of linear combinations of orbitals.
An initial system for Algorithm 4.1 is constructed by using a basis set b(L)σ,c as in
(4.51). Note here that b(L)σ,c is a subset of the second order Gaussian multiscale frame bσ,c
according to (4.29). Furthermore, for each studied molecular system we set σ = 1.
We set the parameter δ to a value of 1/100 kcal/mol ≈ 1.59−5 hartree in the coarsening
step of B[0]three ∪ B[0]other to obtain an initial system B[0] for Algorithm 4.1; compare also
(4.61), (4.62) and (4.63). Moreover, we apply a threshold parameter equal to εκ = 2−κ
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in Algorithm 4.1.
In the following we give some notational aspects. In particular, we give all quantities
in atomic units, e.g. energy values in hartree and distance values in bohr. We denote
the approximation error |E(1)κ − E˜(1)κ | associated with step 5 in Algorithm 4.1 by eκ.
Moreover, the respective partial energy terms associated with the sum of subspaces given
in (4.48) are denoted by Ezeroκ , Eoneκ , E
two↑↓
κ , Etwo↑↑κ and Ethreeκ . The corresponding
numbers of degrees of freedom are denoted byM zeroκ , Moneκ , M
two↑↓
κ , M two↑↑κ andM threeκ .
Additionally, in the case ofN > 3 we denote the energy term and the number of degrees of
freedom associated with the set B[0]other as in (4.62) by Eotherκ andMotherκ . Furthermore, we
denote the piecewise gradients in the log-log variant with respect to the number of degrees
of freedom by sMκ =
log(eκ)−log(eκ−1)
log(Mκ)−log(Mκ−1) . Analogously, the piecewise gradients in the log-log
variant with respect to the threshold parameter are denoted by sεκ =
log(eκ)−log(eκ−1)
log(εκ)−log(εκ−1) .
Furthermore, according to (3.5), we denote the total energy by Etot, i.e. the sum of the
energy associated with the electronic Hamiltonian and the energy term associated with
nuclei-nuclei interaction Vnn. Correspondingly, the sum of the computed approximate
energy term E˜(1)κmax and Vnn is denoted by E˜tot. Also, we denote the total energy associated
with the Hartree-Fock limit by EHFtot and the total energy associated with the rank-1
approximation according to (4.36) by E˜HFtot . The exact energy values Etot and the exact
Hartree-Fock limits EHFtot are taken from literature.
Note that the so-called correlation energy is defined by EHFtot −Etot; see e.g. [170]. We
denote the proportion of the correlation energy with respect to the approximate energy
E˜tot by
Ec :=
E˜tot − EHFtot
Etot − EHFtot
, (5.1)
where we usually give Ec in percentage.
Note finally that all numerical experiments are performed on the cluster computer
Himalaya.1 This parallel computing system consists of 256 Intel Xeon EM 64 T 3.2 GHz
processors interconnected by a Myrinet XP.
5.1 He atom, H2 and He
+
2 molecules
First, we consider the ground-state energy of the He atom with MS = 0. For the rank-1
approximation in (4.36) we apply an L2-normalized partially antisymmetric function of
the form Ψ˜HF(2,0) = CA
(2,0)(ψHe1(↑)⊗ψHe2(↓)), where C denotes a normalization constant. Here,
we employ an s-type orbital for the spin-up one-particle function ψHe1(↑) and set the spin-
down one-particle function ψHe2(↓) equal to ψ
He
1(↑); see also Figure 5.1(a). Moreover, with
regard to the initial set b(L)1,c , we use a value of
1
2 for the parameter c and a value of 7
for the parameter L. In the case of the He atom execution times associated with the
eigenvalue solver routines within application of Algorithm 4.1 are given in Figure 5.2.
1See http://wissrech.ins.uni-bonn.de/research/himalaya/hardware.html for more details on the
cluster computer Himalaya.
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(a) Rank-1 optimized orbital for He.
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(b) Rank-1 optimized orbital for H2.
Figure 5.1: Visualization of the one-particle functions corresponding to the rank-1 ap-
proximation in (4.36) for the ground-state of He and H2 along the x1 axis.
Our results suggest that the complexities of the parallel eigenvalue solvers discussed in
Section 4.1.2, i.e. LOBPCG, Krylov-Schur and PARPACK, are all of the same order for
this system. Note that a log-log fit results in complexities with respect to the number of
particles of order 2, which in particular can be expected due to the full system matrices
associated with the general Hermitian eigenvalue problem (4.1). However, in the case
of the implementation of the LOBPCG method the involved constant seems to be the
smallest. In the following, we therefore invoke the LOBPCG method as implemented in
the BLOPEX package together with a Cholesky decomposition as implemented in the
software package PLAPACK; compare Section 4.1.2.
Additionally, we approximately compute the ground-state energies of the H2 and the
He+2 molecules. The technical details are given in the following: We consider the H2
molecule with MS = 0 and with bond distance RHH = 1.4 bohr, i.e. R1 = 0 and R2 =
(RHH, 0, 0)T . For the rank-1 approximation in (4.36) we apply an L2-normalized partially
antisymmetric function of the form Ψ˜HF(2,0) = CA
(2,0)(ψH21(↑) ⊗ ψ
H2
2(↓)). For the spin-up one-
particle function, we employ ψH21(↑)(x) = o
(s)(x) + o(s)(x − R2), where o(s) denotes an
s-type orbital centered at the origin R1 = 0. We set the spin-down one-particle function
ψ
H2
2(↓) equal to ψ
H2
1(↑); see also Figure 5.1(b). Furthermore, we employ a value of
2
RHH
for
the parameter c and a value of 5 for the parameter L. In the case of the He+2 molecule
with MS = ±1/2 we consider a bond distance of RHeHe+ = 2.042 bohr, where without
loss of generality we only focus on the case of MS = 1/2 in the following. For the rank-
1 approximation in (4.36) we apply an L2-normalized partially antisymmetric function
of the form Ψ˜HF(3,1/2) = CA
(3,1/2)(ψHe
+
2
1(↑) ⊗ ψ
He+2
2(↑) ⊗ ψ
He+2
3(↓) ). For the spin-up one-particle
functions we employ ψHe
+
2
1(↑) (x) = o
(s)
1 (x) and ψ
He+2
2(↑) (x) = o
(s)
1 (x − R2), where we set
ψ
He+2
3(↓) (x) = o
(s)
2 (x) + o
(s)
2 (x−R2) for the spin-down one-particle function. Here, o(s)1 and
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Figure 5.2: Execution times in seconds associated with solver routines versus the num-
ber of degrees of freedom M associated with respective subspaces created by
Algorithm 4.1 in the case of the computation of an approximation of the He
ground-state energy. Here, we present the results for 32 processors on the Hi-
malaya cluster computer for different parallel eigenvalue solvers as discussed
in Section 4.1.2. Note that for κ ≤ 1, we use the computed ground-state
in span(B[κ−1]) as the initial state for the iteration according to the invoked
eigenvalue solver for the solution in span(B[κ]).
o
(s)
2 denote s-type orbitals centered at the origin. Moreover, we apply a value of
2
RHeHe+
for the parameter c and a value of 6 for the parameter L.
Our numerical results according to He, H2 and He
+
2 are given in Table 5.1, Table 5.2
and Table 5.3, respectively. In addition, the results are summarized in Figure 5.3 and
compared with results obtained by other methods in Table 5.4.
We see that our method is indeed convergent if the number of degrees of freedom M
increases with the number of steps κ of Algorithm 4.1. In particular, for all systems
chemical accuracy (≈ 1 kcal/mol) is reached and a proportion of the correlation energies
of more than 97 % is obtained, e.g. 99 % for He. Moreover, the measured orders of
convergence are predominantly better than the order of −1/3 for rising M . Note that,
due to Theorem 3.2 and relation (3.20), one can expect an order of −1/3 in the case
of a linear approximation scheme. Furthermore, our results are in the same range as
the results obtained by CCSD(T) and Full-CI computations using the PSI3 package [36]
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with the cc-pV5Z basis set [189]. Moreover, let us note that in the case of the three-
electron system He+2 the energy terms E
zero
κ , Eoneκ and E
two↑↓
κ are of the largest size in
the particle-wise decomposition.
Table 5.1: Numerical results of Algorithm 4.1 for the He atom.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 310 −2.897506 6.21−3
4 334 −2.899675 4.04−3
5 394 −2.899676 4.04−3
6 712 −2.901834 1.89−3 −1.29 1.10
7 1,588 −2.902622 1.10−3 −0.67 0.78
8 1,996 −2.902752 9.68−4 −0.55 0.18
9 4,500 −2.902877 8.43−4 −0.17 0.20
10 13,104 −2.903085 6.35−4 −0.26 0.41
11 32,608 −2.903298 4.22−4 −0.45 0.59
κ Ezeroκ E
one
κ E
two↑↓
κ M
one
κ M
two↑↓
κ
1 −2.56 −0.63 0.30 198 111
4 −2.29 −1.17 0.56 198 135
5 −2.30 −1.16 0.56 258 135
6 −1.86 −2.05 1.00 258 453
7 −1.88 −2.02 1.00 390 1,197
8 −1.91 −1.97 0.98 486 1,509
9 −1.82 −2.13 1.05 966 3,533
10 −1.73 −2.33 1.16 1,290 11,813
11 −1.64 −2.49 1.23 2,730 29,877
Table 5.2: Numerical results of Algorithm 4.1 for the H2 molecule.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 368 −1.880568 8.19−3
4 416 −1.883199 5.56−3
5 644 −1.884173 4.58−3 −0.44 0.28
6 1,348 −1.885517 3.24−3 −0.47 0.50
7 8,742 −1.887183 1.57−3 −0.39 1.04
8 19,808 −1.888046 7.09−4 −0.97 1.15
κ Ezeroκ E
one
κ E
two↑↓
κ M
one
κ M
two↑↓
κ
1 −1.44 −0.79 0.35 306 61
4 −1.33 −1.02 0.46 306 109
5 −1.27 −1.09 0.48 354 289
6 −1.16 −1.32 0.60 482 865
7 −1.01 −1.60 0.71 1,114 7,627
8 −0.90 −1.83 0.84 1,594 18,213
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Table 5.3: Numerical results of Algorithm 4.1 for the He+2 molecular ion.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 1,412 −6.935416 1.81−2
3 1,460 −6.939936 1.36−2
4 1,472 −6.942464 1.10−2 −25.15 0.30
5 1,980 −6.946905 6.60−3 −1.74 0.74
6 4,036 −6.949023 4.48−3 −0.54 0.56
7 7,522 −6.950432 3.07−3 −0.61 0.54
8 16,757 −6.951912 1.59−3 −0.82 0.95
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ
1 −6.83 0.18 −0.29 −4.06−2 4.60−2 455 444 330 182
3 −7.06 0.66 −0.55 −7.13−3 1.53−2 455 492 330 182
4 −7.48 1.22 −0.70 4.90−3 1.27−2 467 492 330 182
5 −6.18 −1.48 0.70 2.31−2 −5.36−3 495 972 330 182
6 −5.52 −2.61 1.16 3.01−2 −1.14−2 823 2,700 330 182
7 −6.47 −0.66 0.17 3.32−2 −1.25−2 1,243 5,766 330 182
8 −6.90 0.04 −0.18 9.38−2 −1.36−2 2,553 12,618 1,403 182
Table 5.4: Comparison of numerical results for the He atom, the H2 molecule and the He
+
2
molecular ion. The Hartree-Fock energy EHFtot (He
+
2 ) is obtained by a restricted
open-shell Hartree-Fock (ROHF) computation using the PSI3 package [36]
with the cc-pV5Z basis set [47, 189]. The energies ECCSD(T )tot and EFCItot are
obtained by a CCSD(T) and a Full-CI computation, respectively, using the
PSI3 package [36] with the cc-pV5Z basis set [189].
He H2 He
+
2
E˜tot −2.90330 −1.17376 −4.99305
Etot −2.90372 [38] −1.17447 [111] −4.99464 [28]
E˜HFtot −2.86166 −1.12854 −4.91647
EHFtot −2.86168 [38] −1.13366 [172] −4.92285
Ec[%] 99.00 98.26 97.78
E
CCSD(T )
tot −2.90315 −1.17422 −4.99268 cc-pV5Z
EFCItot −2.90315 −1.17422 −4.99273 cc-pV5Z
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(a) Error versus number of degrees of freedom, where each step 3 in Algorithm 4.1 is taken
into account; compare (4.65). The dotted line denotes the initial system B[0]three ∪ B[0]other
which is used in the coarsening step to obtain B[0]; compare (4.63).
102 103 104 105
10−3
10−2
10−1
Number of degrees of freedom Mκ
(b) Error versus the number of degrees of free-
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with step 5 in Algorithm 4.1 is taken into account.
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(c) Error versus the threshold parameter, where
each |E(1)κ − E˜(1)κ | and εκ associated with step 5
in Algorithm 4.1 is taken into account.
Figure 5.3: Error of the approximately computed energy of the ground-state of the He
atom, of the H2 molecule and of the He
+
2 molecular ion.
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5.2 Lowest fully antisymmetric states of He, H2 and Li
Let us now perform our new method to approximately compute the energy associated
with the lowest fully antisymmetric state of the He atom, the H2 molecule and the Li
atom, respectively.
We give the technical details in the following: We consider the lowest triplet state of
the He atom, i.e. N = 2 and MS = ±1, which is also denoted by (3S)He. Without loss
of generality we focus on the case of MS = 1 only. Then, for the rank-1 approximation
in (4.36) we apply an L2-normalized fully antisymmetric function of the form Ψ˜HF(2,1) =
CA(2,1)(ψ(
3S)He
1(↑) ⊗ ψ
(3S)He
2(↑) ). Here, for each of the spin-up one-particle functions ψ
(3S)He
1(↑)
and ψ(
3S)He
2(↑) we employ an s-type orbital centered at the origin. Moreover, we use a value
of 14 for the parameter c and a value of 7 for the parameter L. We consider the lowest
triplet state of the H2 molecule in the case of a distance R3HH = 2.0 bohr, i.e. N = 2,
MS = ±1, R1 = 0 and R2 = (R3HH, 0, 0)T . Note that the lowest triplet state of the H2 is
also denoted by (b3Σ+u )H2. Without loss of generality we again focus on the caseMS = 1
only. Then, for the rank-1 approximation in (4.36) we apply an L2-normalized fully
antisymmetric function of the form Ψ˜HF(2,1) = CA
(2,1)(ψ(b
3Σ+u )H2
1(↑) ⊗ψ
(b3Σ+u )H2
2(↑) ). For the spin-
up one-particle functions we set ψ(b
3Σ+u )H2
1(↑) (x) = o
(s)
1 (x) + o
(s)
1 (x −R2) and ψ(b
3Σ+u )H2
2(↑) =
o
(s)
2 (x) − o(s)2 (x − R2). Here, o(s)1 and o(s)2 denote s-type orbital centered at R1 = 0,
respectively. Moreover, we employ a value of 2R
3HH
for the parameter c and a value of
5 for the parameter L. Finally, in the case of the lowest quartet state of the Li atom,
−5 0 5
0
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2
3
ψ
(4P0)Li
1(↑)
−5 0 5
−0.2
0
0.2 ψ
(4P0)Li
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ψ
(4P0)Li
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Figure 5.4: Visualization of the one-particle functions corresponding to the rank-1 ap-
proximation in (4.36) for the lowest quartet state of Li, i.e. 4P 0. Here, we
plot the one-particle functions along the x1 axis. Note that all one-particle
functions are rotationally symmetric s-type orbitals except for ψ4P 0Li3(↑) , which
is a p1-type orbital; compare also (4.37) and (4.38).
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i.e. N = 3 and MS = ±3/2, which is also denoted by (4P 0)Li, we focus on the case of
MS = 3/2 only. For the rank-1 approximation in (4.36) we apply an L2-normalized fully
antisymmetric function of the form Ψ˜HF(3,3/2) = CA
(3,3/2)(ψ(
4P 0)Li
1(↑) ⊗ ψ
(4P 0)Li
2(↑) ⊗ ψ
(4P 0)Li
3(↑) ).
Here, for each of the one-particle functions ψ(
4P 0)Li
1(↑) and ψ
(4P 0)Li
2(↑) we employ an s-type
orbital centered at the origin. For the one-particle function ψ(
4P 0)Li
3(↑) we use an p-type
orbital centered at the origin; compare Figure 5.4. Moreover, we apply a value of 14 for
the parameter c and a value of 7 for the parameter L.
The corresponding numerical results are given in Table 5.5, Table 5.6 and Table 5.7.
Moreover, we compare our results with those computed by other methods in Table 5.8
and we summarize them in Figure 5.5.
We see that there is convergence and that for all systems chemical accuracy is reached.
In particular, an error in the range of ten micro hartree (≈ 10−5 hartree) is obtained for
the two-electron systems (3S)He and (b3Σ+u )H2. Moreover, for the two-electron systems
proportions of the correlation energies of more than 99 % are obtained, whereas for the
three-electron system a value of more than 96 % is still reached. Furthermore, in most
cases the measured orders of convergence are better than an order of −2/3 for rising
M . Here, since we consider fully antisymmetric states, one can expect an order of −2/3
in the case of a linear approximation scheme due to Theorem 3.2 and relation (3.20).
Furthermore, the approximation errors of our results are smaller than those obtained
by CCSD(T) and Full-CI computations using the PSI3 package [36] with the cc-pV5Z
basis set [189]. Note further that in the case of the two-electron system (3S)He and
(b3Σ+u )H2 the partial energy terms E
zero
κ are of the largest size within the particle-wise
decomposition.
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Table 5.5: Numerical results of Algorithm 4.1 for the lowest triplet state of the He atom
(i.e. (3S)He, N = 2, MS = ±1).
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 141 −2.174698 5.31−4
5 147 −2.174698 5.31−4
7 741 −2.174883 3.46−4
8 1,195 −2.174973 2.56−4 −0.62 0.43
9 4,665 −2.175189 3.99−5 −1.37 2.68
10 7,087 −2.175206 2.26−5 −1.36 0.82
11 11,481 −2.175217 1.24−5 −1.23 0.86
12 20,386 −2.175220 9.22−6 −0.52 0.43
κ Ezeroκ E
one
κ E
two↑↑
κ M
one
κ M
two↑↑
κ
1 −2.21 0.02 2.07−2 76 64
5 −2.23 0.03 2.08−2 82 64
7 −2.16 −0.11 9.60−2 220 520
8 −2.19 −0.14 1.57−1 336 858
9 −2.40 0.09 1.35−1 751 3,913
10 −2.37 0.07 1.28−1 1,401 5,685
11 −2.21 −0.17 1.98−1 2,266 9,214
12 −2.31 −0.10 2.26−1 3,753 16,632
Table 5.6: Numerical results of Algorithm 4.1 for the lowest triplet state of the H2
molecule (i.e. (b3Σ+u )H2, N = 2, MS = ±1).
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 350 −1.393607 3.47−3
6 1,069 −1.396413 6.63−4
7 2,170 −1.396673 4.04−4 −0.70 0.72
8 6,152 −1.396920 1.56−4 −0.91 1.37
9 15,803 −1.397005 7.15−5 −0.83 1.13
10 32,147 −1.397040 3.59−5 −0.97 0.99
κ Ezeroκ E
one
κ E
two↑↑
κ M
one
κ M
two↑↑
κ
1 −1.36 −0.05 1.75−2 251 98
6 −1.28 −0.19 7.07−2 333 735
7 −1.35 −0.07 1.71−2 632 1,537
8 −1.42 0.03 −2.89−3 1,469 4,682
9 −1.48 0.12 −3.78−2 2,487 13,315
10 −1.48 0.11 −3.51−2 4,302 27,844
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Table 5.7: Numerical results of Algorithm 4.1 for the lowest quartet state of the Li atom
(i.e. (4P 0)Li, N = 3, MS = ±3/2).
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 901 −5.363903 4.11−3
4 942 −5.364110 3.90−3
5 1,227 −5.365122 2.89−3 −1.14 0.43
6 1,725 −5.365974 2.04−3 −1.03 0.50
7 3,631 −5.366554 1.46−3 −0.45 0.48
8 6,009 −5.366696 1.31−3 −0.20 0.15
9 13,306 −5.367261 7.49−4 −0.71 0.81
10 23,706 −5.367640 3.71−4 −1.22 1.01
κ Ezeroκ E
one
κ E
two↑↑
κ M
one
κ M
two↑↑
κ
1 −3.67 −2.15 4.58−1 314 586
4 −2.81 −3.08 5.22−1 355 586
5 −2.29 −4.11 1.030 463 763
6 −2.57 −3.67 8.83−1 667 1,057
7 −2.31 −4.56 1.500 969 2,661
8 −2.67 −3.42 7.22−1 1,433 4,575
9 −3.81 −2.58 1.020 2,331 10,974
10 −3.50 −3.44 1.570 3,255 20,450
Table 5.8: Comparison of numerical results for the lowest triplet state of the He atom
((3S)He), the lowest triplet state of the H2 molecule ((b
3Σ+u )H2) and the lowest
quartet state of the Li atom ((4P 0)Li). The Hartree-Fock energy EHFtot (
3H2) is
obtained by a restricted open-shell Hartree-Fock (ROHF) computation using
the PSI3 [36] package with the cc-pV5Z basis set [47, 189]. The energies
E
CCSD(T )
tot and EFCItot are obtained by a CCSD(T) and a Full-CI computation,
respectively, using the PSI3 package [36] with the cc-pV5Z basis set [189].
(3S)He (b3Σ+u )H2 (
4P 0)Li
E˜tot −2.17522 −0.89704 −5.36764
Etot −2.17523 [140] −0.89708 [27] −5.36801 [11]
E˜HFtot −2.17424 −0.89057 −5.35830
EHFtot −2.17420 [101] −0.89288 −5.35830 [101]
Ec[%] 99.10 99.14 96.18
E
CCSD(T )
tot −2.04194 −0.89691 −5.24319 cc-pV5Z
EFCItot −2.04194 −0.89691 −5.24320 cc-pV5Z
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(a) Error versus number of degrees of freedom, where each step 3 in Algorithm 4.1 is taken
into account; compare (4.65). The dotted line denotes the initial system B[0]three ∪ B[0]other
which is used in the coarsening step to obtain B[0]; compare (4.63).
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(b) Error versus the number of degrees of free-
dom, where each |E(1)κ − E˜(1)κ | and Mκ associated
with step 5 in Algorithm 4.1 is taken into account.
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(c) Error versus the threshold parameter, where
each |E(1)κ − E˜(1)κ | and εκ associated with step 5
in Algorithm 4.1 is taken into account.
Figure 5.5: Error of the approximately computed energy of the fully antisymmetric states
(3S)He, (b3Σ+u )H2 and (
4P 0)Li.
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5.3 Li, Be, B and C atoms
So far we have applied our new method to systems with up to three electrons. Now, we
study atomic systems with up to six electrons, i.e. the Li atom, the Be atom, the B atom
and the C atom.
We give the technical details in the following: Without loss of generality we focus on
the case of MS = 1/2 only for the ground-state of the Li atom. Here, for the rank-1
approximation in (4.36) we apply an L2-normalized partially antisymmetric function of
the form Ψ˜HF(3,1/2) = CA
(3,1/2)(ψLi1(↑) ⊗ ψLi2(↑) ⊗ ψLi3(↓)), where for each of the one-particle
functions ψLi1(↑), ψ
Li
2(↑) and ψ
Li
3(↓) we employ an s-type orbital centered at the origin. We
apply a value of one for the parameter c and a value of 6 for the parameter L. In the
case of the Be atom withMS = 0 we apply for the rank-1 approximation in (4.36) an L2-
normalized partially antisymmetric function of the form Ψ˜HF(4,0) = CA
(4,0)(ψBe1(↑) ⊗ ψBe2(↑) ⊗
ψBe3(↓) ⊗ ψBe3(↓)). Here, we set ψBe1(↑) = ψBe3(↓) = o
(s)
1 and ψ
Be
2(↑) = ψ
Be
4(↓) = o
(s)
2 , where o
s
1 and
os2 denote s-type orbitals. Moreover, we use a value of
1
4 for the parameter c and a value
of 8 for the parameter L. In the case of the ground-state of the B atom we focus on
the case of MS = 1/2 only, where for the rank-1 approximation in (4.36) we apply an
L2-normalized partially antisymmetric function of the form Ψ˜HF(3,1/2) = CA(5,1/2)(ψB1(↑) ⊗
ψB2(↑) ⊗ ψB3(↑) ⊗ ψB4(↓) ⊗ ψB5(↓)). Here, for each of the one-particle functions ψB1(↑), ψB2(↑),
ψB4(↓) and ψ
B
5(↓) we employ an s-type orbital, whereas for the one-particle function ψ
B
3(↑)
we employ a p-type orbital. Moreover, we use a value of 1 for the parameter c and a
value of 7 for the parameter L. In the case of the C atom with MS = 0, we apply
an L2-normalized partially antisymmetric function of the form Ψ˜HF(6,0) = CA(6,0)(ψC1(↑) ⊗
ψC2(↑) ⊗ ψC3(↑) ⊗ ψC4(↓) ⊗ ψC5(↓) ⊗ ψC6(↓)) for the rank-1 approximation in (4.36). We set
ψBe1(↑) = ψ
Be
4(↓) = o
(s)
1 , ψ
Be
2(↑) = ψ
Be
5(↓) = o
(s)
2 and ψ
Be
3(↑) = ψ
Be
6(↓) = o
(p)
1 . Here, o
s
1 and os2 denote
s-type orbitals and op1 denotes a p-type orbital. Moreover, we use a value of 1 for the
parameter c and a value of 7 for the parameter L.
We give our numerical results according to the Li, Be, B and C atoms in Table 5.9,
Table 5.10, Table 5.11 and Table 5.12, respectively. Also, our results are compared to
that obtained by other methods in Table 5.132 and are summarized in Figure 5.6.
In the case of the Li atom, we see that chemical accuracy is reached and a proportion
of the correlation energies Ec of more than 97 % is obtained. In the case of the Be atom
we reach an error smaller than 10−2 hartree. Note that for the Li and the Be atom the
partial energy terms Ezeroκ , Eoneκ and E
two↑↓
κ are of the largest size within the particle-
wise decomposition. In the case of the B and the C atom our results seem to be in the
pre-asymptotic range. However, we still obtain proportions of the correlation energies of
more than 87 % and 70 %, respectively. Moreover, for all considered atoms, except for
the C atom, the error of our results is of smaller size than the error related to the results
obtained by the variational Monte Carlo method [21] based on a single-determinant
2Note that in the case of the B atom the value for E˜HFtot is slightly less than the value for the Hartree-
Fock limit EHFtot taken from literature [38]. This is due to that we employ an unrestricted open-shell
Hartree-Fock approximation.
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Jastrow-Slater trial wave function. In particular, our results are in the range of the
results computed by a diffusion Monte Carlo method [21] based on a single-determinant
Jastrow-Slater trial wave function.
Table 5.9: Numerical results of Algorithm 4.1 for the Li atom.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 610 −7.471645 6.42−3
4 634 −7.473208 4.85−3
6 850 −7.474914 3.15−3
7 1,150 −7.475572 2.49−3 −0.78 0.34
8 2,350 −7.476317 1.74−3 −0.50 0.51
9 8,179 −7.476838 1.22−3 −0.28 0.51
10 22,203 −7.477022 1.04−3 −0.16 0.23
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ
1 −6.83 −1.24 0.58 1.88−2 2.15−3
4 −6.13 −2.65 1.29 2.36−2 −2.41−3
6 −6.21 −2.49 1.20 2.10−2 5.46−4
7 −5.54 −3.81 1.85 2.08−2 5.91−4
8 −5.84 −3.22 1.58 3.40−3 4.87−4
9 −5.83 −3.21 1.56 6.59−3 7.63−4
10 −5.66 −3.53 1.71 7.55−3 1.03−3
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ
1 610 253 190 108 58
4 634 253 214 108 58
6 850 313 370 108 58
7 1,150 313 670 108 58
8 2,350 445 1,702 144 58
9 8,179 1,255 4,720 2,145 58
10 22,203 1,880 16,018 4,246 58
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Table 5.10: Numerical results of Algorithm 4.1 for the Be atom.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 1,417 −14.644213 2.31−2
4 1,633 −14.650281 1.71−2
6 3,553 −14.654086 1.33−2
7 6,667 −14.656040 1.13−2 −0.25 0.23
8 10,067 −14.657765 9.59−3 −0.40 0.24
9 24,775 −14.659783 7.58−3 −0.26 0.34
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ E
other
κ
1 −9.83 −8.00 3.13 5.41−2 −5.36−4 1.43−6
4 −5.84 −15.79 6.93 5.13−2 −5.15−5 1.91−6
6 3.08 −34.35 16.57 4.99−2 −5.95−5 2.25−6
7 2.18 −32.68 15.79 4.96−2 −1.33−4 2.29−6
8 −8.25 −13.45 6.99 4.96−2 −1.36−4 2.26−6
9 −12.31 −6.06 3.66 4.88−2 −1.79−5 2.12−6
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ M
other
κ
1 1,417 524 562 264 64 2
4 1,633 584 718 264 64 2
6 3,553 800 2,422 264 64 2
7 6,667 1,100 5,236 264 64 2
8 10,067 1,976 7,760 264 64 2
9 24,775 2,780 21,664 264 64 2
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Table 5.11: Numerical results of Algorithm 4.1 for the B atom.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 2,637 −24.620106 3.38−2
3 2,661 −24.620191 3.37−2
4 3,119 −24.624262 2.96−2 −0.81 0.19
5 3,415 −24.628132 2.58−2 −1.54 0.20
6 6,197 −24.632901 2.10−2 −0.34 0.30
7 17,137 −24.637678 1.62−2 −0.25 0.37
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ E
other
κ
1 −9.68 −25.55 10.32 1.43−1 1.44−1 3.75−5
3 −9.00 −26.24 10.33 1.44−1 1.43−1 3.76−5
4 −10.65 −21.99 7.74 8.87−2 1.93−1 3.67−5
5 −8.99 −25.10 9.14 2.71−1 5.17−2 3.81−5
6 −6.72 −30.47 12.24 2.67−1 5.41−2 3.64−5
7 −0.55 −40.52 14.18 2.200 5.57−2 4.03−6
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ M
other
κ
1 2,637 590 610 646 788 2
3 2,661 614 610 646 788 2
4 3,119 650 1,032 646 788 2
5 3,415 767 1,211 646 788 2
6 6,197 1,001 3,759 646 788 2
7 17,137 1,813 13,397 1,136 788 2
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Table 5.12: Numerical results of Algorithm 4.1 for the C atom.
κ Mκ E
(1)
κ eκ s
M
κ s
ε
κ
1 4,258 −37.767724 7.73−2
3 4,452 −37.771020 7.40−2
4 4,662 −37.776946 6.81−2 −1.81 0.12
5 5,612 −37.782707 6.23−2 −0.48 0.13
6 12,197 −37.791802 5.32−2 −0.20 0.23
7 23,875 −37.800198 4.48−2 −0.26 0.25
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ
1 −6.84 −56.66 25.45 2.88−1 −5.49−3
3 −9.22 −48.14 19.31 2.26−1 5.25−2
4 −17.62 −29.03 8.55 3.42−1 −1.69−2
5 −18.64 −30.53 11.05 1.44−2 3.20−1
6 −40.97 8.26 −9.19 3.820 2.91−1
7 −56.21 10.27 0.99 6.590 5.58−1
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ
1 4,258 716 915 1,022 1,604
3 4,452 764 1,061 1,022 1,604
4 4,662 790 1,245 1,022 1,604
5 5,612 874 2,111 1,022 1,604
6 12,197 1,636 6,791 2,165 1,604
7 23,875 3,351 15,507 3,412 1,604
Table 5.13: Comparison of numerical results for the atoms Li, Be, B and C. The values
for estimated exact total energies Etot are taken from [29] and the values
for the Hartree-Fock limits EHFtot are given in [38]. The total energy values
EVMCtot and EDMCtot computed by variational Monte Carlo (VMC) and diffu-
sion Monte Carlo (DMC) based on a single-determinant Jastrow-Slater trial
wave function are taken from [21]. The energies values ECCSD(T )tot and EFCItot
are obtained by a CCSD(T) and a Full-CI computation, respectively, using
the PSI3 [36] package with the cc-pVTZ basis set [47].
Li Be B C
E˜tot −7.47702 −14.65978 −24.63768 −37.80020
Etot −7.47806 −14.66736 −24.65391 −37.84500
E˜HFtot −7.43271 −14.57296 −24.52921 −37.65886
EHFtot −7.43273 −14.57302 −24.52906 −37.68862
Ec[%] 97.58 90.94 87.00 71.35
EVMCtot −7.47683 −14.63110 −24.60562 −37.81471
EDMCtot −7.47802 −14.65717 −24.63978 −37.82951
E
CCSD(T )
tot −7.44607 −14.62379 −24.60538 −37.73586
EFCItot −7.44607 −14.62381 −24.60582 −37.74080
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(a) Error versus number of degrees of freedom, where each step 3 in Algorithm 4.1 is taken into
account; compare (4.65). The dotted line denotes the initial system B[0]three ∪ B[0]other which is used
in the coarsening step to obtain B[0]; compare (4.63).
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(b) Error versus the number of degrees of free-
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with step 5 in Algorithm 4.1 is taken into account.
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(c) Error versus the threshold parameter, where
each |E(1)κ − E˜(1)κ | and εκ associated with step 5
in Algorithm 4.1 is taken into account.
Figure 5.6: Error of the approximately computed energy of the ground-state of the Li,
Be, B and C atom, respectively.
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5.4 LiH, BeH, BH and Li2 diatomic molecules
In this section we apply our new method to diatomic molecules with up to six electrons,
i.e. the LiH molecule, the BeH molecule, the BH molecule and the Li2 dimer.
The technical details are given in the following: We study the LiH molecule forMS = 0
and a value of RLiH = 3.015 bohr for the bond distance, i.e. R1 = RLi = 0 and R2 =
RH = (RLiH, 0, 0)T . For the rank-1 approximation in (4.36) we apply an L2-normalized
partially antisymmetric function of the form Ψ˜HF(4,0) = CA
(4,0)(ψLiH1(↑)⊗ψLiH2(↑)⊗ψLiH3(↓)⊗ψLiH4(↓)).
Here, for the spin-up one-particle functions we employ ψLiH1(↑) = o
(s)
1 (x) and ψ
LiH
2(↑) =
o
(s)
2 (x) + o
(s)
3 (x − RH), where o(s)1 , o(s)2 and o(s)3 denote s-type orbitals centered at the
origin. For the spin-down one-particle functions we set ψLiH3(↓) = ψ
LiH
1(↑) and ψ
LiH
4(↓) = ψ
LiH
2(↑).
Moreover, we use a value of 2RLiH for the parameter c and a value of 6 for the parameter
L. In the case of the BeH molecule with MS = ±1/2, we consider the case of a bond
distance of RBeH = 2.537 bohr, i.e. R1 = RBe = 0 and R2 = RH = (RBeH, 0, 0)T ,
and we again focus on the case of MS = 1/2 only. For the rank-1 approximation in
(4.36) we apply an L2-normalized partially antisymmetric function of the form Ψ˜HF(5,1/2) =
CA(5,1/2)(ψBeH1(↑) ⊗ψBeH2(↑) ⊗ψBeH3(↑) ⊗ψBeH4(↓) ⊗ψBeH5(↓) ). For the spin-up one-particle functions we
set ψBeH1(↑) = o
(s)
1 (x), ψ
BeH
2(↑) = o
(s)
2 (x) and ψ
LiH
3(↑) = o
(s)
3 (x) + o
(s)
4 (x −RH), whereas for the
spin-down one-particle functions we set ψBeH4(↓) = o
(s)
5 (x) and ψ
BeH
5(↑) = o
(s)
6 (x)+o
(s)
7 (x−RH).
Here, o(s)1 , o
(s)
2 , o
(s)
3 , o
(s)
4 , o
(s)
5 , o
(s)
6 and o
(s)
7 are s-type orbitals centered at the origin. We
apply a value of 2RBeH for the parameter c and a value of 7 for the parameter L. For the
BH molecule withMS = 0 we employ a value of RBH = 2.329 bohr for the bond distance,
i.e. R1 = RB = 0 and R2 = RH = (RBH, 0, 0)T . For the rank-1 approximation in
(4.36) we apply an L2-normalized partially antisymmetric function of the form Ψ˜HF(6,0) =
CA(6,0)(ψBH1(↑)⊗ψBH2(↑)⊗ψBH3(↑)⊗ψBH4(↓)⊗ψBH5(↓)⊗ψBH6(↓)). For the spin-up one-particle functions
we employ ψBH1(↑) = o
(s)
1 (x), ψ
BH
2(↑) = o
(s)
2 (x), and ψ
BH
3(↑) = o
(p)
3 (x) + o
(s)
4 (x − RH). Here,
o
(s)
1 , o
(s)
2 and o
(s)
4 denote s-type orbitals centered at the origin, whereas o
(p)
3 denotes a
p-type orbital centered at the origin. For the spin-down one-particle functions we set
ψBH4(↓) = ψ
BH
1(↑), ψ
BH
5(↓) = ψ
BH
2(↑) and ψ
BH
6(↓) = ψ
BH
3(↑). Furthermore, we use a value of
2
RBH
for
the parameter c and a value of 7 for the parameter L. Finally, in the case of the Li2
molecule with MS = 0, we employ for the bond distance a value of RLiLi = 5.051 bohr,
i.e. R1 = 0 and R2 = (RLiLi, 0, 0)T . For the rank-1 approximation in (4.36) we apply
an L2-normalized partially antisymmetric function of the form Ψ˜HF(6,0) = CA(6,0)(ψ
Li2
1(↑) ⊗
ψ
Li2
2(↑)⊗ψ
Li2
3(↑)⊗ψ
Li2
4(↓)⊗ψ
Li2
5(↓)⊗ψ
Li2
6(↓)). Here, for the spin-up one-particle functions we employ
ψ
Li2
1(↑) = o
(s)
1 (x), ψ
Li2
2(↑) = o
(s)
2 (x) and ψ
Li2
3(↑) = o
(s)
3 (x−R2). For the spin-down one-particle
functions we set ψLi24(↑) = o
(s)
1 (x −R2), ψLi25(↑) = o
(s)
2 (x −R2) and ψLi26(↑) = o
(s)
3 (x). Here,
o
(s)
1 , o
(s)
2 and o
(s)
3 denote s-type orbitals centered at the origin. We use a value of
2
RLiLi
for the parameter c and a value of 7 for the parameter L.
Our numerical results according the LiH, BeH, BH and Li2 diatomic molecules are
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given in Table 5.14, Table 5.15, Table 5.16 and Table 5.17. Additionally, we depict
the results in Figure 5.7 and compare them with those computed by other methods in
Table 5.18.
In the case of the LiH atom we observe an approximation error smaller than a value
of 10−2 hartree and a proportion of the correlation energies Ec of more than 88 %. We
further see that for the diatomic molecules LiH, BeH and Li2 the partial energy terms
Ezeroκ , Eoneκ and E
two↑↓
κ are of the largest size within the particle-wise decomposition. In
the case of the molecules BeH, BH and Li2 our results seem to be in the pre-asymptotic
range. However, we still obtain proportions of the correlation energies of more than
71 %, 82 % and 70 %, respectively. Moreover, for all systems except the Li2 molecule the
error of our results is of smaller size than the error related to the results obtained by a
variational Monte Carlo method [127, 177] based on a single-determinant Jastrow-Slater
trial wave function. Furthermore, the approximation errors of our results are of smaller
size than those obtained by CCSD(T) and Full-CI computations using the PSI3 package
[36] with the cc-pVQZ basis set [47].3
Table 5.14: Numerical results of Algorithm 4.1 for the LiH molecule.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 2,823 −9.039973 2.56−2
4 3,345 −9.047351 1.82−2
5 4,937 −9.052533 1.30−2 −0.86 0.48
6 17,867 −9.055869 9.71−3 −0.23 0.43
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ E
other
κ
1 −2.45 −9.62 3.00 1.77−2 8.73−3 −4.30−4
4 −3.03 −5.68 −0.36 1.82−2 7.31−3 −4.86−4
5 0.79 −10.38 0.52 1.88−2 6.28−3 −5.16−4
6 6.23 −17.07 1.77 1.87−2 6.30−3 −5.20−4
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ M
other
κ
1 2,823 922 598 574 722 6
4 3,345 1,010 1,032 574 722 6
5 4,937 1,058 2,576 574 722 6
6 17,867 1,744 14,820 574 722 6
3Note that in Table 5.18 the Full-CI result for the Li2 molecule is missing due to physical memory
limitations.
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Table 5.15: Numerical results of Algorithm 4.1 for the BeH molecule.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 4,132 −16.776760 4.67−2
2 4,144 −16.778034 4.54−2
4 4,596 −16.786366 3.71−2
5 7,839 −16.793625 2.98−2 −0.41 0.31
6 23,564 −16.796828 2.66−2 −0.10 0.16
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ E
other
κ
1 −5.12 −16.94 5.10 −6.13−2 2.43−1 1.38−5
2 −4.12 −17.77 4.93 −5.24−2 2.41−1 1.37−5
4 −0.01 −22.05 5.07 1.25−1 7.76−2 1.11−5
5 −0.02 −18.22 1.23 1.71−1 3.99−2 9.97−6
6 −1.72 −16.28 1.00 1.41−1 6.39−2 1.01−5
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ M
other
κ
1 4,132 995 848 946 1,340 2
2 4,144 1,007 848 946 1,340 2
4 4,596 1,215 1,092 946 1,340 2
5 7,839 1,733 3,817 946 1,340 2
6 23,564 3,441 17,834 946 1,340 2
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Table 5.16: Numerical results of Algorithm 4.1 for the BH molecule.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 6,594 −27.375788 5.90−2
2 6,642 −27.380733 5.40−2 −12.03 0.13
3 6,690 −27.380921 5.38−2 −0.49 0.01
4 6,947 −27.385515 4.92−2 −2.37 0.13
5 8,048 −27.391574 4.32−2 −0.89 0.19
6 15,907 −27.403709 3.10−2 −0.48 0.48
7 28,125 −27.407739 2.70−2 −0.24 0.20
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ E
other
κ
1 3.38 −54.35 23.41 1.17−1 6.57−2 −3.30−6
2 4.98 −54.70 22.17 2.67−2 1.44−1 −3.38−6
3 5.55 −55.27 22.19 −3.70−3 1.47−1 −3.37−6
4 8.32 −54.50 18.66 −4.03−2 1.74−1 −3.53−6
5 14.97 −56.98 14.42 6.85−2 1.29−1 −3.78−6
6 8.72 −44.23 7.90 −1.20−2 2.25−1 −3.78−6
7 1.78 −36.27 5.49 1.050 5.48−1 −3.55−6
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ M
other
κ
1 6,594 1,236 1,291 1,544 2,520 2
2 6,642 1,260 1,315 1,544 2,520 2
3 6,690 1,308 1,315 1,544 2,520 2
4 6,947 1,380 1,500 1,544 2,520 2
5 8,048 1,759 2,222 1,544 2,520 2
6 15,907 3,590 8,250 1,544 2,520 2
7 28,125 4,769 19,097 1,676 2,580 2
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Table 5.17: Numerical results of Algorithm 4.1 for the Li2 molecule.
κ Mκ E˜
(1)
κ eκ s
M
κ s
ε
κ
1 3,846 −16.733156 4.39−2
2 3,878 −16.735794 4.12−2 −7.40 0.09
3 4,075 −16.739737 3.73−2 −2.03 0.15
4 4,460 −16.740562 3.64−2 −0.25 0.03
5 5,365 −16.741125 3.59−2 −0.08 0.02
6 7,404 −16.742013 3.50−2 −0.08 0.04
7 12,648 −16.748830 2.82−2 −0.40 0.31
8 24,277 −16.749711 2.73−2 −0.05 0.05
κ Ezeroκ E
one
κ E
two↑↓
κ E
two↑↑
κ E
three
κ
1 −16.95 −3.61 3.78 3.53−2 9.01−3
2 −9.72 −12.45 5.38 5.87−2 −1.64−3
3 −8.64 −10.37 2.21 5.85−2 −3.44−3
4 −11.22 −3.07 −2.51 5.83−2 −2.70−3
5 −8.90 −5.53 −2.37 5.90−2 −2.49−3
6 −7.11 −7.06 −2.63 5.71−2 4.85−3
7 −6.32 −10.20 −0.29 5.70−2 5.31−3
8 −6.05 −10.55 −0.21 5.65−2 3.24−3
κ Mκ M
one
κ M
two↑↓
κ M
two↑↑
κ M
three
κ
1 3,846 810 1,243 920 872
2 3,878 842 1,243 920 872
3 4,075 842 1,440 920 872
4 4,460 842 1,825 920 872
5 5,365 842 2,730 920 872
6 7,404 1,082 4,529 920 872
7 12,648 1,386 9,469 920 872
8 24,277 2,000 20,484 920 872
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Table 5.18: Comparison of numerical results for the LiH, the BeH, the BH and the Li2
molecules. The energies Etot are taken from [127], except for LiH and Li2
which are taken from [28] and [49], respectively. The Hartree-Fock limits EHFtot
are taken from [127], except for Li2 which is taken from [49]. The total energy
values EVMCtot and EDMCtot computed by variational Monte Carlo (VMC) and
diffusion Monte Carlo (DMC) based on a single-determinant Jastrow-Slater
trial wave function are taken from [127] and for Li2 from [177]. The energies
E
CCSD(T )
tot and EFCItot are obtained by a CCSD(T) and a Full-CI computation,
respectively, using the PSI3 [36] package with the cc-pVQZ basis set [47].
LiH BeH BH Li2
E˜tot −8.06084 −15.22016 −25.26089 −14.96810
Etot −8.07055 −15.24680 −25.28790 −14.99540
E˜HFtot −7.97054 −15.04328 −25.08382 −14.86166
EHFtot −7.98735 −15.15318 −25.13195 −14.87152
Ec[%] 88.05 71.55 82.68 77.97
EVMCtot −8.04593 −15.21210 −25.21220 −14.98255
EDMCtot −8.07012 −15.24062 −25.27595 −14.99167
E
CCSD(T )
tot −8.04267 −15.12930 −25.04420 −14.94112 cc-pVQZ
EFCItot −8.04269 −15.12712 −25.04123 cc-pVQZ
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(a) Error versus number of degrees of freedom, where each step 3 in Algorithm 4.1 is taken into
account; compare (4.65). The dotted line denotes the initial system B[0]three ∪ B[0]other which is used in
the coarsening step to obtain B[0]; compare (4.63).
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with step 5 in Algorithm 4.1 is taken into account.
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(c) Error versus the threshold parameter, where
each |E(1)κ − E˜(1)κ | and εκ associated with step 5
in Algorithm 4.1 is taken into account.
Figure 5.7: Error of the approximately computed energy of the ground-state of the LiH,
BeH, BH and Li2 molecules.
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5.5 Summary
We applied our new method introduced in Chapter 4 to small molecular systems with up
to six electrons. The results of the numerical experiments suggest that our new method is
indeed convergent and that the measured rates are in the expected range. In particular,
the results demonstrate that our new method allows to efficiently describe electron-nuclei
and electron-electron cusps. Nevertheless, we see a dependence of the involved constants
on the molecular system size.
For a better overview, we summarized our numerical results for the ground-states
energies of the atoms and molecules according to Section 5.1, Section 5.3 and Section 5.4
in Figure 5.8. In addition, we depicted these results with respect to the proportion of
the correlation energy Ec in Figure 5.9.
For the two- and three-electron systems chemical accuracy is reached. For four-electron
systems we obtain an approximation error of a size smaller than ten milli-hartree. In
particular, we obtain in the case of two-electron, three-electron and four-electron systems
systems proportions greater than 98 %, 96 % and 88 %, respectively. In the case of the
five- and six-electron molecular systems our results seem to be still in the pre-asymptotic
range. Note here that the involved number of degrees of freedom is limited by physical
memory limitations. However, for the five- and six-electron systems proportions of the
correlation energies in the range of 71 % to 87 % are achieved.
For all studied systems, except for the H2 molecule, the size of the approximation
error for our new method to compute to the total energy is less than the error obtained
by a CCSD(T) and a Full-CI computation with the help of the PSI3 package using
certain LCAO basis sets. In particular, for all systems considered in Section 5.3 and
Section 5.4, except for the six-electron molecules, the size of the approximation error
of our new method is less than the error obtained by variational Monte Carlo methods
which employ a single-determinant Jastrow-Slater trial wave function. Moreover, for all
molecular systems in Section 5.3 and Section 5.4 our results are in the range of the results
computed by diffusion Monte Carlo methods which are based on a single-determinant
Jastrow-Slater trial wave function.
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Figure 5.8: Error of the approximately computed ground-state energy of the studied
atoms and molecules.
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Figure 5.9: Proportion of correlation energies of the approximately computed ground-
state energy of the studied atoms and molecules; see (5.1).
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In this thesis we introduced and studied new tensor product multiscale many-particle
spaces with finite-order weights and applied them for the numerical treatment of the
electronic Schrödinger equation. These spaces are constructed from a particle-wise sub-
space splitting of the N -particle space. In particular, this construction provides a sys-
tematic improvement of a nonlinear rank-1 approximation by its combination with a
tensor product multiscale approximation scheme. Moreover, it includes the well-known
configuration interaction spaces from quantum chemistry as a special case. In contrast to
many widely used (nonlinear and/or non-variational) methods in quantum chemistry, our
approach provides convergence with guaranteed approximation rates. We demonstrated
these rates numerically for atoms and diatomic molecules with up to six electrons. Note
that to our knowledge this is the first time that systems with more than two electrons
were successfully treated by the application of tensor product multiscale bases in the
framework of ab initio methods except for HF and DFT methods.
In order to realize our new approach, we introduced and studied tensor product mul-
tiscale many-particle spaces. To this end, we first generalized the optimized sparse grid
approximation spaces for one-dimensional particles with periodic boundary conditions to
the case of N D-dimensional particles with certain decay conditions. For functions with
certain smoothness and decay assumptions, we showed estimates for the approximation
and complexity orders. We further generalized the sparse grid approximation to the case
of antisymmetry by replacing the conventional product with the outer product which
involves the Slater determinant construction. Additional conditions on the indices of the
multivariate basis were imposed which reflect the Pauli principle. We thus obtained a
true basis for antisymmetric sparse grid spaces with a substantially reduced amount of
degrees of freedom and derived associated complexities and approximation properties.
Using our theoretical results as well as known regularity and decay properties for the
eigenfunctions in the discrete spectrum of the electronic Schrödinger operator, we found
that, up to logarithmic terms, the convergence rate is independent of the number of
electrons N and in particular almost the same as in the two-electron case. However, the
constants involved in the approximation and complexity order estimates could depend
exponentially on the number of particles, which makes the antisymmetric general sparse
grid spaces practical only for a moderate number of electrons.
In order to treat higher numbers of particles, we considered tensor product many-
particle spaces with finite-order weights. We introduced a general particle-wise subspace
splitting for the many-particle space based on splittings of the one-particle space and the
corresponding decomposition of many-particle functions. For example, our formulation
includes the ANOVA decomposition known from statistics and the HDMR decomposition
known from computational chemistry. Furthermore, we explained the use of finite-order
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weights for a restriction of this subspace splitting and gave the corresponding complexities
and approximation properties. These spaces allow to get rid of the exponential depen-
dence on the number of particles, since for finite-order weights of order q the problem of
an approximation of an N -particle function reduces to the problem of the approximation
of q-particle functions. In addition, we discussed the generalization of this particle-
wise subspace splitting to antisymmetry and the relation to the configuration interaction
spaces known from quantum chemistry.
We applied the Galerkin approach for the electronic Schrödinger equation using a
sequence of finite-dimensional subspaces constructed with a particle-wise subspace split-
ting and an h-adaptive scheme for general sparse grid spaces. This splitting is based
on one-particle functions resulting from a nonlinear rank-1 approximation and in par-
ticular corresponding to non-orthogonal Hartree-Fock orbitals. To allow for an efficient
computation of the necessary matrix entries, we introduced multiscale Gaussian frames
which can be seen as an approximation of a Meyer wavelet. In this way, all one- and
two-particle operator integrals involved in the Löwdin rules can be written in terms of
analytic formulae. Then, we introduced an algorithm to build a subspace sequence by
refinement and expansion starting with an appropriate subspace. We presented a con-
struction scheme for this initial space based on an a priori selection of subspaces in the
framework of the particle-wise subspace splitting and of finite subsets of a multiscale
Gaussian frame. Furthermore, we set up the matrices in parallel and solved the associ-
ated discrete eigenvalue problem with a parallelized locally optimal block preconditioned
conjugate gradient method.
Finally, we applied our novel approach to atomic and diatomic systems with up to six
electrons, which corresponds to a general linear eigenvalue problem in 18 space dimen-
sions. We compared costs, accuracy and convergence rates. The numerical experiments
demonstrated that our new numerical method indeed allows for convergence with the
expected rates. The obtained absolute accuracy is only limited by physical memory
requirements and in the range of the high-accuracy standard diffusion quantum Monte
Carlo method based on a single-determinant Jastrow-Slater trial wave function.
Altogether, we demonstrated that our novel approach is an important step towards
an efficient direct numerical treatment of many-particle problems like the electronic
Schrödinger equation by the combination of nonlinear low-rank approximation and tensor
product multiscale based approximation methods.
Certainly, in this thesis there remain open questions and problems concerning further
theoretical results and the improvement of the practical applicability of our novel ap-
proach to quantum chemistry. The question of size consistency, for example, usually
comes up in standard truncated configuration-interaction methods based on linear ap-
proximation. Some further open questions and problems are worth mentioning for future
research.
Both the multiscale frame and the adaptive scheme can probably still be improved.
Multi-wavelet like frames based on Hermite-Gaussian functions together with an h- and p-
adaptive refinement strategy may lead to better approximation properties. Furthermore,
from a theoretical point of view, a best M -term approximation requires a new, not yet
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existing Besov regularity theory in the setting of the electronic Schrödinger equation and
hence, presents an opportunity for future research. Moreover, in the framework of the
particle-wise subspace splitting, we currently choose finite-order weights to switch on
subspaces in an a priori fashion. It would be interesting to extend our scheme to vary
weights and thereby subspaces in an adaptive way (particle-wise adaptivity) similar to
dimension-wise adaptive approaches for high-dimensional quadrature [62, 96]. However,
this extension so far lacks theoretical justification.
Besides the generalization to the application of nonlinear approximations of a rank
greater than one (cf. multi-configuration Hartree-Fock), a further promising approach,
similar to the R12 and F12 methods [105], would be the employment of two-particle
functions for a more efficient representation of the electron-electron cusps. In particular,
the presented particle-wise decomposition based on a product of one-particle functions
could be generalized to the case of a product of two-particle functions [169] according to
the extended geminal model from quantum chemistry [158]. Also, an adaptive scheme
which applies multiscale frames including ridgelet-like two-particle functions [46] could be
a promising tool here. If, for example, the two-particle functions are built from Gaussians,
all necessary operator integrals can also be given in terms of analytic formulae.
The approximation method employed in this thesis seeks to minimize the error of the
ground state energy. However, in quantum chemistry, the most interesting results are not
given in absolute values of eigenvalues but by their difference, e.g. for the computation
of ionization and binding energies. Hence, the approximation and complexity estimates
as well as the implemented scheme may be adapted to these cases in the future. Another
interesting point is to use a regularized molecular Hamiltonian. This allows for an efficient
computation of the necessary matrix entries for various multiscale frames. Then, however,
the problem is to control and balance the different error terms. Nevertheless, similar to
pseudopotential methods, such an approach may then be applied in the framework of
the approximation of energy differences only.
We finally note that our approach is not restricted to the treatment of the electronic
Schrödinger equation but can also be applied to other many-particle or high-dimensional
problems.
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In this thesis we mainly deal with one-particle isotropic Sobolev spaces Hr(Rn) and
anisotropic many-particle Sobolev spaces of dominated mixed smoothness Ht,rmix((RD)N ).
However, we refer sometimes to other spaces. For a better understanding, we give the
definitions of these in the following.
A.1 Hölder spaces
Definition A.1. A function f : Rn → C is Hölder continuous, when for all ~x, ~y ∈ Rn it
holds
|f(~x)− f(~y)| ≤ C|~x− ~y|α2
for C > 0 and α > 0.
Definition A.2. Let Ω an open subset of Rn. Then, the Hölder space Cm,α(Ω) with
m ∈ N0, α ∈ [0, 1] is the vector space of all functions f : Rn → C for which the norm
‖f‖Cm,α := ‖f‖Cm + max
|~β|1=m
|D~βf |C0,α
is bounded. Here, the norm ‖ · ‖Cm is given by
‖f‖Cm := max
|~β|1≤m
sup
~x∈Ω
|D~βf |
and the semi-norm | · |C0,m is given by
|f |C0,α := sup
~x,~y∈Ω
|f(~x)− f(~y)|
|~x− ~y|α2
.
A.2 Besov and Triebel-Lizorkin spaces
According to (2.27), Q˜l denotes the domain Q˜l = {~k ∈ Rn : |~k|∞ ≤ 2l}.
Definition A.3. A family of functions {η˜l}l∈N0 ⊂ S(Rn) forms an (inhomogeneous)
smooth dyadic partition of unity if
supp η˜0 ⊂ Q˜1,
supp η˜l ⊂ Q˜l+1 \ Q˜l−1, l ∈ N,
sup
k∈Rn,l∈N0
2l|~β|1 |D~αη˜l(k)| ≤ C~α <∞, ~α ∈ Nn0 ,∑
l∈N0
η˜l(~k) = 1.
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For example, let η˜ ∈ S(Rn) with
η˜(~k) = 1 if |~k|∞ ≤ 1 and η˜(~k) = 0 if |~k|∞ ≥ 2 (A.1)
and let further
η˜0(~k) := η˜(~k) and η˜l(~k) := η˜(2−l~k)− η˜(2−(l−1)~k), l ∈ N.
Then, the family {η˜l}l∈N0 forms an inhomogeneous smooth dyadic partition of unity.
Definition A.4. Let 1 ≤ p <∞, 1 ≤ q <∞, r ∈ R. Then, the (inhomogeneous) Besov
space is defined by
Brp,q(Rn) :=
f ∈ S ′(Rn) : ‖f‖Brp,q :=
∑
l∈N0
2lrq
∥∥∥F−1[η˜lfˆ ]∥∥∥qLp
 1q <∞
 .
Definition A.5. Let 1 ≤ p < ∞, 1 ≤ q < ∞, r ∈ R. Then, the (inhomogeneous)
Triebel-Lizorkin space is defined by
F rp,q(Rn) :=
f ∈ S ′(Rn) : ‖f‖Brp,q :=
∥∥∥∥∥∥∥
∑
l∈N0
2lrq
∣∣∣F−1[η˜lfˆ ]∣∣∣q
 1q
∥∥∥∥∥∥∥
Lp
<∞
 .
Let us remark that these spaces are independent of the dyadic partition of unity
{η˜l}l∈N0 and that for p = q = 2 we particularly have Hr(Rn) = Br2,2(Rn) = F r2,2(Rn) up
to norm equivalence. Note that one may extend the parameter sets for the Besov spaces
to 0 < p, q ≤ ∞ and for the Triebel-Lizorkin spaces to 0 < p <∞ and 0 < q ≤ ∞. Note,
further, that the so-called homogeneous Besov spaces and homogeneous Triebel-Lizorkin
spaces are defined in a similar way by a homogeneous smooth dyadic partition of unity
instead of an inhomogeneous one. For example, let η˜ ∈ S(Rn) given by (A.1) and let the
family {η˜l}l∈Z be given by
η˜l(~k) := η˜(2−l~k)− η˜(2−(l−1)~k), l ∈ Z.
For a further reading see e.g. [117, 178]. Furthermore, with regard to Besov and Triebel-
Lizorkin spaces of dominating mixed smoothness see [162, 179].
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In the following we recall a few details in the framework of univariate and multivariate
wavelets and review in particular the univariate Meyer wavelet family. For a further
reading see e.g. [32, 34, 37, 42, 87, 130, 139, 178].
B.1 Multiresolution analysis and multivariate wavelets
Let us recall the definition of a multiresolution analysis on R. We consider an infinite
sequence
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · (B.1)
of nested spaces Vl with
⋂
l∈Z Vl = 0 and closL2
⋃
l∈Z Vl = L2(R). Then there holds f(x) ∈
Vl ⇔ f(2x) ∈ Vl+1 and f(x) ∈ V0 ⇔ f(x− j) ∈ V0, where j ∈ Z. Furthermore, there is a
so-called scaling function (or father wavelet) ϕ ∈ V0, such that {ϕ(x− j) : j ∈ Z} forms
an orthonormal basis for V0. Then,
{ϕl,j(x) = 2
l
2ϕ(2lx− j) : j ∈ Z}
forms an orthonormal basis of Vl and we can represent any f(x) ∈ Vl as f(x) =∑∞
j=−∞〈ϕ∗l,j , f〉ϕl,j(x). With the definition
Vl ⊕Wl = Vl+1, Wl ⊥ Vl, (B.2)
we obtain an associated sequence of detail spaces Wl with associated mother wavelet
ψ ∈W0, such that {ψ(x− j) : j ∈ Z} forms an orthonormal basis for W0. Thus,
{ψl,j(x) = 2
l
2ψ(2lx− j) : j ∈ Z}
gives an orthonormal basis for Wl and {ψl,j : l, j ∈ Z} is an orthonormal basis of L2(R).
Then, in particular, the orthogonal direct sum decomposition
L2(R) =
⊕
l∈Z
Wl (B.3)
holds and we can represent any f(x) in L2(R) as
f(x) =
∞∑
l=−∞
∞∑
j=−∞
〈ψl,j , f〉ψl,j(x). (B.4)
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Furthermore, for a chosen coarsest level L0 ∈ Z we can reformulate (B.3) and (B.4) to
the orthogonal direct sum decomposition
L2(R) = VL0 ⊕
⊕
l∈Z,l≥L0
Wl (B.5)
and the representation
f(x) =
∞∑
j=−∞
〈ϕL0,j , f〉ϕL0,j(x) +
∞∑
l=L0
∞∑
j=−∞
〈ψl,j , f〉ψl,j(x), (B.6)
respectively.
Additionally, we can scale our spaces and decompositions by a parameter c > 0, c ∈ R.
For example, we can set V cl = closL2(span{ϕc,l,j(x) = c
1
2 2
l
2ϕ(c2lx − j) : j ∈ Z}). For
c = 2k, k ∈ Z, the obvious identity V cl = V 1l+k holds. Then, we obtain the scaled
decomposition
V cL = V
c
L0 ⊕
L⊕
l=L0
W cl
with the scaled detail spaces W cl = closL2(span{ψc,l,j(x) = c
1
2 2
l
2ψ(c2lx − j) : j ∈ Z}).
For c = 2k, k ∈ Z, the identity W cl = W 1l+k holds. With the choice c = 2−L0 we can get
discard the parameter L0 and write our orthogonal direct sum decomposition (B.5) as
V c0 ⊕
⊕∞
l=0W
c
l . To simplify notation we introduce
φl,j :=
{
ϕcl,j l = 0,
ψcl−1,j l ≥ 1
(B.7)
for c = 2−L0 . In this way, we skip the scaling index c and obtain a unique notation
for both the father wavelets on the coarsest scale and the mother wavelets of the detail
spaces. In the following, bear in mind that the function φl,j with l = 0 denotes a father
wavelet, i.e. a scaling function only, whereas for l ≥ 1 it denotes a true wavelet on scale
l− 1. Then, the family {φl,j}l∈N0,j∈Z is an orthonormal basis of L2(R) = V0⊕
⊕
l∈N0 Wl.
In order to obtain a multivariate basis for L2(Rn) starting from a univariate wavelet
basis set {φl,j}l∈N0,j∈Z as in (B.7), there are at least two ways based on tensor product
construction. First, there is a trivial anisotropic construction, where simply the tensor
product functions
Baniso :=

n⊗
µ=1
φlµ,jµ

~l∈Nn0 ,~k∈Zn
are taken. Second, there is an isotropic way to construct a multivariate basis for L2(Rn).
Here, to simplify notation, we introduce the univariate functions
φ
[z]
l,j :=
{
ϕcl,j z = 0,
ψcl,j z = 1
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for z ∈ {0, 1}, l ∈ N0, j ∈ Z. Now, we set ϕ~j(~x) :=
⊗N
µ=1 φ
[0]
0,jµ
(~x) and ψ[~z]
l,~j
(~x) :=⊗N
µ=1 φ
[zµ]
l,jµ
(~x) for ~z ∈ Z := {0, 1}n \~0. Then, the multivariate functions
Biso := {ϕ~j}~j∈Zn ∪
⋃
~z∈Z
{ψ[~z]
l,~j
}l∈N0,~j∈ZD
build an isotropic multivariate basis for L2(Rn), which can be seen as the tensor product
of multiresolution analyses. That is, starting form the univariate case according to (B.1)
and (B.2) we consider the sequence of spaces
n⊗
µ=1
V0 ⊂
n⊗
µ=1
V1 ⊂
n⊗
µ=1
V2 ⊂ · · ·
and the subspace splitting
n⊗
µ=1
Vl+1 =
n⊗
µ=1
(Vl ⊕Wl) =
n⊗
µ=1
Vl ⊕
⊕
~z∈Z
W
[~z]
l ,
respectively, where W [~z]l denotes the tensor product space
W
[~z]
l :=
n⊗
µ=1
U
[z]
l , U
[z]
l :=
{
Vl, z = 0
Wl z = 1.
Then, we have the orthogonal direct sum decomposition
L2(Rn) =
n⊗
µ=1
V0 ⊕
⊕
l∈N0
⊕
~z∈Z
W
[~z]
l
and for any f ∈ L2(Rn) the representation
f(~x) =
∑
~j∈Zn
〈ϕj , f〉ϕj(x) +
∑
l∈N0
∑
~z∈Z
∑
~j∈Zn
〈ψ[~z]
l,~j
, f〉ψ[~z]
l,~j
(x),
according to (B.5) and (B.6).
B.2 Meyer wavelet family
Definition B.1. According to [139], we set as father and mother wavelet in Fourier
space
ϕˆ(k) =
1√
2pi

1 for |k| ≤ 23pi,
cos(pi2ρ(
3
2pi |k| − 1)) for 2pi3 < |k| ≤ 4pi3 ,
0 otherwise,
(B.8)
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ψˆ(k) =
1√
2pi
e−i
k
2

sin(pi2ρ(
3
2pi |k| − 1)) for 23pi ≤ |k| ≤ 43pi,
cos(pi2ρ(
3
4pi |k| − 1)) for 4pi3 < |k| ≤ 8pi3 ,
0 otherwise,
(B.9)
where ρ : R → R ∈ Cr is a parameter function still to be fixed, with properties ρ(x) = 0
for x ≤ 0, ρ(x) = 1 for x > 1 and ρ(x) + ρ(1− x) = 1.
For c > 0 by dilation and translation we obtain
F [ϕc,l,j ](k) = ϕˆc,l,j(k) = c−
1
2 2−
l
2 e−ic
−12−ljkϕˆ(c−12−lk),
F [ψc,l,j ](k) = ψˆc,l,j(k) = c−
1
2 2−
l
2 e−ic
−12−ljkψˆ(c−12−lk),
where the ϕˆc,l,j and ψˆc,l,j denote the dilates and translates of (B.8) and (B.9), respectively.
This wavelet family can be derived from a partition of unity
∑
l∈N0 ηc,l(k) = 1, ∀k ∈ R
in Fourier space, where
ηc,l(k) =
{
c2piϕˆ∗c,0,0(k)ϕˆc,0,0(k) for l = 0,
c2lpiψˆ∗c,l−1,0(k)ψˆc,l−1,0(k) for l > 0.
(B.10)
See [6, 139] for details. The function ρ basically describes the decay from one to zero
of one partition function ηc,l in the overlap with its neighbor. The smoothness of the
ηc,l is thus directly determined by the smoothness of ρ. The mother wavelets ψˆc,l,j and
the father wavelets ϕˆc,l,j in Fourier space inherit the smoothness of the ηc,l via relation
(B.10).
There are various choices for ρ with different smoothness properties in literature; see
[37, 139, 183]. Examples are the Shannon wavelet and the raised cosine wavelet, i.e.
(B.9) with
ρ(x) = ρ0(x) :=
{
0 x ≤ 12 ,
1 otherwise
and ρ(x) = ρ1(x)

0 x ≤ 0,
x 0 ≤ x ≤ 1,
1 otherwise
(B.11)
and
ρ(x) = ρ∞(x) :=

0 x ≤ 0,
ρ˜(x)
ρ˜(1−x)+ρ˜(x) 0 < x ≤ 1,
1 otherwise,
where ρ˜(x) =
{
0 x ≤ 0,
e−
1
x2 otherwise,
(B.12)
respectively. Other types of Meyer wavelets with different smoothness properties can
be found in [6, 87, 103, 190]. The resulting mother wavelet functions in real space
and Fourier space are given in Figure B.1. Note the two symmetric areas of support
and the associated two bands with non-zero values of the wavelets in Fourier space,
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Figure B.1: Top: (B.9) with ρ0 from (B.11) in Fourier space (left) and real space (right).
Middle: (B.9) with ρ1 from (B.11) in Fourier space (left) and real space
(right). Bottom: (B.9) with ρ∞ from (B.12) in Fourier space (left) and real
space (right).
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which resemble the line of construction due to Wilson, Malvar, Coifman and Meyer to
circumvent the Balian-Low theorem; see e.g. [138].
Let us remark here, that the Balian-Low theorem basically states that the family of
functions gm,n(x) = e2piimxg(x−n), m,n ∈ Z, which are related to the windowed Fourier
transform, cannot be an orthonormal basis of L2(R) if the two integrals ∫R x2|g(x)|2dx
and
∫
R k
2|gˆ(k)|2dk are both finite. Thus, there exists no orthonormal family for a Gaus-
sian window function g(x) = pi−1/4e−x2/2 which is both sufficiently regular and well
localized [87].
In real space, these wavelets are C∞-functions with global support; in Fourier space,
they are piecewise continuous, piecewise continuous differentiable and C∞, respectively,
and have compact support. Furthermore, they possess infinitely many vanishing mo-
ments. Finally, their envelope in real space decays with |x| → ∞ as |x|−1 for ρ0, as |x|−2
for ρ1 and faster than any polynomial (sub-exponentially) for ρ∞, respectively. To our
knowledge, only for the Meyer wavelets with (B.11) there are analytical formulae available
in both real and Fourier space available. Certain integrals in a Galerkin discretization of
(3.16) can then be given analytically. For the other types of Meyer wavelets analytical
formulae only exist in Fourier space and therefore, numerical integration is necessary in
a Galerkin discretization of (3.16).
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Integrals
In the following we recall analytic formulae with respect to the one- and two-particle
operator integrals according to Section 4.1.1 involving isotropic Gaussians (4.17); see
e.g. [136, 170]. Furthermore, we recall analogous analytic formulae involving modulated
isotropic Gaussians (4.38); see e.g. [3, 134, 171].
C.1 Integrals involving Gaussians
First, let us note that there holds the so-called product theorem
e−a|x−Ra|
2
2e−b|x−Rb|
2
2 = e−P e−p|x−Rp|
2
2 ,
where p = a+ b, Rp = aa+bRa +
b
a+bRb and P =
ab
a+b |Ra −Rb|22.
Now, let a > 0, b > 0 and Ra,Rb ∈ R3, then the overlap integrals can be written in
the form ∫
R3
e−a(x−Ra)
2
e−b(x−~Rb)
2
dx =
(
pi
a+ b
) 3
2
e−
ab
a+b
|Ra−Rb|22 . (C.1)
The one-particle operator integrals with respect to the kinetic energy operator −12∆x
can be written as
1
2
∫
R3
∇x
(
e−a|x−Ra|
2
2
)
∇x
(
e−b|x−Rb|
2
2
)
dx =
ab
a+ b
(
3− 2ab
a+ b
|Ra −Rb|22
)(
pi
a+ b
) 3
2
,
and the one-particle operator integrals with respect to the electron-nuclei Coulomb po-
tential −Z/|x−R|2, R ∈ R3 can be written in the form
−
∫
R3
e−a|x−Ra|
2
2
Z
|x−R|e
−b|x−Rb|22 dx = − 2piZ
a+ b
F0
[
(a+ b) |R−Rp|22
]
e−P . (C.2)
Here, Fm(x) denotes the incomplete Gamma function of integer orderm, where form = 0
we particularly have the identity
F0(x) =
1
2
(pi
t
) 1
2 erf(t
1
2 ).
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The two-particle operator integral can be written in the form∫
R3×3
e−a|x−Ra|
2
2e−c|y−Rc|
2
2
1
|x− y|e
−b|x−Rb|22e−d|y−Rd|
2
2 dx dy =
2pi
5
2
pq
√
p+ q
F0
[
pq
p+ q
|Rp −Rq|22
]
e−P e−Q,
where again p = a + b, Rp = aa+bRa +
b
a+bRb, P =
ab
a+b |Ra − Rb|22 and, in addition,
q = c+ d, Rq = cc+dRd +
d
c+dRd and P =
cd
c+d |Rc −Rd|22.
Note that in the more general case of Gauss-Hermite functions one can apply the
so-called McMurchie-Davidson recursive formulae, which then involve the incomplete
Gamma functions of higher order m; see [136].
C.2 Integrals involving modulated Gaussians
Amodified Gaussian can be expressed in the form of an isotropic Gaussian with a complex
center, i.e. there holds the easily shown relation
eik
T
a xe−a|x−Ra|
2
2 = eik
T
a (Ra− 14aka)e−a|x−(Ra+i
1
2a
ka)|22 .
With its help one can deduce analytic formulae with regard to the necessary one- and
two-operator integrals in an analogous way to the case of real isotropic Gaussians [3, 171].
For example, analogously to (C.1) one obtains the identity∫
R3
eik
T
a xe−a(x−Ra)
2
eik
T
b xe−b(x−~Rb)
2
dx =
eik
T
a (Ra− 14aka)eik
T
b (Rb− 14bkb)
(
pi
a+ b
) 3
2
e−
ab
a+b
|Ra+i 12aka−(Rb+i 12bkb)|22
and analogously to (C.2) the relation
−
∫
R3
eik
T
a xe−a(x−Ra)
2 Z
|x−R|2 e
ikTb xe−b(x−~Rb)
2
dx = −eikTa (Ra− 14aka)eikTb (Rb− 14bkb)·
· 2piZ
a+ b
F0
[
(a+ b)
∣∣∣∣R− (Ra + i 12aka − (Rb + i 12bkb))
∣∣∣∣2
2
]
e−P .
Here, one has to evaluate the complex error function in the case of the one- and two-
particle Coulomb integrals. In this thesis we use the identity
erf(z) = 1− e−z2w(iz), z ∈ C
together with an algorithm to compute the so-called Faddeeva function w. This algorithm
is given in [153] and is based on an algorithm given in [61].
In the case of the application of Gauss-Hermite functions instead of isotropic Gaussians,
one can employ recursion formulae similar to that of McMurchie-Davidson [171]. Then,
the complex incomplete Gamma function has to be evaluated. For a further reading on
an efficient computation of the complex incomplete Gamma function; see e.g. [99, 132].
150
Bibliography
[1] R. Adams, Sobolev Spaces, Academic Press, 1975.
[2] S. Agmon, Lectures on Exponential Decay of Solutions of Second-order Elliptic
Equations: Bounds on Eigenfunctions of N -body Schrödinger Operators, vol. 29 of
Mathematical Notes, Princeton University Press, 1982.
[3] D. Allison, N. Handy, and S. Boys, A new basis set for molecular wavefunc-
tions, Molecular Physics, 26 (1973), pp. 715–723.
[4] E. Anderson, Z. Bai, C. Bischof, L. Blackford, J. Demmel, J. Don-
garra, J. D. Croz, S. Hammarling, A. Greenbaum, A. McKenney, and
D. Sorensen, LAPACK Users’ guide, SIAM, 3 ed., 1999.
[5] T. Arias, Multiresolution analysis of electronic structure: Semicardinal and
wavelet bases, Reviews of Modern Physics, 71 (1999), pp. 267–311.
[6] P. Auscher, G. Weiss, and M. Wickerhauser, Local sine and cosine bases
of Coifman and Meyer and the construction of smooth wavelets, in Wavelets: A
Tutorial in Theory and Applications, C. Chui, ed., vol. 2 of Wavelet Analysis and
Its Applications, Academic Press, 1992, pp. 237–256.
[7] Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, and H. van der Vorst, eds.,
Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide,
SIAM, 2000.
[8] S. Balay, K. Buschelman, V. Eijkhout, W. Gropp, D. Kaushik, M. Kne-
pley, L. McInnes, B. Smith, and H. Zhang, PETSc users manual, Tech. Rep.
ANL-95/11 - Revision 2.1.5, Argonne National Laboratory, 2004.
[9] S. Balay, K. Buschelman, W. Gropp, D. Kaushik, M. Knepley,
L. McInnes, B. Smith, and H. Zhang, PETSc Web page, 2001. http:
//www.mcs.anl.gov/petsc.
[10] S. Balay, W. Gropp, L. McInnes, and B. Smith, Efficient management of
parallelism in object oriented numerical software libraries, in Modern Software Tools
in Scientific Computing, E. Arge, A. M. Bruaset, and H. P. Langtangen, eds.,
Birkhäuser Press, 1997, pp. 163–202.
[11] R. Barrois, S. Bekavac, and H. Kleindienst, Nonrelativistic energies for the
lowest 4P0 degrees states of the Li isoelectronic series, Chemical Physics Letters,
268 (1997), pp. 531–534.
151
Bibliography
[12] R. Bellmann, Adaptive Control Processes: A Guided Tour, Princeton University
Press, 1961.
[13] G. Beylkin and M. Mohlenkamp, Numerical operator calculus in higher di-
mensions, Proceedings of the National Academy of Sciences of the United States
of America, 99 (2002), pp. 10246–10251.
[14] , Algorithms for numerical analysis in high dimensions, SIAM Journal on
Scientific Computing, 26 (2005), pp. 2133–2159.
[15] G. Beylkin, M. Mohlenkamp, and F. Pérez, Approximating a wavefunction
as an unconstrained sum of Slater determinants, Journal of Mathematical Physics,
49 (2008), p. 032107.
[16] A. Bittner, F. Heber, and J. Hamaekers, Biomolecules as soft matter sur-
faces, Surface Science, 603 (2009), pp. 1922–1925. In Press, Corrected Proof.
[17] S. Boys, The integral formulae for the variational solution of the molecular many-
electron wave equation in terms of gaussian functions with direct electronic corre-
lation, Proceedings of the Royal Society of London Series A: Mathematical and
Physical Sciences, 258 (1960), pp. 402–411.
[18] S. Boys and N. Handy, Determination of energies and wavefunctions with full
electronic correlation, Proceedings of the Royal Society of London Series A: Math-
ematical and Physical Sciences, 310 (1969), pp. 43–61.
[19] D. Braess, Asymptotics for the approximation of wave functions by exponential
sums, Journal of Approximation Theory, 83 (1995), pp. 93–103.
[20] D. Braess and W. Hackbusch, Approximation of 1/x by exponential sums in
[1,∞), IMA Journal of Numerical Analysis, 25 (2005), pp. 685–697.
[21] M. Brown, J. Trail, P. Rios, and R. Needs, Energies of the first row atoms
from quantum monte carlo, Journal of Chemical Physics, 126 (2007), p. 224110.
[22] H.-Q. Bui and R. Laugesen, Sobolev spaces and approximation by affine span-
ning systems, Mathematische Annalen, 341 (2008), pp. 347–389.
[23] H. Bungartz and M. Griebel, A note on the complexity of solving Poisson’s
equation for spaces of bounded mixed derivatives, J. Complexity, 15 (1999), pp. 167–
199.
[24] , Sparse grids, Acta Numerica, 13 (2004), pp. 1–123.
[25] E. Cancés, M. Defranceschi, W. Kutzelnigg, C. Le Bris, and Y. Maday,
Computational quantum chemistry: A primer, in Special Volume: Computational
Chemistry., P. Ciarlet and C. Le Bris, eds., vol. X of Handbook of Numerical
Analysis, Elsevier Science B.V., 2003, ch. 1, pp. 1–270.
152
Bibliography
[26] M. Casula, C. Attaccalite, and S. Sorella, Correlated geminal wave func-
tion for molecules: An efficient resonating valence bond approach, Journal of Chem-
ical Physics, 121 (2004), pp. 7110–7126.
[27] W. Cencek, J. Komasa, and J. Rychlewski, Benchmark calculations for 2-
electron systems using explicitly correlated Gaussian functions, Chemical Physics
Letters, 246 (1995), pp. 417–420.
[28] W. Cencek and J. Rychlewski, Benchmark calculations for He+2 and LiH
molecules using explicitly correlated gaussian functions, Chemical Physics Letters,
320 (2000), pp. 549–552.
[29] S. Chakravorty, S. Gwaltney, E. Davidson, F. Parpia, and C. Fischer,
Ground-state correlation energies for atomic ions with 3 to 18 electrons, Physical
Review A, 47 (1993), pp. 3649–3670.
[30] S. Chinnamsetty, M., Espig, B. Khoromskij, W. Hackbusch, and H.-
J. Flad, Tensor product approximation with optimal rank in quantum chemistry,
Journal of Chemical Physics, 127 (2007), p. 084110.
[31] K. Cho, T. Arias, J. Joannopoulos, and P. Lam, Wavelets in electronic-
structure calculations, Physical Review Letters, 71 (1993), pp. 1808–1811.
[32] C. Chui, An Introduction to Wavelets, vol. 1 of Wavelet Analysis And Its Appli-
cations, Academic Press, 1992.
[33] C. Chui, J. Stockler, and J. Ward, Analytic wavelets generated by radial
functions, Advances in Computational Mathematics, 5 (1996), pp. 95–123.
[34] A. Cohen, W. Dahmen, and R. DeVore, Adaptive wavelet techniques in nu-
merical simulation, in Encyclopedia of Computational Mechanics, R. De Borste,
T. Hughes, and E. Stein, eds., vol. 1, John Wiley & Sons, 2004, pp. 157–197.
[35] E. Condon, The theory of complex spectra, Physical Review, 36 (1930), pp. 1121–
1133.
[36] T. Crawford, C. Sherrill, E. Valeev, J. Fermann, R. King,
M. Leininger, S. Brown, C. Janssen, E. Seidl, J. Kenny, and W. Allen,
PSI3: An open-source ab initio electronic structure package, Journal of Computa-
tional Chemistry, 28 (2007), pp. 1610–1616.
[37] I. Daubechies, Ten lectures on wavelets, vol. 61 of CBMS-NSF Regional Confer-
ence Series in Applied Mathematics, SIAM, 1992.
[38] E. Davidson, S. Hagstrom, S. Chakravorty, V. Umar, and C. Fischer,
Ground-state correlation energies for 2-electron to 10-electron atomic ions, Physical
Review A, 44 (1991), pp. 7071–7083.
153
Bibliography
[39] C. de Boor, R. DeVore, and A. Ron, Approximation orders of FSI spaces in
L2(RD), Constructive Approximation, 14 (1998), pp. 631–652.
[40] S. Dekel and D. Leviatan, Wavelet decompositions of nonrefinable shift invari-
ant spaces, Applied and Computational Harmonic Analysis, 12 (2002), pp. 230–258.
[41] R. DeVore, Nonlinear approximation, Acta Numerica, 7 (1998), pp. 51–150.
[42] R. DeVore and B. Lucier, Wavelets, Acta Numerica, 1 (1992), pp. 1–56.
[43] J. Dick, I. Sloan, X. Wang, and H. Woźniakowski, Liberating the weights,
Jounal of Complexity, 20 (2004), pp. 593–623.
[44] F. Dijkstra and J. V. Lenthe, On the rapid evaluation of cofactors in the
calculation of nonorthogonal matrix elements, International Journal of Quantum
Chemistry, 67 (1998), pp. 77–83.
[45] P. Dintelmann, Classes of Fourier multipliers and Besov-Nikolskij spaces, Math-
ematische Nachrichten, 173 (1995), pp. 115–130.
[46] D. Donoho, Tight frames of k-plane ridgelets and the problem of representing
objects that are smooth away from d-dimensional singularities in Rn, Proceedings
of the National Academy of Sciences of the United States of America, 96 (1999),
pp. 1828–1833.
[47] T. Dunning, Gaussian-basis sets for use in correlated molecular calculations. 1.
The atoms boron through neon and hydrogen, Journal of Chemical Physics, 90
(1989), pp. 1007–1023.
[48] B. Efron and C. Stein, The jackknife estimate of variance, The Annals of
Statistics, 9 (1981), pp. 586–596.
[49] C. Filippi and C. Umrigar, Multiconfiguration wave functions for quantum
Monte Carlo calculations of first-row diatomic molecules, Journal of Chemical
Physics, 105 (1996), pp. 213–226.
[50] H. Flad, W. Hackbusch, D. Kolb, and R. Schneider, Wavelet approxi-
mation of correlated wave functions. I. Basics, Journal of Chemical Physics, 116
(2002), pp. 9641–9657.
[51] H. Flad, W. Hackbusch, and R. Schneider, Best N-term approximation in
electronic structure calculations - I. One-electron reduced density matrix, Mathe-
matical Modelling and Numerical Analysis, 40 (2006), pp. 49–61.
[52] , Best N-term approximation in electronic structure calculations. II. Jastrow
factors, Mathematical Modelling and Numerical Analysis, 41 (2007), pp. 261–279.
[53] W. Foulkes, L. Mitas, R. Needs, and G. Rajagopal, Quantum Monte Carlo
simulations of solids, Reviews of Modern Physics, 73 (2001), pp. 33–83.
154
Bibliography
[54] S. Fournais, M. Hoffmann-Ostenhof, T. Hoffmann-Ostenhof, and
T. Sørensen, Analyticity of the density of electronic wavefunctions, Arkiv for
Matematik, 42 (2004), pp. 87–106.
[55] , Sharp regularity results for coulombic many-electron wave functions, Com-
munications in Mathematical Physics, 255 (2005), pp. 183–227.
[56] S. Fournais, T. Sørensen, M. Hoffmann-Ostenhof, and T. Hoffmann-
Ostenhof, Non-isotropic cusp conditions and regularity of the electron density of
molecules at the nuclei, Annales Henri Poincare, 8 (2007), pp. 731–748.
[57] M. Frazier, B. Jawerth, and G. Weiss, Littlewood-Paley Theory and the Study
of Function Spaces, vol. 79 of CBMS, American Mathematical Society, 1991.
[58] G. Friesecke, The multiconfiguration equations for atoms and molecules: Charge
quantization and existence of solutions, Archive for Rational Mechanics and Anal-
ysis, 169 (2003), pp. 35–71.
[59] M. Galassi, J. Davies, J. Theiler, B. Gough, G. Jungman, P. Alken,
M. Booth, and F. Rossi, GNU Scientific Library Reference Manual, Network
Theory Limited, 3 ed., 2009.
[60] J. Garcke and M. Griebel, On the computation of the eigenproblems of hydro-
gen and helium in strong magnetic and electric fields with the sparse grid combina-
tion technique, Journal of Computational Physics, 165 (2000), pp. 694–716.
[61] W. Gautschi, Efficient computation of complex error function, SIAM Journal on
Numerical Analysis, 7 (1970), pp. 187–198.
[62] T. Gerstner and M. Griebel, Dimension–adaptive tensor–product quadrature,
Computing, 71 (2003), pp. 65–87.
[63] M. Griebel, Adaptive sparse grid multilevel methods for elliptic PDEs based on
finite differences, Computing, 61 (1998), pp. 151–179.
[64] , Sparse grids and related approximation schemes for higher dimensional
problems, in Foundations of Computational Mathematics (FoCM05), Santander,
L. Pardo, A. Pinkus, E. Suli, and M. Todd, eds., Cambridge University Press,
2006, pp. 106–161.
[65] M. Griebel and J. Hamaekers, Molecular dynamics simulations of the elas-
tic moduli of polymer-carbon nanotube composites, Computer Methods in Applied
Mechanics and Engineering, 193 (2004), pp. 1773–1788.
[66] , Molecular dynamics simulations of the mechanical properties of polyethylene-
carbon nanotube composites, in Handbook of Theoretical and Computational Nano-
technology, M. Rieth and W. Schommers, eds., vol. 9, American Scientific Publish-
ers, 2006, ch. 8, pp. 409–454. Also as INS Preprint No. 0502, Institut für Numerische
Simulation, Universität Bonn.
155
Bibliography
[67] , A wavelet based sparse grid method for the electronic Schrödinger equation,
in Proceedings of the International Congress of Mathematicians, M. Sanz-Solé,
J. Soria, J. Varona, and J. Verdera, eds., vol. III, Madrid, Spain, August 22–30
2006, European Mathematical Society, pp. 1473–1506. Also as INS Preprint No.
0603, Institut für Numerische Simulation, Universität Bonn.
[68] , Molecular dynamics, simulations of boron-nitride nanotubes embedded in
amorphous Si-B-N, Computational Materials Science, 39 (2007), pp. 502–517.
[69] , Sparse grids for the Schrödinger equation, Mathematical Modelling and Nu-
merical Analysis, 41 (2007), pp. 215–247.
[70] M. Griebel, J. Hamaekers, and F. Heber, A molecular dynamics study on
the impact of defects and functionalization on the Young modulus of boron-nitride
nanotubes, Computational Materials Science, 45 (2009), pp. 1097–1103.
[71] , BOSSANOVA: A bond order dissection approach for efficient electronic struc-
ture calculations, INS Preprint 0903, Institut für Numerische Simulation, Univer-
sität Bonn, 2009.
[72] M. Griebel and S. Knapek, Optimized tensor-product approximation spaces,
Constructive Approximation, 16 (2000), pp. 525–540.
[73] , Optimized general sparse grid approximation spaces for operator equations,
Mathematics of Computation, 78 (2009), pp. 2223–2257.
[74] M. Griebel, S. Knapek, and G. Zumbusch, Numerical Simulation in Molecu-
lar Dynamics, Springer, 2007.
[75] M. Griebel and P. Oswald, Tensor product type subspace splitting and multi-
level iterative methods for anisotropic problems, Advances in Computational Math-
ematics, 4 (1995), pp. 171–206.
[76] M. Griebel, P. Oswald, and T. Schiekofer, Sparse grids for boundary inte-
gral equations, Numerische Mathematik, 83 (1999), pp. 279–312.
[77] M. Griebel, M. Schneider, and C. Zenger, A combination technique for
the solution of sparse grid problems, in Iterative Methods in Linear Algebra,
P. de Groen and R. Beauwens, eds., IMACS, Elsevier, North Holland, 1992,
pp. 263–281.
[78] W. Gropp, E. Lusk, and A. Skjellum, Using MPI: Portable Parallel Program-
ming with the Message Passing Interface, MIT Press, 2 ed., 1999.
[79] W. Hackbusch, The efficient computation of certain determinants arising in the
treatment of Schrödinger’s equations, Computing, 67 (2001), pp. 35–56.
156
Bibliography
[80] W. Hackbusch and B. Khoromskij, Low-rank Kronecker-product approxima-
tion to multi-dimensional nonlocal operators. Part I. Separable approximation of
multi-variate functions, Computing, 76 (2006), pp. 177–202.
[81] , Tensor-product approximation to operators and functions in high dimensions,
Journal of Complexity, 23 (2007), pp. 697–714.
[82] D. Haroske and H. Triebel, Distributions, Sobolev Spaces, Elliptic Equations,
European Mathematical Society, 2007.
[83] R. Harrison, G. Fann, T. Yanai, Z. Gan, and G. Beylkin, Multiresolution
quantum chemistry: Basic theory and initial applications, Journal of Chemical
Physics, 121 (2004), pp. 11587–11598.
[84] M. Heckert, M. Kallay, D. Tew, W. Klopper, and J. Gauss, Basis-set
extrapolation techniques for the accurate calculation of molecular equilibrium ge-
ometries using coupled-cluster theory, Journal of Chemical Physics, 125 (2006),
p. 044108.
[85] T. Helgaker, P. Jørgensen, and J. Olsen, Molecular electronic structure
theory, John Wiley and Sons, 2001.
[86] T. Helgaker, W. Klopper, and D. Tew, Quantitative quantum chemistry,
Molecular Physics, 116 (2008), pp. 2107–2143.
[87] E. Hernández and G. Weiss, A First Course on Wavelets, CRC Press, 1996.
[88] V. Hernandez, J. Roman, E. Romero, A. Tomas, and V. Vidal, SLEPc
users manual, Tech. Rep. DSIC-II/24/02 - Revision 2.3.3, D. Sistemas Informáticos
y Computación, Universidad Politécnica de Valencia, 2007.
[89] V. Hernandez, J. Roman, A. Tomas, and V. Vidal, Krylov-Schur methods
in SLEPc, Tech. Rep. STR-7, Universidad Politécnica de Valencia, 2007. Available
at http://www.grycap.upv.es/slepc.
[90] , A survey of software for sparse eigenvalue problems, Tech. Rep. STR-6, Uni-
versidad Politécnica de Valencia, 2007. Available at http://www.grycap.upv.es/
slepc.
[91] V. Hernandez, J. Roman, and V. Vidal, SLEPc: A scalable and flexible
toolkit for the solution of eigenvalue problems, ACM Transactions on Mathematical
Software, 31 (2005), pp. 351–362.
[92] R. Hill, Completeness of Gaussian orbital and geminal basis sets for linear
molecules in L2 and in the first and second Sobolev spaces, International Journal
of Quantum Chemistry, 68 (1998), pp. 357–384.
[93] R. Hochmuth, S. Knapek, and G. Zumbusch, Tensor products of Sobolev
spaces and applications. Technical Report 685, SFB 256, Universität Bonn, 2000.
157
Bibliography
[94] M. Hoffmann-Ostenhof, T. Hoffmann-Ostenhof, and H. Stremnitzer,
Electronic wave-functions near coalescence points, Physical Review Letters, 68
(1992), pp. 3857–3860.
[95] , Local properties of Coulombic wave-functions, Communications in Mathe-
matical Physics, 163 (1994), pp. 185–215.
[96] M. Holtz, Sparse Grid Quadrature in High Dimensions with Applications in Fi-
nance and Insurance, Dissertation, Institut für Numerische Simulation, Universität
Bonn, November 2008.
[97] O. Holtz and A. Ron, Approximation orders of shift-invariant subspaces of
W s2 (Rd), Journal of Approximation Theory, 132 (2005), pp. 97–148.
[98] W. Hunziker and I. Sigal, The quantum N -body problem, Journal of Mathe-
matical Physics, 41 (2000), pp. 3448–3510.
[99] K. Ishida, Accurate and fast algorithm of the molecular incomplete gamma func-
tion with a complex argument, Journal of Computational Chemistry, 25 (2004),
pp. 739–748.
[100] M. Johnson, Approximation in Lp(Rd) from spaces spanned by the perturbed in-
teger translates of a radial function, Journal of Approximation Theory, 107 (2000),
pp. 163–203.
[101] M. Jones, G. Ortiz, and D. Ceperley, Hartree-Fock studies of atoms in strong
magnetic fields, Physical Review A, 54 (1996), pp. 219–231.
[102] M. Jones and P. Plassmann, BlockSolve95 users manual: Scalable library soft-
ware for the parallel solution of sparse linear systems, Tech. Rep. ANL-95/48, Ar-
gonne National Laboratory, 1995.
[103] N. Kaiblinger and W. Madych, Orthonormal sampling functions, Applied and
Computational Harmonic Analysis, 21 (2006), pp. 404–412.
[104] T. Kato, On the eigenfunctions of many-particle systems in quantum mechanics,
Communications on Pure and Applied Mathematics, 10 (1957), pp. 151–177.
[105] W. Klopper, F. Manby, S. Ten-No, and E. Valeev, R12 methods in explicitly
correlated molecular electronic structure theory, International Reviews in Physical
Chemistry, 25 (2006), pp. 427–468.
[106] S. Knapek, Approximation und Kompression mit Tensorprodukt-
Multiskalenräumen, Dissertation, Institut für Angewandte Mathematik, Uni-
versität Bonn, April 2000.
[107] S. Knapek, Hyperbolic cross approximation of integral operators with smooth ker-
nel. Technical Report 665, SFB 256, Universität Bonn, 2000.
158
Bibliography
[108] D. Knuth, Sorting and searching, vol. 3 of The art of computer programming,
Addison-Wesley, 1973.
[109] A. Knyazev, Toward the optimal preconditioned eigensolver: Locally optimal block
preconditioned conjugate gradient method, SIAM Journal on Scientific Computing,
23 (2001), pp. 517–541.
[110] T. Kolda, Orthogonal tensor decompositions, SIAM Journal on Matrix Analysis
and Applications, 23 (2001), pp. 243–255.
[111] W. Kolos and L. Wolniewi, Improved theoretical ground-state energy of hydro-
gen molecule, Journal of Chemical Physics, 49 (1968), pp. 404–410.
[112] F. Kuo, I. Sloan, G. Wasilkowski, and H. Woźniakowski, On decomposi-
tions of multivariate functions, Applied Mathematics Report AMR08/05, Univer-
sity of New South Wales, 2008.
[113] W. Kutzelnigg, Convergence of expansions in a Gaussian basis, in Strategies
and Applications in Quantum Chemistry, M. Defranceschi and Y. Ellinger, eds.,
vol. 14 of Topics in Molecular Organization and Engineering, Kluwer Academic
Publishers, 1996, pp. 79–101.
[114] W. Kutzelnigg and W. Klopper, Wave-functions with terms linear in the
interelectronic coordinates to take care of the correlation cusp. I. General-theory,
Journal of Chemical Physics, 94 (1991), pp. 1985–2001.
[115] W. Kutzelnigg and D. Mukherjee, Minimal parametrization of an n-electron
state, Physical Review A, 71 (2005), p. 022502.
[116] G. Kyriazis,Wavelet-type decompositions and approximations from shift-invariant
spaces, Journal of Approximation Theory, 88 (1997), pp. 257–271.
[117] , Decomposition systems for function spaces, Studia Mathematica, 157 (2003),
pp. 133–169.
[118] G. Kyriazis and P. Petrushev, New bases for Triebel-Lizorkin and Besov
spaces, Transactions of the American Mathematical Society, 354 (2002), pp. 749–
776.
[119] , On the construction of frames for Triebel-Lizorkin and Besov spaces, Pro-
ceedings of the American Mathematical Society, 134 (2006), pp. 1759–1770.
[120] C. Le Bris, Computational chemistry from the perspective of numerical analysis,
Acta Numerica, 14 (2005), pp. 363–444.
[121] C. Le Bris and P. Lions, From atoms to crystals: A mathematical journey,
Bulletin of the American Mathematical Society, 42 (2005), pp. 291–363.
159
Bibliography
[122] R. Lehoucq, D. Sorensen, and C. Yang, ARPACK Users’ Guide: Solution of
Large-Scale Eigenvalue Problems with Implicitly Restarted Arnoldi Methods, SIAM,
1998.
[123] M. Lewin, Solutions of the multiconfiguration equations in quantum chemistry,
Archive for Rational Mechanics and Analysis, 171 (2004), pp. 83–114.
[124] E. Lieb, Bound on the maximum negative ionization of atoms and molecules, Phys-
ical Review A, 29 (1984), pp. 3018–3028.
[125] , The stability of matter - from atoms to stars, Bulletin of the American Math-
ematical Society, 22 (1990), pp. 1–49.
[126] P.-O. Löwdin, Quantum theory of many-particle systems. I. Physical interpreta-
tions by means of density matrices, natural spin-orbitals, and convergence problems
in the method of configurational interaction, Physical Review, 97 (1955), pp. 1474–
1489.
[127] A. Lüchow and J. Anderson, First-row hydrides: Dissociation and ground state
energies using quantum Monte Carlo, Journal of Chemical Physics, 105 (1996),
pp. 7573–7578.
[128] W. Lui and Y. Chen, Wavelet and multiple scale reproducing kernel methods,
International Journal for Numerical Methods in Fluids, 21 (1995), pp. 901–931.
[129] H. Luo, D. Kolb, H. Flad, W. Hackbusch, and T. Koprucki, Wavelet
approximation of correlated wave functions. II. Hyperbolic wavelets and adaptive
approximation schemes, Journal of Chemical Physics, 117 (2002), pp. 3625–3638.
[130] S. Mallat, A Wavelet Tour of Signal Processing, Academic Press, 2 ed., 1999.
[131] K. Maschhoff and D. Sorensen, P_ARPACK: An efficient portable large scale
eigenvalue package for distributed memory parallel architectures, in Applied Parallel
Computing in Industrial Problems and Optimization, J. Wasniewski, J. Dongarra,
K. Madsen, and D. Olesen, eds., Springer, 1996.
[132] R. Mathar, Numerical representations of the incomplete gamma function of
complex-valued argument, Numerical Algorithms, 36 (2004), pp. 247–264.
[133] V. Maz’ya and G. Schmidt, On approximate approximations using gaussian
kernels, Ima Journal of Numerical Analysis, 16 (1996), pp. 13–29.
[134] , Approximate wavelets and the approximation of pseudodifferential operators,
Applied and Computational Harmonic Analysis, 6 (1999), pp. 287–313.
[135] , Approximate Approximation, Mathematical Surveys and Monographs, Amer-
ican Mathematical Society, 2007.
160
Bibliography
[136] L. McMurchie and E. Davidson, One- and two-electron integrals over cartesian
Gaussian functions, Journal of Computational Physics, 26 (1978), pp. 218–231.
[137] A. Messiah, Quantum Mechanics: Two Volumes Bound as One, Courier Dover
Publications, 1999.
[138] S. J. Y. Meyer and R. Ryan, Wavelets: Tools for Science & Technology, SIAM,
Philadelphia, 2001.
[139] Y. Meyer, Wavelets and operators, vol. 37 of Cambridge Studies in Advanced
Mathematics, Cambridge University Press, 1992.
[140] H. Nakashima, Y. Hijikata, and H. Nakatsuji, Solving the electron and
electron-nuclear Schrödinger equations for the excited states of helium atom with
the free iterative-complement-interaction method, Journal of Chemical Physics, 128
(2008), p. 154108.
[141] H. Nakatsuji, Scaled Schrödinger equation and the exact wave function, Physical
Review Letters, 93 (2004), p. 030403.
[142] , General method of solving the Schrödinger equation of atoms and molecules,
Physical Review A, 72 (2005), p. 062110.
[143] A. Neelov and S. Goedecker, An efficient numerical quadrature for the calcu-
lation of the potential energy of wavefunctions expressed in the daubechies wavelet
basis, Journal of Computational Physics, 217 (2006), pp. 312–339.
[144] J. Nelder and R. Mead, A simplex-method for function minimization, Computer
Journal, 7 (1965), pp. 308–313.
[145] M. Nightingale and C. Umrigar, eds., Quantum Monte Carlo Methods in
Physics and Chemistry, vol. 525 of NATO Science Series C, Springer, 1999.
[146] P. Nitsche, Best N term approximation spaces for tensor product wavelet bases,
Constructive Approximation, 24 (2006), pp. 49–70.
[147] M. Nooijen and R. Bartlett, Elimination of Coulombic infinities through
transformation of the Hamiltonian, Journal of Chemical Physics, 109 (1998),
pp. 8232–8240.
[148] T. Ottmann and P. Widmayer, Algorithmen und Datenstrukturen, BI Wis-
senschaftsverlag, 2 ed., 1993.
[149] R. Pack and W. Byers Brown, Cusp conditions for molecular wavefunctions,
Journal of Chemical Physics, 45 (1966), pp. 556–559.
[150] R. Parr and W. Yang, Density-Functional Theory of Atoms and Molecules,
Oxford University Press, 1994.
161
Bibliography
[151] A. Persson, Bounds for the discrete part of the spectrum of a semi-bounded
Schrödinger operator, Mathematica Scandinavica, 8 (1960), pp. 143–153.
[152] I. Petsalakis, G. Theodorakopoulos, C. Nicolaides, R. Buenker, and
S. Peyerimhoff, Nonorthonormal CI for molecular excited states. I. The sudden
polarization effect in 90° twisted ethylene, The Journal of Chemical Physics, 81
(1984), pp. 3161–3167.
[153] G. Poppe and C. Wijers, Evaluation of the complex error function, ACM Trans-
actions on Mathematical Software, 16 (1990), pp. 47–47.
[154] V. Pospelov, On the theory of singular expansion in a tensor product of Hilbert-
spaces, Russian Academy of Sciences Sbornik Mathematics, 82 (1995), pp. 357–364.
[155] F. Prosser and S. Hagstrom, On the rapid computation of matrix elements,
International Journal of Quantum Chemistry, 2 (1968), pp. 89–99.
[156] H. Rabitz and Ö. Aliş, General foundations of high-dimensional model repre-
sentations, Journal of Mathematical Chemistry, 25 (1999), pp. 197–233.
[157] V. Rassolov and D. Chipman, Behavior of electronic wave functions near cusps,
Journal of Chemical Physics, 104 (1996), pp. 9908–9912.
[158] I. Røeggen, Extended geminal models, in Correlation and Localization, P. Surján,
ed., vol. 203 of Topics in Current Chemistry, Springer, 1999, pp. 89–103.
[159] U. Scherz, Quantenmechanik: Eine Einführung mit Anwendungen auf Atome,
Moleküle und Festkörper, Teubner, 1999.
[160] H. Schmeisser and H. Triebel, Fourier Analysis and Functions Spaces, John
Wiley, 1987.
[161] R. Schneider, Analysis of the projected coupled cluster method in electronic struc-
ture calculation, ePrint 2008-007, Institut für Mathematik, Technische Universität
Berlin, Germany, 2008.
[162] W. Sickel and T. Ullrich, Tensor products of Sobolev-Besov spaces and ap-
plications to approximation from the hyperbolic cross, Journal of Approximation
Theory, To appear (2009).
[163] B. Simon, Schrödinger operators in the twentieth century, Journal of Mathematical
Physics, 41 (2000), pp. 3523–3555.
[164] O. Sinanoğlu, A method for the analysis of many-electron wave functions, Re-
views of Modern Physics, 35 (1963), pp. 517–519.
[165] K. Singer, The use of Gaussian (exponential quadratic) wave functions in molec-
ular problems. I. General formulae for the evaluation of integrals, Proceedings of
the Royal Society of London Series A: Mathematical and Physical Sciences, 258
(1960), pp. 412–420.
162
Bibliography
[166] J. Slater, The theory of complex spectra, Physical Review, 34 (1929), pp. 1293–
1322.
[167] I. Sloan, X. Wang, and H. Woźniakowski, Finite-order weights imply
tractability of multivariate integration, Journal of Complexity, 20 (2004), pp. 46–74.
[168] G. Stewart, A Krylov–Schur algorithm for large eigenproblems, SIAM Journal
on Matrix Analysis and Applications, 23 (2001), pp. 601–614.
[169] P. Surján, An introduction to the theory of geminals, in Correlation and Local-
ization, P. Surján, ed., vol. 203 of Topics in Current Chemistry, Springer, 1999,
pp. 63–88.
[170] A. Szabo and N. Ostlund, Modern Quantum Chemistry, Introduction to Ad-
vanced Electronic Structure Theory, Dover Publications, 1996.
[171] M. Tachikawa and M. Shiga, Evaluation of atomic integrals for hybrid gaussian
type and plane-wave basis functions via the McMurchie-Davidson recursion formula,
Physical Review E, 64 (2001), p. 056706.
[172] G. Tasi and A. Császár, Hartree-Fock-limit energies and structures with a few
dozen distributed Gaussians, Chemical Physics Letters, 438 (2007), pp. 139–143.
[173] S. Ten-No, Initiation of explicitly correlated Slater-type geminal theory, Chemical
Physics Letters, 398 (2004), pp. 56–61.
[174] D. Tew, Second order coalescence conditions of molecular wave functions, Journal
of Chemical Physics, 129 (2008), p. 014104.
[175] D. Tew, W. Klopper, and T. Helgaker, Electron correlation: The many-body
problem at the heart of chemistry, Journal of Computational Chemistry, 28 (2007),
pp. 1307–1320.
[176] T. Torsti, T. Eirola, J. E. T., P. Hakala, P. Havu, V. Havu, T. Hoy-
nalanmaa, J. Ignatius, M. Lyly, I. Makkonen, T. Rantala, J. Ruoko-
lainen, K. Ruotsalainen, E. Rasanen, H. Saarikoski, and M. Puska,
Three real-space discretization techniques in electronic structure calculations, phys-
ica status solidi (b) - basic solid state physics, 243 (2006), pp. 1016–1053.
[177] J. Toulouse and C. Umrigar, Full optimization of Jastrow-Slater wave func-
tions with application to the first-row atoms and homonuclear diatomic molecules,
Journal of Chemical Physics, 128 (2008), p. 174101.
[178] H. Triebel, Theory of Function Spaces III, Monographs in Mathematics,
Birkhäuser Verlag, 2006.
[179] T. Ullrich, Function spaces with dominating mixed smoothness, characterization
by differences, Jenaer Schriften zur Mathematik und Informatik, Math/Inf/05/06
(2006), pp. 1–50.
163
Bibliography
[180] R. van de Geijn, P. Alpatou, G. Baker, C. Edwards, J. Gunnels,
G. Morrow, and J. Overfelt, Using PLAPACK: Parallel Linear Algebra Pack-
age, MIT Press, 1997.
[181] J. Verbeek and J. van Lenthe, On the evaluation of non-orthogonal matrix
elements, Journal of Molecular Structure: THEOCHEM, 229 (1991), pp. 115–137.
[182] J. Vybiral, Function spaces with dominating mixed smoothness, Dissertation,
Fakultät für Mathematik und Informatik, Friedrich-Schiller-Universität Jena, 2005.
[183] D. Walnut, An introduction to wavelet analysis, Birkhäuser, 2002.
[184] G. Wasilkowski and H. Woźniakowski, Finite-order weights imply tractabil-
ity of linear multivariate problems, Journal of Approximation Theory, 130 (2004),
pp. 57–77.
[185] , Polynomial-time algorithms for multivariate linear problems with finite-order
weights: Average case setting, Foundations of Computational Mathematics, 9
(2009), pp. 105–132.
[186] J. Weidmann, Linear Operators in Hilbert Spaces, Graduate Texts in Mathemat-
ics, Springer, 1980.
[187] B. Wells and S. Wilson, On the accuracy of the algebraic-approximation in
molecular electronic-structure calculations: I. Calculations for H+2 , HeH
2+, H2 and
HeH+ using basis-sets of atom-centered Gaussian-type functions, Journal of Physics
B-Atomic Molecular and Optical Physics, 22 (1989), pp. 1285–1295.
[188] A. Werschulz and H. Woźniakowski, Tractability of quasilinear problems I:
General results, Journal of Approximation Theory, 145 (2007), pp. 266–285.
[189] D. Woon and T. Dunning, Gaussian-basis sets for use in correlated molecu-
lar calculations. 4. Calculation of static electrical response properties, Journal of
Chemical Physics, 100 (1994), pp. 2975–2988.
[190] M. Yamada and K. Ohkitani, An identification of energy cascade in turbu-
lence by orthonormal wavelet analysis, Progress of Theoretical Physics, 86 (1991),
pp. 799–815.
[191] K. Yamaguchi and T. Mukoyama, Wavelet representation for the solution of
radial Schrödinger equation, Journal of Physics B - Atomic Molecular and Optical
Physics, 29 (1996), pp. 4059–4071.
[192] H. Yserentant, On the electronic Schrödinger equation. Report 191, SFB 328,
Universität Tübingen, 2003.
[193] , On the regularity of the electronic Schrödinger equation in Hilbert spaces of
mixed derivatives, Numerische Mathematik, 98 (2004), pp. 731–759.
164
Bibliography
[194] , Sparse grid spaces for the numerical solution of the electronic schrödinger
equation, Numerische Mathematik, 101 (2005), pp. 381–389.
[195] , The hyperbolic cross space approximation of electronic wavefunctions, Nu-
merische Mathematik, 105 (2007), pp. 659–690.
[196] , Regularity properties of wavefunctions and the complexity of the quantum-
mechanical N -body problem. Preprint, November 2007. http://www.math.
tu-berlin.de/~yserenta/Publikationen/papers/qm8.pdf.
[197] F. Zhang, ed., The Schur Complement and Its Applications, vol. 4 of Numerical
Methods and Algorithms, Springer, 2005.
165
