ABSTRACT Motor bearing is subjected to the joint effects of much more loads, transmissions, and shocks that cause bearing fault and machinery breakdown. A vibration signal analysis method is the most popular technique that is used to monitor and diagnose the fault of motor bearing. However, the application of the vibration signal analysis method for motor bearing is very limited in engineering practice. In this paper, on the basis of comparing fault feature extraction by using empirical wavelet transform (EWT) and Hilbert transform with the theoretical calculation, a new motor bearing fault diagnosis method based on integrating EWT, fuzzy entropy, and support vector machine (SVM) called EWTFSFD is proposed. In the proposed method, a novel signal processing method called EWT is used to decompose vibration signal into multiple components in order to extract a series of amplitude modulated-frequency modulated (AM-FM) components with supporting Fourier spectrum under an orthogonal basis. Then, fuzzy entropy is utilized to measure the complexity of vibration signal, reflect the complexity changes of intrinsic oscillation, and compute the fuzzy entropy values of AM-FM components, which are regarded as the inputs of the SVM model to train and construct an SVM classifier for fulfilling fault pattern recognition. Finally, the effectiveness of the proposed method is validated by using the simulated signal and real motor bearing vibration signals. The experiment results show that the EWT outperforms empirical mode decomposition for decomposing the signal into multiple components, and the proposed EWTFSFD method can accurately and effectively achieve the fault diagnosis of motor bearing.
I. INTRODUCTION
With the constantly increasing automation level in rotating machinery, fault diagnosis is paying more and more attention in order to increase the reliability and decrease the possible loss due to the unforeseen damage and fault. Bearing is one of the most important components in various rotating machinery [1] . The motor bearing is subjected to the joint effects of much more loads, transmissions and shocks, which cause bearing fault and machinery breakdown, and lead to the loss of production and income, and even occur human casualties. It was reported that bearing faults accommodate motor failures of 45∼55% [2] , [3] . Therefore, the fault diagnosis of motor bearing plays a key role in the reliable operation of motors. It must be monitored and diagnosed to guarantee the safe operation and further prevent the breakdowns of rotating machines. In general, when the motor bearing has broken down, the components of outer race, inner race and rolling element induce impulses, which can be detected in the acquired vibration signal. When one defective bearing rotates at a constant speed, the generated impulses are periodic or quasi-periodic. Because the mechanical vibration signals consist of plentiful information with the dynamical features, the vibration-based signal processing method is one of the principal tools for diagnosing the malfunctions of motor bearing. Therefore, it is great importance to deeply study the fault diagnosis method and maintain the safety and stability operation of motors [4] - [7] .
In recent years, a variety of fault diagnosis methods have been effectively exploited to detect motor bearing faults at an early stage in order to keep machinery performing state, avoid abnormal progression and reduce productivity loss. For fault diagnosis, the signal analysis is one of the most important steps, because it can effectively analyze the dynamic information. There exist various kinds of the vibration signal analysis methods, such as spectral analysis, correlation analysis, time series analysis, autoregressive moving average (ARMA), fast Fourier transform (FFT), wavelet transform (WT), empirical mode decomposition (EMD), independent component analysis (ICA), blind signal separation (BSS), ensemble empirical mode decomposition (EEMD), neural network, fault tree analysis, support vector machine (SVM), gray theory and so on. Ming et al. [8] proposed a novel fault diagnosis method based on the orthogonal projection theory. van Wyk et al. [9] proposed a powerful tool for bearing time series feature extraction and classification methods for real-time applications. Mohsen and Abu El-Yazeed [10] proposed a fault diagnosis method of analog circuits based on dictionary approach. Liu et al. [11] proposed a signal processing method-amplitude recovery method. Rubini and Meneghetti [12] proposed the limits of the mentioned methodologies by showing their application to bearings affected by different pitting failures. Gao et al. [13] proposed an empirical mode decomposition method for decomposing complicated signal. Widodo et al. [14] applied independent component analysis for feature extraction and data reduction from original features. Guo et al. [15] proposed a robust feature extraction scheme for the fault diagnosis of rolling element. Dong et al. [16] proposed a repeated blind source separation method based on morphological filtering and singular value decomposition to separate the mixed sources. Xue et al. [17] proposed an adaptively fast EEMD method. Cheng et al. [18] proposed a new gear fault diagnosis method in strong noise based on multi-sensor information fusion. Jayaswal et al. [19] proposed a new approach based on wavelet transform, artificial neural network and fuzzy rules for detecting and localizing defects in rolling element. Widodo et al. [20] proposed two multi-class classification techniques for fault diagnosis through RVM and support vector machine. Hu et al. [21] proposed a central-tapped node linked modular fault tolerance topology for SRM. Liu et al. [22] proposed a speculative approach for spatialtemporal efficiency with multi-objective optimization.
Deng et al. [23] proposed a genetic and ant colony adaptive collaborative optimization algorithm. Deng et al. [24] proposed an improved adaptive PSO algorithm for solving complex problem. Gu et al. [25] proposed a structural minimax probability machine for constructing a margin classifier. Rong et al. [26] proposed a novel K+-isomorphism method. Zhao et al. [27] proposed a new feature extraction method based on EEMD and multi-scale fuzzy entropy. Chen et al. [28] proposed an improved quaternion principal component analysis method for processing nonlinear quaternion signals. Wang et al. [29] proposed a back propagation neural network model. Deng et al. [30] proposed a novel intelligent diagnosis method using optimal LS-SVM with improved PSO algorithm. Xiong et al. [31] proposed a novel reversible data hiding scheme using integer wavelet transform, histogram shifting and orthogonal decomposition. Zhang et al. [32] proposed an efficient algorithm to achieve k-barrier coverage. Qu et al. [33] proposed a multilevel pattern mining architecture to support automatic network management. These proposed methods have better realized the signal analysis, feature extraction, fault diagnosis, and some research results are obtained in recent years. But these proposed methods also have their own limitations in the actual engineering applications. Some methods cannot effectively analyze the fault signal, and extract the fault feature, which result in the lower fault diagnosis accuracy, the poor generalization ability of fault diagnosis model, and the higher calculation complexity, and so on.
Wavelet transform (WT) is an effective tool to analyze the non-stationary signal [34] . A wavelet has good local time-frequency properties. It can provide time domain and frequency domain information by inner production between the analyzed signal and a predetermined wavelet basis. So this method has already shown its tremendous ability in mechanical equipment fault diagnosis due to multi-resolution analysis ability [35] . Dyadic wavelet transform (DWT) is proposed to extract the fault feature. It can save some computation time because it is a fast method. This method has widely applied in mechanical fault diagnosis [36] , [37] . But the DWT only can decompose the low frequency sub-band. Wavelet packet transform (WPT) is based on improving its frequency resolution through a parallel decomposition of the high-frequency and low-frequency bands. However, the WPT would not allow a data-driven frequency partition due to the dyadic partition scheme. Although these wavelet methods have gained a lot of interesting results in engineering applications, they still are limited in the subdivision scheme. They are very difficult to be altered, and they can lead to severe damages on exacting transient vibration features in transition areas of packets. Meanwhile, the EMD method is proposed to overcome the prescribed dyadic subdivision scheme and achieve adaptive representation [38] . The EMD is a completely different method, which is used to identify the principal modes with representing the signal. It decomposes the multi-modulated vibration signal into a few intrinsic mode functions (IMFs). Each IMF is considered VOLUME 6, 2018 as a component. Because the EMD method can effectively extract stationary and non-stationary components from a signal, it has been paid attentions to signal processing and actual engineering applications. However, there is lack of mathematical theory for EMD method, a lot of improved issues and combining other methods are proposed in recent years [39] . Empirical wavelet transform (EWT) based on combining the advantages of wavelet transform and EMD method was proposed by Gilles [40] . It is used to extract a series of amplitude modulated-frequency modulated (AM-FM) signals from the given signal. The EWT method is used in fault diagnosis for weak fault and compound fault identification. The AM-FM components can be transformed into a compact supporting Fourier spectrum, and the different approach is developed to construct adaptive wavelets capable of identifying AM-FM components for vibration signal. The different modes are identified to segment Fourier spectrum and apply some filtering for each detected supporting. Therefore, the EWT method can effectively analyze a signal and extract the internal features.
For the nonlinear dynamic features of bearing fault signals, some nonlinear analysis methods are also used in fault diagnosis, such as approximate entropy, sample entropy and fuzzy entropy and so on [41] - [43] . These methods have made some successful applications in the field of fault diagnosis. But the approximate entropy exits the shortcomings of dependency on record length and lower estimation value. The sample entropy is based on the Heaviside step function, it is discontinuous and mutational at the boundary. The fuzzy entropy is defined by using the concept of membership function. It uses least mean square and membership function method to process the similarity measures of sequence, so it is an effective tool to measure the data fuzziness. The SVM is a powerful machine learning method based on statistical learning theory and structural risk minimization principle [44] . It has been successfully applied to fault diagnosis in order to improve the accuracy of fault detection and diagnosis.
In this study, in order to make full use of the advantages of EWT, fuzzy entropy and SVM, a new fault diagnosis method is proposed for motor bearing. Firstly, the EWT method is used to adaptively decompose vibration signal into a number of AM-FM components. Next, the values of fuzzy entropy of AM-FM components are calculated in order to generate feature vectors, which are fed into the SVM model to train and construct a SVM classifier for fulfilling fault pattern recognition. Finally, the effectiveness of the proposed method is validated by using the simulated signal and real motor bearing vibration signals. The fault diagnosis results are compared with the other fault diagnosis methods in the literatures.
II. METHODS AND TECHNIQUES

A. EMPIRICAL WAVELET TRANSFORM 1) EMPIRICAL MODE DECOMPOSITION
The EMD method is a non-linear multi-resolution selfadaptive decomposition technique [45] , which provides a different approach to signal processing since it is not defined as integral transform. It can adaptively decompose a complicated signal into a set of intrinsic mode functions (IMFs) without preliminary knowledge from the high frequency to low frequency by means of a process, called sifting. The sifting process decomposes the original signal (S(t)) into a number of IMFs according to the following expression:
where r n (t) represents the residual of the signal S(t), c i (t) indicates the i th IMF. The IMF components, such as c 1 , c 2 , c 3 , . . . , c n represent the frequency bands from the low frequency to high frequency. An IMF is the function that satisfies two following conditions:
a) The number of extrema and the number of zerocrossings must be either equal or differ at most by one in one data set.
b) The mean value of the moving envelope defined by local maxima and the envelope defined by local minima are zero at any point.
2) WAVELET TRANSFORM
Wavelet theory has emerged as a signal processing tool in many fields, and has some distinct merits. It was firstly proposed by Morlet in 1984 [46] . Wavelets are mathematical functions that divide data into different frequency components. It is different from short time Fourier transform (STFT) in that each component is studied with a resolution to its scale.
For the sake of simplicity, one-dimensional wavelets are considered to illustrate the related concepts. Wavelet transform (WT) is a method for obtaining harmonic components. It employs a mother wavelet instead of orthogonal sine and cosine functions in order to extract frequency components. A dyadic frequency filter is used to obtain the high frequency and low frequency components. The low frequency components are decomposed into higher frequency components. It is possible to obtain signal levels at frequency bands instead of exact components. The advantage of WT method is simple calculation and it can be completed in less time. Generally, the WT method can be described as follow:
where the * is the complex conjugate symbol, and the ψ is a function, which can arbitrarily be chosen that it obeys certain rules.
3) EMPIRICAL WAVELET TRANSFORM
The EWT method was proposed by Gilles to obtain adaptive wavelet capable for identifying and extracting AM-FM components of a signal. The main idea is to extract the signal modes by constructing an appropriate wavelet filter bank.
In the EWT method, the Fourier frequency spectrum is normalized and separated into the number of intervals, then the compactly supported orthonormal wavelet basis is explicitly constructed in each interval. Hence, the segmentation operation on the Fourier spectrum is the important step to make the wavelet adaptive to the signal. Firstly, the local maxima in the Fourier spectrum of the analyzed signal is detected. Then the spectrum based on the detected maxima is segmented. Lastly, a corresponding wavelet filter bank is constructed.
Assuming that a signal consists of N components and each component is well separated in Fourier spectrum. Its Fourier spectrum is divided into N segments, and each segment is corresponding to one mode. ω n is the boundary limits between each segments, ω 0 = 0 and ω N = π . Partitioning of Fourier axis is shown Figure 1 . For each ω n , the transition phase (T n ) with the 2τ n width is defined as the center. τ n is set as τ n = γ ω n (0 < γ < 1) in order to simplify the equation. The empirical scaling function and wavelets are defined as follows:
Many polynomial functions meet these properties. The following polynomial was firstly suggested by Daubechies and used by Gilles.
Parameter γ can ensure that there is no overlap between two consecutive transition areas. So the parameter γ must meet the following equation:
The EWT method is defined by the similar way with wavelet transform. The detailed coefficients W ε f (n, t) are given by the inner products with empirical wavelets:
And the approximation coefficients W ε f (0, t) is given by the inner products with scaling function:
Then the reconstruction signal and empirical mode are given as follows:
B. FUZZY ENTROPY
Entropy is a general concept, and it is used to measure the uncertainty of one system or a piece of information.
Fuzzy degree is a quantitative index to describe the degree of fuzzy set. Fuzzy entropy is a method based on the concept of approximate entropy and sample entropy to measure the complexity of time series [47] . The fuzzy entropy is described as follows:
(1) Give a sample time series with N {u(i) : 
(2) For certain vector
is defined as the maximum absolute difference of corresponding scalar components.
Give n and r, the similarity degree D m ij of X m j to X m i is calculated by using a fuzzy function µ(d m ij , n, r),
} is formed and the function φ m+1 is obtained.
) (18) (6) Fuzzy entropy of sequence {u(i) : 1 ≤ i ≤ N } for the negative natural logarithm of the deviation is defined as follow.
If the length N is finite, FuzzyEn(m, n, r) can be changed as follow:
The SVM is one of the most popular tools based on structural risk minimization. The basic feature of SVM is to map the original nonlinear data into a higher-dimensional feature space where a hyperplane is constructed to bisect two classes of data and maximize the margin of separation between itself and those points in lying nearest to it. The hyperplane should be used as the basis for classifying unknown data. Therefore, the SVM was widely applied in pattern recognition, nonlinear system identification, modeling, predication and control and so on [48] - [51] . The SVM is mainly used to solve the binary classification problem. The basic theory was originally derived from data classification. It is to find one division plane with meeting the given requirement in order to keep the point of the training set far away the plane. The SVM originated from the optimal classification surface from the linearly separable circumstance. It is used to solve the linear constrained quadratic programming problem by mapping the input space into the high dimensional inner product space to obtain the global optimal solution and guarantee the convergence speed and avoid the local minimum value.
III. SIMULATION EXPERIMENT OF EWT
In order to verify the effectiveness of EWT method, a simulated signal is formulated in here. In general, when one fault occurs on one of main parts of rotating machinery, the corresponding vibration signal is often comprised of different harmonic components and impulses, which always can be detected in the vibration signal. In order to simulate the actual condition, the simulated signal x(t) is designed as follow.
The time domain waveforms of five components and the simulated signal are displayed in Figure 2 . The sampling frequency is 1024Hz and data length is 512. in Figure 5 . Due to the noise interference, the EMD method generated false components without physical significance. Therefore, it can observe that the EMD method failed to determine the internal modes for the simulated signal, and then separate some information which are original part of same component. For the obtained results by EWT method, it can see that the EWT method can better extract the presence of internal modes in the spectrum, and provides different components which are close to the original ones.
In order to further verify the effectiveness of EWT method for processing the simulated signal, the decomposed signals are reconstructed, respectively. The reconstructed signals are in shown in Figure 6 and Figure 7 . As can be seen from Figure 6 and Figure 7 , it can be found that the reconstructed signal by EWT method is quite similar to original simulated signal. But the reconstructed signal by EMD method is similar to partially original simulated signal. Therefore, the EWT method is more robust to the noise, and can obtain more accurate components by comparing with EMD method. The EWT method has better performance in dealing with multi-component signal, and can effectively distinguish the different components.
IV. A NOVEL FAULT DIAGNOSIS METHOD BASED ON EWT, FUZZY ENTROPY AND SVM
The experiment vibration data comes from Bearing Data Center of Case Western Reserve University [52] . The 6205-2RS JEM SKF deep groove ball bearing is employed in the experiment. The bearing information is described in Tab.1. The motor is connected to a dynamometer and torque sensor by a self-aligning coupling. The data were collected from accelerometers on the motor housing at the drive end of motor. The vibration signals were measured under no-load (0hp) at rotating speed of 1797r/min. Faults were introduced into the test bearings by using electrodischarge machining method. The fault diameter was 0.007''. Four different operating conditions are: (1) normal condition (2) inner race fault (3) outer race fault (4) rolling element fault. The vibration signals of motor bearing were sampled at the frequency of 12800Hz and the duration of each vibration signal was 10 seconds. The original vibration signals were divided into segmentations of samples, and each sample covered 2048 data points. According to the theoretical calculation values of fault feature frequency, the faults of outer race, inner race and rolling element of motor bearing are determined [53] . Chandra and Sekhar [54] gave the calculation method of fault feature frequency of each element of the bearing. The calculated results are shown in TABLE 2. In here, the EWT and Hilbert transform are combined to extract the fault feature frequencies of outer race, inner race and rolling element of rolling bearing. When the EWT method is used to divide the frequency band, a threshold method by Gilles is used to determine the value of N . In here, the value of N is set as N = 4. After the EWT method is transformed, one mode with the most concentrated energy is analyzed by using Hilbert transform. The Hilbert envelope spectrums of fault signals are shown in Figure 8∼ Figure 10 . As can be seen from Figure 8 , the largest amplitude peak of fault feature frequency of rolling element fault signal appears at 105.4688Hz. The theoretical fault feature frequency of rolling element is 141.08Hz. As can be seen from Figure 9 , the largest amplitude peak of fault feature frequency of inner race fault signal appears at 164.0625Hz. The theoretical fault feature frequency of inner race is 162.19Hz. As can be seen from Figure 10 , the largest amplitude peak of fault feature frequency of outer race fault signal appears at 105.4688Hz. The theoretical fault feature frequency of outer race is 107.29Hz. For the inner race fault signal and outer race fault signal, it can be found that the feature frequency value in the envelope spectrum is close to the calculated fault feature frequency. But for rolling element fault signal, the deviation between the theoretical fault feature frequency and the largest amplitude peak of fault feature frequency is 25.6112Hz. It is difficult to obviously transmit the fault of rolling element by using vibration signal and extract fault features from vibration signal. Therefore, the fault diagnosis method based on the feature frequency has its limitation, and it is easy to be affected by the signal acquisition condition.
According to the experimental analysis results, the EWT is effective method for extracting the fault features of inner race and outer race, but it is poor effect for extracting the fault feature of rolling element. Therefore, the EWT method is combined with other methods in order to propose a novel and effective fault diagnosis method.
A. THE IDEA OF FAULT DIAGNOSIS METHOD
In the past decades, a lot of methods or algorithms are used to diagnose the faults in order to propose various fault diagnosis methods. Although each fault diagnosis method takes on better diagnosing ability, they exist their own shortcomings. The EWT method is a new adaptive signal decomposition method. It can effectively avoid end effects and mode mixing phenomenon, extract the AM-FM components with supporting Fourier spectrum from the original signal, and improve the reliability and the calculation speed of noise ratio. Fuzzy entropy is an effective tool to measure the fuzziness for data set. It uses least mean square and membership function method to process the similar measures of sequence, and it can effectively keep the features of approximate entropy and sample entropy, and overcome the effect of entropy stability due to the changed parameters. The SVM is a classification method, which can improve the generalization ability of machine learning by seeking the structure risk minimization. It takes on better performance in solving pattern recognition problems with small samples, nonlinear and high dimension. However, the bottleneck problem of fault diagnosis is the lack of fault samples. Clearly, the hybrid fault diagnosis method has better features than single fault diagnosis method. Therefore, the EWT, Fuzzy entropy and SVM are introduced into fault diagnosis in order to propose a novel fault diagnosis method (called EWTFSFD) for motor bearing in this paper. Firstly, the EWT method is used to decompose the vibration signal of motor bearing into multiple components in order to extract the frequency domain local maximum points, which are used to adaptively split Fourier spectrum and obtain different modes. The wavelet filter banks of band pass are adaptively constructed in the frequency domain in order to extract the AM-FM components with supporting Fourier spectrum. Next, the fuzzy entropy is used to calculate the entropy values of AM-FM components, which are regarded as the feature vectors for training and testing. Finally, the SVM model is used to construct a classifier in order to realize the classification of fault features and obtain the diagnosis results.
B. THE MODEL OF FAULT DIAGNOSIS METHOD
In this paper, the proposed EWTFSFD method based on integrating EWT, fuzzy entropy and SVM is proposed. The flow of the proposed EWTFSFD method is shown in Figure 11 . 
V. APPLICATION OF THE PROPOSED EWTFSFD FOR MOTOR BEARING A. EXPERIMENT DATA
Data set consists of 160 data samples of four conditions (normal condition, outer race fault, inner race fault and rolling element fault) under no-load. Each of four conditions includes 40 data samples. There are 80 samples for training and 80 samples for testing. The experiment results are from one experiment time.
B. SELECT PARAMETERS 1) SELECT PARAMETERS FOR FUZZY ENTROPY
According to the definition of fuzzy entropy, there are three parameters of embedded dimension m, similar tolerance r and gradient of fuzzy function n that must be fixed for each calculation.
a: EMBEDDED DIMENSION m
Fuzzy entropy is the same as approximate entropy and sample entropy. If the dimension m selects larger value, the more detailed information is obtained in dynamically reconfiguring the sequence of joint probability. But the value of dimension m is larger, the required data length is longer in calculating fuzzy entropy. In general, the data length is N = 10 m ∼ 30 m . According to the experience and actual data in the experiment, the embedded dimension is m = 2.
b: SIMILAR TOLERANCE r
This parameter is used to represent the boundary width of fuzzy function. If the value of the similar tolerance r is larger, it will cause the information to be lost. However, if the value of the similar tolerance r is smaller, it will cause the unfavorable statistics features, and increase the sensitivity to noise. Typically, the similar tolerance r is 0.1∼0.25SD (SD is the standard deviation of original data). In this paper, the similarity tolerance is r = 0.20SD.
c: GRADIENT OF FUZZY FUNCTION n
This parameter is used to determine the boundary gradient of similar tolerance. If the fuzzy function n is larger value, the boundary gradient is larger. The boundary gradient of fuzzy function n plays a important role in the process of calculating similarity between fuzzy entropy vectors. If the boundary gradient of fuzzy function n is greater than one, the more similarity contribution of the near vectors and the less similar contribution of the farther vectors are included. The larger value of fuzzy function n will lead to lose the details of information. If the boundary gradient of fuzzy function n is less than one, it is opposite. In fact, if the boundary gradient of fuzzy function n tends to the infinity, the fuzzy function is an unit step function. In order to obtain the detailed information, the smaller integer values are selected in general, such as 2, 3, 4, and so on. Due to these reasons, the boundary gradient of fuzzy function is n = 2.
d: DATA LENGTH N
In general, the entropy values are not high for data length. If there is m = 2, then the data length is N = 100 ∼ 900.
2) SELECT KERNEL FUNCTION AND PARAMETERS OF SVM
The kernel function of SVM is introduced to map the input space into a high-dimensional feature space, then the optimal superplane is studied in feature space. The kernel function K meets the following expression:
The process can be described as follow: the input vector x is mapped into high-dimensional space. The commonly used kernel functions have linear kernel function, polynomial kernel function, radial basis kernel function, Sigmoid kernel function and Fourier kernel function. For different systems in the process of classification, there has optimal kernel function with best corresponding effect. The radial basis function has widely applied due to its simple expression form, good smoothness and analyticity. Therefore, the radial basis function is selected as the kernel function of classification model, the specific expression is described as follow.
where x is a m-dimensional input vector, x i is the centre of the i th radial basis function and has the same dimension with x. In the SVM, the penalty coefficient C is used to adjust the proportion of confidence range and experience risk in the determined subspace in order to make best classification ability of learning machine. For the determined classification VOLUME 6, 2018 data, when the value of penalty coefficient C is smaller, it means that the penalty of experience error is smaller. Otherwise, the complexity of machine learning is smaller and the experience risk of machine learning is larger. However, the larger or smaller value of penalty coefficient C will make poor generalization ability of system. The kernel function parameter σ 2 is used to determine the corresponding relation between mapping function and feature space. The appropriate kernel parameter σ 2 will be able to map the data into appropriate feature space. However, the values of appropriate kernel parameter σ 2 and penalty coefficient C are very difficult to be pre-determined. It is critical how to effectively select the values of SVM parameters to obtain the experience risk and classification ability. In our experiments, the alternative values of the kernel parameter σ 2 and penalty coefficient C were tested and modified for some cases to obtain the most reasonable initial values. These selected values of the parameters take on the best classification ability and the most reasonable running time to efficiently complete the classification. Therefore, the finally obtained values of the kernel parameter σ 2 and penalty coefficient C are 1.0 and 1.5, respectively.
C. THE REALIZATION STEPS OF EWTFSFD 1) ORIGINAL VIBRATION SIGNAL AND FREQUENCY SPECTRUM
The experimental vibration signals are firstly analyzed to validate the effectiveness of the EWTFSFD method for bearing fault diagnosis. Data set consists of 160 data samples of normal condition, outer race fault, inner race fault and rolling element fault under no-load. Each condition includes 40 data samples. 20 data samples are used as training data, and 20 data samples are used as testing data. The first data in each data set is used to analyze in detail. The time-domain signals and corresponding frequency spectrums are shown in Figure 12∼Figure 15. 
2) SPLIT FOURIER SPECTRUM AND SELECT FREQUENCY BAND
The EWT method provides the adaptability with respect to the analyzed signal. At same time, in the EWT method, how to effectively segment Fourier spectrum is very important study work. The goal of segmentation is to separate different portions of the spectrum, which correspond to the different centered modes with specific frequency of compact support. So it is a key technical difficulty to segment Fourier spectrum in engineering applications. Assuming that a signal consists of N mono-components and each component is well separated in Fourier spectrum. The Fourier spectrum is divided into N segments, each corresponding to one mode ω i (i = 1, 2, 3 , . . . , N ) is denoted to be the boundary between each segments, the started boundary is ω 0 and the end boundary is ω n . This implies that a total of N − 1 extra boundaries are required to find. In order to find N − 1 boundaries, the N will be determined. Xiong et al. [31] proposed a threshold method to determine the value of N . {M i } M k=1 is the magnitude of the detected local maximum points in the frequency domain. Then these values are sorted according to the law of diminishing, and normalized to [0, 1] . The threshold value is 0, 1) ) is relative amplitude ratio. For certain α, the number of maximum points greater than threshold value is defined N , and the maximum points of the former N is used to solve the boundary.
In this paper, the features of vibration signal spectrum in Figure 8∼Figure11 . are studied and analyzed, it may be known that the local maximum number in the spectrum is more, and the frequencies of some local maximum values are very close. If all local maximum points are selected to compute frequency bands, the segmentation intervals are too much, it will lead to low computational efficiency and larger storage space for extracting features. Therefore, we comprehensively considered the following factors for the used segmentation method. a) Study the features of stronger nonlinear and nonstationary of motor vibration signal in detail.
b) Propose a compromise method between the computational complexity and the classification accuracy. c) Use the early experience and repeated experiments for EWT method in signal processing.
Based on the comprehensive analysis and study, the selection of the boundary (local maximum value) is considered as follow.
a) The magnitude threshold is set as 30%. That is to remove the local maximum points of amplitude below magnitude threshold (30%).
b) The frequency threshold is set as 8 Hz. That is to combine two adjacent maxima with interval width less than 8 Hz.
When the selection of the local maximum points is completed, the boundary is the center of two adjacent local maximum points. Fourier spectrum and selected frequency band are shown in Figure 16 . ∼Figure 19. The dotted line is the obtained boundary in these figures. As can be seen from Figure 16 , it could be found that the low frequency components occupy larger proportion. The whole spectrum is divided into three regions and three different frequency bands are obtained in total. As can be seen from Figure17, it could be found that the intermediate frequency components occupy larger proportion. The whole spectrum is divided into four regions and three different frequency bands are obtained in total. As can be seen from Figure 18 , it could be found that the low and intermediate frequency components occupy larger proportion. The whole spectrum is divided into thirteen regions and thirteen different frequency bands are obtained in total. As can be seen from Figure 19 , it could be found that the low and intermediate frequency components occupy larger proportion. The whole spectrum is divided into ten regions and ten different frequency bands are obtained. 
3) CONSTRUCT FILTER BANKS AND EXTRACT THE AM-FM COMPONENTS
On the basis of the obtained boundary, the filter banks are constructed according to the equations (3) and equations (4) . The extracted modes for normal signal, fault vibration signal of outer race, fault vibration signal of inner race and fault vibration signal of rolling element are shown in Figure 20∼Figure 23. 
4) CALCULATE FUZZY ENTROPY VALUES
Because the fault vibration signal of motor bearing is stronger nonlinear and non-stationary signal. It takes on the features of complex amplitude modulation, frequency modulation and phase modulation and so on. The complexity of different fault vibration signal is different, and its entropy value is also different. Some faults usually occur in a particular frequency band, the vibration signal in fault frequency band will be greatly changed, and its complexity will be changed. Therefore, fuzzy entropy is selected to describe the complexity of vibration signal of motor bearing. It is used to calculate the extracted modes for the different vibration signals in order to obtain the values of fuzzy entropy. This method can reduce the interference or coupling of feature information among these vibration signals, and can reflect the essence of fault information. The values of fuzzy entropy for different vibration signals are shown in TABLE 3 ∼ TABLE 6. The partial values of fuzzy entropy are given due to the limited space of paper.
5) TRAIN SVM MODEL
For actual fault diagnosis of motor bearing, it is a small sample and high dimension problem. In order to illustrate Figure 24 .
In Figure 24 , SVM1 is a classifier to determine the normal bearing or fault bearing. SVM2 is a classifier to determine the fault bearing of outer race or other fault bearing. SVM3 is a classifier to determine the fault bearing of inner race or rolling element. f (x) == 0 represents the obtained expectation classification result of SVM. The RBF is selected as the kernel function of SVM. 
6) TEST AND OUTPUT THE RESULTS
In the classification experiment, the feature vectors T of testing samples are gradually input into the trained SVM1. If the output of SVM1 is zero, then the normal bearing is determined and the testing experiment ends. Otherwise the testing samples are input into the trained SVM2. If the output of SVM2 is zero, then the fault bearing of outer race is determined and the testing experiment ends. Otherwise, the testing samples are input into the trained SVM3. If the output of SVM3 is zero, then the fault bearing of inner race is determined, otherwise the fault bearing of rolling element is determined. The detailed diagnosis processes do not list one by one. The results of testing samples are show in TABLE 7.
D. EXPERIMENT RESULTS
In order to verify the effectiveness of proposed EWTFSFD method for motor bearing, the fault diagnosis method based on EMD, fuzzy entropy and SVM (called EMDFSFD) is selected to study and compare with the proposed EWTFSFD method. The flow of EMFZSM method is similar to the proposed EWTFSFD method. Therefore, the EMFZSM method is not described in detail due to the limited space. The comparison results of fault diagnosis methods are shown in At the same time, for fault vibration signals of outer race and inner race, two-class method is executed in order to further verify the effectiveness of proposed EWTFSFD method for solving fault diagnosis problem. The results of two-class method are show in TABLE 9.
As can be seen from TABLE 6 and TABLE 9 , for normal vibration signal, it can be seen that the proposed EWTFSFD method and EMDFSFD method have the same testing accuracy of 100%. The testing accuracy of proposed EWTFSFD method is 100% for fault vibration signal of inner race. For all fault vibration signals of motor bearing, it can be seen that the testing accuracy of proposed EWTFSFD method is higher than the EMDFSFD method in the experiments. At same time, it is difficult to determine the faults between inner race and rolling element, and between inner race and outer race for motor bearing. But for the proposed EWTFSFD method, it can obtain outstanding diagnosis results. Thus, we believe that the performance and overall diagnostic capability of the proposed EWTFSFD method outperforms the EMDFSFD method. As can be seen from TABLE 10, for the selected magnitude threshold (30%), the correctness rate of fault diagnosis for vibration signals of outer race, inner race and rolling element are 95%, 100% and 95%, respectively. For the selected magnitude threshold (40%), the correctness rate of fault diagnosis for vibration signals of outer race, inner race and rolling element are 95%, 90% and 90%, respectively. Therefore, the selected magnitude threshold for vibration signals has the effect on the results of fault diagnosis. By the analysis of experimental results, we can see that the selected magnitude threshold (30%) can obtain more accurate diagnosis results than the selected magnitude threshold (40%). For the selected magnitude threshold (20%) in the experiment, the correctness rate of fault diagnosis is similar to the correctness rate of fault diagnosis of magnitude threshold (30%), but the time complexity of magnitude threshold (20%) is far greater than the time complexity of magnitude threshold (30%). Therefore, it can know that the selected magnitude threshold(30%) is more reasonable and effective from this experiment.
VI. CONCLUSION AND FUTURE RESEARCH
In the past decades, various methods and techniques have been proposed to diagnose the faults of motor bearing. These methods and techniques have their own shortcomings in fault diagnosis. A novel fault diagnosis method based on integrating EWT, fuzzy entropy and SVM is proposed to identify fault of motor bearing. The EWT method breaks through the limits of pre-defined dyadic scheme of traditional DWT and allows to segment Fourier spectrum. It is used to decompose vibration signal into several empirical modes with physical meanings and extract a series of AM-FM components with supporting Fourier spectrum under an orthogonal basis. Then fuzzy entropy is used to extract the values of fuzzy entropy of AM-FM components in order to construct a feature vectors, which are used to train SVM model for obtaining SVM classifier. The effectiveness of the EWT method is firstly validated by using simulated signal. The proposed fault diagnosis method had been applied to identify the motor bearing fault (normal signal, outer race fault signal, inner race fault signal, and rolling element fault signal). Some attractive features of the EWT method and proposed fault diagnosis method are summarized as follows:
1) The EWT method breaks through the limitations of traditional DWT method and allow to adaptively segment Fourier spectrum. It can effectively extract the AM-FM components with supporting Fourier spectrum from vibration signals with strong noise. 2) Fuzzy entropy can easily and clearly calculate the values of fuzzy entropy of extracted modes.
3) The analysis results from experimental signals with simulated signal indicates that the EWT method outperforms the EMD method, and the proposed EWTFSFD method can accurately and effectively diagnose the different faults of motor bearing. 4) The proposed EWTFSFD method outperforms the EMDFSFD method and the method based on EWT and Hilbert transform.
Moreover, there are also some problems of EWT method, such as how to adaptively segment Fourier spectrum, select the optimal filter banks, and so on. In future work, we will continue to study how to better adaptively segment the spectrum and further combine EWT method with other diagnosing technologies, optimizing parameter methods and so on. 
