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DUPIN HYPERSURFACES WITH FOUR PRINCIPAL
CURVATURES, II
THOMAS E. CECIL, QUO-SHIN CHI, AND GARY R. JENSEN
Abstract. If M is an isoparametric hypersurface in a sphere Sn
with four distrinct principal curvatures, then the principal curva-
tures κ1, . . . , κ4 can be ordered so that their multiplicities satisfy
m1 = m2 and m3 = m4, and the cross-ratio r of the principal
curvatures (the Lie curvature) equals −1. In this paper, we prove
that ifM is an irreducible connected proper Dupin hypersurface in
R
n ( or Sn) with four distinct principal curvatures with multiplic-
ities m1 = m2 ≥ 1 and m3 = m4 = 1, and constant Lie curvature
r = −1, then M is equivalent by Lie sphere transformation to an
isoparametric hypersurface in a sphere. This result remains true if
the assumption of irreducibility is replaced by compactness and r
is merely assumed to be constant.
1. Introduction
Let M be an immersed hypersurface in Euclidean space Rn or the
unit sphere Sn ⊂ Rn+1. A curvature surface of M is a smooth con-
nected submanifold S such that for each point x ∈ S, the tangent
space TxS is equal to a principal space of the shape operator A of M
at x. This generalizes the classical notion of a line of curvature on a
surface in R3. The hypersurface M is said to be Dupin if it satisfies
the condition
(a) along each curvature surface, the corresponding principal cur-
vature is constant.
The hypersurface M is called proper Dupin if, in addition to condition
(a), it also satisfies the condition
(b) the number g of distinct principal curvatures is constant on M .
Pinkall [16] proved that both of these conditions are invariant under the
group of Lie sphere transformations of Sn, which contains the group
of Mo¨bius (conformal) transformations of Sn as a subgroup. Thus, by
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stereographic projection, the theory of Dupin hypersurfaces in Rn or
Sn is essentially the same.
Thorbergsson [21] showed that the number g of distinct principal
curvatures of a compact proper Dupin hypersurface M immersed in Sn
must be 1, 2, 3, 4 or 6, the same as Mu¨nzner’s [14, 15] restriction on
the number of distinct principal curvatures of an isoparametric (con-
stant principal curvatures) hypersurface in Sn. In the cases g = 1, 2, 3,
compact proper Dupin hypersurfaces in Sn have been completely clas-
sified. For the totally umbilic case g = 1, M must be a great or small
sphere. For g = 2, Cecil and Ryan [7] proved that M must be Mo¨bius
equivalent to a standard product of spheres (which is isoparametric)
Sk(r)× Sn−k−1(s) ⊂ Sn, r2 + s2 = 1.
In the case g = 3, Miyaoka [10] proved that M must be Lie equivalent
to an isoparametric hypersurface in Sn, which by the work of Cartan [1]
must be a tube of constant radius over a standard Veronese embedding
of a projective plane FP 2 into S3m+1, where F is the division algebraR,
C,H (quaternions), O (Cayley numbers) form = 1, 2, 4, 8, respectively.
The cases of compact proper Dupin hypersurfaces with g = 4 or 6
principal curvatures have not yet been classified, although Stolz [20]
in the case g = 4 and Grove and Halperin [9] in the case g = 6 have
shown that the multiplicities of the principal curvatures of a compact
proper Dupin hypersurface must be the same as for an isoparametric
hypersurface. In particular, in the case g = 4, the multiplicities must
come in pairs, and the principal curvatures can be ordered in such a
way that m1 = m2 and m3 = m4. In the case g = 6, all the principal
curvatures must have the same multiplicity m = 1 or 2.
Miyaoka [11] introduced an important set of Lie invariants, the Lie
curvatures of a Dupin hypersurfaceM , which are the cross-ratios of the
principal curvatures taken four at a time. Obviously, for an isopara-
metric hypersurface, the Lie curvatures are constant, and a necessary
condition for a Dupin hypersurface to be Lie equivalent to an isopara-
metric hypersurface is that it have constant Lie curvatures. At one
time it was thought that perhaps every compact proper Dupin is Lie
equivalent to an isoparametric hypersurface. However, by two separate
constructions, Pinkall and Thorbergsson [18] (g = 4) and Miyaoka and
Ozawa [13] (g = 4 or 6) produced compact proper Dupin hypersurfaces
which do not have constant Lie curvatures and therefore cannot be Lie
equivalent to an isoparametric hypersurface.
Miyaoka [11, 12] showed that a compact proper Dupin hypersurface
immersed in Sn with g = 4 or 6 principal curvatures is Lie equivalent to
an isoparametric hypersurface if it has constant Lie curvatures and it
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satisfies certain additional global conditions regarding the intersections
of leaves of its various principal foliations. The goal of current research
is to prove that the condition of constant Lie curvatures already suffices
for the conclusion without assuming these additional conditions, and
we have succeeded in doing this in the case g = 4 when one pair of the
multiplicities is equal to one, as described below.
In contrast to the situation for compact proper Dupin hypersurfaces,
there is a local method, due to Pinkall [16], for producing a Dupin hy-
persurface with any given number g of principal curvatures with any
prescribed multiplicities m1, . . . , mg. His method uses the basic con-
structions of building tubes, cylinders, cones and surfaces of revolution
over a Dupin hypersurface W n−1 in Rn with g principal curvatures to
get a Dupin hypersurface Mn−1+k in Rn+k with g + 1 principal cur-
vatures. These constructions introduce a new principal curvature of
multiplicity k which is easily seen to be constant along its curvature
surfaces. The other principal curvatures are determined by the princi-
pal curvatures of W n−1, and the Dupin property is preserved for these
principal curvatures. These constructions are local in nature and only
yield a compact proper Dupin hypersurface if the original manifold
W n−1 is itself a sphere [2, Theorem 46]. Otherwise, the number of
distinct principal curvatures is not constant on a compact manifold
Mn−1+k obtained in this way, so it is not proper Dupin.
A Dupin hypersurface which is locally equivalent by a Lie sphere
transformation to a hypersurface Mn obtained by one of these con-
structions is said to be reducible. Otherwise, the Dupin hypersurface is
called irreducible. A Dupin hypersurface is called locally irreducible if it
does not contain any reducible open subset. Clearly, local irreducibility
implies irreducibility.
In [4], we prove that any C∞ proper Dupin hypersurface must be
analytic. Using this result, we prove that if a connected proper Dupin
hypersurface M has a reducible open subset, thenM itself is reducible.
That is, irreducibility implies local irreducibility. Analyticity allows us
to work locally to obtain global results.
The primary work in this paper is local in nature and is accomplished
in the setting of Lie sphere geometry. We concentrate on the case g = 4
with multiplicities m1 = m2, m3 = m4 and Lie curvature r = −1. In
Section 2 we review the concepts of Lie sphere geometry as well as the
basic set-up of the method of moving frames developed in our previous
paper [6].
In Section 3 we specialize the Lie frame for the case under study.
Theorem 7 establishes sufficient conditions for when a proper Dupin
hypersurface with four principal curvatures having multiplicities m1 =
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m2, m3 = m4 and Lie curvature r = −1 is Lie equivalent to an isopara-
metric hypersurface.
In Section 4, we relate the Lie sphere definition of reducibility to the
Pinkall constructions in Euclidean space. Theorems 16 and 17 establish
sufficient conditions for reducibility in terms of quantities that arise
naturally in the setting of moving Lie frames.
In Section 5, we prove one of our main results:
Theorem 24. Suppose the connected proper Dupin hypersurface λ :
Mn−1 → Λ2n−1 has four distinct curvature spheres with multiplicities
m1 = m2 ≥ 1, m3 = m4 = 1, and Lie curvature r = −1. If λ is
irreducible, then it is Lie equivalent to an isoparametric hypersurface.
In [6, p.3], it was conjectured that ifM is an irreducible proper Dupin
hypersurface in Sn with four principal curvatures having respective
multiplicities m1, m2, m3, m4, andM has constant Lie curvature, then
the principal curvatures can be ordered so that m1 = m2, m3 = m4,
and M is Lie equivalent to an isoparametric hypersurface in Sn. We
still believe this conjecture to be true, although we have not yet been
able to verify it in more generality than Theorem 24.
In Section 6, we prove in Theorem 26 that a compact proper Dupin
hypersurface with g > 2 principal curvatures is irreducible. As a conse-
quence of this, Theorem 24, and a result of Miyaoka [11] that a compact
proper Dupin hypersurface with g = 4 and constant Lie curvature r
must have r = −1, we obtain our second main result:
Theorem 29. Let M be a compact connected proper Dupin hyper-
surface immersed in Rn with four distinct principal curvatures having
multiplicities m1 = m2 ≥ 1, m3 = m4 = 1, and constant Lie curvature.
Then M is Lie equivalent to an isoparametric hypersurface.
2. Dupin hypersurfaces in Lie sphere geometry
In this section, we briefly recall how Dupin hypersurfaces can be
studied in the context of Lie sphere geometry. In particular, we will
summarize the basic set-up and main definitions of [6] that will be
needed in the remainder of the paper. We will not, however, reproduce
all the formulas from that paper, so the reader will need to consult that
paper at times. Throughout this paper, equation references of the sort
GD(3.36) will be to equation (3.36) of [6]. We will use the Einstein
summation convention in this section.
Let Rn+32 be a real vector space of dimension n + 3 endowed with
the metric of signature (n + 1, 2),
(2.1) 〈x, y〉 = −x0y0 + x1y1 + · · ·+ xn+1yn+1 − xn+2yn+2.
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Let e0, . . . , en+2 denote the standard orthonormal basis with respect to
this metric, with e0 and en+2 timelike. Let P
n+2 be the real projective
space of lines through the origin in Rn+32 , and let Q
n+1 be the quadric
hypersurface determined by the equation 〈x, x〉 = 0. This hypersurface
is called the Lie quadric. The sphere Sn can be identified with the unit
sphere in the Euclidean spaceRn+1 spanned by the vectors e1, . . . , en+1.
The points in Qn+1 are in bijective correspondence with the set of
all oriented hyperspheres and point spheres in Sn. The Lie quadric
contains projective lines but no linear subspaces of P n+2 of higher di-
mension. Let Λ2n−1 denote the set of all projective lines in Qn+1. It is
an analytic manifold of dimension 2n − 1. The line [x, y] determined
by two points [x] and [y] of Qn+1 lies on Qn+1 if and only if 〈x, y〉 = 0.
This happens precisely when the hyperspheres in Sn corresponding to
the points [x] and [y] are in oriented contact.
A Lie sphere transformation is a projective transformation of P n+2
which maps Qn+1 to itself. A Lie sphere transformation preserves ori-
ented contact of hyperspheres in Sn, since it takes lines on Qn+1 to lines
on Qn+1. The group G of Lie sphere transformations is isomorphic to
O(n + 1, 2)/{±I}, where O(n + 1, 2) is the orthogonal group for the
metric (2.1). The group G acts transitively on Λ2n−1.
The manifold Λ2n−1 of projective lines on Qn+1 has a contact struc-
ture, i.e., a globally defined 1-form ω such that ω ∧ dωn−1 never van-
ishes on Λ2n−1. The condition ω = 0 defines a codimension one dis-
tribution D on Λ2n−1 which has integral submanifolds of dimension
n− 1 but none of higher dimension. A Legendre submanifold is one of
these integral submanifolds of maximal dimension, i.e., an immersion
λ :Mn−1 → Λ2n−1 such that λ∗ω = 0.
An immersion f :Mn−1 → Sn with field of unit normals ξ :Mn−1 →
Sn naturally induces a Legendre submanifold λ = [Y0, Y1], where [Y0, Y1]
denotes the line in Q determined by the point sphere Y0 = (1, f, 0) and
the tangent great sphere Y1 = (0, ξ, 1). In a similar way, an immersed
submanifold φ : V → Sn of codimension greater than one also induces a
Legendre submanifold whose domain is the bundle Bn−1 of unit normal
vectors to φ(V ) (see, for example, [3, p.79]).
Suppose that λ = [Y0, Y1] is a Legendre submanifold. Let p ∈ M
n−1
and let r and s be real numbers at least one of which is non-zero. The
sphere in Sn corresponding to the point [K] = [rY0(p)+sY1(p)] in Q
n+1
is called a curvature sphere of λ at p, if there exists a non-zero tangent
vector X ∈ TpM such that rdY0(X) + sdY1(X) ∈ Span{Y0(p), Y1(p)}.
The vector X is called a principal vector corresponding to the curvature
sphere [K]. The principal vectors corresponding to a given curvature
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sphere form a subspace of TpM , and TpM is the direct sum of these
principal spaces.
To see the relationship between curvature spheres and principal cur-
vatures, suppose now that λ = [Y0, Y1] with Y0 = (1, f, 0), Y1 = (0, ξ, 1).
At a given p ∈ M , one can write the distinct curvature spheres in the
form [Ki] = [κiY0 + Y1], 1 ≤ i ≤ g. In the case where the map f is
an immersion, these κi are the usual principal curvatures of the hyper-
surface f at p. The principal curvatures are not invariant under Lie
sphere transformations. However, the cross-ratio of any four distinct
principal curvatures is Lie invariant. These cross ratios are called Lie
curvatures of λ.
As in Euclidean submanifold theory, a curvature surface is a smooth
connected submanifold S of M such that for each point p ∈ S, the
tangent space TpS is equal to a principal space. A Legendre submani-
fold is called Dupin if along each curvature surface, the corresponding
curvature sphere is constant. A Dupin submanifold is said to be proper
Dupin if the number g of distinct curvature spheres is constant on M .
These definitions agree with the usual definitions in the case where the
Legendre submanifold is induced from an immersed hypersurface in Sn.
Pinkall [16] showed that both of these properties are invariant under
the group of Lie sphere transformations. At times, we will refer to
Dupin submanifolds as “Dupin hypersurfaces,” because of their close
relationship with Dupin hypersurfaces in Sn.
We now begin to recall the notation and results from [6] in detail. We
study Dupin hypersurfaces in Lie sphere geometry using the method of
moving frames. Instead of using an orthonormal frame for the metric
in (2.1), we consider a Lie frame, that is, an ordered set of vectors
Y0, . . . , Yn+2 in R
n+3
2 satisfying 〈Ya, Yb〉 = kab, for 0 ≤ a, b ≤ n+2, with
(2.2) k = (kab) =
 0 0 −J0 In−1 0
−J 0 0
 , where J = (0 1
1 0
)
The space of all Lie frames can be identified with the orthogonal group
G = O(n+1, 2). In this space, one introduces the Maurer-Cartan forms,
(2.3) dYa = ω
b
aYb, 0 ≤ a, b ≤ n+ 2,
which satisfy the Maurer-Cartan structure equations of G,
(2.4) dωab = −ω
a
c ∧ ω
c
b, for 0 ≤ a, b, c ≤ n+ 2
Knowing from [4] that any proper Dupin hypersurface is real analytic,
we assume from now on that all maps are real analtyic. A Lie frame
field along a Legendre submanifold λ :Mn−1 → Λ2n−1 is a real analytic
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map Y : U → G defined on an open subset U of Mn−1 such that
λ(p) = [Y0(p), Y1(p)] for each p ∈ U . Here Ya denotes the a
th column
of Y and Y ∈ G means 〈Ya, Yb〉 = kab, for all a, b = 0, 1, . . . , n+ 2.
The notion of a curvature sphere of a Legendre submanifold λ :
Mn−1 → Λ2n−1 can be formulated in terms of Lie frames as follows. If
Y is any Lie frame field along λ defined on a neighborhood of a point
p ∈M , then [rY0 + sY1] is a curvature sphere of λ at p precisely when
the following equation is satisfied at p,
(2.5) (rω20 + sω
2
1) ∧ . . . ∧ (rω
n
0 + sω
n
1 ) = 0
This condition is equivalent to saying that the tangent sphere map
(2.6) [rY0 + sY1] : U → Q ⊂ P
n+2
is singular at p in the sense that there exists a non-zero vectorX ∈ TpM
such that
(2.7) d(rY0 + sY1)(p)(X) ∈ span {Y0(p), Y1(p)}
We now restrict our attention to the case where the Legendre sub-
manifold λ : Mn−1 → Λ2n−1 has g = 4 distinct curvature spheres of
multiplicities m1, m2, m3 and m4, respectively. We define sets
(2.8)
{1} = {2, . . . , m1 + 1}
{2} = {m1 + 2, . . . , m1 +m2 + 1}
{3} = {m1 +m2 + 2, . . . , m1 +m2 +m3 + 1}
{4} = {m1 +m2 +m3 + 2, . . . , m1 +m2 +m3 +m4 + 1}.
and adopt the index conventions
(2.9)
2 ≤ i, j, k, l ≤ n
a, b, c, d ∈ {1}
p, q, r, s ∈ {2}
α, β, γ, δ ∈ {3}
µ,m, σ, τ ∈ {4}
We next recall the following definition from [6].
Definition 1. Suppose that λ : M → Λ is a real analytic Legendre
submanifold with g = 4 distinct curvature spheres at each point. A first
order frame field along λ is an analytic Lie frame field Y : U ⊂M → G
such that
(2.10) [Y0], [Y1], [Y0 + Y1], [rY0 + Y1]
are the curvature spheres of λ at each point of U , and
(2.11) ωa0 = 0, ω
p
1 = 0, ω
α
0 + ω
α
1 = 0, rω
µ
0 + ω
µ
1 = 0
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for all a, p, α, µ.
Here r :M → R is an analytic function never taking the values 0 or
1. Since we are free to put the four curvature spheres in any order, we
can assume
(2.12) −∞ < r < 0
Note that r is the cross-ratio of the curvature spheres in the appropriate
order, and thus r is the Lie curvature of λ.
One can show that there exists a first order Lie frame field defined on
some neighborhood of any point of any analytic Legendre submanifold
with g = 4 distinct curvature spheres at each point. If Y is a first order
frame field on an open set U ⊂M , then its associated coframe field in
U is the set of analytic 1-forms
(2.13) θa = ωa1 , θ
p = ωp0, θ
α = ωα0 , θ
µ = ωµ0
We now assume that the Legendre submanifold λ : Mn−1 → Λ2n−1 is
connected and proper Dupin with constant Lie curvature r.
Definition 2. A second-order Lie frame field along λ is a first order
frame field Y : U → G such that
(2.14) ω10 = 0, ω
0
1 = 0, ω
1
1 = ω
0
0
In [6], we show that it follows from the Dupin condition, that for
any point p ∈M , there exists a neighborhood U of p on which there is
defined a second-order frame field along λ. If Y : U → G is a second
order Lie frame field on an open set U ⊂ M , then any other second
order frame field on U is given by
(2.15) Y˜ = Y a(tI2, B, 0, sL)
where t, s : U → R are real analytic functions, t never zero,
(2.16) a(tI2, B, 0, sL) =
tI2 0 sL0 B 0
0 0 t−1I2

(2.17) L =
(
1 0
0 −1
)
and
(2.18) B =

B1 0 0 0
0 B2 0 0
0 0 B3 0
0 0 0 B4

where Bi : U → O(mi) are real analytic maps.
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With a second order frame, we have the following basic expressions
for certain Maurer-Cartan forms in terms of the associated coframe.
These equations define the analytic tensors F αpa, F
µ
pa, F
µ
αa, and F
µ
αp,
which are crucial to our study.
(2.19)
ωpa = F
α
paθ
α + rF µpaθ
µ
ωαa = F
α
paθ
p + (r − 1)F µαaθ
µ
ωαp = F
α
paθ
a + (r − 1)F µαpθ
µ
ωµa = rF
µ
paθ
p + (r − 1)F µαaθ
α
ωµp = F
µ
paθ
a +
r − 1
r
F µαpθ
α
ωµα = F
µ
αaθ
a + F µαpθ
p
We also have the following formulas for the Maurer-Cartan forms ω0i
and ω1i ,
(2.20) ω0i = Dijθ
j and ω1i = Eijθ
j
The conditions defining a second order frame together with the struc-
ture equations impose many conditions on the analytic functions Dij
and Eij , which are listed in equations GD(3.25) and GD(3.26) of [6].
In summary, what emerges are eight symmetric matrices
(2.21)
D1 = (Dab) D2 = (Dpq) D3 = (Dαβ) D4 = (Dµν)
E1 = (Eab) E2 = (Epq) E3 = (Eαβ) E4 = (Eµν)
and six matrices of analytic functions
(2.22) Daα, Dpa, Dpα, Dµa, Dµα, Epµ
so that equations (2.20) become
(2.23)
ω0a = Dabθ
b +Daαθ
α − rDµaθ
µ
ω0p = Dpaθ
a +Dpqθ
q +Dpαθ
α + rEpµθ
µ
ω0α = −Daαθ
a +Dαβθ
β + rDµαθ
µ
ω0µ = Dµaθ
a +Dµαθ
α +Dµνθ
ν
and
(2.24)
ω1a = Eabθ
b −Dpaθ
p +Daαθ
α −Dµaθ
µ
ω1p = Epqθ
q +Dpαθ
α + Epµθ
µ
ω1α = Dpαθ
p + Eαβθ
β +Dµαθ
µ
ω1µ = Epµθ
p +Dµαθ
α + Eµνθ
ν
The tensors in (2.21) satisfy the set of four linear equations GD(3.42),
which relate these functions to the four multiplicities. The functions
10 CECIL, CHI, AND JENSEN
in (2.22) also arise in the following important expression for the exterior
derivative of the form ω00,
(2.25)
dω00 = −Dpaθ
a ∧ θp +Daαθ
a ∧ θα −Dµaθ
a ∧ θµ
+Dpαθ
p ∧ θα + rEpµθ
p ∧ θµ + (r − 1)Dµαθ
α ∧ θµ
In this set-up, we define the covariant derivatives of the F ’s, as the
analytic functions on the right side of the equations
(2.26)
dF αpa + F
α
paω
0
0 + F
β
paω
α
β − F
α
pbω
b
a − F
α
qaω
q
p = F
α
pajθ
j
dF µpa + F
µ
paω
0
0 + F
ν
paω
µ
ν − F
µ
pbω
b
a − F
µ
qaω
q
p = F
µ
pajθ
j
dF µαa + F
µ
αaω
0
0 + F
ν
αaω
µ
ν − F
µ
αbω
b
a − F
µ
βaω
β
α = F
µ
αajθ
j
dF µαp + F
µ
αpω
0
0 + F
ν
αpω
µ
ν − F
µ
αqω
q
p − F
µ
βpω
β
α = F
µ
αpjθ
j
The F ’s satisfy the six algebraic equations GD(3.36), while their co-
variant derivatives satisfy the equations GD(3.37) through GD(3.41).
The covariant derivatives of the functions in (2.21) are defined in a
way analogous to those of the F ’s in (2.26), except that the coefficient
of ω00 must be multiplied by two in every case. For example,
(2.27) dDab + 2Dabω
0
0 −Dcbω
c
a −Dacω
c
b = Dabiθ
i
defines the covariant derivatives Dabi of Dab. The covariant derivatives
of the other tensors in (2.21) are defined similarly. The formula
(2.28) dDaα + 2Daαω
0
0 −Dbαω
b
a −Daβω
β
α = Daαiθ
i
defines the covariant derivatives Daαi of Daα. The covariant derivatives
of the other tensors in (3.28) are defined similarly. One last set of
functions, Ri, are defined by
(2.29) ω0n+1 = Riθ
i
All these covariant derivatives and the Ri are related in the set of
equations GD(3.46) through GD(3.59) in [6, pages 25-30]. They are all
real analytic functions.
3. A sufficient condition to be isoparametric
Consider a Legendre map λ : Mn−1 → Λ2n−1 that is proper Dupin
with four distinct curvature spheres, constant Lie curvature r, and M
is a connected real analytic manifold. For the rest of the paper we do
not use the Einstein summation convention.
By the work of Mu¨nzner [14], [15], in order for λ to be Lie equiv-
alent to an isoparametric hypersurface with four principal curvatures,
it is necessary that the multiplicities of the four curvature spheres sat-
isfy m1 = m2 and m3 = m4 and that the Lie curvature r = −1. In
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this section, we assume these necessary conditions and then find suffi-
cient conditions in Theorem 7 for Lie equivalence to an isoparametric
hypersurface.
Lemma 3. If the Lie curvature r = −1, and the multiplicities satisfy
m1 = m2 and m3 = m4, and if Y : U → G is any second order Lie
frame field, then on U the symmetric matrices of (2.21) satisfy
(3.1)
D1 = d1Im1
E2 = e2Im1
D3 + E3 = (d3 + e3)Im3
D4 − E4 = (d4 − e4)Im3
where d1, . . . , e4 : U → R are the real analytic functions
(3.2) d1 =
1
m1
traceD1, . . . , e4 =
1
m3
traceE4
Proof. This follows from GD(3.42). 
For a second order Lie frame field Y : U → G, let
(3.3)
vaα = (F
α
pa, F
µ
αa), |vaα|
2 = 2
∑
p
(F αpa)
2 + 4
∑
µ
(F µαa)
2
vpα = (F
α
pa, F
µ
αp), |vpα|
2 = 2
∑
a
(F αpa)
2 + 4
∑
µ
(F µαp)
2
vaµ = (F
µ
pa, F
µ
αa), |vaµ|
2 = 2
∑
p
(F µpa)
2 + 4
∑
α
(F µαa)
2
vpµ = (F
µ
pa, F
µ
αp), |vpµ|
2 = 2
∑
a
(F µpa)
2 + 4
∑
α
(F µαp)
2
If the Lie curvature r = −1, and the multiplicities satisfy m1 = m2
and m3 = m4, then the middle four equations in GD(3.36) become,
when the nonsummed indices of each range are set equal,
(3.4)
|vaα|
2 = d1 −Eaa + Eαα
|vpα|
2 = e2 −Dpp −Dαα
|vaµ|
2 = −d1 − Eaa − Eµµ
|vpµ|
2 = −e2 −Dpp −Dµµ
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In addition, if all eight of the matrices D1, . . . , E4 are scalar at every
point of U , then equations (3.4) become
(3.5)
|vaα|
2 = d1 − e1 + e3
|vpα|
2 = e2 − d2 − d3
|vaµ|
2 = −e4 − d1 − e1
|vpµ|
2 = −e2 − d2 − d4
which shows that the functions on the left hand side do not depend on
a, p, α, or µ in this case.
Remark 4. IfD1 is scalar at every point of U , then a frame change (2.15)
of the form
(3.6) Y˜ = Y a(I2, I, 0, sL)
can be made so that d1 = 0 at every point of U . This follows from
GD(3.32), which shows that d˜1 = d1 − s.
Remark 5. If D1 is scalar on U , then Dab = d1δab, for all a and b. If
we define the covariant derivative of d1 to be
(3.7) dd1 + 2d1ω
0
0 =
∑
i
d1iθ
i
then by GD(3.43)
(3.8)
∑
j
Dabjθ
j = dDab + 2Dabω
0
0 −
∑
c
Dcbω
c
a −
∑
c
Dacω
c
b
= δab(dd1 + 2d1ω
0
0)− d1(ω
b
a + ω
a
b )
= δab
∑
i
d1iθ
i
In particular, d1i = Daai, for all a and i. This same principle applies
to all eight of the functions d1, . . . , e4, when all eight of these matrices
are scalar.
Lemma 6. Suppose the Lie curvature r = −1, and the multiplicities
satisfy m1 = m2 and m3 = m4. If Y : U → G is a second order Lie
frame field for which
(3.9) |vaα| = |vpµ|, and |vaµ| = |vpα|
for all a, p, α, and µ, then the eight matrices D1, . . . , E4 are scalar on
U and Y can be adjusted by a change (3.6) on U so that
(3.10) d1 = 0
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on U , and then
(3.11) d2 = e1, d4 = d3, e2 = 0, e3 = −d3, e4 = d3
(3.12) |vaα| = |vpµ| = |vpα| = |vaµ|
on U , for all a, p, α, and µ, and
(3.13) ω0n+1 = 0
on U . That is, by (2.29), Ri = 0 on U , for all i.
Proof. As described in Remark 4, a frame change (3.6) will give (3.10),
and then (3.11) follows from GD(3.42) by linear algebra. Putting (3.11)
into (3.5), we obtain (3.12). Finally, to prove (3.13), use GD(3.46i), for
any c and any a = b, to get
(3.14)
d1c = Daac = −Rc −
2
m1
∑
p,α
Dpα(F
α
pc + 2δacF
α
pa)
−
2
m1
∑
p,µ
Epµ(F
µ
pc + 2δacF
µ
pa)
+
8
m1
∑
α,p,µ
(F µpaF
α
paF
µ
αc + F
µ
paF
α
pcF
µ
αa + F
µ
pcF
α
paF
µ
αa)
and GD(3.62) with a = b and any c, to get
(3.15)
∑
p,α
Dpα(F
α
pc + 2δacF
α
pa) +
∑
p,µ
Epµ(F
µ
pc + 2δacF
µ
pa)
= 4
∑
α,p,µ
(F µpaF
α
paF
µ
αc + F
µ
paF
α
pcF
µ
αa + F
µ
pcF
α
paF
µ
αa)
Substitute (3.15) into (3.14) to get
(3.16) d1c = −Rc
Since d1 = 0 on U , we have d1j = 0 on U , for every j, by (3.7).
Therefore,
(3.17) Rc = 0
on U , for all c.
For any p = q and for all c in GD(3.51i)
(3.18) e2c = Eppc = Rc + 2
∑
µ
EpµF
µ
pc + 2
∑
α
DpαF
α
pc
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By GD(3.51ii), we have for any p = q and any s
(3.19)
e2s = Epps = Rs +
2
m1
∑
a,α
Daα(F
α
sa + 2δpsF
α
pa)
+
2
m1
∑
a,µ
Dµa(F
µ
sa + 2δpsF
µ
pa)
−
8
m1
∑
a,α,µ
(F µαsF
µ
paF
α
pa + F
µ
αpF
µ
saF
α
pa + F
µ
αpF
µ
paF
α
sa)
By GD(3.63), for any p = q and any s,
(3.20)
∑
a,α
Daα(F
α
sa + 2δpsF
α
pa) +
∑
a,µ
Dµa(F
µ
sa + 2δpsF
µ
pa)
= 4
∑
a,α,µ
(F µαpF
α
paF
µ
sa + F
µ
αpF
α
saF
µ
pa + F
µ
αsF
α
paF
µ
pa)
Substitute (3.20) into (3.19) to get
(3.21) e2s = Rs
for all s. Since e2 = 0 on U , we have e2j = 0 on U , for all j, and
therefore
(3.22) Rs = 0
for all s. By GD(3.48iii), for any α = β and for any γ
(3.23)
d3γ = Dααγ = Rγ +
2
m1
∑
a,p
Dpa(F
γ
pa + 2δαγF
α
pa)
+
4
m1
∑
p,µ
Epµ(F
µ
γp + 2δαγF
µ
αp)
+
8
m1
∑
a,p,µ
(F µγaF
α
paF
µ
αp + F
µ
γpF
α
paF
µ
αa + F
γ
paF
µ
αaF
µ
αp)
By GD(3.64) for all α = β and for all γ
(3.24)
−
∑
a,µ
Dµa(F
µ
γa + 2δαγF
µ
αa)−
∑
p,µ
Epµ(F
µ
γp + 2δαγF
µ
αp)
= 4
∑
a,p,µ
(F µγaF
α
paF
µ
αp + F
µ
γpF
α
paF
µ
αa + F
γ
paF
µ
αaF
µ
αp)
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By GD(3.52iii), for any α = β and for all γ
(3.25)
e3γ = Eααγ = Rγ −
2
m1
∑
a,p
Dpa(F
γ
pa + 2δαγF
α
pa)
+
4
m1
∑
a,µ
Dµa(F
µ
γa + 2δαγF
µ
αa)
+
8
m1
∑
a,p,µ
(F µγaF
α
paF
µ
αp + F
µ
γpF
α
paF
µ
αa + F
γ
paF
µ
αaF
µ
αp)
Now e3 + d3 = 0 on U , so e3γ + d3γ = 0 on U , for all γ, so (3.23)
and (3.25) added together give on U , for all γ,
(3.26)
0 = 2Rγ
+
4
m1
(∑
p,µ
Epµ(F
µ
γp + 2δαγF
µ
αp) +
∑
a,µ
Dµa(F
µ
γa + 2δαγF
µ
αa)
)
+
16
m1
∑
a,p,µ
(F µγaF
α
paF
µ
αp + F
µ
γpF
α
paF
µ
αa + F
γ
paF
µ
αaF
µ
αp)
and this with (3.24) implies
(3.27) Rγ = 0
on U for all γ. In the same way, by GD(3.48iv)
(3.28) d3µ = Dααµ = Rµ −Dµαα + 6
∑
a
DaαF
µ
αa + 2
∑
p
DpαF
µ
αp
By GD(3.52iv),
(3.29) e3µ = Eααµ = Rµ +Dµαα + 2
∑
a
DaαF
µ
αa + 6
∑
p
DpαF
µ
αp
Adding these equations together and using (3.27) and the fact that
d3γ + e3γ = 0 on U , we get on U , for every α and µ,
(3.30)
∑
a
DaαF
µ
αa +
∑
p
DpαF
µ
αp = 0
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Finally, by GD(3.49iv), for any µ = ν and for any σ,
(3.31)
d4σ = Dµµσ = −Rσ +
2
m1
∑
a,p
Dpa(F
σ
pa + 2δµσF
µ
pa)
+
4
m1
∑
p,α
Dpα(F
σ
αp + 2δµσF
µ
αp)
+
8
m1
∑
a,p,α
(F σαaF
µ
paF
µ
αp + F
σ
αpF
µ
paF
µ
αa + F
σ
paF
µ
αaF
µ
αp)
By GD(3.65) with µ = ν and for any σ,
(3.32)
∑
a,α
Daα(F
σ
αa + 2δµσF
µ
αa) +
∑
p,α
Dpα(F
σ
αp + 2δµσF
µ
αp)
= −4
∑
a,p,α
(F σαaF
µ
paF
µ
αp + F
σ
αpF
µ
paF
µ
αa + F
σ
paF
µ
αaF
µ
αp)
By GD(3.53iv), for all µ = ν and for any σ,
(3.33)
e4σ = Eµµσ = Rσ +
2
m1
∑
a,p
Dpa(F
σ
pa + 2δµσF
µ
pa)
−
4
m1
∑
a,α
Daα(F
σ
αa + 2δµσF
µ
αa)
−
8
m1
∑
a,p,α
(F σαaF
µ
paF
µ
αp + F
σ
αpF
µ
paF
µ
αa + F
σ
paF
µ
αaF
µ
αp)
Now e4 = d4 on U implies that e4σ − d4σ = 0 on U , so by (3.31)
and (3.33) we get
(3.34)
0 = e4σ − d4σ = 2Rσ
−
4
m1
(∑
a,α
Daα(F
σ
αa + 2δµσF
µ
αa) +
∑
p,α
Dpα(F
σ
αp + δµσF
µ
αp
)
−
16
m1
∑
a,p,α
(F σαaF
µ
paF
µ
αp + F
σ
αpF
µ
paF
µ
αa + F
σ
paF
µ
αaF
µ
αp)
= 2Rσ
by (3.32). Therefore, on U ,
(3.35) Rσ = 0
for every σ. Therefore, (3.13) holds by (3.17), (3.22), (3.27), and (3.35).

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Theorem 7. Suppose the multiplicities satisfy m1 = m2, m3 = m4,
and the Lie curvature is r = −1. Suppose that for any point in M
there exists a second order frame field Y : U → G along λ on an open
set U ⊂ M about the point, such that equations (3.9) hold on U , for
all a, p, α, µ. If for some a, α
(3.36) |vaα| > 0
on an open dense subset of U ; and if
(3.37) dω00 = 0
on U , then λ :M → Λ is Lie equivalent to an isoparametric hypersur-
face.
Proof. Given any point of M , let Y : U → G be a second order frame
field about the point satisfying the hypotheses. By Lemma 6, we may
assume Y satisfies (3.10), (3.11), and (3.12) on U . Thus, (3.36) implies
that all the functions in (3.12) are positive on U . These properties are
preserved by any frame change of the form
(3.38) Y˜ = Y a(tI2, I, 0, 0)
where t is any nowhere zero real analytic function on U , in which case
(3.39) ω˜00 = ω
0
0 + d log |t|
on U . We may assume that U is contractible. Then (3.37) implies that
(3.40) ω00 = df
for some real analytic function f on U . Making the frame change (3.38)
with t = e−f , we have
(3.41) ω˜00 = 0
on U . We now continue with this frame and drop the tildes. By (2.25),
our hypothesis dω00 = 0 on U implies that Daα and its covariant
derivatives Daαj are identically zero on U . Then GD(3.54) with (3.10)
and (3.11) implies that
(3.42)
0 = (d3 − d2)F
α
pa
0 = (d4 + e4 − 2e1 − e3 − d3)F
µ
αa = 2(d3 − d2)F
µ
αa
on U , for any a, p, α, and µ. Thus,
(3.43) 0 = (d3 − d2)
2|vaα|
2
at every point of U , for all a, α, and so (3.36) implies
(3.44) d3 − d2 = 0
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on an open dense subset of U , hence on all of U , by continuity. So, (3.11)
becomes
(3.45) d1 = e2 = 0, e1 = d2 = d3 = d4 = e4 = −e3
on U . Since dω00 = 0 and ω
0
n+1 = 0 on U , we get from GD(3.47) that
(3.46) d2a = d2α = d2µ = 0
on U , for all a, α, µ, and from GD(3.48) that
(3.47) d3p = 0
on U , for all p. Since d2 = d3 on U , it follows that d2 is covariant
constant on U , and therefore d2 must be constant on U , since ω
0
0 = 0
in (3.7) and U is connected. Putting (3.45) into (3.5) and using (3.36),
we have
(3.48) −2d2 = |vaα|
2 > 0
on an open dense subset of U . Therefore, d2 is a negative constant.
Making a frame change (3.38) with the constant
(3.49) t =
√
−d2
we have, by GD(3.32), that
(3.50) d˜2 =
1
t2
d2 = −1
at every point of U . Hence, we may assume that
(3.51) d2 = −1
on U . We have thus proved that for any point of M , there exists a
second order frame field Y : U → G on a neighborhood of that point
for which ω00 = 0, ω
0
n+1 = 0, and
(3.52) d1 = e2 = 0, e1 = d2 = d3 = d4 = e4 = −e3 = −1
on U . The following equations then follow from the structure equations
dYA =
n+2∑
B=0
ωBAYB
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and the properties of our frame.
(3.53)
dY0 =
∑
p
θpYp +
∑
α
θαYα +
∑
µ
θµYµ
dY1 =
∑
a
θaYa −
∑
α
θαYα +
∑
µ
θµYµ
dYn+1 = −
∑
a
θaYa +
∑
α
θαYα −
∑
µ
θµYµ
dYn+2 = −
∑
p
θpYp −
∑
α
θαYα −
∑
µ
θµYµ
If we let
(3.54) W1 = Y0 + Yn+2, W2 = Y1 + Yn+1
then equations (3.53) show that
(3.55) dW1 = 0, dW2 = 0
on U , so W1 and W2 are constant vectors (assuming U connected). In
addition, they span a time-like line in Rn+32 , since
(3.56)
〈W1,W1〉 = −2
〈W2,W2〉 = −2
〈W1,W2〉 = 0
Then W1, W2, W1−W2, and W1+W2 are four points on this time-like
line such that
(3.57)
〈Y0,W1〉 = 0
〈Y1,W2〉 = 0
〈Y0 + Y1,W1 −W2〉 = 0
〈−Y0 + Y1,W1 +W2〉 = 0
on U . If Y˜ : U˜ → G is another Lie frame field satisfying (3.52), then
on the intersection U˜ ∩ U (supposed nonempty) they must be related
by
Y˜ = Y a(I2, B, 0, 0)
where B : U ∩ U˜ → O(n− 1) is an analytic map. In particular,
Y˜0 = Y0, Y˜1 = Y1, Y˜n+1 = Yn+1, Y˜n+2 = Yn+2
and therefore (3.57) holds for Y˜ , for the same vectors Wi, for i =
1, 2, 3, 4, and thus (3.57) holds on all of M for the four curvature
spheres. By Cecil’s Theorem 5.6 ([3, pp 102-103]), λ : M → Λ is Lie
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equivalent to the Legendre submanifold induced by an isoparametric
hypersurface. 
4. Reducibility
Before we return to the case of a Dupin hypersurface with four prin-
cipal curvatures, we prove some general results about reducible Dupin
hypersurfaces.
Pinkall [16] introduced the basic constructions of building tubes,
cylinders, cones, and surfaces of revolution over a Dupin hypersurface
Mn−1 in Rn with g principal curvatures to get a Dupin hypersurface
W n−1−k in Rn+k with g + 1 principal curvatures. In general, these
constructions introduce a new principal curvature of multiplicity k,
which is easily seen to be constant along its curvature surfaces. The
other principal curvatures are determined by the principal curvatures
ofMn−1, and the Dupin property is preserved for these principal curva-
tures. A Dupin hypersurface that is locally Lie equivalent to a hyper-
surface obtained by one of these constructions is said to be reducible.
In Theorem 4 of his paper, Pinkall gave a formulation of reducibility
in terms of Lie sphere geometry. As in the paper [5], we use this for-
mulation as our definition of reducibility on an open subset of a Dupin
submanifold as follows.
Definition 8. We define the Dupin submanifold λ : M → Λ to be
reducible on an open subset O ⊂ M if some curvature sphere maps O
into some fixed linear subspace of RPn+2 of codimension at least two.
We say that λ is reducible if it is reducible onM . Define λ to be locally
irreducible if it is not reducible on any open subset of M . Define λ to
be irreducible if it is not reducible.
Proposition 9. If a connected, proper Dupin submanifold is reducible
on an open subset U of M , then it is reducible. Thus, a connected,
proper Dupin submanifold is locally irreducible if and only if it is irre-
ducible.
Proof. Let λ : Mn−1 → Λ2n−1 be a connected, proper Dupin subman-
ifold. Suppose that there exists an open subset U ⊂ M such that the
restriction of λ to U is reducible. By the definition of reducibility, there
exists a curvature sphere [K] of λ and two linearly independent vectors
vi ∈ R
n+3
2 , i = 1, 2, such that
〈K, vi〉 = 0
on the set U . Since λ is analytic, the curvature sphere map [K] is
analytic on M , and so the functions 〈K, vi〉 are analytic on M . Since
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these functions equal zero on the open set U , they are equal to zero on
all of the connected manifold M , and thus λ :M → Λ is reducible. 
This result has ramifications for the case of proper Dupin hypersur-
faces with g = 3 principal curvatures.
Corollary 10. Let λ : Mn−1 → Λ2n−1 be an irreducible proper Dupin
submanifold with g = 3 principal curvatures. Then λ is Lie equivalent
to an isoparametric hypersurface in Sn.
Proof. In the case where all the principal curvatures have multiplicity
one, this was proven by Pinkall [17]. For the case of higher multiplic-
ities, this was proven in [5, p. 175] under the assumption that λ is
locally irreducible. By Proposition 9, we see that the hypothesis of
irreducibility is sufficient. 
We now prove a characterization of reducibility for proper Dupin
submanifolds. Note that we need only use three of Pinkall’s four con-
structions, since as Pinkall showed, the cone construction is locally Lie
equivalent to the tube construction.
Proposition 11. Let ν : W d−1 → Λ2d−1 be a connected, reducible
proper Dupin submanfold. Then ν is Lie equivalent to a proper Dupin
submanifold µ which is obtained from a lower dimensional proper Dupin
submanifold λ by one of Pinkall’s three constructions (tube, cylinder,
surface of revolution).
Proof. It is possible that the curvature sphere [K] of ν locally lies in a
linear subspace of codimension even higher than two. For each x ∈ W ,
let mx be the largest positive integer such that for some neighborhood
Ux, the curvature sphere map [K] restricted to Ux is contained in a
linear space of codimension mx+1 in RP
d+2. By hypothesis, we know
that mx ≥ 1 for all x ∈ W . Choose x0 to be a point where mx attains
its maximum value m. Then there exist linearly independent vectors
v1, . . . , vm+1 in R
d+3
2 such that on an open set Ux0 about x0,
(4.1) 〈K, vi〉 = 0
for 1 ≤ i ≤ m + 1. Since ν is analytic, the curvature sphere map
[K] :W → Q is analytic, and since the analytic functions 〈K, vi〉 equal
zero on the open set Ux0 , they must equal zero on the whole connected
manifold W . Thus, (4.1) holds on all of W , and the function mx = m
for all x ∈ W .
The rest of the proof is essentially the same as the proof of Theo-
rem 2.8 in [3, pp. 145-147]. Specifically, let E be the linear subspace
in Rd+32 of codimension m + 1 whose orthogonal complement E
⊥ is
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spanned by the vectors v1, . . . , vm+1. The signature of 〈 , 〉 on E
⊥ must
be (m+ 1, 0), (m, 1), or (m, 0). Then, as in the proof of Theorem 2.8,
one can show that there is a Lie transformation A such that µ = Aν is
obtained from a proper Dupin submanifold λ : Mn−1 → Λ2n−1, where
n = d − m, by the surface of revolution, tube, or cylinder construc-
tion, depending on whether the signature of the inner product on E⊥
is (m+ 1, 0), (m, 1), or (m, 0), respectively. The proof of Theorem 2.8
deals specifically with the case where [K] has multiplicity m, and so µ
has one more curvature sphere than λ. In the case where the multiplic-
ity of [K] is greater than m, one must make some slight adjustments
in the exposition of the proof. In that case, the curvature sphere A[K]
is equal to one of the curvature spheres of µ induced from a curvature
sphere [k] of λ, and the multiplicity of [K] is m + q, where q is the
multiplicity of [k] as a curvature sphere of λ. In that case, µ and λ
have the same number of distinct curvature spheres. 
Remark 12. Pinkall [16, p. 438] proved that ν as in Proposition 11 is
locally Lie equivalent to a proper Dupin submanifold µ that is obtained
by one of the three constructions. By using analyticity, we are able to
eliminate the word locally from the statement of the result.
We return to the case where λ : Mn−1 → Λ2n−1 is a proper Dupin
submanifold with four curvature spheres of multiplicities m1 = m2,
m3 = m4, and with constant Lie curvature r = −1.
Definition 13. For a second order frame field Y : U → G, let {1}′ be
the set of all a ∈ {1} such that
(4.2) F αpa = 0, F
µ
pa = 0, F
µ
αa = 0
on U , for all p, α, µ.
Proposition 14. If m1 = m2, m3 = m4, and r = −1, and if {1}
′
is nonempty for the second order frame field Y : U → G, then the
symmetric matrices D1, E2, D3, D4, E3, and E4 are scalar matrices,
(4.3) E1 =
(
(d1 + e3)Im 0
0 ∗
)
where m is the cardinality of {1}′, and
(4.4) d1 + e2 = 0
at every point of U . Here d1, . . . , e4 are defined in (3.2).
Proof. By Lemma 3, just the assumptions on the multiplicities and on
r imply that D1, E2, D3 + E3, and D4 − E4 are scalar matrices on U .
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They are given by (3.1). For each a ∈ {1}′ and e ∈ {1}, the left side
of GD(3.36ii) is zero, so that
(4.5) 0 = 2
∑
p
F αpaF
β
pa + 4
∑
µ
F µαaF
µ
βa = (d1 − Eaa)δαβ + Eαβ
on U for all α, β. Therefore, E3 = e3Im3 is a scalar matrix, where
(4.6) e3 = Eaa − d1
for every a ∈ {1}′. Since D3 + E3 is scalar, it follows that
(4.7) D3 = d3Im3
is scalar also. Then for any a ∈ {1}′, e ∈ {1}, and α = β in GD(3.36ii),
we have
(4.8) 0 = 2
∑
p
F αpaF
α
pe + 4
∑
µ
F µαaF
µ
αe = (d1 − Eae) + e3δae
on U . Therefore,
(4.9) Eae = d1 + e3δae
from which (4.3) follows. In the same way, for all a = b ∈ {1}′, the left
side of GD(3.36iv) is zero, and so we have
(4.10) 0 = −2
∑
p
F µpaF
ν
pa − 4
∑
α
F ναaF
ν
αa = Eµν + (2d1 + e3)δµν
on U , for all µ, ν. Therefore, E4 = e4Im3 is a scalar matrix, where
(4.11) e4 = −(2d1 + e3)
Since D4 − E4 is a scalar matrix, it follows that
(4.12) D4 = d4Im3
is scalar also. Finally, if a ∈ {1}′, then the left side of GD(3.36i) is
zero, so (4.4) holds. 
Corollary 15. Under the hypotheses of Proposition 14, the second
order frame Y : U → G can be chosen so that
(4.13) d1 = 0, e2 = 0, e3 = −e4, d3 = d4, ea = e3, ∀a ∈ {1}
′
Proof. If we make a change of frame of the form (2.15)
(4.14) Y˜ = Y a(tI2, B, 0, sL)
with t = 1, B = I and s = d1, then by GD(3.32) and (4.4)
(4.15) d˜1 = 0 = e˜2
Dropping the tildes, we see that two of the remaining equations in (4.13)
then follow from (4.6) and (4.11). It remains to prove that d3 = d4 in
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this frame. For this we use GD(3.42). In fact, using the already estab-
lished equations in (4.13) and GD(3.42ii), we have
(4.16) (m1 +
m3
2
)(d3 + e3) = m1(e1 − d2)−
m3
2
(d4 + e3)
From GD(3.42iv), we have
(4.17) (m1 +
m3
2
)(−e3 − d4) = m1(−e1 + d2) +
m3
2
(e3 + d3)
Adding (4.16) and (4.17), we get
(4.18) (m1 +
m3
2
)(d3 − d4) =
m3
2
(d3 − d4)
from which we conclude that d3 = d4. 
We shall call a second order frame Y : U → G normalized if it
satisfies (4.13).
For a second order frame Y : U → G, let
(4.19)
f = 2
∑
a,p,α
(F αpa)
2, g = 2
∑
a,p,µ
(F µpa)
2
h = 2
∑
a,p,µ
(F µαa)
2, k = 2
∑
p,α,µ
(F µαp)
2
By GD(3.10), a change of second order frame field (2.15) multiplies
these functions by a nowhere zero function. In particular, the zero sets
of these functions are globally well defined.
Theorem 16. Suppose λ : Mn−1 → Λ2n−1 is proper Dupin with mul-
tiplicities m1 = m2, m3 = m4, and Lie curvature r = −1. If at least
three of f , g, h, and k are zero on M , then λ :M → Λ2n−1 is reducible.
Proof. Suppose f = g = h = 0 at every point of M . Then
(4.20) F αpa = F
µ
pa = F
µ
αa = 0
for all a, p, α, µ at each point of U for any second order frame field
Y : U → G. Note that (4.20) is equivalent to
(4.21) ωpa = ω
α
a = ω
µ
a = 0
on U , for all a, p, α, µ. Because {1}′ = {1} in this case, we may as-
sume that Y is normalized, and then (4.13) implies that E1 = e1Im is
scalar with e1 = e3. By GD(3.37), GD(3.38), and GD(3.39) together
with (4.20), we have that
(4.22) Dpα = Daα = Dpa = Epµ = Dµa = Dµα = 0
at every point of U . Therefore,
(4.23) dω00 = 0, ω
0
a = 0 = ω
1
p
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at every point of U . Moreover,
(4.24) ω0n+1 = 0
on U , because GD(3.46i), GD(3.46ii), and (4.20) imply that Ra =
Rp = 0 on U , and GD(3.46iii), GD(3.46iv), and (4.20) imply that
Rα = Daαa = 0 and Rµ = Dµaa = 0 on U . It then follows from
GD(3.51) that e3 is covariant constant; that is,
(4.25) de3 + 2e3ω
0
0 = 0
on U .
Let V (u) be the subspace of Rn+32 defined by the span of the vectors
(4.26) Y0, Yp, Yα, Yµ, Yn+2, e3Y1 − Yn+1
for all p, α, µ at the point u ∈ U . Then V (u) does not depend on the
choice of normalized second order frame field at u, since any other is
given by (2.15) with s = 0. Let V be the span of V (u) for all u ∈ M .
We want to prove that V is a subspace of codimension m+ 1, because
the curvature sphere [Y0] on U takes all of its values in V then shows
that λ is reducible on U , and therefore λ is reducible by Proposition 8.
Since the codimension of V (u) is m+ 1 for any u ∈ M , we will obtain
our result if we prove that V (u) is constant on the domain U of any
normalized second order frame field Y . This will be true if we show
that the derivatives of the vectors spanning V (u) are zero modulo V (u),
for every u ∈ U . This follows from (4.23), and (4.24) and (4.25),
and (4.21). In fact, if ≡ denotes equality modulo V (u), then
(4.27)
dY0 ≡ 0
dYp ≡ ω
1
pY1 + ω
a
pYa + ω
n+1
p Yn+1 = 0
dYα ≡ ω
1
αY1 + ω
a
αYa + ω
n+1
α Yn+1
= (e3Y1 − Yn+1)θ
α ≡ 0
dYµ ≡ ω
1
µY1 + ω
a
µYa + ω
n+1
µ Yn+1
= (−e3Y1 + Yn+1)θ
µ ≡ 0
dYn+2 ≡ ω
1
n+2Y1 + ω
a
n+2Ya + ω
n+1
n+2Yn+1 = 0
d(e3Y1 − Yn+1) ≡ de3Y1 + e3(ω
1
1Y1 + θ
aYa)− (ω
a
n+1Ya + ω
n+1
n+1Yn+1)
= (de3 + e3ω
0
0)Y1 + ω
0
0Yn+1 = (−e3Y1 + Yn+1)ω
0
0 ≡ 0

Theorem 17. Let λ : M → Λ be a proper Dupin hypersurface for
which r = −1, m1 = m2, and m3 = m4. If Y : U → G is a second
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order frame field such that
(4.28) dω00 = 0
on U , and
(4.29) {1}′ 6= ∅
(see Definition 13), then there exists a nonempty open subset W of U
such that the curvature sphere [Y0] : W → RP
n+2 takes values in a
constant linear subspace of codimension at least 2. Thus, λ is reducible
on W .
Proof. By Proposition 14 and Corollary 15, we may assume (4.13)
and (4.3) hold. Choosing U to be contractible, we may assume
(4.30) ω00 = 0
on U . In fact, if U is contractible, then ω00 = df , for some function
f on U . A change of frame Y˜ = Y a(tI2, I, 0, 0) doesn’t affect the
assumptions already made, and ω˜00 = ω
0
0 + dt/t. Thus, take t = e
−f .
There exists a dense open subset of U on which Y can be chosen to
diagonalize E1 and D2. Let U˜ be an open connected component of this
open dense subset. It follows from GD(3.46) and (4.28), that for all
a ∈ {1}′ and for all j,
(4.31) 0 = daj = Daaj = −Rj
on U˜ , and hence
(4.32) ω0n+1 = 0
on U˜ . From (4.28) and (2.25), we know that the six sets of invariants
Daα, etc. and their covariant derivatives are identically zero on U .
Using (4.13), we get from GD(3.54)
(4.33)
0 = Deαp = (−dp + d3)F
α
pe
0 = Deαµ = −2(ee + e3)F
µ
αe
on U˜ , for all e, p, α, µ; from GD(3.55)
(4.34)
0 = Dpeα = (ee + e3 + dp − d3)F
α
pe
0 = Dpeµ = (ee + e3 + dp − d3)F
µ
pe
on U˜ , for all e, p, α, µ; from GD(3.56)
(4.35)
0 = Dpαe = (ee + e3)F
α
pe
0 = Dpαµ = 2(dp − d3)F
µ
αp
DUPIN HYPERSURFACES 27
on U˜ , for all e, p, α, µ; from GD(3.57)
(4.36)
0 = Dµep = (dp − d3)F
µ
pe
0 = Dµeα = −2(ee + e3)F
µ
αe
on U˜ , for all e, p, α, µ; from GD(3.58)
(4.37)
0 = Dµαe = −2(ee + e3)F
µ
αe
0 = Dµαp = 2(dp − d3)F
µ
αp
on U˜ , for all e, p, α, µ; and from GD(3.59)
(4.38)
0 = Epµe = −(ee + e3)F
µ
pe
0 = Epµα = 2(dp − d3)F
µ
αp
on U˜ , for all e, p, α, µ. In summary, we have
(4.39) 0 = (ee + e3)F
α
pe, 0 = (ee + e3)F
µ
pe, 0 = (ee + e3)F
µ
αe
on U˜ for all e, p, α, µ, and
(4.40) 0 = (dp − d3)F
µ
pe, 0 = (dp − d3)F
µ
αp, 0 = (dp − d3)F
α
pe
on U˜ , for all e, p, α, µ. In the present proof, equations (4.40) are not
needed, but we record them here for use in the proof of Theorem 24
below. For each e ∈ {1}, define the analytic function on U
(4.41)
Ae =
∑
α
|veα|
2 +
∑
µ
|veµ|
2 = 2
∑
p,α
(F αpe)
2 + 2
∑
p,µ
(F µpe)
2 + 8
∑
α,µ
(F µαe)
2
Let
(4.42) n(Ae) = {x ∈ U : Ae(x) > 0}
an open subset of U . Let ∂n(Ae) be the boundary of n(Ae) in U . If
(4.43) U˜ ∩ n(Ae) = ∅
for all e ∈ {1}, then Theorem 16 applies and we conclude that λ is
reducible on U˜ . The proof of Theorem 16 shows that e3 is constant on
U˜ in this case, by (4.25) and the fact that ω00 = 0 now. If
(4.44) U˜ ∩ n(Ac) 6= ∅
for some c ∈ {1}, then there exists a point
(4.45) x ∈
(
U˜ ∩ (∪en(Ae))
)
\ ∪e∂n(Ae)
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and for such a point there exists a connected open neighborhood W of
x such that W ⊂ U˜ and for every e ∈ {1}, either Ae is identically zero
on W or Ae is always positive on W . Let
(4.46) {˜1}
′
= {a ∈ {1} : Aa = 0 on W}
and let {1}′′ be the complement of {˜1}
′
in {1}. Thus,
(4.47) {1}′′ = {c ∈ {1} : Ac > 0 on W}
and {1}′′ 6= ∅. If c ∈ {1}′′, then for each x ∈ W , there exists p, α, or µ
such that F αpc(x) 6= 0 or F
µ
pc(x) 6= 0 or F
µ
αc(x) 6= 0. Therefore,
(4.48) ec = −e3
on W , for any c ∈ {1}′′, by (4.39). We have
(4.49) e3 > 0
on W , because if c ∈ {1}′′, then by (3.4),
(4.50) 0 < Ac = 2m3(e3 − ec) = 4m3e3
on W , by (4.48). We next prove that
(4.51) ωac = 0
onW , for all a ∈ {˜1}
′
and c ∈ {1}′′. To do this, we observe that Eac = 0
on W , for all a ∈ {˜1}
′
and all c ∈ {1}′′, since E1 is diagonalized on W .
Therefore, using (4.48), we have
(4.52)
∑
j
Eacjθ
j = dEac + 2Eacω
0
0 −
∑
e
Eecω
c
a −
∑
e
Eaeω
e
c
= (ea − ec)ω
c
a = 2e3ω
c
a
on W . But GD(3.50) with (4.28) and the definition of {˜1}
′
imply that
(4.53) Eacj = 0
on W , for all a ∈ {˜1}
′
, c ∈ {1}′′, and all j. Then (4.51) follows
from (4.49), (4.52), and (4.53). In addition, e3 must be constant on
W . In fact, from GD(3.52) it is seen that e3e = 0, e3p = 0, and e3µ = 0
on W . If a ∈ {˜1}
′
, then e3 = ea on W , so e3α = eaα = Eaaα = 0 by
GD(3.50). Hence, e3j = 0 on W for all j, and so
(4.54) de3 = de3 + 2e3ω
0
0 =
∑
j
e3jθ
j = 0
on W .
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The rest of the proof is now similar to the last part of the proof
of Theorem 16. For each x ∈ W , let V (x) be the subspace of Rn+32
defined by the span of the vectors
(4.55) Y0, Yc, Yp, Yα, Yµ, Yn+2, e3Y1 − Yn+1
at the point x ∈ W , for all c ∈ {1}′′, p, α, µ . Let V be the span
of V (x) for all x ∈ W . We want to prove that V is a subspace of
codimension m + 1, where m ≥ 1 is the cardinality of {˜1}
′
. Because
the codimension of V (x) is m + 1 for any x ∈ W , we will obtain our
result if we prove that V (x) is constant on W . This will be true if we
show that the derivatives of the vectors spanning V (x) are zero modulo
V (x), for every x ∈ W . This follows because
(4.56) ωap = 0, ω
a
α = 0, ω
a
µ = 0
on W , for all a ∈ {˜1}
′
, by (2.19) and the definition of {˜1}
′
. 
Corollary 18. Let λ : M → Λ be an irreducible proper Dupin hyper-
surface for which r = −1, m1 = m2, and m3 = m4. If Y : U → G is a
second order frame field such that dω00 = 0 on U , then
(4.57) {1}′ = ∅
5. One pair of multiplicities is 1
Assume now that λ : Mn−1 → Λ2n−1 is the Legendre lift of a Dupin
hypersurface with four principal curvature, constant Lie curvature r =
−1 and multiplicities m1 = m2 ≥ 2 and m3 = m4 = 1. For these
multiplicities, the index sets {3} and {4} consist of one element each
{3} = {2m1 + 2}, {4} = {2m1 + 3}
It is convenient to continue writing α and µ for these values, respec-
tively. In addition, D3, D4, E3, and E4 are automatically scalar matri-
ces in this case, for any second order frame field.
Proposition 19. If m1 = m2 ≥ 2, m3 = m4 = 1, and r = −1, then
for any point in M there exists a second order frame field Y : U → G
about the point, for which
(5.1) d1 = e2
For any such frame field,
(5.2) F αpaF
µ
paF
µ
αa = 0 = F
α
paF
µ
paF
µ
αp
on U , for all p, a; and
(5.3) d1a = 0 = Ra, d1p = 0 = Rp
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on U , for all a, p.
Proof. Let Y : U → G be a second order frame field. Then D1 =
d1Im1 and E2 = e2Im1 are scalar matrices, by the first two equations
in GD(3.42). A second order frame change (2.15) of the form Y˜ =
Y a(I2, I, 0, sL) has
(5.4) e˜2 − d˜1 = e2 − d1 + 2s
by GD(3.32). Taking s = (d1 − e2)/2, we obtain a second order frame
field for which
(5.5) d1 = e2
We assume this done for our frame Y . Setting a = b = c in GD(3.62i),
we find that
(5.6)
∑
p
DpαF
α
pc +
∑
p
EpµF
µ
pc = 4
∑
p
F αpcF
µ
pcF
µ
αc
By GD(3.51i), for each p = q we have
(5.7) e2c = Eppc = Rc + 2EpµF
µ
pc + 2DpαF
α
pc
which shows that
(5.8) EpµF
µ
pc +DpαF
α
pc
is independent of p ∈ {2}. Therefore, (5.6) becomes
(5.9) DpαF
α
pc + EpµF
µ
pc =
4
m1
∑
q
F αqcF
µ
qcF
µ
αc
for all p ∈ {2}. Using GD(3.46i) with a = b = c, and using (5.6), we
find
(5.10) d1c = Dccc = −Rc
By (5.5), d1c = e2c, so combining (5.7) and (5.10) and substituting the
result into (5.6) gives
(5.11) Rc =
4
m1
∑
p
F αpcF
µ
pcF
µ
αc
Multiply F αpcc by 2F
α
pc and F
µ
pcc by 2F
µ
pc in GD(3.37) and GD(3.38),
respectively, subtract the latter from the former and use GD(3.36i), to
get
(5.12)
−d1c = ((F
α
pc)
2 − (F µpc)
2)c = 2F
α
pcF
α
pcc − 2F
µ
pcF
µ
pcc
= 2(F αpcDpα + F
µ
pcEpµ)− 12F
µ
pcF
µ
αcF
α
pc
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Therefore, for each c ∈ {1},
(5.13) F µpcF
µ
αcF
α
pc
is independent of p, by (5.8) and the fact that d1c is independent of p.
We show now that this implies (5.2). At any point of U , let V denote
the vector subspace spanned by the Yp. This subspace is invariant
under a change of frame (2.15). On V, for fixed c, define the bilinear
form
(5.14)
S : V × V → R
S(
∑
p
upYp,
∑
q
vqYq) =
∑
p,q
F µpcF
µ
αcF
α
qcu
pvq
By GD(3.10), S does not depend on the choice of Y . Then (5.13) is
the value of S(Yp, Yp), so this value is independent of p. Let
(5.15) K = S(Yp, Yp)
for every p ∈ {2}, an analytic function on U . If t and s are nonzero
real numbers such that t2 + s2 = 1, and if p 6= q, then replacing Yp and
Yq with tYp + sYq and −sYp + tYq gives another allowable frame Y , so
S has the same value on each:
(5.16) S(tYp + sYq, tYp + sYq) = S(−sYp + tYq,−sYp + tYq)
so
(5.17) K + 2tsS(Yp, Yq) = K − 2stS(Yp, Yq)
Therefore,
(5.18) S(Yp, Yq) = 0
whenever p 6= q, so S is a multiple of the inner product on V; that is,
(5.19) S(
∑
p
upYp,
∑
p
upYp) = K
∑
p
(up)2
for some function K on U . On the other hand,
(5.20) S(
∑
p
upYp,
∑
p
upYp) = F
µ
αc(
∑
p
F µpcu
p)(
∑
p
F αpcu
p)
is the product of two linear polynomials in the up. Such a factorization
of a sum of two or more squares is impossible over the reals unless K
is identically zero on U . Therefore, the first equation (5.2) must hold
at every point of U . The proof of the second equation (5.2) is done in
the same way with the roles of a and p reversed. 
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Proposition 20. If m1 = m2 ≥ 2, m3 = m4 = 1, and r = −1, and if
Y : U → G is a second order frame field for which d1 + e2 = 0 on U ,
then dω00 = 0 on U .
Proof. As seen in the proof of Proposition 19, we may assume Y chosen
so that d1 = e2 on U , in which case the hypothesis implies that d1 =
e2 = 0 on U . Then GD(3.36i) says
(5.21) (F αpa)
2 = (F µpa)
2
on U , for all a, p. Then adding together GD(3.36ii) and GD(3.36iv),
respectively, subtracting GD(3.36iii) from GD(3.36v), we find
(5.22) e3 = −e4, d3 = d4
respectively, on U . Substituting (5.21) into (5.2) we find
(5.23) F µpaF
µ
αa = 0
on U , for all a, p, and
(5.24) F µpaF
µ
αp = 0
on U , for all a, p. These equations are true even for a 6= b and p 6= q,
as follows. In fact, take the covariant derivative of (5.21) to get
(5.25) F αpaF
α
paj = F
µ
paF
µ
paj
for all a, p, j. Take j = b 6= a and use GD(3.37) and GD(3.38) to get
(5.26) F αpa(−F
µ
paF
µ
αb − 2F
µ
pbF
µ
αa) = F
µ
pa(F
α
paF
µ
αb + 2F
α
pbF
µ
αa)
on U . This, together with (5.2), yields
(5.27) F αpaF
µ
paF
µ
αb + F
α
paF
µ
pbF
µ
αa + F
α
pbF
µ
paF
µ
αa = 0
on U , for all a, b, p. By (5.23) and (5.21), the middle term is 0 on
U , while (5.23) implies that the third term is 0 on U . Thus (5.27) is
equivalent to F αpaF
µ
paF
µ
αb = 0 on U , for all a, b, p, which by (5.21), is
equivalent to
(5.28) F µpaF
µ
αb = 0
on U , for all a, b, p. In the same way, if we take j = q 6= p in (5.26),
and use GD(3.37) and GD(3.38), we get
(5.29) F αpa(F
µ
paF
µ
αq + 2F
µ
αpF
µ
qa) = F
µ
pa(−F
α
paF
µ
αq − 2F
µ
αpF
α
qa)
on U , which simplifies to
(5.30) F αpaF
µ
paF
µ
αq + F
α
paF
µ
qaF
µ
αp + F
α
qaF
µ
paF
µ
αp = 0
on U , for all a, p 6= q. By (5.24) and (5.21), the middle term is 0 on
U , while (5.24) implies that the third term is 0 on U . Thus (5.30) is
DUPIN HYPERSURFACES 33
equivalent to F αpaF
µ
paF
µ
αq = 0 on U , for all a, p 6= q, which by (5.21), is
equivalent to
(5.31) F µpaF
µ
αq = 0
on U , for all a, p 6= q. By (5.24), this holds also for p = q.
For a function f : U → R, let
(5.32) n(f) = {x ∈ U : f(x) 6= 0}
Let spt (f) denote the closure of n(f) in U , namely, the support of f
in U . Then (5.21) implies that
(5.33) n(F αpa) = n(F
µ
pa)
for all a, p. Define open subsets U2 and U3 of U by
(5.34) U2 = ∪a,pn(F
µ
pa), U3 = ∪an(F
µ
αa)
Then (5.28) implies that
(5.35) U2 ∩ U3 = ∅
and (5.31) implies that
(5.36) U2 ∩ (∪qn(F
µ
αq)) = ∅
Let U1 ⊂ U be the open subset of U defined by
(5.37) U1 = U \ ((∪a,pspt (F
µ
pa)) ∪ (∪aspt (F
µ
αa)))
The closure of U2 ∪ U3 in U is clearly the complement of U1 in U .
On U1, the functions f , g, and h in (4.19) are identically zero,
by (5.33) and the definition of U1. Hence, by (4.23) in the proof of
Theorem 16, we have dω00 = 0 on U1.
On U2 we have
(5.38) F µαa = 0, F
µ
αp = 0
for all a, p, by (5.35) and (5.36), respectively. Then by (2.26), F µαaj = 0
on U2, for all j. By GD(3.39), we have
(5.39) 0 = F µαaa = −
1
2
Dµα −
1
2
∑
p
F µpaF
α
pa +
1
2
∑
p
F µpaF
α
pa = −
1
2
Dµα
on U2. By GD(3.39) and (5.38) we have
(5.40) 0 = F µαaα = Dµa + 3
∑
p
F µαpF
α
pa = Dµa
on U2, for all a. By GD(3.39) and (5.38), we have
(5.41) 0 = F µαaµ = Daα + 3
∑
p
F µαpF
µ
pa = Daα
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on U2, for all a. Similarly, by the second equation in (5.38), we have
F µαpj = 0 on U2, for all p, j. From GD(3.40) and (5.38) we get
(5.42) 0 = F µαpα = −Epµ − 3
∑
a
F αpaF
µ
αa = −Epµ
on U2, for all p. Similarly,
(5.43) 0 = F µαpµ = −Dpα − 3
∑
a
F µαaF
µ
pa = −Dpα
on U2, for all p. Finally, we want to show that Dpa = 0 on U2, for all
a, p. By GD(3.37) and the fact that F µαa = 0 and F
µ
αp = 0 at every
point of U2, for all a, p, we have
(5.44) F αpaα = −Dpa
on U2, for all a, p. In the same way using GD(3.38), we have
(5.45) F µpaµ = −Dpa
on U2, for all a, p. Taking j = α in (5.25), we find
(5.46) F αpaF
α
paα = F
µ
paF
µ
paα
on U2, for all a, p. Substitute (5.44) into this to get
(5.47) −F αpaDpa = F
µ
paF
µ
paα
on U2, for all a, p. Similarly, taking j = µ in (5.25), we get
(5.48) F αpaF
α
paµ = F
µ
paF
µ
paµ
on U2, for all a, p. Substitute (5.45) into this to get
(5.49) F αpaF
α
paµ = −F
µ
paDpa
on U2, for all a, p. By GD(3.41) we have F
α
paµ = −F
µ
paα, so substitute
this into (5.49) to get
(5.50) F αpaF
µ
paα = F
µ
paDpa
on U2, for all a, p. Now multiply (5.47) by F
µ
pa to get
(5.51) −F αpaF
µ
paDpa = (F
µ
pa)
2F µpaα
on U2, for all a, p. Multiply (5.50) by F
α
pa to get
(5.52) F αpaF
µ
paDpa = (F
α
pa)
2F µpaα
on U2, for all a, p. By (5.21), we see that the right sides of (5.51)
and (5.52) are the same. Therefore the left sides must be equal at
every point of U2, but they are negatives of each other, so we get,
again using (5.21)
(5.53) F µpaDpa = 0, F
α
paDpa = 0
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on U2, for all a, p.
The next step is to show
(5.54) ω0n+1 = 0
on U2. By (2.29), this is equivalent to showing Rj = 0 on U2, for all j.
Now d1 = 0 on U2 implies that all of its covariant derivatives d1j = 0
on U2, since dd1 + 2d1ω
0
0 =
∑
j d1jθ
j defines its covariant derivatives.
Using the fact that Dµα, Dµa, Daα, Epµ, Dpα, and all their covariant
derivatives are zero on U2, we find the consequences of d1j = 0 on U2
to be as follows. By GD(3.46i) and (5.38),
(5.55) 0 = d1a = Dbba = −Ra
on U2, for all a. By GD(3.46ii),
(5.56) 0 = d1p = Daap = −Rp
on U2, for all p. By GD(3.46iii) and (5.53),
(5.57) 0 = d1α = Daaα = −Rα
on U2. By GD(3.46iv) and (5.53),
(5.58) 0 = d1µ = Daaµ = −Rµ
on U2. This completes the proof of (5.54).
The next step is to show that the covariant derivatives e3j of e3
satisfy
(5.59) e3j = 0
on U2, where by (2.27) these are defined by
(5.60) de3 + 2e3ω
0
0 =
∑
j
e3jθ
j
To prove (5.59), we use the equations GD(3.52) to get
(5.61) e3a = Eααa = Ra = 0
on U2, for all a,
(5.62) e3p = Eααp = Rp = 0
on U2, for all p,
(5.63) e3α = Eααα = Rα −
6
m1
∑
a,p
DpaF
α
pa +
24
m1
∑
a
F µαaF
α
paF
µ
αp = 0
on U2, by (5.53) and (5.38), and
(5.64) e3µ = Eααµ = Rµ +Dµαα = 0
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on U2, since (5.39) implies that Dµαα = 0 on U2. This completes the
proof of (5.59), and therefore (5.60) becomes
(5.65) de3 + 2e3ω
0
0 = 0
on U2. This implies that on the subset of U2 where e3 6= 0, the 1-form
(5.66) ω00 = −
1
2
1
e3
de3
and therefore ω00 is closed on this subset of U2. Thus, if e3 is never zero
on U2, then ω
0
0 is closed on all of U2. We now prove that
(5.67) e3(x) 6= 0
for every x ∈ U2. Let x ∈ U2. We may assume that our second order
frame Y on U diagonalizes E1 at x. It is easily checked that if the
vectors Ya are changed by an orthogonal matrix, then the set U2 does
not change, and e3 is unchanged. Let
(5.68) {1}′(x) = {a ∈ {1} : F αpa(x) = 0, ∀p}
and let
(5.69) {1}′′(x) = {1} \ {1}′(x)
We want to show that if the set {1} is arranged with the indices in
{1}′(x) first followed by the indices in {1}′′(x), then
(5.70) E1(x) = e3(x)
(
Im 0
0 −Im1−m
)
where m is the cardinality of {1}′(x). To prove this, suppose that
a ∈ {1}′(x). Then F αpa(x) = 0 for all p, and of course F
µ
αa = 0 on all of
U2, so GD(3.36ii) implies that (since d1 = 0)
(5.71) 0 = −ea(x) + e3(x)
as claimed. Next suppose that a ∈ {1}′′(x), so that F µpa(x) = ±F
α
pa(x) 6=
0, for some p. Using GD(3.59i) and the fact that Epµ = 0 on U2, we
have
(5.72) 0 = Epµa(x) = (e4(x)− ea(x))F
µ
pa(x)
which implies that ea(x) = e4(x) = −e3(x), by (5.22). This completes
the proof of (5.70) and allows us to prove (5.67) as follows. For our
given x ∈ U2, GD(3.36ii) implies that
(5.73)
∑
p
(F αpa(x))
2 = −ea(x) + e3(x)
for all a. But (5.70) implies that ea(x) = ±e3(x), so if e3(x) = 0, then
ea(x) = 0 as well, and we must conclude from (5.73) that F
α
pa(x) = 0,
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for all a, p, contradicting the fact that x ∈ U2. We conclude that e3 is
never zero on U2, and therefore ω
0
0 is closed on U2, so in particular,
(5.74) Dpa = 0
on U2, for all a, p.
Finally, it remains to prove that dω00 = 0 on U3. To do this, we
first observe that F αpa = 0 = F
µ
pa on U3, for every a, p. It follows that
their covariant derivatives F αpaj = 0 = F
µ
paj on U3, for all a, p, j. By
GD(3.37i), then
(5.75) 0 = F αpaa = Dpα
on U3, for all a, p. By GD(3.37ii),
(5.76) 0 = F αpap = −Daα
on U3, for all a, p. By GD(3.37iii)
(5.77) 0 = F αpaα = −Dpa + 2F
µ
αpF
µ
αa − 2F
µ
αpF
µ
αa = −Dpa
on U3, for all a, p. By GD(3.38i)
(5.78) 0 = F µpaa = −Epµ
on U3, for all a, p. By GD(3.38ii)
(5.79) 0 = F µpap = Dµa
on U3, for all a, p. It remains to prove that Dµα = 0 on U3. To do this,
we first observe that there is a dense open subset V of U3 on which we
may make an analytic change of frame field
(5.80) Y˜ = Y a(I2, B, 0, 0)
where B = B1 ⊕ Im1 ⊕ 1 ⊕ 1, with B1 : V → O(m1) an analytic map,
such that E˜1 is diagonal at each point (see, for example, [19]). For such
a change of frame, ω˜00 = ω
0
0 and the sets U˜2 = U2 and U˜3 = U3. So,
without loss of generality, we may assume Y˜ = Y on V and all of the
above properties of Y on U3 remain true on V . For a point x ∈ V , let
(5.81) {1}′(x) = {a ∈ {1} : F µαa(x) = 0}
and let its complement be
(5.82) {1}′′(x) = {1} \ {1}′(x)
If a ∈ {1}′(x), then GD(3.36ii) implies that
(5.83) 0 = −ea(x) + e3(x)
If a ∈ {1}′′(x), then by (5.76) and GD(3.54iv) and using (5.22), we
have
(5.84) 0 = Daαµ = (−2ea − e3 − d3 + d4 + e4)F
µ
αa = −2(ea + e3)F
µ
αa
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at x, and so F µαa(x) 6= 0 implies that
(5.85) ea(x) = −e3(x)
We next show that e3(x) 6= 0. Since x ∈ V ⊂ U3, the set {1}
′′(x) is
non-empty. For a ∈ {1}′′(x), GD(3.36ii) and (5.85) give
4(F µαa)
2 = −ea(x) + e3(x) = 2e3(x)
The left side of this equation is non-zero for a ∈ {1}′′(x), and thus
e3(x) 6= 0. Therefore, at every point of V , with this frame Y the matrix
E1 has the form (5.70), where m = m(x) is the cardinality of {1}
′(x).
Since e3(x) 6= 0, this shows that on each connected component of V ,
{1}′ and {1}′′ must be constant and equations (5.83) and (5.85) hold
at every point of this component. Therefore, we may use GD(3.50i) to
find that the covariant derivative of ea, for any a ∈ {1}
′′, is
(5.86) eaa = Eaaa = 6DµαF
µ
αa
on V , while by (5.85) and GD(3.52i)
(5.87) −eaa = e3a = Eααa = Ra + 2DµαF
µ
αa = 2DµαF
µ
αa
on V , by (5.2) and (5.11). Adding (5.87) and (5.86), we get
(5.88) 0 = 8DµαF
µ
αa
on this connected component, for any a ∈ {1}′′. Therefore,
(5.89) Dµα = 0
on each connected component of V , therefore on all of V . It follows
from (2.25) that dω00 = 0 on V , and therefore dω
0
0 = 0 on the closure
of V in U3, which is all of U3. Therefore, this is true for our originally
chosen frame field Y on U , and dω00 = 0 on U1, U2, and U3, so it is also
zero on the closure of the union of these three sets in U , which is all of
U . 
Theorem 21. Suppose m1 = m2 ≥ 2, m3 = m4 = 1, and r = −1.
For any point of M , there exists a second order frame field Y : U → G
about the point, for which dω00 = 0 on U .
Proof. Given a point ofM , we know by Proposition 19 that there exists
a second order frame field Y : U → G about the point for which d1 = e2
on U and (5.2) holds on U , for all a, p. We will show that dω00 = 0 on
U , for this frame. To do this, we decompose U into a disjoint union of
subsets U1 and U2, where
(5.90) U1 = {x ∈ U : d1(x) = 0}
DUPIN HYPERSURFACES 39
a closed subset of U , and
(5.91) U2 = {x ∈ U : d1(x) 6= 0}
an open subset of U . Let
◦
U1 denote the interior of U1. Then d1 = 0 on
◦
U1, implies dω
0
0 = 0 on
◦
U1, by Proposition 20.
Next consider the open set U2, where d1 is never zero. On each con-
nected component of U2, d1 is either always positive or always negative.
To be specific, suppose that
(5.92) e2 = d1 < 0
on the connected component U˜ of U2. Then GD(3.36i) becomes
(5.93) 2(F αpa)
2 − 2(F µpa)
2 = −(d1 + e2) = −2d1 > 0
on U˜ for all a, p, which implies that
(5.94) F αpa 6= 0
at every point of U˜ , for all a, p. This combined with (5.2) implies that
(5.95) F µpaF
µ
αa = 0, F
µ
paF
µ
αp = 0
on U˜ , for all a, p. This holds for an arbitrary orthogonal change of the
frame vectors Ya or of the frame vectors Yp. By polarization, it follows
that
(5.96) F µpaF
µ
αb + F
µ
pbF
µ
αa = 0, F
µ
paF
µ
αq + F
µ
qaF
µ
αp = 0
on U˜ , for all a, b, p, q. Polarization means the following. For any p
consider the bilinear form
(5.97) Φp =
∑
a,b
F µpaF
µ
αbθ
a ⊗ θb
Then (5.95) says that Φp(Ya, Ya) = 0 for any a, and this is true for
any orthogonal change of the frame vectors Ya, so it must be true that
Φp(v, v) = 0 for any unit vector v. Hence, Φp is an alternating form
and must satisfy
(5.98) Φp(u, v) + Φp(v, u) = 0
for all vectors u, v. This implies the first equation in (5.96). The second
equation follows in the same way.
The next step is to prove that
(5.99) F µpa = 0
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on U˜ , for all a, p. We prove this by assuming the contrary and then
deducing a contradiction to our assumption that d1 6= 0 on U˜ . Suppose,
then, there exists a and p and x ∈ U˜ such that
(5.100) F µpa(x) 6= 0
Then there is an open set O of U˜ , containing x, on which F µpa is never
zero, for this a, p. Hence F µαa = 0 on O, for this a, by (5.95), and then
(5.101) F µαb = 0
on O, for all b, by the first equation in (5.96). In the same way we see
that
(5.102) F µαq = 0
on O, for all q. These two equations are the same as (5.38), and in the
same way as we derived (5.39) through (5.43), we get
(5.103) Dµα = Dµb = Dbα = Eqµ = Dqα = 0
on O, for all b, q. There exists an open dense subset O˜ of O on which
we may assume D2 and E1 have been diagonalized at each point. Then
(5.104)
0 = Dqαb = (e3 − e2 + eb)F
α
qb
0 = Epµa = (e4 − e2 − ea)F
µ
pa
on O˜, by GD(3.56) and GD(3.59). By (5.94) we can conclude that
(5.105) eb = e2 − e3
on O˜, for all b, so by continuity, E1 = (e2− e3)Im1 is scalar on all of O.
But, by (5.100) and the second equation of (5.104), we have
(5.106) ea = e4 − e2 = −e3 − e2
on O, for the particular value of a, therefore for all a, since E1 is scalar
on O. Subtracting (5.106) from (5.105), we conclude that e2 = 0 on O,
which contradicts (5.92).
Therefore, (5.99) holds on U˜ , for all a, p. Then all covariant deriva-
tives F µpaj = 0 on U˜ , for all a, p, j, so GD(3.38) implies that
(5.107) 0 = F µpaµ = −Dpa
on U˜ , for all a, p, and
(5.108)
0 = F µpap = Dµa − 3F
α
paF
µ
αp
0 = F µpaa = −Epµ + 3F
α
paF
µ
αa
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on U˜ , for all a, p. These two formulas hold for any orthogonal change
of the vectors Ya or Yp on U˜ . The 1-forms on U˜
(5.109) αa =
∑
p
F αpaθ
p, β = 3
∑
p
F µαpθ
p
are invariant under such changes of frame, and the bilinear form
(5.110) ψa = αa ⊗ β
has the property that ψa(Yp, Yp) = 3F
α
paF
µ
αp = Dµa, for every p. By the
argument containing (5.13)-(5.20), this implies that
(5.111) Dµa = 0
on U˜ , for every a. In the same way, using the second equation in (5.108),
we conclude that
(5.112) Epµ = 0
on U˜ , for all p. Then (5.108) implies that
(5.113) F µαp = 0 = F
µ
αa
on U˜ , for all a, p, since F αpa is never zero on U˜ , for all a, p. We remark
here for the proof of Corollary 22 below, that (5.99) and (5.113) imply
(5.114) g = h = k = 0
on U˜ , and therefore λ : U˜ → Λ is reducible, by Theorem 16. For the
proof at hand, we use (5.99) and (5.113) in GD(3.39) to get
(5.115)
0 = F µαaa = −
1
2
Dµα
0 = F µαaµ = Daα
on U˜ , for all a, p, and in GD(3.40) to get
(5.116) 0 = F µαpµ = −Dpα
on U˜ , for all p. Then (5.107), (5.111), (5.112), (5.115), and (5.116)
imply that dω00 = 0 on U˜ .
In the same way we prove that if d1 > 0 on a connected component
U˜ of U2, then dω
0
0 = 0 on U˜ . Therefore, dω
0
0 = 0 on all of U2. If U1 has
no interior, then the closure of U2 in U is all of U , and thus dω
0
0 = 0
on all of U , by continuity. If U1 has nonempty interior, then we have
proven that dω00 = 0 on this interior, and therefore dω
0
0 = 0 on all of U ,
which is the closure in U of the union of the interior of U1 with U2. 
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Corollary 22. Suppose m1 = m2 ≥ 2, m3 = m4 = 1, and r = −1. If
the Dupin hypersurface is irreducible, then for any second order frame
field Y : U → G along it, we have
(5.117) d1 + e2 = 0
on U .
Proof. Let Y : U → G be any second order frame field along the Dupin
hypersurface. We know that D1 and E2 are scalar matrices at every
point of U . Any change of second order frame field is given by (2.15),
and thus GD(3.32) shows that under such a change the function d1+e2
is multiplied by an everywhere positive function on U . It follows that
if (5.117) holds for some second order frame field in U , then it holds
for any second order frame field in U .
By Proposition 19, about any point x ∈ U there exists a second
order frame field for which d1 = e2. Seeking a contradiction, suppose
that d1(x) 6= 0, for some x in the domain of this frame field. Shrinking
the domain, if necessary, we may assume that d1 6= 0 on the whole
domain of the frame field, and then the proof of Theorem 21, as re-
marked after (5.114), shows that the Dupin hypersurface is reducible on
some open subset of x, and thus it is reducible by Proposition 9. This
contradicts our assumption that the Dupin hypersurface is irreducible.
Hence, d1 must be zero at every point of its domain. 
Corollary 23. Suppose m1 = m2 ≥ 1, m3 = m4 = 1, and r =
−1. If Y : U → G is a second order frame field along the Dupin
hypersurface such that one of {1}′, {2}′, {3}′, or {4}′ is nonempty (see
Definition 13), then the hypersurface is reducible.
Proof. If {1}′ or {2}′ is nonempty, then there is no loss in generality in
assuming that {1}′ is nonempty, in which case the result follows from
Theorem 17 and Theorem 21. If {3}′ or {4}′ is nonempty, there is no
loss in generality in assuming that {3}′ is nonempty. Since m3 = 1, this
means that the functions f , h, and k, defined in (4.19), are identically
zero on U . Therefore, the result follows from Theorem 16. 
Theorem 24. Suppose the connected proper Dupin hypersurface λ :
Mn−1 → Λ2n−1 has four distinct curvature spheres with multiplicities
m1 = m2 ≥ 1, m3 = m4 = 1, and Lie curvature r = −1. If λ is
irreducible, then it is Lie equivalent to an isoparametric hypersurface.
Proof. The case m1 = m2 = 1 was handled in [5, Theorem 4.1, p. 33].
Assume now that m1 = m2 ≥ 2. In order to apply Theorem 7, we
must find a second order frame field, defined on a neighborhood of any
given point, that satisfies the conditions of Theorem 7. Let x ∈
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and let Y : U → G be a second order frame field, where x ∈ U . Then
d1 + e2 = 0, by Corollary 22, and dω
0
0 = 0 on U , by Proposition 20.
By Proposition 19, we may adjust Y so that d1 = 0 = e2 on U . As
observed in (5.22) of the proof of Proposition 20, we also have e3 = −e4
and d3 = d4.
Consider the functions Aa, for any a ∈ {1}, defined in (4.41) in the
proof of Theorem 17. Irreducibility implies that for each a ∈ {1}, Aa
must be positive on a dense open subset of U , by Theorem 17. In the
same way, for each p, the analytic function
(5.118) Ap = |vpα|
2 + |vpµ|
2 = 2
∑
a
((F αpa)
2 + (F µpa)
2) + 8(F µαp)
2
must be positive on a dense open subset of U . There is also a dense
open subset of U on which E1 and D2 can be diagonalized by our frame
field. The intersection of these three dense open subsets is a dense open
subset of U . Let W be a connected component of it. Then (4.39) holds
on W , and Aa is positive on W for all a ∈ {1}, so we have
(5.119) ea = −e3
on W , for all a ∈ {1}. Similarly, Ap is positive on W for all p, so
by (4.40) we have
(5.120) dp = d3
on W , for all p ∈ {2}. Therefore, on each connected component of this
open dense subset we have E1 = −E3 and D2 = D3 are scalar matrices
for some choice of second order frame field, hence for all choices of
second order frame fields. By continuity, it follows that this is true on
all of U for Y , that is,
(5.121) e1 = −e3, d2 = d3
on U . Now GD(3.42iii) implies that
(5.122) (m1 +
1
2
)(d3 + e3) = −(m1 +
1
2
)(d3 + e3)
on U , which implies that
(5.123) d3 = −e3
on U . Plugging our known values of d1, . . . , e4 into (3.5), we find
that (3.9) holds on U . Finally, it follows now from (3.4) that
(5.124) |vaα|
2 =
1
2
Aa
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which is positive on a dense open subset of U . Therefore, all the con-
ditions of Theorem 7 are satisfied and we may conclude that λ is Lie
equivalent to an isoparametric hypersurface. 
Remark 25. There exist reducible proper Dupin hypersurfaces with four
curvature spheres satisfying the conditions m1 = m2, m3 = m4, and
r = −1 that are not Lie equivalent to an isoparametric hypersurface
(see [3, pp. 107-108]).
6. Compact proper Dupin hypersurfaces
Our main goal in this section is to prove the following result.
Theorem 26. Let W d−1 be a compact, connected, proper Dupin hy-
persurface immersed in Sd (or Rd) with g > 2 distinct principal curva-
tures. Then W is irreducible; that is, the Legendre submanifold induced
by the hypersurface W is irreducible.
Remark 27. Thorbergsson [21] proved that a compact proper Dupin
hypersurfaceW d−1 immersed in Sd must be taut, and a taut immersion
must be an embedding (see Cecil-Ryan [8, p. 121]), so W must be
embedded in Sd. In this same paper he also proved that the number g
of distinct principal curvatures of a compact proper Dupin hypersurface
must be 1, 2, 3, 4, or 6, the same as for an isoparametric hypersurface
in a sphere.
Proof. The proof is by contradiction. We assume that W d−1 ⊂ Sd is
reducible and obtain a contradiction. The proof is essentially the same
as the proof of Theorem 2 of [2] (see also Theorem 2.11 of [3, p. 148]).
In that theorem, however, we assumed that the Dupin hypersurface
Mn−1 ⊂ Sn to which W is reducible is immersed in Sn. In the present
proof we do not need to make such an assumption because we can
handle the situation as follows.
Assume that there exists a reducible, compact, connected, proper
Dupin hypersurface W d−1 immersed in Sd with g > 2 principal cur-
vatures. Let ν : W → Λ2d−1 be the Legendre submanifold induced
by this immersion. By Proposition 11, ν is Lie equivalent to a proper
Dupin submanifold µ : W → Λ2d−1 that is obtained from a lower di-
mensional proper Dupin submanifold λ : Mn−1 → Λ2n−1 by one of
the three standard constructions of Pinkall [16]. As shown in Sec-
tion 4.2 of [3], all three of the constructions begin with a proper Dupin
submanifold λ : Mn−1 → Λ2n−1 and produce a Dupin submanifold
µ : M × Sm → Λ2(n+m)−1. Thus, W is diffeomorphic to M × Sm, and
M must be compact since W is compact. We are also assuming that
ν (and thus µ) has g > 2 distinct curvature spheres at each point. As
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shown in Propositions 2.1, 2.3 and 2.5 of Section 4.5 of [3], however, for
µ obtained by the tube and cylinder constructions, there always exist
points onM ×Sm at which the number of distinct curvature spheres is
two. Thus, µ cannot be obtained by the tube or cylinder construction.
Thus, if g > 2, then µ must be obtained from λ by the surface of
revolution construction. Proposition 2.7 of [3, p. 144] shows that for the
surface of revolution construction, the number k of distinct curvature
spheres onM must be g−1 or g. We also have the following relationship
between the sum β of the Z2-Betti numbers of W and M ,
β(W ) = β(M × Sm) = 2β(M)
On the other hand, Thorbergsson [21] showed that for a compact proper
Dupin hypersurface embedded in Sd, β is equal to twice the number of
distinct curvature spheres. Thus, we have β(W ) = 2g.
If the point sphere map of λ : M → Λ2n−1 is an immersion, or even
if there is a Lie sphere transformation A such that the point sphere
map of Aλ is an immersion, then we have an immersed proper Dupin
hypersurface f : M → Sn to which Thorbergsson’s theorem applies,
and β(M) = 2k, where k is the number of distinct curvature spheres
of M . Thus, we have
β(W ) = 2g, β(M) = 2k
where k = g − 1 or k = g, and
β(W ) = 2β(M)
Combining these equations, we get
2g = 2(2k) = 4k
for k = g − 1 or k = g. Clearly, k = g is impossible, and k = g − 1
yields
2g = 4(g − 1) = 4g − 4
and thus g = 2, contradicting the assumption that g > 2.
It remains to show that in the case of the surface of revolution con-
struction, there is a Lie sphere transformation A such that the point
sphere map of Aλ is an immersion. That follows from the following
lemma.
Lemma 28. Let µ :Mn−1 × Sm → Λ2(n+m)−1 be a Legendre submani-
fold which is obtained from a proper Dupin submanifold λ :M → Λ2n−1
by the surface of revolution construction. If there exists a Lie sphere
transformation B such that the point sphere map of Bµ is an immer-
sion, then there exists a Lie sphere transformation A such that the point
sphere map of Aλ is an immersion.
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We shall first apply this lemma to complete the proof of Theorem 26
and then give the proof of the lemma. Since the point sphere map of
ν : W → Λ2d−1 is given to be an immersion , and ν is Lie equivalent
to µ : W → Λ2d−1, we know that the Lie sphere transformation B in
the lemma exists. Therefore, a Lie sphere transformation A exists such
that the point sphere map of Aλ is an immersion, which is what we
need to complete the proof of Theorem 26. 
Proof of Lemma 28. We begin by reviewing the surface of revolution
construction (see [3, pp. 141-144]). Let e0, . . . , en+m+2 be an orthonor-
mal basis ofRn+m+32 with e0 and en+m+2 timelike and the rest spacelike.
Let RPn+m+2 be the projective space determined by Rn+m+32 with cor-
responding Lie quadric Qn+m+1. Let
(6.1) Rn+32 = span {e0, e1, . . . , en+1, en+m+2} ⊂ R
n+m+3
2
and let RPn+2 and Qn+1 be the corresponding projective space and
Lie quadric. Let Λ2n−1 and Λ2(n+m)−1 be the space of projective lines
on Qn+1 and Qn+m+1, respectively. Finally, let uk = ek+1 for k =
1, . . . , n+m, and let
(6.2) Rn = span {e2, . . . , en+1} = span {u1, . . . , un}
(6.3) Rn+m = span {e2, . . . , en+m+1} = span {u1, . . . , un+m}
Consider a proper Dupin submanifold λ : Mn−1 → Λ2n−1 with g
distinct curvature spheres. We can parametrize λ by using the Eu-
clidean projection f : M → Rn and Euclidean field of unit normals
ξ :M → Rn as follows (see [3, p. 82]),
(6.4) λ = [k1, k2]
where
(6.5) k1 = (1 + f · f, 1− f · f, 2f, 0)/2, k2 = (f · ξ,−f · ξ, ξ, 1)
The map [k1] : M → Q
n+1 is the point sphere map of λ, and the map
[k2] :M → Q
n+1 is the tangent hyperplane map of λ.
We want to construct a Legendre submanifold µ by “revolving” f
around an “axis” Rn−1 ⊂ Rn ⊂ Rn+m, for Rn+m as in (6.3). The
domain of µ will be M ×Sm. Note that we do not assume that f is an
immersion, nor that the range of f is disjoint from the axis Rn−1.
For simplicity, we assume that the axis Rn−1 contains the origin of
Rn and that the orthonormal basis vectors have been chosen so that
(6.6) Rn−1 = span {u1, . . . , un−1} ⊂ R
n ⊂ Rn+m
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for Rn and Rn+m as in (6.2) and (6.3), respectively. We write the
sphere Sm in the form
(6.7) Sm = {y = y0un + · · ·+ ymun+m : y
2
0 + · · ·+ y
2
m = 1}
We now define a new Legendre submanifold µ : M × Sm → Λ2(n+m)−1
by its Euclidean projection F : M × Sm → Rn+m and its Euclidean
field of unit normals η :M ×Sm → Rn+m, so that µ = [K1, K2], where
(6.8) K1 = (1 + F · F, 1− F · F, 2F, 0)/2, K2 = (F · η,−F · η, η, 1)
and the maps F and η are defined as follows. First we decompose the
maps f and ξ into components along Rn−1 and orthogonal to Rn−1 in
Rn and write,
(6.9) f(x) = fˆ(x) + fn(x)un, fˆ(x) ∈ R
n−1
(6.10) ξ(x) = ξˆ(x) + ξn(x)un, ξˆ(x) ∈ R
n−1
Then for x ∈ M , y ∈ Sm, we define the maps F and η in (6.8) by
(6.11) F (x, y) = fˆ(x) + fn(x)y
(6.12) η(x, y) = ξˆ(x) + ξn(x)y
In [3, pp. 141-144], we show that the curvature spheres of µ are of two
types. The first type is
(6.13) [K(x, y)] = [ξn(x)K1(x, y)− fn(x)K2(x, y)]
This is the new curvature sphere introduced by the surface of revolution
construction. The second type is
(6.14) [K(x, y)] = [rK1(x, y) + sK2(x, y)]
where r, s are real numbers such that
(6.15) [k(x)] = [rk1(x) + sk2(x)]
is a curvature sphere of λ at x ∈M .
Now we turn to the question of whether there exists a Lie sphere
transformation A such that the point sphere map of the Legendre sub-
manifold Aλ : M → Λ2n−1 is an immersion. The point sphere map
Z(x) of the Legendre submanifold Aλ is determined by the condition
(6.16) 〈Z(x), en+m+2〉 = 0
The map Z(x) is an immersion if and only if Z(x) is not a curvature
sphere of Aλ, for any x ∈M . Since the curvature spheres of Aλ are of
the form A[k], where [k] is a curvature sphere of λ, we see that Z is an
immersion if and only if
(6.17) 〈Ak(x), en+m+2〉 6= 0
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for all curvature spheres [k(x)] of λ at all points x ∈ M . If we apply
the Lie sphere transformation A−1 ∈ O(n + 1, 2) to (6.17), we get the
condition
(6.18) 〈k(x), A−1en+m+2〉 6= 0
for all curvature spheres [k(x)] of λ at all points x ∈ M . Note that
v = A−1en+m+2 is a unit timelike vector in R
n+3
2 . Thus, there exists a
Lie sphere transformation A such that the point sphere map Z of Aλ is
an immersion if and only if there exists a unit timelike vector v ∈ Rn+32
such that
(6.19) 〈k, v〉 6= 0
for all curvature sphere maps k of λ.
It is a hypothesis of Lemma 28 that there exists a Lie sphere trans-
formation B ∈ O(n +m + 1, 2) such that the point sphere map W of
the Legendre submanifold Bµ is an immersion. Thus, there exists a
unit timelike vector q ∈ Rn+m+32 such that
(6.20) 〈K, q〉 6= 0
for all curvature sphere maps K of µ. We can write q in coordinates as
(6.21) q = (q0, q1, qˆ, w, qn+m+2)
where qˆ = (q2, . . . , qn) ∈ R
n−1 and w = (qn+1, . . . , qn+m+1). For a
curvature sphere K(x, y) as in (6.14), one can compute that
(6.22)
〈K(x, y), q〉 = −q0(r(
1 + f · f
2
) + sf · ξ)
+ q1(r(
1− f · f
2
)− sf · ξ) + (rfˆ(x) + sξˆ(x)) · qˆ
+ (rfn(x) + sξn(x))(y · w)− sqn+m+2
since F · F = f · f , η · η = ξ · ξ, and F · η = f · ξ. Note that all terms
depend only on x ∈M except the term
(6.23) (rfn(x) + sξn(x))(y · w)
If we take y = un, then
(6.24) 〈K(x, y), q〉 = 〈k(x), v〉
for [k(x)] as in (6.15) and v = pi(q), where pi is orthogonal projection
of Rn+m+22 onto its subspace R
n+3
2 in (6.1) given by
(6.25) v = pi(
n+m+2∑
i=0
qiei) =
n+1∑
i=0
qiei + qn+m+2en+m+2
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Note that v is timelike, since q is a unit timelike vector, and
(6.26) 〈v, v〉 = 〈q, q〉 − (q2n+2 + · · ·+ q
2
n+m+1)
Thus, v is a timelike vector such that
(6.27) 〈k, v〉 6= 0
for all curvature sphere maps [k] of λ. So there exists a Lie sphere
transformation A ∈ O(n+ 1, 2) such that the point sphere map of Aλ
is an immersion. 
Theorem 29. Let M be a compact connected proper Dupin hyper-
surface immersed in Rn with four distinct principal curvatures having
multiplicities m1 = m2 ≥ 1, m3 = m4 = 1, and constant Lie curvature.
Then M is Lie equivalent to an isoparametric hypersurface.
Proof. As noted in Remark 27, M must, in fact, be embedded in Rn.
Miyaoka [11, p. 252] showed that if M is a compact connected proper
Dupin hypersurface embedded in Rn with four distinct principal curva-
tures and constant Lie curvature r, then r must equal −1. (Miyaoka’s
therorem states that r = 1/2, but in that case the order of the princi-
pal curvatures can be rearranged so that r = −1). Then Theorem 26
implies that M is irreducible, and then Theorem 24 implies that M is
Lie equivalent to an isoparametric hypersurface. 
Remark 30. Theorem 26 and Corollary 10 imply that a compact proper
Dupin hypersurface immersed in Rn with g = 3 principal curvatures
must be Lie equivalent to an isoparametric hypersurface. This was first
proven by Miyaoka [10], who used different methods and did not focus
on the notion of irreducibility.
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