Frolov's cubature formula on the unit hypercube has been considered important since it attains an optimal rate of convergence for various function spaces. Its integration nodes are given by shrinking a suitable full rank Z-lattice in R d and taking all points inside the unit cube. The main drawback of these nodes is that they are hard to find computationally, especially in high dimensions.In such situations, quasi-Monte Carlo (QMC) rules based on digital nets have proven to be successful. However, there is still no construction known that leads to QMC rules which are optimal in the same generality as Frolov's.
Introduction
In this paper we consider numerical integration on the d-dimensional unit cube If the weights satisfy w i = n −1 for all i, the algorithm is called a quasi-Monte Carlo (QMC) rule. For QMC rules, lattice rules (i.e., QMC rules using integration lattices) and digital net rules (i.e., those using digital nets) have been mainly considered, see the books [2, 22, 27] and the references therein. One intensively studied class of digital net rules is polynomial lattice rules first proposed in [21] . Polynomial lattice rules are a polynomial analog of lattice rules, where polynomial analog means that R and Z lattice rules are replaced by a field of Laurent series F b ((x −1 )) and a ring of polynomials F b [x] . On the other hand, one important non-QMC rule is Frolov's cubature formula, see Section 2. The fascinating property of this cubature rule is that, although the construction is fixed, it attains an optimal rate of convergence for various function spaces. This, in particular, applies to functions with high smoothness. (A similar property is now also known for digital nets, see [10, 11] .) However, it remains a difficult problem to determine which points from the shrunk lattice belong to the unit cube [0, 1] d . In this paper we make a first attempt to construct an universal digital net by establishing a polynomial analog of Frolov's cubature formula. Again polynomial analog means that R and Z in Frolov's cubature formula are replaced by F b ((x −1 )) and F b [x], respectively, where b is a prime and F b is the field of b elements. Further, [0, 1] d is replaced by U Here we mention the papers of Levin [15, 16] who studied a similar approach but with different techniques.
Let P = P f := φ(f −1 X) ∩ [0, 1] d be the point set that is constructed this way, see (3) and (4) , where f ∈ F b ((x −1 )) d is the shrinking factor, and let
be the corresponding QMC rule.
We will prove that, if the underlying lattice X is admissible (Definition 3.6), then for a sufficiently large shrinking factor, we have that P is a (t, m, d)-net (Theorem 3.7). Moreover, we show that the sets P can be computed explicitly (Theorem 4.4) and provide an explicit construction of an admissible lattice that fulfills our assumptions (Theorem 7.1).
The equidistribution property of the point set above implies a bound on the stardiscrepancy, which is a quantitative measure for the irregularity of distribution of a point set P in [0, 1] d . It is defined as
where the constant c = c(X) does not depend on N (or f ), but possibly on b and d. Using the Koksma-Hlawka inequality we likewise obtain
where Var HK denotes the variation in the sense of Hardy and Krause, see [22] . There are also other constructions of digital nets that achieve these bounds including the Sobol ′ sequence [28] , Faure sequence [4] , Niederreiter sequence [20] and NiederreiterXing sequence [24] .
Our construction is now by scaling of a fixed (admissible) digital net with infinite digit expansion, which is very much like Frolov's cubature rule. We focus on the (t, m, d)-net property of our integration nodes, which turn out to be a special case of digital nets with infinite digit expansion [9] . We extend the notion of the (t, m, d)-net property and duality theory, which relates the t-value of a digital net to the minimum Niederreiter-RosenbloomTsfasman (NRT) weight of its dual net. From this duality theory we obtain a property for a full rank F b [x]-lattice such that the integration nodes constructed from the lattice have bounded t-values. As a consequence, we obtain that our cubature rules are QMC rules using a sequence of digital nets with infinite digit expansion with low discrepancy.
The rest of the paper is organized as follows. In Section 2 we recall Frolov's cubature formula. In Section 3 we introduce notation for our cubature formula, a polynomial analog of Frolov's, and adapt the notation from admissible lattices in
In Section 4, we give the number of nodes in the unit cube precisely and an algorithm to compute them when the shrinking factor is sufficiently large. In Section 5 we give preliminary results for the underlying structure of the integration nodes. In Section 6 we establish the corresponding duality theory and in Section 7 we give an explicit construction of a suitable full rank F b [x]-lattice.
Frolov's cubature formula
Since our construction is inspired by Frolov's cubature formula [7, 8] , we first introduce it here. We follow the presentation in [30] , see also [29] .
For every real number a = 0, the multiple aX = {ax : x ∈ X} is again a d-dimensional lattice. A general lattice rule is an equally-weighted cubature rule using points of a shrunk lattice a −1 X, with a > 1, inside the unit cube [0, 1)
with
It is well-known that
) tends to 1 as a tends to infinity.
It remains to specify the generator T ∈ R d×d of the lattice X. The choice of Frolov [7] was as follows: Define the polynomial
and T = (B −1 ) ⊤ .
These lattices have many interesting properties. In particular, the corresponding cubature rule Q a , after a suitable modification [19] , exhibits the optimal order of convergence in many function classes, see e.g. [3, 7, 29, 31, 32] for results on Sobolev, Besov and Triebel-Lizorkin spaces. Moreover, the sets P a,d satisfy certain optimal discrepancy bounds [8, 26] .
The important property of such lattices can be described best in terms of the dual lattice X ⊥ of X. That is,
where x · y is the usual inner product of x, y ∈ R d . The dual lattice associated with the lattice
and some c > 0. Lattices that satisfy this property are called admissible lattices. See e.g. [12, 13, 32] for additional properties and other constructions. 
where w is an arbitrary integer and all c i ∈ F b . Furthermore, let F b [x] be the ring of polynomials over F b .
We expand the notion of degree from (2) we define deg(f ) := −w if f = 0 and w is the least index with c w = 0. For f = 0, we define deg(0) = −∞. We remark that often the degree deg is also called the discrete exponential
For d ∈ N we define the digital unit cube as
The field F b ((x −1 )) is related to R through the map φ defined as
We also consider its truncated version φ n defined as
where
). In this context we call f the shrinking factor.
The elements from P f ,d correspond to nodes in [0, 1] d through the map φ. Note that if f = (x a , . . . , x a ) with a ∈ Z then φ(f −1 X) is a geometrical shrinking of φ(X) in R d with shrinking factor b −a . Analogous to (1), we consider a cubature rule with equal weights as
We will show in Theorem 3.
)| and hence this rule is a QMC rule.
In the following we investigate the (t, m, d)-net property for the set φ(P f ,d ) for a properly chosen matrix T . The point set
d . This motivates us to define the notion of digital nets in U d b . Note that digital nets with infinite digit expansion were already considered in [9] .
First we recall the definition of (t, m, d)-nets in base b according to Niederreiter [22] .
The following lemma provides a relation between the above two definitions. We omit the easy proof. Analogous to the notion of admissible lattice in R d , see Section 2, we define the notion of admissible
where g · h is the usual inner product of
Definition 3.6. We say that X is admissible if M(X) > −∞.
Theorem 3.7. Let X be a d-dimensional admissible lattice with the generating matrix
In particular, the t-values of point sets made from a sufficiently shrunk admissible lattice are uniformly bounded and the corresponding cubature rule Q f from (5) is a QMC rule.
A similar result has been obtained by Levin [15 
The proof of Theorem 3.7 is split into two parts. In Section 4 we show the result for m, i.e. the logarithm of the number of points, and we provide an algorithm for finding the elements of P f ,d explicitly. In Section 6 we will prove the result for the t-value. This proof will rely on duality theory for these nets from Section 5. In Section 7 we will provide an explicit construction of a matrix T .
We close this section with a remark and a corollary to Theorem 3.7. 
Together with [22, Theorem 4 .10] (which we use in the form as presented in [2, Theorem 5.10]) we obtain the following bound on the star-discrepancy of φ(P f ,d ).
Corollary 3.9. Let P f ,d be the net from Theorem 3.7 and let
Then the star-discrepancy of φ(P f ,d ) satisfies
4 Determination of the points of P f ,d
The purpose of this section is to prove that
elements. Furthermore, we provide an algorithm for finding the elements of P f ,d explicitly for sufficiently shrunken lattices. Mahler [18, Section 8] gave such a result when the shrinking factors are given by f j = x r for all j, for sufficiently large r ∈ N, by establishing an analogue to Minkowski's geometry of numbers in a field of formal power series. In this paper, we give an elementary proof for sufficiently large but arbitrary shrinking factors. The main results of this section are summarized in Theorem 4.4.
We begin with the generating matrix
be the ring of formal power series over
is lower triangular matrix and where the matrix Q satisfies
and det(Q) = 1.
We now consider P f ,d whose shrinking factor
Recall that
where we put
For
Lemma 4.1. For a matrix Q satisfying (7), the following holds true:
Then the map
is a bijection from
poly is bijective and its inverse map is θ Q −1 .
Proof. First we prove (i). Since
where the last inequality follows from (7) and deg(g j ) ≤ e for all j. This shows Q(
Since Q −1 also satisfies (7), we can replace Q by Q −1 in the above argument and
. Thus, we have proved (i). Using (i) for e = 0, we can see that (ii) holds. We now prove (iii).
In the same manner we have θ Q (θ Q −1 (g)) = g. This proves that the maps θ Q and θ Q −1 are the inverse maps of each other. 
we define L(V ) := {Lg : g ∈ V }. Then the following holds true:
Proof. Since the proof of (i) works in the same manner as that of Lemma 4.1 (i), we omit it. We now show (ii): According to (i) we have
The converse holds true in the same way.
We
We now assume (iii) holds for d − 1 and prove the result for d. We remark that the following induction gives an algorithm to determine S. Let
The latter is equivalent to
which holds if and only if
Thus
The number of g d which satisfy (11) 
We obtain the following explicit algorithm to compute the set S. Algorithm 4.3. Given T and shrinking factor f .
Compute a LQ decomposition of the matrix
where L ′ is a lower triangular matrix and Q satisfies (7).
Set
D f = diag(f 1 , . . . , f d ) and compute its inverse D −1 f . 3. Compute L = D −1 f L ′ . Let L = (l ij ).
Compute the set S
Compute the set
. . , g j−1 ) ∈ S (j−1) and g j satisfies (11)}.
We return to the analysis of LQ(
we have the equivalence
where the first, second and the last equivalences follow from Lemma 4.2 (ii), the definition of S and Lemma 4.1 (iii), respectively. Therefore we have
From T = L ′ Q = D f LQ and det Q = 1 it follows that
and thus
Combining (12) and (13) we obtain
Thus, we have proved the following. 
d is the shrinking factor satisfying (8). Then we have
Further P f ,d is given by
where S is defined as in Lemma 4.2 (iii) and can be explicitly computed inductively as in Algorithm 4.3.
Group theoretic properties
In this section, based on [6] we introduce the underlying group structure and the character groups of F b ((x −1 )) d and its subgroups. See also [25] for Pontryagin Duality and [5] for the case b = 2.
Underlying group structure
Here we focus on the underlying (topological) group structure of the point sets under consideration. First we consider the one-dimensional case. The field F b ((x −1 )) is a topological field, where the local basis of zero is given by the set consisting of {g ∈ F b ((x −1 )) : deg(g) < w} for all w ∈ Z. The field F b ((x −1 )) with this topology is identified with another topological group as follows (for the case b = 2, see [5] ) : We consider the direct product of infinitely many copies of F b ,
equipped with the product topology, and the direct sum of F b i∈Z ≤0
F b : c i = 0 for only finitely many i    , equipped with the discrete topology. Then the underlying group structure of
with the product topology, which is indexed by i ∈ Z, by 
In the d-dimensional case, the truncation map is applied componentwise and the underlying group structure of
Remark 5.1.
d is a linear subspace as well as a finite subgroup, it can be regarded as a digital net with infinite digit expansion as introduced in [9] .
Character group and orthogonal space
Let G be a topological group. The character group of G, denoted by G or likewise by G ∧ , is the set of all continuous maps from G to the circle group T := {z ∈ C : |z| = 1}. We consider a character group of
Pontryagin duality theory [25] for locally compact groups implies that we have character groups as
We note that F b is (non-canonically) isomorphic to F b . We give a more explicit representation of the character groups (
We define a map res :
where for w > 1 we set res(f ) = 0. Then, for fixed g ∈ F b ((x −1 )), we define a character
where ω b = exp(2πi/b). It is known that every character on F b ((x −1 )) is of the form W g for some g, and thus F b ((x −1 )) is self dual with respect to an isomorphism as a topological group
see [5, Section 2] for the case b = 2. Under this identification, we have
In the d-dimensional case, we define a group homomorphism W g :
Then the characters of
Hereafter we consider the characters under the identification g → W g . For a closed subgroup P ⊆ G, the orthogonal space of P in G, denoted by P ⊥ , is defined as
In order to distinguish the ambient spaces in which we take the orthogonal complements, we denote the orthogonal space of P in
, and D n (P), respectively, which are regarded as subsets in
The following results give a relation between orthogonal spaces in different groups.
Lemma 5.2. We have the following.
where (f ) poly is defined as in (10).
(ii) Let P ⊆ U d b be a finite subgroup and tr n (P) := {tr n (g) :
Proof. (i): It follows from [6, Theorem 4.3] that
Taking the intersection of this and F b [x]
d , we obtain the desired result. . Note also that the dual lattice X * of a lattice X coincides with its orthogonal space X ⊥ , which is identified with
Indeed, X * ⊂ X ⊥ holds by definition. We now show the converse inclusion. Let g ∈ X ⊥ , h ∈ X and let g · h = ∞ i=w c i x −i . Since g ∈ X ⊥ and x a h ∈ X for all a ∈ N, we have c a+1 = res(g · x a h) = 0 for all a ∈ N 0 . This implies g · h ∈ F b [x] and thus g ∈ X * .
Duality theory
In this section we finish the proof of Theorem 3.7. To this end we use duality theory for nets which was first studied and used in [23] . Duality theory relates the (t, m, d)-net property of digital nets and the NRT weight of its orthogonal space. We define the NRT weight on
, the NRT weight of g is defined as
d , the NRT weight of g is defined as
We define the minimum NRT weights of point sets
The following result is a direct consequence of Remark 3.5 and [1, Theorem 2.8].
Lemma 6.2. Let n, m ∈ N with n ≥ m and P ⊆ U In order to extend the above for P ⊆ U 
(ii) minNRT n (tr n (P)) ≥ m − t + 1.
Proof. Lemma 5.2 implies that D n (tr n (P)) ⊂ D(P). From this we immediately obtain the implication (i)⇒(ii). Now we assume (ii) and prove (i). We have
where the second equality follows from Lemma 5.2. Therefore we obtain minNRT(P) = min minNRT n (tr n (P)), inf
where we used the assumption (ii) and the fact that n ≥ m.
where g = (g 1 , . . . , g d ) and h = (h 1 , . . . , h d ), so that tr n (P) has the cardinality b m . Lemma 6.2 and Lemma 6.3 for this n imply the following duality theory for P ⊂ U Proof of Theorem 3.7. Assume that X is admissible. From Lemma 5.2 we obtain, that for any g = (g 1 , . .
and if
For a shrunken lattice f
and hence every element from (f
Hence we have
and hence f −1 X is also admissible. Thus we can apply (17) for f −1 X and we have
Combining this result with Theorem 4.4, which says that
for sufficiently large f satisfying (8), we have
Now, the result follows in conjunction with Theorem 6.4.
Construction
We now explicitly construct generating matrices T when d = b n with n ∈ N. Our construction is inspired by that for Frolov's original cubature formula, see [7] .
Let n ∈ N, d = b n and
We will show in Lemma 7.8 that
). Based on these roots we define the
Theorem 7.1. Let d = b n for some n ∈ N and T = (B −1 ) ⊤ , where B is as in (20) , be the generating matrix of the lattice X. Then the lattice X is admissible.
Furthermore, if the shrinking factor In what follows we provide some preparation for the proof of Theorem 7.1.
Auxiliary results
In this subsection we indicate auxiliary results for polynomials in
. We use the following elementary computation without mentioning:
Some properties of the polynomial F n (z) are given by the following lemma.
be as in (19) . Then we have:
Proof. We prove part (ii) of this lemma by induction on n. For n = 1, we have
Thus (ii) for n = 1 holds. Let n ≥ 2. We now assume that (ii) holds for n − 1 and prove the lemma for n. We have
where the induction hypothesis is used in the second equality. Using this, we have
where we used the induction hypothesis a second time in the second equality. This proves (ii) for n. Finally, (i) follows from (21) .
In the following lemma we provide the roots of some polynomial.
Proof. The condition deg(f −b g) < 0 ensures that the infinite sum
and hence it follows that F (ξ a ) = 0 for all a ∈ F b .
The elementary symmetric polynomials in n variables x 1 , . . . , x n , written e k (x 1 , . . . , x n ) for 0 ≤ k ≤ n are defined by e 0 (x 1 , . . . , x n ) = 1 and, for 1 ≤ k ≤ n,
The fundamental theorem on symmetric polynomials is well known, see, e.g., [ (x 1 , . . . , x n ), . . . , e n (x 1 , . . . , x n )).
Eisenstein's criterion is used to show the irreducibility of polynomials, see, e.g., [14, Chapter V, §7].
Lemma 7.7 (Eisenstein's criterion). Let R be a unique factorization domain and k be its quotient field. Let
Proof of Theorem 7.1
Let n ∈ N, p d = F n + x −1 as in (18) where F n is defined as in (19) . In a first step we determine the roots of p d in a more general setting.
n different roots which are given by
Proof. It suffices to prove that there exists ξ ∈ F b ((
Now we prove the lemma by induction on n. The case n = 1 is a direct consequence of Lemma 7.5. Let now n ≥ 2 and assume that the assertion holds for n − 1. We prove the lemma for n. Lemmas 7.4 and 7.5 imply
) and the assumption in Lemma 7.5 is satisfied since
We consider the polynomial F n−1 (z) − f 0 . The degree of f 0 is given by
Hence we can apply the induction assumption for n − 1 to the polynomial F n−1 (z) − f 0 , which implies that it has a root ξ with
where the last equality follows from (22) . This is the ξ whose existence we intended to show.
The following lemma shows the irreducibility of p (z ′ − x 1/c (a 0 + a 1 x + · · · + a n−1 x n−1 )) + x 1/c ,
where we put z ′ := x 1/c z. Thus it reduces to show the irreducibility of (23) where the first equality follows form the well known result for the determinant of a Vandermonde matrix. This proves the result.
The following lemma is needed to show the admissibility of our lattice. 
Hence each term in q(e 1 , . . . , e d ), and thus p = q(e 1 , . . . , e d ) itself, can by written as gx Proof of Theorem 7.1. The result is a direct consequence of Theorem 3.7 combined with Lemmas 7.10 and 7.11.
