Abstract. We present an alternating direction method based on an augmented Lagrangian framework for solving semidefinite programming (SDP) problems in standard form. At each iteration, the algorithm, also known as a two-splitting scheme, minimizes the dual augmented Lagrangian function sequentially with respect to the Lagrange multipliers corresponding to the linear constraints, then the dual slack variables and finally the primal variables, while in each minimization keeping the other variables fixed. Convergence is proved by using a fixed-point argument. A multiple-splitting algorithm is then proposed to handle SDPs with inequality constraints and positivity constraints directly without transforming them to the equality constraints in standard form. Finally, numerical results for frequency assignment, maximum stable set and binary integer quadratic programming problems are presented to demonstrate the robustness and efficiency of our algorithm.
Alternating direction methods have been extensively studied to minimize the augmented Lagrangian function for optimization problems arising from partial differential equations (PDEs) [11, 12] . In these methods, the variables are partitioned into several blocks according to their roles, and then the augmented Lagrangian function is minimized with respect to each block by fixing all other blocks at each inner iteration.
This simple idea has been applied to many other problem classes, such as, variational inequality problems [14, 15] , linear programming [9] , nonlinear convex optimization [1, 19, 7, 18, 26] , maximal monotone operators [10] and nonsmooth ℓ 1 minimization arising from compressive sensing [28, 32, 34] . In [33] , an alternating direction method for SDP is presented by reformulating the complementary condition as a projection equation.
Our algorithm applies the alternating direction method within a dual augmented Lagrangian framework. When our method is applied to an SDP in standard form, at each iteration it first minimizes the dual augmented Lagrangian function with respect to the Lagrange multipliers corresponding to the linear constraints, and then with respect to the dual slack variables while keeping the other variables fixed, after which it updates the primal variables. This algorithm is very closely related to the regularization method in [20] . While the theoretical algorithm in [20] updates the primal variable X only after a certain condition is satisfied, the actual algorithm implemented in [20] (i.e., Algorithm 5.1 in [20] ) updates the primal variable X immediately after all other blocks are updated at each iteration, which is exactly our alternating direction method. The algorithms in [20] cannot be applied directly to SDPs with inequality constraints, and in particular, with positivity constraints, i.e., every component of X is nonnegative. In order to preserve the structure of these inequality constraints, like sparsity and orthogonality, we do not transform them to equality constraints but add some extra steps to our alternating direction method to minimize the dual augmented Lagrangian function with respect to the Lagrange multipliers corresponding to the inequality constraints. This gives us a multiple-splitting alternating direction method. Numerical experiments on, for example, frequency assignment problems show that the performance of our method is significantly better than those in [20, 35] .
Our contributions are as follows. Although the techniques for analyzing the alternating direction methods for variational inequalities in [15] and a class of nonlinear optimization problems in [1] can be applied to analyze our algorithm for SDPs in standard form, we present a different and simple convergence proof by formulating our algorithm as a fixed point method. We note that the convergence properties of the actual implementation of the regularization method in [20] has not been studied. Moreover, we present a multiple-splitting alternating direction method to solve SDPs with inequality constraints directly without transforming them into SDPs in standard form by introducing a lot of auxiliary variables and constraints.
The rest of this paper is organized as follows. We present an alternating direction augmented Lagrangian method for SDP in standard form in subsection 2.1 and analyze its convergence in subsection 2.2, and then extend this method to an expanded problem with inequality and positivity constraints in subsection 2.3. We discuss practical issues related to the eigenvalue decomposition performed at each iteration, strategies for adjusting the penalty parameter, the use of a step size for updating the primal variable X, termination rules and how to detect stagnation to enhance the performance of our methods in section 3. Finally, numerical results for frequency assignment, maximum stable set and binary integer quadratic programming problems are presented in section 4 to demonstrate the robustness and efficiency of our algorithm.
1.1. Preliminaries. The set of n × n symmetric matrices is denoted by S n and the set of n × n symmetric positive semidefinite (positive definite) matrices is denoted by S n + (S n ++ ). The notation X 0 (X ≻ 0) means that the matrix X ∈ S n is positive semidefinite (positive definite). The notation X ≥ 0 (X > 0) means that every component of the matrix X is nonnegative (positive). The trace of X, i.e., the sum of the diagonal elements of X, is denoted by Tr(X). The inner product between two matrices A ∈ R m×n and B ∈ R m×n is defined as A, B :
2. Alternating direction augmented Lagrangian methods.
2.1. A two-splitting scheme for standard form SDPs. Consider the standard form SDP (2.1) min
where the linear map A(·) :
, and the vector b ∈ R m are given, and the unknown matrix X ∈ S n + . Let vec(X) be a vector that contains the columns of the matrix X, stacked each on top of the next in the order that they appear in the matrix, and mat(x) be a matrix X such that x = vec(X). Note that the equation A(X) = b is equivalent to A vec(X) = b, where
The adjoint operator
We make the following assumption throughout our presentation. The dual problem of (2.1) is
The augmented Lagrangian function for the dual SDP (2.3) corresponding to the linear constraints is defined as:
where X ∈ S n and µ > 0. Starting from X 0 = 0, the augmented Lagrangian method solves on the k-th
for y k+1 and S k+1 , and then updates the primal variable X k+1 by (2.5)
Since solving problem (2.4) exactly is very expensive, we consider instead an alternating direction method. Starting from X 0 and S 0 at the first iteration, we update on the kth iteration the variables y, S and X by first minimizing L µ (X, y, S) with respect to y to obtain y k+1 with X := X k and S := S k fixed; then minimizing L µ (X, y, S) with respect to S subject to S 0 to obtain S k+1 with X := X k and y := y k+1 fixed; and finally, updating X k by (2.5); that is, we compute
The first-order optimality conditions for (2.6a) are
Since by Assumption 2.1 AA * is invertible , we obtain y k+1 := y(S k , X k ), where
By rearranging the terms of L µ (X k , y k+1 , S), it is easily verified that problem (2.6b) is equivalent to (2.8) min
where
Hence, we obtain the solution
is the spectral decomposition of the matrix V k+1 , and Σ + and Σ − are the nonnegative and negative eigenvalues of V k+1 . It follows from the updating equation (2.6c) that (2.10)
Note that X k+1 is also the optimal solution of (2.11) min
From the above observation, we arrive at the alternating direction augmented Lagrangian method in Algorithm 1, below.
Remark 2.2.
In the boundary point method [22] and regularization method [20] , X k is fixed until [7, 10] can be used to compute an approximate minimizer y k+1 in step (2.6a).
Convergence analysis of Algorithm 1.
Although the techniques for analyzing the convergence properties of the alternating direction methods for optimization problems arising from PDEs in [12] , variational inequalities in [15] and a class of nonlinear optimization problems in [1] can be applied to our algorithm, we present here a different and simple argument by formulating our algorithm as a fixed point method. For any matrix V ∈ S n , let the matrix V † , V ‡ be denoted by P(V ). Hence, each iteration of Algorithm 1 can be expressed as (2.12)
We first describe a result of the orthogonal decomposition. 
The next lemma shows that any optimal solution of (2.1) is a fixed point of the equations (2.12).
Lemma 2.5. Suppose Assumption 2.1 holds. Then, there exists primal and dual optimal solutions (X, y, S) for (2.1) and (2.3) and the following two statements are equivalent:
(i) (X, y, S) satisfies the KKT optimality conditions
(ii) (X, y, S) satisfies y = y(S, X) and S, µX = P(V (S, X)).
Proof. The proof here is similar to Proposition 2.6 in [20] . Since the Slater condition holds, there exists primal and dual optimal solution (X, y, S) for (2.1) and (2.3) so that statement (i) is true. Direct algebraic manipulation shows that y = y(S, X) from statement (i). It follows from Lemma 2.4 that
is equivalent to S = V † (S, X) and µX = V ‡ (S, X). Hence, statement (i) implies statement (ii). Now, suppose statement (ii) is true; i.e., S = V † (S, X) and µX = V ‡ (S, X). Since S − µX = V (S, X), it follows from V (S, X) = C − A * (y) − µX that S = C − A * (y). From y = y(S, X), we obtain
which implies that A(X) = b. Hence, statement (ii) implies statement (i).
We now show that the operator P(V ) is nonexpansive.
with equality holding if and only if
which proves (2.13).
The following lemma shows that the operator V (S, X) is nonexpansive.
Proof. From the definition of y(S, X) in (2.7), we have
which together with (2.9) gives
Since M is an orthogonal projection matrix whose spectral radius is 1, we obtain from (2.15) that
which proves (2.14).
If the equality in (2.14) holds, it also holds in (2.16); that is,
This implies that M vec(X − X) = 0 and (I − M )vec(S − S) = 0. Using this relations in (2.15), we obtain
which proves the second statement.
, where y * = y(S * , X * ), be an optimal solution of (2.1) and (2.3). Under
, and hence, (X, y, S), where y = y(S, X), is a primal and dual optimal solutions of (2.1) and (2.3).
Proof. From Lemma 2.5, we have (S * , µX * ) = P(V (S * , X * )). From Lemmas 2.6 and 2.7, we have
which implies that V (S, X) = S − µX. Since S and X are all positive semidefinite, and S ⊤ X = 0, we obtain from Lemma 2.4 that (S, µX) = P(V (S, X)).
Given Lemmas 2.6, 2.7 and 2.8, we can prove convergence of Algorithm 1 by following the proof of Theorem 4.5 in [13] .
converges to a solution (X * , y * , S * ) ∈ X * , where X * is the set of primal and dual solutions of (2.1) and
Proof. Since both P(·) and V (·, ·) are non-expansive, P(V (·, ·)) is also nonexpansive. Therefore, {(S k , µX k )} lies in a compact set and must have a limit point, sayS = lim j→∞ S kj andX = lim j→∞ X kj .
Also, for any (X * , y
where (S, µX) can be any limit point of {(S k , µX k )}. By the continuity of P(V (·, ·)), the image of (S, µX),
is also a limit of {(S k , µX k )}. Therefore, we have
which allows us to apply Lemma 2.8 to get that (S,ȳ, µX), whereȳ = y(S,X), is an optimal solution to problems (2.1) and (2.3). Finally, by setting (S * , µX * ) = (S, µX) in (2.18), we get that
i.e., {(S k , µX k )} converges to its unique limit of (S, µX).
We now describe the relationship between the primal infeasibility A(X k+1 ) − b 2 and dual infeasibility
F and the difference between the matrices {V k }.
} be a sequence generated by Algorithm 1. Then
F . Proof. 1). It follows from (2.7), (2.9) and Assumption 2.1 that
Since the projection V k+1 † is nonexpansive, we obtain
2) Rearranging the terms of (2.6c), we obtain the first part of statement 2. The nonexpansiveness of the projection
3) From Lemmas 2.6 and 2.7, we obtain
2.3.
A multiple-splitting scheme for an expanded problem. Although SDP problems with inequality constraints can be put into the standard form (2.1), it is often more convenient to treat the inequality constraints directly in order to preserve special structure of the constraints, like sparsity and orthogonality.
We now extend our alternating direction method (2.6a)-(2.6c) to solve an expanded SDP problem, that includes, in particular, positivity constraints on the elements of the matrix X; i.e., (2.19) min
where d ∈ R q and the linear map B(·) :
As we did for the operator A, we define the operators B * , BB * and B * B by introducing
We also make the following assumption.
Assumption 2.11. The matrices A and B have full row rank and a refined Slater condition holds for (2.19); that is, there exists a positive definite matrixX satisfying
The augmented Lagrangian function for the dual SDP (2.21) corresponding to the linear constraints is defined as:
where X ∈ S n and µ > 0. Starting from X 0 0, v 0 ≥ 0, Z 0 ≥ 0 and S 0 0, our alternating direction method computes new iterates similar to the procedure (2.6a)-(2.6c) as follows
Note that y k+1 , S k+1 and X k+1 can be computed in the same fashion as in (2.7), (2.8) and (2.10), respectively.
By rearranging the terms of
, it is easily verified that problem (2.23b) is equivalent to the strictly convex quadratic program (2.24) min
, it is easily verified that problem (2.23c) is equivalent to
3. Practical Issues. In this section, we discuss practical issues related to the eigenvalue decomposition performed at each iteration, strategies for adjusting the penalty parameter, the use of a step size for updating the primal variable X, termination rules and how to detect stagnation to enhance the performance of our methods. Our focus is on procedures (2.6a)-(2.6c) for problem (2.1), but our discussion applies equally to the expanded problem (2.19).
Eigenvalue decomposition.
One of the bottlenecks of our alternating direction method is the computation of the eigenvalue decomposition. Fortunately, for many problems in practice, either the primal solution X or the dual solution S is a low rank matrix. For example, the primal variable X in the maxcut SDP relaxation often has low rank while the dual variable S in frequency assignment problem often has low rank. Moreover, since the optimal solution pair (X, y, S) satisfies the complementary condition XS = 0, the matrices X and S share the same set of eigenvectors and the positive eigenvalues of X (S) correspond to zero eigenvalues of S (X). Therefore, we only need to compute either V k † , the part corresponding to the positive eigenvalues of V k , or V k ‡ , the part corresponding to the negative eigenvalues of V k , at iteration k.
Specifically, the following adaptive scheme can be used at the end of iteration k − 1 to decide whether
has been computed and let κ + (V k−1 ) be the total number of the positive eigenvalues of
, this suggests that S k might have low rank and we compute V k † . Otherwise, it is possible that X k has low rank and we compute V k ‡ . If the total number of the negative eigenvalues κ − (V k−1 ) of V k−1 is known, a similar strategy can be used.
There are two types of methods, direct and iterative, for computing selected eigenvalues and eigenvectors of a real symmetric matrix V . Direct methods, which reduce V to tridiagonal form and then compute the required eigenvalues and eigenvectors from the tridiagonal matrix, are suitable for small and medium sized matrices. Since n is less than 5000 in our numerical experiments, the code "DSYEVX" in LAPACK works fairly well. Iterative methods, like the Lanczos algorithm (for example, "ARPACK"), require only matrixvector products and hence they are suitable for sparse matrices or matrices for which the required matrix- 
F which is nonincreasing. Hence, when the alternative direction method converges slowly,
F is often quite small. Hence, the spectral decomposition of V k+1 is close to that of V k . However, neither the direct nor the iterative methods mentioned above can take advantage of a good initial guess. Assume that V
F , we can use nonlinear programming approaches, like the limited-memory BFGS method, to obtain R k+1 := arg min
F , where
3.2. Updating the penalty parameter. Although our analysis shows that our alternating direction method Algorithm 1 converges for any fixed penalty parameter µ > 0, numerical performance can be improved by adjusting the value of µ. We next present a strategy for doing this dynamically. Since the complementary condition X k S k = 0 is always satisfied, the pair (X k , y k , S k ) is close to optimal if the primal and dual infeasibilities A(X k+1 ) − b 2 and C − A * (y k+1 ) − S k+1 F are small. Hence, we can tune µ so that the primal and dual infeasibilities are balanced, that is,
F . Specifically, we have from Corollary 2.10 that
which suggests that the primal and dual infeasibilities are proportional to 1 µ and µ, respectively. Therefore, we decrease (increase) µ by a factor γ ( 1 γ ), 0 < γ < 1, if the primal infeasibility is less than (greater than) a multiple of the dual infeasibility for a number of consecutive iterations. In addition, µ is required to remain within an interval [µ min , µ max ], where 0 < µ min < µ max < ∞.
3.3.
Step size for updating the primal variable X. For many alternating direction methods [11, 12, 15, 19, 7, 18, 26] , numerical performance is often improved if a step size is added to the update of the Lagrange multiplier. Here, we replace step (2.6c) by (3.1)
where ρ ∈ (0,
Convergence of this variant of the algorithm can be proved in the same fashion as in [15] . Specifically, the following property holds.
Theorem 3.1. Let (X * , y * , S * ) be an optimal solution of (2.1) and (2.3), ρ ∈ (0,
2 ). Then, we have
Hence, we obtain
Based on Theorem 3.1, we can show that both the primal and dual infeasibilities and the violation of the complementary condition converge to zero. From statement 1 of Corollary (2.10), we have
We obtain from (3.1) that
It follows from (3.1) and (3.3) that (3.6) lim
Combining (3.3)-(3.6), we obtain
Termination rules and detection of stagnation.
Since the rate of convergence of first-order methods can slow down as the iterates approach an optimal solution, it is critical to detect this stagnation and stop properly. However, it is difficult to predict whether an algorithm can get out of a region in which it is temporarily trapped and then resume a fast rate of convergence. Hence, it is usually beneficial to allow some flexibility in the termination rules. Similar to the rules used in the Seventh DIMACS Implementation Challenge, we measure the infeasibilities and closeness to optimality for the primal and dual problems as follows
We stop our algorithm when δ := max{pinf, dinf, gap} ≤ ǫ, for ǫ > 0. We use "it stag" to count the number of consecutive iterations that δ does not decrease below the best value obtained thus far and stop if the following criteria are satisfied:
(3.8) (it stag > h 1 and δ <= 10ǫ) or (it stag > h 2 and δ <= 10 2 ǫ) or (it stag > h 3 and δ <= 10 3 ǫ),
where 1 < h 1 < h 2 < h 3 are integers representing different levels of difficulty.
The complete pseduo-code for our algorithm SDPAD (SDP Alternating Direction) is presented in Algorithm 2. SDPAD uses eleven parameters, the values of only a few of which are critical to its convergence and performance. The default value of the termination tolerance ǫ is 10 −6 , and h 1 , h 2 and h 3 are used to detect stagnation. The following parameters are for adjusting the penalty parameter µ: the initial value of µ is 5, and its minimal and maximal values µ min and µ max are set to 10 −4 and 10 4 , respectively, the factor for reducing (increasing) µ is γ = 0.5, and this is done if there are h 4 consecutive iterations in which the ratio of the primal to the dual infeasibility is less than or equal to η 1 (greater than η 2 ). The step size ρ for updating X is set to 1.6. We choose the initial iterate X 0 = I and S 0 = 0. Note that SDPAD can be extended naturally to the expanded problem (2.19); we shall also refer to the resulting algorithm as SDPAD .
2 ), 1 < h 1 < h 2 < h 3 and h 4 > 1. Set X 
S1
Update y k+1 , S k+1 and X k+1 : Compute y k+1 according to (2.7) and V k+1 according to (2.9).
S2
Check optimality and detect stagnation: 
S3
Update penalty parameter µ: if pinf /dinf ≤ η 1 then Set it pinf = it pinf + 1 and it dinf = 0. if it pinf ≥ h 4 then set µ = max(γµ, µ min ) and it pinf = 0. else if pinf /dinf > η 2 then
Set it dinf = it dinf + 1 and it pinf = 0. if it dinf ≥ h 4 then set µ = min( 1 γ µ, µ max ) and it dinf = 0.
Numerical Results.
Although the numerical results that we present in this section are limited to three special classes of SDP problems, they illustrate the effectiveness of our alternating direction methods. The main parts of our code were written in C Language MEX-files in MATLAB (Release 7.3.0), and all experiments were performed on a Dell Precision 670 workstation with an Intel Xeon 3.4GHZ CPU and 6GB of RAM.
Frequency assignment relaxation.
In this subsection, we demonstrate the effectiveness of SD-PAD on the SDP relaxations of frequency assignment problems and compare the results with results obtained using the code SDPNAL [35] . These problems (see equations (4) and (5) on page 363 in [5] , or equation (2) on page 5 of [21] ) arise from wireless communication networks and contain both equality and inequality constraints. Let G = (V, E) be an undirected graph with vertex set V = {1, · · · , r} and edge set E ⊆ V × V , and let W ∈ S r be a weight matrix for G such that w i,j = w j,i is the weight associated with edge (i, j) ∈ E.
For those edges (i, j) / ∈ E, we assume w i,j = w j,i = 0. Let T ⊆ E be a given edge subset. These problems can be formulated as:
Using the matrices corresponding to the edges in T and the constraint diag(X) = e to construct the operator A, and the matrices corresponding to the edges in E\T to construct the operator B, we can formulate (4.1) as the expanded problem (2.19) without the positivity constraints X ≥ 0. We replaced the constraints
and
, hence, AA * = I, BB * = I and A and B are orthogonal to each other. Therefore, the optimal solution of the subproblems (2.23a) and (2.23b) are explicitly available:
To accommodate the inequality constraints, the primal infeasibility was measured by
Since the matrices corresponding to the operators A and B do not have to be stored, the memory required by our implementation is quite small.
The parameters of SDPNAL were set to their default values. The iteration counter set points h 1 , h 2 and h 3 were set to 20, 150 and 300, respectively, the iteration counter h 4 for changing µ was set to 50 and the ratios η 1 and η 2 were set to 1. We stopped SDPAD when the total number of iterations reached 2000. All other parameters were set to their default values. A summary of the computational results is presented in Table 4 .1. In that table,m denotes the total number m + q of equality and inequality constraints, "itr" denotes the total number of iterations performed and "cpu" denotes the CPU time reported in the format of "hours:minutes:seconds". Since running SDPNAL on "fap25" and "fap36" is very time consuming (for example, in the results reported in [35] , SDPNAL took more than 65 hours to solve problem "fap36"), we did not run SDPNAL on our own computer on these two problems and the results presented here were taken from Table 3 in [35] . Note that the numerical results of SDPNAL on problems from "fap01" to "fap12" in Table 4 .1 are slightly different from those reported in Table 3 in [35] . Since the results in [35] were obtained from a PC with Intel Xeon 3.2GHZ and 4GB of RAM which has a very similar performance profile to the computer that we used, the numbers reported in our table and Table 3 in [35] are very similar and the comparison between them is meaningful. From these two tables, we can see that SDPAD is faster than SDPNAL for achieving a duality gap of almost the same order. The results of the boundary point method "mprw.m" reported in Table 4 in [35] are much worse than those of SDPAD . Since the implementation in "mprw.m" is essentially an alternating direction method applied to SDPs in standard form, we can conclude that treating inequality constraints directly can greatly improve the performance of such methods.
We now compare the numerical results of our alternating direction methods obtained using ρ = 1 and ρ = 1.6 by using performance profiles as proposed in [8] . Specifically, performance plots for the duality gap and the CPU time are presented in Figures 4.1(a) and (b) , respectively. These figures show that the variant using ρ = 1.6 is both faster than the variant using ρ = 1 and achieves a smaller duality gap. 4.2. The SDP relaxation of the maximum stable set problem. Given a graph G with edge set E, two SDPs relaxations of the maximum stable set problem are
where C = ee ⊤ . We scaled the constraints so that AA * = I, i.e., we replaced the constraints X ij = 0 by X ij / √ 2 = 0 and I, X = 1 by
. The matrix C was also scaled by n. The tests problems were taken from [17, 23, 25] . The numbers h 1 , h 2 and h 3 were set to 20, 50 and 150, respectively, the iteration counter h 4 for changing µ was set to 100 and the ratios η 1 and η 2 were set to 1. We stopped SDPAD when the total number of iterations reached 1000. All other parameters were set to their default values. Summaries of the computational results for θ(G) and θ + (G) are presented in Tables 4.2 and 4 .3, respectively. In these tables, the duality "gap" was measured in the original scale, but "pinf" and "dinf" were computed for the scaled problems. Since running SDPNAL on all the test problems is very time consuming (for example, in the results reported in [35] , SDPNAL took almost 81 hours to compute θ + (G) on problem "1et.2048"), we did not run SDPNAL on our own computer on any of the θ(G) and θ + (G) or BIQ (see next subsection) problems. Hence, the SDPNAL results in Tables 4.2 and 4.3 are taken from Tables 5 and 6 in [35] . Because the computer used to obtain the results in [35] has very similar performance characteristics to the computer that we used, the comparison presented in Tables 4.2 and 4 .3 is meaningful. Specifically, when we run SDPNAL on smaller and easier problems, such as "fap01"-"fap12", on our computer, the cpu time differed from those reported in [35] by an insignificant amount. From Table 4 .2, we can see that SDPAD achieves approximately the same level of duality gap as SDPNAL on problems like "theta102" to "theta123", "c-fat200-1" and "brock400-1". Although SDPNAL is faster than SDPAD on problems like "hamming-10-2" and "G43" to "G47", SDPAD is faster than SDPNAL on "2dc.512". From Table 4 .3, we can see that SDPAD is faster than SDPNAL on most problems except "hamming-9-5-6", "hamming-10-2", "1zc.1024" and "1zc.2048" while achieving almost the same level of duality gap. Finally, performance plots for numerical results obtained using ρ = 1 and ρ = 1.6 for computing θ(G) and θ + (G) are presented in , respectively. When both the final duality gap and CPU time are considered, these plots again show that using a fixed step size of ρ = 1.6 is preferable to a step size of ρ = 1.
Binary Integer Quadratic Programming Problem.
In this subsection, we report on how SDPAD performs on SDP relaxations of binary integer quadratic programming problems and compare these results to those obtained using SDPNAL. These problems have the form: where Q ∈ R (n−1)×(n−1) . We replaced the constraints X ii −X n,i = 0 by 2 3 (X ij − X n,i ) = 0 and the matrix Q was scaled by its Frobenious norm. The computational results obtained on the BIQ instances described in [30] are presented in Table 4 .4, where "best upper bound" is the best known upper bound reported in [30] , and "%pgap" and "%dgap" were computed as %pgap := best upper bound − pobj best upper bound × 100% and %dgap := best upper bound − dobj best upper bound × 100%.
The numbers h 1 , h 2 and h 3 were set to 50, 400 and 500, respectively, the iteration counter h 4 for changing µ was set to 0 and the ratios η 1 and η 2 were set to 1 and 100, respectively. We stopped SDPAD when the total number of iterations reached 10000. The minimum penalty parameter µ min is set to 0.1. All other parameters were set to their default values. Again, we did not run SDPNAL on our own computer but presented the results reported in Table 8 in [35] in Table 4 .4. From this table, we can see that SDPAD is faster than SDPNAL for achieving comparable lower bounds. Finally, performance plots for numerical results obtained using ρ = 1 and ρ = 1.6 are presented in Figures 4.4(a) and (b). When both the final duality gap and CPU time are considered, these plots again show that using a fixed step size of ρ = 1.6 is preferable to using a step size of ρ = 1.
Conclusion.
In this paper, we presented alternating direction augmented Lagrangian methods for solving semidefinite programming (SDP) problems. At each inner iteration, the algorithm minimizes the dual augmented Lagrangian function with respect to each block of dual variable separately while other blocks are fixed and then updates the primal variables. For the version of our algorithm that uses a unit step size ρ = 1, complementary is enforced by computing partial eigenvalue decompositions at each iteration. The special structure of the constraints, such as sparsity and orthogonality, can often be used to simplify the computation when solving the subproblems. Our method can handle SDPs with inequality and positivity constraints directly without transforming them to equality constraints. Since the low rank structure of the optimal solution is often exposed after relatively few iterations from our numerical experience, we plan to explore how to take advantage of this to improve the efficiency of our algorithm.
