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Abstract
In this article we use geometric optimal control to completely solve
the problem of minimum-time transitions between thermal equilibrium
and fixed average energy states of the quantum parametric oscillator, a
system which has been extensively used to model quantum heat engines
and refrigerators. We subsequently use the obtained results to find the
minimum driving time for a quantum refrigerator and the quantum finite-
time availability of the parametric oscillator, i.e. the potential work which
can be extracted from this system by a very short finite-time process.
1 Introduction
One of the most important reasons for the study of thermodynamics is the de-
velopment of efficient heat engines and refrigerators. Since modern technology
allows the exploitation of tiny length scales, quantum phenomena come into
play and determine the behavior of heat machines with small dimensions. As a
consequence, studying the properties of quantum heat engines and refrigerators
has recently attracted a considerable interest [18, 17, 30, 1, 4, 38, 19, 23, 27].
In these works, various physical systems are suggested as candidates for the im-
plementation of quantum heat machines, but they all share a common goal: to
extract the maximum available work in the minimum possible time. Once the
initial and final states which lead to the maximum work extraction have been
identified, the problem reduces to finding the minimum-time transition between
them. Another important motivation to quickly perform the various steps in-
volved in the thermodynamic cycles of the machines is to reduce the undesirable
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effects of the environment, which lead to dissipation and decoherence. Several
methods have been suggested to speed up quantum heat engines. The simple
and robust method of shortcuts to adiabaticity provides a fast interpolation of
the path between the initial and the final states [15, 13, 5]. Optimal control has
been used to obtain the minimum necessary time and the corresponding con-
trol which can drive the system between the desired states, under constraints
imposed by the experimental setup [28, 21, 32]. And optimization has been
exploited in more complex situations, where analytical results are difficult or
impossible to find [31, 37, 26].
The prototype system which has been extensively used in the literature as a
model of a quantum heat machine is the quantum parametric oscillator [28], a
quantum harmonic oscillator whose angular frequency can be altered with time
and serves as the control parameter [26, 2]. For this system it was shown in
[28] that, starting from a thermal equilibrium state and changing the frequency
from some initial to a lower final value, the maximum work is extracted when
the final state of the system is also an equilibrium state. An analytical estimate
of the necessary minimum time was also given. In our recent work [32] we used
geometric optimal control and completely solved the problem of minimum-time
transitions between thermal equilibrium states of the quantum parametric oscil-
lator, identifying a new type of solution absent from all the previous treatments
of the problem [28, 35, 21, 7].
In the present article we study another important problem in the same frame-
work. Specifically, we consider the situation where the initial state of the quan-
tum parametric oscillator is again a thermal equilibrium state, but the final
state has now fixed average energy and is not necessarily in thermal equilib-
rium. Finding the minimum time for this kind of transitions can quantify the
so-called quantum finite-time availability of the system. This concept describes
the potential work which can be extracted from the system by a finite-time
process which is too short to gain the maximum available work by bringing
the quantum system into thermal equilibrium [22, 20]. The minimum-time so-
lution can also be used to calculate the minimum driving time of a quantum
refrigerator, below which the heat machine ceases to operate as a refrigerator.
We explain in detail the connection between the control problem and these two
important applications from quantum thermodynamics later in the text.
In order to solve the problem of minimum-time transitions we use optimal
control theory [25, 29], which has also provided the fastest quantum dynamics
in several quantum control applications [36, 11, 12, 9, 33, 8, 3, 32]. The paper
is organized as follows. In the next section we formulate the problem in terms
of optimal control and we subsequently solve it in section 3. In section 4 we
explain the connection between this problem and the applications from quantum
thermodynamics, while the conclusions follow in section 5.
2
2 Formulation as an optimal control problem
The system that we consider in this article is a particle of mass m trapped in a
parametric harmonic oscillator [28, 35, 21, 20, 7]. The corresponding Hamilto-
nian is
Hˆ =
pˆ2
2m
+
mω2(t)qˆ2
2
, (1)
where qˆ, pˆ are the position and momentum operators, respectively, and ω(t) is
the time-varying frequency of the oscillator which serves as the available control
and is restricted as
ω(t) =
{
ω0, t ≤ 0
ωf , t ≥ T (2)
and
ωf ≤ ω(t) ≤ ω0, 0 < t < T, (3)
i.e. between its initial and final values ω0, ωf for the whole time interval with
duration T . The time evolution of a quantum observable (hermitian operator)
Oˆ in the Heisenberg picture is given by [24]
dOˆ
dt
=
i
~
[Hˆ, Oˆ] +
∂Oˆ
∂t
, (4)
where i =
√−1 and ~ is Planck’s constant. The following operators form a
closed set under the time evolution generated by Hˆ [7]
zˆ1 = mqˆ
2, zˆ2 =
pˆ2
m
, zˆ3 = − i
2~
[zˆ1, zˆ2] = qˆpˆ+ pˆqˆ. (5)
It is sufficient to follow the expectation values
zi = 〈zˆi〉 = Tr(ρ0zˆi), i = 1, 2, 3 (6)
of these operators, where ρ0 is the density matrix corresponding to the initial
state of the system at t = 0 (recall that we use the Heisenberg picture). From
(4) and (6) we easily find
z˙1 = z3, (7)
z˙2 = −ω2z3, (8)
z˙3 = −2ω2z1 + 2z2. (9)
In order to find the initial values of zi note that states of thermodynamic equi-
librium, with ω(t) = ω constant, are characterized by the equipartition of energy
E = 〈Hˆ〉 〈
pˆ2
2m
〉
=
〈
mω2qˆ2
2
〉
=
E
2
(10)
and the absence of correlations
〈qˆpˆ+ pˆqˆ〉 = 0. (11)
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If the system starts at t = 0 from the equilibrium state with frequency ω0 and
energy E0, using (10) and (11) in (5) we find
z1(0) =
E0
ω20
, z2(0) = E0, z3(0) = 0. (12)
It can be easily verified that, during the evolution of the system, the following
quantity, called the Casimir companion, is a constant of the motion [6]
z1z2 − z
2
3
4
=
E20
ω20
. (13)
Obviously, it is
z1z2 ≥ E
2
0
ω20
. (14)
The average energy E of the system corresponding to frequency ω can be ex-
pressed in terms of z1, z2 as
E =
〈
pˆ2
2m
+
mω2qˆ2
2
〉
=
ω2
2
z1 +
1
2
z2. (15)
From (14), (15) and the fact that the frequency is bounded below by ωf , we can
easily obtain the following minimum value Emin [28]
E ≥ ω
ω0
E0 ≥ ωf
ω0
E0 = Emin. (16)
For the frequency ω(t) restricted as in (3), it has been shown that there is a
minimum necessary time Tmin to achieve the minimum energy Emin [28]. In our
recent work [32] we have thoroughly solved the corresponding optimal control
problem, completing thus the previous work on the subject [28, 35, 21, 7]. If the
available time is less than this minimum time, T < Tmin, then the minimum
final energy that can be obtained is always larger than Emin. In the extreme case
T = 0, the so-called “sudden quench”, where the frequency is instantaneously
reduced from ω(0−) = ω0 to ω(0
+) = ωf , the final energy is
Esc =
ω2f
2
z1(0) +
1
2
z2(0) =
γ4 + 1
2γ4
E0, γ =
√
ω0
ωf
> 1, (17)
where we have used the initial conditions (12) in (15). The problem that we
study in this article is to find the time-varying frequency ω(t) satisfying (2)
and (3) which drives the system from the initial equilibrium state to a state
with fixed average energy Ef in the range Emin < Ef < Esc in minimum
time T , where obviously 0 < T < Tmin. Note that energy values in the range
Esc < Ef < E0 can be instantaneously obtained with a sudden quench to a
final frequency ω′f such that ωf < ω
′
f < ω0.
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In order to solve this problem, we will use the constant of the motion (13)
to reduce the dimension of the system from three to two. Let us define the
dimensionless variable b through the relations
b =
√
〈qˆ2〉
q0
, q0 =
√
E0
mω20
, (18)
where note that q0 has length dimensions. Then, using the definition of zˆ1 from
(5) and Eqs. (7)-(9), variables zi can be expressed in terms of b as follows
z1 =
E0
ω20
b2, z2 =
E0
ω20
(bb¨+ b˙2 + ω2b2), z3 =
2E0
ω20
bb˙. (19)
If we plug (19) in (13), we obtain the following Ermakov equation for b(t) [16, 14]
b¨(t) + ω2(t)b(t) =
ω20
b3(t)
(20)
If we set
x1 = b, x2 =
b˙
ω0
, u(t) =
ω2(t)
ω20
, (21)
and rescale time according to tnew = ω0told, we obtain the following system of
first order differential equations, equivalent to the Ermakov equation
x˙1 = x2, (22)
x˙2 = −ux1 + 1
x31
, (23)
where
u1 ≤ u(t) ≤ u2, u1 =
ω2f
ω20
=
1
γ4
, u2 =
ω20
ω20
= 1. (24)
In order to find the boundary conditions, we express variables zi in terms of
variables xi using (19) and (21)
z1 =
E0
ω20
x21, z2 = E0(x
2
2 +
1
x21
), z3 =
2E0
ω0
x1x2, (25)
where note that we have also used (20) to replace the second derivative of b in
(19). Using (12) and (25) we obtain the initial conditions
x1(0) = 1, x2(0) = 0. (26)
The energy at the final point (x1(T ), x2(T )), where the frequency is ω = ωf ,
is set to E = Ef . Using (25) in (15), we find that the coordinates of the final
point should belong to the following curve
x22(T ) + u1x
2
1(T ) +
1
x21(T )
=
2
rE
, rE =
E0
Ef
, (27)
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where note that, since Emin < Ef < Esc, the energy ratio rE is in the range
2γ2
γ4 + 1
< rE < γ
2, γ =
√
ω0
ωf
, (28)
as derived from (16) and (17). We end up with the following optimal control
problem for system (22), (23):
Problem 1. Find u1 ≤ u(t) ≤ u2 with u(0) = u2 = 1, u(T ) = u1 = 1/γ4,
such that starting from (x1(0), x2(0)) = (1, 0) the above system reaches the final
curve (27) in minimum time T .
In the next section we solve the following optimal control problem, where we
drop the boundary conditions on the control u corresponding to the frequency
boundary conditions (2), as we did in our previous work [33] and justify below:
Problem 2. Find u1 ≤ u(t) ≤ u2, with u1 = 1/γ4, u2 = 1, such that starting
from (x1(0), x2(0)) = (1, 0) the system above reaches the final curve (27) in
minimum time T .
In both problems the class of admissible controls formally are Lebesgue mea-
surable functions which take values in the control set [u1, u2] almost everywhere.
However, as we shall see, optimal controls are piecewise continuous, in fact bang-
bang. The optimal control found for Problem 2 is also optimal for Problem 1,
with the addition of instantaneous jumps at the initial and final points, so that
the boundary conditions u(0) = 1 and u(T ) = 1/γ4 are satisfied. Note that
in connection with (2), a natural way to think about these conditions is that
u(t) = 1 for t ≤ 0 and u(t) = 1/γ4 for t ≥ T ; in the interval (0, T ) we pick the
control that achieves the desired transfer in minimum time.
3 Optimal solution
In our recent work [32] we solved the following problem, where the final point
was fixed on the x1-axis.
Problem 3. Find u1 ≤ u(t) ≤ u2, with u1 = 1/γ4, u2 = 1, such that starting
from (x1(0), x2(0)) = (1, 0), the system above reaches the final point (x1(T ), x2(T )) =
(γ, 0), γ > 1, in minimum time T .
Obviously, this problem is closely related to Problem 2, and in this section
we investigate how our previous solution is modified due to the requirement that
the final point now belongs to the curve (27).
The system described by (22), (23) can be expressed in compact form as
x˙ = f(x) + ug(x), (29)
where the vector fields are given by
f =
(
x2
1/x31
)
, g =
(
0
−x1
)
(30)
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and x ∈ D = {(x1, x2) ∈ R2 : x1 > 0}, u ∈ U = [u1, u2]. Admissible controls
are Lebesgue measurable functions that take values in the control set U . Given
an admissible control u defined over an interval [0, T ], the solution x of the
system (29) corresponding to the control u is called the corresponding trajectory
and we call the pair (x, u) a controlled trajectory. Note that the domain D
is invariant in the sense that trajectories cannot leave D. Starting with any
positive initial condition x1(0) > 0 and using any admissible control u, as x1 →
0+ the “repulsive force” 1/x31 leads to an increase in x1 that will keep x1 positive
(as long as the solutions exist).
For a constant λ0 and a row vector λ = (λ1, λ2) ∈
(
R
2
)∗
define the control
Hamiltonian as
H = H(λ0, λ, x, u) = λ0 + 〈λ, f(x) + ug(x)〉.
Pontryagin’s Maximum Principle for time-optimal processes [25] provides the
following necessary conditions for optimality, which hold for both Problems 2
and 3, although the final point for the former is unspecified:
Theorem 1 (Maximum principle for time-optimal processes). Let (x∗(t), u∗(t))
be a time-optimal controlled trajectory that transfers the initial condition x(0) =
x0 into the terminal state x(T ) = xT . Then it is a necessary condition for
optimality that there exists a constant λ0 ≤ 0 and nonzero, absolutely continuous
row vector function λ(t) such that:
1. λ satisfies the so-called adjoint equation
λ˙(t) = −∂H
∂x
(λ0, λ(t), x∗(t), u∗(t))
2. For 0 ≤ t ≤ T the function u 7→ H(λ0, λ(t), x∗(t), u) attains its maximum
over the control set U at u = u∗(t).
3. H(λ0, λ(t), x∗(t), u∗(t)) ≡ 0.
We call a controlled trajectory (x, u) for which there exist multipliers λ0 and
λ(t) such that these conditions are satisfied an extremal. Extremals for which
λ0 = 0 are called abnormal. If λ0 < 0, then without loss of generality we may
rescale the λ’s and set λ0 = −1. Such an extremal is called normal.
For the system (22), (23) we have
H(λ0, λ, x, u) = λ0 + λ1x2 + λ2
(
1
x31
− x1u
)
,
and thus
λ˙ = −λ
(
0 1
−(u+ 3/x41) 0
)
= −λA (31)
Observe that H is a linear function of the bounded control variable u. The
coefficient at u in H is −λ2x1 and, since x1 > 0, its sign is determined by
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Φ = −λ2, the so-called switching function. According to the maximum principle,
point 2 above, the optimal control is given by u = u1 if Φ < 0 and by u = u2
if Φ > 0. The maximum principle provides a priori no information about the
control at times t when the switching function Φ vanishes. However, if Φ(t) = 0
and Φ˙(t) 6= 0, then at time t the control switches between its boundary values
and we call this a bang-bang switch. If Φ were to vanish identically over some
open time interval I the corresponding control is called singular.
Proposition 1. Optimal controls are bang-bang and all the extremals are nor-
mal.
Proof. Analogous to the proof of Propositions 1 and 2 in [32].
Definition 1. We denote the vector fields corresponding to the constant bang
controls u1 and u2 by X = f + u1g and Y = f + u2g, respectively, and call the
trajectories corresponding to the constant controls u ≡ u1 and u ≡ u2 X- and
Y -trajectories. A concatenation of an X-trajectory followed by a Y -trajectory is
denoted by XY while the concatenation in the inverse order is denoted by Y X.
For normal extremals we can set λ0 = −1. Then, H = 0 implies that for any
switching time t0, where λ2(t0) = −Φ(t0) = 0, we must have λ1(t0)x2(t0) = 1.
For an XY junction we have Φ˙(t0) = −λ˙2(t0) = λ1(t0) > 0 and thus necessarily
x2(t0) > 0. Analogously, optimal Y X junctions need to lie in {x2 < 0}.
In the following proposition we summarize some additional facts about the
solution of Problem 2, obtained from the solution of Problem 3 in [32].
Proposition 2. The extremal trajectories have the form XYX . . .XY , with an
odd number of switchings. The ratio of the coordinates (x2/x1) of consecutive
switching points has constant magnitude but alternating sign, while these points
are not symmetric with respect to the x1-axis. If s = x
2
2/x
2
1 is the square of this
ratio, which is obviously constant at the switching points, then the times spent
on each intermediate X and Y segments of the trajectory (excluding the first X
and the last Y segments) are
τX =
1
2
√
u1
cos−1
(
s− u1
s+ u1
)
, (32)
τY =
1
2
√
u2
[
2pi − cos−1
(
s− u2
s+ u2
)]
. (33)
Proof. Note that the optimal trajectory cannot start with a Y -segment, since for
u = u2 = 1 the initial point (1, 0) is an equilibrium point for system (22),(23).
Also, the optimal trajectory cannot end with an X-segment, since these seg-
ments have the form x22 + u1x
2
1 + 1/x
2
1 = c, where c constant, and they do not
intersect the final curve (27), which has a similar form, when c 6= 2/rE. Conse-
quently, the extremal trajectories should start with an X-segment and end with
a Y -segment. From this and the bang-bang form of the optimal control we con-
clude that the extremal trajectories have the form XYX . . .XY , with an odd
number of switchings. The property of the coordinates ratio at the switching
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points is proved in Lemma 3 in [32], while the times τX , τY as functions of the
ratio s are taken from Theorem 2 in [32].
Up to now we have presented the characheristics of the optimal solution
which are common in both Problems 2 and 3. But the adjoint vector λ for
Problem 2 should additionally satisfy the transversality conditions at the final
time t = T , which state that the vector λ(T ) should be orthogonal to the tangent
vector of the curve (27) at the final point [25]. In the following proposition, which
is the main technical point in this paper, we use the transversality conditions
to express the time spent on the final Y -segment as a function of the ratio s.
Proposition 3. Let P = (x1, x2) be the last switching point, s = x
2
2/x
2
1 the
ratio of the squares of the coordinates, and τ the time to reach from P the final
point F on the curve (27). Then:
cos(2
√
u2τ) =
−s(u1 + u2) + u2
√
(u2 − u1)2 − 4su1
(s+ u2)(u2 − u1) , (34)
sin(2
√
u2τ) =
√
su2
[
u1 + u2 +
√
(u2 − u1)2 − 4su1
]
(s+ u2)(u2 − u1) . (35)
Proof. The method that we will use to obtain the above formulas is similar to
the one we used in [33, 32] to obtain the interswitching times (32) and (33),
which was based on the concept of “conjugate point” for bang-bang controls
[34, 10]. Without loss of generality assume that the trajectory passes through
P at time 0 and is at F at time τ . First of all note that, since P is a switching
point, the corresponding multiplier vanishes against the control vector field g at
this point, i.e., 〈λ(0), g(P )〉 = 0. Next, observe that the tangent vector to the
final curve (27) coincides with the vector field X = f + u1g evaluated at the
points of the curve. According to the transversality conditions, the multiplier
at the final time should vanish against this vector field at the final point F , i.e.
〈λ(τ), X(F )〉 = 0. We need to compute what this last relation implies at time 0.
In order to do so, we move the vector X(F ) along the last Y -segment backward
from F to P . This is done by means of the solution w(t) of the variational
equation along the Y -trajectory with terminal condition w(τ) = X(F ) at time
τ . Recall that the variational equation along Y is the linear system w˙ = Aw
where matrix A is given in (31). Symbolically, if we denote by etY (P ) the value
of the Y -trajectory at time t that starts at point P at time 0 and by (e−tY )∗
the backward evolution under the linear differential equation w˙ = Aw, then we
can represent this solution in the form
w(0) = (e−τY )∗w(τ) = (e
−τY )∗X(F )
= (e−τY )∗X(e
τY (P )) = (e−τY )∗ ◦X ◦ eτY (P ).
Since the “adjoint equation” of the maximum principle is precisely the adjoint
equation to the variational equation, it follows that the function t 7→ 〈λ(t), w(t)〉
is constant along the Y -trajectory. Hence 〈λ(τ), X(F )〉 = 0 implies that
〈λ(0), w(0)〉 = 〈λ(0), (e−τY )∗X(eτY (P ))〉 = 0
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as well. But the non-zero two-dimensional multiplier λ(0) can only be or-
thogonal to both g(P ) and w(0) if these vectors are parallel, g(P )‖w(0) =
(e−τY )∗X(e
τY (P )). It is this relation that defines the time τ spent on the last
Y -segment.
It remains to compute w(0). For this we make use of the well-known relation
[29]
(e−τY )∗ ◦X ◦ eτY = eτ adY (X)
where the operator adY is defined as adY (X) = [Y,X ], with [, ] denoting the Lie
bracket of the vector fields Y and X . For our system, the Lie algebra generated
by the fields f and g actually is finite dimensional: we have
[f, g](x) =
(
x1
−x2
)
and the relations
[f, [f, g]] = 2f, [g, [f, g]] = −2g
can be directly verified. Using these relations and the analyticity of the system,
et adY (X) can be calculated in closed form from the expansion
et adY (X) =
∞∑
n=0
tn
n!
ad nY (X),
where, inductively, adnY (X) = [Y, adn−1Y (X)]. It is not hard to show that for
n = 0, 1, 2, . . ., we have that
ad 2n+1Y (X) = −(u2 − u1)(−4u2)n[f, g]
and
ad 2n+2Y (X) = −2(u2 − u1)(−4u2)n(f − u2g),
so that
et adY (X) =
X−(u2−u1)
{
∞∑
n=0
t2n+1
(2n+ 1)!
(−4u2)n[f, g] +
∞∑
n=0
2t2n+2
(2n+ 2)!
(−4u2)n(f − u2g)
}
.
By summing the series appropriately we obtain
et adY (X) =
X − (u2 − u1)
{
1
2
√
u2
sin(2
√
u2t)[f, g] +
1
2u2
[1− cos(2√u2t)](f − u2g)
}
.
The field w(0) = (e−τY )∗X(e
τY (P )) = et adY (X(P )) is parallel to g(P ) =
(0,−x1)T if and only if
x2 − (u2 − u1)
{
x1
2
√
u2
sin(2
√
u2τ) +
x2
2u2
[1− cos(2√u2τ)]
}
= 0.
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Hence
sin(2
√
u2τ) =
x2√
u2x1
[
u2 + u1
u2 − u1 + cos(2
√
u2τ)
]
=
√
s
u2
[
u2 + u1
u2 − u1 + cos(2
√
u2τ)
]
,
where the last equality follows from the fact that for the last switching point
it is x2 > 0, thus x2/x1 =
√
s. Using the above equation, the expressions (34)
and (35) can be easily obtained.
In the following theorem, we combine Propositions 2 and 3 to obtain a
transcendental equation for the ratio s and an expression for the total time to
reach the final curve along the extremal trajectories.
Theorem 2. The extremal trajectories have the form XYX . . .XY , with an
odd number of switchings. The necessary time to reach the target curve (27)
with 2n+ 1 switchings, n = 0, 1, 2, . . ., is
T±2n+1 = τ± + n(τX + τY ) + τ, (36)
where
τ± =
1
2
√
u1
cos−1
[
sc1 ∓ u1
√
c21 − 4(s+ u1)
(s+ u1)
√
c21 − 4u1
]
, (37)
τ =
1
2
√
u2
cos−1
[
−s(u1 + u2) + u2
√
(u2 − u1)2 − 4su1
(s+ u2)(u2 − u1)
]
, (38)
the interswitching times τX , τY are given in (32), (33), respectively, while the
constant
c1 = 1 + u1 (39)
characterizes the first X-segment of the trajectory. The ratio s of the square
of coordinates at the switching points is the solution in the interval 0 < s ≤
(1− u1)2/4 of the following transcendental equation
y(κ±) = y(κ2n+1,±) cos(2
√
u2τ) +
√
1− y2(κ2n+1,±) sin(2√u2τ), (40)
where cos(2
√
u2τ), sin(2
√
u2τ) are given in (34), (35) as functions of s, while
y(κ2n+1,±) =
2u2κ
2
2n+1,± − c±√
c2± − 4u2
, y(κ±) =
2u2κ
2
± − c±√
c2± − 4u2
, (41)
κ22n+1,± =
(
s+ u2
s+ u1
)n
c1 ±
√
c21 − 4(s+ u1)
2(s+ u1)
, κ2± =
c±rE − 2
rE(u2 − u1) , (42)
and
c± = (s+ u2)κ
2
2n+1,± +
1
κ22n+1,±
. (43)
The ratio between the initial and final energies rE = E0/Ef characterizes the
final curve (27). Note that the ± sign in (40) corresponds to the ± sign in (36).
11
Proof. Consider an extremal trajectory XYX . . .XY with 2n + 1 switching
points Pj(κj , µj), j = 1, 2, . . . , 2n+1, and final point F (κ, µ) on the curve (27),
shown in Fig. 1. The X-segments of the trajectory (u = u1) are depicted
with blue solid line and the Y -segments (u = u2) with red dashed line, while
the final curve is the black solid line where the trajectory terminates. Observe
that the odd-numbered switching points lie on a positive-slope straight line
passing through the origin, while the even-numbered switching points lie on the
symmetric line with opposite slope, in accordance with Proposition 2. We will
express in terms of the ratio s the x1-coordinates of the last switching point
P2n+1(κ2n+1, µ2n+1) and of the final point F (κ, µ), and then we will connect
them by integrating the equations of motion along the last Y -segment for time
τ given in Proposition 3.
0
0
x1
x 2
P5
P2n+1
F
P3P1
P2
P2n
P4
Figure 1: Extremal trajectory XYX . . .XY with 2n+ 1 switchings. Blue solid
line corresponds to X-segments (u = u1) and red dashed line corresponds to
Y -segments (u = u2).
Two consecutive switching points satisfy the following equation
µ2j+1 + uκ
2
j+1 +
1
κ2j+1
= µ2j + uκ
2
j +
1
κ2j
, (44)
where u = u1 if the two points are connected with an X-segment and u = u2 if
they are joined with a Y -segment (it can be verified from the system equations
that the quantity x22 + ux
2
1 + 1/x
2
1 is constant along segments with constant
control u). The ratio of the squares of the coordinates of all the switching points
is constant and equal to s, thus µ2j+1/κ
2
j+1 = µ
2
j/κ
2
j = s and (44) becomes
(κ2j+1 − κ2j)
(
s+ u− 1
κ2jκ
2
j+1
)
= 0.
But κj+1 6= κj since the consecutive switching points are not symmetric with
respect to x1-axis (Proposition 2), thus
κ2j+1 =
1
κ2j(s+ u)
. (45)
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If we consecutively apply (45) from the first switching point up to the last, we
obtain
κ22n+1
κ21
=
(
s+ u2
s+ u1
)n
. (46)
Since the first switching point P1(κ1, µ1) belongs to the first X-segment starting
from (1, 0), it satisfies the equation
µ21 + u1κ
2
1 +
1
κ21
= c1 ⇒ (s+ u1)κ41 − c1κ21 + 1 = 0,
where c1 = u1 + 1. Solving for κ
2
1 we obtain
κ21,± =
c1 ±
√
c21 − 4(s+ u1)
2(s+ u1)
. (47)
If we plug (47) in (46), we find the expression (42) of κ22n+1,± in terms of the
ratio s, where ± correspond to the ± sign in (47).
We next move to find the expression in terms of s for the x1-coordinate of
the final point F (κ, µ). This point belongs to the last Y -segment starting from
P2n+1(κ2n+1, µ2n+1), thus its coordinates satisfy the following equation
µ2 + u2κ
2 +
1
κ2
= µ22n+1,± + u2κ
2
2n+1,± +
1
κ22n+1,±
= (s+ u2)κ
2
2n+1,± +
1
κ22n+1,±
= c±, (48)
where c± is defined in (43). But F is also a point of the final curve (27), thus
µ2 + u1κ
2 +
1
κ2
=
2
rE
. (49)
By subtracting (49) from (48), we easily obtain the expression (42) for κ2±, where
± correspond to the ± sign in (47).
Now we are in a position to connect points P2n+1, F by integrating the
system equations along the last Y -segment of the trajectory. The points (x1, x2)
of this segment satisfy the equation
x22 + u2x
2
1 +
1
x21
= c±,
where c± is given in (43). The last Y -segment lies on the upper quadrant x2 > 0,
thus, from the above equation and (22) we have
x˙1 = x2 =
√
−u2x41 + c±x21 − 1
x1
.
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If we make the change of variables
y =
2u2x
2
1 − c±√
c2± − 4u2
we obtain
− dy√
y2 − 1 = −2
√
u2dt.
By integrating the last equation from t = 0 (point P2n+1) to t = τ (point F ),
where τ is the time from Proposition 3 given in (38), we find
cos−1 y(κ±)− cos−1 y(κ2n+1,±) = −2√u2τ, (50)
where y(κ±), y(κ2n+1,±) are given in (41). If we move cos
−1 y(κ2n+1,±) to the
right and then take the cos of both sides, we obtain (40). Note that this is
a transcendental equation for the ratio s ≥ 0, since all the terms involved are
expressed as functions of this ratio. In order to find the range of s, we require
the nonnegativity of the quantities under the square roots in (42), (38) and we
obtain 0 < s ≤ Min{(1 − u1)2/4, (u2 − u1)2/4u1}, where the value s = 0 is
excluded since the switching points do not lie on the x1-axis. But u2 = 1 and
u1 = 1/γ
4 < 1, thus (u2 − u1)2/4u1 = (1 − u1)2/4u1 ≥ (1 − u1)2/4 and finally
0 < s ≤ (1− u1)2/4.
Having found the ratio s, it is not hard to find the duration of the trajectory.
An extremal with 2n + 1 switchings contains n “turns”, where each “turn”
consists of one X and one Y intermediate segments, with durations τX , τY
given in (32), (33), respectively. The total duration of the trajectory is given by
(36), where τ± is the time spent on the first X-segment and τ is the time spent
on the final Y -segment. From (34) we can easily obtain the expression (38) for
τ . It remains to calculate τ±. If we integrate the equations of motion from the
starting point (1, 0) to the first switching point P1(κ1,±, µ1,±) we find, similarly
to (50)
cos−1 y˜(κ1,±)− cos−1 y˜(1) = −2√u1τ±, (51)
where
y˜(κ1,±) =
2u1κ
2
1,± − c1√
c21 − 4u1
=
−sc1 ± u1
√
c21 − 4(s+ u1)
(s+ u1)
√
c21 − 4u1
, (52)
y˜(1) =
2u1 − c1√
c21 − 4u1
= −1. (53)
Note that in the last two equations we used the expressions (47) for κ21,± and
(39) for c1. From (53) we have cos
−1 y˜(1) = pi, thus (51) becomes
cos−1 y˜(κ1,±) = pi − 2√u1τ± ⇒ y˜(κ1,±) = − cos 2√u1τ±.
From the last relation and (52) we obtain the expression (37) for τ±.
14
We can test the transcendental equation (40) of Theorem 2 by examining
the limiting case rE → γ2 (Ef → Emin), where the final curve (27) shrinks to
the point (γ, 0) on the x1-axis. Instead of testing directly (40), it is actually
easier to check (50), from which the transcendental equation is derived. Since
the final point is now (γ, 0), it is κ± = γ and the constant characterizing the
last Y -segment becomes
c = c± = u2γ
2 +
1
γ2
.
Using this expression in (41) we find y(γ) = 1, thus cos−1 y(γ) = 0 and (50)
becomes
y(κ2n+1,±) = cos(2
√
u2τ) =
−sc+ u2
√
c2 − 4(s+ u2)
(s+ u2)
√
c2 − 4u2
,
where the last equation for cos(2
√
u2τ) is obtained from (34) by making the re-
placement u1 = 1/γ
4 and then multiplying the numerator and the denominator
with γ2. If we use in the above equation the expression for y(κ2n+1,±) from (41)
we find
κ22n+1,± =
c+
√
c2 − 4(s+ u2)
2(s+ u2)
,
and if we replace κ22n+1,± with the corresponding expression from (42), we end
up with the transcendental equation
c+
√
c2 − 4(s+ u2)
c1 ±
√
c21 − 4(s+ u1)
=
(
s+ u2
s+ u1
)n+1
.
This is exactly the transcendental equation obtained in [32] where we solved
Problem 3, with the final point fixed on the x1-axis.
4 Applications in quantum thermodynamics
4.1 Calculation of the minimum driving time for a quan-
tum refrigerator
We consider a quantum refrigerator based on a parametric harmonic oscillator
which is studied in [2]. The frequency of the oscillator determines the spatial
extent of the wavefunctions and thus it is analogous to the inverse volume in
the classical setting. A frequency increase corresponds to a compression, while
a frequency decrease to an expansion. The refrigerator operates between a
cold and a hot reservoir and, as its classical counterpart, it consumes work to
extract heat from the cold reservoir. In order to achieve this it executes the Otto
cycle, consisting of four branches which are depicted in Fig. 2: (1) Isentropic
compression A→ B: initially (state A) the oscillator is in thermal equilibrium
with the cold reservoir at temperature Tc, with its frequency fixed to the value
ωc. Then, it is isolated from the reservoir and its frequency is increased to ωh.
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During this process, work is added to the system while the entropy remains
constant. (2) Hot isochore B → C: The frequency is kept fixed to ωh while
the oscillator is coupled to the hot reservoir and reaches a thermal equilibrium
state C at temperature Th. (3) Isentropic expansion C → D: the frequency is
decreased back to the initial value ωc at constant entropy. (4) Cold isochore
D → A: the system is brought to contact with the cold reservoir and returns to
the initial thermal equilibrium state A at temperature Tc.
frequency
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21
34
Figure 2: Energy-frequency diagram of a quantum refrigerator executing the
Otto cycle.
The above described heat machine can operate as a refrigerator as long as
the heat extracted from the cold reservoir during the fourth step is nonnegative.
This heat is equal to the difference between the average energies of states A and
D, thus
Q4 = EA − ED ≥ 0⇒ EA ≥ ED. (54)
If the frequency of the harmonic oscillator is restricted as
ωc ≤ ω(t) ≤ ωh,
then the minimum value of ED which can be obtained at the end of the third
step, starting from the equilibrium value EC , is
ED,min =
ωc
ωh
EC , (55)
according to (16) with the analogy
ωh → ω0, ωc → ωf , EC → E0, ED → Ef . (56)
As explained in section 2, this minimum value can be achieved if the available
time T for the third step of the cycle is larger than a necessary minimum time
Tmin, which can be calculated following the procedure described in our recent
work [32]. The following proposition provides the ordering of EA, EC , ED,min.
Proposition 4. If ωh/ωc > Th/Tc, then ED,min < EA < EC
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Proof. EA, EC are average energies of thermal equilibrium states at tempera-
tures Tc, Th and frequencies ωc, ωh, respectively, thus
EA =
~ωc
2
coth
(
~ωc
2kbTc
)
, EC =
~ωh
2
coth
(
~ωh
2kbTh
)
, (57)
where kb is Boltzmann’s constant. Using these expressions and (55) we obtain
EA > ED,min ⇔ coth
(
~ωc
2kbTc
)
> coth
(
~ωh
2kbTh
)
,
which is true since coth is a decreasing function of its argument and ωh/ωc >
Th/Tc ⇒ ωc/Tc < ωh/Th. For the second inequality EC > EA note that, if we
set
~ωc
2kbTc = x,
~ωh
2kbTh = y,
Tc
Th = a,
then it becomes
y coth y > ax cothx
Since the temperature of the hot reservoir is obviously larger than that of the
cold reservoir, it is a < 1, thus it is sufficient to show that y coth y > x cothx.
But y/x = ωhTc/ωcTh > 1, so it is sufficient to show that the function h(z) =
z coth z is increasing for z ≥ 0. It is
h′(z) =
sinh(2z)− 2z
2 sinh2 z
and if we set w(z) = sinh(2z)− 2z it is also
w′(z) = 2[cosh(2z)− 1] ≥ 0.
Thus w(z) ≥ w(0) = 0 and h′(z) ≥ h′(0) = 0 for z ≥ 0, so h(z) is indeed an
increasing function of its argument.
On the other hand, if the third step of the cycle is a sudden quench where
T = 0, the corresponding energy is
ED,sc =
(
1 +
ω2c
ω2h
)
EC
2
,
which is obtained from (17) using the analogy (56). Unlike to the previous
case, there is no constant ordering between EA, ED,sc but it depends on the
values of the parameters, frequencies and temperatures. If ED,sc < EA, then
the minimum driving time for the third step of the cycle is obviously T = 0;
the heat machine can operate as a refrigerator even if the third step is a sudden
quench. The interesting situation arises when ED,sc ≥ EA. In this case, there is
a minimum driving time for the third step of the cycle; if this step is performed
faster, then the heat machine ceases to operate as a refrigerator. According to
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(54), this minimum driving time is encountered when ED = EA. In this case
we have
rE =
EC
ED
=
EC
EA
> 1, γ =
√
ωh
ωc
> 1, (58)
following the analogy (56). With these values for γ and rE , the minimal driving
time can be calculated using Theorem 2. Note that, as pointed out in [2], the
calculation of this time is a difficult task, but here we provide the appropriate
framework and a systematic procedure.
As an example we consider the case with γ = 10 ⇒ ωh/ωc = γ2 = 100,
where the energy ratio is taken such that the final curve (27) meets the x1-axis
at the point (γ¯ = 8, 0). This is done for comparison reasons with the case where
the final point is (γ¯ = 8, 0), as we discuss below. If we set x1 = γ¯ = 8, x2 = 0 in
(27) we obtain
rE =
2γ¯2
1 +
(
γ¯
γ
)4 = 90.8059.
If we also set
Tc = ~ωc
2kb
=
1
γ2
~ωh
2kb
= 0.01
~ωh
2kb
then, from (58) and (57) we obtain
Th = 1
coth−1
[
rE
γ2
coth
(
~ωc
2kbTc
)] ~ωh
2kb
= 0.8218
~ωh
2kb
.
In Table 1 we show the times (in units ω−1h ), calculated using Theorem 2
Table 1: Extremal times (units ω−1h )
T+11 T
+
12 T
+
31 T
+
32 T
+
51
8.00794 12.53205 7.38567 8.77552 9.55663
T+52 T
−
31 T
−
32 T
−
51 T
−
52
10.49350 9.76875 14.22294 9.57303 10.80736
with the above parameter values, corresponding to the extremals for which the
transcendental equation (40) has at least one solution. In each of these times,
the superscript indicates which (±) transcendental equation was used, while
in the subscript the first number indicates the switchings and the second one
the order of the solution. The minimum time is highlighted with bold, while
the corresponding optimal trajectory is depicted in Fig. 3a. Blue solid line
corresponds to X-segments (u = u1), while red dashed line corresponds to Y -
segments (u = u2). The black solid line close to the x1-axis corresponds to the
final curve. Observe that the final point of the trajectory lies close to the point
(γ¯ = 8, 0), where the final curve meets x1-axis. The situation is magnified in
Fig. 3b. The minimum time T+31 = 7.38567 to reach the final curve is slightly
smaller than the minimum time to reach (γ¯ = 8, 0), T¯ = 7.38568, which can be
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calculated using the results of [32]. As it is clear from Fig. 3b, the steep slope
of the final curve close to (8, 0) is exploited to obtain a lower minimum time.
0 5 10−3
−2
−1
0
1
2
3
x1
x 2
(a) Optimal trajectory
7.998 7.999 8 8.001 8.0020
0.5
1
1.5
2
2.5 x 10
−3
x1
x 2
(b) Magnified detail
Figure 3: Optimal trajectory for the parameter values given in the text (left
panel). Magnified detail around the final point on the target curve (right panel).
4.2 Connection with quantum finite-time availability
The concept of quantum finite-time availability describes the potential work
which can be obtained by a finite-time process which is too short to gain all the
work by bringing a thermodynamic ensemble of quantum systems into thermal
equilibrium with an environment [20]. Consider for example the third step of the
Otto cycle above, where the frequency of the oscillator is decreased from ωh to
ωc. This isentropic expansion (recall that the frequency corresponds to inverse
volume) is analogous to the expansion of a piston, thus work is performed. If
the expansion time T is larger than a necessary minimum time Tmin, which can
be calculated following the procedure described in our recent work [32], then
the available work takes its maximum value which is
Wmax = EC − ED,min =
(
1− ωc
ωh
)
EC .
If T < Tmin then min{ED} > ED,min and the available work is
W = EC −min{ED} < Wmax
The authors of [20] consider an extremal of the form XY with only one inter-
mediate switching, fix the time T < Tmin and obtain the available work W by
minimizing numerically ED. The framework presented in the present paper can
obviously be used to solve the dual problem: Fix ED > ED,min and find the
corresponding minimum time T < Tmin. This framework is more general, since
it can provide more complex solutions, like for example the XYXY optimal
trajectory of the previous subsection.
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We close the applications section by using the formulas of Theorem 2 to
elucidate a point made by the authors of [20]. Specifically, they numerically
observe that for an XY extremal, when the process time T → 0, the times
spent on the X- and Y -segments tend to be equal. Here we show that this is
indeed the case. Note first that for an XY extremal with duration T → 0, the
time spent on the X-segment is τ− (37), corresponding to the switching point
closer to the starting point, while the time spent on the Y -segment is τ (38).
The limit T = τ− + τ → 0 corresponds to s → 0, since in this limit we have
cos(2
√
u1τ−) → 1 and cos(2√u2τ) → 1 from (37), (38). If we use the same
equations to expand these cosines to first order in s we obtain
cos(2
√
u1τ−) = 1− 2u1
(1 − u1)2 s+ h.o.t.,
cos(2τ) = 1− 2
(1 − u1)2 s+ h.o.t.,
where we have used that u2 = 1. Using the small x expansion cosx ≈ 1− x2/2,
we obtain
τ− ≈ τ ≈
√
s
1− u1 . (59)
Consider for example the case with γ = 10 (ωh/ωc = γ
2 = 100) and
rE =
2γ4
γ4 + 1
+ 0.0005 = 2.0003
where the energy ratio is taken slightly larger than its minimum value given in
0.9998 1 1.0002 1.0004
0.0112
0.0112
0.0112
0.0112
0.0112
0.0112
x1
x 2
Figure 4: XY extremal when rE is very close to its minimum value.
(28). As a consequence of this choice of rE , the final curve lies very close to the
X-segment. This can be seen from the axis numbering in Fig. 4 where we have
done a substantial magnification to distinguish between the X-segment (blue
solid line) and the final curve (black solid line). Note that the Y -segment (red
dashed line) is also shown. Using the transcendental equation (40) with n = 0
we find s = 0.000125 and duration T−1 = τ−+τ = 0.022364, with τ− = 0.011183
20
and τ = 0.011181. The approximate formula (59) gives τ− ≈ τ ≈ 0.011181, in
very good agreement with the numerically obtained values.
5 Conclusions
Using the tools of geometric optimal control, we solved the problem of minimum-
time transitions between thermal equilibrium and fixed average energy states
of the quantum parametric oscillator. We then applied the results obtained
to answer two questions from quantum thermodynamics. First, to find the
minimum driving time for a quantum refrigerator, and second, to quantify the
quantum finite-time availability of the parametric oscillator.
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