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Abstract 
Convection-reaction-diffusion equations can describe a diverse range of physical 
phenomena. The development of efficient, reliable, and accurate numerical methods for 
the solution of such equations is ongoing, especially for certain types of problems (e.g. 
ones in which convection dominates). In this thesis, a new method, called the Lumped-
component Circuit Method (LCM), developed previously for one-dimensional steady-
state reaction-diffusion, is tested and extended for modelling both steady-state and 
transient reaction-diffusion and convection-reaction-diffusion in one and two 
dimensions. It is developed for solving equations with piecewise-constant coefficients, 
but its application is not restricted to such problems. 
Like the Transmission Line Method (TLM), it is an indirect method in which the 
problem to be solved is first represented by an analogous transmission line (TL). Unlike 
with TLM, however, the TL is then modelled using a lumped-component circuit, and 
the voltages at nodes within that circuit are calculated. For transient modelling, a time-
stepping scheme is required. Traditional schemes can be used when calculating the node 
voltages over time, but TLM (a simple, explicit, and unconditionally stable time-
stepping technique) can also be used for this purpose. 
The LCM method is compared with FVM (Finite Volume Method) schemes. It is 
validated, where possible, using analytical solutions and existing solutions to real 
physical problems. When solving equations with piecewise-constant coefficients, with 
nodes that are not positioned to correspond with the discontinuities, the FVM solutions 
do not converge consistently as the node spacing is decreased. That is not the case with 
LCM. In general, the LCM scheme is more accurate than the FVM schemes tested, and, 
while the computational cost of LCM is higher, results suggest that it is generally more 
accurate, especially when one or more of the coefficients are piecewise constant.
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Chapter 1 
1 Introduction 
 
 
 
 
 
The main objective of the research presented here has been to develop a new numerical 
method and assess its ability to produce accurate, robust, consistently convergent and 
bounded solutions for convection-reaction-diffusion equations (CRDEs). 
Convection-reaction-diffusion equations have attracted a great deal of interest due to 
their use in modelling a broad range of natural and industrial processes. They can 
describe phenomena in chemistry [1], biology [2], semiconductors physics [3-4], 
ecology [5], finance [6-7], physics and other fields of science. Applications can range 
from simple predator-prey models in ecology [8] to complex chemical reactions in 
chemistry [9]. 
The CRDE, which accounts for the three processes of convection, reaction and 
diffusion, can be derived from conservation laws [9-10]. The conservation of the 
transported quantity ϕ is governed by 
    D K S
t

    

v

    (1.1) 
where the coefficients of diffusivity, D, convection, v, reaction, K, and the source term, 
S, may all be dependent on space, time or ϕ. The modelling of problems with time-
varying and/or non-linear coefficients is not considered here. 
A broad range of numerical methods already exist that can be used to estimate solutions 
of Eq. (1.1) [11-12]; however, their accuracy, consistency and computational cost vary 
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significantly [10]; Research is still ongoing in this field and new methods and schemes 
continue to be developed for solving these equations [13]. The efficient solution of 
some types of problems (in particular, those in which the convection term dominates) 
remains a problem. 
A novel numerical scheme, called LCM (Lumped-component Circuit Method), is 
developed in this thesis. While the method is designed for solving physical problems 
modelled by equations with piecewise-constant coefficients (e.g. problems concerning 
heat transfer through layers of different materials), it can also be used to solve more 
general problems. The basic method solves CRDEs with convection terms expressed in 
non-conservative form, 
  D K S
t

     

v

    (1.2) 
but could be used to solve equations of the form given in Eq. (1.1) by simply adjusting 
the reaction coefficient to 
 *K K v  (1.3) 
The method depends on the fact that, under steady-state conditions, the equation for the 
voltage along a length of transmission line (TL), i.e. a pair of parallel conductors, can 
have the same form as the one-dimensional CRDE with constant coefficients. Similarly, 
a series of connected TL segments, each with different properties, can be an exact 
analogue for a one-dimensional steady-state convection-reaction-diffusion problem with 
piecewise-constant coefficients. 
In one-dimensional LCM for steady-state problems, once the domain is divided into a 
series of nodes, simple lumped-component circuit elements (composed of resistors, 
conductances and current sources) are found that exactly model the sections of TL 
between each pair of adjacent nodes. The entire problem can then be modelled by these 
circuit elements connected in series. Once the boundary conditions are implemented, it 
is a straightforward matter to calculate the voltages at the nodes (i.e. the solution of the 
problem being solved). In this study, the method is assessed by comparing its solutions 
with those obtained from equivalent Finite Volume Method (FVM) models. The 
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implementations are validated using existing numerical and analytical solutions where 
available. 
Chapter 2 provides an overview of some physical applications of CRDE models, the 
Finite Volume Method, the Transmission Line Method (TLM) which is similar in many 
respects to LCM, properties of numerical methods such as consistency of convergence, 
and the validation and comparison of such schemes. 
Chapter 3 introduces the method for one-dimensional steady-state reaction-diffusion 
problems. It is applied to problems with piecewise-constant coefficients and to 
problems that are more general (i.e. ones with coefficients that vary continuously over 
space). Results are compared with those obtained using FVM schemes. In particular, the 
behaviour of both schemes is examined when modelling problems with discontinuities 
when the nodes are not positioned to align with those discontinuities. 
In Chapter 4, LCM is extended to solve transient one-dimensional reaction-diffusion 
problems. Time stepping is implemented for both the LCM and FVM schemes using 
both a traditional first-order technique and using TLM. The sources and nature of errors 
in LCM solutions are partially investigated. 
Chapter 5 extends the LCM method to allow modelling of convection-reaction-diffusion 
problems and the solution errors are investigated further. 
In Chapter 6, it is shown how two-dimensional convection-reaction-diffusion problems 
can be solved using LCM by first representing them with a network of interconnected 
transmission lines (as in TLM). 
.  
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Chapter 2 
2 Literature Review 
 
 
 
 
 
2.1 Convection-reaction-diffusion equation (CRDE) and its applications 
The transport equation (Eq. (1.1)), derived from the conservation law [9, 14-15], 
expresses conservation of a property ϕ taking account of diffusive, convective [16-19] 
and reactive [20] processes and allowing for the existence of a source term. The solution 
may represent, for example, concentrations of charge carriers in semiconductors [4, 21], 
bacteria and molecules [22], pollutants in a river [23], numbers of animals [2] or plants 
in models of ecological systems, or the spread of disease during epidemics [24]. 
The diffusion equation with a convection and/or reaction term has been used to provide 
approximate models of a broad range of processes. The equation has been applied to a 
range of problems in chemistry [25], biology [26], ecology [5], electronics [27] and 
physics [28]. 
An example of the application of the diffusion equation in electronics is the modelling 
of heat conduction in high power semiconductor devices such as insulated gate bipolar 
transistors (IGBTs). These devices, consisting of distinct layers with different properties 
[27], handle high voltages and currents and require carefully designed systems to 
dissipate the heat generated within them. The modelling process allows designers to 
reduce the size of components and improve their performance. 
An example of the application of CRDEs in electronics is in modelling the movement of 
charge carriers in semiconductors, sometimes through distinct layers within the devices 
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(giving piecewise-constant coefficients). In these devices, charge carriers (i.e. electrons 
and/or holes) diffuse over time, and can recombine (modelled using reaction terms) and 
drift under the influence of external electric fields (modelled using convection terms) 
[4]. 
Some bio-separation processes used in biochemistry can also be represented using 
convection-reaction-diffusion equations. One such process involves organic compounds 
diffusing and migrating through different gel layers under the influence of an electric 
field [29]. 
An example in ecology is the predator-prey interaction model. Population dynamics 
deal with changes in population size through the birth and death of species and 
predator-prey interactions. Commonly, these models represent a system in which two 
species compete for resources while one consumes the other. The number of prey, U, 
and predators, V, satisfy a system of two coupled equations 
    
2
2
,u
U U
D A U B U V
t x
 
  
 
 
    
2
2
,V
V V
D C V B U V
t x
 
  
 
 (2.1) 
where the term B(U,V) models the interaction between the prey and the predator, A(U) 
controls the rate at which the prey numbers grow, and C(V)controls the rate at which the 
predators die. Both equations have the form of standard reaction-diffusion equations 
and, given correct initial and boundary conditions , can be solved to find the population 
numbers over time [8]. 
A convection-reaction-diffusion equation that is widely used in financial modelling for 
option pricing is the Black-Scholes equation [7].  
 
2
2 2
2
1
0
2
V V V
x rx rV
t x x

  
   
  
 (2.2) 
It has the same form as Eq. (1.1) but with non-conservative convection and diffusion 
terms. It can be used to model variations in option prices over time and to find the 
optimum price at which an option should be sold [30]. 
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Air pollution models are solved using Navier-Stokes equations, which require numerical 
coupling of a number of equations [31-32]. Such models often have time-dependent 
coefficients, non-linear reaction terms, and unknown velocity and diffusion coefficients, 
but can be simplified to the form of Eq. (1.1) by using estimated v and D and by 
assuming that reactions are first order [23]. 
Convection-reaction-diffusion equations are also used in modelling heat conduction 
(diffusion) [10, 19], heat conduction in extrusion processes (convection-diffusion) [33], 
pattern formation (reaction-diffusion) [34], drug delivery in the brain (convection-
reaction-diffusion) [35], flood routing (convection-diffusion) [36], diffusion of 
packaging constituents into food products (diffusion) [37], oil reservoir engineering 
(convection-diffusion) [38], semiconductors (convection-reaction-diffusion) [3], the 
expansion of invasive organisms (convection-reaction-diffusion) [39] and a range of 
Computational Fluid Dynamics (convection-reaction-diffusion) problems [9]. 
In the vast majority of practical applications, exact analytical solutions are not available 
[40] and numerical methods are required to deal with non-linearities in material 
properties and complex problem geometries [41]. This thesis describes novel numerical 
techniques but makes use of analytical solutions, when available, for validation 
purposes. 
2.2 Numerical solutions 
A number of existing numerical schemes, such as the Finite Element Method (FEM) 
[42], the Method of Lines [43], Cellular Automata [44], the Finite Volume Method 
(FVM) [45] and the Transmission Line Modeling Method (TLM) [46], have been and 
are used to solve convection-reaction-diffusion equations. In this section, attention is 
focused on two specific methods which are (i) FVM, as it is widely used for the solution 
of the CRDE and is similar in some ways to LCM, and (ii) TLM, which, in common 
with the LCM method described in this thesis, is based on the use of a transmission line 
analogue for the problem being solved. 
Three potential properties of numerical methods, conservativeness, boundedness and 
consistency, are desirable in practice. For a convection-diffusion problem with no 
source term and with boundaries such that no diffusant can enter or leave the domain, 
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the total quantity of diffusant within the domain should remain constant over time. If a 
numerical scheme is conservative, then, for such a problem, the total quantity of 
diffusant represented by the numerical solution should also remain constant from one 
time step to the next. It should be noted that this property may have no relevance if the 
equation being solved has a non-conservative convection term (since, then, if the 
convection velocity varies over space, conservation is not guaranteed). 
In the solution of a convection-diffusion equation with no source term, for example, the 
values of the diffusing quantity, ϕ, at all points will be bounded by the values of  at the 
boundaries. A numerical scheme is said to produce bounded solutions if the solution 
values also all lie between those values[9]. In other words, boundedness is a method’s 
ability to produce physically meaningful solutions that do not cross the limits set at the 
boundaries on the solution. In practice, this is not the case for many numerical schemes 
when used to solve convection-diffusion problems in which the Peclet number, 
eP hv D , where h is the node spacing, is greater than a prescribed value. For 
example, when using standard finite volume and finite difference methods with central 
difference approximations, solutions will not be bounded when 2eP   [9, 47]. 
Solutions produced by such schemes under those circumstances may exhibit non-
physical “wiggles” – i.e. the values of the solution can oscillate from one node to the 
next and some can fall below or above the boundary values.  
Consistency refers to the ability of a numerical scheme to produce solutions that will 
converge on the exact solution as the spatial and temporal discretizations are reduced to 
zero [9]. 
FVM has been used extensively to solve conservative convection-reaction-diffusion 
equations, largely because of its ability to enforce mass conservation [10, 45]. 
Numerous discretization schemes have been proposed to improve its boundedness, in 
particular for modelling convection-dominated problems and processes involving sharp 
gradients or discontinuities in the flow or material properties. Commonly used methods 
for approximating convection terms include the exponential [48-49], upwind-
differencing, QUICK, power-law, hybrid differencing [9-10] and total variation 
diminishing (TVD) [50] schemes. 
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The similarity between the equation governing the voltage along a generalised 
transmission line and the convection-reaction-diffusion equation is the basis of an 
existing TLM scheme for solving convection-diffusion problems [51-52]. In that, it is 
similar to the LCM scheme presented below. The standard TLM method for diffusion, 
originally developed by Johns [46] and the basis of all TLM methods for diffusion and 
convection-diffusion, has specific advantages over many comparable schemes when 
solving transient problems as it is explicit and unconditionally stable (i.e. the solution 
will not be unstable, with values growing unbounded over time, no matter how long a 
time-step is used) [53-57]. 
Some details of both the FVM and TLM schemes are outlined below. 
2.2.1 The Finite Volume Method (FVM) 
FVM has been widely used for the solution of convection, reaction and diffusion 
equations, and it is particularly well-suited to solving the conservative form of the 
CRDE [9, 58]. This section provides a brief description of the method.  
FVM starts by using the integral form of the CRDE (or “transport equation”) to enforce 
conservation over each control volume (CV) comprising the model domain. See Figure 
1 for an example of one possible domain discretization. The domain, in this case, is 
discretized using an orthogonal mesh and each CV is assigned a computational node 
(for example P) located at its centre. The integral form of the CRDE equation for a CV 
can be expressed in coordinate free form as 
    
_ _ _ _ _
CV CV CV CV CV
Transient Term Diffusion Integral Convection Integral Reaction Integral Source Integral
dx D dV dV K dV SdV
t

  

      
    
v  (2.3) 
The Gauss divergence theorem provides an equivalent equation written in terms of 
surface fluxes 
    
CV S
d ds   F v F n  (2.4) 
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where F  is a flux vector which can be either the diffusive flux vector (Dϕ) or the 
convective flux vector (vϕ) and n is the unit outward vector normal to the surface S 
which bounds the CV.  
The CV is bounded by m discrete faces so that the surface integral in Eq. (2.4) can be 
discretized using  
    
1 1
m m
f f
f fS f
ds ds F S
 
 
    
 
 
  F n F n  (2.5) 
where the index f identifies the CV faces, Ff is the value of F interpolated at the face 
centre from its value at neighbouring cell centres, and Sf is the distance between the two 
adjacent nodes. This involves two approximations: (i) F  is assumed to be constant over 
the entire face, and, (ii), the interpolation generally relies on a first or second order 
approximation. The CV highlighted in Figure 1 has four faces. The value of F at the 
centre of the face labeled e can be, for example, calculated by interpolation from the 
values at two or more cell centres (e.g. those labeled P and E). 
z
x
y
P
CV
EW
N
S
ew
s
n
 
Figure 1: A control volume (CV) with a node denoted by capital letter P located at the centroid and flat 
faces denoted by lower case letters e, w, n, s to refer to the east, west north and south faces respectively. 
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Consider the application of this to the convection term in the integral form of the CRDE 
(Eq.(2.3)). The volume integral of the convection term can be represented as a discrete 
sum of convective fluxes 
  
1
m
f f f
fCV
dv v S 

  v  (2.6) 
where ϕf is the value of the unknown scalar at the control volume face, and vf (or v·n) is 
the component of the velocity field perpendicular to the control volume face, both of 
which need to be approximated using interpolation. Several differencing schemes exist 
for this purpose and a number of them are examined here. 
One that is commonly used is the central difference scheme (CD), which evaluates the 
value of ϕ at the CV faces using a linear interpolation of the form [10]: 
         q p q p    (2.7) 
where q and p are vectors representing the positions of two points in space. For the 
domain shown in Figure 1, for face e, the value of  can be approximated as 
  1e P E       (2.8) 
where eE PE  , where eE and PE  are the distances from face e to the node E, and 
from P to E, respectively. The CD scheme can be shown to be second-order accurate on 
uniform grids but its formal accuracy drops to first order on non-uniform grids. Like 
other second and higher-order schemes, CD produces unbounded solutions under 
certain conditions (for example, when the convection term dominates in the solution of 
the CRDE). 
The Quadratic Upstream Interpolation for Convective Kinetics (QUICK) scheme 
approximates the value of e using a quadratic interpolation which results in 
 
3 6 1
8 8 8
e E P W       (2.9) 
for a grid as shown in Figure 1 when the convection velocity at e is positive. This 
scheme is third-order accurate when used on orthogonal uniform grids but it produces 
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second-order solutions on non-uniform grids. QUICK cannot guarantee boundedness, 
but, when it does produce non-physical spurious “wiggles” in solutions, they tend to be 
significantly smaller than those produced by other discretization schemes with an order 
higher than first [9, 59]. 
The upwind differencing [10, 60], the hybrid differencing [15], the power-law [9], 
exponential [48] and total variation diminishing schemes (TVD) [50] are among others 
that are used. The upwind and hybrid schemes are formally first-order accurate. The 
properties of the power-law schemes are very similar to those of hybrid schemes, but 
they can provide more accurate solutions when used in one dimension [9]. 
Exponentially-fitted methods can be used to produce bounded solutions for convection-
dominated and singularly-perturbed (i.e. where the diffusion coefficient is very small 
when compared with the other coefficients) problems [61-63]. In general, such methods 
are used for solving the non-conservative form of the CRDE equation (or problems in 
which the convection-velocity is constant over space). 
Similarly, the volume integral of the diffusion integral, evaluated over the volume, is  
    
1
n
f f f
fCV
D dV D S

       (2.10) 
The solution, ϕ, can be estimated using linear interpolation (as in Eq.(2.7)) when 
calculating  
f
 . For the grid shown in Figure 1, the term (ϕ)e can be approximated 
using a second order scheme: 
   E P
e PE

 
 
  (2.11) 
It can be shown that assuming a quadratic variation (as in the QUICK scheme) produces 
the same approximation formula [9]. 
Reaction and source terms are treated in the same way by neglecting variations in the 
integrands over the CV giving 
   P
CV
K dV K    (2.12) 
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This approximation is again second order [15]. 
The time discretization involves integrating Eq.(2.3) over the time discretization step, 
giving 
    
t t t t
t CV t CV CV CV CV
dV dt D dV v dV K dV SdV dt
t
    
         
   
      

   (2.13) 
Various explicit and implicit time-stepping schemes exist that allow Eq.(2.13) to be 
converted into an algebraic equation once evaluation of the spatial integrals is 
completed. These schemes differ in terms of their accuracy and order of accuracy, 
stability and efficiency. 
In this study, it is assumed that the CRDE coefficients are either known throughout 
space or only at the nodes and that they remain constant over time. 
When using FVM to model problems with piecewise-constant coefficients, nodes are 
normally positioned at the discontinuities when possible [64]. If two discontinuities are 
close together (e.g. in a model of a physical system that includes a very thin layer of 
material) then at least one very small control volume may be required. When using 
conditionally-stable explicit time-stepping schemes, the maximum time step allowed is 
determined by the node spacing. The existence of one very small control volume may 
mean that a very short time step is required. 
Alternatively, material properties can be averaged over control volumes. One way of 
doing this that is recommended specifically for problems with abrupt spatial variations 
in material properties and for models involving shock waves is the harmonic mean 
approximation [10]. The harmonic mean of the diffusion coefficient evaluated at face e 
for the mesh shown in Figure 1 is, for example, 
 
2 E P
e
E P
D D
D
D D


 (2.14) 
here D  for a given CV is the value of D averaged over that control volume. 
In fluid dynamics experience has shown that using the conservative form of the 
transport equation produces more accurate and stable solutions when discontinuities 
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(caused, for example, by shocks) in the flow properties exist, than when the non-
conservative form of the equation is used. Use of the non-conservative form can lead to 
instability and inaccuracy in solutions [65]. 
2.2.2 The Transmission Line Method (TLM) 
It can be shown that the Telegrapher’s Equation, which governs the voltage along a 
transmission line (e.g. a pair of parallel conductors) with distributed resistance, 
inductance and capacitance, is analogous to diffusion equations that describe a range of 
physical phenomena [53, 57, 66]. Because of this analogy, solving for the voltages 
along a transmission lines can provide a solution of a diffusion equation. TLM is a 
straightforward method for doing that.  
To demonstrate this analogy, consider the 1D Telegrapher’s Equation 
 
2
2
1 1 d
d d d
LV V V
C t x R x R t
    
  
    
 (2.15) 
It is analogous to the diffusion equation of the form 
 D
t x x
   
  
   
 
 (2.16) 
when 
 
1
d
D
R
 , 0dL   and 1dC   (2.17) 
In order to model a transmission line using TLM, the TL must have a non-zero 
distributed inductance (Ld). As a result of this inductance, the equation being solved has 
a wave term (the last term on the right in Eq. (2.15)) that, when modelling diffusion, 
causes errors in transient solutions. The distributed inductance required in the TL being 
modelled depends on t, the time step length, and x, the node spacing. It can be shown 
that the wave term is then proportional to t2/x2 and so using a small enough time step 
can ensure that these errors are negligible [67-68].  
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2.2.2.1 Propagation of a signal along a transmission line 
A transmission line, in its simplest form, can be characterized by its distributed 
inductance Ld, resistance, Rd, and capacitance, Cd. The line impedance, Z, at any point 
on the line is 
 d
d
L
Z
C
  (2.18) 
This property is important in TLM as will be shown below. 
If the voltage at a point along a transmission line is changed (e.g. by being connected to 
a voltage source), then the voltage along the entire line will not change instantaneously. 
Instead, voltage waves (and accompanying current waves) will travel along the TL at a 
finite speed. This speed, the propagation velocity, is important in TLM and is given by 
 
1
d d
u
L C
  (2.19) 
When modelling diffusion problems, the distributed capacitance of the TL, Cd, can be 
set equal to one as mentioned above. When solving a heat conduction equation of the 
form 
 c D
t x x
   
  
   
 
  (2.20) 
however, the distributed capacitance must be set to 
 dC c   (2.21) 
as is clear from comparing Equations (2.15) and. (2.20) 
In TLM, the propagation velocity along any TL section linking adjacent nodes must 
equal x/t. This ensures that a voltage wave leaving a node at one time step will arrive 
at an adjacent node at the next time step. Therefore, in TLM 
 
x
u
t



 (2.22) 
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Combining Equations (2.22) and (2.19) gives 
 
2
2
1
d
d
t
L
C x



 
for a given section of transmission line. In the case where Cd is one, the actual equation 
solved is therefore 
 
2 2
2 2
t
D D
t x x x t
     
  
     
  
 (2.23) 
due to wave term in Eq. (2.15). If Cd is constant over the length of a section of TL 
between two nodes x apart, then combining Equations (2.18), (2.19) and (2.22) gives 
the impedance as, 
 
d
t
Z
C x



 (2.24) 
2.2.2.2 Implementing TLM 
TLM models can be separated into two main types [46]; the first type uses lossy 
transmission lines (i.e. TLs with non-zero distributed resistance) to solve diffusion 
equations, while the second type uses lossless TLs (i.e. TLs with zero resistance) to 
solve wave equations. The Lossless TLM method is well established and has been used 
for a wide variety of wave modelling applications [21, 53, 69]. Since the subject of this 
investigation is related to diffusion modelling, attention is focussed here on lossy TLM. 
In TLM, the transmission line to be modelled is divided into sections, each section 
linking a pair of adjacent nodes. These lossy TL sections are modelled as segments of 
uniform (i.e. with Ld and Cd both constant along their lengths) lossless TL segments 
linked by lumped resistors. There are two possible configurations referred to as the 
“link-line” configuration and the “link-resistor” configuration. In this section, only the 
link-resistor configuration is explained. It is illustrated in Figure 2. Each TL section is 
modelled using two TL segments linked by two lumped resistors. The alternative link-
line configuration, and the differences between the two, is discussed briefly below. 
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The lumped resistors in any section represent the distributed resistance of the section of 
TL being modelled. If Rd is constant between adjacent nodes, then each resistor is 
simply 
 / 2dR R x   (2.25) 
The impedance of each lossless TL segment, Z, is given by (2.24). 
nZ
R
Z Z
R
1n Z
R R
 
Figure 2: This shows how the TL section between two nodes is modelled by two lossless TL segments, 
one connected to each node (when using a link-resistor configuration), linked by two lumped resistors. 
Implementing the lossy TLM method involves keeping track of Dirac voltage pulses 
(i.e. voltage waveforms that, at any point in time, are nonzero at one point in space and 
zero elsewhere) that leave nodes at each time step. Part of any pulse returns back to the 
node from which it originated, while the rest of the pulse travels on to the adjacent 
node. All pulses arrive at nodes at the next time step. This synchronization ensures that 
the method is straightforward to implement. 
2.2.2.3 Implementation of lossy link-resistor TLM 
The iterative TLM process can be understood by first considering the incident voltages 
(Dirac voltage pulses) arriving at a node n at a time step k, one arriving from the left, 
k
nVil , and one arriving from the right, 
k
nVir , as shown in Figure 3(a). The two incident 
pulses raise the voltage on the TL at the node to knV , the node voltage, which represents 
the solution of the problem being modelled at that node. The difference between the 
incident voltages and the node voltage causes two voltage pulses to be scattered from 
the node at the same instant, one to the left, knVsl , and one to the right, 
k
nVsr . The 
scattered voltage in a given direction is simply the difference between the node voltage 
and the incident voltage from that direction. The scattered voltages travel along the TL 
segments towards the neighbouring nodes. 
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Figure 3: Two nodes in a TLM model (with link-resistor configuration) with incident pulses, Vil and Vir, 
and scattered pulses Vsl and Vsr at time t (corresponding to time step k) indicated, (a), Vsl and Vsr  pulses 
arriving at an impedance discontinuity at t + t/2, (b), and the resulting Vil and Vir at time t + t (i.e. time 
step k+1), (c). 
In a link-resistor configuration (as in Figure 3), one half time step (i.e. t/2) after 
leaving nodes, the scattered voltage pulses arrive at impedance discontinuities (i.e. 
differences between the TL impedances and the resistance of the lumped resistors). As a 
result, a fraction, ρ, of each pulse is reflected back towards the node from which it 
originated, while the remaining fraction, τ, is transmitted onwards towards the adjacent 
node (as shown in Figure 3(b)). 
A further half time step later, these pulses form the new incident pulses arriving at the 
nodes (as shown in Figure 3(c)) and the process repeats itself in this manner. At any 
time step, the node voltages represent the solution of the problem being solved. 
The voltage at node n at time step k can be calculated from the incident pulses. For the 
simple diffusion model illustrated in Figure 3, 
 k k kn n nV Vil Vir   (2.26) 
The scattered voltages are simply 
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 k k kn n nVsl V Vil   (2.27) 
 k k kn n nVsr V Vir   (2.28) 
Following the scattering process at node n shown in Figure 3(a), the scattered voltages 
k
nVsl  (voltage scattered to the left) and 
k
nVsr  (voltage scattered to the right) arrive at the 
discontinuity caused by the resistor after t/2. Part of the scattered pulse is transmitted 
and part of it is reflected. The resulting transmitted and reflected pulses from adjacent 
nodes form a new pulse that travels towards the node. After travelling for a further t/2, 
the new incident pulses arrive at the node n at the next time step k+1. Their voltages are 
 1 1
k k k
n n nVil Vsl Vsr

    (2.29) 
and 
 1 1
k k k
n n nVir Vsr Vsl

    (2.30) 
where, again, for the diffusion model shown in Figure 3, 
 
Z
Z R


  (2.31) 
is the transmission coefficient and 
 
 
R
R Z


  (2.32) 
is the reflection coefficient. The derivation of equivalent formulae for a more general 
model is presented in Appendix A. Equations (A.15) and (A.16), for constant Z, 
simplify to Equations (2.31) and (2.32)). In Eq. (2.29), the pulse incident at node n from 
the left at time step k+1 is the sum of that part of the pulse scattered from node n-1 at 
time step k that has transmitted towards node n, and that part of the pulse scattered from 
node n that was reflected. 
To summarise, the lossy link-resistor TLM method can be used to solve the second 
order Telegrapher’s equation, which is analogous to the diffusion equation. The method 
starts with pulses incident at the nodes at any time step, selected to produce the correct 
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initial node voltages. Voltage pulses scatter from the nodes in all directions, and t/2 
later, arrive at impedance discontinuities caused by the resistors. Parts of the scattered 
voltage pulses are reflected and parts are transmitted. From these, the new incident 
voltage pulses can be calculated and the process repeated. 
At the first time step, the incident pulses at each node are set equal to half the required 
node voltage (i.e. to half the value of the initial solution at each node). Unlike with other 
numerical methods, there is an error associated with this initialisation process, referred 
to as the “inconsistent first time step error” that arises from the fact that the initial 
conditions prescribed are not consistent with the TLM scheme [70]. The inconsistency 
in the first time step becomes evident when the TLM solution for the diffusion equation 
for a single instantaneous injection is compared with the exact solution (pure diffusion 
of a single injection of diffusant at a single point in space and time results in a 
Gaussian-shaped distribution of diffusant concentration that spreads over time) [71]. 
The TLM solution is approximately Gaussian in shape, however, the diffusant does not 
spread initially at the correct rate. This error only persists in the earlier part of the 
transient, however, it becomes insignificant as the modelling period extends. An 
approach proposed by Enders, Pulko and Stubbs [70] can improve the transient solution 
in the earlier part of the model if the error that arises due to this inconsistency is 
significant. Also, Kennedy and O’Connor [71] have shown that the accuracy of the 
solution can be improved under certain circumstances by adjusting the transmission 
coefficient at a single time step. 
Since TLM uses a TL with non-zero Ld to model diffusion, Eq.(2.15), which governs 
the voltage along the TL, includes a wave term, and there are resulting errors in TLM 
solutions. This error can be minimized by making the inductance very small (it is 
proportional to t2/x2), [67-68], but cannot be eliminated completely. 
Only the link-resistor configuration is detailed above. The alternative link-line 
configuration can also be used when solving diffusion problems in lossy TLM. The two 
are similar but, in the link-line configuration, the nodes are positioned between the pairs 
of resistors [54, 57]. Two-dimensional link-line models can be marginally more 
efficient than equivalent link-resistor models, but not when the parameters vary over 
space. Only link-resistor models are implemented in the work presented here. 
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2.2.2.4 2D link-resistor TLM 
The lossy TLM method can be easily extended to model diffusion in two dimensions. 
The problem being solved is approximated using a network of interlinked lossy 
transmission lines. These are then modelled, as in one dimension, using lengths of 
lossless TL in series with lumped resistors. In a link-resistor formulation, the 
transmission lines intersect at the nodes in both x and y directions, as shown in Figure 4. 
At a node n,m, an incident impulse sees three transmission lines in parallel. 
,n m
Z
R
Z
R
R
Z
Z
R
y
x
 
Figure 4: 2D link-resistor configuration. 
In 2D, there are four pulses arriving simultaneously at any node n,m at each time step, 
from both x and y directions. The pulse scattered in any direction is the difference 
between the node voltage and the incident voltage from that direction, as in one 
dimension. The reflection and transmission of pulses at each impedance discontinuity, 
after a time interval of t/2, and the calculation of the reflection coefficient, ρ, and 
transmission coefficient, τ, are also all similar to what they are in 1D. 
2.2.3 TLM methods for convection-reaction-diffusion 
TLM has been widely used to model diffusion, however, its application to convection-
diffusion (or “drift-” or “advection-diffusion”) and reaction-diffusion (or “diffusion 
with recombination”) problems has been limited [4, 51, 53, 72-73]. For recombination, 
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Gui and de Cogan [72] proposed a method in which recombination is modelled using a 
TL with both distributed series resistance, Rd, and distributed shunt conductance (i.e. 
conductance between the two parallel conductors in the transmission line), Gd. The 
voltage along such a TL is governed by 
  
2 2
2 2d d d d d d d d
V V V
R C L G R G V L C
t x t
  
   
  
 (2.33) 
where the RdGdV term is equivalent to the reaction term in the one-dimensional form of 
Eq. (1.1). The diffusion effect was modelled using two different approaches; the first 
approach modelled the diffusion using series resistance and shunt capacitance, Cd, while 
the second used series inductance and shunt resistance. Both approaches produced 
identical solutions under circumstances examined [72]. 
One of the earliest techniques proposed for solving convection-reaction-diffusion 
problems was that of de Cogan and Henini [21]. In their method, the convection and 
diffusion processes are treated independently. The entire node voltage distribution is 
moved by one node (i.e. a distance of Δx) in the direction of the velocity at regular 
intervals, the interval being chosen such that, on average, the distribution is transported 
at the convection velocity, v. Meanwhile, at each iteration, the diffusion process is 
allowed to proceed as normal. This approach is limited in terms of its accuracy and its 
applicability. 
Al-Zeben and Saleh [4] proposed an alternative method in which a voltage-controlled 
current generator is added at each node to a standard TLM diffusion model with shunt 
conductance. The additional current added at each node is In=gnΔVx (where gn is a 
constant and ΔVx is given as Vx=(Vn+1+Vn-1)/2). They show that, for Ld˂˂Rd, the 
resulting circuit models a TL with the governing equation 
 
2
2d d n d d d
V V V
R C g R G R V
t x x
  
  
  
 
which is analogous to the CRDE. The results presented show accurate solutions for the 
limited cases examined. 
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Kennedy and O’Connor [51-52] proposed the alternative “varied impedance” method, 
in which convection-diffusion problems are solved using TLs whose properties vary 
exponentially. The circuits modelled require no active components and are therefore 
unconditionally stable. The method produces highly accurate solutions for steady-state 
convection-diffusion equations, and can produce exact solutions when v(x) and D(x) are 
known over the domain. The method can be extended to solve the conservative form of 
the convection-diffusion equation, but it then requires active current sources 
Although, in their second paper on the method [52] they showed that steady-state 
solutions can be calculated directly, in their first paper, the steady-state solutions were 
found by running the transient solution to steady-state. As with standard TLM for 
diffusion [51], they found that there is an optimum time-step length that minimizes the 
number of time steps required to reach a steady-state solution. In general, the number of 
steps can be minimized by increasing the size of the time step, however, in TLM this 
leads to increased wave-like behaviour that takes time to settle down. Further 
unpublished work has shown that the varied impedance method can be modified to 
produce solutions with 4th-order accuracy for problems with coefficients that vary over 
space, and that steady-state solutions can be calculated by more efficient means than 
those published. 
Kennedy and O’Connor developed a second TLM method, called the convection-line 
(CL) method [74], in which a lossless transmission line is coupled with a lossy one to 
model the convection process. The lossless transmission line has a notional “diode” at 
each node that allows voltage pulses (either positive or negative) to pass only in one 
direction. The results published suggest that the CL method can be more accurate than 
the varied impedance TLM method, but the nature of the scheme means that it is 
difficult to adapt it to solve more general one-dimensional problems and problems in 
two and three dimensions. 
The scheme introduced in the next chapter is related to the varied impedance scheme 
but includes the modelling of reaction terms and has been specifically developed for 
solving problems with piecewise-constant coefficients. 
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2.3 Errors and method validation 
There are two main types of errors in solutions obtained using numerical methods, 
truncation and round-off errors. 
Round-off errors arise in digital computers due to the use of finite arithmetic (i.e. 
because numbers such as π, 1/3 or e cannot be stored in a finite number of bits in a 
computer). Even numbers such as 0.1 must be rounded-off when stored in floating-point 
binary form. The difference between the value to be stored and the value that is actually 
stored is the round-off error. These errors are essentially random in nature [10] and 
small, but can accumulate, for example, in calculations that require many steps, leading 
to significant errors in solutions. 
Truncation errors arise from the use of approximations. The size of a truncation error 
depends on the size of the discretization used in the approximation. The order of the 
error for a particular approximation specifies how the truncation errors are related to the 
discretization. The orders of the errors in the approximations used in solving differential 
equations (e.g. using FVM), and the resulting errors in the solutions obtained using 
those approximations, can be found using the Taylor series. The orders of the truncation 
errors may be different for different terms in an approximation of a CRDE. The order of 
errors in the solution of the overall scheme will equal that of the lowest order 
approximation used. 
The term discretization error is used here to describe the global error that is dependent 
on the spatial and temporal discretization, while the term truncation error is used to refer 
to the error that is defined by the truncated Taylor series for the differencing scheme 
used. On a uniform grid, the discretization and truncation errors exhibit similar order of 
accuracy, but for non-uniform grids, they often do not correspond, and their order is 
dependent on the uniformity of the grid [75-76]. For example, a non-uniform grid with a 
single step change in the grid size will generally exhibit a discretization error with an 
order higher than the truncation error. 
The order of accuracy of a method is important as it indicates how quickly the method 
will converge on the exact solution as the discretization (i.e. the node spacing or time 
step length) is decreased. Higher order methods are generally more accurate for a given 
 24 
 
level of discretization, but, in some cases, the higher computational cost of 
implementing such schemes makes them less efficient than lower order methods. 
Implementations of numerical schemes must be validated and that can be done by 
comparing results with analytical or existing (and previously validated) numerical 
solutions. Validation may also involve checking that the implemented method acts as 
expected, e.g. that the order of the discretization errors is as expected. 
To calculate exactly the error in a numerical solution, it is necessary to have the 
corresponding exact solution. Exact solutions are, however, often not available except in 
very limited cases. In some of the testing presented here, the method of manufactured 
solutions is used to ensure that exact solutions are available, and, in other testing, errors 
are estimated by comparing numerical solutions with more accurate benchmark 
numerical solutions. Details are given below. 
2.3.1 The method of manufactured solutions (MMS) 
The method of manufactured solutions (MMS) [77] can be used to efficiently formulate 
problems with known solutions. The approach involves choosing a desired solution and 
then working backwards to find the parameters for the differential equation that has that 
solution. To illustrate this, consider a steady-state, non-linear, non-conservative 
convection-reaction-diffusion problem in one dimension of the form 
     0D v K S
x x x
   
     
   
 
   (2.34) 
(i.e. with a non-conservative convection term) where 
   3D   ,  v   and 4K   (2.35) 
If the desired solution is 
   2 1x x   (2.36) 
then Eq.(2.34) can be rewritten as 
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  
 
 
 
 
2 2
3
2 2 2
1 1
1 1 4 1 0
x x
x x x S
x x x
    
       
   
 
 (2.37) 
This allows S(x) to be found. The boundary conditions must simply be consistent with 
the desired solution. This approach can provide exact solutions that can be used for 
validating numerical methods, and is applicable even when exact solutions are difficult 
to find for specified problems. The approach cannot be used when the coefficients are 
discontinuous. It is also limited in that one coefficient cannot be varied without 
changing another. 
2.3.2 Order of convergence 
With a consistent scheme, the numerical solution for any given problem will converge 
towards the exact solution for that problem as any solution discretizations, e.g. the node 
spacing and/or time step length, approach zero. For a steady-state CRDE problem, the 
systematic error in any given solution value (i.e. the error due to the scheme and not 
including round-off errors), calculated using a consistent scheme, is dependent on the 
node spacing, h  [78-79]. A solution value estimated with node spacing h can be written 
as 
 1 21 2 3 ...
p p p
h exactV V c h c h c h
       (2.38) 
where Vexact is the corresponding exact solution value. As h approaches zero, this 
becomes 
 1
0
lim ph exact
h
V V c h

   
The value of p will depend on the nature of the approximations inherent in the 
numerical scheme and determines the order of accuracy of the scheme. For example, if 
p = 2 for a given scheme, then it is said to be second-order accurate. The order of the 
accuracy determines the rate at which a numerical solution will converge on the exact 
solution as the node spacing is decreased, and so, for example, a second-order scheme is 
generally preferable to a first-order scheme. 
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The values of c in Eq. (2.38) will depend on the problem coefficients and solution. They 
will also depend on h. In general, they will change monotonically as h is decreased, 
approaching constant values as h approaches zero. As a result, the error in any solution 
value will, as h approaches zero, always reduce when h is reduced in a manner that is 
consistent with the order of the scheme. For example, with a second-order accurate 
scheme, the error in any solution value will reduce by a factor of approximately four 
when the node spacing is halved. 
For some types of problems, numerical schemes may not be “consistently convergent”, 
i.e. the error at a point in the solution may not always decrease as h is decreased, even 
as h approaches zero, or may decrease as h is decreased, but not in a way that is 
consistent with the order of the method. 
The value of p for a given scheme can be estimated empirically in a number of ways, 
giving an estimated order of convergence (EOC). If an exact solution is known then it 
can be estimated as [80]  
 
 /2ln /
ln 2
h he e
EOC   (2.39) 
where eh is the error in the solution obtained using a step size h [81]. When an exact 
solution is not available, the EOC can be estimated using 
 
    2 2 4ln
ln 2
h h h hV V V V
EOC
 
  (2.40) 
where Vh , Vh/2 and Vh/4 are corresponding solution values estimated using step sizes of 
h, h/2 and h/4, respectively [80]. 
If the results used to estimate the order of convergence are obtained using a scheme that 
is consistently convergent for the problem tested, then, as h approaches zero, and 
assuming that round-off errors in the results are insignificant, the estimated order of 
convergence should approach the order of accuracy of the scheme (e.g. for a second-
order scheme, the value of EOC should approach two as h is decreased). 
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2.3.3 Benchmark numerical solutions  
A benchmark numerical solution is simply a highly accurate numerical approximation 
that can be used to estimate errors in less accurate estimates, and to compare the 
accuracy of different methods. They can be used in situations where exact solutions are 
not available and where the method of manufactured solutions is not applicable. 
In general, when numerically solving differential equations that are dependent on both 
space and time, as the size of the spatial and temporal discretizations approach zero, the 
solution approaches the exact solution. The computational cost of producing very 
accurate benchmark solutions can be prohibitively high, especially when solving over 
both space and time. In addition, small discretizations can lead to significant 
accumulated round-off errors in the solutions obtained. The use of Richardson 
extrapolation can allow accurate solutions, which are not significantly affected by 
round-off errors, to be found in an efficient manner. 
2.3.3.1 Richardson extrapolation 
Richardson extrapolation can be used to find improved estimations of the solutions of 
CRDEs [78] for both steady-state [82] and transient problems [83-84]. It can be used to 
calculate highly accurate solutions from less accurate ones [85].  
For Richardson extrapolation to produce accurate results, the solution errors must be 
dependent in a known and predictable way on the discretization used, i.e. the order of 
the errors must be known and the errors must reduce in a consistent manner as the 
discretization is reduced (i.e. the errors must “converge consistently”) [79]. An 
extrapolation can be made from two solutions (each calculated with a different 
discretization), but higher accuracy can be achieved if three or more solutions are used. 
The extrapolations performed below are for second-order methods from which an 
estimate obtained with a step size of h, Vh, is assumed to have an error 
2 3 4
1 2 3c h c h c h     so that 
 2 3 41 2 3h exactV V c h c h c h       (2.41) 
Similarly, a corresponding estimate obtained with a step size of h/2 and h/4 will be 
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2 3 4
2 1 2 3
4 8 16
h exact
h h h
V V c c c       (2.42)
 
 
2 3 4
4 1 2 3
16 64 256
h exact
h h h
V V c c c       (2.43)
 
Ignoring the fourth term and onward on the right hand side of these equations, Eq. 
(2.41) can be approximated as 
 2 31 2h exactc h V V c h    (2.44)
 
Using this to replace the 21c h  term in Equations (2.42) and (2.43) gives 
 
3
2 28 6 2h exact hV V V c h    (2.45) 
 4 264 60 4 3h exact hV V V c h    (2.46) 
Combining these gives 
 
4 232 12
21
h h h
exact
V V V
V
 
  
This formula is used below for calculating benchmark numerical solutions. 
2.3.4 Error calculation and estimation 
Errors in numerical solutions can be presented as either relative or absolute. For relative 
errors, the difference between the numerical and exact solution is divided by the exact 
solution. This may be desirable in situations where the solution values change 
significantly in size over the domain or between tests. The relative error in the 
numerical solution value at node n at time step k, i.e. in kn  is 
 ,Rel
,
k k
n exact n
k n k
exact n
E
 


  (2.47) 
where ,
k
exact n  
is the exact solution at the corresponding point in space and time. 
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The absolute error on the other hand is simply the difference between the numerical and 
exact solutions. The maximum absolute error is defined here, at time step k, as 
 
,max
k k k k
exact n exact n   
   ,  1n   to N  (2.48) 
where the exact solution is not available, a benchmark solution may be used instead of
k
exact   when calculating errors. 
2.3.5  Implicit and explicit time-stepping schemes 
Many of the transient solutions presented below have been produced using the standard 
first order explicit FTCS time-stepping scheme. The time-stepping errors, for a given 
temporal discretization, are very similar for the different schemes tested here, no matter 
what time-stepping method is used. There is therefore little to be learned from testing 
the different schemes with different time-stepping methods. 
Time-stepping schemes may be unstable, causing the solution values to grow in an 
unbounded manner over time. Stability may be dependent on the problem coefficients 
and the time-step length, t. An unconditionally stable method is one that is stable for 
any value of t, while a conditionally stable method is one that is only stable if t is 
below a certain value, normally dependent on the problem coefficients. 
The main advantage of the FTCS scheme is its simplicity. Its low accuracy when 
compared with that of, for example, the second order implicit Crank-Nicolson scheme is 
not a significant disadvantage in most of the tests presented here because a short time 
step can be used without causing excessively long model run-times. It is conditionally 
stable, becoming unstable if 
 
2
2
h
t
D
   (2.49) 
but, again, that is not a problem in most of the tests presented here in which the time 
step is chosen to ensure that time-stepping errors are negligible. 
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2.3.6 Boundedness and conservativeness of numerical schemes for convection- 
diffusion 
Under steady-state conditions, the values of the exact solution of a convection-diffusion 
problem, with no source term, will be, at any point in space, within the upper and lower 
limits of the solution values at the boundary. For example, in a one-dimensional 
problem, if the solution value is 10 at one boundary and 100 at the other, then the exact 
solution at all points between will be bounded by the values 10 and 100. A “bounded” 
numerical scheme for convection-diffusion is one that always produces solutions that 
are bounded in this way (i.e. that lie between the boundary-value limits). 
The exact solution of a one-dimensional steady-state convection- diffusion equation will 
also either monotonically increase or monotonically decrease over space, depending on 
the boundary conditions. The solutions from bounded numerical schemes also have this 
quality. In contrast, solutions from unbounded schemes may exhibit unphysical 
“wiggles” [9] i.e. solution values may go up and down over space, as well as falling 
outside the boundary-value limits. 
If the quantity of diffusant represented by an exact solution does not change over time 
(i.e. the diffusant may diffuse and be convected over space, but none is added or 
removed from the domain) then the problem is conservative. A “conservative” 
numerical scheme is one that, for a conservative problem, produces a solution that 
represents a quantity of diffusant that does not change over time[9]. 
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Chapter 3 
3 Steady-state one-dimensional reaction diffusion 
 
 
 
 
 
3.1 Introduction 
This chapter examines and extends a novel numerical method originally developed by 
Dr. Kennedy at Dublin City University for solving steady-state one-dimensional 
reaction-diffusion equations (RDEs) with piecewise-constant coefficients. This work 
has not been published to date. The method is described here and extended for 
modelling more general reaction-diffusion problems. Tests are presented and results are 
compared with equivalent ones obtained from finite volume schemes.  
As with the TLM methods presented in previous sections, this scheme, called here the 
lumped-component circuit method (LCM), is based on the similarity of the equation for 
the steady-state voltage along a general transmission line 
 1 1 0d d
d d
V V
G V I
x R x x R x
      
      
      
 (3.1) 
(where Cd, Rd, Gd and Id are the distributed capacitance, resistance, inductance and 
source current, respectively) and convection- reaction-diffusion equations of the form 
 0D v K S
x x x
 

   
    
   
 (3.2) 
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As will be shown below, the scheme involves solving a set of equations for the voltages 
at a series of nodes in a circuit. These equations are similar in form to those for the 
finite volume method. It is partly for that reason that comparison is made between the 
two techniques. FVM is also suited to the solution of problems with discontinuous 
coefficients as examined here [64, 86]. 
It should be noted that the purpose of the comparison made here between LCM and 
some FVM schemes is simply to establish if the novel method has advantages over such 
schemes. Comparison could be made with other methods, such as finite element 
schemes, and other finite volume implementations, but that is beyond the scope of this 
work. 
Unlike FVM, LCM can solve the steady-state RDEs with piecewise-constant 
coefficients exactly. In more general situations, where the coefficients K, D, and S are 
only known at the nodes, its performance is dependent on the nature of problem being 
solved. In situations where one or more of the coefficients varies in a piecewise-
constant fashion, but the others are only known at the nodes (e.g. a problem in which 
one or more of the coefficients is a function of the solution, but others are piecewise-
constant), it is shown below that LCM can produce significantly more accurate results 
than the standard FVM schemes tested here. 
In Chapter 4, this scheme is further extended for modelling transient reaction-diffusion 
problems. The method is adapted for modelling convection-reaction-diffusion in 
Chapter 5 and for solving 2D problems in Chapter 6. 
3.2 The Lumped-component Circuit Method 
As mentioned above, a non-uniform transmission line can act as an analogue for a one-
dimensional reaction-diffusion problem. The lumped-component circuit method 
requires such a non-uniform TL to be modelled using a series of uniform TL segments 
(i.e. segments with Gd, Rd and Id, all constant along their lengths). The distributed 
capacitance, Cd, and inductance, Ld, of the TL segments can be set to zero, because, 
under steady conditions, the current entering a capacitor and the voltage across an 
inductor are both zero. 
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As with other numerical methods, LCM calculates the solution values (i.e. values of the 
voltage along the TL being modelled) at discrete nodes in space. In LCM, each pair of 
adjacent nodes is linked by one or more uniform TL segments. In this context, a 
uniform TL segment can be treated as a “black box” in that only the relationship 
between the input and output (I/O) voltages and currents (indicated in Figure 5) is of 
interest (since the voltage between nodes is not being calculated). As will be shown in 
the next section, this relationship can be found through a straightforward analysis of a 
uniform segment. 
Gd, Rd, Id
Iin
V
in
Iout
V
o
u
t
 
Figure 5: A segment of uniform transmission line with distributed properties and input and output 
voltages and currents indicated. Note that the “input” and “output” ends of the section have been assigned 
arbitrarily. 
It will also be shown in the next section that a lumped-component circuit of the form 
given in Figure 6, can, in terms of inputs and outputs, and under steady-state conditions, 
act in the same way as a section of TL (whether uniform or non-uniform). A 
relationship can be easily established between the outputs and the inputs for this 
equivalent circuit element. By comparing this relationship with the equivalent one for 
the TL section being modelled, it is possible to determine what lumped-component 
parameters (i.e. what values of the resistance R, conductances Gl and Gr, and currents Il 
and Ir) will produce a lumped-component circuit element that models a TL section 
exactly. Calculation of the node voltages along a series of such elements is more 
straightforward than calculating the node voltages when the nodes are linked by TL 
segments. This also opens up other possibilities that will be discussed elsewhere in this 
thesis. 
Iin
V
in
Iout
V
o
u
t
Gl Il Ir Gr
R
 
Figure 6: A lumped-component circuit element for modelling a section of TL linking two nodes. 
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To illustrate the method further, and to introduce the notation used here, consider an 
example of a heat transfer problem with piecewise-constant parameters. The problem 
has layers of different uniform materials, each having different physical properties, as 
shown in Figure 7. 
Layer 1 Layer 2 Layer 3
x
2Lx 3Lx 4Lx1Lx
1 1 1, ,D K S 2 2 2, ,D K S 3 3 3, ,D K S
 
Figure 7: Physical layers for sample problem with layer coefficients and layer boundary positions 
indicated. 
The heat equation for this problem is of the form, 
 0D K S
x x


  
   
  
 (3.3) 
where 
 
 1
j
j Lj L j
j
D D
K K x x x
S S



  

   
and j = 1,2,…,NL, where the xLj values give the locations of the boundaries of the NL 
layers (as shown in Figure 7). 
By comparing Equations (3.1) and (3.3) for the situation where the diffusion coefficient 
is piecewise constant, it is clear that the relationship between the TL parameters and the 
RDE coefficients must be 
 
1
dj
j
R
D
 , dj jG K , dj jI S  (3.4) 
and that Eq. (3.1) simplifies to 
 35 
 
 
1
0d d
d
V
G V I
x R x
  
   
  
 (3.5) 
To solve the problem, nodes must be positioned along the domain. The notation used 
for their positions is illustrated in Figure 8 where xi is the location of node i and hi is the 
length of the section between nodes i and i+1. The length of that part of layer j that 
overlaps section i is denoted as Lj,i. 
The section of TL between nodes 1 and 2 is uniform and can therefore be represented by 
a lumped-component circuit element of the form shown in Figure 6. The same can be 
done for the section between nodes 3 and 4, but the section between nodes 2 and 3 is 
composed of three segments of uniform TL (as shown in Figure 8) and, therefore, it is a 
more complex problem to determine the parameters for the equivalent lumped-
component circuit element for that section. 
x
2Lx 3Lx 4Lx1Lx
h1 h2 h3
1x 2x 3x 4x
L1,1 L2,2 L3,3
L1,2 L3,2
 
Figure 8: Physical layers, node positions, node spacings and TL segment lengths for sample problem. 
The I/O relationship can be found for each of the three uniform TL segments between 
nodes 2 and 3. The full section can be represented by 3 black boxes in series as shown 
in Figure 9. The I/O relationship for the whole section can be easily determined given 
the I/O relationship for each segment. Once that is done, comparison with the I/O 
relationship for the standard lumped-component circuit element gives the parameters for 
a circuit that will model the section (i.e. the three TL segments in series) exactly (in 
terms of the inputs and outputs of the section). 
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1
Ii1
Vi1
Io1=Ii2
2
Vo1=Vi2
3
Io2=Ii3
Vo2=Vi3
Io3
Vo3
 
Figure 9: Black box representation of the TL section between nodes 2x and 3x in the sample problem. 
Each box represents a segment of uniform TL. 
Once the parameters for the three lumped-component circuit elements (i.e. for the 
circuit elements connecting each pair of adjacent nodes in the model) are found, and the 
boundary conditions are set, it is a straightforward process to calculate the voltages at 
the nodes. 
To summarize, the I/O relationship for a uniform TL segment under steady-state 
conditions is known. To model a transmission line with piecewise-constant coefficients, 
it must first be broken into sections linking adjacent nodes. Each section can be 
composed of one or more segments of uniform TL. A lumped-component circuit 
element can then be found to model each section. Once the parameters for these 
elements are calculated and the boundary conditions are set, the voltages at the nodes 
can be found. 
3.2.1 Derivation of LCM equations 
The first step in deriving the equations for the method is to find the relationship between 
the inputs and the outputs for a length of uniform transmission line with distributed Rd, 
Gd, Id, Cd and Ld. The governing equations for voltage and current along a transmission 
line are derived in Appendix B for a TL segment suitable for modelling a general 
transient CRDE. Under steady-state conditions with zero convection, Equations (B.2) 
and (B.4) in Appendix B simplify to 
 d d
I
I G V
x

 

 (3.6) 
and 
 
d
V
IR
x

 
  (3.7) 
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These first-order coupled ordinary differential equations govern the current and voltage 
along a segment of uniform TL. Consider a segment of length x between x = x0 and 
x = x0 + x. If the voltage and current at the “input” end are 
  0 iV x V ,  0 iI x I  (3.8) 
then Equations (3.6) and (3.7) can be solved to give the voltage and current at the output 
end (i.e. at x = x0 + x), V0 and I0. The result is 
 
 
 
1
o i
d
o i
V V
I
I I
 
      
       
       
  

 
 

 (3.9) 
or 
 
o i
o i
V V
I I
   
    
   
TL TL
A b  (3.10) 
where 
  cosh x   ,  sinh x   , d dG R , d
d
G
R
  (3.11) 
In a situation where reaction is zero, Eq. (3.9) simplifies to 
 
2
1
2
0 1
d
o id
d
o i
R xV VR x
I
I I
x
       
      
       
 (3.12) 
The second step in deriving the equations for the method is to establish the equivalent 
I/O relationship for the lumped-component circuit element shown in Figure 10. 
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Figure 10: Lumped-component circuit element. 
It is important to note that this circuit is just one of many possible circuits that could 
represent a segment of uniform TL. From Kirchhoff's current law, the sums of the 
currents at nodes n and n+1 must both be zero giving 
 
0o ii l i l
V V
I GV I
R

   
 (3.13) 
and 
 
0i o r r o o
V V
I G V I
R

   
 (3.14) 
Solving these for V0 and I0 gives, 
 
   
1
1 1 1
llo i
l r r ro i r r l
RIG R RV V
G G R G G RI I I G R I
       
                    (3.15) 
or 
 o i
o i
V V
I I
   
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   
LC LCA b  (3.16) 
Equations (3.10) and (3.16) both have the same form. In order for the lumped-
component circuit element to be equivalent to the TL segments, the component values 
must be chosen so that  
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 LC TLA A , LC TLb b  (3.17)
 
That gives 
 TL,1,2AR  
 (3.18)
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A 1
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   (3.19) 
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l dI I


 (3.21)
 
 
TL 1,1
TL 2,1
TL 1,2
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r dI I

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 (3.22)
 
Note that, for situations where there is only one uniform segment in a section, Gl and Gr 
are equal. 
Equations (3.18) to (3.22) can be used to calculate the component values for an 
equivalent circuit that can exactly represent a TL segment with known distributed 
coefficients. They can also be used to calculate the parameters for a circuit that models a 
section composed of multiple uniform TL segments once the I/O relationship can be 
established (i.e. ATL and bTL can be found) for such a section. 
First, consider a TL section (i.e. the section linking nodes n and n + 1) composed of two 
uniform segments as shown in Figure 11. Eq. (3.10) for the segment between xL,1 and 
xL,2 in Figure 11 is given by 
 ,1,1 1, 1,
,1
=
io n n
io,1
VV
II
  
  
   
TLTL
A b  (3.23) 
Similarly, for the segment between xL,2 and xL,3 
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A b  (3.24) 
where 1,n
TL
A  represents the matrix 
TL
A  for segment 1 in the section n. Since Vo,1=Vi,2 
and Io,1=Ii,2, combining Equations (3.23) and (3.24) gives 
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The general I/O relationship for a section with Nn layers between nodes n and n + 1 is 
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where 
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As before, once these are calculated for a section, the equivalent circuit parameters can 
be determined using Equations (3.18) to (3.22). 
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Figure 11: A section linking nodes n and n + 1 composed of two uniform segments. 
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The nodes in a model are linked by lumped-component circuit elements. The next step 
is to determine the node voltage at any node n in terms of the voltages at the 
surrounding nodes. Consider the two elements shown in Figure 12. 
 
Figure 12: Three nodes in a lumped-component circuit model. 
From Kirchhoff's current law, the sum of the currents at node n is zero, and so 
 
 1 1 , 1 , , 1 ,
1
0n n n n n r n l n r n l n
n n
V V V V
V G G I I
R R
 
 

    
        
     (3.29) 
This equation is similar in form to an equivalent standard FVM equation. Unlike with 
the finite volume method (or finite difference methods), the derivation of this equation 
does not involve any approximation of derivatives. For a reaction-diffusion problem 
with piecewise-constant coefficients, an exact TL analogue can be found. In terms of 
voltages and currents at the nodes, this can be represented exactly by a lumped-
component circuit. If the boundary conditions are implemented with no errors, then the 
node voltages will match the solution of the RDE, i.e. the method will produce an exact 
solution (see Appendix C). 
For more general problems where the coefficients (i.e. D, K and S) of the equations are 
varying continuously over space, LCM requires the approximation of the coefficients 
using piecewise-constant functions. The remaining steps for modelling such problems 
are similar to those for problems with piecewise-constant coefficients described above. 
If the continuously varying coefficients are only known at the nodes then one possible 
approximation is illustrated in Figure 13. Discontinuities are located midway between 
adjacent nodes giving two TL segments per section. The values of the coefficients at the 
nodes are used as the values for the corresponding segments, as illustrated by the 
diffusion coefficients indicated in Figure 13. 
 
Vn-1 Gl,n-1 Il,n-1 Gr,n-1Ir,n-1
Rn-1
Vn Gl,n Il,n Gr,nIr,n
Rn
Vn+1
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Figure 13: Part of a model with coefficients known only at the nodes. The coefficients over x are 
approximated by piecewise-constant functions with the discontinuities midway between adjacent nodes as 
indicated. Only the diffusion coefficients for each segments are shown here. 
All tests presented in this chapter are for problems with Dirichlet boundary conditions. 
The voltages at the boundary nodes in each model are simply fixed at the desired values. 
3.3 Testing and results 
Testing has shown that LCM can produce exact solutions of the one-dimensional 
steady-state RDE (to within the limits of computer-storage and calculation accuracy) for 
problems with piecewise-constant coefficients. In situations where one or more of the 
coefficients vary continuously over space, however, the physical problem cannot be 
modelled exactly. As is shown below, the errors in the solutions then depend on how the 
coefficients vary. A continuous spatial variation of any coefficient means that it must be 
approximated using a piecewise-constant function, because LCM requires all 
coefficients to be piecewise constant. The result is that the LCM parameters will differ 
from what they should be, giving rise to errors in the solutions. These solution errors are 
compared here with errors produced by equivalent FVM models. 
The reasons for choosing FVM for comparison with LCM are; firstly, there is a 
similarity between the FVM and LCM equations; secondly, FVM is a well-established 
method for solving reaction-diffusion equations; and thirdly, FVM is widely used for 
problems with discontinuous coefficients [64, 86]. In FVM, for a problem with discrete 
physical layers (giving piecewise-constant coefficients) nodes are generally placed so 
that either volume faces or nodes correspond to the points of discontinuity [10, 64, 87-
89]. In order to compare FVM with LCM fully, however, FVM models are 
implemented here with node and volume positions that do not necessarily correspond to 
physical layers. As a result, situations can arise like that illustrated in Figure 14, for 
example, in which a thin layer (layer 2 in the example) lies within a volume. The source 
and reaction terms in the finite volume equations take account of the source and reaction 
coefficients of layer 2; however, the diffusion coefficient of layer 2 is not accounted for 
in a standard FVM implementation because only the diffusion coefficients at the 
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volume faces (such as those labelled n − ½ and n + ½ in Figure 14) are used, and those 
are calculated using only the values of D at the nodes. 
Layer-1= 2.1 Layer-3 = 0.9
Layer-2 = 0.2
1
2
n
1
2
nn1n2n 1n 2n
nh
1 2D 
2 0.1D 
3 8D 
 
Figure 14: A model with a narrow physical layer located within the FVM volume corresponding to node 
n+1. 
In an attempt to overcome this problem, a number of different methods (both standard 
and non-standard) are used here for calculating the values of D required in the FVM 
equations. These are outlined briefly in Table 1 with further details given in Appendix 
D. The purpose of the tests presented here is not to investigate the FVM method and to 
find the best implementation for a particular problem or type of problem, or to 
determine how the method could be improved under such circumstances, but only to 
compare LCM to a variety of FVM schemes, Table 1 gives the formulas used for 
calculating Dn+½ for each implementation tested, and includes sample calculations of the 
diffusion coefficient at the face between elements n and n+1 for the example in Figure 
14. This gives some indication of the possible variation in the value used. 
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Table 1: The different formulas used for the calculation of the value of D at the face between elements n 
and n + 1 in FVM models, and the calculation of that value at n + ½ for the problem shown in Figure 14. 
Scheme Formula Calculation 
Average of node value: 
FVMAn 
1
1
2
2
An n n
n
D D
D 


  1
2
4 8
6
2
An
n
D


   
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n nAA
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
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The schemes labelled FVMAn, FVMHA and FVMBA are standard schemes [10], while the 
others are less standard. 
The first non-standard approach, FVMAA, is only used where D is piecewise-constant. 
Unlike the standard scheme, FVMAn, it takes account of the diffusion coefficient at all 
points, including by first calculating average values of D over each volume. For the 
example in Figure 14, the value of D at n + ½ calculated using FVMAA, is, therefore, 
lower than the value calculated using FVMAn, because it is affected by the diffusion 
coefficient of layer 2. 
The diffusion coefficient in layer 2 in Figure 14 is significantly lower than the diffusion 
coefficients in layers 1 and 3. If it were reduced towards zero, diffusion between nodes 
n and n + 1 would stop. That would happen even if the width of that layer were reduced. 
The averaging used in the second non-standard scheme, FVMBHA,  gives greater weight 
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to a low D value in a narrow layer than that used in the other schemes. This is clear 
from values of D at n + ½ for the example in Figure 14 given in Table 1. 
Most standard schemes assume that values of the diffusion coefficient are only known 
at the nodes, but that is not the case for piecewise-constant problems examined here. 
The third non-standard method, FVM Bn, simply uses the values of D at the volume 
faces. 
The values of D at one volume face, calculated in Table 1 for the sample problem, vary 
significantly over the range of schemes tested. This estimation is, however, only one 
source of errors in an FVM solution, and errors from different sources can tend to 
accumulate or to cancel each other out. Therefore, even if one scheme gives, in general, 
better estimates of D at the volume faces it will not necessarily produce more accurate 
solution values. 
The reaction integral in Eq. (2.3), given in section 2.2.1 above, can either be 
approximated using Eq. (2.12) or assuming a linear variation of the unknown  over the 
volume. In this chapter, the latter method is used and details of it are given in Appendix 
E. 
The main purpose of this section is to establish whether the LCM method has the 
potential to be an accurate method for solving particular types of steady-state problems. 
Tests examine the accuracy and properties of the method for different types of scenarios 
in which the coefficients vary continuously over space. Where possible, numerical 
solutions are compared with analytical solutions and errors are calculated. In most 
cases, in order to simplify the presentation of results, errors are only calculated at the 
node corresponding to the mid-point of the domain. For some tests, analytical solutions 
are not available or are too complex to obtain. In such situations, numerical results are 
compared with benchmark solutions (i.e. with highly accurate numerical solutions of the 
problem in question, calculated here using Richardson extrapolation as described in 
Chapter 2). 
All results presented here are for models with  0,1x  and with Dirichlet boundary 
conditions, V(0)=VL and V(1)=VR, where the values of VL and VR are specified below for 
each test. 
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The tests are detailed in Table 2. Test 1 involves the solution of a general problem with 
all coefficients varying continuously over space using models with unevenly spaced 
nodes. It is used to investigate the order of the discretization errors. Tests 2 and 3 
involve models of a semiconductor gas sensor (a reaction-diffusion problem with 
constant coefficients) and heat transfer through building walls (a diffusion problem with 
piecewise-constant coefficients) respectively. These two tests show that LCM can 
produce exact solutions for such problems. In each of tests 4 to 6, two of the 
coefficients (D, K and S) vary in a piecewise-constant manner over space while the third 
coefficient varies continuously over space. Each model tested has three “physical 
layers” giving two discontinuities (at at x = 0.3 and x = 0.6). Where a coefficient is 
piecewise constant, the three values of the coefficient corresponding to the three layers 
are given in the table (e.g. the notation {2, 3, 5}, when used for values of D, denotes 
that D = 2 between x = 0 and x = 0.3, D = 3 between x = 0.3 and x = 0.6, and D = 5 
between x = 0.6 and x = 1). 
Table 2: Table of tests conducted using steady-state LCM. 
Test 
No. 
D(x) K(x) S(x) h Purpose References 
1 All varying continuously Uneven 
Investigation of order of 
errors of methods when 
node spacing is uneven 
 
2 Constant Even 
Testing with problems with 
constant coefficients 
Sakai 2001 [90], 
Matsunaga 2003 [91] 
3 Piecewise-Constant Even 
Testing with problems with 
piecewise-constant 
coefficients 
Sami A. Al-Sanea 
[64], B. A. Price [89] 
4 {2, 3, 5} {25, 15, 45} 21 x   Even 
Testing of problems with a 
continuously varying 
source term coefficient 
 
5 {2, 3, 5} 21 x  {2, 30, 5} Even 
Testing of problems with a 
continuously varying 
reaction coefficient 
 
6 21 x  {25, 15, 45} {2, 3, 5} Even 
Testing of problems with a 
continuously varying 
diffusion coefficient 
 
3.3.1 Test 1: Order of convergence on uneven grids 
This test involves a reaction-diffusion model with coefficients varying continuously 
over space on a grid with uneven node spacings. The objective of this test is to show 
LCM’s general applicability, to compare its results with those from FVM schemes, and 
to determine the order of its solution errors when implemented on an uneven grid. 
The truncation errors in FVM are second order when the node spacings are even and 
first order when uneven. The literature suggests, however, that there is no 
 47 
 
straightforward way to determine these orders from test results because the errors in 
such results can appear second order even when the node spacings are uneven [92-93]. 
There is no attempt made here to determine the order of the LCM errors analytically. 
Instead, they are estimated from numerical results. 
In the problem tested here, all the coefficients are varying continuously over space. The 
coefficients are 
     2sin 1 2 cosxS x x e x x    , 2 1D x  , xK e  (3.30) 
The Dirichlet boundary conditions at x = 0 and x = 1 are consistent with the exact 
solution 
    sinV x x  (3.31) 
The coefficients D(x) and K(x) have been selected so they are far from piecewise-
contant, and, so, significant errors may occur in the LCM solutions. The solution has 
been chosen and the source term, S(x), has been found using the method of 
manufactured solutions (see Section 2.3.1). 
The grids used have a change in volume length at x = 0.5, h being constant on either 
side of that point. Results are presented for two different node/element configurations as 
shown in Figure 15. In each test, similar configurations have been used for both LCM 
and FVM. When the configuration shown in Figure 15(a) is used, and the number of 
nodes is varied, the positions of the nodes change. As a result, instead of the solution 
error at a particular node being presented below, the maximum error at any node is 
given. That is not the case with the configuration illustrated in Figure 15(b). 
In this test, only FVMAn and FVMHn are included as the coefficients are varying 
continuously over space, and it is assumed that they are known only at the nodes. Under 
such circumstances, the other schemes listed in Table 1 above cannot be implemented 
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Figure 15: Node positions for models in Test 1, with nodes located at the centre of the volumes, (a), and 
nodes located at the boundary of the volume, (b). 
Table 3 includes the maximum absolute solution error and the corresponding estimated 
orders of errors for the LCM and FVM schemes tested on grids as shown in Figure 
15(a). The order of the error is calculated as shown in Section 2.3.3. Table 4 contains 
similar results tested on grids as shown in Figure 15(b). In all cases, when the node 
spacing, h, is small, the errors are approximately proportional to h2, i.e. all three schmes 
appear to be second-order accurate on the uneven grids used. The differences between 
the FVMAn and FVMHn errors are small, but the errors in the LCM results are 
significantly smaller than for either FVM scheme.  
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Table 3: Maximum absolute error for LCM and FVM schemes calculated on grids as illustrated in Figure 
15(a) with different numbers of nodes. The estimated orders of the errors are included in bold. 
N LCM FVMAn FVMHn 
8 5.2226E−04 1.3398E−03 0.001587264 
14 8.8192E−05 4.5360E−04 0.000494113 
26 1.2373E−05 1.2733E−04 0.000136652 
 
2.5 1.4 1.6 
50 2.8492E−06 3.3298E−05 3.58746E−05 
 
3.0 1.8 1.8 
98 8.1884E−07 8.4908E−06 9.18659E−06 
 
2.2 1.9 1.9 
194 2.1883E−07 2.1425E−06 2.3249E−06 
 
1.8 2.0 2.0 
386 5.6524E−08 5.3802E−07 5.84753E−07 
 
1.9 2.0 2.0 
770 1.4360E−08 1.3480E−07 1.4663E−07 
 
1.9 2.0 2.0 
1538 3.6117E−09 3.3737E−08 3.67124E−08 
 
2.0 2.0 2.0 
3074 8.2440E−10 8.4393E−09 9.18535E−09 
 
1.9 2.0 2.0 
Table 4: Maximum absolute error for LCM and FVM schemes calculated on grids as illustrated in Figure 
15(b) with different numbers of nodes. The estimated orders of the errors are included in bold. 
N LCM FVMAn FVMHn 
7 2.1211E−04 2.5047E−03 2.5951E−03 
13 4.3016E−05 6.2617E−04 6.3942E−04 
25 1.0133E−05 1.5654E−04 1.5927E−04 
 
2.4 2.0 2.0 
49 2.4945E−06 3.9136E−05 3.97805E−05 
 
2.1 2.0 2.0 
97 6.2119E−07 9.7840E−06 9.94285E−06 
 
2.0 2.0 2.0 
193 1.5515E−07 2.4460E−06 2.48557E−06 
 
2.0 2.0 2.0 
385 3.8777E−08 6.1150E−07 6.21384E−07 
 
2.0 2.0 2.0 
769 9.6928E−09 1.5287E−07 1.55345E−07 
 
2.0 2.0 2.0 
1537 2.3918E−09 3.8217E−08 3.88352E−08 
 
2.0 2.0 2.0 
3073 3.6570E−10 9.5532E−09 9.71285E−09 
 
1.8 2.0 2.0 
The results in the two tables demonstrate that LCM can be solved on both grids, shown 
in Figure 15, but LCM is more accurate in the second case. LCM is also significantly 
more accurate for this problem than the FVM schemes tested. The results also suggest 
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an order of convergence that is equivalent to FVM and it shows that LCM can be 
applied to a general problem with continuously varying coefficients on an uneven grid.  
The order of convergence (see Section 2.3.2) estimated from numerical results does not 
necessarily match the order of convergence of the scheme determined through analysis 
of the source or sources of errors within it. For example, it is known that FVM is first 
order when the grid is uneven due to derivative approximations used in its derivation. 
Here, however, FVM exhibits second order accuracy on this specific grid configuration. 
Schemes that exhibit this behaviour  are called supra-convergent [75-76]. There are 
suggestions that it is related to the regularity and structure of the grid. For example, 
grids with periodic structures, or grids with the distances between nodes varying only 
slightly, can lead to methods exhibiting a higher order of accuracy than expected. What 
is clear is that the tests presented here do not prove that LCM is a second-order scheme 
on an uneven grid, but simply show that it may be. 
Note that the node/element configurations used in all subsequent tests here are similar to 
those illustrated in Figure 15(b) but with nodes evenly spaced over the domains. 
3.3.2 Test 2: Reaction-diffusion in a thin-film semiconductor gas sensor 
Thin-film semiconductor gas sensors, sometimes called metal-oxide sensors, are used to 
detect gases through a reaction process that takes place at an active sensing layer within 
them (see Figure 16(a)). The active layer has an electric conductivity that changes when 
it is in contact with gases, thus allowing gas detection. The reaction that takes place 
between the sensing layer and the gases is completely reversible [90-91, 94]. 
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Figure 16: Porous inkjet-printed chromium/titanium-oxide layer (sensing layer) [94], (a). Simplified 
model of sensor layers, (b). 
The physical processes within a thin-film semiconductor gas sensor involve both 
reaction and diffusion. The gas to be detected diffuses through pores in the sensing 
layer; if the gas is flammable, then diffusion is followed by a reaction process in which 
the gas reacts with oxygen in the metal oxide grains. The governing equation, simplified 
to one dimension as illustrated in Figure 16(b), is [90] 
 
2
2
A A
K A
C C
D kC
t x
 
 
 
 
where CA is the target gas concentration. 
In these porous materials, gas diffusion depends on the pore size, and, for materials with 
pore sizes between 1 to 100nm, a type of diffusion known as Knudsen diffusion 
prevails. The diffusion coefficient depends on the radius of the pores, r, gas constant, R, 
molecular weight of the gas, M, and temperature, T, at which the process takes place, 
and is given by 
 
4 2
3
K
r RT
D
M


 (3.32) 
while the reaction coefficient, sometimes called the rate constant, is 
(a) 
(b) 
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 0 exp
kEk k
RT
 
  
 
 (3.33) 
where k0 is called the pre-exponential constant and Ek is the activation energy. The 
model considered by Sakai et al. [90], shown in Figure 16(b), has boundary conditions 
   ,0A A sC C , 
 
0
AC
x
 


 (3.34) 
The problem modelled (as in Sakai et al) is an SnO2 thin film semiconductor gas sensor 
with a constant pore radius of r = 2nm designed to detect a carbon monoxide (CO) gas 
with a gas constant R = 297J/KgK and molecular weight M = 28.08g/mol. The 
temperature at which the detection on the sensing layer takes place is T = 350K. Using 
Eq. (3.32), the Knudsen diffusion coefficient is calculated as DK = 4.1×10
12nm/sec. 
Results are presented for five different values of k, k= 4.1×106, 3.69×107, , 4.1×108, 
3.69×109 and 4.1×1010s-1 (the higher the reaction rate, the lower the solution values, 
except at the boundaries). The LCM and FVM solutions, and the associated absolute 
errors in the LCM solutions, are shown in Figure 17. These results, and other testing not 
reported here, show that LCM produces exact solutions and that the errors plotted are 
due to round-off. 
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 (a) 
 
(b) 
 
Figure 17: Concentration of SnO2 over the sensing layer for five different reaction rates, where the blue 
dots represent the LCM solutions, the red squares represent the FVM solutions, and the black lines 
represent the exact solution given by Sakai et al. [90], (a). The higher the reaction rate, the lower the 
solution values. The corresponding absolute errors in the LCM solutions, (b). 
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3.3.3 Test 3: Heat transfer through insulated walls 
Over the years, better building insulation materials and improvements in design have 
helped to reduce energy losses through walls and roofs; however, it continues to remain 
an highly active area of research. In this section, the heat transfer through two insulated 
walls is modelled using the LCM method in order to demonstrate that it can produce 
exact solutions for diffusion problems with piecewise-constant coefficients.  
The one-dimensional steady-state heat equation 
 0
T
k
x x
  
 
  
 (3.35) 
can be solved to find the temperature distribution across a solid wall section within 
which there is no heat generation. If the wall is composed of several layers of different 
materials, then the thermal conductivity, k, is a piecewise-constant function of x. The 
walls in the problem tested are composed of four layers assembled in two different 
configurations (as shown in Figure 18). In the first, the insulation is placed near the 
outside, while, in the second, the insulation is located near the inside. The material 
properties and the thicknesses of each layer are given in Table 5. 
Cement 
Plaster 
Thermal 
Insulation
Heavy Weight 
Concrete
Cement 
Plaster
W1 W2
Inside Outside
(a) (b)
 
Figure 18: Sections of walls modelled using LCM. 
Table 5: Thermal conductivities of the materials used in the walls, and the thicknesses of the wall layers 
[64]. 
Material k (W/m K) Thickness (m) 
Cement Plaster 0.72 0.015 
Moulded Polystyrene 0.034 0.088 
Heavy-weight concrete 1.73 0.1 
The nodes in the models tested are evenly spaced and their locations do not correspond 
with the physical layers. For simplicity, the boundary conditions used are Tin = 25°C 
and Tout = 49°C. Solutions are shown for both walls in Figure 19. The LCM results are 
compared with the exact solution and results from the FVMHn scheme. 
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(a) 
 
(b) 
 
Figure 19: Steady-state temperature distribution across wall 1, (a) and wall 2, (b). 
The absolute errors in the LCM and FVM solutions obtained using N = 11 are plotted in 
Figure 20. The size of the LCM solution errors is consistent with them being the result 
of round-off errors only, i.e. LCM produces exact solutions for this problem. This, and 
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other testing not presented here, confirms that LCM produces exact solutions for a 
diffusion problem with piecewise-constant coefficients. 
(a) 
 
(b) 
 
Figure 20: Errors in the solutions shown in Figure 19(a), (a), and in Figure 19(b), (b). 
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In the next three tests, one of the coefficients varies continuously over space so all 
methods tested exhibit systematic errors (because the continuously varying coefficient 
is approximated by a piecewise-constant function). The consistency of convergence of 
the solutions is examined for situations where, as in Test 3, the node positions do not 
correspond with coefficient discontinuities, and the accuracy of LCM and FVM is 
compared. 
3.3.4 Test 4: Consistency of convergence with K and D piecewise-constant 
This test models problems with S(x) varying continuously with x and with D(x) and K(x) 
both piecewise-constant. The coefficients are specified in Table 2 above. The boundary 
voltages are VL = 0 and VR = 1. It is assumed that the value of S(x) is only known at the 
nodes, and is therefore approximated using a piecewise-constant function as in Test 1 
above. The source term is 
   21S x x 
 (3.36)
 
where  is a constant for any given test. 
Figure 21(a) shows the solution with  = 1 obtained using a small node spacing. The 
approximate errors at x = 0.5 for LCM and the different FVM schemes are plotted 
against h in Figure 21(b). These suggest that the LCM method is significantly more 
accurate than the FVM schemes tested for this problem. 
The approximate errors have been calculated relative to a highly accurate solution 
obtained using Richardson Extrapolation as described above. The values used in the 
extrapolation were obtained using the LCM method with 2049, 4096 and 8192 nodes. 
The reason why the LCM solutions have been used is clear from the results presented in 
Table 6, where the estimated order of convergence along with the solution values used 
to calculate them are shown. These results show that the LCM solutions converge in a 
consistent manner as the node spacing is decreased, unlike the FVM solutions. 
Richardson extrapolation therefore cannot be used with the FVM results, and it is not 
possible to estimate the accuracy of the FVM solutions by measuring how much they 
change as the node spacing is changed. 
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 (a) 
 
(b) 
 
Figure 21: A solution for Test 4 in Table 2. The problem has three layers with discontinuities at x = 0.3 
and x = 0.6, (a). The estimated errors in the solutions at x = 0.5 are plotted against h, (b). 
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Solution with S = 1 + x
2
x
V
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
Error with S = 1 + x
2
h
*
E
R
el
m
 
 
LCM
FVM
AA
FVM
HA
FVM
BA
FVM
An
FVM
Bn
FVM
BHA
 59 
 
Table 6: Values of the solution at the midpoint of the domain obtained using LCM and FVM schemes for 
different numbers of nodes. The estimated orders of the errors are given in bold font. 
N LCM FVMAA FVMHA FVMBA FVMAn FVMBn FVMBHA 
5 0.335323 0.256814 0.255351 0.265277 0.256435 0.272510 0.261024 
9 0.335124 0.325179 0.323409 0.324591 0.329395 0.318310 0.322407 
17 0.335094 0.333817 0.332410 0.334229 0.336368 0.326172 0.332582 
  2.7 3.0 2.9 2.6 3.4 2.5 2.6 
33 0.335088 0.335197 0.334927 0.334417 0.331553 0.335464 0.334330 
  2.2 2.6 1.8 5.7 0.5 −0.2 2.5 
65 0.335086 0.335319 0.335164 0.335115 0.334676 0.335408 0.334917 
  2.1 3.5 3.4 −1.9 0.6 7.4 1.6 
129 0.335086 0.335235 0.335136 0.335173 0.335443 0.334809 0.335047 
  2.1 0.5 3.1 3.6 2.0 −3.4 2.2 
257 0.335086 0.335132 0.335049 0.335175 0.335293 0.334685 0.335077 
  2.1 −0.3 −1.6 4.3 2.4 2.3 2.1 
513 0.335086 0.335137 0.335121 0.335087 0.334916 0.335152 0.335083 
  2.0 4.6 0.3 −4.9 −1.3 −1.9 2.4 
1025 0.335086 0.335110 0.335100 0.335097 0.335070 0.335115 0.335085 
  2.0 −2.6 1.8 3.1 1.3 3.7 1.5 
2049 0.335086 0.335097 0.335091 0.335093 0.335110 0.335071 0.335086 
  2.0 1.1 1.2 1.4 2.0 −0.3 2.1 
It is not surprising that the FVM schemes do not converge in a consistent manner given 
the ways in which the FVM equation coefficients (in particular, the values of D) are 
calculated from the problem coefficients, and the fact that the nodes/volumes do not 
necessarily correspond to the discontinuities in those coefficients. 
A clearer comparison of the accuracy of the schemes can be made by looking at the 
corresponding approximate relative errors listed in Table 7. It is clear that, for this 
problem, the LCM scheme is significantly more accurate than all of the FVM 
configurations tested. The difference in accuracy between LCM and FVM is greater 
than in Test 1. That is expected since two of the coefficients are piecewise constant in 
this test. 
The next question examined here is whether this advantage is maintained if the 
magnitude of S(x) is increased, leading to larger errors in the LCM parameters and 
causing the source function to dominate the solution. The estimated absolute errors at 
x = 0.5 obtained from models with N = 65 and S(x) = 1 + αx2 are given in Table 8 for a 
range of values of . The reason why absolute errors are shown here (rather than 
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relative errors as given in Table 7) is because the solution values vary significantly with 
. 
Table 7: Estimated relative errors at the midpoint of the domain in the FVM and LCM solutions for Test 4 
for different numbers of nodes (as plotted in Figure 21b). 
N LCM FVMAA FVMHA FVMBA FVMAn FVMBn FVMBHA 
5 −7.0647E−04 2.3359E−01 2.3795E−01 2.0833E−01 2.3472E−01 1.8675E−01 2.2102E−01 
9 −1.1535E−04 2.9564E−02 3.4848E−02 3.1320E−02 1.6984E−02 5.0065E−02 3.7836E−02 
17 −2.5096E−05 3.7868E−03 7.9843E−03 2.5569E−03 −3.8279E−03 2.6601E−02 7.4720E−03 
33 −5.7961E−06 −3.3156E−04 4.7402E−04 1.9948E−03 1.0543E−02 −1.1291E−03 2.2565E−03 
65 −1.3782E−06 −6.9449E−04 −2.3483E−04 −8.5913E−05 1.2240E−03 −9.6228E−04 5.0415E−04 
129 −3.3647E−07 −4.4489E−04 −1.5115E−04 −2.5906E−04 −1.0666E−03 8.2650E−04 1.1529E−04 
257 −8.5765E−08 −1.3884E−04 1.0967E−04 −2.6761E−04 −6.1900E−04 1.1974E−03 2.5781E−05 
513 −2.3769E−08 −1.5186E−04 −1.0540E−04 −4.1455E−06 5.0559E−04 −1.9628E−04 8.2845E−06 
1025 −8.3510E−09 −7.1715E−05 −4.3825E−05 −3.3876E−05 4.5839E−05 −8.6602E−05 1.9092E−06 
2049 −4.5564E−09 −3.4693E−05 −1.6500E−05 −2.2791E−05 −7.2842E−05 4.4611E−05 4.4063E−07 
 
Table 8: Absolute errors in the solutions at the midpoint of the domain for Test 4 with N=65 for a range 
of values of . Note that the error for LCM with  = 0 is due to round-off errors. 
  LCM FVMAA FVMHA FVMBA FVMAn FVMBn FVMBHA 
0 −9.4004E−10 −2.3445E−04 −7.8021E−05 −2.9876E−05 4.1281E−04 −3.3225E−04 1.7081E−04 
1 −4.6184E−07 −2.3271E−04 −7.8688E−05 −2.8788E−05 4.1016E−04 −3.2245E−04 1.6893E−04 
10 −4.6084E−06 −2.1705E−04 −8.4690E−05 −1.8997E−05 3.8628E−04 −2.3422E−04 1.5204E−04 
20 −9.2157E−06 −1.9965E−04 −9.1358E−05 −8.1167E−06 3.5974E−04 −1.3620E−04 1.3328E−04 
30 −1.3823E−05 −1.8225E−04 −9.8026E−05 2.7633E−06 3.3320E−04 −3.8169E−05 1.1451E−04 
40 −1.8430E−05 −1.6485E−04 −1.0470E−04 1.3643E−05 3.0667E−04 5.9857E−05 9.5741E−05 
50 −2.3037E−05 −1.4745E−04 −1.1136E−04 2.4523E−05 2.8013E−04 1.5788E−04 7.6974E−05 
60 −2.7645E−05 −1.3005E−04 −1.1803E−04 3.5403E−05 2.5359E−04 2.5591E−04 5.8207E−05 
70 −3.2252E−05 −1.1264E−04 −1.2470E−04 4.6283E−05 2.2706E−04 3.5394E−04 3.9440E−05 
80 −3.6859E−05 −9.5243E−05 −1.3137E−04 5.7163E−05 2.0052E−04 4.5196E−04 2.0672E−05 
90 −4.1466E−05 −7.7841E−05 −1.3804E−04 6.8042E−05 1.7398E−04 5.4999E−04 1.9053E−06 
The error in the LCM solution increases as  increases. While the relative errors in the 
values of Il and Ir may not vary significantly as  is increased, the effect of those errors 
on the solution would be expected to be greater as the source term increasingly dictates 
the solution shape. The opposite is true for some of the FVM schemes. In all cases the 
errors increase in an apparently linear fashion over the range presented (as is clear from 
Figure 22). There are a number of possible errors leading to discretization errors in the 
FVM solutions: 
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1. Errors due to the approximation of the average of S(x) over the length of each 
volume/element. 
2. Errors due to the approximation of d/dx at the volume boundaries in the finite 
volume scheme. For evenly spaced nodes, this error is dependent on the third 
spatial derivative of (x) 
3. Errors due to the values of D used at the volume faces. These will only occur in 
the vicinity of the discontinuities in this test and will depend on the node 
positions and the approximation method used. The results in Table 8 are for 
models with the same node spacing so the errors are only dependent on the 
method of approximation 
4. Errors in the approximation of the integral of K used in implementing the FVM 
methods (as outlined in Appendix E). In these tests, that will depend on how 
closely the piecewise-linear approximation of (x) used matches the actual 
solution 
while there is only one source of errors in the LCM solution, the approximation of S(x) 
with a piecewise-constant function. 
Testing has shown that the first, second and third spatial derivatives of the solution vary 
linearly with  in this example. It would be expected then that the various sources of 
error in the FVM results would also vary linearly with . The different FVM 
implementations only differ in how the diffusion term is approximated, but those 
differences can be significant as is clear from Figure 22. 
As expected, the errors in the LCM solutions approach 0 as  approaches 0. They also 
vary with in a linear manner in this case. For larger  values, some of the FVM 
schemes produce more accurate results than the LCM method. That is not surprising 
since errors from different sources in the FVM schemes may be positive or negative, 
and for certain problems they will tend to cancel each other out. 
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Figure 22: Data in Table 8 in chart form. 
3.3.5 Test 5: Consistency of convergence with D and S piecewise-constant 
This test is similar to Test 4 but, in this case, only K(x) varies continuously over space. 
Figure 23(a) shows the solution with K(x) = 1 + x2. Figure 23(b) shows how the 
estimated relative errors at the midpoint of the domain vary with the node spacing. 
Again, it can be seen that the LCM method is significantly more accurate than the FVM 
schemes tested. Table 9 lists the equivalent solution values along with estimates of the 
order of convergence. It is clear that none of the FVM solutions converge in a consistent 
manner. The LCM method, however, converges in a consistently second order manner 
as h is decreased. 
As in Test 4, the highly accurate solution used to estimate the errors was found using 
Richardson Extrapolation. Table 10 lists the error values plotted in Figure 23(b). It is 
clear that the LCM scheme is significantly more accurate in this test than the FVM 
schemes for all node spacings used. 
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(a) 
 
(b) 
 
Figure 23: Solution for Test 5 (details of which are given in Table 2) with  = 1, (a). The problem has 
three layers with discontinuities at x = 0.3 and x = 0.6. The variation in the relative error at x = 0.5 with 
node spacing is also shown, (b). 
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Table 9: Numerical solution at the midpoint of the domain for both LCM and FVM schemes for different 
numbers of nodes. The estimated orders of the errors are given in bold font. 
N LCM FVMAA FVMHA FVMBA FVMAn FVMBn FVMBHA 
5 1.240758 1.268820 1.287378 1.286618 1.307724 1.241082 1.302625 
9 1.241171 1.247864 1.253790 1.249562 1.241211 1.282062 1.256565 
17 1.241228 1.239057 1.241709 1.243340 1.251443 1.250688 1.244830 
  2.8 1.3 1.5 2.6 2.7 0.4 2.0 
33 1.241240 1.239050 1.240108 1.240389 1.238341 1.243185 1.241458 
  2.3 10.3 2.9 1.1 −0.4 2.1 1.8 
65 1.241243 1.240288 1.240943 1.240587 1.241600 1.238248 1.241385 
  2.1 −7.5 0.9 3.9 2.0 0.6 5.5 
129 1.241243 1.240731 1.241106 1.240845 1.240272 1.242844 1.241290 
  2.1 1.5 2.4 −0.4 1.3 0.1 −0.4 
257 1.241244 1.240951 1.241112 1.241168 1.241730 1.241607 1.241256 
  2.1 1.0 4.7 −0.3 −0.1 1.9 1.5 
513 1.241244 1.241079 1.241146 1.241180 1.241058 1.241351 1.241244 
  2.0 0.8 −2.5 4.8 1.1 2.3 1.6 
1025 1.241244 1.241172 1.241213 1.241195 1.241257 1.241050 1.241244 
  2.0 0.5 −1.0 −0.4 1.8 −0.2 5.5 
2049 1.241244 1.241209 1.241232 1.241216 1.241180 1.241341 1.241244 
  2.0 1.3 1.8 −0.5 1.4 0.0 −0.5 
As in Test 4, the absolute errors at the midpoint have been calculated for a range of 
values of  (where K = (1 + x2)) and the results are given in Table 10 and plotted in 
Figure 24. As before, the LCM errors vary in a similar fashion to those for the FVM 
schemes but are generally significantly smaller than the FVM errors and are 0 when 
 = 0.  
Table 10: Estimated relative errors at the midpoint of the domain in the FVM and LCM solutions for Test 
5 calculated using different numbers of nodes.  
N LCM FVMAA FVMHA FVMBA FVMAn FVMBn FVMBHA 
5 3.9164E−04 −2.2217E−02 −3.7168E−02 −3.6555E−02 −5.3559E−02 1.3045E−04 −4.9452E−02 
9 5.8659E−05 −5.3335E−03 −1.0108E−02 −6.7015E−03 2.6590E−05 −3.2885E−02 −1.2344E−02 
17 1.2251E−05 1.7619E−03 −3.7516E−04 −1.6889E−03 −8.2168E−03 −7.6088E−03 −2.8896E−03 
33 2.8073E−06 1.7675E−03 9.1503E−04 6.8889E−04 2.3386E−03 −1.5642E−03 −1.7270E−04 
65 6.6308E−07 7.6961E−04 2.4225E−04 5.2941E−04 −2.8691E−04 2.4132E−03 −1.1423E−04 
129 1.6081E−07 4.1341E−04 1.1108E−04 3.2150E−04 7.8252E−04 −1.2891E−03 −3.7672E−05 
257 3.9830E−08 2.3557E−04 1.0614E−04 6.0790E−05 −3.9168E−04 −2.9297E−04 −1.0021E−05 
513 9.9613E−09 1.3262E−04 7.8544E−05 5.1425E−05 1.4976E−04 −8.6295E−05 −6.4031E−07 
1025 2.5414E−09 5.7636E−05 2.4839E−05 3.9317E−05 −1.1025E−05 1.5577E−04 −4.3356E−07 
2049 6.8948E−10 2.8064E−05 9.1732E−06 2.2305E−05 5.1212E−05 −7.8200E−05 −1.4497E−07 
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Table 11: Absolute errors in the solution at the midpoint of the domain for models for Test 5 with N = 65 
for a range of values of . Note that the error for LCM with  = 0 is due to round−off errors. 
 LCM FVMAA FVMHA FVMBA FVMAn FVMBn FVMBHA 
0 3.3705E−09 9.6382E−04 3.0026E−04 6.6233E−04 −3.6458E−04 3.0331E−03 −1.4757E−04 
1 8.2302E−07 9.5528E−04 3.0069E−04 6.5712E−04 −3.5613E−04 2.9953E−03 −1.4178E−04 
10 7.1605E−06 8.8972E−04 3.0739E−04 6.1826E−04 −2.8513E−04 2.6943E−03 −9.2176E−05 
20 1.2397E−05 8.3564E−04 3.1863E−04 5.8813E−04 −2.1614E−04 2.4268E−03 −4.2343E−05 
30 1.6250E−05 7.9551E−04 3.3177E−04 5.6736E−04 −1.5628E−04 2.2123E−03 2.0929E−06 
40 1.9093E−05 7.6524E−04 3.4548E−04 5.5294E−04 −1.0435E−04 2.0375E−03 4.1490E−05 
50 2.1185E−05 7.4202E−04 3.5896E−04 5.4282E−04 −5.9272E−05 1.8934E−03 7.6284E−05 
60 2.2713E−05 7.2388E−04 3.7176E−04 5.3562E−04 −2.0139E−05 1.7730E−03 1.0692E−04 
70 2.3812E−05 7.0943E−04 3.8361E−04 5.3038E−04 1.3840E−05 1.6713E−03 1.3384E−04 
80 2.4583E−05 6.9766E−04 3.9437E−04 5.2642E−04 4.3345E−05 1.5845E−03 1.5743E−04 
90 2.5103E−05 6.8783E−04 4.0399E−04 5.2329E−04 6.8955E−05 1.5097E−03 1.78E−04 
 
Figure 24: Data in Table 11 shown in chart form. 
3.3.6 Test 6: Consistency of convergence with K and S piecewise-constant 
This test is similar to Tests 4 and 5 but, in this case, only D(x) varies continuously over 
space. Since it is assumed that the values of D(x) are only known at the nodes, only two 
of the FVM schemes can be implemented, FVMAn and FVMHn. 
The results in Figure 25, the data for which is given in Table 12 (and the estimated 
relative errors in Table 13), are consistent with those from Tests 4 and 5 in that the 
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LCM scheme is significantly more accurate than the FVM schemes tested, and in that it 
converges in a consistent manner as h is reduced. 
(a) 
 
(b) 
 
Figure 25: Solution for Test 6 (details of which are given in Table 2) with  = 1, (a). The problem has 
three layers with discontinuities at x = 0.3 and x = 0.6. The variation in the relative error at x = 0.5 with 
node spacing is also shown, (b). 
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Table 12: Numerical solution at the midpoint of the domain for LCM and FVM schemes calculated with 
different numbers of nodes. The estimated orders of the errors are given in bold. 
N LCM FVMAn FVMHn 
5 0.227817 0.164841 0.165323 
9 0.227981 0.217039 0.217427 
17 0.227958 0.226050 0.226159 
  2.8 2.5 2.6 
33 0.227967 0.227274 0.227301 
  1.3 2.9 2.9 
65 0.227971 0.227832 0.227839 
  1.5 1.1 1.1 
129 0.227972 0.227937 0.227939 
  1.8 2.4 2.4 
257 0.227972 0.227965 0.227966 
  2.0 1.9 1.9 
513 0.227972 0.227969 0.227969 
  1.9 2.8 2.8 
1025 0.227972 0.227971 0.227971 
  2.0 1.0 0.9 
2049 0.227972 0.227972 0.227972 
  2.0 2.3 2.4 
Table 13: Estimated relative errors in the FVM and LCM solution for Test 6 at the midpoint of the 
domain for different numbers of nodes (as plotted in Figure 25). 
N LCM FVMAn FVMHn 
5 6.3718E−04 2.7692E−01 2.7481E−01 
9 2.6580E−04 4.7957E−02 4.6254E−02 
17 8.9762E−06 8.4286E−03 7.9508E−03 
33 1.8510E−07 3.0632E−03 2.9410E−03 
65 4.0184E−07 6.1553E−04 5.8480E−04 
129 6.0534E−08 1.5086E−04 1.4316E−04 
257 2.7265E−08 2.9131E−05 2.7207E−05 
513 8.5126E−09 1.1245E−05 1.0764E−05 
1025 3.2929E−09 2.3300E−06 2.2097E−06 
2049 1.8758E−09 5.8070E−07 5.5062E−07 
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Table 14: Absolute errors in the solution at the midpoint of the domain for models for Test 6 with N = 65 
for a range of values of . Note that the error for LCM with  = 0 is due to round-off errors. 
 LCM FVMAn FVMHn 
0 6.7833E−12 1.4108E−04 1.4108E−04 
1 -9.1288E−08 1.4032E−04 1.3332E−04 
10 2.6794E−05 9.8899E−05 5.4206E−05 
20 2.9679E−05 6.5202E−05 4.1267E−05 
30 2.7432E−05 4.4614E−05 4.5698E−05 
40 2.4476E−05 3.0820E−05 5.4615E−05 
50 2.1603E−05 2.0811E−05 6.4764E−05 
60 1.8956E−05 1.3092E−05 7.5082E−05 
70 1.6535E−05 6.8481E−06 8.5180E−05 
80 1.4312E−05 1.6065E−06 9.4915E−05 
90 1.2253E−05 -2.9277E−06 1.0424E−04 
 
 
Figure 26: Data in Table 14 presented in chart form. 
To summarize: 
 LCM produces exact solutions for steady-state reaction-diffusion problems with 
piecewise-constant coefficients 
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 It can be applied to general problems with coefficients continuously varying 
over space on both even and uneven grid with an order of error similar to FVM 
and higher accuracy than the FVM schemes tested. It may be second order on 
uneven grids but that has not been established 
 When one coefficient varies continuously over space while the others are 
piecewise constant, the method is, in general, significantly more accurate than 
FVM 
 Results strongly suggest that LCM converges on the exact solution consistently 
when the node locations do not correspond to the layer boundaries. They also 
suggest that this is not the case for the FVM schemes tested here  
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Chapter 4 
4 Transient one-dimensional reaction diffusion 
 
 
 
 
 
4.1 Introduction 
There are three steps in implementing steady-state LCM as outlined in the previous 
chapter: 
1. Modelling of the problem in question using a series of uniform TL segments 
with zero capacitance and inductance 
2. Modelling of those segments using a series of lumped-component circuit 
elements 
3. Calculation of the voltages at the nodes given the specified boundary conditions 
When extended to modelling reaction-diffusion in the time domain, each of these steps 
is affected. 
Firstly, the basis for the method is the similarity between the reaction-diffusion equation 
 D K S
t x x
   
   
   
 
  (4.1) 
and the Telegrapher’s equation for the voltage along a TL 
 
1
d d d
d
V V
C G V I
t x R x
   
   
   
 (4.2) 
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It is clear that in transient LCM, the TL being modelled must have non-zero distributed 
capacitance, Cd. 
Secondly, it is not possible to have a lumped-component circuit element that behaves 
under transient conditions (in terms of the input and output currents and voltages) in 
exactly the same manner as a uniform TL segment (or a series of uniform TL segments) 
with distributed capacitance. Therefore, unlike in steady state, this step, in time-domain 
modelling, introduces errors. 
Thirdly, the voltages at the nodes must now be calculated over time and so a time-
stepping technique is required. Further errors will be introduced in the solution because 
of temporal discretization. 
In the previous chapter, it was shown that LCM has a number of features that 
potentially make it superior to FVM when solving steady-state one-dimensional 
reaction-diffusion problems with piecewise-constant coefficients. In this chapter, tests 
are carried out to investigate whether or not those advantages are maintained under 
transient conditions. LCM solutions are compared with those from equivalent FVM 
schemes in terms of accuracy and convergence, and TLM time-stepping schemes are 
tested for both LCM and FVM. 
In the testing presented in Chapter 3, a variety of methods have been used for 
calculating D at the control volume faces in FVM implementations. The accuracy and 
consistency of each approximation depends on the situation being modelled and no 
clear pattern can be seen in the results. In order to reduce the quantity of transient 
results presented in this chapter, and, since, in literature, for piecewise-constant 
coefficients, the harmonic mean approximation is recommended [10], in most cases 
only results obtained using it are presented here (i.e., unless otherwise stated, the FVM 
results given below have been obtained using the FVMHA scheme). 
Since analytical solutions are not readily available for transient problems, benchmark 
numerical solutions, as detailed in section 2.3, are used here when estimating errors. 
The spatial errors for the benchmark solutions have been kept small by using a node 
spacing that is at least one quarter of the smallest node spacing used in each test. The 
time-stepping errors have been minimized by using the 4th order Runge-Kutta methods, 
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implemented using the MATLAB ode45 function [95], with a relative tolerance of 
1×10−7 (i.e. any time-stepping error is less than 1×10−7 times the solution value [96]). 
4.2 Equations for TL segments and lumped-component circuit elements 
The equation governing the voltage along a uniform TL can be derived from the 
equivalent equation for a more general TL derived in Appendix B. For a uniform TL 
segment with constant Cd, this simplifies to Eq. (4.2). 
In steady state, the LCM equations are derived by solving the first order telegrapher’s 
equations analytically for a uniform TL segment to find the I/O relationship. For 
transient modelling, that method is not possible because closed-form solutions of the 
relevant equations 
 
 
 
 , ,
,d d d
I x t V x t
I G V x t C
x t
 
  
 
 (4.3) 
and 
 
   
 
, ,
,d d
V x t I x t
L I x t R
x t
 
  
 
 (4.4) 
are difficult to solve analytically. A solution can, however, be found for the quasi-
steady-state situation, where the current and voltages are varying sinusoidally over time, 
using a phasor analysis. 
If the voltage and current at the “input” of a uniform segment with distributed 
capacitance are given by 
    max0, cosiV V t V t     (4.5) 
    max0, cosiI I t I t     (4.6) 
they allow Equations (4.3) and (4.4) to be solved. Coverting these to complex sinusoidal 
form, substituting into Equations (4.3) and (4.4), and solving gives 
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 (4.7) 
where 
  cosh x    (4.8) 
  sinh x    
 dR   (4.9) 
 d dG jC    (4.10) 
This relationship is similar to the one derived in section 3.2.1, for steady-state LCM. 
The equivalent I/O relationship for the lumped-component circuit element shown in 
Figure 27 is 
  
   
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1 1
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 
 
 (4.11) 
where 
     2l r l r l r l r r l l rG G R G G C C j C G C G j C C            (4.12) 
 
Figure 27: Lumped-component circuit element with capacitors. 
In order to implement the method as before, the coefficients in Equations (4.7) and 
(4.11) must be equated, giving equations for the lumped-component circuit parameters 
n 1n 
x
iI
iV
lG lI
R
rI rG o
V
oI
lC rC
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in terms of the distributed properties of the TL segment being modelled. Unfortunately, 
this cannot be done for all values of . As a result, an alternative approach is required. 
4.3 Derivation of transient LCM equations 
The alternative approach taken here involves calculating R, Gl, Gr, Il and Ir as in section 
3.2.1 (i.e. using values that will make the lumped-component circuit element equivalent 
to the TL segment being modelled under steady-state conditions). That leaves the 
question of how to calculate the values of Cl and Cr. Values for Cl and Cr cannot be 
found that will make the two equivalent and so an alternative method is employed. 
For any very short section of a uniform TL segment of length x, the current flowing 
into the distributed capacitance is CdxdV/dt. This current affects the currents at the 
ends of the TL, which consequently affects the voltages at those points. How it affects 
the currents at the ends depends on the variation in Rd and Gd along the TL segment. 
The two capacitors in the equivalent lumped-component element should affect the 
currents at both its ends in the same way, and so the calculation of their values must 
take into account that variation. 
Similarly, for a short TL segment, the current flowing out of the distributed current 
source is Idx. Again, the additional current at either end of the segment that results 
from this, depends on how Rd and Gd vary along the segment. It is already known how 
to calculate the values of the two current sources in the lumped-component element to 
account for that, i.e. the relationships between Il and Ir and the distributed properties, Id, 
Rd and Gd, are known. Assuming that dV/dt is constant over the length of the segment, 
the relationship between Cl, Cr and the distributed properties Cd, Rd and Gd must be 
similar. Given this assumption, the two lumped capacitors can be calculated as 
 
TL 1,1
TL 1,2
b 1
A
l dC C

  (4.13) 
and 
 
TL 1,1
TL 2,1
TL 1,2
TL 2,2
b
b
A
A
r dC C

  (4.14) 
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Testing has shown that the use of these equations produces highly accurate results. 
If a section between two nodes is composed of more than one uniform TL segment, then 
the capacitances for the lumped-component circuit element that represents the entire TL 
section are calculated in the same way as is used for the current sources (as presented 
above for steady-state modelling). 
As with Rd, Gd and Id the distributed capacitance, Cd, of a TL represents a certain 
property in a reaction-diffusion equation. For example, in a heat equation given as 
 c D K S
t x x
   
   
   
 
   (4.15) 
the distributed capacitance in the TL is analogous to the thermal capacitance c of the 
material through which the heat flows. If this property varies over space and/or time, 
then Cd in the TL analogue must vary in a similar manner. Note that such variations are 
not implemented here, but could be implemented in LCM for reaction diffusion by 
setting dC  equal to c. 
The last step in implementing LCM for transient reaction-diffusion is to determine the 
voltage at a node n, in the equivalent lumped-component circuit, in terms of the 
voltages at adjacent nodes. Consider two elements in a model that connects three nodes 
as shown in Figure 28. It is straightforward to show that 
    1 1, 1 , , , 1 , , 1
1
n n n n n
l n r n n r n l n r n l n
n n
dV V V V V
C C V G G I I
dt R R
 
  

    
         
   
(4.16) 
The time derivative term at the left hand side of Eq. (4.16) can be discretized using 
standard methods commonly used for FVM and finite difference modelling. 
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Figure 28: Three nodes in a lumped-component circuit model for the solution of transient reaction-
diffusion problems. 
4.4 Time-stepping and associated errors 
Under transient conditions, LCM does not produce exact solutions when the coefficients 
are piecewise constant. For the tests that follow, a first-order explicit time–stepping 
scheme is used. A TLM time-stepping method is also presented and tested for both 
LCM and FVM schemes. Spatial discretization errors are examined under transient 
conditions 4.5. 
In all the tests, the time step t is constant, but there is no reason why t could not be 
varied over time if required [67, 97-98]. 
4.4.1 TLM as time-stepping method for LCM 
Unlike in standard TLM, in which the method is used to directly model a transmission 
line that approximates the problem being solved, this section uses TLM as a time-
stepping method for LCM by modelling the capacitors in the lumped-component circuit. 
The capacitors in the circuit are first replaced by uniform lossless TL segments as 
shown in Figure 29. These have the required capacitance, but in order to allow the TLM 
method to be used, they must also have non-zero inductance. This will lead to wave-like 
errors as in standard TLM [67, 72, 97, 99]; nevertheless, these errors will tend towards 
zero as the time step length is reduced. These errors are examined in Chapter 5. 
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Figure 29: Two lumped-component circuit elements with capacitors modelled by TL segments. 
In order to have the correct capacitance, and to ensure that pulses arriving at one end of 
any TL segment will arrive at the other end t/2 later, the two TL segments between 
nodes n−1 and n must have impedances 
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r n n
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
  and , 1 12
l n n
l
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Z
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
  (4.17) 
For a pulse scattered to the left from a node at a given time step, the fraction that will 
arrive at the adjacent node to the left at the next time step is shown in Appendix A to be 
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 (4.18) 
The fraction of such a pulse that will be reflected back to the node from which it 
originated is 
1 l LRLR
r
Z
Z

    
For pulses scattered to the right from the node, the equivalent transmission and 
reflection coefficients are 
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l
Z
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
    (4.19) 
According to Kirchhoff’s current law, the sum of the currents at node n at any instant 
must be zero, giving 
 , , 1 , , 1
, , 1 , , 1
k k k k
k kn n n n
r n l n r n n l n n
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 
 
        (4.20) 
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As in standard lossy TLM, the voltage scattered from a node at time step k is equal to 
the node voltage minus the voltage incident at the node at that instant, and so 
 k k kn n nVsl V Vil   (4.21) 
and 
 k k kn n nVsr V Vir   (4.22) 
Using Equations (4.21) and (4.22) to replace the scattered voltages in Eq. (4.20), and 
rearranging gives the node voltage in terms of the incident voltages 
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 (4.23) 
The incident voltages at the next time step are then 
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and  
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At time t = 0, either the incident or the scattered voltages can be used to initialize the 
model. If the initial incident voltages from right and left at each node are equal (which 
is standard in TLM diffusion models) then the initial scattered pulses must be  
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 (4.25) 
In all models tested below, there are nodes positioned at the domain boundaries and 
only Dirichlet boundary conditions are implemented. The node voltages at the 
boundaries are simply fixed at the desired values. 
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4.4.2 TLM as a time-stepping method for FVM 
Consider the FVM approximation of a reaction-diffusion equation 
 
   1 1
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   
  (4.26) 
When compared with the equivalent equation for LCM 
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it is clear that a lumped-component circuit with parameters 
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 , , 1r n l n nI I S h   (4.29) 
 , , 1r n l n nG G K h   (4.30) 
 , , 1r n l nC C h   (4.31) 
is analogous to the FVM approximation. Solving the equations for the voltage at nodes 
in such a circuit is the same as solving the FVM equations. As with LCM, the capacitors 
can be replaced with TL segments and the time stepping can be performed using TLM 
as described above. 
4.4.3 Testing of the TLM time-stepping scheme for LCM and FVM 
To test the two schemes, a problem involving heat conduction in a plate with piecewise-
constant coefficients is considered here. The domain consists of three physical layers 
with piecewise-constant coefficients D = {0.02,0.08,0.05}cm2/s, S = {0.04,0.6,0.14} 
°C/s and K = {0.2,0.4,0.6}s−1, as shown in . The node spacing is h = 0.1 cm with 
discontinuities at x = 0.3 cm and x = 0.6 cm. The boundary conditions (i.e. the 
temperatures at the two faces of the plate) are V(0,t) = 0 and V(1,t) = 1, and the initial 
conditions are V(x,0) = 0. 
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Figure 30: Problem geometry, coefficients and the positions of N = 5 evenly spaced nodes. 
Values of the solution at x = 0.5cm and t = 1s are shown in Figure 31  for a range of 
time-step lengths. The values labeled LCMTLM and FVMTLM have been obtained using 
TLM time-stepping while those labelled LCM and FVM have been obtained using first-
order explicit (i.e. FTCS) time-stepping. These values are also presented in Table 15 
along with values of the estimated order of the time-stepping errors. It is clear that, as 
expected, the TLM time-stepping scheme is second order. It is also simple to 
implement, explicit, and unconditionally stable. 
 
Figure 31: Transient solution values at x = 0.5 obtained using a range of time-step lengths. The results 
labelled LCM and FVMHA are from models using first-order explicit time stepping while the other results 
are from similar models using TLM time stepping. 
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Table 15: Values plotted in Figure 31 and corresponding estimates of the orders of the errors. 
1/Δt LCMTLM LCM 
HA
TLM
FVM   FVMHA 
20 0.392659 0.398511 0.392282 0.398174 
40 0.392884 0.395689 0.392467 0.395303 
80 0.392939 0.394312 0.392512 0.393904 
  2.0 1.0 2.0 1.0 
160 0.392952 0.393632 0.392524 0.393213 
  2.0 1.0 2.0 1.0 
320 0.392956 0.393294 0.392526 0.392869 
  2.0 1.0 2.0 1.0 
640 0.392957 0.393125 0.392527 0.392698 
  2.0 1.0 2.0 1.0 
1280 0.392957 0.393041 0.392527 0.392613 
  2.0 1.0 2.0 1.0 
4.5 Testing and spatial errors under transient conditions 
This section examines the spatial errors in transient solutions of reaction-diffusion 
problems with piecewise-constant coefficients. Such problems are solved exactly by 
LCM when in steady state. The objective of this section is to determine whether or not 
the advantages exhibited by LCM in steady state are also exhibited when solutions are 
changing over time. 
4.5.1 Breast model with embedded tumour 
Breast thermography is used as a complementary examination method for breast cancer 
identification. It is a painless procedure involving the use of infrared imaging to 
measure skin temperature. Since, for a breast with a developing tumour, this 
temperature can be higher than normal by 1 to 3 degrees, it can be used to detect such 
tumours [26, 100-101]. Numerical modelling has been used to understand and help 
predict how tumours of different sizes and at different locations affect the skin 
temperature. 
The model considered here is similar to that examined by Amri et al.[26]. The 
governing equation used to model the heat transfer in a breast is, when simplified to one 
dimension, 
  
2
2 b b b a m
T T
k c c T T Q
x t
 
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 
   (4.32) 
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where , c and k are the tissue density, heat capacity and thermal conductivity, b is the 
blood perfusion rate, cb 
is the blood heat capacity, Qm is metabolic heat generation rate 
and Ta is the arterial blood temperature. 
In the one-dimensional transient study conducted by Amri et al, the surface of the breast 
is located at x = 0 and the tumour is located at a distance of x = . The surface of the 
breast is assumed to be at a constant temperature, T∞, which could be produced through 
contact with a hot or cold plate. The temperature of the tumour is also assumed to be 
constant, Tc. The model is illustrated in Figure 32. 
TumourBreast 
surface
x
0x 
cTT
 
Figure 32: One-dimensional model of the healthy tissue between tumour and breast surface. 
The initial temperature is given by [26] 
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(4.33) 
where A = bbcb/k. 
The results presented here are for a problem with model length  = 50mm, tissue 
properties of ρ = ρb = 1050kg/m3, c = cc = 3800J/kg°C, h0 = 20W/m2 , ωb =, 1×10-3s-1, 
Qm = 400W/m
3, and k = 0.5W/m°C, and with temperatures of Tc = Ta= 37°C, Tf = 28°C 
and T∞ = 49°C. The temperature profile between the skin and the tumour has been 
calculated using transient LCM and the central difference FVM scheme. In both cases, 
the first order explicit time-stepping scheme has been used. Results are presented in 
Figure 33 for three points in time, t = 100s, t = 500s and t = 1000s, calculated using 
t = 0.1s. 
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The results shown in Figure 33 are in agreement with those by Amri et al and the LCM 
solutions show good agreement with FVM solutions. This shows that the LCM scheme 
can be used in a real, though relatively straightforward, transient-modelling situation. 
 
Figure 33: Transient temperature distribution for a one-dimensional breast model at three points in time. 
The blue lines indicate the LCM results, the red symbols indicate the FVM results, and the gray symbols 
indicate the equivalent results from Amri et al.[26]. 
4.5.2 Spatial discretization error for piecewise-constant problems 
The purpose of this test is to examine transient models with piecewise-constant 
coefficients. In Chapter 3, it is shown that LCM is more accurate than FVM in steady 
state and the question of whether LCM has similar advantages when modelling transient 
problems is examined here. 
Consider a model of a problem with three layers with D = {2,3,5}, K = {25,15,45} and 
S = {2,3,5} over a domain  0,1x  with discontinuities at x = 0.3, x = 0.6, run until 
t = 0.008 with t = 1.0×10−7. The model end-time has been chosen because voltages are 
changing rapidly at that point, and the time-step t used ensures time-stepping errors in 
the solution are small compared with the spatial errors. The first-order explicit time-
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stepping scheme is used in both LCM and FVM models. The boundary conditions are 
V(0,t) = 0 and V(1,t) = 1, and the initial conditions are V(x,0) = 0, x ≠ 1. The solution is 
shown in Figure 34(a) while estimated errors at x = 0.5 are plotted in Figure 34(b) for 
different node spacings.  
The corresponding solution-values are given in Table 16 along with values of the 
estimated order of the error. 
The results suggest that, in terms of accuracy, the advantage of LCM in this case is 
small when h is large (and further tests with other values of the piecewise-constant 
parameters suggest that there is not always an advantage). However, LCM converges 
consistently as the node spacing is reduced while FVM does not (as is the case in steady 
state) and LCM can be significantly more accurate than FVM when h is small. 
The behavior of the error in the LCM and FVM solution over time is different because, 
for a problem with piecewise-constant coefficients, an LCM model starts with zero 
spatial error at t = 0 and ends with zero spatial error when t = ∞, however, an FVM 
model only has zero spatial error when t = 0. As a result, the spatial errors must vary 
over time in different ways for the two methods. 
In general, it would be impossible to develop a numerical method that has zero spatial 
errors under transient conditions because the initial conditions are only defined at the 
nodes. In practice this lack of information (the fact that the initial condition between the 
nodes is not known) manifests itself as a spatial error since it is node-spacing 
dependent. It would be expected that this error would be similar for all schemes. 
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(a) 
 
(b) 
 
Figure 34: Solution of a problem with piecewise constant coefficient and three layers with discontinuities 
at x = 0.3 and x = 0.6 (a), and the relative absolute errors in the LCM and FVM solutions for a range of 
node spacings, (b). 
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Table 16: Numerical solution values at x = 0.5 for LCM and FVM for different numbers of nodes. The 
estimated orders of the errors are given in bold. 
N LCM FVMHA 
3 0.117953 0.130869 
5 0.092720 0.098856 
9 0.084372 0.087040 
  1.6 1.4 
17 0.081776 0.082339 
  1.7 1.3 
33 0.081134 0.081675 
  2.0 2.8 
65 0.080971 0.081100 
  2.0 0.2 
129 0.080930 0.081034 
  2.0 3.1 
257 0.080920 0.080940 
  2.0 −0.5 
513 0.080917 0.080948 
  2.0 3.5 
Also, the LCM model has errors due to the modelling of TL segments using lumped-
component circuit elements that do not act in the same way except when  = 0. It would 
be expected that these errors would be small when  is small (i.e. when the solution is 
dominated by low temporal frequency components). 
The estimated maximum absolute errors plotted in Figure 34(b) show that LCM under 
transient conditions cannot produce exact solutions; however, transient LCM solutions 
can converge consistently even when the nodes do not correspond with discontinuities 
in the problem coefficients. 
4.5.3 Equivalence of FVM and LCM for diffusion problems 
This section shows that, for problems with K = 0, and with piecewise-constant 
coefficients that only change at evenly spaced nodes, the LCM scheme is the same as 
FVM. 
Consider the FVM solution of the diffusion equation with a source term of the form 
 D S
t x x
   
  
   
 (4.34) 
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on a domain with volumes of equal length h, and material properties that change in a 
piecewise-constant manner at nodes (i.e. D and S  are constant) as illustrated in Figure 
35. 
nx 1nx 1nx 
1
2
n
x

1
2
n
x

h
,n nD S 1 1,n nD S 
 
Figure 35: discretized part of the domain showing a single control volume and the problem coefficients. 
Integration of Eq. (4.34) over volume n 
 
1 1 1
2 2 2
1 1 1
2 2 2
n n n
n n n
x x x
x x x
x D x S x
t x x
  
  
     
      
    
    
gives 
    1 11 1
2
n n n n n
n n n n
D D S S
h h
t h h
 
 
  
     
  

     (4.35) 
The lumped-component circuit parameters can be found easily in terms of Gd, Rd, Id and 
Cd using Equations (3.12) and (3.15), with Gd = 0, Rd = 1/D, Id = S and Cd = 1, the 
equivalent LCM equation is then 
    1 11 1
2
n n n n
n n n n
D D S SdV
h V V V V h
dt h h
 
 
 
     
 
 (4.36) 
This is clearly the same as Eq. (4.35). 
If the discontinuities in the materials do not correspond to the nodes, or if K ≠ 0, then 
the two schemes are not the same. 
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4.5.4 Analysis of one source of transient spatial errors in LCM 
For transient piecewise-constant problems, a series of TL segments can be an exact 
analogue for the problem being solved. The only sources of errors in LCM are, 
therefore, time-stepping errors, which can be made insignificant by using a sufficiently 
short time-step length, and the fact that the lumped-component circuit elements do not 
exactly model the TL segments except under steady-state conditions. This section 
explores this latter source of errors. 
The I/O relationships, derived from phasor analysis, for a TL segment and the 
equivalent lumped-component circuit (i.e. Equations (4.7) and (4.11)) can be written as 
 
o i
o i
V V
I I
   
    
   
TL TL
A b  and 
o i
o i
V V
I I
   
    
   
LC LC
A b  
where 
 
TL TL
11 12
TL TL
21 22
A A
A A
 
  
 
TL
A  and 
LC LC
11 12
LC LC
21 22
A A
A A
 
  
 
LCA  
As stated above, these can only be equal when the angular frequency of the input and 
output voltage and current phasors, , is zero. In this section, the difference between 
these equations is analyzed. 
Only the relative differences in two of the coefficients are examined here. They are 
 
LC TL
Rel 11 11
11 TL
11
A A
dA
A

  and 
LC TL
Rel 12 12
12 TL
12
A A
dA
A

  (4.37) 
The equations for the coefficients in the ATL matrix are given in Eq. (4.7) in terms of 
the distributed properties of the TL segment. Those for the ALC matrix are given in Eq. 
(4.11) in terms of the lumped-component circuit parameters. Using Equations (3.18) to 
(3.22) to replace the lumped-component circuit parameters in Eq. (4.11) allows the 
relative differences in the two coefficients to be simplified to 
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    
  
  
Rel
11
cosh
cosh cosh
dA
cosh
d d d
d d d d d
d
d d d
C ω h R G -1 j
h R G h R G + jωC
G
h R G + jωC
 
  (4.38) 
and 
 
  
    
Rel
12
d
sinh
dA 1
sinh
d d d d
d d d d d d
d
h R G G + jωC
G
h R G + jωC R G + jωC
R
   (4.39) 
The following tests explore, to a limited extent, how these differences depend on Rd, Gd 
and h, and how they are related to errors in LCM solutions. 
Consider a TL segment with Rd = 1, Gd = 0, Cd = 1, h = 1/32. The magnitudes of the 
relative differences calculated using Equations (4.38) and (4.39) with these settings are 
shown in Figure 36(a) for a range of  values. The error at x = 0.5 for a problem with 
the same coefficients with an initial condition of V(x,0) = 100 and boundary condition 
of V(0,t) = 0 and V(1,t) = 100 is plotted over time in Figure 36(b). 
The effect on the results of changing Rd from 1 to 10 is shown in Figure 37. The 
magnitudes of the relative differences, for a given value of , have increased by a factor 
of 100, however, the rate of change of the solution has decreased by a factor of 10 while 
the manner of the change has remained the same (since Rd is proportional to one over 
the diffusion coefficient, and since there is no reaction term in this case). The frequency 
content of the solution, at any point in time, is therefore lower in the second test (i.e. 
equivalent values of  are lower). From the values plotted in Figure 37a, the relative 
differences between the coefficients for the TL segments and the lumped-component 
circuits are, therefore, affected by the change in Rd. However, the size of the solution 
errors is unaffected (as is clear from Figure 36(b) and Figure 37(b)). 
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(a) 
 
(b) 
 
Figure 36: Relative difference between the coefficients of TL and LC I/O equations, (a) and the 
approximate error in the solution, (b). 
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(a) 
 
(b) 
 
Figure 37: Relative difference between the coefficients of TL and LC I/O equations, (a), and the 
approximate error in the solution, (b). 
Now consider the same problem as above, i.e. with Rd = 10, Cd = 1, h = 1/32 and 
[0,5] , but with Gd = 10 instead of zero. The results are shown in Figure 38. The 
effect of this increase in Gd is a small reduction in the relative differences for a given 
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value of . The effect of the increase in Gd on the frequency content of the transient 
voltages is not clear, but the rate of change of the solution is not changed significantly. 
The error in the LCM solution, as shown in Figure 38(b), is slightly reduced. This has 
been further tested by increasing Gd to 100 for the same problem. The results are shown 
in Figure 39. 
In this case, the relative differences have decreased significantly and so have the 
solution errors. The unknown in this analysis is again the effect of increasing Gd (i.e. 
increasing K) on the frequency content of the solution. Further work is required to 
derive that relationship, at least for simple reaction-diffusion problems, and to then 
establish if the formulas for the relative differences are useful in predicting spatial 
discretization errors for simple problems with constant coefficients, and more complex 
problems with piecewise-constant coefficients. 
The next test examines the effect of changing h (i.e. the length of the TL segment) for a 
given set of parameters (Rd = 1, Cd = 1, Gd = 1,  = 1). Values of the relative 
differences, and the corresponding values of the estimated order of convergence, are 
listed in in Table 17. It is clear that the relationships between the two relative 
differences and the segment length are fourth order. 
Table 17: Relative differences between the TL and LC circuit equation coefficients. The estimated orders 
of the differences are highlighted in bold. 
h 
Re l
11
dA  
Re l
12
dA  
0.5 2.08E-03 -1.17E-03 
0.25 1.54E-04 -7.52E-05 
0.125 1.00E-05 -4.74E-06 
  3.7 4.0 
0.0625 6.34E-07 -2.97E-07 
  3.9 4.0 
0.03125 3.97E-08 -1.85E-08 
  4.0 4.0 
0.015625 2.48E-09 -1.16E-09 
  4.0 4.0 
0.0078125 1.55E-10 -7.24E-11 
  4.0 4.0 
0.00390625 9.70E-12 -4.53E-12 
  4.0 4.0 
0.001953125 6.06E-13 -2.83E-13 
  4.0 4.0 
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Further testing and analysis is detailed in the next chapter in which the LCM scheme is 
extended to model convection-reaction-diffusion. 
(a) 
 
(b) 
 
Figure 38: Relative difference between the coefficients of TL and LC I/O equations, (a), and the 
approximate error in the solution, (b).. 
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(a) 
 
(b) 
 
Figure 39: Relative difference between the coefficients of TL and LC I/O equations, (a), and the 
approximate error in the solution, (b). 
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Chapter 5 
5 One-dimensional convection-reaction-diffusion 
 
 
 
 
 
5.1 Introduction 
In a convection-reaction-diffusion problem, the diffusant is transported (or “convected”) 
through space while diffusing and reacting. That convection may be due to the 
movement of the medium (e.g. the motion of air or water in the case of pollution 
transport) or because of external forces that cause the diffusant to move (e.g. an electric 
field causing the “drift” of electrons or holes through a semiconductor). 
The rate of transportation is defined by the convection velocity. As with other 
coefficients, this can vary over space and time, and can be dependent on the solution. In 
this study, however, only constant and spatially varying velocity coefficients are 
considered. 
The form of the one-dimensional convection-reaction-diffusion equation (CRDE) 
solved here is  
 D K v S
x x x x
    
    
    
  
  (5.1) 
Note that this has a non-conservative convection term (i.e. vd/dx as opposed to a 
conservative convection term, d(v/dx). This has a similar form to the equation for the 
voltage along a general transmission line with zero inductance derived in Appendix B 
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1 1 1d d
d d d d d d
G IV V V
V
t x R C x C R x C x C
       
      
       
 (5.2) 
As can be seen from comparing these two equations, modelling of the convection term 
requires that Cd must vary with x. As will be shown below, for a constant convection 
velocity and diffusion coefficient, it must vary exponentially (since Cd times the spatial 
derivative of 1/Cd must be a constant). This means that if K, D and S are all constant 
then Gd, Rd and Id must also vary exponentially with x. In reaction-diffusion modelling 
using LCM, a piecewise-constant problem is first represented by a series of uniform TL 
segments. In convection-reaction-diffusion modelling, a piecewise-constant problem 
must be represented by a series of non-uniform TL segments with exponentially varying 
parameters. Such a TL segment is referred to here as an “exponential TL segment”. 
Convection dominant problems (i.e. problems in which the convection coefficient is 
significantly larger than the other coefficients) can be difficult to accurately solve using 
numerical techniques, and are, therefore, of particular interest. The ratio v/D/Δx is 
called the Peclet number [51, 102]. For high Peclet numbers, many of the standard 
FVM, FDM and FEM schemes are prone to non-physical oscillations or ‘wiggles’ [9, 
103]. There are FVM schemes for convection-diffusion that are bounded, such as the 
upwind differencing scheme or the exponential scheme [48-49, 61-62], but these are not 
tested here. 
In this chapter, tests compare LCM results with those from QUICK FVM models (the 
details of how this scheme is implemented are given in Chapter 2). It is shown that 
LCM has advantages when solving CRDE problems. 
5.1.1 Derivation of LCM equations for convection reaction diffusion 
The first step in the process of deriving the LCM equations is determining the I/O 
relationship for the steady-state voltages and currents across a length of exponential 
transmission line. Equations (5.1) and (5.2) are equivalent when 
 
1
d d
D
R C
 , 
1 1
d d
v
R x C
 
  
  
, 
 
 
d
d
G x
K
C x
  and 
 
 
d
d
I x
S
C x
  (5.3) 
Combining two of these conditions relates the ratio v/D to the distributed capacitance 
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  
  
 (5.4) 
Over the length of an exponential TL segment, v/D is constant, and so solving this gives  
 
/1 xv D
d
ce
C
  (5.5) 
where c  is a constant. The other TL parameters must then equal 
 
/xv D
d
ce
R
D
 , 
/d xv D
K
G
ce
 ,
/d xv D
S
I
ce
  (5.6) 
To establish the I/O relationship, as in the reaction-diffusion case, two first order 
equations must be solved: 
 d
dV
IR
dx
   (5.7) 
and 
 d d
dI
G V I
dx
    (5.8) 
Differentiating both with respect to x gives 
 
2
2
d
d
dRd V dI
I R
dx dx dx
    (5.9) 
and 
 
2
2
d d
d
dG dId I dV
V G
dx dx dx dx
     (5.10) 
Using Equations (5.7) and (5.8) to replace dI/dx and dV/dx in these then gives 
 
2
2
1 d
d d d d
d
dRd V dV
R G V R I
dx R dx dx
    (5.11) 
and 
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1 d d d d
d d
d d
dG dG I dId I dI
G R I
dx G dx dx dx G dx
     (5.12) 
Replacing Gd, Id and Rd using Eq. (5.6), and simplifying, yields 
 
2
2
d V v dV K S
V
dx D dx D D
    (5.13) 
and 
 
2
2
d I v dI K
I
dx D dx D
    (5.14) 
Equations (5.13) and (5.14) are second order ordinary differential equations that can be 
solved exactly giving the I/O relationship for an exponential TL segment. Assuming 
that the input is at x = 0, the output at x = x, and setting 
  0 iV V  and  0 iI I  (5.15) 
and, in order to satisfy Equations (5.7) and (5.8), 
 
 
 
0
0i d
dV
I R
dx
   and 
 
   
0
0 0d i d
dI
G V I
dx
    (5.16) 
and solving Equations (5.13) and (5.14) gives the I/O relationship 
 
2
2 2
o i
o i
v c v
V V K
S
I DK v I D
c c
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       
       
         
   
    

  
   
  
 (5.17) 
where 
 exp
2
v
x
D
 
  
 
 , sinh
2
x
D
 
  
 

 , and cosh
2
x
D
 
  
 

  (5.18) 
and 
 2 4v KD   (5.19) 
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In a situation where K is zero, the I/O relationship is 
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where 
 exp
v
x
D
 
   
 
 
Note that the relationships above (when v ≠ 0) include the constant c. In a model of a 
problem in which the physical capacitance (e.g. the thermal capacitance) is constant 
over space, the distributed capacitance of the transmission line must be continuous, i.e. 
the value of Cd at the end of one TL segment must equal the value of Cd at the start of 
the next segment. If, therefore, segment j has length x, the value of the constant for 
segment j+1 must be 
 
1 exp
j
j j
j
v
c c x
D

 
   
 
 (5.20) 
The value of c for the first segment in the TL can be any arbitrary constant. 
The remaining steps involved in implementing the LCM method are identical to those 
required in reaction-diffusion modelling and detailed in Chapter 3 for steady-state 
problems and Chapter 4 for transient problems. In both cases, there can be many TL 
segments in any section joining two nodes, and so, firstly, the I/O relationships for each 
section must be calculated. Then equivalent lumped-component circuit elements can be 
found and the voltages at the nodes calculated. For steady-state piecewise-constant 
problems, the solutions obtained are exact. 
5.2 Tests and results 
In this section, the accuracy of the LCM method for convection-reaction-diffusion is 
examined and compared to that of FVM for a selection of problems. The tests show that 
the method does not produce spurious oscillations, is consistently convergent, and it can 
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be applied to general convection-reaction-diffusion problems. Time stepping is again 
implemented using both a first-order explicit scheme and TLM. 
This section first looks at a straightforward transient application with constant 
coefficients. It then shows that the scheme is bounded (i.e. produces wiggle-free 
solutions), and that, as for reaction-diffusion modelling, the spatial discretization errors 
are second-order and LCM converges consistently even when the node positions do not 
correspond with coefficient discontinuities. The nature of the spatial discretization 
errors is examined further and TLM time stepping is tested for CRDE problems. 
5.2.1 Modelling of charge carriers in semiconductors 
Devices made from semiconductor materials such as Silicon and Germanium are used 
to amplify, convert and switch electric currents. This is due to the ability of the 
material’s conductivity to change when subjected to electric fields, light, temperature 
and/or dopings [104].  
Charge carriers (i.e. holes and electrons) within a semiconductor diffuse and recombine. 
They can also be caused to drift in a given direction by applying an electric field. 
Excess carriers can be generated through metal contact, which can act as an emitter, or 
through optical excitation such as by short laser pulses; the latter can produce electron-
hole pairs instantaneously [4, 21]. 
The diffusion, drift and recombination of excess minority carriers in a p-type 
semiconductor is governed by a one-dimensional equation of the form 
 
2
2
1 xEp p p p
D t x D x D
  
  
   
 (5.21) 
where p is the concentration of carriers, D is the minority carriers diffusion constant,  
is its mobility,  is its lifetime and Ex is the electric field strength [4, 21]. In practice, the 
electric field and other parameters may vary with position, time and/or temperature, 
however for modelling purposes they are generally considered constant. 
First, consider a field-free (i.e. drift-free) diffusion and recombination problem where 
the equilibrium is disturbed by photo injection. The recombination process involves 
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excess holes recombining with free electrons, and this process can be modelled by the 
first order reaction term as in Eq. (5.21). 
Consider a problem studied by Al-Zeben et al [4], with an initial injection of 1000cm−3 
holes at x = 0 in an infinite medium (i.e. where the boundaries are located at −∞ and 
+∞). The sample is n-type silicon with a diffusion coefficient for the holes of 
D = 50cm2s−1 and a lifetime of 1s. The LCM model must have Rd = 1/D and Gd = 1/. 
The analytical solution for this problem is given as [4], 
  
2
0 ( ), exp
44
xp A x E t tp x t
DtDt
  
  
  
 (5.22) 
with Ex equals zero in this case. The LCM solution (obtained with h = 0.001cm and 
t = 0.005s) is shown at three points in time in Figure 40 along with the analytical 
solution. 
 
Figure 40: The result of minority carrier diffusion and recombination after 0.5s (*), 1s (+) and 1.5s 
(•), as modelled using LCM, along with the equivalent analytical solutions (shown as dashed red lines). 
Now consider the same problem but with Ex ≠ 0 (i.e. where an electric field will cause 
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given above) is v = Ex/D. The LCM solution is shown in Figure 41 along with the 
analytical solution (from Eq. (5.22)). 
It is clear that the method produces accurate transient results for this problem with 
constant coefficients. 
 
Figure 41: Results for minority carrier diffusion, drift and recombination after 0.5s (*), 1s (+) and 
1.5s (•), as modelled using LCM, along with the equivalent analytical solutions (shown as dashed red 
lines). 
5.2.2 Spatial discretization errors 
The method produces exact solutions in steady state when the coefficients are piecewise 
constant or constant. The spatial accuracy under transient conditions, and for more 
general problems, is dependent on both the coefficients of the convection-reaction-
diffusion equation and on the spatial discretization. 
5.2.2.1 Boundedness of LCM 
Many of the standard FVM schemes used for solving convection-reaction-diffusion 
equations suffer from problems when the Peclet number, i.e. vh/D,  is above a given 
limit [9, 105]. One method that can produce second-order accurate solutions is the 
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spacing, is large. LCM, on the other hand, can produce both accurate and wiggle-free 
solutions of convection-dominant problems. 
Consider a simple model of a problem with constant coefficients D = 1, K = 2, v = 120, 
and S = 30 modelled using t = 1.0×10−6 and N = 5 over the domain  0,1x  with 
Dirichlet boundary conditions V(0,t) = 0 and V(1,t) = 1 and the initial condition 
V(x,0) = 0, x ≠ 1. The Peclet number is 30. Figure 42 shows solutions at t = 0.001 and 
t = ∞. It can be observed that the QUICK FVM solution exhibits wiggles in both steady 
state and transient conditions. The steady-state LCM solution is exact, while the 
transient solution contains both spatial and temporal errors. 
Physically, the values of the solution of a convection-diffusion problem should be 
bounded by the boundary values (e.g. all solution values, in this case, should be 
between 0 and 1). This is not the case if the scheme exhibits wiggles. One method of 
determining, for a particular scheme, the limit on the value of Pe below which the 
solution will be bounded, is Godunov’s theorem [47]. If a reaction term is included in 
the problem with a positive reaction coefficient, then the solution will no longer always 
be bounded by the boundary values, but, if those boundary values are both positive, then 
all solution values must also be positive (i.e. the solution values must be bounded by 
zero and the larger of the two boundary values). 
Consider the general discretized LCM equation for convection-reaction-diffusion 
equation without a source term and with constant coefficients in steady state as given in 
Eq. (3.29). Rearranging this equation gives 
 1 1
, , 1
1 1
1 1 n n
l n r n n
n n n n
V V
G G V
R R R R
 

 
     
         
     
 (5.23) 
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(a) 
 
(b) 
 
Figure 42: Transient, (a), and steady-state, (b), LCM and QUICK FVM solutions for a problem with 
constant coefficients. 
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Now combining Equations (3.18) to (3.20) and Equations (5.18) to (5.19) allows Rn 
(which equals Rn−1 under those conditions) and 1/Rn + 1/Rn−1 + Gl,n + Gr,n−1 to be written 
as 
 
2 sinh
2
n
h
D
R
 
  
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

 (5.24)  
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(5.25) 
where  /2hv De ,  sinh / 2h D  ,  cosh / 2h D   and 2 4v KD  .  
Now v can be positive or negative but c, K, D and h are always positive. It is clear that 
, ,  and  must also be positive, and so Rn = Rn−1 must be positive. Whether v is 
positive or negative, it can be easily shown that 1/Rn + 1/Rn−1 + Gl,n + Gr,n−1 will always 
be positive. 
It is clear that all three coefficients in Eq. (5.23) are positive if K and D are positive. It is 
therefore clear that, if Vn+1 and Vn−1 are both positive, then Vn must also be positive. If 
the voltages at the boundary nodes are positive, the voltages at all internal nodes must 
also be positive. The method is therefore bounded. 
This property of the scheme can also be inferred from knowledge of the behaviour of 
electrical circuits. In an LCM circuit composed of just resistors, conductors and 
capacitors (since there is no source term in this case) the voltage will be positive relative 
to the ground at all points along it if the voltages at both ends are positive. If the shunt 
conductances are also zero (i.e. if Gl = Gr = 0 for each element) then the voltages at all 
points will lie between the voltages at the two ends. 
It is clear that this boundedness will apply whether the problem has constant or 
piecewise-constant coefficients (i.e. it does not matter how the values of the capacitors, 
resistors and conductors vary along the length of the circuit). 
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5.2.2.2 Order and consistency of convergence 
To examine the consistency of convergence and the orders of the errors for the two 
methods with respect to the node spacing, two tests are presented here, one with all 
coefficients constant over space and one in which v(x) is piecewise-constant. 
The first model tested has D = 5, K = 2, v = 8, and S = 3, with V(0,t) = 0 and V(1,t) = 1 
and V(x,0) = 0, x ≠ 1. The time step length, t = 1.0×10−6, ensures that time-stepping 
errors are insignificant. Figure 43(a) shows the solution at t = 0.01 obtained with 
h = 0.25. The test parameters have been chosen so that there are no wiggles in the FVM 
solution. Figure 43(b) shows the convergence of the solution at x = 0.5 as the node 
spacing is reduced. The corresponding values of the estimated order of convergence are 
given in Table 18 (along with the solution values used to calculate them). It is clear 
from Table 18 that both schemes converge consistently and are second order. The LCM 
solutions are more accurate than the FVM solutions (by a factor of approximately two 
for small node spacings) but not significantly.  
Table 18: The data plotted in Figure 43(b) and the corresponding estimates of the orders of the errors in 
the values of the solutions at x = 0.5 for both LCM and FVM. 
N LCM FVMQUICK 
5 0.109365 0.113402 
9 0.103028 0.104665 
17 0.101537 0.102045 
  2.1 1.7 
33 0.101182 0.101322 
  2.1 1.9 
65 0.101095 0.101131 
  2.0 1.9 
129 0.101073 0.101083 
  2.0 2.0 
257 0.101068 0.101070 
  2.0 2.0 
The second test is similar to the first but with v = {2,25,5}, the discontinuities located at 
x = 0.3 and x = 0.6. Figure 44(a) shows that both the FVM and LCM solutions at 
t = 0.01 are again wiggle-free. Estimated order of convergence values are given in Table 
19, along with the solution values (at x = 0.5 and t = 0.01) used to calculate them. These 
results show that, as is the case when modelling reaction-diffusion, the FVM scheme 
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does not converge consistently when the nodes are not positioned to correspond to the 
discontinuities in the problem coefficients, but the LCM scheme does. 
(a) 
 
(b) 
 
Figure 43: Solutions for a problem with constant coefficients, (a), and the variation in the values of the 
LCM and FVM solutions at the midpoint of the domain (i.e. x = 0.5) with changes in h, (b). 
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 (a) 
 
(b) 
 
Figure 44: Solutions for a problem with piecewise-constant coefficients, (a), and the variation in the 
values of the LCM and FVM solutions at the midpoint of the domain (i.e. x = 0.5) with changes in h, (b). 
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Table 19: The data plotted in Figure 44(b) and the corresponding estimates of the orders of the errors in 
the values of solution at x = 0.5 for both LCM and FVM. 
N LCM FVMQUICK  
5 0.080863 0.076221 
9 0.077558 0.077223 
17 0.076831 0.076918 
  2.2 1.7 
33 0.076665 0.076714 
  2.1 0.6 
65 0.076625 0.076641 
  2.0 1.5 
129 0.076615 0.076620 
  2.0 1.8 
257 0.076613 0.076614 
  2.0 1.9 
The LCM results are, in general, more accurate than those obtained using the FVM 
scheme, but, again, the difference is only a factor of approximately two when h is small. 
The next section explores the sources and nature of the spatial discretization errors in 
LCM (already briefly explored in the previous chapter), and looks at the relative 
accuracy of the two schemes as solutions develop over time. 
5.2.2.3 Spatial discretization errors 
When the coefficients are piecewise constant, there is no error in the steady-state 
solution calculated using LCM. The situation is different under transient conditions. The 
first step in LCM involves modelling exactly the physical problem using exponential 
TL segments. The second step involves modelling those TL segments with lumped-
component circuit elements. This step introduces errors that are dependent on the 
lengths of the elements and on how the solution is varying over time. The error in the 
solution is always zero at the moment of initialization and must return to zero when the 
solution reaches a steady-state (i.e. when it is no longer varying). This section examines 
what happens between those points in time. 
If time-stepping errors are negligible then there is one other source of errors in LCM for 
a transient piecewise-constant problem. It is due to model initialization; only the values 
of the solution at the nodes are specified and that will potentially introduce errors. Such 
errors will exist in any numerical solution and will depend on the initial conditions. 
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In the tests presented here, the time step length is such that time-stepping errors are 
negligible. The spatial discretization errors in a solution value obtained using a node 
spacing h are estimated using 
 0
0
* hh
h hE V V    (5.26) 
where 0hV  is the equivalent solution value calculated using a significantly smaller node 
spacing, where 
0 1h h . Care has been taken in all cases to ensure that the error values 
calculated in this way are significantly larger than the errors in the 0hV  values used 
(those errors having been estimated using Richardson extrapolation). 
Results from a number of tests are presented below. All are from models with N = 65 
and with a time step length of t = 2×10−6 (ensuring that the time-stepping errors are 
negligible), 0 1/ 4h h  , boundary conditions V(0, t) = 0 and V(1, t) = 100, and initial 
conditions V(x, 0) = 0. All models tested have discontinuities at x = 0.3 and x = 0.6. 
Other details of the tests are listed in Table 20. 
The estimated errors in the LCM and FVM solutions for Test 1a at x = 0.5 are plotted 
over time in Figure 45a. Since it is expected that the errors will be dependent on how 
the solution is changing over time, and in order to give some indication of that, ∂2V/∂t2 
has also been measured at x = 0.5 and is plotted against time in Figure 45b. From the 
results the following observations can be made: 
 The errors are similar for both methods up to a point in time. 
 The FVM error is significantly larger than that for LCM over most of the 
transient (and in steady state as expected), and the shapes of the two error-time 
curves are somewhat different in nature. 
 The shape of the LCM error-time curve in Figure 45(a) and that of the plot of 
∂2V/∂t2 at x = 0.5 against time in Figure 45(b) are, to some extent, similar. 
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 (a) 
 
(b) 
 
Figure 45: LCM and FVM errors at x = 0.5 for Test 1a (details in Table 20), (a), and the second time 
derivative at x = 0.5, (b). 
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Table 20: Details of test problems. 
Test No. D(x) S(x) K(x) v(x) Description 
1a 
 
1b 
{1, 2, 1} {5, 20, 35} {1, 1.5, 2} {0.8, 1.6, 0.4} Small Peclet numbers 
{1, 2, 1} {5, 20, 35} {1, 1.5, 2} {8, 16, 4} Large Peclet numbers 
2 {1, 2, 1} {5, 20, 35} {40, 60, 80} {0.8, 1.6, 0.4} Large reaction coefficients 
3 {1, 1.1, 1} 25 {0.02, 0.03,0.04} 0.04 
Small jump in coefficients 
at discontinuities 
Similar plots are shown in Figure 46 for Test-1b which has Peclet numbers ten times 
larger than in Test-1a. The LCM errors have decreased significantly in this case as a 
result of the increase in v and so have the FVM errors over the initial part of the 
transient. The decrease in the LCM errors corresponds to a decrease in the values of 
∂2V/∂t2 as shown in Figure 46(b). 
While, in many cases tested, there is some correspondence between the shape of the 
LCM error-time curve at x = 0.5 and the shape of corresponding second time derivative-
time curve at x = 0.5, there is no straightforward relationship between the two. This is 
illustrated by the results from Test 2 (details of which are given in Table 20) shown in 
Figure 47. 
A source of spatial errors in transient piecewise-constant LCM models is the difference 
between the TL segments and the lumped-component circuit elements used to model 
them. This difference depends on the frequency content of the voltage variations. It is 
clear that, while the second time derivative may be linked to this frequency content, the 
link is not straightforward. It is also clear that the solution error at a given point in space 
will not just be dependent on how the solution is changing at that point, but will also 
depend on what is happening to the solution at other points in space. In addition, the 
LCM error is always zero at t = 0, but that is not generally true for ∂2V/∂t2 (as in Test 2). 
Under such circumstances, the two curves may have qualitatively different shapes. 
What these tests do support, however, is the suggestion that the errors in LCM are 
fundamentally different in nature to those in FVM, and that they are possibly linked to 
how the solution changes over time in a more straightforward way than the errors in 
FVM (since, unlike with FVM, the LCM solution errors approach zero as the time 
derivatives of the solution approach zero, i.e. as the solution reaches a steady-state). 
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(a) 
 
(b) 
 
Figure 46: LCM and FVM errors at x = 0.5 for Test 1b (details in Table 20), (a), and the second time 
derivative at x = 0.5, (b). 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-0.05
-0.04
-0.03
-0.02
-0.01
0
0.01
Error at  x = 0.5
Time
*
E
h
o
-h
 
 
LCM
FVM
QUICK
0 0.1 0.2 0.3 0.4 0.5
-8
-6
-4
-2
0
2
x 10
4       Time derivative at  x = 0.5 
Time

2
V
/
t2
 114 
 
 (a) 
 
(b) 
 
Figure 47: LCM and FVM errors at x = 0.5 for Test 2 (details in Table 20), (a), and the second time 
derivative at x = 0.5, (b). 
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discontinuities in the coefficients are small, and the steady-state solution is almost a 
straight line (because of which, the steady-state FVM errors are small). The solution at 
t = 0.5, at which point it is still changing over time but has almost reached a steady 
state, is shown in Figure 48(a). The plots of errors over time are shown in Figure 48(b). 
Unlike in the other tests presented here, the difference between the LCM and FVM 
errors is insignificant over most of the transient. 
It is clear that the LCM spatial discretization errors are dependent on how the solution is 
changing over time and that they can be significantly lower than those obtained using 
the FVM scheme tested here. Note that in the tests presented above, the problem 
coefficients are piecewise constant, and so the steady-state LCM errors are zero. 
As mentioned above, there is some correspondence between the shape of the LCM 
error-time curve and the shape of corresponding second-time-derivative-time curve for 
the problems tested; however, there is no straightforward relationship between the two. 
The correspondence between the time and space derivatives and the LCM errors 
depends on the problem examined. 
The variation of the time stepping errors over the length of the domain is examined 
next, along with possible relationships between those errors and derivatives of the 
solution. 
Consider again the problems outlined in section 5.2.1 above. The first of those 
problems, with zero convection, is examined here again using a very small time-step of 
1×10−10. It can be assumed that any errors in the solution are due to the spatial 
discretization. The solution at t = 1×10−6 is given above in Figure 40 and the errors in 
the solution are plotted in Figure 49(a). Figure 49(b) shows the derivative ∂3V/∂x2∂t at 
that instant estimated from the solution values. 
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(a) 
 
(b) 
 
Figure 48: The solution of the problem in Test 3 (detailed in Table 20) at t = 0.5, (a), and the LCM and 
FVM errors at x = 0.5, (b). 
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 (a) 
 
(b) 
 
Figure 49: Error in the LCM solution, (a), and ∂3V/∂x2∂t at the same instant, (b). 
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very similar at any point in time, the ratio of the values of one to the values of the other 
changes as the solution progresses). 
When v ≠ 0, the relationship between the LCM error and ∂3V/∂x2∂t is no longer so 
straightforward. This is clear from which Figure 50 shows both for a model with non-
zero convection (as in the second problem modelled in section 5.2.1 above) at 
t = 1×10−6. 
Comparison of Figure 50(a) and Figure 50(b) clearly shows that the two shapes no 
longer correspond. Tests suggest that a linear combination of ∂2V/∂x∂t and ∂3V/∂x2∂t can 
more closely match the shape of the error plot. An example of such a combination is 
shown in Figure 51. It is clear that this match is not exact, and there is no reason to 
expect that it would be. What it, and other similar tests, do suggest, however, is that 
there is some relationship between the spatial variation in the discretization error and 
derivatives of the solution. 
Since the magnitude and spatial variation of such derivatives can be easily estimated 
over time from a solution, it may be possible for a modeller to use them when deciding 
on node spacing and on where to concentrate nodes if an uneven grid is used. Further 
investigation is required. 
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(a) 
 
(b) 
 
Figure 50: Error in the LCM solution, (a), and ∂3V/∂x2∂t at the same instant, (b). 
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Figure 51: Actual error (labelled E), as in Figure 50(a), and a linear combination of ∂2V/∂x∂t and 
∂3V/∂x2∂t (labelled *E). 
5.2.3 Reducing computational cost by changing h over time 
The plots in Figure 52 show how estimated errors in the solutions at the midpoint of 
equivalent LCM and FVM models for a given problem with piecewise-constant 
coefficients (specified below) vary over time. The time-stepping errors are negligible so 
the errors shown are the result of the spatial discretization alone. The number of nodes 
used is N = 65. If the node spacing is increased, then the errors for both schemes 
increase. Figure 53 shows the effect on the errors of doubling the node spacing. With 
LCM, the shape of the error-time curve is not changed, but the magnitude of the errors 
increases by a factor of approximately four (as would be expected). The FVM error-
time curve, in this case, changes shape when the node spacing is increased and the 
magnitude of the errors (both transient and steady state) increases by a factor much 
greater than four (due to the inconsistent convergence of the solution). As expected, for 
a problem with piecewise-continuous coefficients, the LCM errors approach zero as the 
solution approaches a steady state, no matter what node spacing is used. That is because 
LCM produces exact steady-state solutions for such problems. 
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Figure 52: LCM and FVM errors at x = 0.5 for a model with N = 65.  
In both cases, the LCM errors increase to an initial peak value and then decrease. A 
modeller may wish to keep errors at every time step within a specified limit. The 
required node spacing will be dictated by the initial peak. Looking at the LCM errors, 
the peak in this case occurs at approximately t = 0.01 and the errors have reduced again 
significantly at t = 0.025. The problem does not reach a steady state until after t = 0.1. If 
the node spacing was doubled at t = 0.025, for example, it would be expected that the 
subsequent errors would be approximately 4 times higher than just prior to the doubling, 
but these errors would still be well below the peak values. The computational cost of 
running the model until t = 0.1 would be reduced by a factor of approximately 1.6 
compared with what it would be if the node spacing was left unchanged. 
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Figure 53: LCM and FVM errors at x = 0.5 for a model with N = 33.  
The boundary conditions for the problem presented here are V(0,t) = 0 and V(1,t) = 1 
and the initial conditions are V(x,0) = 0, x ≠ 1. It has discontinuities at x = 0.3 and 
x = 0.6 and the coefficients are D(x) = {2,4,2}, S(x) = {6,12,9}, K(x) = {40,50,30} and 
v(x) = {5,4,5}. The results presented here have been calculated with a time step of 
t = 2×10−6. If the number of nodes is initially 65, but is reduced to 33 at t = 0.025 for 
both the FVM and LCM models, then the errors are as shown in Figure 54. 
It is clear that the desired outcome has been achieved for the LCM errors in this case, in 
that the node spacing has been increased, but the errors with the larger node spacing are 
lower than the maximum error with the smaller node spacing. The accuracy of the 
results when the node spacing is changed is not significantly lower than the accuracy 
achieved when N is kept at 65, but the computational cost is lower. 
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Figure 54: LCM and FVM errors at x = 0.5 for a model with N = 65 initially and a change to N = 33 at 
t = 0.025. 
The change in node spacing was made at t = 0.025 in this example. That decision to 
choose that time was based on plots of estimated errors, which, normally, a modeller, 
who wishes to solve a problem with minimal computational cost, would not have. If a 
modeller had, however, some qualitative feedback on how the spatial discretization 
errors rise and fall over time, then that could be useful in determining when a change in 
node spacing may be beneficial. 
Such a change would only be worthwhile if the steady-state spatial-discretization errors 
are significantly lower than the peak errors (for all node spacings used), and if the peak 
errors occur well before the solution reaches a steady state. As can be seen from the 
results above, the FVM errors in this example do not satisfy the first of these criteria, 
and, as illustrated in Figure 52, even when they do reduce significantly after the peak, 
they take longer to do so than the LCM errors. 
5.3 Time-stepping errors 
In Chapter 4, TLM is used as a time-stepping method in both LCM and FVM models. 
In this section, TLM is used in LCM for a convection-reaction-diffusion problem, the 
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results are compared with those obtained using the first-order explicit time-stepping 
scheme, and the order of the TLM time-stepping errors is estimated. 
Since the lumped-component circuit for LCM for convection-reaction-diffusion is 
similar to that for reaction-diffusion, the TLM time-stepping method is the same as that 
described in Chapter 4. The problem tested has D = {2,3,5}, K = {2,1,4}, v = {2,8,5} 
and S = {2,3,5},
 
with discontinuities at x = 0.3, x = 0.6. The boundary and initial 
conditions are V(0,t) = 0, V(1,t) = 0 and V(x,0) = 0, x ≠ 1. The node spacing used is 
h = 1/32. The solution values at x = 0.5 and t = 0.01 are given in Table 21 for LCM and 
FVM using first-order explicit time-stepping, and for LCM using TLM time-stepping, 
for a range of time step lengths. Estimates of the orders of the errors are also presented. 
These are as expected with the TLM time-stepping errors being second order. 
Table 21: LCM and FVM solutions calculated using a range of values of t, and the corresponding 
estimates of the orders of the errors. 
Δt LCM 
HA
QUICK
FVM  LCMTLM 
1/20000 0.103370 0.104267 0.103165 
1/40000 0.103333 0.104229 0.103264 
1/80000 0.103315 0.104210 0.103289 
  1.0 1.0 2.0 
1/160000 0.103306 0.104200 0.103295 
  1.0 1.0 2.0 
1/320000 0.103301 0.104196 0.103296 
  1.0 1.0 2.0 
1/640000 0.103299 0.104193 0.103297 
  1.0 1.0 2.0 
1/1280000 0.103298 0.104192 0.103297 
  1.0 1.0 2.0 
1/2560000 0.103297 0.104191 0.103297 
  1.0 1.0 2.0 
Modelling of the capacitors in the lumped-component circuit elements using TL 
segments introduces additional sources of errors. One of these is a result of the 
inductance in the TL segments which introduces wave-like behavior in the solution as in 
standard TLM. The size of the resultant “wave-term errors” is dependent on t2/x2 [67-
68]. These time-stepping errors will decrease as t is decreased, but unlike with other 
errors, will increase as x is decreased (if t is not decreased at the same time). 
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In the following test, the model settings have been selected so that the wave-term error 
dominates the solution. The time-step length used is t = 1×10−5. The problem modelled 
is the same as the previous one in this section. The solution at the midpoint of the 
domain is plotted against x in Figure 55. It is clear that as x is reduced, the error in 
the TLM solution increases. This is consistent with the error being largely due to the 
TLM wave-term. If t is decreased sufficiently for this problem, then the time-stepping 
errors will be negligible when compared to the spatial discretization errors, and so the 
errors will decrease as x is decreased, but only up to the point where the wave-term 
becomes significant again. 
It is clear that, as expected, using TLM as a time-stepping technique can prevent a 
scheme from converging consistently as the node spacing is decreased. For consistent 
convergence, the time step length and the node spacing must be reduced at the same 
time. 
 
Figure 55: Variation in the LCM solution (with TLM time-stepping) at x = 0.5 and t = 0.05 for a problem 
with piecewise constant parameters. 
To summarize, in this section it is shown that LCM is able to produce accurate solutions 
for general convection-reaction-diffusions problems, that the solutions produced are 
bounded, that it converges consistently when discontinuities in coefficients do not 
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correspond to the nodes, and that the spatial discretization errors are second order. It is 
shown that TLM is an efficient time-stepping scheme but that the wave-term errors 
mean that the solutions obtained in that way no longer converge consistently as x is 
reduced. 
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Chapter 6 
6 2D convection-reaction-diffusion 
 
 
 
 
 
6.1 Introduction  
Few problems of interest can be modelled accurately in just one dimension. It is 
therefore important that any scheme for solving CRDEs can be extended to two and 
three dimensions. In this chapter, LCM is extended to solve 2D problems by first 
modelling them (as in TLM) using a network of interlinked one-dimensional TLs, as 
illustrated in Figure 56.  
TL
 
Figure 56: A 2D network of interlinked (i.e. joined at nodes) transmission lines, as used as an analogue 
for 2D convection-reaction-diffusion problems. 
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The first step is the derivation of the equation for the voltage on such a network, which 
can have the same form as a two-dimensional CRDE with non-conservative convection 
terms 
 x y x yD D v v K S
t x x y y x y
        
       
         
    
  (6.1) 
Comparison of the equation for the voltage with the CRDE gives the required TL 
parameters for a given problem. The next step is to model the one-dimensional TL 
sections between nodes using lumped-component circuit elements, and the final step is 
the calculation of the node voltages in a network of such circuit elements. Many of the 
steps involved are very similar to those in one-dimensional LCM. 
Unlike with 1D steady-state LCM, there is no possibility that the 2D scheme (or any 
numerical scheme) can produce, in general, exact solutions, even when the coefficients 
are constant or piecewise-constant. That is because, with, for example, Dirichlet 
boundary conditions, the exact solution to a given problem is dependent on the solution 
value at all points on the boundary, but only the values at the boundary nodes are 
specified when solving numerically. 
6.2 Derivation of the analogue equation 
To derive the equation for a voltage across a two-dimensional network of transmission 
lines, analogous to the CRDE in 2D, consider a small section of a TL network, of 
dimensions x×y, as shown in Figure 57. 
First, consider the voltage drop along the short TL section in the x-direction. According 
to Kirchhoff’s voltage law 
 0xx dx
IV
V x I x R x V
x x
  
        
  
 (6.2) 
As x approaches zero, this simplifies to 
 
1
x
dx
V
I
R x

 

 (6.3) 
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I y
y

 
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V
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
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y
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Figure 57: A small segment of a 2D TL network with distributed properties represented by lumped 
components. The diagram shows only one conductor in each TL connected at a point, but the second 
conductors are also connected; that connection is not shown in order to make the diagram as clear as 
possible. 
Let the distributed capacitance at any point, whether on the TL in the x-direction or the 
y-direction, equal 
 d dx dyC C C r   (6.4) 
where r is a ratio equal to 
 
y
r
x



 (6.5) 
The reason for doing this is explained below. Dividing Eq. (6.3) by Cd, gives 
 
1 x
dx d d
IV
R C x C

 

 (6.6) 
which, when differentiated with respect to x, gives 
 
1 1 1x
x
dx d d d
IV
I
x R C x C x x C
     
     
      
 (6.7) 
Replacing Ix using Eq. (6.6) and rearranging the resulting equation gives 
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1 1 1 1 x
dx d dx d d
IV V
x R C x R x C x C x
       
     
       
 (6.8) 
Similarly, for the y-direction,  
 
1 1 1 1 y
dy d dy d d
IV V
y R C y R y C y C y
      
            
 (6.9) 
Now, according to Kirchhoff’s current law, the sum of the currents entering the junction 
of the two TLs must equal zero, and so 
 
 
 
...
...
yx
x y dx dy dx dy
dx dy x y
II
I x I y I x I y G x G y V
x y
V
C x C y I I
t
  
              
    

     

 (6.10) 
which simplifies to 
    yxdx dy dx dy dx dy
IIV
C x C y x y I x I y G x G y V
t x y

               
  
 (6.11) 
Using Equations (6.8) and (6.9) to replace the derivatives of the currents gives 
 
 
 
1
...
1 1
...
1
dx dy d
dx d
d
d
dy d dx d
d
dx dy dx dy
dy d
V V
C x C y C x
t x R C x
C xV V
C y
y R C y R x C x
C y V
G x G y V I x I y
R y C y
   
      
   
      
           
   
         
  
 (6.12) 
From Eq. (6.5), rx = y, and so this can be rewritten as 
 
 
 
 
1 1 1
...
, ,1
...
d
dx dy d d
dx d dy d dx d
d
dx dy dx dy
dy d
CV V V V
C C r C C r
t x R C x y R C y R x C x
V x y tC r
G G r V I I r
R y C y
          
                  
 
     
  
 (6.13) 
Now, from Eq. (6.4), 2dx dy dC C r C  , and so this becomes 
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 
1 1 1 1
...
2 2 2
, ,1
...
2 2 2
dx d dy d dx d
dx dy dx dy
dy d d d
V V V V
r
t x R C x y R C y R x C x
G G r I I rV x y tr
V
R y C y C C
          
                 
    
     
    
(6.14) 
It is clear that a transmission line network of this kind is analogous to the CRDE in two 
dimensions 
 
x y x yD D v v K S
t x x y y x y
        
       
         
    
  (6.15) 
when 
 
1 1
2 2
x
dx d dx dx
D
R C R C
   (6.16) 
 
1 1
2 2
y
dy d dy dy
D
R C R C
   (6.17) 
 
1 1 1 1
2 2
x
dx d dx dx
v
R x C R x C
    
    
    
 (6.18) 
 
1 1 1
2 2
y
dy d dy dy
r
v
R y C R y C
   
          
 (6.19) 
 
2 2 2
dx dy dydx
d dx dy
G G r GG
K
C C C

    (6.20) 
 
2 2 2
dx dy dydx
d dx dy
I I r II
S
C C C

    (6.21) 
It is also clear that these equations are very similar to the equivalent ones for one-
dimensional LCM. This similarity allows, as will be shown below, the calculation of the 
lumped-component circuit element parameters to proceed largely as in one dimension. 
That is only achieved because the relationship between the distributed capacitances of 
the x-direction and y-direction TLs is as specified in Eq. (6.4). 
 132 
 
It should be noted that the relationship given in Eq. (6.4) cannot generally be satisfied 
over a domain for a given convection-reaction-diffusion problem (although it could be 
satisfied for a reaction-diffusion problem), because modelling of convection requires 
Cdx and Cdy to vary over space in a specified way (e.g. exponentially over a section with 
a uniform convection velocity). To illustrate this, consider the situation represented in 
Figure 58 which shows 4 TLs with hx = hy that are an approximate analogue for a 
problem with constant Pex and Pey. The values of Pex and hx are such that the 
exponentially varying Cdx must double over the length of each horizontal TL section. 
The values of Pey and hy are such that Cdy must increase by a factor of three over the 
length of each vertical TL section. The value of Cdx at the start of any horizontal line 
affects the values at every other point along that line. Changing it simply scales the 
values at all points. The same is true for the vertical lines. In a two-dimensional model, 
it is assumed that Cd = Cdx = Cdyr, where, as will be seen below, r must equal one when 
a square grid is used as in this example. It is clear that this cannot be the case at all 
points. Just considering the values at the nodes in Figure 58, the following would have 
to be satisfied: 
 1, 1,2 9x yc c  
 1, 2,4 9x yc c  
 2, 1,2 3x yc c  
 2, 2,4 3x yc c  
which is not possible while satisfying the requirement that Cdx and Cdy cannot be zero. 
This is discussed further below. 
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Figure 58: A two-dimensional model composed of two vertical and two horizontal TLs. The distributed 
capacitance at the left-hand end of each section of horizontal line is indicated below the line with a 
subscript x. The distributed capacitance at the lower end of each section of vertical line is indicated to the 
left of the line with a subscript y. 
6.3 Derivation of the 2D LCM equation  
The next step in the modelling process is to represent the sections of TLs linking 
adjacent nodes using lumped-component circuit elements, but, before explaining how 
that is done, the equation for the node voltages in a network of such elements must be 
derived. 
To determine the node voltage at any node numbered n, m in terms of the voltages at the 
surrounding nodes, consider the four lumped-component circuit elements shown in 
Figure 59. From Kirchhoff's current law, the sum of the currents at node n, m is zero, 
and so. 
 
 
1, , , 1, , 1 , , , 1
,
, , , 1, , , , , 1
, , 1, , , , , 1 , , , 1, , , , , 1 , ,
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...
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n m
x n m x n m y n m y n m
n m rx n m lx n m ry n m ly n m rx n m lx n m ry n m ly n m
V V V V V V V VV
C
t R R R R
V G G G G I I I I
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 
   
         
                        
       
 (6.22) 
where  
 , , 1, , , , , 1 , ,n m rx n m lx n m ry n m ly n mC C C C C      (6.23) 
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Figure 59: Part of a 2D lumped-component circuit model. 
This can be rewritten as 
 
   
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, , , , 1, , , 1,
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 

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
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 (6.24) 
where 
 
, 1,
, ,
, ,
x n m
x n m
x n m
R
P
R
  (6.25) 
 , , 1
, ,
, ,
y n m
y n m
y n m
R
P
R

  (6.26) 
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

  (6.27) 
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and 
    , , , 1, , 1, , , , 1, , , 1 , ,C n m x n m rx n m lx n m x n m ry n m ly n mR R C C R C C        (6.28) 
    , , , 1, , 1, , , , 1, , , 1 , ,G n m x n m rx n m lx n m x n m ry n m ly n mR R G G R G G        (6.29) 
    , , , 1, , 1, , , , 1, , , 1 , ,I n m x n m rx n m lx n m x n m ry n m ly n mR R I I R I I        (6.30) 
 
6.4 Calculation of lumped-component circuit parameters 
The first four equations derived above for the relationship between the problem 
coefficients and the TL parameters, i.e. 
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(6.31) 
are identical to the equivalent equations for a one-dimensional line derived in Chapter 5 
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d d
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d d
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 
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  
 (6.32) 
so long as the distributed capacitance in the x- and y-directions is half what it would be 
for an equivalent one-dimensional model. Similarly 
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are similar to the equivalents for one dimension 
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given that Gdx will equal zero along a vertical TL line (i.e. one aligned in the y-
direction), and Gdy will equal zero along a horizontal TL. 
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The relationship between the problem coefficients and the TL distributed parameters is 
therefore identical, for each line, to what it is in one dimension, except for a factor of 
one half. The relationship between the distributed parameters of a TL section in a 2D 
model and the equivalent lumped-component circuit element is also the same as in one 
dimension (since the relationship is derived from the I/O relationships of the two circuit 
elements which are independent of what those elements are connected to). 
It is therefore possible to calculate the lumped-component circuit parameters for each 
line, whether in the x- or y-direction, in exactly the same way as is done for a one-
dimensional problem. The only things that need to be done differently are to take the 
factor of one-half into account for the capacitance, and to try to ensure that the 
distributed capacitances in the horizontal and vertical lines satisfy Cdx = Cdyr. As shown 
below, both of these adjustments can be made after the lumped-circuit parameters are 
calculated. 
In one dimension, the calculations start by specifying a value of Cd at the boundary 
node. This value can be one. It is indicated as Cdx,0 in Figure 60. The value at node 2 is 
then fx1Cdx,0, where fx1 is a function of the problem coefficients along the segment 
between nodes 1 and 2. Similarly, the value of Cd at node 3 will be fx2fx1Cdx,0, where fx2 
is a function of the problem coefficients between nodes 2 and 3. 
,0dxC 1 ,0x dxf C 2 1 ,0x x dxf f C
1 2 3 4
 
Figure 60: A section of one-dimensional transmission line with four nodes marked and the values of the 
distributed capacitance at three of those nodes indicated. 
When the lumped-component circuit parameters are calculated, they are all inversely 
proportional, or proportional, to the value of Cdx,0, i.e. the value of Cd at the start of the 
line. They can therefore be easily recalculated for any given value of Cdx,0 by simply 
scaling their values by the correct amount. 
Assume that the lumped-component parameter values have already been calculated for 
each of the TLs in a 2D network using arbitrary starting values for Cd for each line. 
Assume also that the values of the distributed capacitance for both the horizontal and 
vertical TLs have been recorded at each node. The relevant values are indicated in 
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Figure 61 for the elements surrounding node n, m. It is necessary, when calculating the 
LCM parameters for that node, to have Cdx,n,m = Cdy,n,mrn,m at the node, where rn,m is the 
necessary value for the ratio r at node n, m. In this case, that means that the distributed 
capacitance of the horizontal line at the node must be changed from the current value of 
Cdx,n,m to Cdy,n,m rn,m, which means that it must be scaled by a factor of 
 , , ,
,
, ,
dy n m n m
n m
dx n m
C r
S
C
  
While the distributed capacitance of the line must be increased by this factor, the 
distributed resistance, conductance and current source must all be reduced by the same 
factor. To take that into account, the lumped-component parameters for the circuit 
elements to the left and right of the node must simply be scaled in the same way (i.e. the 
capacitances must be increased by a factor of Sn,m, and all of the other parameters must 
be decreased by the same factor). Once that adjustment is made for node n, m, the 2D 
LCM equation parameters, defined by Equations (6.25) to (6.30), can be calculated for 
that node. 
, 1,dx n mC 
1,n m
, 1n m 
,n m, ,dy n mC
, , 1dy n mC 
, ,dx n mC
, 1n m 
1,n m
 
Figure 61: Part of a 2D TL network around node n, m. The values of the distributed capacitance at the 
nodes to the left and below are indicated, along with the two values (i.e. one for the horizontal line and 
one for the vertical line) at node n, m. 
It should be noted that the values of the 2D LCM equation parameters, defined by 
Equations (6.25) to (6.30), are independent of any scaling of the distributed 
capacitances of the vertical and horizontal TLs, but that Pxy,n,m, RC,n,m, RG,n,m and RI,n,m 
are all dependent on the ratio of the distributed capacitances of the two lines at node n, 
m. 
 138 
 
There is a factor of one half in the equations relating the 2D TL network distributed 
properties and the problem coefficients, that is not in the equivalent equations for 1D 
modelling. As a result, a 2D lumped-component circuit with parameters calculated as 
described above (i.e. largely as for a one-dimensional model) will model 
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For a steady-state problem, this makes no difference. For a transient model, this issue 
can be resolved by simply halving the values of the capacitors in the lumped-component 
circuit network. 
It should be noted that the parameter r, introduced above in the derivation of the 
equation for the voltage across a small section of TL network of dimensions x × y, 
equals the aspect ratio of the section (i.e. r = x/y). As seen above, using r as the ratio 
of the distributed capacitance of the horizontal and vertical lines at a given node, allows 
the 2D lumped-component circuit parameters to be calculated in a similar way to that 
used in 1D modelling. The question arises as to what value it should have for a given 
node. The answer, found through testing, is that it should equal the aspect ratio of the 
rectangular area corresponding to the node. For example, for the node shown in Figure 
62, the ratio should be 
 , , 1 , ,
,
, 1, , ,
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As mentioned above, this equals one if the area is square. 
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,n m
, , 1y n mh 
, ,y n mh
, 1,x n mh  , ,x n mh
 
Figure 62: The rectangular area corresponding to node n, m in an unevenly spaced grid, with all node 
spacings labelled 
6.5 Slug injection into a uniform groundwater flow field 
Water supply contaminations can cause serious health problems and have 
environmental, economic and social impacts. As a result, it is important to understand 
the groundwater contaminant transport process [106]. One experimental method used 
involves injecting a slug tracer (e.g. a quantity of dye) into the groundwater flow field 
and monitoring its movement over time and space through a sampling process. 
The transport of contaminant in the ground water system can be modelled using a 
CRDE, the equation often being simplified so as to aid solution. In this example, a 
single injection of a miscible contaminant fluid into an infinite homogenous medium is 
modelled, with a uniform flow field, anisotropic diffusion (i.e. Dx ≠ Dy), and with no 
reactions or other sources of diffusant. In two dimensions, the equation to be solved is 
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 (6.35) 
The analytical solution is [106-107] 
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where an initial injection at a point (x0, y0) gives an initial concentration of C0 at that 
point. In this example, C0 = 600 mg/L, Dx = 20 m
2/day, Dy = 80 m
2/day, and 
vx = vy = 0.1 m/day. The node spacings are hx = hy = 0.045 m. The LCM solutions at 
t = 1 years, t = 3 years and t = 5 years, calculated using a time step length of 0.001 
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years, are shown in Figure 63. The problem domain is infinite but the model domain is 
4500 m × 4500 m. The initial injection is made at x = y = 2250 m. 
   
Figure 63: Plume development after 5 years, 10 years and 15 years, as calculated using LCM. 
For comparison, solutions have also been calculated using FVM and are presented 
below. The central difference technique has been used for implementing convection for 
the sake of convenience and because it is capable of providing accurate results for a 
problem, like this, in which the Peclet number is low. 
The LCM and FVM solutions along the line y = 2250 m at t = 5 years are plotted in 
Figure 64, along with the analytical solution. It is clear that they are in close agreement 
with each other. The corresponding errors are shown in Figure 65. It is clear that, for 
this problem, LCM has no clear advantage over FVM 
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Figure 64: LCM, FVM and analytical solutions along the line y = 2250 m at t = 5 years. 
 
Figure 65: Absolute errors in the LCM and FVM solutions along the line y = 2250 m at t = 5 years. 
6.6 Spatial errors in 2D LCM 
This section examines the spatial errors in 2D LCM solutions, the order of convergence 
of those errors, and the consistency of convergence when nodes do not correspond to 
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discontinuities. Little effort is made here to compare the accuracy of the method with 
that of FVM; instead, the primary purpose of the tests presented is to validate the 
method outlined above by showing that 2D LCM models behave as expected under a 
variety of conditions. 
All tests involve transient convection-reaction-diffusion problems, and the values 
presented are from solutions that have not reached a steady state, calculated with time-
step lengths sufficiently short to ensure that time-stepping errors are insignificant. 
The domain for the first test is illustrated in Figure 66 along with the values of the 
coefficients and the dimensions of the two media that comprise the domain. The nodes 
are positioned so that one vertical TL corresponds to the discontinuity. One section of 
this TL is highlighted in the diagram. The values of D, vy, etc. used to calculate the 
required distributed parameters for this section (and the other sections along the 
discontinuity) are simply the averages of the values on either side. For example, the 
value of D is taken as (7 + 2)/2 = 4.5. 
1xL 
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Figure 66: A 2D domain with piecewise-constant properties, in which nodes correspond to the interface 
where the two media meet. 
The initial and boundary conditions for the model are V(x, y; 0) = 0, and V(0, y; t) = 0, 
V(x, 0; t) = 0, V(1, y; t) = 1 and V(x, 1; t) = 1, respectively. The meshes used are square 
(i.e. hx = hy = h) and the time-step is Δt = 1×10−6. LCM and FVM solution values of 
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V(0.5, 0.5; 0.02) are plotted against h in Figure 67. Corresponding values of the 
estimated order of convergence are listed in Table 22 (along with the solution values 
used to calculate them, i.e. the values plotted in Figure 67). 
 
Figure 67: Estimated values of V(0.5, 0.5; 0.02) plotted against h for a model with two media and nodes 
corresponding to the discontinuity. 
Table 22: The values plotted in Figure 67 and the corresponding values of the order of convergence. Note 
that N is the total number of nodes in the model, so each row corresponds to a node spacing that is half 
that of the row above. 
N LCM FVMCD 
25 0.081772 0.086812 
81 0.075334 0.076462 
289 0.073315 0.073478 
  1.7 1.8 
1089 0.072777 0.072752 
  1.9 2.0 
4225 0.072640 0.072600 
  2.0 2.3 
16641 0.072606 0.072579 
  2.0 2.8 
The results in Table 22 suggest a clear second order convergence of the LCM solutions, 
but the behaviour of the FVM solutions is less clear. The LCM solutions are more, but 
not significantly more, accurate than those obtained using the FVM scheme. 
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The next test examines the same problem but using an uneven grid as illustrated in 
Figure 68. Again, there is a vertical TL corresponding to the discontinuity, and the 
coefficients used to calculate the TL distributed parameters for that line are averages 
(but weighted according to the node spacings on either side). For example, the value of 
D at any point along the line is calculated as 
  
 7 2 2
0.5,
2
x x
x x
h h
D y
h h
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

 
LCM and FVM solution values of V(0.5, 0.5; 0.02), calculated using Δt = 8×10−7 
(shorter than for the first test above so as to avoid instability of the explicit time-
stepping scheme), are listed in Table 23.  
xh
yh
2xh
2
yh
 
Figure 68: Illustration of the uneven mesh used to calculate the results in row 1 of Table 23. 
Table 23: Values equivalent to those listed in Table 22 but calculated using uneven meshes. 
N LCM FVMCD 
49 0.073750 0.071708 
169 0.072774 0.072723 
625 0.072632 0.072916 
  2.8 2.4 
2401 0.072603 0.072828 
  2.3 1.1 
9409 0.072596 0.072730 
  2.0 -0.2 
37249 0.072594 0.072666 
  2.0 0.6 
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The LCM solution convergence is second order. The FVM solution convergence, 
expected to be first order, is not clear from the results. The reason for that has not been 
investigated to date. For small node spacings, the LCM scheme is significantly more 
accurate, in this case, than the FVM scheme tested. 
To further validate the LCM method, a problem with four different media (as illustrated 
in Figure 69), and therefore more discontinuities, is examined next. The initial and 
boundary conditions are the same as for the previous two tests. In this case, averaging of 
coefficients is required for the horizontal TL corresponding to y = 0.5 and for the 
vertical TL corresponding to x = 0.5. LCM solutions for V(0.5, 0.5; 0.02) and 
V(0.375, 0.375; 0.02), and their corresponding orders of convergence, are listed in Table 
24. 
Table 24: Estimated values of V(0.5, 0.5; 0.02) and V(0.375, 0.375; 0.02) calculated using LCM with a 
range of node spacings, and the corresponding orders of convergence. 
N  VLCM(0.5, 0.5; 0.02) VLCM(0.375, 0.375; 0.02) 
25 0.158430  
81 0.156836 0.094483 
289 0.156274 0.093331 
  1.5  
1089 0.156041 0.092995 
  1.3 1.8 
4225 0.155953 0.092902 
  1.4 1.9 
16641 0.155921 0.092877 
  1.5 1.9 
The estimated order of the solution convergence is less than two when estimated using 
solution values at the central discontinuity, but is more clearly two when measured at 
other points in space. In order to investigate why this is the case, a similar model is 
tested but with the coefficients shown in Figure 70. In this case, the diffusion in each of 
the four media is anisotropic. The values of Dx, Dy, vx and vy have been chosen so that 
no averaging of coefficients is required, i.e. the values of Dx, vx, K and S above and 
below the TL sections along y = 0.5, used to calculate the parameters for those sections, 
are equal, and so are the values of Dy, vy, K and S to the left and right of the TL along 
x = 0.5. Estimated values of the order of convergence of the LCM solutions are listed in 
Table 25, along with the values of V(0.5, 0.5; 0.02) from which they have been 
calculated. 
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The results show that the convergence is more clearly second order in this case. This 
suggests that the averaging of the coefficients may be affecting the convergence in the 
problem above, but this requires further investigation 
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Figure 69: A two-dimensional domain with piecewise-constant coefficients, in which nodes correspond to 
the media interfaces. 
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Figure 70: A 2D domain with piecewise-constant materials properties, in which the element and nodes 
correspond to the boundaries of the materials, and where some material properties are equal between two 
of the mediums in order to avoid averaging of the coefficient. For example, coefficients in the y-direction 
for the red and blue are equal. 
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Table 25: Estimated values of V(0.5, 0.5; 0.02) calculated using LCM with a range of node spacings, and 
the corresponding order of convergence, for the problem illustrated in Figure 70. 
N LCM  
25 0.156100 
81 0.151197 
289 0.149758 
  1.8 
1089 0.149383 
  1.9 
4225 0.149289 
  2.0 
16641 0.149265 
  2.0 
In a 2D model of a problem with coefficients that vary continuously over space, the 
coefficients would have to be approximated using piecewise-constant functions (as in 
one dimension). The number of discontinuities would then increase as the node spacing 
is decreased. The tests above suggest that an increased number of discontinuities may 
affect the order of convergence. Other tests, however, not presented here, have shown 
that convergence is closer to second order if the differences in the coefficients at the 
media interfaces were reduced, which would happen in such a model as the node 
spacing is reduced. 
The results presented above validate the 2D LCM scheme, to some extent, in that they 
show that it is second-order convergent, but only for problems in which there is only 
one TL segment in each TL section linking adjacent nodes. The following test examines 
a situation in which this is not the case (i.e. there are no nodes at the discontinuity). 
This test is similar to the first test above except that the discontinuity is located at 
x = 0.3, as shown in Figure 71. The coefficient values used to calculate the TL 
distributed parameters at any point in space, in this case, are simply the problem 
coefficients at that point in space. So, for example, the parameters for the section of 
vertical line between nodes (3, 3) and (3, 2) are calculated using the coefficients for 
medium B and are the same as for the section between nodes (4, 3) and (4, 2). The 
section of horizontal TL between nodes (2, 3) and (3, 3) for example, is comprised of 
two TL segments, the first with parameters calculated using the coefficients for medium 
A, and the second calculated using the coefficients for medium B. 
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For this test, the estimated order of convergence of the LCM solutions are listed in 
Table 26, along with the values of V(0.5, 0.5; 0.02) from which they have been 
calculated. It is clear that the solution does not converge in a consistent manner. This is 
not surprising because the method used does not consistently take into account the 
variation in the problem coefficients between the nodes. The variation in the 
coefficients along the horizontal line section between node (2, 3) and (3, 3), for 
example, is taken into account, but the parameters for the vertical line between node (2, 
3) and (2, 2) takes no account of the proximity of that line to the interface with medium 
B. 
1xL 
1
y
L

y
x
7D 
3xv 
6yv 
2D 
2xv  
4yv 
0.3x 
50K  25K 
1S  2S 
 3,3
 3,2
Medium - A Medium - B
 2,3
 2,2
0x 
0.25x yh h 
 
Figure 71: A 2D domain with piecewise-constant coefficients, in which no node positions correspond to 
the media interface. 
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Table 26: Estimated values of V(0.5, 0.5; 0.02) calculated using LCM with a range of node spacings, and 
the corresponding order of convergence, for the problem illustrated in Figure 71. 
N LCM 
25 0.109322 
81 0.101167 
289 0.098287 
  1.5 
1089 0.098050 
  3.6 
4225 0.098075 
  3.2 
16641 0.097952 
  -2.3 
The next test is similar, except in the way in which the problem coefficients are used to 
calculate the parameters of TL segments. Consider the section of vertical transmission 
line linking nodes (2, 3) and (2, 2) in Figure 71, shown again in Figure 72 (with 
dimensions indicated for the case where h = 0.25). In the previous test, the value of D 
used to calculate the parameters for the section is 7, i.e. the value for medium A. In this 
test, the value used is the average of D over the area highlighted in Figure 72, i.e., with 
h = 0.25, 
 0.25 0.175 7 0.075 2
5.5
0.25 0.25
D
   
 

 
Estimated values of the order of convergence for solutions calculated in this way are 
listed in Table 27 (equivalent to those in Table 26 calculated without averaging of 
coefficients), along with the solution values from which they have been calculated. 
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Figure 72: A section of the domain showing nodes (2, 3) and (2, 2) with dimensions indicated for the case 
in which h = 0.25. The coefficients averaged over the highlighted area are used to calculate the 
parameters for the section of vertical TL between the two nodes indicated. 
Table 27: Estimated values of V(0.5, 0.5; 0.02) as in Table 26, but calculated using models in which 
coefficients are averaged as indicated in Figure 72. 
N LCM 
25 0.104826 
81 0.100109 
289 0.098548 
  1.6 
1089 0.098077 
  1.7 
4225 0.097958 
  2.0 
16641 0.097931 
  2.1 
It is clear that the method converges in a consistent second-order manner for this case. 
Further investigation is required to explore whether alternative averaging techniques 
could improve the accuracy of the scheme while maintaining consistent convergence of 
the solutions. 
It is envisaged that the averaging method presented above could be used for any 
piecewise-constant problem. This is illustrated here using the example shown in Figure 
73. The horizontal TL section between nodes (1, 2) and (2, 2) is composed of two 
segments (as highlighted indicated by the red and yellow lines in Figure 73(a)). The 
properties of the yellow segment are determined by the averages of the problem 
coefficients over the area indicated by the square grid (which, in this case, simply equal 
the coefficients for medium B). The properties of the red TL segment are similarly 
determined by the averages of the problem coefficients over the hashed area (and are 
therefore dependent on the coefficients of both medium A and medium B). The vertical 
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TL section between nodes (2, 1) and (2, 2) is composed of three segments as shown in 
Figure 73(b). The area over which averaging is required to determine the properties of 
the red segment is highlighted. 
(a) (b) 
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Figure 73: Part of a 2D domain with a section of horizontal transmission line highlighted comprising two 
segments, and the corresponding areas indicated over which coefficients are averaged, (a), and with a 
section of vertical transmission line highlighted comprising three segments, with the area indicated over 
which coefficients are averaged for one of those segments, (b). 
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Chapter 7 
7 Discussion 
 
 
 
 
7.1 Introduction 
This thesis introduces and tests a novel numerical method called LCM, developed for 
solving convection-reaction-diffusion equations, in particular for applications in which 
physical properties (and, therefore, the coefficients of the CRDE) are piecewise-
constant. The method can be applied to more general problems where coefficients vary 
continuously over space and time; however, this study is confined to the examination of 
problems in which they only vary over space. It is expected that any scheme for 
implementing time-varying coefficients would add similar errors to the results of any 
solution method (in the same way as different time-stepping schemes produce similar 
time-stepping errors in both LCM and FVM). 
The method has first been established for one-dimensional steady-state reaction-
diffusion problems. This has been followed by its extension for solving transient 
reaction-diffusion problems. It has also been extended to solve convection-reaction-
diffusion problems and to two dimensions. It has not been extended to three dimensions 
but there is no reason to suggest that such an extension would be problematic. 
The basis for the method is similar to that of TLM, but the resulting scheme resembles, 
to some extent, the Finite Volume Method. The method allows the use of TLM time-
stepping for transient problems, as well as standard explicit and implicit schemes. 
In general, for all tests, the one-dimensional LCM results are more accurate than 
equivalent FVM results. In some cases, especially where one or more of the problem 
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coefficients is piecewise constant, the difference in the accuracies is significant. The 
computational cost of calculating the LCM parameters is higher than that for the FVM 
schemes tested, but the results suggest that the LCM scheme is generally more efficient. 
That would be particularly true for transient linear problems since the lumped-
component circuit parameters must only be calculated once, and the cost of that 
calculation, although higher than that for FVM, would, in general, be insignificant when 
compared to the overall solution cost. 
The LCM scheme has other potentially significant advantages for a modeller. The 
solutions are bounded, even for high Peclet numbers. Evenly spaced nodes can be used 
for solving problems with discontinuities (as can unevenly spaced nodes, where the 
spacing is chosen for maximum efficiency instead of being dictated by the positions and 
thicknesses of the physical layers being modelled) without the problem of inconsistent 
convergence. This is a significant advantage because consistent convergence is required 
for the successful use of Richardson extrapolation and other techniques used by 
modellers, including techniques used for estimating the magnitude of errors in solutions 
and the node spacing required for a desired level of solution accuracy. 
When solving a transient problem with one or more very thin physical layers, the need 
for consistent convergence in FVM may dictate that at least two nodes are very closely 
spaced. If an explicit time-stepping scheme is used (as is often the case in commercial 
solvers because of the large memory requirements associated with unconditionally 
stable implicit time-stepping) then a very short time step length may be required to 
ensure stability. That is not the case when using LCM. 
Some of the results and analysis presented above suggest that there may be 
straightforward ways, when using LCM, of estimating when and where spatial 
discretization errors are highest during a transient solution. It may be possible, in the 
future, for modellers to use this information to optimize node positions so as to 
efficiently produce accurate solutions. It may also be possible to use this information to 
increase efficiency by varying the node spacing for a given problem over time. 
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7.2 Steady-state LCM 
The method produces exact solutions for piecewise-constant one-dimensional problems. 
Where one of the coefficients varies continuously over space while the others are 
piecewise-constant, it is shown that the method produces significantly more accurate 
solutions than the FVM schemes tested. In general, when all coefficients vary 
continuously over space, the advantage of LCM over FVM is smaller, especially 
considering the higher cost of calculating the lumped-component circuit parameters. 
As mentioned above, one-dimensional LCM solutions are bounded, and consistently 
converge no matter where the nodes are located. Testing suggests that two-dimensional 
LCM shares these properties. 
7.3 Transient LCM 
The technique used for determining the transient LCM circuit parameters produces 
highly accurate solutions in general. However, the lumped-component circuit elements 
do not exactly model the TL segments representing the problem to be solved when the 
voltage is varying over time. As a result, spatial discretization errors are introduced, 
even for problems with piecewise-constant coefficients. 
LCM and FVM are identical for diffusion problems in which any discontinuities in the 
coefficients occur at nodes. That is not surprising since the steady-state solutions of 
such problems are piecewise quadratic (or piecewise linear if there is no source term), 
and the truncation errors in FVM are therefore zero. 
For piecewise-constant transient one-dimensional problems, there are only two sources 
of errors in LCM, one due to the initialization and the one mentioned above (i.e. the 
difference between the behavior of the lumped-component circuits and the TL 
segments). Results suggest that it may be possible to relate the latter source of errors to 
the solution errors, and to how the solution is changing over time and space. If that is 
possible then it would potentially be very useful for modellers (e.g. in indicating when 
and where a change in node spacing may be of benefit). 
TLM has been used as a time-stepping scheme for both LCM and FVM. It is simple to 
implement, explicit (and therefore efficient in terms of memory requirements), 
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unconditionally stable, second order and accurate. Its one principal limitation is that one 
source of errors, the wave term, is related to t2/x2, and so the solution does not 
converge consistently as x is reduced. 
The ability to use TLM as a time-stepping technique for FVM in the manner outlined 
above arises from the similarity between the FVM equation and the equation for the 
voltage at a node in a simple lumped-component circuit. Such a similarity does not exist 
if the FVM equation for node n includes solution values other than those at nodes n+1 
and n−1. TLM cannot, therefore, be used when convection is modelled using the 
QUICK scheme. 
It should be noted that LCM with TLM time-stepping is essentially a TLM scheme, 
despite having been derived in a different manner to other TLM schemes. 
7.4 Two-dimensional LCM 
Two-dimensional LCM cannot produce exact solutions of steady-state problems with 
piecewise-constant coefficients. Tests suggest that it generally converges consistently in 
a second order manner, but further testing is required. Very limited comparison has 
been made to date with FVM, and further work is required to compare the accuracy of 
the two schemes. It may be possible to improve the accuracy of the LCM scheme 
outlined here by developing alternative methods for calculating the TL parameters when 
the problem coefficients vary over space. 
7.5 Validation using real physical applications and analytical solutions 
The real physical applications to which LCM has been applied in this thesis are limited 
in nature. For example, many of them are problems with constant coefficients. The 
difficulty in finding appropriate problems that fully show the benefits of LCM (for 
example, either one- or two-dimensional transient problems with piecewise-constant 
coefficients), for which solutions have been published, and which could be modelled 
using the method as outlined here, could be seen as undermining its value. It is partly 
due to the fact that many of the problems detailed in the literature involve coupled non-
linear equations, time-varying coefficients, or more complex geometries, and the 
implementation of these is beyond the scope of the work presented here. 
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Analytical solutions have also been used for validation purposes. One-dimensional 
steady-state solutions can be found for some problems; however, it is difficult to find 
suitable transient 1D or 2D analytical solutions in the literature, especially for problems 
with discontinuities. 
7.6 Future work 
Some future work involving further development and analysis of the method is 
suggested and discussed here. 
7.6.1 Variations in physical capacitance 
In reaction-diffusion models, when Cd is a constant, its value does not affect the LCM 
parameters. In models of transient thermal problems involving heat conduction through 
different materials, however, the different thermal capacitances of those materials have 
to be taken into account, and that would be done in LCM by varying the distributed 
capacitance of the TL/TLs over space. The method derived in Chapters 4 and 5 allows 
such variations, but no problem of that type has been tested to date. 
Spatial variations in capacitance may also be required in transient convection-reaction-
diffusion models. One example is the modelling of heat flow during extrusion processes 
in which the convection term takes account of the movement of the extruded material 
relative to the extruder. There would appear to be no reason why different thermal 
capacitances could not be modelled in such problems using LCM, but, again, this has 
not been tested to date. 
7.6.2 Implementation of different boundary-condition types 
Modelling of few real physical problems can be done using only Dirichlet boundary 
conditions. Many problems require the implementation of Neumann boundaries and/or 
other boundary types. Along a transmission line, at any point, the value of dV/dx is 
related to the current in the TL by 
d
dV
IR
dx
   
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Since, for a given problem, it is possible to calculate Rd at any point along the TL used 
to model the problem, setting the value of dV/dx at a point is equivalent to setting the 
current, I, at that point. It would be relatively straightforward to derive the LCM 
equation for the node next to a boundary in terms of the current at that boundary 
(instead of the voltage at that boundary as used above for implementing Dirichlet 
boundary conditions), thereby allowing the implementation of a Neumann boundary. 
There appears to be no reason why other boundary types (such as Robin boundaries) 
could not be implemented in a similar way. 
7.6.3 LCM for solving CRDEs with conservative convection terms 
As mentioned in Chapter 1, a CRDE with a conservative convection term, i.e. one 
similar to Eq. (1.3), could be solved using LCM by approximating v  and adding it to 
the reaction term. That, however, would introduce errors resulting from the 
approximation. One type of problem that could potentially be solved without such errors 
is one in which the convection velocity is piecewise linear (while D, K and S are 
piecewise constant). That would make, for example, in the one-dimensional case, dv/dx 
piecewise constant, allowing the dv/dxV term to be included in the reaction term with no 
loss of accuracy. To adapt LCM for the solution of such problems, the equations for a 
TL segment capable of modelling convection-reaction-diffusion with a linearly varying 
convection velocity would first have to be solved. A somewhat similar derivation has 
been done previously for the varied impedance TLM method, but only for situations in 
which there is no reaction term [51]. It is not clear, at present, if it would be possible to 
extend LCM in this way for models with K ≠ 0. 
7.6.4 Spatial discretization errors 
For piecewise-constant transient problems, there are two sources of errors other than 
time-stepping errors. There appear to be two possible approaches that may allow a more 
complete analysis of one of these, i.e. the errors that result from the differences between 
the TL segments used to model a problem and the lumped-component circuit elements 
used to model those segments. The first approach would build on the phasor analysis 
presented in Chapter 4. The second approach would involve an examination of the 
errors in solutions of problems for which the analytical solution is the fundamental 
solution (i.e. problems in which there is a single initial injection of diffusant at one point 
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in an infinite domain) as partially explored in Chapter 5. The aim of the analysis would 
be to relate the solution errors in more general problems to the nature of the problem 
(and its solution) in a way that could be useful for modellers in choosing what mesh to 
use (or, possibly, on deciding how a mesh might be changed over time to keep the 
spatial errors for a particular problem within limits while reducing computational cost). 
7.6.5 Analysis of spatial discretization errors on uneven grids 
With steady-state LCM, errors can occur if the coefficients of the problem being 
modelled are not piecewise constant and have to be approximated by piecewise-constant 
functions. Results in Chapter 3 show that it is not possible to clearly establish the order 
of these errors empirically for LCM with unevenly-spaced nodes. An analysis of how 
these approximations affect the solution errors is required. 
For transient LCM models with piecewise-constant coefficients, errors occur because 
the lumped-component circuit elements act differently to the segments of TL they are 
modelling. The order of these errors, when implemented with unevenly spaced nodes, 
has also not yet been established. Analysis presented in Chapter 4 suggests that 
differences between the I/O coefficients for the TL segments and the lumped-
component circuit elements are proportional to h4 as h approaches zero. Further work is 
required to establish fully how these differences affect the solution values. 
7.6.6 Investigation of LCM with time- and solution-dependent coefficients 
There would be no need to change the LCM method in order to allow the solution of 
CRDEs with time- and/or solution-dependent coefficients. Techniques used in FVM 
modelling of such problems could be used with LCM. The main question that requires 
investigation is how the additional solution errors resulting from such techniques would 
compare to errors arising from the LCM method itself. It is reasonable to assume that, 
for example, the errors associated with implementing time-varying coefficients would 
be similar in both an LCM solution and an equivalent FVM solution. If the total 
solution errors for both schemes were then similar, there would be no advantage from 
the use of LCM. 
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7.6.7 Comparison with other schemes 
The only comparison made here is with standard FVM schemes that, in general, have a 
lower computational cost than LCM for a given node spacing and time-step length. No 
attempt has been made to evaluate or compare the computational costs. A more 
comprehensive comparison is required to establish whether the LCM scheme is an 
efficient method for general problems with, for example, coefficients that vary over 
space and/or time, or if it only has significant advantages for particular types of 
problems. Furthermore, work is required to test the accuracy of 2D LCM against that of 
comparable FVM schemes for problems with piecewise constant, and continuously 
varying, coefficients. 
7.6.8 Improving the accuracy and convergence of 2D LCM 
As shown in Section 6.6, a technique is required in 2D LCM for averaging problem 
coefficients before calculating TL section parameters. The method tested involves 
straightforward averaging over areas. This does not fully take into account the position 
of discontinuities. 
To illustrate this, consider Figure 74(a), which represents part of a thermal model with a 
small heating element indicated in red. Consider the two TL sections that are 
highlighted, one vertical and one horizontal. The parameters for the vertical section are 
calculated using the problem coefficients averaged over the hashed area in the diagram. 
The horizontal section will comprise three TL segments, one of which will take into 
account the properties and position of the heating element. 
Now consider the situation shown in Figure 74(b) in which the location of the heating 
element has been changed. The parameters for the highlighted horizontal TL section are 
different in this case because the TL segment that accounts for the heating element 
properties has moved. The parameters for the vertical segment, however, are the same. 
If the heating element is moved a little further to the right as in Figure 74(c), the 
horizontal TL section parameters changes again, as do those for the vertical section 
highlighted (which is no longer affected by the heating element properties). 
As the heating element is moved gradually to the right, therefore, the parameters for the 
horizontal transmission line section change gradually (the current source in the 
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equivalent lumped-component element at the left-hand element decreases while the 
current source at the right-hand end increases). The parameters for the vertical TL 
section, however, remain constant as the heating element is moved to the right, so long 
as it is entirely within the area highlighted or entirely outside that area. 
(a) (b) (c) 
   
Figure 74: Part of a thermal model that includes a narrow heating element (i.e. a narrow area in which the 
source term in the corresdponding differential equation is not zero) indicated by the red rectangle. The 
heating element is shown in three different positions. Two TL sections are highlighted in each case, along 
with the area over which coefficients are averaged when calculating the parameters of the highlighted 
vertical TL section. 
An alternative approach would average the coefficients over a larger area (as indicated 
in Figure 75) but would use a weighted average so that, for example, the problem 
coefficients close to the vertical TL section would be given a higher weighting than 
those further away. That would be similar to an approach used in the one-dimensional 
varied impedance TLM scheme [51], and would cause the vertical TL section 
parameters to vary gradually as the heating element is moved in this example. It is 
expected that such a scheme could be more accurate than the one described and tested in 
Section 6.6. 
 
Figure 75: The area over which coefficients would be averaged, when calculating the parameters of the 
highlighted vertical TL section, in an alternative scheme 
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7.6.9 Complex geometries and non-orthogonal grids 
The two-dimensional scheme outlined in Chapter 6 can only be implemented on graded 
orthogonal meshes (as illustrated in Figure 76(a)) and has only been tested with 
rectangular geometries. Graded meshes could be used with non-rectangular domains (as 
in Figure 76 (b)) but further work is required to implement it and test it for such 
problems. 
The ability of the finite volume and finite element schemes to be implemented on 
unstructured triangular meshes is a very significant one. It is not known whether LCM 
could be adapted for use on such meshes, or, if it was, whether it would still exhibit its 
favourable properties. 
(a) (b) 
  
Figure 76: A graded orthogonal mesh for a rectangular domain, (a), and for a non-rectangular domain, 
(b). 
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Chapter 8 
8 Conclusions 
 
 
 
 
 
A new method for the solution of convection-reaction-diffusion equations has been 
successfully developed and implemented. The method is similar to TLM in that the 
CRDE is solved through an indirect process in which a transmission line is used as an 
analogue of the physical problem being solved. This transmission line is then modelled. 
For steady-state modelling, the advantage of LCM, in terms of accuracy, over the FVM 
schemes tested, depends on the problem coefficients and how they vary over space. If 
they are all piecewise constant then the LCM solution is exact. If they all vary 
continuously over space, then the accuracy of LCM may not be significantly better than 
that of FVM (especially when the additional computational cost involved in calculating 
the LCM parameters is taken into account). If one or more of the coefficients is 
piecewise constant, however, LCM may be significantly more accurate. 
For transient modelling, the spatial discretization errors for LCM and FVM can be very 
similar over a short initial part of the solution time. What happens after that depends on 
the relative accuracy of the two schemes for the equivalent steady-state problem. In 
general, LCM is significantly more accurate as the solution approaches a steady state. In 
practice, the advantage of LCM (in terms of accuracy) could depend on the purpose of 
the model. If, for example, a modeller is only interested in what happens to the solution 
as it changes rapidly from the initial conditions, then LCM may have little or no 
advantage over standard FVM schemes for him/her. If, on the other hand, a modeller is 
interested in what happens as the solution approaches a steady-state (for example, a 
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chemical engineer wishing to investigate how long it takes for 99% of a substance to 
undergo a given reaction, and what effect changes in process parameters may have on 
that time), then their use of LCM may be highly advantageous. 
For problems with piecewise-constant coefficients, the solutions of the FVM schemes 
tested do not converge consistently if the nodes are not positioned to correspond to the 
discontinuities. That is not the case for LCM, which may be useful for a modeller in 
that, for example, they can position nodes in order to minimize errors, or concentrate 
nodes where the values of the solution are of particular interest, without needing to take 
into account the positions of discontinuities. The ability of LCM to account accurately 
for the properties of very narrow layers within the domain, and exhibit consistent 
convergence, without the need for closely spaced nodes, may be particularly 
advantageous in transient modelling in which, if a conditionally stable time-stepping 
technique is used, the node spacing may dictate the time step length required, and 
closely spaced nodes may lead to excessive computational costs.  
The order of the steady-state discretization errors in LCM, resulting from the 
approximation of continuously varying coefficients by piecewise-constant functions, 
when implemented on uneven grids, has been investigated using results from one-
dimensional models. While the scheme may be second order under such conditions, it is 
not possible to draw any conclusion at present (since the FVM results also appear to be 
second order on the same grids while it is known that FVM has first-order truncation 
errors when nodes are unevenly spaced). Further work is required.  
Further work is also required to determine whether the nature of the solution over space 
and time can be used to determine, at least qualitatively, how LCM solution errors vary. 
Results suggest that transient LCM spatial discretization errors reach an initial peak and 
then fall, and that there may be a significant benefit in terms of reduced computational 
cost from changing the number of nodes once the errors have reduced to a certain 
degree. That would only be useful in practice if there was some way of monitoring how 
the solution errors are changing over time. 
TLM has been used as a time-stepping technique in both LCM and FVM. While it may 
have significant advantages over many traditional techniques, the nature of the wave-
term errors associated with it may limit its use in practice. 
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Further work is required to establish if, and under what conditions, LCM has significant 
advantages, in terms of accuracy, over equivalent FVM schemes in two dimensions. 
Piecewise-constant convection-reaction-diffusion problems are common, and often 
occur in situations where numerical modelling is particularly necessary due to practical 
difficulties associated with experimentation (e.g. difficulties involved in making 
measurements without significantly altering the problem being examined). Further 
development of the method is required, but the results presented here suggest that such 
work may be worthwhile. 
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Appendices 
Appendix A: Transmission and reflection coefficients in TLM 
 
Consider a section of a TLM model between two nodes as shown in Figure 77 with a 
single incident pulse arriving from the left at the impedance discontinuity. 
 
Figure 77: A section between two nodes in a link-resistor configuration for lossy TLM network in one-
dimension. 
The voltage scattered from any point in a given direction equals the voltage at that point 
minus the voltage incident from that direction at that instant. As a result, the voltages at 
the two points indicated in Figure 77 will be 
  (A.1) 
  (A.2) 
According to Kirchhoff’s current law, current at any point must be conserved. As a 
result 
  (A.3) 
The current flowing to the right through the two resistors is . As a result 
  (A.4) 
From Equations (A.2) and (A.4), V1 can be written as 
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which simplifies to 
  (A.5) 
Equations (A.3) and (A.5) gives 
  (A.6) 
Substituting for  in Eq. (A.1) using Eq. (A.6) gives 
  (A.7) 
Replacing  in Eq. (A.5) by that in Eq. (A.7) results in 
  (A.8) 
This is equivalent to 
  (A.9) 
which means that the transmission coefficient for a voltage incident from left to right is 
given as 
  (A.10) 
Combining Equations (A.3) and (A.9) gives 
  (A.11) 
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which can be simplified to 
  (A.12) 
and it is equivalent to 
  (A.13) 
This means that the reflection coefficient for a voltage incident from the left to right is 
given as 
  (A.14) 
Similarly, the transmission coefficient for a voltage incident from the right can be 
shown to be 
  (A.15) 
and the equivalent reflection coefficient is 
  (A.16) 
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Appendix B: Derivation of the equation for voltage along a general TL  
Consider a short segment of a TL on length x with its distributed parameters 
represented by lumped components as shown in Figure 78. To avoid unduly 
cumbersome notation, the dependency on the parameters on position, x, is not indicated 
(for example, Rd is written instead of Rd(x)). 
V
V x
x

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I x
x

 
I dL x
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dR x
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Figure 78: A short section of uniform TL of length x . 
The voltage drop across the segment is 
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The sum of the currents entering the point at the right-hand side must be zero, and so 
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Rearranging Eq. (B.1) gives 
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Also, simplifying Eq. (B.1) and dividing across by Cd yields 
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Differentiating Eq. (B.4) with respect to x gives 
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While differentiating Eq. (B.2) with respect to t results in 
 
2 2
2d d
I V V
G C
x t t t
  
  
   
 (B.6) 
Using Equations (B.2), (B.3) and (B.6) to replace the terms in Eq. (B.5)  
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If Ld = 0, Eq. (B.7) simplifies to 
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Appendix C: Accuracy of LCM solution for steady-state reaction-diffusion  
This section shows that the LCM solution of a reaction-diffusion problem with Dirichlet 
boundary conditions and piecewise-constant coefficients, with a single discontinuity in 
those coefficients, matches the corresponding analytical solution. 
Figure 79 illustrates a RDE problem with boundary conditions V(x1) = VL
 
and 
V(x3) = VR. The problem has two physical layers of lengths h1 and h2 with the 
coefficients shown. The corresponding LCM model has nodes at x1, x2 and x3. For 
simplicity, this analysis has been limited to the case where x2 – x1 ≤ h1. 
D1, K1, S1 D2, K2, S2

1h 2h
1x 2x 3x
2V RVL
V
 
Figure 79: A representation of a problem with two physical layers and the locations of the nodes in the 
equivalent model. 
Solving for V2 using the LCM equation (Eq. (3.29)) gives the LCM solution in terms of 
the lumped-component circuit parameter values and the boundary voltages 
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 (C.1) 
Equations for Gl,2, Gr,1, R1, R2, Il,2and Ir,1 can be found in terms of layer properties and 
x2 from Eq. (3.18) to (3.22) once the I/O relationships for the two TL sections are found. 
These are not presented here because of their length. These can then be combined with 
Eq. (C.1) to give the LCM solution at node 2. 
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An analytical solution for the voltage along the domain for a scenario where 
x2 − x1 = h1, can be found by solving equations (3.6) and (3.7) for each physical layer. 
This equation gives the solution in terms of V2. 
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The diffusive flux, J, leaving layer 1 must equal that entering layer 2. Fick's Law [10] 
gives 
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 (C.4) 
and so  1 2 /D dV x dx  for layer 1 must equal  2 2 /D dV x dx  for layer 2. That gives 
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 (C.6) 
The LCM solution, derived as described above, equals this analytical solution for the 
voltage at node 2. 
Further testing has shown that this is true for any number of physical layers of arbitrary 
lengths and any number of arbitrarily positioned nodes in the equivalent models. In all 
such tests, the errors in the LCM solutions are of a level consistent with them being 
solely the result of round-off errors in the computers used. 
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Appendix D: Details of FVM implementations of diffusion term  
This section details the methods used to approximate the diffusion coefficient at the 
control volume boundaries when the diffusion coefficient is piecewise constant and 
either known over the entire domain or known only at the nodes. 
Average of node value 
This standard method uses simple linear interpolation to estimate the diffusion 
coefficient at the control volume boundaries using the values of D at the adjacent nodes 
[9-10]. It is implemented here in situations where D is only known at the nodes but is 
also used where D is piecewise constant. In the piecewise-constant case, it makes no use 
of the fact that D(x) is known between the nodes. The general equation for the diffusion 
coefficient at the boundary between nodes n and n+1 is 
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(where the superscript An refers to “average of the node values”) which, for uniform 
node spacing, simplifies to 
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  (D.1) 
Average of average values 
The second non-standard approach denoted using a superscript AA, and only used where 
D is piecewise-constant, takes account of the diffusion coefficient at all points by first 
calculating the average values of D over each volume using 
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The diffusion coefficient at a control volume boundary is then calculated as 
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Average between the nodes 
The third, non-standard, method, denoted using a subscript BA, is used for problems 
with piecewise-constant D(x). This method uses the average of D(x) between nodes n  
and 1n  as the value of D at the control volume boundary between those nodes, i.e. 
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Harmonic mean 
The Harmonic mean, denoted here using a superscript Hn, is a standard method that 
gives a higher weight to low D values [10] and is calculated as 
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 (D.5) 
It can be used in all situations but cannot take into account values of D(x) between the 
nodes. 
Harmonic mean of average values 
A fifth, non-standard, method, denoted by a superscript Ha, is used where D is  
piecewise constant and known at all points in space. The formula used is similar to Eq. 
(D.5) but average D values over the volumes (calculated using Eq. (D.2)) are used 
instead of values at the nodes 
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Alternative harmonic average 
A sixth non-standard method of calculating a harmonic mean value, denoted here by 
superscript BHA, uses one over the average value of 1/D between nodes n and n + 1 as 
the value of D at the boundary between the two nodes: i.e. 
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Appendix E: FVM implementation of reaction term  
In piecewise-constant problems where K(x) is known, the integral 
CV
K   must be 
estimated using some approximation of (x). One possibility is to assume a piecewise-
linear variation in (x). Consider the situation shown in Figure 80 in which linear 
interpolation using the  values at the nodes allows (x) to be estimates at other points. 
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Figure 80: Plot of the voltage for a section of a domain for a problem with many layers. The dashed 
rectangle indicates the extent of control volume n. 
The values Kj−1, Kj,
 
Kj+1, Kj+2 and Kj+3
 
are the reaction coefficients for the layers shown. 
First, consider the section of the CV between xn−½ and xn where a 
and b 
are the 
interpolated values of (x) at the layer boundaries. Assuming a piecewise-linear 
variation in  between xn−1 and xn, the integral 
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where 
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where Ki+2 is the value of K between 
*
1ix  and 
*
2ix  , which is equal to Kj in this case. 
Similar equations can be found for the integrals of K   for the other layers between 
xn−½ and xn. As a result, adding the integrals for all segment between xn−½ and xn
 
gives, 
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where j indicates the segment and is the number of segments between xn−½ and 
xn. 
A similar approach is used to get the integral
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
  , where the integral for the 
segment between and  is given by,  
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Adding the integrals for all segments between xn 
and xn+1 gives, 
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The overall integral for the control volume is found by adding Equations (E.4) and (E.5) 
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