In recent years Connecticut has been one of the most active jurisdictions to support the adoption of residential photovoltaic systems (PV). The distribution of PV is still quite uneven across the state because of the combination of metering policies and current incentive design. In the present work, we focus on the different profiles of adopters within four towns in Connecticut. We draw from the previous literature to understand the role of the sociodemographic and jurisdictional landscapes, and the area built environment in the adoption of PV systems, through their effect on other socioeconomic drivers such as spatial peer effects. We use partition our four towns in to block groups, and conduct a typology analysis of the block groups with higher adoption rates of PV systems in 2013. We find that the profile of the potential adopters changes between towns, with Hartford and Glastonbury providing two quite interesting conflicting results in terms of area geography and socioeconomic status. In addition, we use the area-wide profile to understand how this matches the findings provided by empirical estimations based on Graziano and Gillingham (2014) , for which we use more refined density values. We find that the built environment affects the diffusion of PV systems indirectly, as it limits the temporal and distance extent of spatial peer effects.
Introduction
Solar photovoltaic (PV) systems have been receiving growing support in the USA in past years through federal, state and town-based initiatives, including rebates, tax incentives, and mandates (DSIRE, 2015) . The low-carbon character this diffused form of renewable energy technology, the relative abundance of unused space on urban roofs (La Gennusa et al, 2011) , and the growing importance of electric-based mobility in urban areas (Mendoza et al, 2015) , PV systems a viable option for households in both developed and developing countries.
Like many other experiential goods with high upfront capital costs (Nelson, 1970) , the diffusion of PV systems can be decisively driven by information flows between peers (Bollinger and Gillingham, 2012; Graziano and Gillingham, 2014; Rai and Robinson, 2013) and through social networks (Noll et al, 2014) .
The residential PV sector is not only the fastest growing among all uses of PV systems, but is becoming less and less dependent on monetary subsidies, with one-fourth of last year's additions coming on-line without state incentives (GMT Research and Solar Energy Industries Association, 2015) . As the trend of reducing PV system prices continues, these informationbased drivers, and the role of non-monetary barriers will become more important for encouraging households to transition towards this low-carbon option (Gillingham and Sweeney, 2012; Zhang et al, 2012) . Building upon the intuition of Bronin (2012) on the relationship between built environment and local policies, a further confirmation of Brown's role of institutions in the diffusion of innovations (Brown, 1981) , Graziano and Gillingham have suggested that peer and neighbor effects can depend on interaction between an area's social, physical, and political drivers (Graziano and Gillingham, 2015) .
Objectives & Preview of Results

In the present work, we focus on the different profiles of adopters within four towns in
Connecticut (CT) : East Hartford, Glastonbury, . We draw from the previous studies of Graziano and Gillingham (2014) for understanding the role of the jurisdictional and built environment in the adoption of PV systems, through their effect on other socioeconomic drivers such as spatial peer effects. Additionally, we seek to understand what degree of generalization can be reached by analysts when studying social and spatial drivers to adoption of PV systems. To achieve this, we partition our four towns in to block groups, and conduct a typology analysis of the block groups with higher adoption rates of PV systems in 2013. Our study area, Greater Hartford, is within a state that has been implemented several monetary and informational policies to support PV systems adoption at residential level.
We find that the profile of potential adopters changes between towns, with Hartford and Glastonbury providing two quite interesting conflicting results in terms of area geography and socioeconomic status. In addition, we use the area-wide profile to understand how this matches the findings provided by panel and static models based on Graziano and Gillingham (2014) , for which we use more refined density values.
Study Area and Context
Despite appearing quite wealthy on aggregate, CT has widespread income inequality, the third highest in the USA according to its GINI index, and poverty, which affects 21% of its residents (Census, 2012; Carstensen and Coghlan, 2013) . These differences within the state are intertwine with a highly fragmented jurisdictional landscape: 169 towns retain wide powers in several regulatory matters, including some affecting directly residential PV systems (Graziano and Gillingham, 2015) . This fragmentation creates jurisdictional barriers dividing bordering towns and making them extremely socioeconomically varied. Relative to PV systems, CT offers monetary incentives and community programs such as Solarize CT. (Graziano and Gillingham, 2014) . Connecticut has reached grid parity as of 2014, mostly thanks to the high electricity prices in the state and the generous state incentives. The incentive programs are managed at state-level, with incentive levels and typologies set equal for the state as a whole. Residents of smaller towns usually live in single-family houses, whereas those of larger, and older, urban centers such as Hartford live in multi-family buildings. Due to the statewide prohibition of sub-metering and the lack of split-incentives to encourage the adoption in these areas, even in presence of higher income neighborhoods adoption of PV systems might be difficult (Bronin, 2012) . In aggregate, the state has seen a surge of PV systems adoption in recent years. As of September 2013, 3,843 residents have adopted rooftop PV systems, with an increase of 36.5% from December 2012 (CEFIA, 2013) . However, given the socioeconomic and structural differences within and between towns, current statewide regulations and incentive programs might work below their potential because several potential adopters are effectively cut out from the incentive schemes.
Within this context, our study area offers a wide range of socioeconomic conditions. Figure 1 shows the extent and location of our four towns and the median household income at town level. The 4-Ts play different role within the Connecticut's economy. Hartford, the capital, hosts several governmental buildings and it is one of the major international centers for insurance companies. East Hartford still hosts few large manufacturing plants. Both these towns have problems related to poverty and crime. Manchester hosts one of the largest shopping areas in the state. Finally, Glastonbury has recently developed as a wealthier, sub-urban community, although it hosts several plots of farmland. Overall, the four towns extend for about 300 sq. km of land, and is home to 268,000 people, or 7.5% of the state population (Census, 2012) , with Hartford being the third most populous in the state.
Data Sources
We conduct our analysis at the block group level, selecting data at this scale when possible. Table 1 provides an overview of the sources used. We employ a data subset from Graziano and Gillingham (2014) Because of the methodology used, we dropped the (few) observation available for the first year.
Overall, the period considered runs from January 2005 and September 2013, equal to 9 years or 35 quarters. To understand the role of spatial peer effects, we build upon the work of Graziano and Gillingham (2014) , introducing the spatiotemporal variable developed by the two authors.
This variable aggregates at block group level the number of PV installations within 6 and 12 months from each actual PV system location at various spatial distances starting 0.5 miles. In the present work, we allow the search model to account for installations in towns outside the study area. However, we change our specifications to account for the different total extent of our study area.
Spatial Data and Issues with Parcels Data Collection
The majority of the spatial and boundary data employed assess the role of peer effect and for display purposes come from the University of Connecticut Map and Geographic Information
Center (MAGIC, 2013) . For understanding the role of the built environment, we use the parcels data created by each town. Compared to previous studies, we do not use gross housing density (e.g. Graziano and Gillingham, 2014) or population density (e.g. Rode and Weber, 2012) for estimating differences in the urban setting and the built environment. Rather, thanks to the more refined scale, we calculate the net housing density. This density is expressed as:
We recognize that using the actual living area footage would have been better. However, data limitation, explained below in detail, do not allow for the use of that measure. Despite this limitation, this density is acceptable given the urban setting of the study area. Many of the parcels within these four towns have been developed pre-1970, and dwellings tend to occupy almost the entirety of each parcel, with little space for yards. Because of the data limitation, we adopt a gross housing density in our panel models. This can be written as:
A second measure controlling for the urban setting is the share of single-family houses within each block group. We define this variable as follows:
The study does not include a single source for the parcels data. Indeed, Connecticut does not have a statewide or a region-wide depository of such data. Consequently, each of the 169 towns is responsible for collecting, storing and sharing its own parcels data. This extreme fragmentation is increased by a sub-fragmentation within each town: several offices (usually two or three) are responsible for parts of the dataset, and they seldom develop common fields in order to join the data in to a single dataset. Additionally, even when towns have their datasets displayed online in built-in GIS webpages, they either do not know how or are unwilling to make data available for research purposes, or, even worse, do not know how to get the underlying dataset, which have been contracted out to private companies. Finally, no attempt has ever been made to standardize the quality, amount and recording procedures of the datasets. As an example, few towns consider the 'living area' the actual livable square footage, whereas others only measure the external size of a dwelling. Additionally, the dataset rarely coincides with the official town borders, and several towns claim as theirs parcels belonging to other towns according to the U.S. Census Bureau.
This situation, still ongoing as we write, 2 raises concerns about the ability of towns and the state to take informed decisions, especially when it comes to projects involving more than one town, such as planning a new transportation corridor or a hospital servicing multiple towns.
This situation is likely to improve in the future, if the State will continue to support region-wide attempts to digitize and standardize parcels data.
Typifying Selected Towns
The analysis focuses on four towns in the central area of Connecticut: Hartford, the state capital, East Hartford, Glastonbury, and Manchester. All these towns are relatively old by U.S.
standards, some having being incorporated as early as the XVI century. The towns form an interrelated space within the Hartford Metropolitan Statistical Area, and have strong economic ties. Nevertheless, each town is administered independently, and, even though they all enjoy the same statewide incentives, they regulate the processes through which PV systems can be licensed. This section analyzes the socioeconomic and the spatial differences among these towns.
We find that these differences affect the profile of adopters among these towns. Consequently, statewide policies, interacting with the current limitations in terms of sub-metering and lack of split incentives curb the overall limit the efficiencies of the state's incentives.
Typology Analysis and Residential Spatial Barriers
Following the suggestion that underlying human and physical geographies influence peer effects and diffusion (Graziano and Gillingham, 2015) , to capture the differences of users within the study area, we use two methodologies. First, we employ hierarchical clustering to assess the number of clusters within each town, and the major breakdown components (Bridges, 1966; Blashfield, 1976; Kaufman, 2009) . Through hierarchical cluster analysis, we produce a unique set of nested categories by sequentially pairing variables, and selecting that pair (or cluster and variable) producing the highest average intercorrelation within the trial cluster, and selecting it to be the new cluster (Bridges, 1966; Blashfield, 1976) . Following this first analysis, we proceed with a spatial inference of the distribution of adopters in relation to spatial barriers.
We display the results of hierarchical clustering in dendograms (available upon request from the authors). From this analysis, we infer that that the optimal number of clusters is four, with income being the major element determining the dataset partition. In the following section, we will use these results to create and compare adopters' profiles across the four towns.
The spatial inference highlights several relevant results, as we analyze the presence of spatial gaps within residential areas. These gaps reduce and cluster the strength of spatial peer effects. Recent literature on PV systems diffusion has greatly highlighted the positive influence that these effects have on adoption (e.g. see Bollinger and Gillingham, 2012) . However, in urban environments these effects may be reduced in presence of large portions of land occupied by non-residential parcels. Once aggregated at block group, or tract level, these effects will influence the overall adoption. Understanding the extent of these spatial gaps provides shed light on the role of the built environment within which policies and adopters interact with each other.
In Figure 2 , we show the four towns, highlighting the residential parcels in 2013 over all other town parcels. It appears quite clear that the four towns have different traits in terms of residential distribution within their boundaries. Starting with Hartford, we can easily identify gaps in the eastern part of the town, where very few residential parcels are located. This area coincides with the business district servicing both Hartford and the other surrounding towns, hosting several headquarters of large multinational corporations (mostly insurance companies), as well as governmental buildings. The few residents of this area live in multifamily buildings, which are already penalized by the current policies (or lack of) regulating sub-metering in Connecticut (Bronin, 2012 Overall, the towns display several spatial gaps in their residential patterns. It is significant that the nature of these gaps changes. For example, parks and green spaces can be easily access and can provide places of aggregation. Effectively, spatial peer effects appear to be concentrated within neighborhoods, depending on the layout of each town. Consequently, programs partly based on community incentives will have to target several neighborhoods within each town, rather than treating these towns as uniform entities.
Profiling Adopters
Following the hierarchical clusters results, we employ two scales for comparing the profile of adopters. First, the characteristics, both socioeconomic and related to the built environment, of the block groups within these towns. Second, whether or not these characteristics are common across the study area. Table 2 presents summarizes the profile of the adopters for each town and the one for the region as a whole. The description of the average adopter within the study area could sound like the following: "a high-income, white home-owner, around 45 years of age living in a newly built, large house in the outskirt of the towns. For each of these characteristics we can find an exception when looking at the profiles in Table 2 . In particular, income and race appear to vary across the towns. In Table 3 , we present the same data in a different way: we present each characteristic compared to the average for the study area, displaying the actual value of reference and the ranking within each town's groups. As we compare the towns, it arises a different perspective about the profile and distribution of PV systems. Overall, the rate of adoption 3 (PV rate) is far higher in Glastonbury than in all other towns. However, most of these installations are contained within one block group, which displays a value several times higher than the average for the whole region. The consequence of this difference is that while in Glastonbury adoption appears more advanced, East Hartford is at a different stage of PV systems penetration. Income is another characteristic changing its relative value across the towns. Although levels above $100,000 are displayed in three of the towns, adopters in Hartford appear to reside in medium-low income areas. Further, the same income level places adopters at different levels within each town. In Glastonbury, the same top-income level of East Hartford belongs only to the second highest income brackets, whereas in Manchester, the top earners make twice as much as East Hartford. Overall, a household income of around $100,000 is expected to characterize the block groups where adopters reside. Additional differences are evident in the racial profile of adopters. In Glastonbury, the adopters tend to be described as residents of diverse neighborhood. In Hartford, the larger number of adopters is in areas with the highest percentage of white people. However, the 'diverse' neighborhood in Glastonbury has twice as much the share of white people than the one in Hartford.
Built Environment and Social Status
In this section, we turn out attention at the built environment. Following the findings of Bronin (2012) , and Graziano and Gillingham (2014) , it appears that current policies in support of PV systems in Connecticut tend to favor single-family, owner-occupied houses in low-density areas. The results from the study area as a whole appear to confirm these findings. However, when looking at each town, we find a great deal of variation among characteristics such as housing density, size, tenure, age and housing type.
Within these characteristics, Hartford is an outlier compared to the other towns and the study area as a whole, except in the age of the adopting houses. Adopters live in smaller houses, usually in areas with higher housing density and mixed housing types. These characteristics are consistent with the layout of Hartford (Figure 2 ): residential parcels are small and clustered together in several areas. Overall, the socioeconomic profile of adopters across these towns appears to be quite different from the overall profile across the study area. However, with the partial exception of the capital, the area geography characterizing the presence of adopters is consistent with the findings of Graziano and Gillingham (2014) . The higher adoption rate in lowdensity and single house block groups, combined with the mixed results from income, confirm that additional elements influence the adoption patterns of PV systems. Additionally, overall low adoption rates among the more densely built towns support the finding of Bronin (2012) in that current policies favor adoption by owner-occupied, single-family houses.
Quantifying Drivers and the role of the Built Environment: Models and Specifications
The analysis of block groups' characteristics has provided us with two main results. First, we identified the general profile of PV adopters, or, more precisely, the profile of an adopter block group. Second, we established that this profile changes across the towns, and, in light of the state jurisdictional and socioeconomic fragmentation, current statewide policies not capable of capturing these local nuances may result in an overall lower efficiency or bias towards specific regions. In the present section, we build on the previous work of Graziano and Gillingham (2014) , and Bollinger and Gillingham (2013) using panel fixed-effect and static models. 4 Our specifications can be parsimoniously stated as:
where PVcounti,t is the number of new adoptions in block group i at time t; Ni,t is the vector of spatiotemporal variables built by Graziano and Gillingham; Bi,t is the vector of built environment variables; Di,t is a vector of socioeconomic and demographic variables; μi are block group fixed effects; ψt are time dummy variables; and εi,t is a mean-zero error term. Compared to the work of Graziano and Gillingham, we expect the maximum spatiotemporal variables to be significant within a shorter distance. This expectation accounts for the relative size of the study area: four miles would equal the diameter of the largest of the towns (Glastonbury), thus extending the neighborhood effects to the whole town. This approach is consistent with the previous findings:
the area geography and social characteristics vary compared to the analysis of the state as a whole. Consequently, a variation in the magnitude and spatial peer effects is expected. The vector Bi,t varies between the panel models and the static models due to data limitation. In the former, we include the 'Gross Housing Density', presented above, to control for housing densities and, to a certain extent, housing type. In the static models, we replace this control with the 'Net Housing Density'. Further, we introduce the share of single-family parcels to control for housing type. Finally, both models include the share of renter-occupied houses. As a whole, these variables investigate the relationship between the built environment and current state policies. We seek to understand whether current regulations on sub-metering and split incentives would increase adoption of PV systems, as suggested by Bronin (2012) . An additional control for this group is the share of houses with five or more bedrooms. The vector Di,t contains the socioeconomic and demographic variables. The vector contains controls for median income, racial and age profile for each block group, with controls similar to those of Graziano and
Gillingham. We include an additional income (dummy) control, income100k. This variable serves to control if the level of $100,000 positively affect adoption, as it appears from the towns'
profile. As usual for panel models, we use time dummy to capture year-specific effects.
Models Selection
In the present work, we use several different specifications following the research of Graziano and Gillingham (2014) , and Bollinger and Gillingham (2012) . In line with the work of these authors, we use a series of fixed-effect (FE) models to estimate spatial peer effects and other socioeconomic drivers. However, due to data limitations such as the lack of consistent historic parcels data, we have to make use of a time-invariant model for exploiting all available information from both the static database from 2013 and the panel [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] . We run, then, two specifications of OLS with different time bands (6 and 12 months) for the static database in order to address the time decay of the peer effect (Table 5) . Given the data limitations we also run the OLS specification on the panel structure in order to validate to support its conclusions (Table 4) .
These second sets of models seek to identify the influence of the area geography at a more refined scale than the previous works. We are confident that as historic parcels data will become available in the future, this work will be expanded to account for changes in the area geography of urban centers. Due to the limited number of observations, we deem town-level analysis of little use, and, instead, focus on the study area as a whole.
Results
Empirical Analysis
In the present work, we are interested in: (i) the parameter β, which controls for spatial peer effects; (ii) the parameter γ, which would link the effect of current polices with area geography and the adopter's profile; and (iii) the parameter θ associated with Income100k. Table 4 presents the results of our econometric analysis. Overall, our results are relatively consistent with previous literature: we identify spatial peer effect in several of our specifications, and these fade as time and space increase. 5 However, the controls associated with the adopter's socioeconomic profile and the built environment show less consistency across the various models, with none of the latter being significant. We infer this result was due to the level of aggregation, and introduced a set of more refined i.v. in to a static model, using an OLS and the last available quarter in 2013 as temporal perspective. The use of static models was due to data limitations in term of parcel records. In Table 4 , the first column shows the result of the OLS specification with distance and time controls. Column two and three
show the results for the actual panel FE models. Each of these columns uses a different set of spatiotemporal and control variables, leaving unchanged the other variables. Column 1 uses the installed base as a control for spatial peer effect. This is the more common control in works on PV diffusion (e.g. Rode and Weber, 2012) , and provides a comparison with the other spatiotemporal estimates. Column (2) and (3) show the results for our preferred panel specifications. The two models are identical except that in column (2) the peer-effects are set at a shorter time frame (6 months), whereas in column (3) the time frame is larger (3). This is done to address both the effect of peers in the adoption of PVs and its dynamics through time.
Our results suggest a positive peer effect at a block level that is stronger in the medium haul.
The result is also confirmed when looking at the interactions showing how the peer effect is mediated by human factors (such as being a part of a minority) and income. Again, in this case, the medium haul is the distance in which the adoptions of a PV display the highest influence on neighborhood's choices. Interestingly the median household income has a negative (though, not statistically significant) effect on the adoption signaling a scarce sensitivity to energy efficiency issues. Even though personal and contextual factor, in fact, are not statistically significant they become significant when interacting with a proximity variable. As shown in table 4, being part of a minority generally increases the effect of proximity (except for the short distance, i.e. 0.5 miles, where it seems to reduce it. We interpret this result as smoothing the already strong effect of 4.125 registered at this level). Similarly, the median household income seems to generally boost the proximity effect in the sort and long haul (0.5 and 4 miles), though with less significance in the short distance, whereas it curbs it in medium range (1.5 mile). Our interpretation is that at looking at the longer distance of 4 miles, household income defines the general 'status' of the block and therefore strengthen the peer effect of adopting PVs, whereas in the short haul it looks like capturing a catching-up effect; where neither of the two are in place,
i.e. in the medium range of 1 mile, it plays its usual role of negative affecting the choice of adopting PVs. These results highlight the sensitivity of spatial peer effects to the underlying human-urban geography of the study area. In densely populated, although fragmented, urban areas like the one analyzed in our work, spatial and social interaction require shorter distances than in suburban towns. Additionally, the urban environment is more variegated, and new installations become easily part of what agents perceive as 'familiar'. The results from the variables on the built environment are less conclusive. In our panel models, none of the variables controlling for housing density or tenure are significant. Of all other socioeconomic and demographic controls, specifications (2) and (3) are consistent with the negative impact associated with higher share of self-defined black residents. This result needs to be interpreted in light of the disproportionate number of low-income, non-white population in Connecticut (Carstensen and Coghlan, 2013) , and in the USA (Li and Harris, 2008) . Finally, median household income and the control for income above $100,000 are not significant, as well as the indicator for the Dow Jones Industrial Average. This last result is particularly important since this variable has the advantage of capturing the global influence the economic cycle exerts over the adoption decision, which seems not to influence the adoption of PVs. Finally, it is important to focus on the time dynamics of peer effect. Comparing specification (2) and (3) it is evident how the pure peer effect remains positive and statistically significant, but decreases hugely through time from 4.125 (6 months) to 1.082 (12 months). Because of collinearity issues, we are forced to introduce our refined density and housing typology in static models. We present these results in Table 5 , and test those over different OLS specifications (6 and 12-month bands, and installed base). The static models confirm the existence of spatial peer effects to 0.5 mile, although the results of the count models are relatively disappointing. The very low numbers of non-zero values in the count variable may have contributed to this outcome, in spite of the inflated zero values. Our preferred specification is presented in column (3). Within these models, we are more interested in the effects of the built environment. We find that the share of rented-occupied houses affects negatively the adoption mostly due to the high average estate values driving high income earners. On the other hand, net housing density has a weak positive effect, confirming our assumption that also spatial gaps, at least in a static framework, play a role in the choice of adopting PVs, and the requirement for further research, possibly rooted in spatial analysis.
Conclusions and Future Research: Flexible Modelling and Spatial Effects?
In the present work, we study present different drivers and profiles associated with PV systems adopters in four Connecticut towns. Comparing the results of the town and area profiles with those of the econometric models, we find that the role of income and the built environment are greatly reduced in the latter. The differences in the adopter's neighborhood profiles among the towns, and between each town and the study area as a whole, suggests that policies promoting the adoption of PV systems should expand their degree of flexibility to account for multi-family housing units. In addition, in towns with large spatial gaps between residential areas, groupbased programs like Solarize CT should be replicated within each neighborhood, rather than at town level, thus aggregating adopters from within the same spatial region. Finally, we found that spatial peer effects last shorter within the urban environment of these four towns than what previously found for Connecticut as a whole, suggesting that PV systems are absorb faster within urban environments than in suburban areas (Graziano and Gillingham, 2014 
