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Zusammenfassung
Durch eine Arbeit von Gennady Lyubeznik ([Lyu93]) hat sich herausgestellt, dass D-Moduln
in Charakteristik Null ein wichtiges Mittel zur Untersuchung von lokalen Kohomologiemoduln
darstellen. In positiver Charakteristik scheinen die ebenfalls von Lyubeznik in [Lyu97] einge-
führten F-Moduln das passende Analogon zu sein. In beiden Fällen ergeben sich wichtige End-
lichkeitsbedingungen an die Moduln HiI(R). Andererseits hat sich gezeigt, dass sich die Unter-
suchung der Matlis-Duale von bestimmten lokalen Kohomologiemoduln, genauer der Moduln
D(HiI(R)) = Hom(H
i
I(R), E(R/m)), unter gewissen Umständen dazu eignet, Fragen über die Mo-
duln HiI(R) zu klären. Insbesondere die Frage, ob lokale Kohomologiemoduln artinsch sind oder
Aussagen über mengentheoretisch vollständige Durchschnitte lassen sich mit Informationen über
die Matlis-Duale beantworten. Dabei sei R lokal mit maximalem Ideal m und E(R/m) die injektive
Hülle des Residuenkörpers von R. Michael Hellus hat in [Hel07b] gezeigt, dass diese Matlis-Duale
im Fall eines Potenzreihenringes R über einem Körper k der Charakteristik Null eine kanonische
D-Modul-Struktur besitzen, aber im Allgemeinen Beispiele für D-Moduln liefern, welche nicht ho-
lonom sind. Ziel dieser Arbeit soll es sein, zu zeigen, dass in diesem Fall D(HiI(R)) in positiver
Charakteristik eine F-Modul-Struktur trägt, im Allgemeinen aber nicht F-endlich ist. Außerdem
werden wir die engen Zusammenhänge zwischen D-Moduln und F-Moduln, welche in positiver
Charakteristik zu beobachten sind, noch näher untersuchen. Dabei wird sich herausstellen, dass
das Ergebnis von Hellus aus [Hel07b] über die D-Modul-Struktur und unser Ergebnis über die F-
Modul-Struktur der Moduln D(HiI(R)) in Charakteristik p > 0 gerade die Manifestation derselben
Besonderheiten sind. Insbesondere zeigt sich, dass eine F-Modul-Struktur in positiver Charakte-
ristik auch eine D-Modul-Struktur induziert. Dies verallgemeinert das Ergebnis von Hellus über
die D-Modul-Struktur in Charakteristik Null auf den Fall von Charakteristik p > 0.
Inhaltsverzeichnis
1 Einleitung 4
2 Lokale Kohomologie und Matlis-Dualität 14
2.1 Lokale Kohomologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.1 HiI als Rechtsableitung des Torsions-Funktors ΓI . . . . . . . . . . . . . . . 14
2.1.2 HiI als direkter Limes von Ext-Funktoren . . . . . . . . . . . . . . . . . . . 17
2.1.3 Koszul-Kohomologie und reguläre Folgen . . . . . . . . . . . . . . . . . . . 18
2.1.4 Der ech-Komplex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Injektive Moduln und Matlis-Dualität . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1 Grundlegende Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Injektive Hüllen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.3 Injektive Moduln über noetherschen Ringen . . . . . . . . . . . . . . . . . . 29
2.2.4 Matlis-Dualität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Injektive Auflösungen von Gorenstein-Ringen . . . . . . . . . . . . . . . . . . . . . 32
2.4 Lokale Dualität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 F-Moduln 36
3.1 Der Frobenius-Funktor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 F-Modul-Struktur der lokalen Kohomologie . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Endlichkeitseigenschaften F-endlicher Moduln . . . . . . . . . . . . . . . . . . . . . 42
3.5 F-Endlichkeit von HiI(R) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 Die F-Modul-Struktur von D(HiI(R)) 47
4.1 Moduln endlicher Länge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Separierte Moduln und das Nakayama-Lemma . . . . . . . . . . . . . . . . . . . . 49
4.3 Ein Satz von Kunz - Flachheit von Rϕ . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Basiswechsel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5 Der Isomorphismus F(D(HiI(R))) ∼= D(HiI(R)) . . . . . . . . . . . . . . . . . . . . 56
4.6 F-Modul-Struktur von ER(k) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.7 Weitere Isomorphismen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.8 Verallgemeinertes Matlis-Dual für Quasi-F-Moduln . . . . . . . . . . . . . . . . . . 64
1
INHALTSVERZEICHNIS 2
5 Über die koassoziierten Primideale von HiI(R) 69
5.1 D(HiI(R)) ist im Allgemeinen nicht F-endlich . . . . . . . . . . . . . . . . . . . . . 72
5.2 Eine Verallgemeinerung von Hartshorne's Beispiel . . . . . . . . . . . . . . . . . . . 74
5.3 Über koassoziierte Primideale der höchsten
lokalen Kohomologiemoduln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4 Die Vermutung von Hellus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6 Das analoge Ergebnis in Charakteristik Null 79
6.1 Ringe von Differential-Operatoren und D-Moduln . . . . . . . . . . . . . . . . . . . 79
6.2 D-Modul-Struktur von D(HiI(R)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3 D(HiI(R)) ist im Allgemeinen nicht holonom . . . . . . . . . . . . . . . . . . . . . 85
7 D-Moduln in positiver Charakteristik 87
7.1 Der Ring der Differentiale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2 Ein Funktor ξ : F-mod −→ D-mod . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.3 D-Modul-Struktur von D(HiI(R)) in Charakteristik p > 0 . . . . . . . . . . . . . . 93
8 Ausblick 97
8.1 Artinsche lokale Kohomologiemoduln und F-Endlichkeit . . . . . . . . . . . . . . . 97
8.2 Holonome Moduln in positiver Charakteristik . . . . . . . . . . . . . . . . . . . . . 98
8.3 Anwendung von Charakteristik p Methoden in Charakteristik Null . . . . . . . . . 99
Vorwort
Die vorliegende Arbeit ist als Abschlussarbeit meines Studiums am Mathematischen Institut der
Universität Leipzig entstanden und dokumentiert somit mein Wirken des letzten Jahres. Sie bildet
damit den Abschluss eines besonders prägenden Lebensabschnittes und gleichzeitig den Beginn ei-
ner neuen persönlichen Unabhängigkeit. Ich möchte dies zum Anlass nehmen, mich an dieser Stelle
bei allen Menschen zu bedanken, die mir das Anfertigen dieser Diplomarbeit ermöglicht haben und
mich während dieser Zeit begleitet und unterstützt haben.
Mein Dank gilt vor allem Herrn Prof. Dr. Jürgen Stückrad, der mich zur Bearbeitung der vorlie-
genden Inhalte motivierte, mich engagiert und aufmerksam betreut hat und jederzeit für klärende
Gespräche oder die Korrektur erster Entwürfe Zeit gefunden hat. Mein Interesse an den vielen
abstrakten Gedankengebäuden der Mathematik verdanke ich zu einem großen Teil ihm.
Besonders bedanken möchte ich mich auch bei Herrn Dr. Michael Hellus, der mich ebenfalls her-
vorragend betreut hat und mir jederzeit mit Ratschlägen und neuen Ideen zur Seite stand. Auch
nachdem er die Universität Leipzig im Herbst letzten Jahres verlassen hatte, bereicherte er mein
Arbeiten durch viele wichtige Bemerkungen, ohne die die Arbeit so nicht existieren würde.
Ein herzliches Dankeschön geht des Weiteren an meine gute Freundin und Kommilitonin Laila
Popovi¢, die mir während meines ganzen Studiums eine große Unterstützung war und die sich vor
allem in den letzten Wochen viel Zeit genommen hat, die Arbeit zu einem guten Ende zu bringen.
Außerdem danke ich ihr und Ralf Griger für das finale Korrekturlesen. Zudem danke ich Sarah für
ihr Verständnis und ihre ständige Rückendeckung.
Nicht zuletzt gilt mein Dank meinen lieben Eltern, ohne die dieses Studium nicht möglich gewesen
wäre. Mit ihrer Unterstützung ermöglichten sie mir schöne Jahre in Leipzig, sowie die Erfahrung
eines Studienaufenthaltes in Madrid.
Leipzig, Februar 2010 Danny Tobisch
Kapitel 1
Einleitung
In the judgment of the most competent
living mathematicians, Fräulein Noether
was the most significant creative
mathematical genius thus far produced
since the higher education of women
began.
Albert Einstein ([Ein35])
In der algebraischen Geometrie und kommutativen Algebra sind die lokalen Kohomologiemoduln
seit ihrer Einführung vor gut 50 Jahren von großem Interesse. Dabei handelt es sich um eine mathe-
matische Konstruktion, die Anfang der 60er Jahre von Grothendieck in [Gro67] gemacht wurde,
um geometrische Fragen zu beantworten. Mittlerweile ist die Theorie der lokalen Kohomologie
ein fester Bestandteil für die Untersuchung von kommutativen noetherschen Ringen. Betrachtet
man Ringe als Funktionen auf Räumen, so lassen sich auch geometrische und topologische Inhalte
untersuchen. Ursprünglich waren die lokalen Kohomologiefunktoren dabei als spezielle Garbenko-
homologie definiert. Sei dazu X ein topologischer Raum und Y ⊆ X eine abgeschlossene Teilmenge
und F eine Garbe abelscher Gruppen auf X, so betrachtet man die globalen Schnitte mit Sup-
port in Y , also die Menge ΓY (X;F). Nun definiert man die lokalen Kohomologiegruppen von X
mit Hilfe der rechtsabgeleiteten Funktoren dieser Zuordnung, also als HiY (X,F) := Ri ΓY (X,F).
Betrachten wir einmal den Spezialfall X = SpecR für einen kommutativen Ring R und die quasi-
kohärente Garbe M˜ für einen R-Modul M . Sei I ⊆ R ein Ideal, so ist V (I) abgeschlossen in
der Zariski-Topologie und man definiert die lokalen Kohomologiemoduln von M mit Support in I
als HiI(M) := H
i
V (I)(SpecR, M˜). Diese Definition lässt sich jetzt vollständig vom geometrischen
Hintergrund lösen und spezialisiert sich zu der folgenden Konstruktion in der kommutativen Alge-
bra. Dabei ordnet dann die lokale Kohomologie einem gegebenen Ideal I ⊆ R eines noetherschen
Ringes R und einem R-Modul M eine Folge von Moduln HiI(M) zu, den sogenannten lokalen
Kohomologiemoduln. Betrachtet man den Untermodul ΓI(M) = {m ∈M | Itm = 0 für ein t ∈ N}
von M , der aus allen Elementen von M besteht, welche von einer Potenz von I annulliert werden,
so ist die Zuordnung
M 7−→ ΓI(M)
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im Sinne der homologischen Algebra nicht exakt. Die lokalen Kohomologiemoduln sind nun ein
Maß dafür, wie stark diese funktorielle Zuordnung von dieser Exaktheit abweicht. Selbst für einen
endlich erzeugten R-Modul M sind die lokalen Kohomologiemoduln meist nicht endlich erzeugt
und verhalten sich somit nicht besonders gutartig. Ihre Eigenschaften spielen aber eine große Rol-
le in allen Anwendungen der lokalen Kohomologie-Theorie. Daher interessiert man sich für die
Struktur dieser Moduln, insbesondere für gewisse Endlichkeitsaussagen.
So ist es zum Beispiel eine wichtige Aufgabe zu entscheiden, ob die Menge Ass(HiI(R)), also
die Menge der assoziierten Primideale der i-ten lokalen Kohomologie von R selbst, endlich ist.
Diese Frage wurde von Huneke in [Hun92] gestellt und Huneke und Sharp konnten in [HS93] zei-
gen, dass für einen regulären lokalen Ring positiver Charakteristik, welcher einen Körper k enthält,
diese Menge immer endlich ist. Ebenso konnte Lyubenznik in [Lyu93] und [Lyu00b] zeigen, dass
für unverzweigte reguläre lokale Ringe von gemischter Charakteristik oder von Charakteristik Null
die Menge Ass(Hii (R)) immer endlich ist.
Eine weitere Frage, die von Huneke in [Hun92] gestellt wurde, ist es zu entscheiden, ob ein gege-
bener lokaler Kohomologiemodul HiI(M) für einen endlich erzeugten R-Modul M artinsch ist.
Sei dazu (R,m,k) ein noetherscher lokaler Ring. Dann ist HiI(M) genau dann artinsch, falls
Supp(M) = {m} gilt und der Sockel vonM , alsoHomR(k,M) endlich erzeugt ist. Ist dimR/I = 0,
so hat man die Struktur vonHiI(M) gut verstanden (siehe [Gro67]). Obwohl nicht zwingend endlich
erzeugt, sind die lokalen Kohomologiemoduln dann artinsch, also insbesondere HomR(k, HiI(M))
endlich erzeugt. Ist aber dimR/I > 0, so ist dies nicht notwendigerweise der Fall, wie das folgende
Beispiel von Hartshorne zeigt.
Beispiel 1.1 (Hartshorne's Beispiel, Beispiel 5.2.4). Sei k ein Körper und sei R die Hyperfläche
k[[w, x, y, z]]/(wx− yz).
Sei außerdem I ⊆ R das Ideal von R, das von den Klassen von x und y in R erzeugt wird, also
I = (x, y). Dann ist H2I (R) nicht artinsch, insbesondere ist HomR(R/m, H
2
I (R)) nicht endlich
erzeugt.
Außerdem kann somit auch HomR(R/I,H2I (R)) nicht endlich erzeugt sein und dies zeigt, dass die
von Grothendieck gemachte Vermutung, dass HomR(R/I,H2I (R)) für jedes Ideal I von R endlich
erzeugt ist, falsch ist (siehe Vermutung 5.2.3).
Allgemeiner lässt sich nach der Endlichkeit der sogenannten Bass-Zahlen fragen, wobei die i-te
Bass-Zahl µi(p,M) für ein Primideal p eines kommutativen noetherschen Ringes R und einen
R-Modul M wie folgt definiert ist. Der i-te auftretende Term Ei(M) in einer minimalen injek-
tiven Auflösung von M ist bis auf Isomorphie eindeutig durch M bestimmt. Es gilt Ei(M) ∼=⊕
α∈ΛER(R/pα) mit einer Familie (pα)α∈Λ von Primidealen von R. Dabei ist die Kardinalität
der Menge {α ∈ Λ : pα = p} eindeutig durch M bestimmt und wird mit µi(p,M) bezeichnet. Sei
k(p) = Rp/pRp der Residuenkörper des lokalen Ringes Rp, so lassen sich die Bass-Zahlen auch
als folgende Vektorraum-Dimensionen charakterisieren: µi(p,M) = dimk(p)ExtiRp(k(p),Mp). Ist
(R,m,k) ein noetherscher lokaler Ring, so gilt also µ0(m,M) = dimkHomR(k,M).
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Diese Fragen ließen sich besonders im Fall eines regulären Ringes R gut untersuchen und in vielen
Fällen positiv beantworten. So konnten Huneke und Sharp in [HS93] im Fall positiver Charakte-
ristik das folgende Ergebnis formulieren.
Satz 1.2 (Theorem 2.1/Corollary 2.3 in [HS93]). Sei (R,m,k) ein regulärer lokaler Ring der
Charakteristik p > 0, und sei I ⊆ R ein Ideal von R. Sei außerdem p ∈ Spec(R) und j ∈ N, dann
gilt für alle i ∈ N:
(i) µi(p, HjI (R)) ≤ µi(p, ExtjR(R/I,R)) ≤ ∞.
(ii) Ass(HjI (R)) ⊆ Ass(ExtjR(R/I,R)), insbesondere ist Ass(HjI (R)) endlich.
Dabei verwendet der Beweis dieses Satzes im Grunde zwei wichtige Eigenschaften der lokalen
Kohomologie im Fall eines regulären Ringes. Sei dazu R ein kommutativer noetherscher regulärer
lokaler Ring der Charakteristik p > 0. Ein wichtiges Hilfsmittel für die Methoden, die uns in
positiver Charaktertistik zur Verfügung stehen, ist der sogenannte Frobeniushomomorphismus ϕ,
wobei dieser definiert ist durch ϕ : R → R, r 7→ rp. Peskine und Szpiro haben in ihrer Arbeit
[PS73] diesen Homomorphismus weiter verallgemeinert zum sogenannten Frobeniusfunktor
F : R-mod −→ R-mod,
der wie folgt definiert ist. Für einen gegebenen R-ModulM sei F(M) := Rϕ⊗RM , wobei Rϕ der R-
Bimodul ist, dessen zugrundeliegende additive Gruppe gerade R ist, dessen Links-R-Modulstruktur
die gewöhnliche Multiplikation in R ist und der seine Rechts-R-Modulstruktur durch den Frobeni-
ushomomorphismus erhält. Es gilt also s · r := rp · s für s ∈ Rϕ und r ∈ R. Da R regulär und lokal
ist, impliziert ein Satz von Kunz in [Kun69] (siehe Satz 4.3.1), dass F ein exakter Funktor ist und
somit viele gute Eigenschaften besitzt. Nun konnte gezeigt werden, dass die lokalen Kohomologie-
moduln für ein Ideal I ⊆ R, also die Moduln HiI(R), die folgenden zwei wichtigen Eigenschaften
besitzen:
(i) HiI(R) ∼= F(HiI(R))
(ii) HiI(R) = lim−→F
t(ExtiR(R/I,R)).
Außerdem ist Ext0R(R/I,R) und somit der erste Term im direkten Limes endlich erzeugt. Diese
beiden Tatsachen waren es, die es Huneke und Sharp in [HS93] ermöglichten den obigen Satz über
die Endlichkeit der Bass-Zahlen und der assoziierten Primideale von bestimmten lokalen Kohomo-
logiemoduln über einem regulären Ring R zu beweisen.
Gennady Lyubeznik griff in seiner Arbeit [Lyu97] diese beiden Eigenschaften ebenfalls auf und
verallgemeinerte diese zu der folgenden Definition.
Definition 1.3 (Definition 3.2.1/Definition 3.2.4). Sei R ein kommutativer noetherscher regulärer
lokaler Ring der Charakteristik p > 0 und seiM ein R-Modul.
(i) M heißt F-Modul, falls ein R-Modul Isomorphismus
θ :M→ F(M) = Rϕ ⊗RM
existiert. Dieser heißt dann auch Strukturmorphismus vonM.
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(ii) Ein F-ModulM heißt F-endlich, falls
M = lim−→(M
β−→ F(M) F(β)−−−→ F2(M) F
2(β)−−−−→ F3(M) F
3(β)−−−−→ . . . )
mit einem endlich erzeugten R-Modul M und einem R-Modulhomomorphismus β : M →
F(M) gilt.
Nun ist mit den obigen Beobachtungen klar, dass diese Definitionen gerade passend gewählt wur-
den, um zu erreichen, dass die lokalen Kohomologiemoduln HiI(R) F-Moduln und sogar F-endlich
sind. Lyubeznik konnte in [Lyu97] auch zeigen, dass F-endliche Moduln im Fall eines regulären
Ringes positiver Charakteristik stets endliche Bass-Zahlen und endlich viele assoziierte Primideale
besitzen und somit das Ergebnis von Huneke und Sharp wie folgt verallgemeinern.
Satz 1.4 (Satz 3.4.6/Satz 3.4.5). Sei (R,m,k) ein regulärer Ring der Charakteristik p > 0, und
sei M ein F-endlicher Modul. Sei außerdem p ∈ Spec(R) und j ∈ N, dann gilt für alle i ∈ N:
(i) Es gilt µi(p,M) ≤ ∞, M besitzt also endliche Bass-Zahlen.
(ii) Die Menge der assoziierten Primideale von M , also Ass(M), ist endlich.
Eine wichtige Frage in der algebraischen Geometrie ist es, zu entscheiden wieviele Gleichungen
nötig sind, um eine gegebene algebraische Menge mengentheoretisch zu beschreiben. Dabei hat sich
herausgestellt, dass die lokalen Kohomologiemoduln Informationen enthalten, um diese Frage zu
beantworten. Ein wichtiges Konzept sind dabei die sogenannten mengentheoretisch vollständigen
Durchschnitte. Dabei handelt es sich grob gesagt um algebraische Varietäten V (im affinen oder
projektiven Raum über einem Körper k), die durch codim(V ) viele Gleichungen ausgeschnitten
werden können. Im Allgemeinen wird die Anzahl der nötigen Gleichungen für eine durch ein Ideal
I gegebene Varität als arithmetischer Rang des Ideals bezeichnet. Dabei ist dieser definiert als:
ara(I) := min{k ∈ Z | ∃f1, . . . , fk ∈ R :
√
I =
√
f1, . . . , fk},
und es gilt in diesem Fall, dass die Kodimension von V , codim(V ), gerade gleich der Höhe des
definierenden Ideals I ist. Diese bezeichnet man als height(I). Es wird sich herausstellen, dass ein
enger Zusammenhang zwischen dem arithmetischen Rang eines Ideals und regulären Folgen auf
den Matlis-Dualen bestimmter lokaler Kohomologiemoduln besteht. Zunächst einmal besteht aber
der folgende Zusammenhang mit dem Verschwinden gewisser lokaler Kohomologiemoduln.
Bemerkung 1.5 (siehe Bemerkung 5.4). Für n ∈ N, einen R-Modul M und ein Ideal I ⊆ R gilt:
(i) ara(I) ≤ n⇒ HkI (M) = 0 ∀k > n.
(ii) ara(I) ≥ n⇐ HnI (M) 6= 0.
Das Verschwinden bzw. das Nichtverschwinden von lokalen Kohomologiemoduln liefert uns also
Informationen über die Anzahl von Elementen, die benötigt werden, um ein Ideal  bis auf Radikal
 zu erzeugen. Geometrisch erhalten wir also Aussagen über die Anzahl der nötigen Gleichungen,
um eine gegebene Varietät zu beschreiben. Allerdings reicht das Verschwinden allein nicht aus, um
den arithmetischen Rang zu bestimmen, wie folgendes Beispiel zeigt.
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Beispiel 1.6 (Beispiel 5.5). Sei k ein Körper, d ∈ N, d ≥ 3, und bezeichne Pnk den n-dimensionalen
projektiven Raum über k. Betrachten wir dann die projektive, glatte Kurve Cd, definiert als das
Bild unter der Abbildung
P1k → P3k, (u : v) 7→ (ud : ud−1v : uvd−1 : vd),
so ist bekannt, dass C3 mengentheoretisch vollständiger Durchschnitt ist. Außerdem konnte ge-
zeigt werden (siehe [Har79] oder auch in [BSR81]), dass im Fall char k > 0 Cd für alle d ≥ 3
mengentheoretisch vollständiger Durchschnitt ist. Im Falle char k = 0 ist diese Frage völlig offen,
sogar für die Kurve C4 ist ungeklärt, ob sie vollständiger Durchschnitt ist, oder nicht. C4 ist die
berühmte Macaulay-Kurve.
Sei I das zu C4 gehörige Ideal, so weiß man, dass Elemente f, g, h ∈ R existieren mit
√
I =√
f, g, h. und I ist Primideal der Höhe 2. Es stellt sich also die Frage, ob auch ara(I) = 2 gilt.
Diese Frage kann sofort negativ beantwortet werden, falls H3I (R) 6= 0 gilt, wie Bemerkung 1.5
zeigt. Man weiß aber, dass H3I (R) = 0 gilt und somit lässt sich keine genaue Aussage treffen. Die
Frage ist bis jetzt in Charakteristik Null noch unbeantwortet.
Betrachtet man andererseits I/fR als Ideal von R/fR so gilt einerseits height(I) = 1 und
H lI/fR(R/fR) = 0∀l > 1. Andererseits kann man zeigen, dass ara(I/fR) ≥ 2 gilt. Die Frage
ist in diesem Fall also beantwortet und das Ideal ist trotz des Verschwindens der Kohomologie kein
mengentheoretisch vollständiger Durchschnitt.
Das Verschwinden bzw. das Nichtverschwinden der lokalen Kohomologiemoduln HiI(R) liefert uns
also noch nicht genügend Informationen, um diese Frage für die Kurve C4 beantworten zu können.
Allerdings hat sich durch den folgenden Satz von Hellus aus [Hel07b] gezeigt, dass das Matlis-
Dual des zweiten lokalen Kohomologiemoduls, also der Moduln D(H2I (R)), die nötige Information
enthält, und zwar in folgendem Sinne.
Satz 1.7 (Satz 5.7). Sei (R,m) ein noetherscher, lokaler Ring, I ( R ein echtes Ideal von R,
h ∈ N und sei f = f1, . . . , fh ∈ I eine R-reguläre Folge. Dann sind äquivalent:
(i)
√
fR =
√
I, insbesondere ist I mengentheoretisch vollständiger Durchschnitt.
(ii) H lI(R) = 0 für alle l > h und die Folge f ist quasi-regulär auf D(H
h
I (R)).
(iii) H lI(R) = 0 für alle l > h und die Folge f ist regulär auf D(H
h
I (R)).
(iv) H lI(R) = 0 für alle l > h und die Folge f ist filter-regulär auf D(H
h
I (R)).
Dabei sei für einen lokalen Ring (R,m) der R-Modul E := E(R/m) die injektive Hülle des Residu-
enkörpers R/m. Für einen gegebenen R-Modul M heißt dann der Modul D(M) := HomR(M,E)
Matlis-Dual von M .
Damit haben wir also die folgende Implikation, wobei I das zu C4 gehörige Ideal bezeichnet:{
∃ R-reguläre Folge f, g ∈ I :
f, g reguläre Folge auf D(H2I (R))
}
=⇒
{
C4 ist mengentheoretisch
vollständiger Durchschnitt
}
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Dabei heißt eine Folge f = f1, . . . , fh ∈ R R-regulär, falls fR 6= R gilt und falls ∀ 1 ≤ i ≤ h gilt,
dass fi injektiv auf R/(f1, . . . , fi−1) operiert und somit Nichtnullteiler auf diesem Quotienten ist.
Es gilt in diesem Fall immer height((fR)) = h, d.h. reguläre Folgen erzeugen immer mengentheo-
retisch vollständige Durchschnitte.
Dies motiviert also unser Interesse an den Nichtnullteilern von D(HiI(R)) und damit auch das In-
teresse an den assoziierten Primidealen von D(HiI(R)). Wir haben nämlich für einen noetherschen
Ring R und einen R-Modul M die folgende Gleichheit, wobei AssM die Menge der assoziierten
Primideale von M bezeichnet: ⋃
p∈AssM
= {Nullteiler von M}.
Im Hinblick auf die von Lyubeznik in [Lyu97] gemachte Beobachtung (siehe Satz 3.4.5), dass jeder
F-endliche Modul nur endlich viele assoziierte Primideale besitzt, stellt sich also auf natürliche
Weise die Frage, ob auch die Matlis-Duale lokaler Kohomologiemoduln F-Moduln sind und ob sie
darüber hinaus vielleicht sogar F-endlich sind.
Die Beantwortung dieser Frage ist der Hauptgegenstand dieser Arbeit und wir werden zeigen,
dass für den Fall eines Potentreihenringes R in endlich vielen Unbekannten über einem perfekten
Körper k die Moduln D(HiI(R)) eine F-Modul-Struktur besitzen.Wir werden also in der Lage sein,
den folgenden Satz zu formulieren.
Korollar 1.8 (Korollar 4.5.3/Korollar 4.5.4). Sei (R,m,k) ein kompletter regulärer lokaler Ring
der Charakteristik p > 0, der seinen perfekten Residuenkörper k = R/m enthält und sei M ein
F-Modul. Sei außerdem I ⊂ R ein Ideal und i ∈ N. Dann besitzen die Matlis-Duale D(HiI(M))
eine F-Modul-Struktur, insbesondere ist D(HiI(R)) ein F-Modul.
Dabei befinden wir uns wegen eines Struktursatzes von Cohen (siehe Satz 4.3.9) gerade in der an-
gesprochenen Situation eines Potenzreihenringes. Die Frage nach der F-Endlichkeit dieser Matlis-
Duale muss im Allgemeinen aber negativ beantwortet werden, wie das folgende Beispiel zeigt.
Beispiel 1.9 (Korollar 5.1.4). Sei R = k[[X1, . . . , Xn]] ein Potenzreihenring in den Variablen
X1, . . . , Xn über dem Körper k, i < n, und sei I das Ideal (X1, . . . , Xi)R. Dann ist die Menge
AssR(D(Hi(X1,...,Xi)(R)))
unendlich.
Wir werden in dieser Arbeit also zeigen können, dass die Matlis-Duale D(HiI(R)) über einem
Potenzreihenring R = k[[X1, . . . , Xn]] über einem perfekten Körper k der Charakteristik p > 0
F-Moduln sind, aber im Allgemeinen Beispiele für F-Moduln liefern, welche nicht F-endlich sind.
Die Aufgabenstellung wurde dabei hauptsächlich durch die Untersuchungen von Hellus in [Hel07b]
motiviert, wo gezeigt werden konnte, dass über einem Potenzreihenring über einem Körper der
Charakteristik Null eine ganz ähnliche Situation vorliegt. Genauer wurde dort das Folgende be-
wiesen.
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Satz 1.10 (Satz 6.2.1/Korollar 6.3.2). Sei k ein Körper der Charakteristik Null und sei R der
Potenzreihenring über k in n Variablen, also R = k[[X1, . . . , Xn]]. Sei außerdem I ⊆ R ein Ideal
von R. Dann sind die Matlis-Duale D(HiI(R)) auf kanonische Weise (Links-)D-Moduln. Sie liefern
aber im Allgemeinen Beispiele für nicht-holonome D-Moduln.
Dieses Resultat, welches eine gewisse Analogie zwischen F-Moduln in positiver Charakteristik und
D-Moduln in Charakteristik Null aufzeigt, führt also zu der Frage nach dem Zusammenhang zwi-
schen diesen beiden Strukturen. Dabei ist ein D-Modul ein Modul über dem Ring der Differentiale
D(R;k) für einen Körper k und eine gegebene kommutative k-Algebra R. Grob gesagt handelt es
sich dabei um den nichtkommutativen Unterring
D(R;k) ⊆ Endk(R)
des Ringes der k-linearen Endomorphismen auf R, welcher von den Abbildungen, die durch die
Multiplikation mit Elementen aus R definiert sind, und sämtlichen k-linearen Derivationen auf R
erzeugt wird. Die ursprüngliche Motivation für die Theorie der D-Moduln war es, einen algebrai-
schen Zugang für die Untersuchung von Systemen partieller Differentialgleichungen zu erhalten.
Darüber hinaus fanden sich Anwendungen vor allem in der mathematischen Physik oder in der
Darstellungstheorie. Als Standardreferenzen für die Theorie der D-Moduln seien an dieser Stelle
die Bücher [Bj9] und [Cou95] genannt.
Nun hat Lyubeznik in seiner Arbeit [Lyu93] erkannt, dass sich diese Theorie auch in der Untersu-
chung von lokalen Kohomologiemoduln anwenden lässt und die D-Moduln hielten somit Einzug in
das Gebiet der kommutativen Algebra. Insbesondere die schon erwähnten Endlichkeitsbedingun-
gen ließen sich auf diese Art und Weise untersuchen, wie folgender Satz zeigt. Für die Notation
der holonomen D-Moduln sei auf Abschnitt 6.1 verwiesen.
Satz 1.11 (Satz 6.3.1). Sei k ein Körper der Charakteristik Null, R = k[[X1, . . . .Xn]] ein Potenz-
reihenring über k in n Variablen und sei M ein D(R;k)-Modul. Dann gilt:
(i) Ist M endlich erzeugt, so ist die Menge AssM, also die Menge der assoziierten Primideale
von M, endlich.
(ii) Falls M holonom ist, so sind alle Bass-Zahlen von M endlich.
In weiteren Untersuchungen hat sich gezeigt, dass sich F-Moduln und D-Moduln auch dazu eig-
nen, algorithmische Fragen über die lokalen Kohomologiemoduln zu beantworten. Im Allgemeinen
ist es sehr schwierig diese Moduln zu berechnen und somit ist es auch ein sehr schwieriges Pro-
blem zu entscheiden ob, HiI(M) = 0 gilt, für einen gegebenen lokalen Kohomologiemodul. Im Fall
eines Polynomringes ist die Situation ein wenig besser und die einzig dort bekannten Algorithmen
basieren in Charakteristik Null auf D-Moduln (siehe [Wal99]) und in positiver Charakteristik auf
dem Frobeniushomomorphismus (siehe Satz 4.8.7).
Wie wir sehen, gelten also in Charakteristik Null für einen Potenzreihenring R = k[[X1, . . . , Xn]]
über einem Körper k und einen holonomen D-Modul M ganz analoge Bedingungen wie für einen
F-endlichen Modul in positiver Charakteristik. Genauere Betrachtungen zeigen, dass auch in posi-
tiver Charakteristik Ringe von Differentialen und somit auch D-Moduln definiert werden können.
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Dabei wird sich herausstellen, dass sich der Ring D(R;k) für einen perfekten Körper k positiver
Charakteristik und eine k-Algebra, die endlich erzeugt über Rp ist, wie folgt beschreiben lässt.
D(R;k) =
⋃
n∈N
EndRpn (R).
Die Rp
n
-linearen Endomorphismen von R lassen sich also auch als Endomorphismen des R-
Rechtsmoduls Rϕ
n
auffassen und wir erhalten somit den folgenden Zusammenhang zwischen F-
und D-Moduln in positiver Charakteristik (die Details dieser Konstruktion finden sich ausführlich
in Kapitel 7).
Satz 1.12 (Satz 7.2.5). Sei (M, θ) ein F-Modul. Dann induziert die F-Modul-Struktur, die durch
θ gegeben ist, eine natürliche D-Modul-Struktur auf M .
Insbesondere ist es uns damit in der vorliegenden Arbeit gelungen das Ergebnis von Hellus aus
[Hel07b] über die D-Modul-Struktur der Matlis-Duale D(HiI(R)) im Fall eines Potenzreihenrin-
ges R über einem Körper der Charakteristik Null auch auf den Fall positiver Charaktersitik zu
verallgemeinern.
Korollar 1.13 (Satz 7.3.1). Sei k ein perfekter Körper und sei R = [[X1, . . . , Xn]] der Potenz-
reihenring über k in n Unbestimmten. Sei außerdem I ⊆ R ein Ideal von R. Dann sind die
Matlis-Duale D(HiI(R)) auf natürliche Weise (Links-)D-Moduln.
Aufbau der Arbeit
Im Anschluss an die Einleitung werden wir in Kapitel 2 mit einer Einführung in die lokale Koho-
mologietheorie beginnen. Wir werden dabei verschiedene Möglichkeiten der Definition der lokalen
Kohomologiemoduln kennenlernen und erste Anwendungen diskutieren. Hauptreferenz für diesen
Abschnitt ist das schöne Buch Twenty-Four Hours of Local Cohomology von Iyengar et al. [ea07].
Außerdem werden wir die Theorie der injektiven Moduln und der Matlis-Dualität behandeln. Da-
bei diente uns, außer dem schon erwähnten Buch, das unveröffentlichte Vorlesungsskript über
Castelnuovo-Mumford-Regulärität von Herrn Prof. Dr. Stückrad [St8] als Grundlage.
Gegenstand von Kapitel 3 wird die Theorie der F-Moduln sein. Dabei werden wir uns eng an
der Arbeit von Lyubeznik [Lyu97] orientieren, in welcher die F-Moduln erstmals erwähnt wurden.
Insbesondere wird der Begriff der F-endlichen Moduln entwickelt und ihre Eigenschaften werden
untersucht. Für die von uns verwendete Terminologie der Quasi-F-Moduln orientieren wir uns an
der Notation eines R[F ]-Moduls, wie sie von Blickle in seiner Dissertation [Bli01] verwendet wurde.
Im dann folgenden Kapitel 4 werden wir uns das Hauptergebnis dieser Arbeit, also die F-Modul-
struktur der Matlis-Duale D(HiI(R)), erarbeiten. Wir werden dabei mit Hilfe eines Struktursatzes
von Cohen über komplette reguläre lokale Ringe und einem Satz von Kunz über die Charakteri-
serung regulärer lokaler Ringe die Freiheit von Rϕ über R zeigen. Daraus können wir dann unser
Hauptresultat ableiten. Für nötige Grundlagen aus der kommutativen Algebra, speziell über Kom-
plettierungen, orientieren wir uns an dem Vorlesungsskript von Herrn Dr. Hellus [Hel09a].
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Kapitel 5 beschäftigt sich speziell mit den assoziierten Primidealen der Moduln D(HiI(R)), den
sogenannten koassoziierten Primidealen der lokalen Kohomologie. Insbesondere zeigt sich, dass die
Menge AssD(HiI(R)) im Allgemeinen unendlich ist und die Matlis-Duale somit nicht F-endlich
sind. Im Anschluss werden wir kurz darlegen, wie Hellus und Stückrad dieses Ergebnis nutzen
konnten, um in [HS09] ein Beispiel von Hartshorne ([Har70, 3]) zu verallgemeinern. Den Ab-
schluss bildet eine Vermutung über die allgemeine Struktur der Menge AssD(HiI(R)), die von
Hellus in [Hel05b] formuliert wurde.
Unser Interesse an der F-Modul-Struktur der Matlis-Duale wurde motiviert durch die Feststellung,
dass die Moduln D(HiI(R)) in Charakteristik Null eine kanonische D-Modul-Struktur tragen. Dies
wurde von Hellus in seiner Habilitationsschrift [Hel07b] gezeigt und soll an dieser Stelle, also in
Kapitel 6, als Analogon unserer Ergebnisse in positiver Charakteristik präsentiert werden. Insbe-
sondere zeigt sich dort, dass die Matlis-Duale im Allgemeinen keine holonomen D-Moduln sind.
In Charakteristik p > 0 lassen sich auch Ringe von Differentialoperatoren und damit D-Moduln
definieren. Dies ist der Inhalt von Kapitel 7 und wir folgen bei unserer Darstellung hauptsächlich
Blickle in [Bli03] und [Bli01]. Es wird sich herausstellen, dass eine F-Modul-Struktur auf natürliche
Weise auch eine D-Modul-Struktur liefert. Dies zeigt, in Kombination mit unserem Hauptresultat
aus Kapitel 4, dass die Moduln D(HiI(R)) auch in positiver Charakteristik D-Moduln sind, was
das Ergebnis von Hellus aus Kapitel 6 verallgemeinert.
Zum Ende dieser Arbeit liefert Kapitel 8 noch einen kurzen Ausblick über offen gebliebene Fragen
und mögliche weitere Forschungsansätze zu der bearbeiteten Thematik.
Notationen und Vereinbarungen
 In dieser Arbeit bezeichnet R durchgehend einen nichtrivialen kommutativen noetherschen
Ring mit 1 und I ⊂ R ein Ideal von R. Einen R-Modul bezeichnen wir gewöhnlich mit M .
Besitzt der Ring R weitere Attribute, ist er beispielsweise zusätzlich regulär, so wird dies
gekennzeichnet.
 Die Notation (R,m,k) wird verwendet, um einen lokalen Ring R mit maximalem Ideal m
und zugehörigem Residuenkörper k := R/m zu notieren. Auch außerhalb dieser Terminologie
bezeichnet k immer einen Körper.
 Wenn wir von einem Ring R positiver Charakteristik sprechen, so meinen wir damit immer
char R = p > 0 mit einer Primzahl p ∈ N. Wir befassen uns also ausschließlich mit dem
gleichcharakteristischen Fall (siehe Definition 4.3.4).
 Wir verwenden ferner die folgenden Bezeichnungen für aufretende Kategorien:
 R-mod bezeichnet die Kategorie der R-Moduln.
 F-mod bezeichnet die Kategorie der F-Moduln und mit Ffinite bezeichnen wir die
Unterkategorie der F-endlichen Moduln (siehe Kapitel 3).
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 QF-mod bezeichnet die Kategorie der Quasi-F-Moduln und mit QFcofinite bezeichnen
wir die Unterkategorie der artinschen Quasi-F-Moduln (siehe Kapitel 3).
 D-mod bezeichnet die Kategorie der D-Moduln, also die Kategorie der Linksmoduln
über dem Ring der Differentiale D(R;k) für einen Körper k und eine kommutative
k-Algebra R (siehe Kapitel 6).
 Wir verwenden das Symbol Z um den Ring der ganzen Zahlen und N (respektive N+) um
die Menge der nicht-negativen (respektive positiven) ganzen Zahlen zu bezeichnen.
 Wir notieren Komplexe K• von R-Moduln kohomologisch, d.h. sie haben stets die Gestalt
. . . −−−−→ Ki−1 ∂
i−1
K−−−−→ Ki ∂
i
K−−−−→ Ki+1 −−−−→ . . . .
 Es wurde in vielen Fällen darauf verzichtet Beweise wiederzugeben, insbesondere falls diese
für das Verständnis der Arbeit nicht nötig sind. Die fehlenden Inhalte können in den Lite-
raturhinweisen nachgeschlagen werden, welche jeweils in eckigen Klammern '[...]' angegeben
sind.
Kapitel 2
Lokale Kohomologie und
Matlis-Dualität
Die lokalen Kohomologiemoduln wurden zuerst von Grothendieck Anfang der 60er Jahre zur Un-
tersuchung von Garben auf projektiven Varietäten eingeführt. Dabei wurden zuerst geometrisch
lokale Kohomologie-Gruppen einer Garbe F auf einem topologischen RaumX, bezüglich einer lokal
abgeschlossenen Teilmenge Y , als die rechtsabgeleiteten Funktoren des globalen Schnitt-Funktors
ΓY (F), mit Support in Y , eingeführt. Einzelheiten zu dieser geometrischen Motivation und Defi-
nition finden sich in [Gro67]. Algebraisch spezialisiert sich diese Definition zu rechtsabgeleiteten
Funktoren des Torsions-Funktors ΓI(M) eines Moduls M bezüglich eines Ideals I.
2.1 Lokale Kohomologie
Wir beginnen jetzt mit der Einführung der lokalen Kohomologie-Funktoren. Dabei wird sich her-
ausstellen, dass es verschiedene Möglichkeiten gibt, diese Funktoren zu definieren. Wir beginnen
mit der Definition der lokalen Kohomologie als abgeleiteter Funktor und werden danach noch wei-
tere Möglichkeiten der Definition kennenlernen, welche aber alle dasselbe Ergebnis liefern.
Sei im Folgenden R ein noetherscher kommutativer Ring und I ⊆ R ein Ideal.
2.1.1 H iI als Rechtsableitung des Torsions-Funktors ΓI
Wir beginnen jetzt mit der Einführung der lokalen Kohomologie-Funktoren als die rechtabgeleite-
ten Funktoren des linksexakten kovarianten Torsions-Funktors ΓI .
Definition 2.1.1. Für einen R-Modul M , setzen wir
ΓI(M) = {m ∈M | Itm = 0 für ein t ∈ N}.
Wir untersuchen nun einige Eigenschaften von ΓI . Insbesondere werden wir sehen, dass die Zu-
ordnung
M −→ ΓI(M)
einen kovarianten und linksexakten Funktor in der Kategorie der R-Moduln induziert.
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Satz 2.1.2. Für einen R-Modul M gilt:
(i) ΓI(M) ist ein Untermodul von M .
(ii) ΓI ist ein kovarianter, linksexakter Funktor in der Kategorie der R-Moduln.
Beweis. Die Untermoduleigenschaft ist offensichtich und (ii) folgt z.B. aus [BH98, Lemma 1.1.6].
Wir bezeichnen ΓI auch als Torsions-Funktor bezüglich des Ideals I oder auch als I-Torsions-
Funktor. Falls für einen R-Modul M ΓI(M) = M gilt, so nennen wir M auch I-Torsionsmodul.
Die Linksexaktheit des Torsions-Funktors motiviert nun die Untersuchung seiner rechtsabgeleiteten
Funktoren RiΓI . Diese werden wir nun kennenlernen.
Definition 2.1.3 (injektiver Modul). Ein R-Modul E heißt injektiv, falls der Funktor
HomR(−, E) exakt ist.
Definition 2.1.4 (injektive Auflösung). Eine injektive Auflösung eines R-Moduls M ist ein
Komplex E• von injektiven R-Moduln
0 −→ E0 −→ E1 −→ E2 −→ E3 −→ . . . ,
zusammen mit einem R-Modulhomomorphismus ι : M → E0, so dass der Komplex
0 −→M ι−→ E0 −→ E1 −→ E2 −→ E3 −→ . . .
exakt ist.
Definition 2.1.5 (abgeleiteter Funktor). Sei F ein linksexakter additiver kovarianter Funktor in
der Kategorie der R-Moduln und sei M ein R-Modul. Sei außerdem E• eine injektive Auflösung
von M, dann setzen wir:
RiF (M) = Hi(F (E•)) für i ≥ 0.
Dabei sind die Moduln RiF (M) bis auf kanonische Isomorphie unabhängig von der gewählten in-
jektiven Auflösung, da injektive Auflösungen eindeutig sind bis auf Homotopie (siehe z.B. [ea07,
3.18]) und additive Funktoren solche erhalten. Wir nennen den Funktor RiF den i-ten rechts-
abgeleiteten Funktor von F .
Bemerkung 2.1.6 (siehe 3.21 in [ea07]). Sei F ein linksexakter kovarianter additiver Funktor.
Dann gilt:
(i) Ein gegebener Modulhomomorphismus f : M −→ N induziert eine Familie {RiF (f)}i≥0 von
Homomorphismen RiF (f) : RiF (M) −→ RiF (N).
(ii) Da F links-exakt ist gilt: R0F = F .
(iii) Für jede kurze exakte Folge von R-Moduln
0 −→M ′ −→M −→M ′′ −→ 0,
gibt es einen Verbindungshomomorphismus δi und eine lange exakte Folge
. . . −→ RiF (M ′) −→ RiF (M) −→ RiF (M ′′) δ
i
−→ Ri+1F (M ′) −→ . . . .
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Wir können in (iii) der letzten Bemerkung gut erkennen, welche Informationen die abgeleiteten
Funktoren enthalten. Starten wir mit einem links-exakten Funktor F und einer kurzen exakten
Folge
0 −→M ′ −→M −→M ′′ −→ 0,
so ist die Folge
0 −→ F (M ′) −→ F (M) −→ F (M ′′)
wieder exakt. Wir dürfen aber im Allgemeinen rechts nicht durch Null ergänzen, da ein links-
exakter Funktor im Allgemeinen keine Surjektionen erhält. Nun können wir nach Bemerkung
2.1.6 (ii) und (iii) diese Folge aber durch die Anwendung der abgeleiteten Funktoren so ergänzen,
dass sie exakt bleibt. Wir erhalten die Folge
0 −→ F (M ′) −→ F (M) −→ F (M ′′) δ
0
−→ R1F (M ′) −→ R1F (M) −→ . . .
und sehen so, dass die abgeleiteten Funktoren, insbesondere der Funktor R1F , die Information
enthält, ob ein gegebener links-exakter Funktor F sogar exakt ist oder nicht. Damit können wir
also schon bekannte Eigenschaften, die über die Exaktheit von gewissen Funktoren definiert sind,
neu formulieren.
Satz 2.1.7. Sei M R-Modul. Dann gilt:
(i) M ist genau dann injektiv, wenn ExtiR(−,M) = 0 für alle i ≥ 1 gilt, also genau dann, wenn
Ext1R(−,M) = 0.
(ii) M ist genau dann projektiv, wenn ExtiR(M,−) = 0 für alle i ≥ 1 gilt, also genau dann, wenn
Ext1R(M,−) = 0.
(iii) M ist genau dann flach, wenn ToriR(−,M) = 0 für alle i ≥ 1 gilt, und das gilt also genau
dann, wenn Tor1R(−,M) = 0.
Beweis. [ea07, Theorem 3.26].
Definition 2.1.8 (lokale Kohomologie). Sei R ein Ring und I ⊆ R ein Ideal von R. Die rechts-
abgeleiteten Funktoren des Torsions-Funktors ΓI , also die Funktoren RiΓI , nennt man lokale
Kohomologie-Funktoren bzgl. I und bezeichnet Sie mit HiI (i-te lokale Kohomologie bzgl I,
i ≥ 0).
Wir kommen nun zu den ersten einfachen Eigenschaften der lokalen Kohomologiemoduln.
Satz 2.1.9. Sei M ein R-Modul und I, J ⊆ R seien Ideale von R. Dann gilt:
(i) Es gilt H0I (M) = ΓI(M), und H
j
I (M) ist I-Torsion für jedes j.
(ii) Falls
√
I =
√
J , dann ist HiI(M) ∼= HiJ(M) für jedes i.
(iii) Sei {Mλ} eine Familie von R-Moduln. Dann gilt für jedes i:
HiI(
⊕
λ
Mλ) ∼=
⊕
λ
HiI(Mλ).
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(iv) Eine kurze exakte Folge von R-Moduln 0→M ′ →M →M ′′ → 0 induziert eine lange exakte
Folge der lokalen Kohomologiemoduln
. . . −→ Hi−1I (M ′′) −→ HiI(M ′) −→ HiI(M) −→ HiI(M ′′) −→ Hi+1I (M ′) −→ . . . .
Beweis. [ea07, Proposition 7.3].
2.1.2 H iI als direkter Limes von Ext-Funktoren
Wir wollen jetzt eine weitere Methode beschreiben, um die lokalen Kohomologiemoduln zu defi-
nieren bzw. zu berechnen. Es stellt sich nämlich heraus, dass die Moduln HiI als direkter Limes
von gewissen Ext-Funktoren beschrieben werden können. Bei den Ext-Funktoren handelt es sich
um die abgeleiteten Funktoren des Hom-Funktors. Beginnen wir also mit der Einführung dieser
Funktoren.
Definition 2.1.10 (Ext-Funktoren). Sei R ein Ring und M ein R-Modul. Die rechtsabgeleite-
ten Funktoren des kovarianten Hom-Funktors HomR(M,−), also die Funktoren RiHomR(M,−),
nennt man Ext-Funktoren und bezeichnet Sie mit ExtiR(M,−) für i ≥ 0.
Alternativ zu dieser Definiton kann man auch den kontravarianten Funktor HomR(−, N) für
einen R-Modul N verwenden, um die Ext-Funktoren einzuführen. Dieser Funktor ist wiederum
links-exakt, allerdings benötigt man zur Berechnung der Rechtsableitungen dann projektive statt
injektive Auflösungen. Es stellt sich allerdings heraus, dass beide Ansätze das gleiche Ergebnis
liefern. Genauer gilt: Sei P• eine projektive Auflösung vonM und E• eine injektive Auflösung von
N mit zugehöriger Projektion  : P• → M bzw. zugehöriger Injektion ι : N → E•, dann sind die
folgenden induzierten Komplexmorphismen, sogar Quasi-Isomorphismen. Sie induzieren also auf
Kohomologie-Niveau sogar Isomorphismen.
HomR(P•, N)
HomR(P•,ι)−−−−−−−−→ HomR(P•, E•) HomR(,E
•)←−−−−−−−− HomR(M,E•).
Und damit also auf Kohomologie-Niveau:
ExtiR(M,N) = R
iHomR(M,N)
= Hi(HomR(P•, N))
∼= Hi(HomR(P•, E•))
∼= Hi(HomR(M,E•))
= RiHomR(M,N) = ExtiR(M,N)
Wir wollen jetzt einen Zusammenhang herstellen zwischen dem lokalen Kohomologie-Funktor und
gewissen Ext-Funktoren. Da der erste Funktor als Rechtsableitung des Torsions-Funktors ΓI de-
finiert wurde und der Zweite als Rechtsableitung des Hom-Funktors definiert werden kann, be-
trachten wir zu Beginn den folgenden Zusammenhang zwischen den beiden Funktoren ΓI und
HomR(R/It,−). Für jeden R-Modul E und für t ∈ N haben wir eine funktorielle Identifikation
HomR(R/It, E)
∼=−→ {x ∈ E | Itx = 0} ⊆ ΓI(E),
f 7−→ f(1).
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Mit Hilfe dieser Identifikation, können wir das direkte System
HomR(R/I,E) ⊆ · · · ⊆ HomR(R/It, E) ⊆ HomR(R/It+1, E) ⊆ . . .
von Untermoduln von ΓI(E) bilden. Nun ist leicht zu sehen, dass für den Limes dieses direkten
Systems folgendes gilt
lim−→
t
HomR(R/It, E) = ΓI(E).
Sei nun E• eine injektive Auflösung von M. Dann gilt wegen der Funktorialität der obigen Kon-
struktion auch
lim−→
t
HomR(R/It, E•) = ΓI(E•).
Da der Kohomologie-Funktor mit filtrierenden Kolimites kommutiert, ergibt sich aus der obigen
Identifikation nun folgender Isomorphismus und damit auch der nachfolgende Satz
lim−→
t
Hi(HomR(R/It, E•)) ∼= Hi(ΓI(E•)) = HiI(M).
Satz 2.1.11. Sei R ein Ring, I ⊂ R ein Ideal und M ein R-Modul. Dann gilt für alle i ≥ 0:
HiI(M) ∼= lim−→
t
ExtiR(R/I
t,M).
Beweis. Dies folgt sofort aus den oben gemachten Beobachtungen zusammen mit der Bemer-
kung, dass Hi(HomR(R/It, E•)) gerade die i-te Rechtsableitung des kovarianten Hom-Funktors
HomR(R/It,−) angewandt auf M ist und somit gilt
Hi(HomR(R/It, E•)) = ExtiR(R/I
t,M).
2.1.3 Koszul-Kohomologie und reguläre Folgen
Wir wollen nun eine weitere Möglichkeit vorstellen, wie die lokalen Kohomologiemoduln definiert
werden können. Dazu werden wir gewisse Komplexe, die sogenannten Koszul-Komplexe, definieren
und werden dann sehen, dass wir die lokale Kohomologie als direkten Limes gewisser Kohomologie-
moduln solcher Komplexe beschreiben können. Zu Beginn benötigen wir aber erst die Konstruktion
des Tensorproduktes zweier Komplexe.
Definition 2.1.12 (Tensorprodukt von Komplexen). Seien K• und L• Komplexe von R-Moduln.
Dann ist ihr Tensorprodukt K• ⊗R L• der Komplex mit
(K• ⊗R L•)n =
⊕
i+j=n
Ki ⊗R Lj ,
und mit den R-linearen Randabbildungen, die auf den Elementartensoren k⊗l ∈ Ki⊗RLj definiert
sind durch
∂(k ⊗ l) = ∂K(k)⊗ l + (−1)ik ⊗ ∂L(l).
Für einen gegebenen Ring R und ein Element x ∈ R betrachten wir nun den einfachsten Komplex,
der diese beiden Informationen miteinander verbindet. Anschließend wird die Konstruktion von
einem Ringelement auf endlich viele Ringelemente erweitert.
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Definition 2.1.13 (Koszul-Komplex). Sei R ein noetherscher kommutativer Ring und sei x ∈ R
gegeben. Dann ist der Koszul-Komplex bzgl. x der Komplex
0 −→ R x−→ R −→ 0,
wobei sich R in den Graden −1 und 0 befindet. Wir bezeichnen ihn mit K•(x;R). Sei nun x =
x1, . . . , xd eine Folge von Elementen aus R, so bezeichnen wir den Komplex
K•(x;R) = K•(x1;R)⊗R · · · ⊗R K•(xd, R)
als Koszul-Komplex bzgl. der Folge x.
Der Koszul-Komplex enthält viele Informationen über das Ideal, das von den x1, . . . , xd erzeugt
wird. Für wichtige Anwendungen benötigen wir aber noch weitere Informationen über den Einfluss
und das Wirken dieses Ideals auf verschiedene R-Moduln. Zu diesem Zweck führen wir noch Koszul-
Komplexe bzgl. eines R-Moduls M und die Koszul-Kohomologie ein.
Definition 2.1.14 (Koszul-Kohomologie). Sei x = x1, . . . , xd eine Folge von Elementen aus R
und M ein R-Modul. Dann bezeichnen wir den Komplex
K•(x;M) = K•(x;R)⊗RM
als Koszul-Komplex von M bzgl. x. Die Koszul-Kohomologie von M bzgl. x ist
Hi(x;M) = Hi(K•(x;M)) für i ∈ Z.
Nun stellt sich natürlich die Frage, welche Informationen der Koszul-Komplex enthält bzw. welche
Informationen er uns für ein gegebenes Ideal I = (x1, . . . , xd) und einen R-Modul M liefern kann.
Betrachten wir dazu das einfachste Beispiel.
Beispiel 2.1.15. Sei x ein Element von R und M ein R-Modul. Dann hat der Koszul-Komplex
von M bzgl. x, also der Komplex K•(x;M) ,die Gestalt
0 −→M x−→M −→ 0
und somit gilt für die Koszul-Kohomologie
H−1(x;M) = {m ∈M |xm = 0} = (0 :M x) und H0(x;M) = M/xM.
Wir sehen also, dass H−1(x;M) = 0 genau dann gilt, wenn x die Eigenschaft erfüllt, dass xm 6= 0
für alle Elemente m 6= 0 aus M gilt. Ist außerdem noch xM = M so ist auch H0(x;M) = 0. Diese
Eigenschaften werden durch die folgenden Definitionen nun präzisiert.
Definition 2.1.16 (Nichtnullteiler). Sei R ein Ring und M ein R-Modul. Ein Element x ∈ R heißt
Nichtnullteiler von M, falls xm 6= 0 für alle m ∈ M\{0} gilt. Gilt zusätzlich noch xM 6= M ,
dann heißt das Element x regulär auf M oder auch M-regulär.
Bemerkung 2.1.17. Damit sehen wir also, dass in der Situation von Beispiel 2.1.15 das Element
x genau dann Nichtnullteiler ist, wenn H−1(x;M) = 0 gilt, und x ist sogar M -regulär, wenn
darüber hinaus noch H0(x;M) 6= 0 gilt.
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Wir sehen also, dass sich die Koszul-Kohomologie dazu eignet, zu entscheiden, ob ein gegebenes
Ringelement Nichtnullteiler oder sogar M -regulär ist. Wir erweitern den Begriff der Regulari-
tät nun auf eine Folge von Ringelementen und stellen dann wieder die Frage, ob die Koszul-
Kohomologie auch genügend Information enthält, um eine solche reguläre Folge zu charakterisie-
ren.
Definition 2.1.18 (M -reguläre Folge). Eine Folge x = x1, . . . , xd von Elementen von R heißt
reguläre Folge bzgl. eines R-Moduls M oder auch M-reguläre Folge , falls:
(i) x1 ist M -regulär, und
(ii) xi ist regulär auf M/(x1, . . . , xi−1)M für jedes i = 2, . . . , d.
Eine äquivalente Definition wäre es, zu fordern, dass für 1 ≤ i ≤ d, das Element xi ein Nicht-
nullteiler von M/(x1, . . . , xi−1)M ist und dass xM 6= M gilt. Verzichtet man auf die Bedingung
xM 6= M so erhält man die Definition einer quasi-regulären Folge. Die R-regulären Folgen
bezeichnen wir auch einfach als reguläre Folgen.
Des Weiteren definieren wir nun die Tiefe eines Ideals a ⊆ R auf einem endlich erzeugten R-Modul
M , als maximale Länge einer in a enthaltenden M -regulären Folge. Dabei ist diese Zahl wegen
[St8, Definition 2.44] im Fall M 6= aM wohldefiniert. Im Fall M = aM sei diese als ∞ festgelegt.
Definition 2.1.19 (a-Tiefe). Sei a ⊆ R ein Ideal und M ein endlich erzeugter R-Modul. Dann
heißt die maximale Länge einer M -regulären Folge, welche in a enthalten ist, a-Tiefe von M und
wird mit depthR(a,M) bezeichnet.
Definition 2.1.20 (Tiefe eines Moduls über einem lokalen Ring). Ist (R,m) lokal und M ein
R-Modul, so heißt depthR(M) = depthR(m,M) auch einfach Tiefe von M.
Betrachten wir nun nochmals den Koszul-Komplex eines Moduls bzgl. zweier Ringelemente x und
y, also den Komplex K•(x, y;M).
Beispiel 2.1.21. Seien x, y Elemente des Ringes R und sei M ein R-Modul. Dann entsteht der
Komplex K•(x, y;M) durch Tensorieren der beiden Komplexe K•(x;M) und K•(y;M) und hat
somit bis auf Isomorphie die Gestalt
0 −→M [
−y
x ]−−−→M2 [ x y ]−−−→M −→ 0.
Für die Koszul-Kohomologie an den äußeren Stellen ergibt sich somit leicht:
H−2(x, y;M) = (0 :M (x, y)),
H0(x, y;M) = M/(x, y)M.
Und für die Koszul-Kohomologie in der Mitte gilt
H−1(x, y;M) =
{(a, b) ∈M2 |xa+ yb = 0}
{(−ym, xm) ∈M2 |m ∈M} ,
was als Relationen-Modul von x und y modulo der trivialen Relationen interpretiert werden kann.
Ist nun x M -regulär, also insbesondere Nichtnullteiler bzgl. M so sieht man leicht, dass dann die
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Abbildung
φ : (xM :M y) −→ H−1(x, y;M)
c 7−→ (cy/x,−c)
wohldefiniert ist. Außerdem sehen wir, dass xM ⊆ Kerφ gilt und für c ∈ Kerφ gilt (cy/x,−c) =
(−ym, xm) für ein m ∈ M . Also auch c ∈ xM und somit Kerφ = xM . Sei weiter (a, b) ∈
H−1(x, y,M) gegeben, so gilt einerseits xa+ yb = 0 und somit −b ∈ (xM :M y). Andererseits ist
dann φ(−b) = (a, b), also φ surjektiv. Insgesamt impliziert der Homomorphiesatz
H−1(x, y;M) ∼= (xM :M y)/xM,
wenn x M -regulär ist.
Durch die Bemerkung 2.1.17 und Beispiel 2.1.21 ist es gerechtfertigt zu vermuten, dass die Koszul-
Komplexe bzw. die dazugehörige Koszul-Kohomologie in der Lage ist, reguläre Folgen zu erkennen.
Dass dies tatsächlich richtig ist, zeigt der folgende Satz, der auch als depth-sensitivity der Koszul-
Komplexe bekannt ist.
Satz 2.1.22. Sei M 6= 0 ein R-Modul, a ⊆ R ein Ideal, und sei x = x1, . . . , xd eine Folge von
Elementen aus R mit a = (x1, . . . , xd). Dann gilt:
(i) Falls a eine quasi-reguläre Folge bzgl. M der Länge t enthält, dann gilt:
Hj−d(x;M) = 0 für j < t.
(ii) Ist M endlich erzeugt und aM 6= M , dann gilt
depthR(a;M) = min{j |Hj−d(x;M) 6= 0}.
Beweis. [ea07, Theorem 6.21].
Wir wollen nun aber wieder zurück zur lokalen Kohomologie kommen und eine weitere Möglichkeit
kennenlernen, diese Moduln zu definieren. Es wird sich herausstellen, dass die lokalen Kohomolo-
giemoduln als direkter Limes von Kohomologiemoduln von Komplexen, die durch dualisieren der
Koszul-Komplex entstehen, ausgedrückt werden können, wie der nachfolgende Satz zeigt.
Satz 2.1.23. Sei R ein Ring, I ⊂ R ein Ideal und sei x = x1, . . . , xc ein Erzeugendensystem von
I. Dann gilt für alle i ≥ 0 und jeden R-Modul M :
HiI(M) ∼= lim−→
t
Hi(HomR(K•(xt;R),M)).
Beweis. [ea07, Construction 7.10 und Theorem 7.11].
2.1.4 Der ech-Komplex
Zum Abschluss der Einführung und Definition der lokalen Kohomologiemoduln wollen wir jetzt
noch eine letzte Möglichkeit besprechen, diese Moduln zu berechnen. Diesmal wird sich zeigen,
dass die lokale Kohomologie in Zusammenhang mit der Kohomologie sogenannter ech-Komplexe
steht, welche wiederum in engem Zusammenhang mit Koszul-Komplexen stehen und somit ei-
ne alternative Formulierung von Satz 2.1.23 liefern. Beginnen wir also mit der Definition dieser
speziellen Komplexe.
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Definition 2.1.24 (ech-Komplex). Sei R ein noetherscher kommutativer Ring und sei x ∈ R
gegeben. Dann ist der ech-Komplex bzgl. x der Komplex
0 −→ R ι−→ Rx −→ 0,
wobei ι die natürliche Abbildung bezeichnet, also die Abbildung, die r ∈ R auf die Äquivalenzklasse
des Bruches r/1 ∈ Rx abbildet. R befindet sich dabei im Grad 0 und Rx im Grad 1. Wir bezeichnen
ihn mit  •(x;R). Sei nun x = x1, . . . , xd eine Folge von Elementen aus R, so bezeichnen wir den
Komplex
 •(x;R) =  •(x1;R)⊗R · · · ⊗R  •(xd, R)
als ech-Komplex bzgl der Folge x.
Definition 2.1.25 (ech-Kohomologie). Sei x = x1, . . . , xd eine Folge von Elementen aus R und
M ein R-Modul. Dann bezeichnen wir den Komplex
 •(x;M) =  •(x;R)⊗RM
als ech-Komplex von M bzgl. x. Die ech-Kohomologie von M bzgl. x ist
H i(x;M) = Hi( •(x;M)) für i ∈ Z.
Damit besitzt der ech-Komplex  •(x;M) eines R-Modules M bzgl. der Folge x = x1, . . . , xd
von Elementen aus R die folgende Gestalt:
0 −→M −→
⊕
1≤i≤d
Mxi −→
⊕
1≤i<j≤d
Mxixj −→ . . . −→Mx1...xd −→ 0. (2.1)
Wie im Fall von Koszul-Komplexen ist die ech-Kohomologie für kurze Folgen einfach zu berech-
nen. Betrachten wir also das folgende einfache Beispiel.
Beispiel 2.1.26. Sei x ∈ R ein Ringelement und sei
0 −→ R ι−→ Rx −→ 0,
der ech-Komplex bzgl. x. Dann ist
H 0(x;R) = {r ∈ R | r/1 = 0 in Rx}
= {r ∈ R |xar = 0 für ein a ≥ 0}
=
⋃
a≥0
(0 :R xa)
gerade die Vereinigung der Annullatoren von xa und es gilt H 1(x;R) ∼= Rx/R.
Bemerkung 2.1.27 (siehe Remark 6.31 in [ea07]). Im Gegensatz zum Koszul-Komplex K•(x;R),
in welchem sämtliche auftretende Moduln, als endliche direkte Summen von R, frei sind, besteht der
ech-Komplex  •(x;R) aus direkten Summen von Lokalisierungen von R. So ist  0(x;R) = R,
während  1(x;R) = Rx1 ⊕ · · · ⊕Rxd gilt, und im Allgemeinen ist
 k(x;R) =
⊕
1≤i1<···<ik≤d
Rxi1 ...xik
nicht endlich erzeugt über R, aber die Moduln sind flach, da Rxi1 ...xik flach ist (siehe [Eis04,
Proposition 2.5].
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In Satz 2.1.23 haben wir gesehen, dass wir die lokalen Kohomologiemoduln mit Hilfe der Ko-
homologiemoduln von Komplexen der Gestalt HomR(K•(xt;R),M) beschreiben können. Diese
Komplexe entstehen also durch die Dualisierung der Koszul-Komplexe. Interessanterweise stellt
sich jetzt heraus, dass die Komplexe K•(xt;M) zu sich selbst dual sind.
Satz 2.1.28. Sei x = x1, . . . , xd eine Folge von Elementen aus R und M ein R-Modul. Dann
existiert ein kanonischer Isomorphismus
HomR(K•(xt;R),M) ∼= K•(xt;M)[−d]
von Komplexen von R-Moduln.
Beweis. [ea07, Construction 7.12]/[Eis04, Proposition 7.15].
Betrachten wir nun den direkten Limes der Komplexe auf der rechten Seite noch etwas genauer,
so gilt wegen der Vertauschbarkeit von Limes und Tensorprodukt (siehe [Mat86, Theorem A.1])
lim−→
t
(K•(xt;M))[−d] ∼= (lim−→
t
K•(xt1;M)[−1])⊗R · · · ⊗R (lim−→
t
K•(xtd;M)[−1]).
Nun wird für x ∈ R, lim−→tK
•(xt;M)[−1] von dem folgenden direkten System induziert
0 −−−−→ R x
t
−−−−→ R −−−−→ 0∥∥∥ yx
0 −−−−→ R x
t+1
−−−−→ R −−−−→ 0 .
Dabei befindet sich R wegen der Gradverschiebung in den Graden 0 und 1. Nun wird der Limes
komponentenweise gebildet und damit ergibt sich in der ersten Spalte natürlich einfach R und
in der zweiten Spalte entsteht das System R x−→ R x−→ R x−→ . . . . Dessen Limes ist aber die
Lokalisierung von R an x, also Rx. Damit ist der Limes des obigen Systems gerade
0 −→ R ι−→ Rx −→ 0,
und somit gilt nach Definition des ech-Komplexes
 •(x;M) = lim−→
t
(K•(xt;M))[−d].
Wir können Satz 2.1.23 also alternativ auch folgendermaßen formulieren und lokale Kohomologie
mit Hilfe von ech-Kohomologie beschreiben.
Satz 2.1.29. Sei R ein Ring, I ⊂ R ein Ideal und sei x = x1, . . . , xc ein Erzeugendensystem von
I. Dann gilt für alle i ≥ 0 und jeden R-Modul M:
HiI(M) ∼= Hi( •(x;R)⊗RM).
Beweis. Dies folgt aus der obigen Konstruktion zusammen mit Satz 2.1.23. Ein detailierter Beweis
findet sich in [ea07, Theorem 7.13].
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2.2 Injektive Moduln und Matlis-Dualität
Wir wollen uns jetzt mit der Theorie der injektiven Moduln befassen. Insbesondere für einen
noetherschen Ring R erhalten wir eine schöne Strukturtheorie für injektive R-Moduln, welche
erstmals von Matlis in [Mat58] entwickelt wurde. Der folgende Überblick zeigt eine Zusammenfas-
sung der wichtigsten Ergebnisse, die in dieser Reihenfolge im Folgenden besprochen werden.
(i) Jeder R-Modul M besitzt eine injektive Hülle ER(M). Diese ist ein, M enthaltender, in-
jektiver Modul mit der Eigenschaft, dass jeder injektive Modul, der M enthält, ER(M) als
direkten Summanden besitzt.
(ii) Ein injektiver Modul über einem noetherschen Ring besitzt eine eindeutige Darstellung als
direkte Summe von unzerlegbaren injektiven Moduln.
(iii) Ist der Ring R noethersch, so sind die unzerlegbaren injektiven R-Moduln von der Gestalt
ER(R/p) für ein Primideal p von R.
(iv) (Matlis-Dualität) Sei R ein kompletter lokaler Ring und E die injektive Hülle des Residuen-
körpers. Der Funktor D(−) = HomR(−, E) besitzt folgende Eigenschaften:
(a) Falls M noethersch ist, so ist D(M) artinsch.
(b) Falls M artisch ist, so ist D(M) noethersch.
(c) Ist M noethersch und artinsch so gilt: D(D(M)) ∼= M .
Zunächst beginnen wir aber mit den grundlegenden Definitionen. Es sei erwähnt, dass die In-
halte dieses Abschnittes überwiegend dem Vorlesungsskript [St8] über Castelnuovo-Mumford-
Regularität von Herrn Prof. Stückrad entnommen sind.
Es sei zu Beginn an Definition 2.1.3 erinnert:
Bemerkung 2.2.1. Ein R-Modul E heißt injektiv, falls der Funktor HomR(−, E) exakt ist.
2.2.1 Grundlegende Definitionen
Wir beginnen mit der folgenden allgemeinen Definition:
Definition 2.2.2. Sei C eine Kategorie.
(i) Ein Objekt E von C heißt injektiv, wenn jedes Diagramm in C der Gestalt
M
f−−−−→ Nyg
E
mit monomorphem f (M,N Objekte, f, g Morphismen von C) durch einen Morphismus
h : N → E von C kommutativ gefüllt werden kann (d.h. es gilt h ◦ f = g).
(ii) Man sagt, C besitzt genügend viele Injektive, wenn es für jedes Objekt M von C ein
injektives Objekt E und einen Monomorphismus M → E in C gibt.
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In diesem Abschnitt werden wir ausschließlich Modulkategorien betrachten, wobei alle Ringe stets
kommutativ sind und ein vom Nullelement verschiedenes Einselement besitzen.
Sei R ein Ring. Wenn wir es mit multiplikativ abgeschlossenen Teilmengen von R (also mit Un-
terhalbgruppen von (R, ·)) zu tun haben, setzen wir stets stillschweigend voraus, dass diese 1R
enthalten (also bereits Untermonoide von (R, ·) sind).
Bemerkung 2.2.3. (i) Ist E injektiver R-Untermodul eines R-Moduls M , so gibt es einen R-
Untermodul N von M mit M = E + N und E ∩N = 0, d.h. M ∼= E ⊕N . Dies ergibt sich
sofort aus dem Diagramm
E
⊆−−−−→ MyidE
E
(ii) Allgemeiner spaltet jeder Monomorphismus f : E →M eines injektiven R-Moduls E in einen
R-Modul M auf, d.h. es gibt einen R-Modul E′ sowie R-Homomorphismen f ′ : E′ → M ,
g : M → E, g′ : M → E′ mit gf = idE, g′f ′ = idE′ und fg + f ′g′ = idM .
Satz 2.2.4 (Baer-Kriterium). Für einen R-Modul E sind äquivalent:
(i) E ist injektiv.
(ii) Für jedes Ideal I von R und jeden R-Homomorphismus ϕ : I → E gibt es einen R-
Homomorphismus ψ : R→ E mit ψ|I = ϕ.
(iii) Für jedes Ideal I von R und jeden R-Homomorphismus ϕ : I → E gibt es ein e ∈ E mit
ϕ(x) = xe für alle x ∈ I.
(iv) Für jedes Ideal I von R induziert die Einbettung I ⊆ R einen Epimorphismus
HomR(R,E)→ HomR(I, E).
Beweis. [St8, Satz 1.3].
Bemerkung 2.2.5. Sei k ein Körper. Da k nur die Ideale 0 und k besitzt, ist jeder k-Vektorraum
nach dem Baer-Kriterium injektiver k-Modul.
Lemma 2.2.6. Sei (Eι)ι∈I eine Familie von R-Moduln, wobei I eine beliebige Indexmenge ist.
Dann gilt:
(i) Wenn Eι injektiver R-Modul ist für alle ι ∈ I, so ist
∏
ι∈I Eι injektiver R-Modul. Ist R
noethersch, so ist auch
∐
ι∈I Eι injektiver R-Modul.
(ii) Wenn
∐
ι∈I Eι oder
∏
ι∈I Eι injektiver R-Modul ist, so ist Eι injektiver R-Modul für alle
ι ∈ I.
Beweis. [St8, Lemma 1.5].
Wir erinnern daran, dass eine abelsche Gruppe G teilbar heißt, wenn für jedes n ∈ Z \ {0} und
jedes g ∈ G ein h ∈ G existiert mit g = nh. (Offensichtlich reicht es, dies für alle n ∈ N+ zu
fordern.) Da die Ideale in Z die Gestalt nZ für n ∈ Z haben und für n 6= 0 damit freie Z-Moduln
sind, ist jeder Homomorphismus nZ→ G durch Angabe eines Elementes g ∈ G eindeutig festgelegt
(g = 0G, falls n = 0) und damit ergibt sich aus dem Baer-Kriterium (Satz 2.2.4 (iii) ⇔ (i)):
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Korollar 2.2.7. Eine abelsche Gruppe ist teilbar genau dann, wenn sie ein injektiver Z-Modul
ist.
Wir wollen nun zeigen, dass die Kategorie der R-Moduln genügend viele Injektive besitzt (siehe
Definition 2.2.2(ii)). Es stellt sich sogar heraus, dass es einen bis auf Isomorphie eindeutig be-
stimmten kleinsten R-Modul E mit dieser Eigenschaft gibt, die sogenannte injektive Hülle
ER(M) von M , siehe Definition 2.2.16 unten. Dazu beweisen wir eine Reihe von Aussagen.
Lemma 2.2.8. (i) Ist Q teilbare abelsche Gruppe, so ist Q/U teilbar für jede Untergruppe U
von Q.
(ii) Ist G eine abelsche Gruppe, so ist G⊗Z Q teilbar.
(iii) Für jede abelsche Gruppe G gibt es eine teilbare abelsche Gruppe Q mit G ⊆ Q.
Beweis. (i) Sei n ∈ Z \ {0} und α ∈ Q/U . Wir schreiben α = a + U mit a ∈ Q und wählen
b ∈ Q mit a = nb. Nun setzen wir β := b+ U . Dann gilt nβ = (nb) + U = α.
(ii) Sei n ∈ Z \ {0} und und ξ ∈ G ⊗Z Q. Wir schreiben ξ =
∑m
i=1 gi ⊗ qi mit g1, . . . , gm ∈ A,
q1, . . . , qm ∈ Q und setzen η :=
∑m
i=1 gi ⊗ ( 1nqi). Dann gilt nη =
∑m
i=1 n
(
gi ⊗ ( 1nqi)
)
=∑m
i=1 gi ⊗ (n 1nqi) = ξ.
(iii) Sei F eine freie abelsche Gruppe, so dass G = F/U mit einer Untergruppe U von F . Da
somit (F ist frei) F ∼= F ⊗Z Z ⊆ F ⊗Z Q gilt, also o.B.d.A. F ⊆ Q := F ⊗Z Q, haben wir
G = F/U ⊆ Q/U . Nach (ii) und (i) ist Q/U aber teilbar.
Korollar 2.2.9. Die Kategorie der abelschen Gruppen besitzt genügend viele Injektive.
Lemma 2.2.10. Sei E ein injektiver R-Modul. Ist A ein weiterer Ring und ist f : R → A
ein Ringhomomorphismus, so ist HomR(A,E) ein injektiver A-Modul. Ist insbesondere A eine
R-Algebra, so ist HomR(A,E) ein injektiver A-Modul.
Beweis. Für jeden A-Modul N gibt es einen natürlichen A-Isomorphismus
fN : HomA(N,HomR(A,E)) → HomR(N ⊗A A,E) ∼= HomR(N,E), wobei wir A und damit
jeden A-Modul vermöge f als R-Modul auffassen (man beachte zudem, dass N ⊗AA ∼= N). Damit
haben wir für jedes Ideal I von A ein kommutatives Diagramm
HomA(A,HomR(A,E))
fA−−−−→ HomR(A,E)yg yh
HomA(J,HomR(A,E))
fJ−−−−→ HomR(J,E)
wobei die vertikalen Homomorphismen g und h durch I ⊆ A induziert sind. Da E injektiver R-
Modul ist, ist h surjektiv nach Satz 2.2.4. Damit ist aber auch g surjektiv und die Behauptung
folgt wiederum aus Satz 2.2.4.
Korollar 2.2.11. Die Kategorie der R-Moduln besitzt genügend viele Injektive.
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Beweis. SeiM ein R-Modul. Indem man R als Z-Algebra undM als Z-Modul (also abelsche Grup-
pe) auffasst, erkennt man, dass die Einbettung HomR(R,M) ⊆ HomZ(R,M) zusammen mit dem
natürlichen Isomorphismus M ∼= HomR(R,M) einen R-Monomorphismus M → HomZ(R,M)
liefert. Die Einbettung M ⊆ Q induziert eine weitere injektive Abbildung ψ : HomZ(R,M) →
HomZ(R,Q) . Nach Lemma 2.2.10 ist HomZ(R,Q) ein injektiver R-Modul. Außerdem sieht man
sofort, dass ψ ein R-Homomorphismus ist. ψϕ ist also Monomorphismus von M in den injek-
tiven R-Modul HomZ(R,Q). Identifizieren wir die Elemente von M mit ihren Bildelementen in
HomZ(R,Q), so erhalten wir einen injektiven R-Modul E mit M ⊆ E.
2.2.2 Injektive Hüllen
Definition 2.2.12. Seien M,N R-Moduln, M ⊆ N . N heißt wesentliche Erweiterung von
M , wenn für jeden R-Untermodul U von N mit U 6= 0 gilt U ∩M 6= 0.
Lemma 2.2.13. Seien M,N,P R-Moduln mit M ⊆ N ⊆ P . Dann gilt:
(i) N ist wesentliche Erweiterung von M genau dann, wenn es für jedes n ∈ N \{0N} ein r ∈ R
gibt, so dass rn ∈M \ {0M}.
(ii) P ist wesentliche Erweiterung von M genau dann, wenn P wesentliche Erweiterung von N
und N wesentliche Erweiterung von M ist.
(iii) Ist N wesentliche Erweiterung von M und ist R noethersch, so gilt SuppRM = SuppRN .
Beweis. [St8, Lemma 1.12].
Lemma 2.2.14. Seien M,N R-Moduln mit M ⊆ N . Dann gibt es einen Untermodul E von N ,
der maximale wesentliche Erweiterung von M in N ist. Ist N injektiv, so auch E.
Beweis. [St8, Lemma 1.13].
Sei M ein R-Modul. Nach Folgerung 2.2.11 gibt es einen injektiven R-Modul N mit M ⊆ N .
Nach Lemma 2.2.14 besitzt M eine maximale wesentliche Erweiterung E in N , die ebenfalls nach
Lemma 2.2.14 injektiv, also eine injektive wesentliche Erweiterung von M ist. Damit haben wir:
Lemma 2.2.15. Seien M1,M2 R-Moduln und sei ϕ : M1 →M2 ein R-Homomorphismus. Weiter
seien E1 und E2 R-Moduln mit M1 ⊆ E1 und M2 ⊆ E2. Wenn E2 injektiv ist, so gibt es einen
R-Homomorphismus f : E1 → E2 mit f |M1 = ϕ, d.h. f(m) = ϕ(m) für alle m ∈M1, und es gilt:
(i) Ist E1 wesentliche Erweiterung von M1 und ist ϕ Monomorphismus, so ist auch f Mono-
morphismus.
(ii) Sind E1 und E2 wesentliche injektive Erweiterungen von M1 und M2 und ist ϕ Isomorphis-
mus, so ist auch f Isomorphismus.
(iii) Injektive wesentliche Erweiterungen eines R-Moduls M sind bis auf Isomorphie eindeutig
bestimmt und jeder derartige Isomorphismus ist Erweiterung des identischen Homomorphis-
mus von M .
Beweis. [St8, Lemma 1.14].
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Definition 2.2.16 (injektive Hülle). Sei M ein R-Modul. Die bis auf Isomorphie eindeutig be-
stimmte injektive wesentliche Erweiterung von M heißt injektive Hülle von M , Bezeichnung
ER(M) oder kurz E(M).
Beispiel 2.2.17. Sei R ein Integritätsring und Q sein Quotientenkörper. Ist q ∈ Q, q 6= 0, und
schreiben wir q = rs mit r, s ∈ R \ {0}, so gilt 0 6= r = sq ∈ R und damit ist Q eine wesentliche
Erweiterung von R.
Sei I ein Ideal von R und f ∈ HomR(I,Q). Wenn I 6= 0, so wähle x ∈ I mit x 6= 0. Wir setzen
q := x−1f(x) ∈ Q. Für y ∈ I gilt dann f(y) = f(yx−1x) = yq und damit ist Q injektiver R-Modul
(siehe Satz 2.2.4), also injektive Hülle von R.
Sei nun M ein R-Modul. Dann können wir mit Lemma 2.2.15(iii) bzw. (ii) iterativ eine bis auf
(Komplex-)Isomorphie eindeutig bestimmte exakte Folge
0 −−−−→ M ι
0
−−−−→
⊆
E0(M) ι
1
−−−−→ E1(M) ι
2
−−−−→ . . .
konstruieren, wobei E0(M) := ER(M) und Ei(M) := ER(coker ιi−1), i = 1, 2, . . .. Damit haben
wir:
Definition 2.2.18 (minimale injektive Auflösung). Sei M ein R-Modul. Der aus der soeben
beschriebenen exakten Folge entstehende und bis auf (Komplex-)Isomorphie eindeutig durch M
bestimmte Komplex
0 −−−−→ E0(M) ι
1
−−−−→ E1(M) ι
2
−−−−→ . . .
heißt minimale injektive Auflösung von M und wird mit E•R(M) oder E
•(M) bezeichnet.
Mit diesen Bezeichnungen haben wir nun:
Lemma 2.2.19. Sei R noethersch und M ein R-Modul.
(i) Es gilt SuppRER(M) = SuppRM .
(ii) Ist 0→ E0(M)→ E1(M)→ . . . minimale injektive Auflösung von M , so gilt
SuppRE
i(M) ⊆ SuppRM für alle i ∈ N.
Beweis. (i) ergibt sich sofort aus Lemma 2.2.13(iii) und (ii) folgt mittels Induktion nach i.
Lemma 2.2.20. Sei R noethersch und seien E,M R-Moduln, E injektiv. Weiter sei S multipli-
kativ abgeschlossen in R. Dann gilt:
(i) S−1E ist injektiver S−1R-Modul.
(ii) S−1ER(M) ∼= ES−1R(S−1M).
Beweis. [St8, Lemma 1.19].
Lemma 2.2.21. Seien A,M,N R-Moduln, wobei N wesentliche Erweiterung von M ist. Wir
fassen HomR(A,M) als R-Untermodul von HomR(A,N) auf. Dann gilt:
(i) Ist A endlich erzeugt, so ist HomR(A,N) wesentliche Erweiterung von HomR(A,M).
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(ii) Ist A eine endliche R-Algebra, so gilt EA(HomR(A,M)) = HomR(A,ER(M)) (bis auf A-
Isomorphie).
Beweis. [St8, Lemma 1.20].
Wir erinnern daran, dass ein R-Modul M zerlegbar (manchmal auch direkt zerlegbar) heißt,
wenn M ∼= P ⊕Q mit R-Moduln P 6= 0 und Q 6= 0. Offenbar ist dies äquivalent zur Existenz von
Untermoduln U 6= 0, V 6= 0 von M mit U ∩ V = 0 und U + V = M . Weiter heißt ein Untermodul
U von M irreduzibel , wenn aus U = V ∩ W mit Untermoduln V und W von M folgt, dass
U = V oder U = W . Ist z. B. der Nulluntermodul von M irreduzibel, so ist M unzerlegbar.
Primideale von R sind irreduzibel. Jedoch gibt es irreduzible Ideale, die keine Primideale sind. Ist
p irreduzibles Ideal von R und ist R/p noethersch, so ist p ein Primärideal von R.
Lemma 2.2.22. Sei E 6= 0 ein injektiver R-Modul.
(i) E ist unzerlegbar genau dann, wenn E = ER(R/p) mit einem irreduziblen Ideal p von E.
(ii) Ist R noethersch, so ist E unzerlegbar genau dann, wenn E = ER(R/p) mit einem Primideal
p von E.
Beweis. [St8, Lemma 1.21].
Eine wichtige Konsequenz hieraus ist:
Korollar 2.2.23. Sei p ∈ SpecR und sei S Untermonoid von (R \ p, ·). Dann ist der kanonische
Homomorphismus ER(R/p)→ S−1ER(R/p) ein Isomorphismus. Insbesondere ist der kanonische
Homomorphismus ER(R/p) → ER(R/p)p ein Isomorphismus. ER(R/p) ist damit in natürlicher
Weise ein Rp-Modul und es gilt sogar ER(R/p) = ERp(Rp/pRp).
Beweis. [St8, Folgerung 1.22].
2.2.3 Injektive Moduln über noetherschen Ringen
In Lemma 2.2.6(i) haben wir gesehen, dass beliebige Koprodukte injektiver Moduln wieder injektiv
sind, wenn R noethersch ist. Für nicht noethersches R ist das im Allgemeinen falsch. Es gilt
nämlich:
Satz 2.2.24. (H. Bass) Ein Ring R ist noethersch genau dann, wenn beliebige Koprodukte injek-
tiver R-Moduln wieder injektiv sind.
Beweis. [St8, Satz 1.23].
Wie bereits erwähnt, hat man über noetherschen Ringen eine recht gute, auf Matlis zurückgehen-
de, Strukturtheorie für injektive Moduln (siehe [Mat58]). Diese soll jetzt kurz dargelegt werden.
Die Vorgehensweise im Beweis von Lemma 2.2.22(ii) (siehe [St8, 1.22]) lässt sich wie folgt verall-
gemeinern: Sei E 6= 0 ein injektiver R-Modul und sei p ∈ AssRE ( 6= ∅, da R noethersch). Dann
können wir o.B.d.A. annehmen, dass ER(R/p) Untermodul von E ist und somit gibt es einen injek-
tiven Untermodul F von E mit E = ER(R/p) +F und ER(R/p)∩F = 0, d.h. E ∼= ER(R/p)⊕F ,
vgl. Bemerkung 2.2.3. Damit haben wir:
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Satz 2.2.25. Jeder injektive Modul über einem noetherschen Ring R ist isomorph zu einem Ko-
produkt unzerlegbarer injektiver R-Moduln.
Beweis. [St8, Satz 1.24].
Korollar 2.2.26. Sei R noethersch und E ein injektiver R-Modul. E besitzt eine Zerlegung in ein
Koprodukt injektiver R-Moduln der Gestalt ER(R/p), p ∈ SpecR.
Beweis. Nach Satz 2.2.25 ist E Koprodukt unzerlegbarer injektiver R-Moduln und nach Lemma
2.2.22(ii) haben derartige Moduln die Gestalt ER(R/p) mit p ∈ SpecR.
Sei R noethersch und M ein R-Modul. ER(M) besitzt nach Folgerung 2.2.26 eine Zerlegung in
ein Koprodukt injektiver R-Moduln der Gestalt ER(R/p), p ∈ SpecR. Wir zeigen nun, dass für
p ∈ SpecR die Kardinalität, mit welcher ER(R/p) in einer derartigen Zerlegung von ER(M) als
Kofaktor auftritt, nur von M abhängt, also unabhängig ist von der gewählten Zerlegung. Damit
ist diese Zerlegung eindeutig. Hierzu benötigen wir folgende Vorüberlegungen:
Lemma 2.2.27. Sei R ein noetherscher Ring und sei M ein R-Modul. Die Einbettung M ⊆
ER(M) induziert für alle p ∈ SpecR einen Isomorphismus
HomRp(Rp/pRp,Mp) ∼= HomRp(Rp/pRp, ER(M)p).
Damit gilt insbesondere AssRER(M) = AssRM .
Beweis. Da nach Lemma 2.2.20(ii) gilt ER(M)p ∼= ERp(Mp), dürfen wir o.B.d.A. annehmen, dass
R lokaler Ring mit maximalem Ideal p ist. Sei k := R/p. Die Einbettung M ⊆ ER(M) induziert
eine Einbettung HomR(k,M) ⊆ HomR(k,ER(M)). Nach Lemma 2.2.21(ii) gilt nun
HomR(k,ER(M)) = Ek(HomR(k,M)) = HomR(k,M),
denn jeder Vektorraum über einem Körper k ist ein injektiver k-Modul. Der Rest ist klar, da damit
gilt AssRM = {p ∈ SpecR | HomRp(k(p),Mp) 6= 0} = {p ∈ SpecR | HomRp(k(p), ER(M)p)
6= 0} = AssRER(p).
Satz 2.2.28. Sei R ein noetherscher Ring und sei M ein R-Modul. Wir zerlegen ER(M) gemäß
Satz 2.2.25 in ein Koprodukt unzerlegbarer injektiver R-Moduln. Für p ∈ SpecR bezeichnen wir
mit Λp(M) die Kardinalzahl, mit welcher ER(R/p) in dieser Zerlegung vorkommt. Dann gilt mit
k(p) := Rp/pRp:
Λp(M) = dimk(p)HomRp(k(p),Mp)
Beweis. Nach Lemma 2.2.27 dürfen wir annehmen, dass M = ER(M), d.h. dass M injektiver
R-Modul ist. Sei M ∼= ∐q∈SpecRER(R/q)(Λq) und sei p ∈ SpecR. Dann gilt mit Lemma 2.2.27:
HomRp(k(p),Mp) ∼=
∐
q∈SpecR
HomRp(k(p), ER(R/q)p)
(Λq)
∼=
∐
q∈SpecR
HomRp(k(p), (R/q)p)
(Λq)
∼= HomRp(k(p), k(p))(Λp)
∼= k(p)(Λp),
denn für q ∈ SpecR gilt (R/q)p = 0, falls q 6⊆ p und falls q ( p, HomRp(k(p), (R/q)p) =
HomRp(k(p), Rp/qRp) = ((q :R p)/q)p = 0.
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Fassen wir Korollar 2.2.26 und Satz 2.2.28 nochmal zusammen, so erhalten wir:
Korollar 2.2.29. Sei R ein noetherscher Ring und E ein injektiver R-Modul. Dann existiert eine
direkte Summenzerlegung
E ∼=
⊕
p∈SpecR
ER(R/p)µp ,
und die Zahlen µp sind unabhängig von der Zerlegung.
Wir kommen jetzt zur Definition der Bass-Zahlen eines R-Moduls M . Es sei daran erinnert (siehe
Einleitung), dass es eine wichtige Frage ist für einen gegebenen R-Modul zu entscheiden, ob seine
Bass-Zahlen endlich sind.
Definition 2.2.30 (Bass-Zahl). Sei M ein R-Modul und E• seine minimale injektive Auflösung.
Für jedes i liefert dann Satz 2.2.29 eine Zerlegung
Ei ∼=
⊕
p∈SpecR
ER(R/p)µi(p,M).
Die Zahl µi(p,M) heißt dabei i-te Bass-Zahl von M bzgl. p. Der folgende Satz zeigt, dass diese
Zahl wohldefiniert ist und verallgemeinert Satz 2.2.28.
Satz 2.2.31. Sei R ein noetherscher Ring und M ein R-Modul. Sei außerdem p ein Primideal,
und setze k(p) = Rp/pRp. Dann gilt:
µi(p,M) = dimk(p)ExtiRp(k(p),Mp).
Beweis. [ea07, Theorem A.24].
2.2.4 Matlis-Dualität
Wir werden jetzt die Matlis-Dualität vorstellen. Sei dazu (R,m,k) ein lokaler Ring. Wir definieren
nun das Folgende:
Definition 2.2.32 (Matlis-Dual). Sei E := ER(R/m) die injektive Hülle des Residuenkörpers von
R und M ein R-Modul. Wir setzen
DR(M) := HomR(M,E)
und nennen diesen R-Modul das Matlis-Dual von M . Ist der zugrundeliegende Ring klar, so
schreiben wir oft einfach nur D(M).
Die Zuordnung M 7→ D(M) liefert uns nun sogar einen exakten Funktor in der Kategorie R-mod
wie das kommende Lemma zeigt.
Lemma 2.2.33. Für einen lokalen Ring R ist DR ein exakter additiver kontravarianter Funktor,
der endliche Limites und beliebige Kolimites respektiert. DR ◦DR ist ein Erweiterungsfunktor des
identischen Funktors in der Kategorie der R-Moduln, d.h. es gibt einen (funktoriellen) Monomor-
phismus id→ DR ◦DR.
Beweis. [St8, Lemma 2.93]
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Das Dualitätstheorem von Matlis, welches in [Mat58] erstmals bewiesen wurde, liefert nun die
Aussage, dass der Matlis-Funktor DR im Falle eines kompletten lokalen Ringes sogar ein Dualitäts-
funktor zwischen der Kategorie der endlich erzeugten R-Moduln und der Kategorie der artinschen
R-Moduln ist. Die nötige Definition eines kompletten Ringes findet sich in Abschnitt 4.2.
Theorem 2.2.34 (Matlis-Dualität). Sei (R,m,k) ein kompletter lokaler Ring und M ein R-
Modul. Dann gilt:
(i) Falls M noethersch (bzw. artinsch) ist, dann ist DR(M) artinsch (bzw. noethersch).
(ii) Falls M artinsch oder noethersch ist, dann ist die Abbildung M → DR(DR(M)) ein Isomor-
phismus.
Beweis. [ea07, Theorem A.35].
2.3 Injektive Auflösungen von Gorenstein-Ringen
Die Notation eines Gorenstein-Ringes wurde von H.Bass in den 60er Jahren eingeführt. Diese
Klasse von kommutativen Ringen erfüllt besondere Dualitätseigenschaften, wie wir im kommen-
den Abschnitt über lokale Dualität sehen werden. An dieser Stelle wollen wir kurz eine mögliche
Charakterisierung dieser speziellen Ringe vorstellen, die sich in Kapitel 4 als nützlich erweisen
wird. Beginnen wir mit der Definition dieser Ringe:
Definition 2.3.1 (Gorenstein-Ring). Sei R ein noetherscher Ring. Dann heißt der Ring R
Gorenstein-Ring, falls R endliche injektive Dimension besitzt, d.h. wenn gilt:
inj dimRR <∞.
Dabei bezeichne die injektve Dimension eines R-ModulsM , inj dimRM , die minimale Länge einer
injektiven Auflösung von M (siehe Definition 2.1.4). Existiert keine endliche injektive Auflösung
von M , so sei inj dimRM =∞.
Bemerkung 2.3.2 (siehe Lemma 4.6.1). Wir werden später sehen, dass zum Beispiel jeder regu-
läre lokale Ring R auch ein Gorenstein-Ring ist.
Betrachten wir die Struktur von injektiven Auflösungen eines Gorenstein-Ringes etwas genauer.
Satz 2.3.3. Sei R ein noetherscher Ring und p ⊆ R ein Primideal. Dann sind folgende Aussagen
äquivalent:
(i) Rp ist Gorenstein;
(ii) µiR(p, R) = 0 für alle i > height p;
(iii) µiR(p, R) = 0 für ein i > height p;
(iv) µiR(p, R) =
0 für i < height p,1 für i = height p.
Beweis. [ea07, Theorem 11.24].
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Bemerkung 2.3.4 (Remark 11.25 in [ea07]). Sei I• eine minimale injektive Auflösung des
Gorenstein-Ringes R. Dann ist für jedes Primideal p von R auch der Ring Rp Gorenstein und
I•p ist eine injektive Auflösung von Rp (siehe [ea07, 11.1]/[ea07, A.22]). Dann impliziert der letzte
Satz:
Ii ∼=
⊕
height p=i
ER(R/p).
Das folgende Resultat liefert uns nun die eben angesprochene mögliche Charakterisierung der
Gorenstein-Ringe. Außerdem erhalten wir einen Zusammenhang zwischen einem bestimmten lo-
kalen Kohomologiemodul und der injektiven Hülle des Residuenkörpers eines lokalen Ringes (R,m).
Dies bildet einerseits den Zugang zur lokalen Dualität im kommenden Abschnitt, andererseits kön-
nen wir diese Aussage später verwenden, um ER(R/m) mit einer F-Modul-Struktur zu versehen
(siehe Abschnitt 4.6).
Satz 2.3.5. Sei (R,mk) ein lokaler Ring der Dimension d. Dann ist R genau dann Gorenstein,
wenn gilt:
Him(R) =
0 für i 6= d,ER(k) für i = d.
Beweis. [ea07, Theorem 11.26].
2.4 Lokale Dualität
Wir haben in Kapitel 2.2.34 gesehen, dass uns die Theorie der Matlis-Dualität für einen lokalen
und kompletten Ring (R,m) eine Korrepondenz zwischen der Kategorie der artinschen R-Moduln
und der Kategorie der noetherschen R-Moduln liefert. Andererseits ist im Fall eines lokalen Rin-
ges bekannt (siehe z.B. [BS08, 7.1.3] oder Satz 5.2.2), dass für einen endlich erzeugten Modul
M der Modul Him(M) für alle i artinsch ist. Es stellt sich also natürlicherweise die Frage, wel-
che noetherschen Moduln zu diesen lokalen Kohomologiemoduln korrespondieren. Das sogenannte
lokale Dualitätstheorem beantwortet diese Frage und soll im Folgenden besprochen werden.
Satz 2.4.1 (Vgl. Theorem 1.17 in [ea07]). Sei (R,m) ein lokaler Ring und sei d ≥ 0 eine ganze
Zahl. Dann sind äquvalent:
(i) dimR ≤ d.
(ii) es existiert ein m-primäres Ideal, das von d Elementen erzeugt wird.
Beweis. [AM69, Theorem 11.14].
Definition 2.4.2 (Parametersystem). Sei (R,m) ein lokaler Ring der Dimension d. Dann heißen
Ringelemente x1, . . . , xd Parametersystem für R, falls
√
(x1, . . . , xd) = m gilt.
Definition 2.4.3 (Cohen-Macaulay Modul). Sei (R,m) ein lokaler Ring und M 6= 0 ein endlich
erzeugter R-Modul. Dann heißt M Cohen-Macaulay Modul, falls depthM = dimM gilt. Ist R
selbst ein Cohen-Macaulay Modul, so heißt R auch Cohen-Macaulay Ring oder einfach Cohen-
Macaulay. Ein Ring R heißt Cohen-Macaulay, falls Rm Cohen-Macaulay ist für jedes maximale
Ideal m von R.
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Bemerkung 2.4.4 (Remark 10.2 in [ea07]). Ein lokaler Ring ist genau dann Cohen-Macaulay,
wenn jedes Parametersystem eine reguläre Folge bildet.
Beispiel 2.4.5 (siehe Proposition 8.20 in [ea07]). Jeder reguläre lokale Ring (R,m) ist ein Cohen-
Macaulay Ring.
Satz 2.4.6. Sei (R,m,k) ein lokaler Gorenstein-Ring der Dimension d und sei M endlich erzeugter
Modul. Dann gilt für 0 ≤ i ≤ d:
Him(M) ∼= DR(Extd−iR (M,R)).
Beweis. [ea07, Theorem 11.29].
Bemerkung 2.4.7. Insbesondere gilt damit für einen lokalen und kompletten Gorenstein-Ring
der Dimension d und für einen endlich erzeugten Modul M wegen Theorem 2.2.34 das Folgende:
DR(Him(M)) ∼= Extd−iR (M,R).
Die nächste Folgerung liefert uns eine Beschreibung der lokalen Kohomologie mit Support in m
über einem beliebigen kompletten lokalen Ring (R,m). Ein solcher Ring ist wegen Satz 4.3.5 im
gleichcharakteristischen Fall oder wegen [ea07, 8.28] im allgemeinen Fall nämlich gerade homo-
morphes Bild eines regulären lokalen Ringes und damit nach Lemma 4.6.1 gerade homomorphes
Bild eines lokalen Gorenstein-Ringes.
Korollar 2.4.8. Sei (R,m,k) das homomorphe Bild eines lokalen Gorenstein-Ringes S der Di-
mension c und sei M ein endlich erzeugter R-Modul. Dann gilt für alle i ≥ 0:
Him(M) ∼= DS(Extc−iS (M,S)).
Beweis. [ea07, Corollary 11.30].
Ist der lokale Ring (R,m) sogar Cohen-Macaulay, so lässt sich die lokale Dualität noch besser
formulieren. Insbesondere lässt es sich dann vermeiden, dass Ext-Moduln über dem Ring S, dessen
homomorphes Bild R ist, zu berechnen sind. Allerdings muss dann die Theorie der kanonischen
Moduln herangezogen werden. Für genaue Details zu dieser Theorie sei auf [BH98, Kapitel 3]
verwiesen. Ein endlich erzeugter R-Modul ω ist ein kanonischer Modul, falls gilt:
µiR(ω) =
0 für i 6= dimR,1 für i = dimR.
Dabei stellt sich heraus, dass für einen Gorenstein-Ring S gilt, dass S selbst einen kanonischen
Modul bildet und der lokale Cohen-Macaulay Ring R besitzt genau dann einen kanonischen Modul
ω, falls R homomorphes Bild eines lokalen Gorenstein-Ringes S ist. In diesem Fall gilt z.B. ω =
ExtdimS−dimRS (R,S) (siehe [BH98, 3.3.7]). In diesem Fall gilt also wegen Korollar 2.4.8 gerade
HdimRm
∼= D(ω).
Satz 2.4.9. Sei (R,m,k) ein lokaler d-dimensionaler Cohen-Macaulay Ring mit kanonischem
Modul ωR. Sei M ein endlich erzeugter R-Modul. Dann gilt für alle 0 ≤ i ≤ d:
Him(M) ∼= DR(Extd−iR (M,ωR)).
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Beweis. [ea07, Theorem 11.44].
Lokale Dualität lässt sich auch noch allgemeiner für beliebige lokale Ringe, die einen dualisierenden
Komplex besitzen, formulieren (siehe z.B. [BW95]). Im kompletten Fall besteht dann der folgende
Zusammenhang zwischen lokaler Dualität und den Bass-Zahlen.
Lemma 2.4.10. Sei R ein kompletter lokaler Ring und M ein R-Modul. Dann sind äqivalent:
(i) M erfüllt das lokale Dualitätstheorem.
(ii) Die Bass-Zahlen µi(m,M) sind für alle i endlich.
Beweis. [BW95, Theorem 2].
In den obigen Versionen von lokaler Dualität funktioniert diese nur, falls für einen lokalen Ring
(R,m) die lokalen Kohomologiemoduln mit Support in m benutzt werden. Hellus konnte dies in
[Hel07b] unter bestimmten Voraussetzungen auf eine weitaus größere Klasse von Support-Idealen
verallgemeinern.
Satz 2.4.11. Sei (R,m) ein noetherscher lokaler Ring, I ⊆ R ein Ideal, h ∈ N, so dass
H lI(R) 6= 0⇐⇒ l = h
gilt und sei M ein R-Modul. Dann gilt für jedes i ∈ {0, . . . , h}:
D(Hh−iI (M)) ∼= ExtiR(M,D(HhI (R))).
Beweis. [Hel07b, Theorem 6.4.1].
Im kompletten Fall liefert uns Matlis-Dualität somit:
Korollar 2.4.12. Sei (R,m) ein noetherscher kompletter lokaler Ring, I ⊆ R ein Ideal, h ∈ N,
so dass
H lI(R) 6= 0⇐⇒ l = h
gilt und sei M ein endlich erzeugter R-Modul. Dann gilt für jedes i ∈ {0, . . . , h}:
Hh−iI (M) ∼= DR(ExtiR(M,D(HhI (R)))).
Beweis. Da R komplett ist und M endlich erzeugt, also noethersch, folgt die Behauptung durch
Anwendung des Matlis-Funktors D auf die Aussage von Satz 2.4.11 und der Matlis-Dualität aus
Theorem 2.2.34.
Das nachfolgende Korollar zeigt nun, dass es sich bei dieser Aussage gerade um eine Verallgemei-
nerung des gewöhnlichen lokalen Dualitätstheorems handelt.
Korollar 2.4.13. Sei (R,m) ein noetherscher kompletter lokaler Cohen-Macaulay Ring und M
ein endlich erzeugter R-Modul. Sei außerdem ωR := D(H
dim(R)
m (R)). Dann gilt:
H
dim(R)−i
m (M) ∼= D(ExtiR(M,ωR)).
Beweis. [Hel07b, Remark 6.4.2]
Kapitel 3
F-Moduln
Im folgenden Teil wird der für unsere Arbeit grundlegende Begriff der F-Moduln eingeführt. Wir
werden dabei hauptsächlich die Notationen aus [Lyu97] und [Bli01] übernehmen. Unser Ziel ist es,
die F-endlichen Moduln einzuführen, welche in gewisser Weise das Charakteristik-p-Analogon zu
den holonomen D-Moduln in Charakteristik Null darstellen, welche wir in Kapitel 6 näher betrach-
ten werden. Wir werden mit der Definition des Frobenius-Funktors F beginnen, anschließend die
F-Moduln definieren und dann die Eigenschaften der lokalen Kohomologiemoduln als F-Moduln
untersuchen. Im Folgenden sei R ein kommutativer noetherscher Ring der Charakteristik p > 0.
Insbesondere enthält R damit einen Körper k, da R in diesem Fall gleichcharakteristisch ist (siehe
Definition 4.3.4/[Hel09b, Bemerkung 3.2.21]).
3.1 Der Frobenius-Funktor
In positiver Charakteristik p ist eine Besonderheit, dass die Abbildung
ϕ : R→ R, r 7→ rp
ein Ringhomomorphismus ist. Sie wird Frobeniushomomorphismus genannt und versetzt uns
in die Lage, R mit einer nichttrivialen R-Algebrastruktur zu versehen. In der Konstruktion des
Frobenius-Funktors, der von Peskine und Szpiro erstmals in [PS73] eingeführt wurde, wird dies
genutzt, um R selbst mit zwei unterschiedlichen R-Modulstrukturen zu versehen.
Sei dazu allgemein M ein R-Modul. Wir definieren einen R-Bimodul Mϕ wie folgt: Mϕ sei die
abelsche Gruppe M und die Multiplikation sei gegeben durch:
 R×Mϕ →Mϕ
(r,m) 7→ rm
 Mϕ ×R→Mϕ
(m, r) 7→ rpm
Definition 3.1.1. Der Frobenius-Funktor F : R-mod → R-mod ist gegeben durch:
F(M) = Rϕ ⊗RM
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F(M f−→ N) = (Rϕ ⊗RM id⊗Rf−−−−→ Rϕ ⊗R N).
Für einen R-Modul M entsteht F(M) also durch Tensorieren von M mit Rϕ aufgefasst als R-
Rechtsmodul. Insbesondere gilt also a⊗ bx = ab⊗x = bpa⊗x für a ∈ Rϕ, b ∈ R und x ∈M . Dabei
erhält F(M) seine R-Modulstruktur durch die Links-R-Modulstruktur auf Rϕ.
Die grundlegende Eigenschaft, die den Frobenius-Funktor zu einem so nützlichen Hilfsmittel macht,
ist, dass ein Satz von Kunz in [Kun69] (siehe Satz 4.3.1) für einen regulären Ring R impliziert, dass
F ein exakter Funktor ist. Sei also für den Rest dieses Kapitels R zusätzlich regulär. Betrachten
wir nun die Eigenschaften von F :
Bemerkung 3.1.2 (siehe Remarks 1.0 in [Lyu93]). (i) F ist ein kovarianter additiver exakter
Funktor in der Kategorie der R-Moduln.
(ii) F vertauscht mit direkten Summen, d.h.
F(
⊕
i∈I
Mi) =
⊕
i∈I
F(Mi),
wobei die (Mi)i∈I eine Familie von R-Moduln sind.
(iii) F vertauscht mit direkten Limites, es gilt also F(lim−→Mi) = lim−→F(Mi).
(iv) Für R-Moduln N,M , wobei M endlich erzeugt ist und i ∈ N, gilt
F(ExtiR(M,N)) ∼= ExtiR(F(M),F(N)).
(v) F vertauscht mit der Kohomologie von Komplexen, d.h. für einen Komplex M• von R-
Moduln gilt
Hi(F(M)) = F(Hi(M)).
(vi) F vertauscht mit Lokalisierungen an einer multiplikativ abgeschlossenen Teilmenge S ⊆ R,
d.h. es gilt
F(M)S = F(MS)
für jeden R-Modul M .
Versuchen wir nun einmal einige spezielle Werte von F zu berechen und betrachten die folgenden
Beispiele, die uns dann als Motivation für die Definition der F-Moduln bzw. der Quasi-F-Moduln
dienen werden.
Beispiel 3.1.3 (siehe Prop. 8.2.2 in [BH98]). (i) Die Abbildung
θ : R r 7→r⊗1−−−−−→ Rϕ ⊗R R = F(R).
ist ein Isomorphismus. Es gilt also F(R) = R.
(ii) Sei I ⊆ R ein Ideal von R. Dann bezeichnen wir mit I [pe] für e ∈ N das Ideal, das von
den pe-ten Potenzen von Elementen aus I erzeugt wird. Mit diesen Bezeichnungen ist die
Abbildung
ϑ : F(I) = Rϕ ⊗R I r⊗a7→a
pr−−−−−−→ I [p]
ein Isomorphismus. Es gilt damit F(I) = I [p].
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(iii) Sei I ein Ideal von R, dann ist die Folge
0→ I ↪→ R R/I → 0.
exakt. Da nun Rϕ flach ist (siehe Satz 4.3.1) und damit F exakt, ist auch die Folge
0→ F(I) ↪→ F(R) F(R/I)→ 0
exakt. Wegen der Beispiele (i) und (ii) ist diese Folge aber gleich
0→ I [p] ↪→ R F(R/I)→ 0
und somit gilt F(R/I) = R/I [p].
3.2 Definitionen
Huneke und Sharp konnten in [HS93] zeigen, dass die lokalen Kohomologiemoduln über einem re-
gulären lokalen Ring positiver Charakteristik endliche Bass-Zahlen und nur endlich viele assoziierte
Primideale besitzen (siehe Satz 1.2 aus der Einleitung). Dabei basiert ihr Beweis hauptsächlich
auf dem Fakt, dass die lokalen Kohomologiemoduln isomorph zu ihrem Bild unter dem Frobenius-
Funktor sind (siehe Abschnitt 3.3). Weiterhin haben wir in Abschnitt 2.1.2 gesehen, dass lokale
Kohomologie als direkter Limes gewisser Ext-Funktoren ausgedrückt werden kann. Die F-Moduln
bzw. die F-endlichen Moduln sind nun die Verallgemeinerung dieser beiden Eigenschaften, wie wir
in Abschnitt 3.3 und 3.5 sehen werden.
Definition 3.2.1 (F-Modul). Ein FR-Modul ist ein Paar (M, θ), wobei M ein R-Modul ist und
θ ∈ HomR(M,F(M)), so dass
θ : M → F(M) = Rϕ ⊗RM
ein R-Modul-Isomorphismus ist, welcher Strukturmorphismus von M genannt wird. Wir be-
zeichnen M oft auch einfach als F-Modul, wenn der zugrundeliegende Ring klar ist. Ein Homo-
morphismus von F-Moduln ist ein R-Modulhomomorphismus f : M → M ′, so dass das folgende
Diagramm kommutiert (dabei sei θ bzw. θ′ der Strukturmorphismus von M bzw. M ′):
M
f−−−−→ M ′yθ yθ′
F(M) F(f)−−−−→ M ′.
Mit Beispiel 3.1.3 ist also klar, dass R selbst ein F-Modul ist. Wir wollen nun eine erste Eigenschaft
der F-Moduln kennenlernen.
Satz 3.2.2. SeiM ein F-Modul. Dann gilt
injdimM≤ dimSuppM.
Insbesondere ist damitM injektiv, falls dimSuppM = 0 gilt.
Beweis. [Lyu97, Theorem 1.4].
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Das wichtigste Konzept, dass Lyubeznik in [Lyu93] eingeführt hat, ist der Begriff des F-endlichen
Moduls. Dabei sind F-endliche Moduln grob gesagt gerade solche Moduln, die aus einem einfachen
Modul, genauer einem endlich erzeugten, durch eine vom Frobenius-Funktor F induzierte Limes-
Bildung entstehen. Wir modellieren diese Situation mit Hilfe der folgenden Definition.
Definition 3.2.3 (erzeugender Morphismus). SeiM ein F-Modul. Dann heißt ein R-Modulhomo-
morphismus β : M → F(M) mit einem R-Modul M erzeugender Morphismus vonM, falls
M = lim−→(M
β−→ F(M) F(β)−−−→ F2(M) F
2(β)−−−−→ F3(M) F
3(β)−−−−→ . . . )
gilt.
Da der Frobenius-Funktor mit direkten Limites kommutiert, ist klar, dass jeder Limes der obigen
Gestalt automatisch ein F-Modul ist. Ist der erste Term in dem direkten System sogar endlich
erzeugt, so wollen wir den direkten Limes F-endlich nennen.
Definition 3.2.4 (F-endlich). Ein F-Modul M heißt F-endlich, falls er einen erzeugenden
Morphismus β : M → F(M) besitzt mit einem endlich erzeugten Modul M.
Ist insbesondere der erste Term im direkten System sogar selbst ein F-Modul, so ist klar, dass der
erzeugende Morphismus gerade der Strukturmorphismus dieses Moduls ist und das direkte System
damit konstant nur aus diesem Modul besteht. Des Weiteren gilt damit also:
Bemerkung 3.2.5. Sei M ein endlich erzeugter F-Modul. Dann ist M auch F-endlich. Zusam-
men mit Beispiel 3.1.3 ist insbesondere der Ring R selbst F-endlich.
Betrachten wir Beispiel 3.1.3 nochmals genauer, so sehen wir, dass für ein Ideal I von R, F(I) = I [p]
und F(R/I) = R/I [p] gilt. Insbesondere ist I bzw. R/I im Allgemeinen kein FR-Modul. Allerdings
existieren stattdessen immer noch die folgenden Abbildungen:
ι : I [p] = F(I) ↪→ I,
wobei die Abbildung durch die Inklusion I [p] ⊆ I induziert ist und die, durch eine Projektion
gegebene, Abbildung
pi : R/I [p] = F(R/I) R/I. (3.1)
Dies motiviert nun die folgende Definition, wobei wir uns an der Notation eines R[F ]-Moduls aus
[Bli01] orientieren.
Definition 3.2.6 (Quasi-F-Modul). Ein Quasi-F-Modul ist ein Paar (M, θ), wobei M ein
R-Modul ist und θ eine R-lineare Abbildung
θ : F(M) = Rϕ ⊗RM →M,
welche Strukturmorphismus von M genannt wird. Ein Homomorphismus zwischen zwei Quasi-
F-Moduln (M, θ) und (M ′, θ′) ist ein R-Modulhomomorphismus f : M →M ′, so dass das folgende
Diagramm kommutiert
M
f−−−−→ M ′yθ yθ′
F(M) F(f)−−−−→ M ′.
Insbesondere ist jeder F-Modul (M, θ) auch Quasi-F-Modul mit Strukturmorphismus θ−1.
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3.3 F-Modul-Struktur der lokalen Kohomologie
Wir kommen nun wieder zu unseren lokalen Kohomologiemoduln aus Kapitel 2 und wollen zeigen,
dass diese Moduln in bestimmten Fällen gerade Beispiele für F-Moduln liefern. Des Weiteren
werden wir sehen, dass die verschiedenen Möglichkeiten lokale Kohomologie zu beschreiben (siehe
Kapitel 2) auch verschiedene Möglichkeiten liefern, die F-Modul-Struktur auf HiI(M) für einen
F-Modul M zu definieren. Es stellt sich aber heraus, dass jeweils dieselbe F-Modul-Struktur
induziert wird.
Satz 3.3.1. Seien R ein regulärer Ring der Charakteristik p > 0, I ⊆ R ein Ideal und M ein
F-Modul. Dann gibt es für jedes i einen Isomorphismus:
F(HiI(M)) = Rϕ ⊗R HiI(M) ∼= HiI(M)
Beweis. Da R regulär ist, ist nach Korollar 4.3.2 der Frobeniushomomorphismus ϕ : R→ R flach.
Der Modul Rϕ ist als R-Rechtsmodul gerade R aufgefasst als R-Modul via ϕ. Nach dem Satz
über den flachen Basiswechsel der lokalen Kohomologie (siehe [BS08, 4.3.2]) gibt es somit einen
Isomorphismus
F(HiI(M)) = Rϕ ⊗R HiI(M)
∼=−→ HiF(I)(Rϕ ⊗RM) = HiF(I)(F(M)).
Nun ist M ein F-Modul, also F(M) ∼= M und nach Beispiel 3.1.3 F(I) = I [p]. Damit ist
F(HiI(M)) = Rϕ ⊗R HiI(M)
∼=−→ HiI[p](M)
und somit gilt, falls I von t Elementen erzeugt wird, Itp ⊆ I [p] ⊆ Ip, ergo
√
I [p] =
√
I. Satz 2.1.9
impliziert nun die Behauptung.
Alternativ können wir die Situation auch folgendermaßen beschreiben. Sei E• eine injektive Auf-
lösung von M . Dann ist F(M•) eine injektive Auflösung von F(M) und damit auch von M , da
M ein F-Modul ist. Dies gilt, da F exakt ist und injektive Moduln in injektive überführt (siehe
Lemma 4.6.5). Damit haben wir zwei Möglichkeiten die Moduln HiI(M) zu berechnen:
HiI(M) = H
i(ΓI(E•)) = Hi(ΓI(F(E•))).
Wegen der Flachheit des Frobeniushomomorphismus gilt F(ΓI(E•)) = ΓI(F(E•)) (siehe [BS08,
4.3.1], und damit HiI(M) = H
i(F(ΓI(E•))). Bemerkung 3.1.2 liefert uns dann
HiI(M) = F(Hi(ΓI(E•))) = F(HiI(M)).
Im weiteren Verlauf dieser Arbeit wird besonders die lokale Kohomologie von R selbst von Interesse
sein und die obige Konstruktion spezialisiert sich in diesem Fall zu der folgenden Aussage.
Korollar 3.3.2. Sei R ein regulärer Ring der Charakteristik p > 0 und I ⊆ R ein Ideal. Dann
besitzen die Moduln
HiI(R)
für jedes i eine F-Modul-Struktur.
Beweis. Nach Beispiel 3.1.3 ist R ein F-Modul. Damit folgt die Behauptung aus Satz 3.3.1.
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Andererseits haben wir in Abschnitt 2.1.4 gesehen, dass sich die lokalen Kohomologiemoduln auch
mit Hilfe des ech-Komplexes beschreiben lassen. Genauer hatte sich dort herausgestellt, dass der
Modul HiI(M) isomorph ist zum i-ten Kohomologiemodul des Komplexes
 •(x;R)⊗RM.
Dabei ist x = x1, . . . , xc ein Erzeugendensystem von I und der Komplex hat die Gestalt
0 −→M −→
⊕
1≤i≤c
Mxi −→
⊕
1≤i<j≤c
Mxixj −→ . . . −→Mx1...xc −→ 0. (3.2)
Die auftretenden Terme sind also sämtlich Lokalisierungen von M und die folgende Bemerkung
zeigt, dass diese im Fall eines F-Moduls M auch F-Moduln sind.
Bemerkung 3.3.3. [siehe Example 2.7 in [Bli01]] Sei S ⊆ R eine multiplikativ abgeschlossene
Teilmenge von R. Dann besitzt die Lokalisierung S−1R = RS eine natürliche FR-Modul-Struktur.
Der Strukturmorphismus ist dabei gegeben durch
θ : S−1R→ Rϕ ⊗R S−1R, r/s 7→ rsp−1 ⊗ 1/s.
Ist nun (M, θ) ein Quasi-F-Modul so gilt einerseits (siehe z.B. [Hel09a, 1.4.7])
MS = S−1M = S−1R⊗RM.
Da andererseits nach Bemerkung 3.1.2 der Frobenius-Funktor mit Lokalisierungen vertauscht, ha-
ben wir ein kommutatives Diagramm
F(M) −−−−→ S−1F(M)yθ yθ′
M −−−−→ S−1M,
und S−1M ist somit auch Quasi-F-Modul, wobei der Strukturmorphismus θ′ gegeben ist durch
θ′ : Rϕ ⊗R S−1M
r⊗ms 7→ rsp θ(1⊗m)−−−−−−−−−−−→ S−1M
(siehe [Bli01, 2.2.1]). Ist M sogar ein F-Modul, so ist die Lokalisierung MS wieder ein F-Modul.
Insbesondere ist der Komplex (3.2) ein Komplex von (Quasi-)F-Moduln, da die auftretenden Mor-
phismen als Summen von Lokalisierungsabbildungen gerade (Quasi-)F-Modulhomomorphismen
sind.
Damit ist mit Bemerkung 3.1.2(v) klar, dass die Beschreibung der lokalen Kohomologie als Ko-
homologie des obigen ech-Komplexes ebenfalls eine F-Modul-Struktur auf den Moduln HiI(M)
liefert. Es stellt sich also die Frage, ob wir mit dieser Konstruktion dieselbe Struktur wie in Satz
3.3.1 erhalten.
Satz 3.3.4. Sei M ein F-Modul. Die durch Bemerkung 3.3.3 und den Komplex  •(x;R)⊗RM
induzierte F-Modul-Struktur auf den lokalen Kohomologiemoduln HiI(M) stimmt mit der durch
Satz 3.3.1 gegebenen F-Modul-Struktur überein.
Beweis. [Lyu97, Proposition 1.8].
Starten wir bei der obigen Konstruktion mit einem Quasi-F-Modul M , so sieht man, dass auch
die lokalen Kohomologiemoduln HiI(M) Quasi-F-Moduln sind. Den Fall, dass M der Quasi-F-
Modul R/a mit einem Ideal a von R ist (siehe (3.1)), werden wir in Beispiel 4.8.2 noch genauer
untersuchen.
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3.4 Endlichkeitseigenschaften F-endlicher Moduln
Wir wollen jetzt die grundlegenden Eigenschaften der F-endlichen Moduln diskutieren. Dabei sei
nochmal daran erinnert, dass der Ausgangspunkt für die Einführung der F-endlichen Moduln
durch Lyubeznik in [Lyu97] war, dass Huneke und Sharp in [HS93] zeigen konnten, dass die spe-
ziellen Eigenschaften der lokalen Kohomologiemoduln HiI(R) eines regulären lokalen Ringes in
Bezug auf den Frobenius-Funktor F gewisse Endlichkeitsbedingungen implizierten. Insbesondere
die Endlichkeit der Menge der assoziierten Primideale und die Endlichkeit der Bass-Zahlen konnte
so gezeigt werden. Es zeigt sich nun, dass die F-endlichen Moduln eine geeignete allgemeinere
Klasse von Moduln darstellen, so dass diese Endlichkeitsbedingungen erfüllt bleiben.
Der entscheidene Begriff, der es Lyubeznik in [Lyu97] ermöglichte, zu zeigen, dass die F-endlichen
Moduln viele gute Eigenschaften besitzen, ist der Begriff der Wurzel, welchen wir nun einführen
wollen.
Definition 3.4.1 (Wurzel). SeiM ein F-Modul mit erzeugendem Morphismus β : M → F(M).
Ist β injektiv, so nennen wir M eine Wurzel von M und β heißt in diesem Fall Wurzelmor-
phismus vonM.
Beispiel 3.4.2. Jeder F-Modul, der als R-Modul endlich erzeugt ist, besitzt sich selbst als Wurzel
und sein Strukturmorphismus ist Wurzelmorphismus.
Diese Definition lässt es nun zu, die entscheidenen Eigenschaften der F-endlichen Moduln herzulei-
ten. Wir wollen an dieser Stelle kurz die wichtigsten Ergebnisse zusammenfassen. Weitere Details
bzw. die fehlenden Beweise finden sich in [Lyu93, 2] und können dort nachgeschlagen werden.
Satz 3.4.3. Die F-endlichen Moduln bilden eine volle abelsche Unterkategorie in der Kategorie
der F-Moduln (F-mod). Wir bezeichnen diese als Ffinite. Sie ist abgeschlossen unter Bildung von
Untermoduln, Quotienten und Erweiterungen, d.h. für eine gegebene kurze exakte Folge in der
Kategorie F-mod
0 −→M ′ −→M −→M ′′ −→ 0,
ist M genau dann F-endlich, wenn M ′ und M ′′ F-endlich sind.
Beweis. [Lyu97, Theorem 2.8].
Satz 3.4.4. Sei M ein F-endlicher Modul. Dann ist M noethersch in der Kategorie der F-Moduln.
Er erfüllt also die aufsteigende Kettenbedingung (a.c.c.).
Beweis. [Lyu97, Proposition 2.7].
Die Tatsache, dass die Moduln in der Kategorie Ffinite noethersch sind, macht es möglich, die
Standardaussagen über die Endlichkeit gewisser Invarianten von endlich erzeugten R-Moduln auf
die größere Klasse der F-endlichen Moduln zu übertragen. Insbesondere wird in [Lyu97] die End-
lichkeit der Menge AssM und die Endlichkeit der Bass-Zahlen für einen F-endlichen Modul M
gezeigt.
Satz 3.4.5. Sei M ein F-endlicher Modul. Dann ist die Menge seiner assoziierten Primideale,
also die Menge AssRM , endlich.
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Beweis. [Lyu97, Theorem 2.12].
Satz 3.4.6. Sei M ein F-endlicher Modul. Dann sind alle Bass-Zahlen µi(p,M) endlich.
Beweis. [Lyu97, Theorem 2.11].
Als Hauptresultat in seiner Arbeit konnte Lyubeznik das folgende Resultat formulieren.
Satz 3.4.7. Sei R eine endlich erzeugte Algebra über einem noetherschen regulären lokalen Ring
(S,m,k) der Charakteristik p > 0 und sei M ein F-endlicher R-Modul. Dann besitzt M endliche
Länge in der Kategorie der F-Moduln.
Beweis. [Lyu97, Theorem 3.2].
Dieser Satz zeigt, dass unter den gegebenen Voraussetzungen, die F-endlichen Moduln nicht nur
noethersch sind, sondern wegen Lemma 4.1.6 außerdem auch artinsch. Wir werden diese Tatsa-
che in Abschnitt 7.2 dazu nutzen, um zu zeigen, dass uns F-endliche Moduln gerade D-Moduln
endlicher Länge liefern (siehe Satz 7.2.9).
3.5 F-Endlichkeit von H iI(R)
In diesem Abschnitt wollen wir uns noch genauer mit der F-Modul-Struktur der lokalen Kohomolo-
giemoduln HiI(M) für einen F-ModulM befassen. Zu Beginn werden wir die Existenz erzeugender
Morphismen für diese Moduln zeigen, woraus dann direkt die F-Endlichkeit von HiI(M) folgen
wird, falls M als R-Modul endlich erzeugt ist. Für den Fall M = R besitzen die lokalen Kohomo-
logiemoduln also die Endlichkeitsbedingungen aus dem letzten Abschnitt und dies war ja gerade
das, die Einführung der F-Moduln motivierende, Ergebnis von Huneke und Sharp in [HS93] (sie-
he Satz 1.2). Lyubeznik gelang es in [Lyu93] die F-Endlichkeit der lokalen Kohomologiemoduln
HiI(M) sogar für beliebige F-endliche Moduln zu zeigen.
Da die F-Endlichkeit eines R-Moduls M über die Beschreibung des Moduls als direkten Limes
charakterisiert ist, erinnern wir zu Beginn an zwei der möglichen Beschreibungen der lokalen
Kohomologie aus Kapitel 2.
Bemerkung 3.5.1 (siehe Satz 2.1.11/Satz 2.1.23). Sei I ⊆ R ein Ideal von R und sei x =
x1, . . . , xc ein Erzeugendensystem von I. Dann gilt für alle i ≥ 0 und jeden R-Modul M :
(i) HiI(M) ∼= lim−→tExt
i
R(R/I
t,M).
(ii) HiI(M) ∼= lim−→tH
i(HomR(K•(xt;R),M)).
Da der Ring R Charakteristik p > 0 besitzt und regulär ist, gilt nach [ea07, Remark 7.9] und
Bemerkung 3.1.2 für einen F-Modul M aber:
(i) lim−→tExt
i
R(R/I
t,M) = lim−→tExt
i
R(R/I
[pt],M) ∼= lim−→t F(Ext
i
R(R/I,M)).
(ii)
lim−→
t
Hi(HomR(K•(xt;R),M)) = lim−→
t
Hi(HomR(K•(xp
t
;R),M))
∼= lim−→
t
F(Hi(HomR(K•(x;R),M))).
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Sei also M ein F-Modul. Dann ist mit der letzten Bemerkung klar, wie wir für den F-Modul
HiI(M) erzeugende Morphismen konstruieren können. Dabei ist zu beachten, dass der Koszul-
Komplex K•(xt;M) zu sich selbst dual ist, d.h es gilt K•(xt;M)[−c] ∼= HomR(K•(xt;R),M)
(siehe Satz 2.1.28).
Satz 3.5.2. Sei I ⊂ R ein Ideal, (M, θ) ein F-Modul und sei HiI(M) der i-te lokale Kohomolo-
giemodul von M mit der F-Modul-Struktur aus Satz 3.3.1. Dann gilt:
(i) Der R-Modulhomomorphismus
β : ExtiR(R/I,M) −→ F(ExtiR(R/I,M)) = ExtiR(F(R/I),F(M)),
induziert durch die Abbildungen
θ : M → F(M) und F(R/I) = Rϕ ⊗R (R/I) r
′⊗r 7→rpr′−−−−−−−→ R/I,
ist ein erzeugender Morphismus von HiI(M).
(ii) Sei x = x1, . . . , xc ein Erzeugendensystem von I und sei K•(xt;M) der Koszul-Komplex von
M bzgl. xt (siehe Definition 2.1.14). Dann ist der R-Homomorphismus
β : Hi(K•(xt;M)) −→ F(K•(xt;M)) = Hi(F(K•(xt;M))),
induziert durch die Komplexabbildung
β• : K•(xt;M) −→ F(K•(xt;M)) = K•(xpt;M),
ein erzeugender Morphismus von HiI(M).
Beweis. [Lyu97, Proposition 1.11].
Bemerkung 3.5.3. Sei M als R-Modul endlich erzeugt, so sind auch die Moduln ExtiR(R/I,M)
endlich erzeugt. Außerdem sind in diesem Fall alle Moduln des Koszul-Komplexes K•(xt;M) als
endliche direkte Summen von M endlich erzeugt. Somit sind also auch die Kohomologiemoduln
Hi(K•(xt;M)) endlich erzeugt.
Damit sehen wir, dass die lokalen Kohomologiemoduln von F-Moduln, welche endlich erzeugte
R-Moduln sind, F-endlich sind.
Satz 3.5.4. Sei M ein F-Modul, der als R-Modul endlich erzeugt ist und sei I ⊂ R ein Ideal.
Dann sind die lokalen Kohomologiemoduln HiI(M) mit der induzierten F-Modul-Struktur (siehe
Satz 3.3.1) F-endlich.
Beweis. Wegen Satz 3.5.2 existiert ein erzeugender Morphismus
β : ExtiR(R/I,M) −→ F(ExtiR(R/I,M))
von HiI(M). Da M aber endlich erzeugt ist, ist auch Ext
i
R(R/I,M) endlich erzeugt und M somit
nach Definition F-endlich.
Da der Ring R selbst endlich erzeugt ist als R-Modul und nach Satz 3.1.3 außerdem F-Modul ist,
gilt:
KAPITEL 3. F-MODULN 45
Korollar 3.5.5. Die Moduln HiI(R) sind F-endlich.
Unser Ziel ist es nun, zu zeigen, dass nicht nur die lokalen Kohomologiemoduln von, über R end-
lich erzeugten F-Moduln, F-endlich sind, sondern sogar alle Moduln der Form HiI(M) mit einem
F-endlichen Modul M . Um dies zu erreichen, sei zu Beginn an die folgende Möglichkeit erinnert,
die lokalen Kohomologiemoduln zu definieren.
In Abschnitt 2.1.4 haben wir gesehen, dass der Modul HiI(M) für einen R-Modul M isomorph
zum i-ten Kohomologiemodul des ech-Komplexes ist. Ist x1, . . . , xc ein Erzeugendensystem des
Ideals I, so hat dieser die Gestalt
0 −→M −→
⊕
1≤i≤c
Mxi −→
⊕
1≤i<j≤c
Mxixj −→ . . . −→Mx1...xc −→ 0. (3.3)
Die im Komplex auftretenden Moduln sind sämtlich endliche direkte Summen von Lokalisierungen
von M . Damit kommen wir mit dem folgenden Satz unserem Ziel ein großes Stück näher.
Satz 3.5.6. Sei M ein F-endlicher Modul und f ∈ R. Dann ist auch die Lokalisierung Mf mit
der F-Modul-Struktur aus Bemerkung 3.3.3 F-endlich.
Beweis. [Lyu97, Proposition 2.9].
Damit können wir das Folgende formulieren:
Satz 3.5.7 (Proposition 2.10 in [Lyu97]). Sei M ein F-endlicher R-Modul und I ⊂ R ein Ideal.
Dann sind die lokalen Kohomologiemoduln HiI(M) mit der induzierten F-Modul-Struktur (siehe
Satz 3.3.1) F-endlich.
Beweis. Die lokalen Kohomologiemoduln lassen sich als die Kohomologiemoduln des Komplexes
(3.3) berechnen und alle im Komplex auftretenden Moduln sind nach Satz 3.5.6 F-endlich. Damit
folgt die Behauptung aus Satz 3.4.3.
An dieser Stelle sei an folgenden Satz, der von Huneke und Sharp in [HS93] formuliert wurde,
erinnert.
Satz 3.5.8 (Vgl. Theorem 3.5 in [HS93]). Sei (R,m,k) ein regulärer lokaler Ring der Charakteristik
p > 0 und sei M ein R-Modul, für den gilt, dass
(i) F(M) ∼= M , und
(ii) µi(p,M) endlich ist für alle i ∈ N und alle p ∈ SpecR.
Sei außerdem
0 −→M −−−−→ E0 −→ . . . −→ Ei d
i
−−−−−→ Ei+1 −→ . . .
die minimale injektive Auflösung von M.
Dann ist für alle i ∈ N die Einschränkung di|Γm(Ei) von di auf den Untermodul Γm(Ei) von Ei
gleich Null. Insbesondere ist für jedes i ∈ N der lokale Kohomologiemodul Him(M) ein injektiver
R-Modul und Γm(M) ist injektiver direkter Summand von M.
Beweis. [HS93, Theorem 3.5].
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Wir sehen also, dass in den Voraussetzungen des Satzes gerade ein F-Modul gefordert wird, dessen
Bass-Zahlen alle endlich sind. Nach Satz 3.4.6 erfüllen die F-endlichen Moduln diese Vorausset-
zungen und wir sind damit in der Lage, Huneke und Sharp in [HS93] folgend, die anschließenden
Aussagen zu formulieren.
Korollar 3.5.9. Sei (R,m,k) ein regulärer lokaler Ring der Charakteristik p > 0, und sei M ein
F-endlicher m-Torsionsmodul. Dann ist M ein injektiver R-Modul.
Beweis. Nach Voraussetzung ist M F-endlich, also gilt nach Definition eines F-Moduls einerseits
F(M) ∼= M und andererseits gilt nach Satz 3.4.6, dass alle Bass-Zahlen µi(p,M) endlich sind.
Damit folgt aus Satz 3.5.8, dass Γm(M) injektiv ist. Nun ist aber M von m-Torsion und somit
M = Γm(M).
Korollar 3.5.10. Sei (R,m,k) ein regulärer lokaler Ring der Charakteristik p > 0 und sei M ein
F-endlicher Modul. Dann sind die lokalen Kohomologiemoduln Him(M) injektiv.
Beweis. Nach Korollar 3.5.7 sind die Moduln Him(M) F-endlich und außerdem nach Definition
auch m-Torsionsmoduln. Damit folgt die Behauptung aus dem letzten Korollar.
Kapitel 4
Die F-Modul-Struktur von D(HiI(R))
Das Hauptergebnis in diesem Abschnitt wird der folgende Satz sein (siehe Korollar 4.6.6):
Satz 4.1. Sei (R,m) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der seinen
perfekten Residuenkörper k = R/m enthält. Dann gibt es einen natürlichen und funktoriellen
Isomorphismus:
D(F(M)) = D(Rϕ ⊗M) ∼= Rϕ ⊗D(M) = F(D(M)).
Unter der zusätzlichen Voraussetzung, dass M ein F-Modul ist, also M ∼= F(M), erhalten wir
einen Isomorphismus
D(M) ∼= D(F(M)) ∼= Rϕ ⊗D(M) = F(D(M)).
Somit können wir erreichen, dass die Matlis-Duale von F-Moduln wieder F-Moduln sind. Insbe-
sondere tragen die Moduln D(HiI(R)) eine solche Struktur und wir können deshalb die Theorie
der F-Moduln auf sie anwenden. Wir haben in Kapitel 3 gesehen, dass F-endliche Moduln nur
endlich viele assoziierte Primideale besitzen (vgl. [Lyu97, Thm. 2.12.]). Andererseits haben Hel-
lus in [Hel07b] oder auch Bahmanpour und Naghipour in [BN08] einige Beispiele angegeben, die
zeigen, dass die Moduln D(HiI(R)) im Allgemeinen unendlich viele assoziierte Primideale besitzen
und somit im Allgemeinen nicht F-endlich sind. In Charakteristik Null scheint das analoge Er-
gebniss zu sein, dass die Matlis-Duale der lokalen Kohomologiemoduln generell keine holonomen
D-Moduln sind. Dies wurde von Hellus in seiner Habilitationsschrift [Hel07b] beschrieben.
Sei also (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p, der seinen perfekten
Residuenkörper k = R/m enthält, und E = E(R/m) sei die injektive Hülle von R/m. Nun gilt:
D(HiI(R)) = HomR(H
i
I(R), E) ∼= HomR(F(HiI(R)), E) ∼= HomR(Rϕ ⊗HiI(R), E).
Dabei gilt die erste Isomorphie, da wir in Abschnitt 3.3 gesehen haben, dass die lokalen Ko-
homologiemoduln HiI(R) eine F-Modul-Struktur besitzen, und somit F(HiI(R)) ∼= HiI(R) gilt.
Die Hom-Tensor-Adjungiertheit (siehe Lemma 4.4.1) liefert uns außerdem folgenden kanonischen
Isomorphismus:
HomR(Rϕ ⊗HiI(R), E) ∼= HomR(Rϕ, HomR(HiI(R), E)) = HomR(Rϕ, D(HiI(R))).
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Um unser Ziel zu erreichen, reicht es uns also zu zeigen, dass der Modul Rϕ ein endlich erzeugter
freier R-Modul ist, da dann gilt:
D(HiI(R)) ∼= HomR(Rϕ, D(HiI(R))) ∼= Rϕ ⊗HomR(HiI(R), E) = F(D(HiI(R))).
4.1 Moduln endlicher Länge
Wir benötigen zu Beginn noch einige Definitionen und Aussagen über die Länge eines Moduls. In
Kombination mit dem Nakayama-Lemma aus dem nächsten Abschnitt werden uns diese ermögli-
chen, zu entscheiden, ob und wann der Modul Rϕ ein endlich erzeugter R-Modul ist. Wir beginnen
mit der Definition einer Kompositionsreihe eines Moduls.
Definition 4.1.1 (Kompositionsreihe eines Moduls). Sei R ein Ring und M ein R-Modul. Dann
heißt eine Folge
M = M0 )M1 ) · · · )Mn = 0
von Untermoduln von M Kompositionsreihe von M, falls alle Faktoren Mi/Mi+1 nichttriviale
einfache Moduln sind. Die Zahl n heißt dann Länge der Kompositionsreihe.
Falls der Modul M eine Kompositionsreihe besitzt, so stellt sich heraus, dass ihre Länge eine
Invariante von M ist, d.h. sie ist unabhängig von der Wahl einer Kompositionsreihe. Genauer gilt:
Lemma 4.1.2. Sei R ein Ring, M ein R-Modul und sei
M = M0 )M1 ) · · · )Mn = 0
eine Kompositionsreihe der Länge n von M. Sei außerdem
M = N0 ) N1 ) · · · ) Ns = 0
eine Folge von Untermoduln von M. Dann gilt:
(i) s ≤ n
(ii) Die FolgeM = N0 ) N1 ) · · · ) Ns = 0 kann zu einer Kompositionsreihe verfeinert werden.
Beweis. [Eis04, Theorem 2.13].
Damit ist die folgende Definition wohldefiniert.
Definition 4.1.3 (Länge eines Moduls). Sei R ein Ring und M ein R-Modul. Sei außerdem
M = M0 )M1 ) · · · )Mn = 0
eine Kompositionsreihe von M. Dann heißt die Länge n dieser Reihe auch Länge von M und wird
mit l(M) bezeichnet. Falls M keine Kompositionsreihe besitzt, so vereinbaren wir l(M) =∞.
Bemerkung 4.1.4. Für einen Untermodul N ⊆M von M gilt:
l(M) = l(N) + l(M/N).
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Dies sieht man leicht, indem man das Urbild einer Kompositionsreihe von M/N unter der na-
türlichen Abbildung pi : M → M/N betrachtet. Diese Reihe endet mit pi−1(e) = N und bildet
damit durch Anhängen der gegebenen Kompositionsreihe von N eine Kompositionsreihe von M.
Zu beachten ist dabei, dass die entstehenden Faktoren wegen des zweiten Isomorphiesatzes gerade
den ursprünglichen Faktoren entsprechen und somit wieder einfache Moduln sind.
Beispiel 4.1.5. Sei (R,m,k) ein lokaler noetherscher Ring. Betrachten wir für n ∈ N die folgenden
R-Moduln
mn−1/mn ⊆ R/mn,
so gilt nach der letzten Bemerkung und unter Benutzung des zweiten Isomorphiesatzes
l(R/mn) = l(R/mn−1) + l(mn−1/mn).
Wir führen dies nun sukzessive fort und erhalten
l(R/mn) = l(R/m) + l(m/m2) + l(m2/m3) + · · ·+ l(mn−1/mn).
Nun ist m endlich erzeugt, da R noethersch ist und damit ist jedes der mi/mi+1 ein endlichdimen-
sionaler Vektorraum über k = R/m. Ihre Untermoduln sind gerade ihre Untervektorräume und
somit gilt l(mi/mi+1) = dimkmi/mi+1 <∞. Insgesamt gilt also
l(R/mn) <∞ ∀n ∈ N.
Lemma 4.1.6. Sei R ein Ring und M ein R-Modul endlicher Länge. Dann ist M noethersch und
artinsch und somit insbesondere endlich erzeugt.
Beweis. [Eis04, Theorem 2.13].
4.2 Separierte Moduln und das Nakayama-Lemma
Wir werden im nächsten Schritt zeigen, dass der R-Modul Rϕ für einen kompletten regulären
lokalen Ring R, welcher seinen perfekten Residuenkörper R/m enthält, sogar ein freier endlich
erzeugter R-Modul ist. Als R-Linksmodul ist dies klar, es bleibt also die Rechtsmodulstruktur zu
untersuchen. Wir werden dabei insbesondere das Nakayama-Lemma für komplette Ringe nutzen
und müssen daher zu Beginn einige Aussagen zu Komplettierungen machen. Für eine umfangrei-
chere Darstellung des Themas verweisen wir auf [Mat86, 8] oder [Hel09a, Abschnitt 3.2].
Definition 4.2.1 (Komplettierung). Sei R eine abelsche Gruppe und sei R = m0 ⊇ m1 ⊇ . . . eine
absteigende Folge von Untergruppen von R. Dann ist die Komplettierung von R bezüglich mi
definiert als der inverse Limes der Faktorgruppen R/mi, also als
R̂ := lim←−R/mi := {(g0, g1, . . . ) ∈
∏
i
R/mi | gj ≡ gi(modmi)∀j > i}.
Bemerkung 4.2.2 (siehe Bemerkung 3.2.1 in [Hel09a]). (i) Man hat einen kanonischen Grup-
penhomomorphismus
R −→ R̂, r 7→ (r +m0, r +m1, . . . ) .
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(ii) Ist R ein Ring und sind die mi sämtlich Ideale von R, so sind alle R/mi Ringe und damit
ist auch R̂ ein Ring. R −→ R̂ ist dann ein Ringhomomorphismus und für jedes i ist
m̂i := {(g0, g1, . . . ) ∈ R̂ | gj = 0∀j ≤ i}
ein Ideal von R̂ mit R̂/m̂i = R/m.
(iii) Ist R ein Ring und m ein Ideal von R, dann bildet R ⊇ m ⊃ m2 ⊃ . . . eine absteigen-
de Folge von Untergruppen von R und man nennt diese Folge m-adische Filtrierung von
R. Die zugehörige Komplettierung heißt dann Komplettierung von R bezüglich m und man
schreibt R̂m := R̂ und m̂ := m̂1. Diese Konstruktion bildet den wichtigsten Spezialfall von
Komplettierungen.
(iv) Ist m ein maximales Ideal eines Ringes R, so ist R̂m ein lokaler Ring mit maximalem Ideal
m̂, da R̂/m̂ = R/m und m̂ das einzige maximales Ideal von R̂m ist (siehe [Hel09a, 3.2.1]).
Definition 4.2.3 (kompletter Ring). Sei R ein Ring und m ⊆ R ein Ideal. Dann heißt R komplett
bzgl. m, falls die natürliche Abbildung R→ R̂m ein Isomorphismus ist. Ist m ein maximales Ideal,
so ist R lokal, da R̂m lokal ist, und heißt dann kompletter lokaler Ring.
Das folgende Beispiel zeigt, welche wichtige Beziehung zwischen Polynomringen und Potenzrei-
henringen besteht. Es stellt sich heraus, dass Potenzreihenringe gerade als Komplettierungen von
Polynomringen auftauchen. Als weiteres wichtiges Beispiel wollen wir außerdem den, aus der Zah-
lentheorie bekannten, Ring der p-adischen Zahlen nennen, welcher als Komplettierung von Z an
einem Primideal auftritt.
Beispiel 4.2.4 (siehe Bsp. 3.2.2 in [Hel09a]). Sei k ein Körper und R = k[X1, . . . , Xn] der
Polynomring über k in den Unbestimmten X1, . . . , Xn. Dann gilt für das maximale Ideal m =
(X1, . . . , Xn) von R
R̂m = R[[X1, . . . , Xn]].
Der Potenzreihenring taucht also in natürlicher Weise als Komplettierung des Polynomringes auf.
Insbesondere ist k[[X1, . . . , Xn]] ein kompletter lokaler Ring.
Definition 4.2.5. Sei R ein Ring, m ⊂ R ein Ideal und M ein R-Modul. Dann heißt
M̂ := lim←−M/m
iM
die Komplettierung von M bzgl. m.
Definition 4.2.6 (separierter Modul). Seien m ⊆ R ein Ideal des Ringes R und M ein R-Modul.
M heißt separiert bezüglich der m-adischen Topologie, wenn
⋂
i∈Nm
iM = 0 ist.
Wir sind jetzt in der Lage das Nakayama-Lemma für komplette Ringe zu formulieren und zu be-
weisen. Dabei sehen wir, dass die Aussage des gewöhnlichen Nakayama-Lemmas im kompletten
Fall auch für nicht notwendigerweise endlich erzeugte Moduln richtig ist. Die Moduln müssen aller-
dings separiert sein. Die nötigen Aussagen über die Konvergenz von Folgen in Komplettierungen
finden sich z.B. in [Hel09a, Abschnitt 3.2].
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Satz 4.2.7 (Nakayama-Lemma für komplette Ringe). Seien R ein bezüglich eines Ideals m ⊆ R
kompletter Ring und M ein bezüglich m separierter Modul. Seien außerdem ω1, . . . , ωn ∈M mit
M/mM = (ω1, . . . , ωn)R/m
(M/mM ist also endlich erzeugt über R/m).
Dann gilt:
M = (ω1, . . . , ωn)R.
M ist also auch als R-Modul endlich erzeugt.
Beweis. Nach Voraussetzung gilt M =
∑
Rωi + mM und damit auch M =
∑
Rωi + m(
∑
Rωi +
mM) =
∑
Rωi +m2M . Insgesamt ergibt sich M =
∑
Rωi +mνM für alle ν > 0. Sei nun m ∈M .
Dann können wir schreiben
m =
∑
i
riωi + a1
mit geeigneten ri ∈ R und a1 ∈ mM , also
a1 =
∑
i
ri,1ωi + a2
mit geeigneten ri,1 ∈ m und a2 ∈ m2M . Induktiv fortfahrend finden wir so ri,ν ∈ mν und aν ∈ mνM
mit
aν =
∑
i
ri,νωi + aν+1.
Nun konvergiert für jedes i
ri + ri,1 + ri,2 + . . .
gegen ein bi ∈ R und es gilt somit
m−
∑
i
biωi ∈
⋂
ν
mνM = 0.
Wir wollen jetzt eine ganz ähnliche Situation betrachten, allerdings sei der Ring R diesmal lokal
und zusätzlich M ein flacher R-Modul. Insbesondere zeigt sich dann, dass für einen lokalen Ring
auch die Umkehrung der Aussage, dass jeder freie Modul flach ist, richtig ist.
Satz 4.2.8. Seien (R,m,k) ein lokaler Ring und M ein flacher R-Modul und seien x1, . . . , xn ∈M .
Ist die Folge
(x1 + mM, . . . , xn + mM)
in M/mM linear unabhängig über R/m, so ist die Folge
(x1, . . . , xn)
in M linear unabhängig über R. Insbesondere gilt: Ist zusätzlich M endlich erzeugt, so ist jedes
minimale Erzeugendensystem von M eine Basis von M und insbesondere ist M frei.
Beweis. [Hel09a, Satz 3.1.17].
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Wir geben an dieser Stelle noch eine Definition an, die wir an späterer Stelle verwenden werden.
Definition 4.2.9. Sei R ein Ring und M ein R-Modul. Dann heißt M von endlicher Darstel-
lung, falls es eine exakte Folge
Rm −→ Rn −→M −→ 0
für geeignete m,n ∈ N gibt.
Ein R-Modul von endlicher Darstellung ist auch endlich erzeugt. Ist der Ring R sogar noethersch,
so gilt die Umkehrung ebenfalls (siehe [Hel09a, 3.1.18]).
4.3 Ein Satz von Kunz - Flachheit von Rϕ
In seiner Arbeit [Kun69] hat Kunz einen fundamentalen Satz über die Charakterisierung regulärer
Ringe der Charakteristik p > 0 bewiesen.
Satz 4.3.1. Sei (R,m,k) ein lokaler Ring der Charakteristik p > 0.
Dann sind äquivalent:
(i) R ist regulär
(ii) R ist reduziert und ein flacher Rp-Modul.
Beweis. [Kun69, Theorem 2.1].
Da Flachheit eine lokale Eigenschaft ist (siehe [Hel09a, 3.1.3]) und der Frobenius-Funktor F mit
Lokalisierungen vertauscht (siehe Bemerkung 3.1.2) lässt sich allgemeiner auch Folgendes formu-
lieren.
Korollar 4.3.2. Sei R ein regulärer Ring der Charakteristik p > 0. Dann ist Rϕ eine flache
R-Algebra. Äquivalent dazu ist es zu sagen, dass der Frobenius-Funktor F exakt ist.
Beweis. [BH98, Corollary 8.2.8].
Wir können nun mit Hilfe des kompletten Nakayama-Lemmas zeigen, dass über einem lokalen,
kompletten Ring R der Charakteristik p > 0 gilt, dass R als Rp-Modul endlich erzeugt ist. Ist R
darüber hinaus sogar regulär, so können wir den Satz von Kunz benutzen um zu zeigen, dass R
als Rp-Modul sogar frei ist.
Satz 4.3.3. Sei (R,m,k) ein kompletter lokaler Ring der Charakteristik p > 0 und sei k ⊆ R
perfekt. Dann ist R als Rp-Modul endlich erzeugt.
Beweis. (Vgl. [HS77, Proposition 1.1]) Wir bemerken zu Beginn, dass R als Rp-Modul das Gleiche
ist wie R aufgefasst als R-Modul via des Frobeniushomomorphismus ϕ. Wir bezeichnen R mit die-
ser R-Modulstruktur als Rϕ(R). Nun gilt Rϕ(R)/mRϕ(R) = (R/mp)ϕ(R) und da R komplett ist, also
R ∼= R̂, gilt damit R̂ϕ(R) ∼= R̂ϕ(R) ∼= Rϕ(R). Damit ist Rϕ(R) also komplett und separiert bezüg-
lich der m-adischen Topologie. Außerdem ist Rϕ(R)/mRϕ(R) = (R/mp)ϕ(R) ein R/m-Vektorraum,
welcher nach Beispiel 4.1.5 endliche Länge besitzt und somit endlich erzeugt ist. Damit ist aber
nach Satz 4.2.7 auch Rϕ(R) endlich erzeugt über R und somit R endlich über ϕ(R) = Rp.
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Wir wollen an dieser Stelle noch einen weiteren Beweis dieser Tatsache nennen, der auf einem
wichtigen Struktursatz für komplette lokale Ringe von Cohen basiert. Wir definieren und bemerken
dazu das Folgende:
Definition 4.3.4. Sei (R,m,k) ein lokaler Ring mit Residuenkörper k = R/m. Dann heißt R
gleichcharakteristisch falls char R = char k gilt. Andernfalls nennen wir R gemischtcharak-
teristisch.
Nun stellt sich heraus, dass ein lokaler Ring R genau dann gleichcharakteristisch ist, wenn er einen
Teilkörper enthält (siehe [Hel09a, Bemerkung 3.2.21]). Damit sehen wir also, dass unser Ring R
aus Satz 4.3.3 gleichcharakteristisch ist und der folgende Satz wird für uns anwendbar.
Satz 4.3.5. [Cohen's Struktursatz] Sei (R,m,k) ein noetherscher gleichcharakteristischer kom-
pletter lokaler Ring mit Residuenkörper k = R/m. Dann ist R homomorphes Bild eines Potenz-
reihenringes, genauer gilt:
R ∼= k[[X1, . . . , Xn]]/I für ein n ∈ N und ein Ideal I.
Beweis. [Eis04, Theorem 7.7].
Es stellt sich also als äquivalent heraus, einen noetherschen kompletten lokalen Ring (R,m,k) der
Charakteristik p > 0 vorauszusetzen oder einen noetherschen kompletten lokalen Ring (R,m,k),
der seinen Residuenkörper k von Charakteristik p > 0 enthält. Im ersten Fall gilt nämlich auch
char k = p und R enthält somit nach dem letzten Satz einen zu k isomorphen Teilkörper. Wei-
tere Details dazu finden sich z.B. in [Sin05, 7] oder auch in [Hel09a, Bemerkungen 3.2.21]. Die
Forderung k ⊆ R in den kommenden Sätzen ist also nicht zwingend nötig. Wir werden sie aber
trotzdem nennen, um darauf aufmerksam zu machen.
Sei nun wie in Satz 4.3.3 außerdem k perfekt, so gilt der folgende Satz und wir erhalten somit
einen weiteren Beweis dafür, dass ein noetherscher kompletter lokaler Ring (R,m,k), der seinen
perfekten Residuenkörper enthält, als Rp-Modul endlich erzeugt ist.
Satz 4.3.6. Sei k ein perfekter Körper, R = k[[X1, . . . , Xn]] ein Potenzreihenring und I ⊆ R ein
Ideal. Dann ist
S = R/I = k[[X1, . . . , Xn]]/I
als Sp-Modul endlich erzeugt.
Beweis. Wir bemerken zu Beginn, dass es zu zeigen reicht, dass S1 = k[[X]] endlich erzeugt ist
über Sp1 , da damit induktiv folgt, dass auch Sn = k[[X1, . . . , Xn]] endlich erzeugt ist über Spn. Sei
dann B ein endliches Erzeugendensystem von Sn über Spn, dann erzeugen die Bilder von B unter
der natürlichen Abbildung pi : Sn → Sn/I auch Sn/I über (Sn/I)p und wir haben unser Ziel
erreicht. Nun gilt aber kp = k, da k perfekt ist, und somit also auch Sp1 = kp[[Xp]] = k[[Xp]].
Damit ist aber klar, dass die Elemente
1, X1, X2, . . . , Xp−2, Xp−1
ein endliches Erzeugendensystem von S1 über S
p
1 bilden.
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Bemerkung 4.3.7. In der Literatur wird ein noetherscher Ring R von Charakteristik p > 0,
der als Modul über Rp endlich erzeugt ist, auch als F-endlicher Ring bezeichnet. Wir wollen diese
verallgemeinerte Terminologie nicht benutzen, um Verwechslungen mit den F-endlichen Moduln
zu vermeiden. Nähere Informationen zur allgemeinen Theorie der F-endlichen Ringe finden sich
z.B. in [Hoc07]. Es sei aber darauf hingewiesen, dass es sich bei den von uns behandelten Ringen,
also den kompletten lokalen noetherschen Ringen (R,m,k) der Charakteristik p > 0 mit perfektem
Residuenkörper k, nach dem letzten Satz gerade um solche F-endlichen Ringe handelt. Insbesondere
sind Quotienten des Potenzreihenringes, d.h. Ringe der Gestalt
Fq[[X1, . . . , Xn]]/I,
über einem endlichen Körper solche Ringe. Sie sollen uns als Standardbeispiel für mögliche An-
wendungen unserer Theorie dienen. Der Potenzreihenring
Fq[[X1, . . . , Xn]]
ist außerdem auch regulär und wir werden im Folgenden sehen, dass er damit noch weitere gute
Eigenschaften besitzt.
Mit dem Satz von Kunz folgt nun:
Korollar 4.3.8. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 und
sei k ⊆ R perfekt. Dann ist R als Rp-Modul frei.
Beweis. Nach Satz 4.3.3 und Satz 4.3.1 ist R aufgefasst als R-Modul via des Frobeniushomomor-
phismus ein endlich erzeugter flacher R-Modul und als solcher nach Satz 4.2.8 frei. Damit ist ist
aber gerade R als Rp-Modul frei.
Der Struktursatz von Cohen hat uns gezeigt, dass alle kompletten lokale Ringe, die gleichcharak-
teristisch sind, eine ganz ähnliche Struktur besitzen. Sie sind gerade Quotienten eines Potenzrei-
henringes. Nun ist der Potenzreihenring selbst sogar regulär und es stellt sich heraus, dass er im
Grunde auch der einzige komplette reguläre lokale Ring ist, der einen Körper enthält.
Satz 4.3.9. Sei (R,m,k) ein noetherscher kompletter regulärer lokaler Ring der Dimension d mit
Residuenkörper k = R/m. Falls R einen Körper enthält, also falls R gleichcharakteristisch ist,
dann gilt
R ∼= k[[X1, . . . , Xd]].
Beweis. [Eis04, Prop. 10.16].
Wir sind nun in der Lage, die Frage zu beantworten, wann der Modul Rϕ als R-Rechtsmodul
endlich erzeugt ist und wann er darüber hinaus sogar frei ist. Es sei daran erinnert, dass der
Rechtsmodul Rϕ als Menge der Ring R ist, wobei dieser seine Rechtsmodulstruktur durch die vom
Frobeniushomomorphismus ϕ induzierte Operation (r′, r) 7→ ϕ(r)r′ = rpr′ erhält. Dies wird uns
dann die Konstruktion eines Isomorphismus F(D(HmI (R))) ∼= D(HmI (R)) im folgenden Abschnitt
ermöglichen.
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Korollar 4.3.10 (Vgl. Prop. 1.1 in [HS77]). Sei (R,m,k) kompletter lokaler Ring und sei k ⊆ R
perfekt. Dann gilt:
(i) Rϕ ist endlich erzeugter R-Modul.
(ii) Sei außerdem R noch regulär, so ist Rϕ sogar freier R-Modul.
Beweis. Wir bemerken, dass die R-Modulstruktur von Rϕ als Rechtsmodul gerade eine Rp-Modul-
struktur von R ist. Die Behauptung (i) folgt somit aus Satz 4.3.3. Die Aussage (ii) ist dann eine
direkte Folgerung aus dem Satz von Kunz und folgt mit Korollar 4.3.8.
4.4 Basiswechsel
An dieser Stelle wollen wir noch kurz an die Basiswechsel-Formel erinnern, welche wir im nächsten
Schritt benötigen, um unseren Isomorphismus F(D(HiI(R))) ∼= D(HiI(R)) zu konstruieren.
Lemma 4.4.1. Seien R und S Ringe und sei P ein R-S-Bimodul. Sei außerdem M ein R-Modul
und N ein S-Modul. Dann gilt:
(i) M ⊗R P besitzt S-Modulstruktur.
(ii) Durch die Multiplikation HomS(P,N)×R→ HomS(P,N) mit (ϕ, r) 7→ ϕr, wobei (ϕr)(x) :=
ϕ(rx) für x ∈ P , wird HomS(P,N) zu einem R-Modul.
(iii) HomS(M ⊗R P,N) ∼= HomR(M,HomS(P,N)).
Die Aussage (iii) wird oft als Hom-Tensor-Adjungiertheit bezeichnet.
Beweis. Die S-Modulstruktur auf M ⊗R P ist gegeben durch die Multiplikation s· (m ⊗ p) :=
m ⊗ (sp). Die Modulaxiome lassen sich damit leicht nachweisen. Um (ii) zu beweisen bemerken
wir, dass diese Multiplikation wohldefiniert ist, da P ein R-S-Bimodul ist und somit rx ∈ P für
x ∈ P, r ∈ R gilt.
Sei nun ϕ ∈ HomS(M ⊗R P,N). Dann ist die durch m 7→ (P → N, p 7→ ϕ(m ⊗ p)) definierte
Abbildung P → N ein Element von HomR(M,HomS(P,N)). Die dadurch definierte Abbildung
HomS(M ⊗R P,N) i1−→ HomR(M,HomS(P,N))
ist S-linear. Umgekehrt ist für ψ ∈ HomR(M,HomS(P,N)) die durch m⊗ p 7→ (ψ(m))(p) indu-
zierte Abbildung M ⊗R P → N S-linear, also ein Element von HomS(M ⊗R P,N). Die dadurch
gegebene Abbildung
HomR(M,HomS(P,N))
i1−→ HomS(M ⊗R P,N)
ist S-linear und die kanonischen Abbildungen i1 und i2 sind zueinander invers. Also ist insbeson-
dere i1 ein Isomorphismus und es gilt (iii).
Korollar 4.4.2. Sei ϕ : R→ S ein Ringhomomorphismus, M ein R-Modul und N ein S-Modul.
Dann gilt:
HomS(M ⊗R S,N) ∼= HomR(M,NR).
Dabei bezeichne NR den S-Modul N aufgefasst als R-Modul via ϕ.
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Beweis. Wir können S durch die Multiplikation r · s := ϕ(r) · s als R-S-Bimodul auffassen und
erhalten somit nach Lemma 4.4.1(iii) HomS(M ⊗R S,N) ∼= HomR(M,HomS(S,N)). Dabei wird
HomS(S,N) einerseits als R-Modul aufgefasst, andererseits gilt HomS(S,N) ∼= N und damit die
Behauptung.
Wir können dieses Lemma jetzt auf den Frobeniushomomorphismus ϕ : R → R anwenden und
erhalten folgenden Isomorphismus:
Korollar 4.4.3. Seien ϕ : R→ R der Frobeniushomomorphismus und M,N R-Moduln. Dann gilt:
HomR(M ⊗R Rϕ, N) ∼= HomR(M,Nϕ)
Wobei die linke Menge Homomorphismen von Linksmoduln und die rechte Hom-Menge Homomor-
phismen von Rechtsmoduln enthält.
Beweis. Als Linksmodul gilt R = Rϕ und als Rechtsmodul ist N aufgefasst als R-Modul via ϕ,
gerade Nϕ ohne seine Linksmodulstruktur. Damit folgt die Behauptung aus dem letzten Korollar.
Wir wollen nun noch auf die Kompabilität des Tensorprodukt mit der direkten Summenbildung
aufmerksam machen und auf die daraus resultierenden Vertauschbarkeitsaussagen.
Bemerkung 4.4.4 (siehe Bemerkung 1.2.19 in [Hel09a]). Seien R ein Ring und M,N,P R-Moduln.
Dann gilt
(M ⊕N)⊗R P ∼= (M ⊗R P )⊕ (N ⊗R P ).
Ist P ein endlicher freier R-Modul, also P ∼= Rk, dann gilt insbesondere
(i) HomR(P,N) ∼= HomR(Rk, N) ∼= Nk ∼= (R⊗R N)k ∼= Rk ⊗R N ∼= P ⊗R N und
(ii) HomR(M,P ⊗R N) ∼= HomR(M,Nk) ∼= (HomR(M,N))k ∼= P ⊗R HomR(M,N).
4.5 Der Isomorphismus F(D(H iI(R))) ∼= D(H iI(R))
Es ist uns nun möglich zu zeigen, dass die Moduln D(HiI(R)) eine F-Modul-Struktur besitzen.
Allgemeiner gilt sogar, dass für einen F-Modul M sein Matlis-Dual D(M) = Hom(M,E) auch ein
F-Modul ist.
Satz 4.5.1. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält und sei M ein R-Modul. Dann gibt es einen
Isomorphismus
D(F(M)) = HomR(Rϕ ⊗M,E(R/m)) ∼= Rϕ ⊗D(M) = F(D(M)).
Beweis. Da R ein regulärer lokaler Ring der Charakteristik p > 0 ist, ist nach Satz 4.3.1 der
Frobeniushomomorphismus R
ϕ−→ R flach und damit ist nach 4.3.10 Rϕ also ein endlich erzeugter,
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freier R-Modul. Es gilt dann:
D(F(M)) = HomR(F(M), E(R/m))
= HomR(Rϕ ⊗M,E(R/m))
∼= HomR(Rϕ, HomR(M,E(R/m)))
= HomR(Rϕ, D(M))
∼= Rϕ ⊗D(M)
= F(D(M))
Dabei gilt die erste Isomorphie wegen der Hom-Tensor-Adjungiertheit aus Lemma 4.4.1(iii). Die
zweite Isomorphie gilt, da Rϕ endlich und frei ist, nach Bemerkung 4.4.4.
Korollar 4.5.2. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält und sei M ein F-Modul. Dann gibt es einen
Isomorphismus:
D(M) = HomR(M,E(R/m)) ∼= Rϕ ⊗D(M) = F(D(M)).
Insbesondere ist das Matlis-Dual D(M) eines F-Moduls M selbst wieder ein F-Modul.
Beweis. Da M ein F-Modul ist, gilt die Isomorphie M ∼= F(M). Zusammen mit dem Isomorphis-
mus aus Satz 4.5.1 liefert das die Behauptung.
Damit können wir unser Hauptergebnis über die F-Modul-Struktur der Matlis-Duale D(HiI(M))
mit einem F-Modul M formulieren.
Korollar 4.5.3. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält und M ein F-Modul. Sei außerdem I ⊂ R ein
Ideal und i ∈ N. Dann besitzen die Matlis-Duale D(HiI(M)) eine F-Modul-Struktur.
Beweis. Nach Satz 3.3.1 sind die Moduln HiI(M) F-Moduln. Damit folgt die Behauptung aus Satz
4.5.2.
Korollar 4.5.4. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält. Sei außerdem I ⊂ R ein Ideal und n ∈ N.
Dann sind die Moduln D(HiI(R)), also die Matlis-Duale bestimmter lokaler Kohomologiemoduln,
F-Moduln.
Beweis. Dies folgt aus dem letzten Korollar, da R als Modul über sich selbst ein F-Modul ist.
Wegen Satz 4.3.9 beschreibt dieses Korollar gerade die folgende Situation:
Beispiel 4.5.5. Sei k ein perfekter Körper positiver Charakteristik und R = k[[X1, . . . , Xn]] der
Potenzreihenring über k in den Variablen X1 . . . , Xn und I ⊆ R ein Ideal. Dann besitzen die
Moduln
D(HiI(k[[X1, . . . , Xn]]))
eine F-Modul-Struktur.
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4.6 F-Modul-Struktur von ER(k)
Die F-Modul-Struktur der Matlis-Duale D(M) für beliebige F-Moduln M liefert uns nun als
Folgerung einen neuen Beweis für die F-Modul-Struktur der injektiven Hülle des Residuenkörpers.
Lemma 4.6.1 (Prop. 11.3. in [ea07]). Sei (R,m) regulärer lokaler Ring. Dann ist R ein Gorenstein-
Ring.
Beweis. Da R regulär ist, ist der Ring von endlicher globaler homologischer Dimension, d.h. es
gilt
glob dimR = n <∞.
Also ist ExtiR(−,M) = 0 für i > n und beliebige R-ModulnM . Damit gilt aber auch ExtiR(−, R) =
0 für i > n und das bedeutet inj dimR <∞.
Die folgende Bemerkung liefert uns nun als Folgerung den erwünschten Isomorphismus und somit
einen ersten Beweis für die F-Modul-Struktur der injektiven Hülle E eines regulären lokalen Ringes
der Charakteristik p > 0.
Bemerkung 4.6.2. In Abschnitt 2.3 haben wir gezeigt, dass im Falle eines Gorenstein-Ringes ein
enger Zusammenhang zwischen der injektiven Hülle von k und einem gewissen lokalen Kohomo-
logiemodul besteht. Genauer hatten wir gesehen, dass für einen lokalen Gorenstein-Ring (R,m,k)
der Dimension d die lokale Dualität Folgendes liefert:
Him(R) =
0 für i 6= d,ER(k) für i = d.
Korollar 4.6.3. Sei (R,m) lokal, Gorenstein, d-dimensional und von positiver Charakteristik
p > 0. Dann besitzt die injektive Hülle E := E(R/m) des Restklassenkörpers eine F-Modul-
Struktur. Es gilt also
E ∼= F(E) = Rϕ ⊗ E.
Beweis. In Abschnitt 3.3 hatten wir gezeigt, dass die lokalen Kohomologiemoduln HjI (R) F-
Moduln sind, d.h es existiert ein Isomorphismus F(HjI (R)) ∼= HjI (R). Insbesondere gilt also auch
F(Hdm(R)) ∼= Hdm(R) und somit wegen Bemerkung 4.6.2 auch F(ER(K)) ∼= ER(K).
Wir wollen dasselbe Ergebnis jetzt noch einmal aus Satz 4.5.1 folgern. Es sei daran erinnert, dass
der einzige Unterschied darin besteht, dass wir jetzt einen kompletten Ring voraussetzen, der
seinen perfekten Residuenkörper enthält. In diesem speziellen Fall erhalten wir also einen neuen
einfacheren Beweis für die letzte Aussage.
Satz 4.6.4. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält. Dann besitzt die injektive Hülle E := E(R/m)
eine F-Modul-Struktur. Es gilt also
E ∼= F(E) = Rϕ ⊗ E.
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Beweis. Da der Ring R selbst ein F-Modul ist (siehe Beispiel 3.1.3), gilt einerseits:
E ∼= HomR(R,E) = D(R) ∼= D(F(R)).
Andererseits gilt:
F(E) ∼= F(HomR(R,E)) = F(D(R)).
Die Behauptung folgt nun direkt aus Satz 4.5.1.
An dieser Stelle wollen wir noch bemerken, dass sogar alle injektiven R-Moduln F-Moduln sind.
Lemma 4.6.5. Sei R ein Gorenstein-Ring der Charakteristik p > 0 und sei I ein injektiver
R-Modul. Dann gilt:
F(I) ∼= I.
Insbesondere sind also alle injektiven R-Moduln auch F-Moduln.
Beweis. [HS93, Proposition 1.5].
Wir können nun die F-Modul-Struktur der injektiven Hülle E(R/m) bzw. den Isomorphismus
E ∼= F(E) benutzen, um zu erreichen, dass die Isomorphismen aus Abschnitt 4.5 sogar funktoriell
und natürlich werden.
Korollar 4.6.6. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält und sei M ein R-Modul. Dann gibt es einen
natürlichen und funktoriellen Isomorphismus
τ : D(F(M)) = HomR(Rϕ ⊗M,E(R/m)) ∼= Rϕ ⊗D(M) = F(D(M)).
Beweis. Betrachten wir die natürliche Abbildung
θM : F(D(M)) = F(HomR(M,E))→ HomR(F(M),F(E)),
so können wir feststellen, dass dies wegen E ∼= F(E) und Satz 4.5.1 ein Isomorphismus ist. Wir
können die Isomorphie auch durch die folgende Gleichung angeben.
D(F(M)) = HomR(F(M), E(R/m))
∼= HomR(F(M),F(E(R/m)))
= HomR(Rϕ ⊗M,Rϕ ⊗ E(R/m))
∼= HomR(M,Rϕ ⊗ E(R/m)))
∼= Rϕ ⊗HomR(M,E(R/m))
= Rϕ ⊗D(M)
= F(D(M))
Dabei gilt die erste Isomorphie wegen E ∼= F(E), die zweite nach Korollar 4.4.3 und die dritte
Isomorphie gilt, da Rϕ endlich erzeugt und frei ist, nach Bemerkung 4.4.4.
Verzichten wir auf die Perfektheit von R/m, so können wir zumindest noch für Moduln von end-
licher Darstellung oder artinsche Moduln die Existenz eines solchen Isomorphismus zeigen.
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Satz 4.6.7. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 und
sei M ein artinscher R-Modul oder ein R-Modul von endlicher Darstellung. Dann gibt es einen
natürlichen und funktoriellen Isomorphismus
τ : D(F(M))→ F(D(M)).
Beweis. Im Fall, dass M artinsch ist, folgt die Behauptung aus [Lyu97, Lemma 4.1]. Sei also M von
endlicher Darstellung. Da R regulär ist folgt aus Satz 4.3.1, dass der Frobeniushomomorphismus
flach ist. Damit folgt aus [Eis04, Prop. 2.10], dass die natürliche Abbildung
θM : F(D(M)) = F(HomR(M,E))→ HomR(F(M),F(E))
ein Isomorphismus ist. Da R auch lokal ist, ist er insbesondere Gorenstein und somit gilt nach
Korollar 4.6.3 E ∼= F(E). Eine Kombination dieser beiden Isomorphismen liefert die Behauptung.
Zusammenfassend gilt also das Folgende:
Satz 4.6.8. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0. Dann
gilt:
(i) Sei M ein artinscher R-Modul oder von endlicher Darstellung. Dann gibt es einen funktori-
ellen Isomorphismus
τM : D(F(M))→ F(D(M)).
(ii) Ist k ⊆ R und perfekt, so ist die obige Abbildung τM für beliebige R-Moduln M ein funktori-
eller Isomorphismus.
Ist M insbesondere ein F-Modul, so ist also D(M) wieder ein F-Modul.
Beweis. Die Aussage (i) folgt mit Satz 4.6.7 und (ii) mit Satz 4.6.7.
4.7 Weitere Isomorphismen
Sei nun (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 und sei k ⊆ R
perfekt. Wir haben gerade gesehen, dass es dann eine natürliche Äquivalenz zwischen dem Funktor
D ◦ F : R-mod −→ R-mod
und dem Funktor
F ◦D : R-mod −→ R-mod
gibt. Dies wollen wir jetzt benutzen, um noch weitere Isomorphismen abzuleiten. Insbesondere
werden wir die Beschreibung der lokalen Kohomologiemoduln als direkten Limes von gewissen
Ext-Moduln aus Kapitel 2 benutzen, um nochmals zu sehen, wie diese Moduln ihre F-Modul-
Struktur erhalten. Zu Beginn sei an die folgenden Eigenschaften des Frobenius-Funktors F aus
Kapitel 3 erinnert.
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Bemerkung 4.7.1. [siehe Bemerkung 3.1.2] Für den Frobeniusfunktor F : R-mod → R-mod,
M 7→ Rϕ ⊗RM gilt:
(i) F vertauscht mit direkten Limites, es gilt also F(lim−→Mi) = lim−→F(Mi).
(ii) Für R-Moduln N,M , wobei M endlich erzeugt ist, und i ∈ N gilt
F(ExtiR(M,N)) ∼= ExtiR(F(M),F(N)).
(iii) Für ein Ideal I ⊆ R gilt: F(R/I) ∼= R/I [p].
Diese Eigenschaften können wir mit Satz 2.1.11 kombinieren und erhalten eine weitere Konstrukti-
on der F-Modul-Struktur auf den Matlis-Dualen der lokalen Kohomologiemoduln HiI(M) für einen
F-ModulM . Dabei wird insbesondere nochmals deutlich, wie die lokalen Kohomologiemoduln ihre
F-Modul-Struktur erhalten (Vgl. Abschnitt 3.3).
Korollar 4.7.2. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 und
sei k perfekt. Sei außerdem I ⊂ R ein Ideal und M ein F-Modul. Dann gilt
F(D(HiI(M))) ∼= D(lim−→
t
ExtiR(R/(I
[pt+1],M))).
Insbesondere gilt also
F(D(HiI(M))) ∼= D(HiI(M)).
Beweis. Nach Satz 4.6.8 vertauscht der Frobeniusfunktor mit dem Matlis-Dual und nach Satz
2.1.11 gilt HiI(M) ∼= lim−→(Ext
i
R(R/I
t,M)). Damit gilt aber
F(D(HiI(M))) ∼= F(D(lim−→
t
(ExtiR(R/I
t,M))))
∼= D(F(lim−→
t
(ExtiR(R/I
t,M))))
∼= D(F(lim−→
t
(ExtiR(R/I
[pt],M))))
∼= D(lim−→
t
(F(ExtiR(R/I [p
t],M))))
∼= D(lim−→
t
(ExtiR(F(R/I [p
t]),F(M))))
∼= D(lim−→
t
(ExtiR(R/I
[pt+1],M))).
Dabei gelten die letzten Gleichungen, bzw. Isomorphismen, wegen Bemerkung 4.7.1 und der dritte
Isomorphismus, also
lim−→
t
(ExtiR(R/I
t,M)) ∼= lim−→
t
(ExtiR(R/I
[pt],M)),
gilt, da die Frobenius-Exponenten koendlich in den gewöhnlichen Idealpotenzen sind. Weitere
Details zu diesem Argument finden sich in [ea07, Remark 7.9]. Der zweite Teil der Behauptung
gilt, da
lim−→
t
(ExtiR(R/(I
[p+1],M))) ∼= lim−→
t
(ExtiR(R/I
[p],M)).
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Betrachtet man den letzten Beweis nochmals genauer, so sieht man, dass man auch die folgenden
Isomorphismen hat.
F(D(HiI(M))) ∼= F(D(lim−→
t
(ExtiR(R/I
t,M))))
∼= D(F(lim−→
t
(ExtiR(R/I
t,M))))
∼= D(lim−→
t
(F(ExtiR(R/It,M))))
∼= D(lim−→
t
(ExtiR(F(R/It),F(M))))
∼= D(lim−→
t
(ExtiR(R/(I
t)[p],M))).
Damit gilt also wegen des letzten Korollars
D(lim−→
t
(ExtiR(R/(I
t)[p],M))) ∼= D(lim−→
t
(ExtiR(R/I
t,M))).
Ist nun HiI(M)) endlich erzeugt oder artinsch, so liefert uns die Matlis-Dualität das Folgende.
Korollar 4.7.3. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, und
sei k perfekt. Sei außerdem I ⊂ R ein Ideal und M ein F-Modul, so dass HiI(M) endlich erzeugt
oder artinsch ist. Dann gilt
lim−→
t
(ExtiR(R/(I
t)[p],M)) ∼= lim−→
t
(ExtiR(R/I
t,M)).
Beweis. Wegen Korollar 4.7.2 und Bemerkung 4.7.1 gilt
D(lim−→
t
(ExtiR(R/(I
t)[p],M))) ∼= D(lim−→
t
(ExtiR(R/I
t,M))).
Eine Anwendung des Matlis-Funktors D auf diese Gleichung liefert somit
D(D(lim−→
t
(ExtiR(R/(I
t)[p],M)))) ∼= D(D(lim−→
t
(ExtiR(R/I
t,M))))
und die Behauptung folgt damit aus Satz 2.2.34, da die Argumente jeweils isomorph zu HiI(M)
sind (wegen lim−→t(Ext
i
R(R/(I
t)[p],M)) ∼= F(HiI(M)) ∼= HiI(M)).
Wir wollen nun noch eine Beschreibung der Matlis-Duale D(HiI(R)) als gewisse inverse Limites
angeben. Insbesondere erhalten wir dadurch ein Beispiel für einen inversen Limes, der ein F-Modul
ist. Es sei daran erinnert, dass unser Ring (R,m) als regulärer lokaler Ring ein Gorenstein-Ring
ist. Insbesondere wird damit die lokale Dualität aus Abschnitt 2.4 anwendbar und es gilt somit
sogar für einen endlich erzeugten R-Modul M (siehe Satz 2.4.6)
Him(M) ∼= DR(Extd−iR (M,R)).
Dabei sei d die Dimension von R. Wir können dies nun auf M = R/Ik für ein Ideal I ⊆ R und
k ∈ N anwenden und erhalten somit
Hd−im (R/I
k) ∼= DR(ExtiR(R/Ik, R)).
Wir bemerken nun außerdem, dass der Matlis-Funktor direkte Systeme in inverse Systeme über-
führt.
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Bemerkung 4.7.4. Sei R ein noetherscher Ring und {Mi, ϕij} ein direktes System von R-Moduln.
Dann gilt
D(lim−→
i
Mi) ∼= lim←−
i
D(Mi).
Dieser Isomorphismus existiert, da allgemein für den kontravarianten Hom-Funktor HomR(−, N)
für einen R-Modul N das Folgende gilt (siehe z.B. [Rot08, Prop. 5.26]
HomR(lim−→
i
Mi, N) ∼= lim←−
i
HomR(Mi, N).
Wir können damit die folgende Beschreibung der Moduln D(HiI(R)) angeben.
Satz 4.7.5. Sei (R,m,k) ein regulärer lokaler Ring der Dimension d und I ⊆ R ein Ideal. Dann
gilt
(i)
D(HiI(R)) ∼= lim←−
k
(Hd−im (R/I
k)).
(ii) Ist R außerdem komplett, char R = p > 0 und k ⊆ R perfekt, dann gibt es einen Isomor-
phismus
φ : F(lim←−
k
(Hd−im (R/I
k))) −→ lim←−
k
(Hd−im (R/I
k)).
Insbesondere ist lim←−k(H
d−i
m (R/I
k)) also ein F-Modul.
Beweis. Wegen der letzten Bemerkung und dem lokalen Dualitätstheorem haben wir
D(HiI(R)) ∼= D(lim−→
k
(ExtiR(R/I
k, R)))
∼= lim←−
k
(D(ExtiR(R/I
k, R)))
∼= lim←−
k
(Hd−im (R/I
k)),
und damit also (i) gezeigt. Nach Korollar 4.7.2 haben wir einen Isomorphismus
ψ : D(HiI(R)) −→ F(D(HiI(R))).
Zusammensetzen mit dem Isomorphismus aus (i) liefert die Behauptung.
Dieses Ergebnis wurde schon von Hellus in [Hel07b] dazu benutzt, um diese speziellen Matlis-Duale
in Charakteristik Null mit einer D-Modul-Struktur zu versehen. Wir werden diese Konstruktion in
Kapitel 6 noch genauer untersuchen. Andererseits werden wir in Kapitel 7 sehen, dass in positiver
Charakteristik jeder F-Modul auch eine D-Modul-Struktur besitzt. Dort können wir dann analog
zu Hellus in [Hel07b] die obige Beschreibung der Moduln D(HiI(R)) benutzen, um die D-Modul-
Struktur in Charakteristik p > 0 zu konstruieren. Insbesondere stellt sich dann heraus, dass die
D-Modul-Struktur in positiver Charakteristik auf ganz ähnliche Art und Weise gegeben ist, wie
in Charakteristik Null.
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4.8 Verallgemeinertes Matlis-Dual für Quasi-F-Moduln
Wir haben in den letzten Abschnitten gesehen, dass der Matlis-Funktor D : R-mod → R-mod
für einen kompletten lokalen Ring, der seinen perfekten Residuenkörper enthält, auch ein Funktor
DF : F-mod → F-mod auf der Kategorie der F-Moduln ist. Im Folgenden wollen wir dies noch
weiter verallgemeinern und einen Funktor
D : QFcofinite −→ Ffinite
von der Kategorie der Quasi-F-Moduln (siehe Defininition 3.2.6), die als R-Moduln artinsch sind,
in die Kategorie der F-endlichen Moduln definieren. R sei dabei immer ein Ring der Charakteristik
p > 0. Wir folgen dabei Blickle in [Bli01], der diesen Funktor konstruiert, um Dualitätsaussagen
für Quasi-F-Moduln zu untersuchen. Er wurde schon von Lyubeznik in [Lyu97] definiert, um die
Struktur von artinschen Quasi-F-Moduln zu untersuchen. Ist der Residuenkörper des kompletten
regulären lokalen Ringes (R,m,k) perfekt, so erhalten wir sogar einen Funktor
D : QF-mod −→ F-mod
Sei also (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 und sei (M, β)
ein Quasi-F-Modul, der endlich erzeugt oder artinsch ist, oder k ⊂ R sei perfekt, dann liefert die
Anwendung des Matlis-Funktors D(−, E) auf den Strukturmorphismus von M, zusammen mit
dem Isomorphismus τ aus Satz 4.6.7 bzw. aus Satz 4.6.6 , falls k perfekt ist, eine Abbildung
θ : D(M) D(β)−−−→ D(F(M)) τM−−→ F(D(M)).
Damit können wir nun den folgenden Funktor definieren.
Definition 4.8.1. Sei (R,m,k) ein kompletter regulärer lokaler Ring positiver Charakteristik mit
k ⊆ R und sei (M, β) ein Quasi-F-Modul (endlich erzeugt oder artinsch als R-Modul, falls k nicht
perfekt). Sei γ := τM ◦D(β). Dann ist
D(M) := lim−→ (D(M)
γ−→ F(D(M)) F(γ)−−−→ F2(D(M)) −→ . . . )
ein von γ erzeugter F-Modul. Auf der genannten Klasse von Moduln (bzw. Ringen) definiert diese
Konstruktion einen exakten Funktor.
Die Exaktheit ist dabei klar, da der Matlis-Funktor und die direkte Limesbildung exakte Funkto-
ren sind. Ist der ModulM sogar ein F-Modul, also γ ein Isomorphismus, so besteht das direkte
System nur aus einem Objekt und es gilt dann D(M) = D(M). FallsM artinsch ist, so ist wegen
der Matlis-Dualität (siehe Abschnitt 2.2.4) D(M) endlich erzeugt und D(M) ist sogar F-endlich.
Ist außerdem β noch surjektiv, so ist γ injektiv und damit D(M) sogar eine Wurzel von D(M).
Wir wollen nun als wichtiges Beispiel das verallgemeinerte Matlis-Dual des obersten lokalen Koho-
mologiemodulsHdm(R/I) eines Quotienten des kompletten regulären lokalen Ringes R untersuchen.
Dabei ist zu beachten, dass Hdm(R/I) im Allgemeinen kein FR-Modul ist, uns das verallgemeinerte
Matlis-Dual D(Hdm(R/I)) jedoch einen FR-endlichen Modul liefern wird.
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Beispiel 4.8.2. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 der
Dimension n. Sei außerdem I ⊆ R ein Ideal mit height I = n − d = c und S := R/I. Dann
ist S ein Ring der Dimension d und der lokale Kohomologiemodul Him(S) ist als S-Modul nach
Satz 3.3.2 sogar ein FS-Modul. Aufgefasst als R-Modul ist Him(S) allerdings im Allgemeinen kein
FR-Modul mehr, sondern nur noch Quasi-FR-Modul mit dem Strukturmorphismus
β : Rϕ ⊗R Him(R/I)→ Him(R/I).
Diese Abbildung ist äquivalent zu der von der Projektion R/I [p] → R/I induzierten Abbildung
unter der Identifikation von Rϕ ⊗R Him(R/I) mit Him(R/I [p]). Nach Definition ist D(Him(R/I))
der Limes des direkten Systems
D(Him(R/I))→ D(Him(R/I [p]))→ D(Him(R/I [p
2]))→ . . .
Wir können nun die lokale Dualität für komplette, lokale Gorenstein-Ringe aus Bemerkung 2.4.7
benutzen, da R als regulärer lokaler Ring nach Lemma 4.6.1 ein Gorenstein-Ring ist. Wir erhalten
einen Isomorphismus von direkten Systemen
D(Him(R/I)) −−−−→ D(Him(R/I [p])) −−−−→ D(Him(R/I [p
2])) −−−−→ . . .y∼= y∼= y∼=
Extn−iR (R/I,R) −−−−→ Extn−iR (R/I [p], R) −−−−→ Extn−iR (R/I [p
2], R) −−−−→ . . .
Dabei sind die Abbildungen im unteren System auch von den natürlichen Projektionen induziert.
Damit haben wir (siehe z.B [ea07, Remark 7.9] für die letzte Isomorphie)
D(Him(R/I)) = lim−→
k
D(Him(R/I
[pk]) ∼= lim−→
k
Extn−iR (R/I
[pk], R) ∼= lim−→
k
Extn−iR (R/I
k, R)
und können damit insgesamt folgendes Ergebnis formulieren.
Satz 4.8.3. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, wobei
k ⊆ R perfekt ist und dimR = n. Sei außerdem I ⊆ R ein Ideal von R der Höhe c = n− d. Dann
gilt
D(Him(R/I)) ∼= Hn−iI (R)
als F-Moduln. Es gilt also insbesondere für den höchsten lokalen Kohomologiemodul
D(Hdm(R/I)) ∼= HcI (R).
Beweis. Nach Satz 2.1.11 gilt
lim−→
k
Extn−iR (R/I
k, R) ∼= Hn−iI (R)
und zusammen mit den obigen Beobachtungen folgt die Behauptung.
Insbesondere sehen wir also noch einmal, dass für einen artinschen Quasi-F-Modul M das ver-
allgemeinerte Matlis-Dual D(M) sogar einen F-endlichen Modul liefert, da die Moduln Him(R/I)
nach Satz 5.2.2 artinsch sind und der Modul D(M) ∼= Hn−iI (R) nach Satz 3.5.5 F-endlich. Die
F-Endlichkeit von D(M) für einen Quasi-F-Modul M ist also eine notwendige Bedingung dafür,
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dass M selbst artinsch ist. Damit lässt sich die Frage aus Abschnitt 5.2  Wann ist ein lokaler
Kohomologiemodul HiI(M) artinsch?  auch in Fragen über die F-Endlichkeit gewisser verall-
gemeinerter Matlis-Duale formulieren. Diesen Zusammenhang werden wir in Kapitel 8 nochmals
aufgreifen, um einen Ausblick auf mögliche weitere Forschungsansätze in diesem Gebiet zu geben.
In Abschnitt 2.4 hatten wir eine Verallgemeinerung der lokalen Dualität besprochen, die von Hellus
in [Hel07b] formuliert wurde. Wir wollen dies jetzt benutzen, um das verallgemeinerte Matlis-Dual
D in weiteren Fällen genauer untersuchen zu können. Im obigen Beispiel hatten wir die lokale
Dualität benutzt, um Moduln der Form D(Him(R/I)) genauer beschreiben zu können. Die von
Hellus erlangten Ergebnisse können wir jetzt nutzen, um in Spezialfällen auch verallgemeinerte
Matlis-Duale der Form D(Hia(R/I)) näher beschreiben zu können.
Satz 4.8.4. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 mit k ⊆ R
perfekt und seien I, a ⊆ R Ideale von R. Sei außerdem h ∈ N, so dass H la(R) 6= 0 ⇔ l = h. Dann
gilt für i ∈ {0, . . . , h}
D(Hh−ia (R/I)) ∼= HiI(D(Hha (R))).
Beweis. Unter den gegebenen Voraussetzungen gilt nach Satz 2.4.11
D(Hh−ia (R/I
[pk])) ∼= ExtiR(R/I [p
k], D(Hha (R))).
Damit haben wir
D(Hh−ia (R/I)) ∼= lim−→
k
D(Hh−ia (R/I
[pk]))
∼= lim−→
k
ExtiR(R/I
[pk], D(Hha (R)))
∼= HiI(D(Hha (R))).
In [PS73] wurde von Peskine und Szpiro das folgende Resultat bewiesen:
Satz 4.8.5. Sei R ein regulärer Integritätsbereich der Charakteristik p > 0 und sei a ⊆ R ein
Ideal von R, derart, dass R/a ein Cohen-Macaulay-Ring ist. Dann gilt
Hia(R) = 0 für i 6= height a.
Beweis. [PS73, Proposition III.4.1].
Wir können die beiden letzten Sätze nun kombinieren und das Folgende formulieren:
Satz 4.8.6. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0 mit
k ⊆ R perfekt und seien I, a ⊆ R Ideale von R. Sei außerdem R/a Cohen-Macaulay. Dann gilt für
i ∈ {0, . . . , height a}
D(Hheight a−ia (R/I)) ∼= HiI(D(Hheight aa (R))).
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Beweis. Da R regulär und lokal ist, ist er ein Cohen-Macaulay-Ring und ein Integritätsbereich
(siehe [ea07, 11.3; 11.10] und [ea07, 8.18]), und somit gilt
height a = depthR(a, R).
Es gilt also Hheight aa (R) 6= 0 und wegen Satz 4.8.5 gilt insgesamt sogar
Hia(R) 6= 0⇐⇒ i = height a.
Damit folgt die Behauptung aus Satz 4.8.4.
Zum Ende dieses Abschnittes wollen wir einen Algorithmus besprechen, um zu bestimmen, ob
HiI(R) = 0 gilt. Dieser Algorithmus wurde von Lyubeznik in [Lyu97] angegeben und das obige
Beispiel gibt Anlass dazu, diesen noch einmal genauer zu betrachten.
Sei also R ein regulärer Ring von positiver Charakteristik p und I ⊆ R ein Ideal. Wir haben oben
gesehen, dass
HiI(R) = lim−→
n
ExtiR(R/I
[pn], R)
gilt, wobei die Abbildungen zwischen den Ext-Moduln durch die Projektionen R/I [p
k+1] → R/I [pk]
induziert werden. Die Komposition dieser Abbildungen liefert uns R-Modulhomomorphismen
βk : ExtiR(R/I,R)→ ExtiR(R/I [p
k]).
Da nun R noethersch ist, wird die Folge ker β1 ⊆ ker β2 ⊆ . . . stationär und es gilt ker βr =
ker βr+1 für ein r ∈ N. Damit gilt
HiI(R) = 0⇐⇒ ker βr = ExtiR(R/I,R).
Sei nun R zusätzlich komplett und lokal mit maximalem Ideal m, dann gilt nach Beispiel 4.8.2
HcI (R) = 0⇐⇒ D(Hdm(R/I)) = 0
und die rechte Seite verschwindet genau dann, wenn es ganz analog zu oben einen Homomorphis-
mus
αk : D(Hdm(R/I))→ D(Hdm(R/I [p
k]))
gibt, der der Nullmorphismus ist. Wegen der Dualität ist dies aber äquivalent dazu, dass einer der
Homomorphismen
α˜k : Rϕ
k ⊗R Hdm(R/I) ∼= Hdm(R/I [p
k])→ Hdm(R/I)
r ⊗ h 7→ rϕk(h)
gleich Null ist, was bedeutet, dass ein k ∈ N existiert, so dass die k-te Potenz des Frobenius-
homomorphismus auf Hdm(R/I) der Nullmorphismus ist. Dies konnte von Lyubeznik noch weiter
verallgemeinert werden, indem die lokale Dualität durch die einfachere Matlis-Dualität ersetzt
wurde. Es gilt sogar das Folgende.
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Satz 4.8.7. Sei (R,m) ein regulärer lokaler Ring positiver Charakteristik p der Dimension n und
sei I ⊆ R ein Ideal. Dann gilt HiI(R) = 0 genau dann, wenn für genügend großes k ∈ N die k-te
Frobeniusiteration
ϕk : Hn−im (R/I)→ Hn−im (R/I)
gleich Null ist, also falls ϕk = 0 für k  0 gilt.
Beweis. [ea07, Theorem 22.1].
Kapitel 5
Über die koassoziierten Primideale
von HiI(R)
Im folgenden Kapitel wollen wir uns mit den assoziierten Primidealen der Matlis-Duale von lokalen
Kohomologiemoduln, genauer mit der Menge AssRD(HiI(R)), beschäftigen. Wir werden damit
beginnen, unser Interesse an diesen speziellen Idealen durch Beispiele zu motivieren und kommen
zunächst zur Definition eines assoziierten Primideals.
Definition 5.1 (assoziierte Primideale). Sei R ein Ring und M ein R-Modul. Dann heißt ein
Primideal p ∈ SpecR assoziiert zu M, falls ein m ∈M existiert, so dass
AnnR(m) = p
gilt. Mit AssRM bezeichnet man die Menge aller assoziierten Primideale von M.
Bemerkung 5.2. Sei R ein Ring, M ein R-Modul und p ∈ SpecR. Dann gilt:
p ∈ AssRM ⇐⇒ ∃ R-Monomorphismus R/p→M.
Ein wichtiges Konzept in der algebraischen Geometrie sind die sogenannten mengentheoretisch
vollständigen Durchschnitte. Dabei handelt es sich grob gesagt um Varietäten V (im affinen oder
projektiven Raum über einem Körper k), die durch codim(V ) viele Gleichungen ausgeschnitten
werden können. Im Allgemeinen wird die Anzahl der nötigen Gleichungen für eine durch ein Ideal
I gegebene Varietät als arithmetischer Rang des Ideals bezeichnet. Es wird sich herausstellen, dass
ein enger Zusammenhang zwischen dem arithmetischen Rang eines Ideals und regulären Folgen auf
den Matlis-Dualen bestimmter lokaler Kohomologiemoduln besteht. Diese regulären Folgen stehen
dann wiederum in Zusammenhang mit den assoziierten Primidealen dieser Kohomologiemoduln.
Definition 5.3 (mengentheoretisch vollständiger Durchschnitt). Sei R ein kommutativer noe-
therscher Ring und I ⊆ R ein Ideal von R. Dann heißt I mengentheoretisch vollständiger
Durchschnitt genau dann, wenn I  bis auf Radikal  von genau height(I) vielen Elementen
erzeugt werden kann. Also genau dann, wenn gilt ara(I) = height(I). Dabei bezeichnet ara(I) den
arithmetischen Rang von I, also die minimale Anzahl von Erzeugern  bis auf Radikal  von I,
und height(I) bezeichnet die Höhe des Ideals I.
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Bemerkung 5.4. Nach dem verallgemeinerten Krullschen Hauptidealsatz gilt stets die Unglei-
chung ara(I) ≥ height(I) und außerdem wissen wir, dass für die lokale Kohomologie HkI (R) = 0
gelten muss für alle k > ara(I) (siehe z.B. [Kun97, 5.4], [BS08, 3.3.3]).
Damit haben wir also für ein Ideal I mit height(I) = h:
I ist mengentheoretisch vollständiger Durchschnitt⇐⇒ ∃r1, . . . , rh ∈ R :
√
I =
√
(r1, . . . , rh)R.
Beispiel 5.5. Sei k ein Körper, d ∈ N, d ≥ 3, und bezeichne Pnk den n-dimensionalen projektiven
Raum über k. Betrachten wir dann die projektive, glatte Kurve Cd, definiert als das Bild unter der
Abbildung
P1k → P3k, (u : v) 7→ (ud : ud−1v : uvd−1 : vd),
so ist bekannt, dass C3 mengentheoretisch vollständiger Durchschnitt ist. Außerdem konnte gezeigt
werden (siehe [Har79] oder auch in [BSR81]), dass im Falle char k > 0 die Kurve Cd für alle d ≥ 3
mengentheoretisch vollständiger Durchschnitt ist. Im Falle char k = 0 ist die Frage völlig offen,
sogar für die Kurve C4 ist ungeklärt, ob sie vollständiger Durchschnitt ist, oder nicht. C4 ist die
berühmte Macaulay-Kurve.
Betrachten wir den Fall ara(I) ≤ 1 (siehe [Hel05b, Einleitung], [Hel05a]). Als erstes stellen wir fest,
dass dann notwendigerweise 0 = H2I (R) = H
3
I (R) = . . . gelten muss. Die umgekehrte Implikation
ist im Allgemeinen aber falsch (siehe [HS07, 2.1] für ein Gegenbeispiel). Wir haben aber
ara(I) ≤ 1⇐⇒ 0 = H2I (R) = H3I (R) = . . . und ∃f ∈ I : f operiert surjektiv auf H1I (R)
und somit haben wir für ein Ideal I eines noetherschen lokalen Ringes (R,m) mit 0 = H2I (R) =
H3I (R) = . . . die folgende Äquivalenz
√
I =
√
fR⇐⇒ f operiert surjektiv auf H1I (R)
⇐⇒ f operiert injektiv auf D(H1I (R))
⇐⇒ I *
⋃
p∈AssR(D(H1I (R)))
p.
Die assoziierten Primideale der Matlis-Duale D(HiI(R)) liefern uns Informationen darüber, welche
Elemente injektiv auf ihnen operieren. Damit wiederum erhalten wir mit der obigen Äquivalenz
Informationen darüber, ob wir vom Verschwinden der lokalen Kohomologie auf den arithmetischen
Rang des Ideals schließen können und somit weiter ob es sich um einen vollständigen Durchschnitt
handelt oder nicht. An dieser Stelle wollen wir noch erwähnen, dass Ideale, die von regulären Fol-
gen (siehe Definition 2.1.18) erzeugt werden, immer mengentheoretisch vollständige Durchschnitte
bilden (siehe z.B [Kun97, Korollar 6.14]).
Bemerkung 5.6. Sei R ein noetherscher Ring. Dann erzeugt jede reguläre Folge (f1, . . . , fh) aus
R einen mengentheoretisch vollständigen Durchschnitt I = (f1, . . . , fh)R, es gilt also height(I)
= h. Damit haben wir für ein Ideal I von R:
∃ reguläre Folge f in R :
√
I =
√
fR =⇒ I ist mengentheoretisch vollständiger Durchschnitt.
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Diese Idee konnte von Hellus in [Hel05b] und in [Hel09b] verallgemeinert werden und es gilt
insgesamt der folgende Satz. Dabei erkennt man, welche zusätzliche Eigenschaft es uns ermöglicht,
mengentheoretisch vollständige Durchschnitte zu erkennen.
Satz 5.7 (Theorem 3.5 in [Hel09b]). Sei (R,m) ein noetherscher, lokaler Ring, I ( R ein echtes
Ideal von R, h ∈ N und sei f = f1, . . . , fh ∈ I eine R-reguläre Folge. Dann sind äquivalent:
(i)
√
fR =
√
I, insbesondere ist I mengentheoretisch vollständiger Durchschnitt.
(ii) H lI(R) = 0 für alle l > h und die Folge f ist quasi-regulär auf D(H
h
I (R)).
(iii) H lI(R) = 0 für alle l > h und die Folge f ist regulär auf D(H
h
I (R)).
(iv) H lI(R) = 0 für alle l > h und die Folge f ist filter-regulär auf D(H
h
I (R)).
Beweis. [Hel09b, Theorem 3.5].
Dies zeigt uns, dass der Begriff des mengentheoretisch vollständigen Durchschnitts, und damit
der des arithmetischen Ranges eines Ideals, in engem Zusammenhang zu regulären Folgen auf den
Moduln D(HiI(R)) und damit zu den assoziierten Primidealen der Matlis-Duale steht. Es gibt also
genug Anlass sich mit diesen zu beschäftigen und wir wollen ihnen im Folgenden einen eigenen
Namen geben.
Definition 5.8 (koassoziierte Primideale). Sei R ein Ring und M ein R-Modul. Dann heißt ein
Primideal p ∈ SpecR koassoziiert zu M, falls p assoziiert zu DR(M) ist. Die Menge aller
koassoziierten Primideale von M bezeichnen wir mit CoAssRM .
Es zeigt sich, dass diese Definition gerade die richtige Definition ist, um eine Theorie von assoziier-
ten Primidealen aufzubauen, die sich dual zu den gewöhlichen assoziierten Primidealen verhält. Es
gab verschiedene Ansätze diese Theorie zu dualisieren, so z.B. durch MacDonald, Chambless oder
Zöschinger (siehe [Zö88]). Yassemi hat dann in [Yas95] die auch hier benutzte Definition durch die
assoziierten Primideale der Matlis-Duale vorgeschlagen und konnte zeigen, dass dann über einem
noetherschen Ring alle diese verschiedenen Definitionen äquivalent sind. Für einen Überblick über
die allgemeine Theorie der koassoziierten Primideale sei auf [DAT99] verwiesen.
Des Weiteren zeigt die folgende Bemerkung, dass es von großem Interesse ist zu wissen, ob die
Menge CoAssRD(HiI(R)) endlich oder unendlich ist. Damit hat sich z.B. Hellus in seiner Ha-
bilitationsschrift [Hel07b] befasst und wir werden die dort gewonnenen Ergebnisse im nächsten
Abschnitt nutzen, um zu zeigen, dass die Matlis-Duale D(HiI(R)) zwar F-Moduln sind, aber im
Allgemeinen nicht F-endlich. Dies liefert dann in der Charakteristik p > 0 ein Analogon zu der
ebenfalls von Hellus in [Hel07b] gemachten Aussage, dass in Charakteristik Null diese Moduln
D-Moduln, aber im Allgemeinen keine holonomen D-Moduln sind. Nun aber erst zu der angekün-
digten Bemerkung.
Bemerkung 5.9. Sei (R,m) ein kompletter lokaler Ring und M ein R-Modul. Sei HiI(M) ein
gegebener lokaler Kohomologiemodul, der unendlich viele koassoziierte Primideale besitzt. Dann
kann HiI(M) weder endlich erzeugt, noch artinsch sein. Denn angenommen H
i
I(M) wäre endlich
erzeugt, dann wäre D(HiI(M)) artinsch und somit CoAssH
i
I(M) = {m}. Im zweiten Fall, also falls
HiI(M) artinsch wäre, wäre D(H
i
I(M)) endlich erzeugt und damit auch CoAssH
i
I(M) endlich.
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Im Fall eines kompletten lokalen Ringes (R,m) lässt sich die Frage, wann ein gegebener lokaler
Kohomologiemodul HiI(M) für einen endlich erzeugten R-Modul M artinsch ist oder nicht, damit
in Fragen über die koassoziierten Primideale, d.h. über die Menge CoAssM , übersetzen. Diese
Anwendung werden wir im zweiten Teil dieses Kapitels noch näher betrachten.
5.1 D(H iI(R)) ist im Allgemeinen nicht F-endlich
Wie wir in Kapitel 4 gesehen haben, tragen gewisse Matlis-Duale von lokalen Kohomologiemo-
duln eine F-Modul-Struktur. Allerdings werden wir im folgenden Teil zeigen, dass diese Moduln
D(HiI(R)) im Allgemeinen nicht F-endlich sind. Als Ausgangspunkt dafür sei an Satz 3.4.5 erin-
nert:
Bemerkung 5.1.1 (Vgl. 3.4.5). Für einen F-endlichen Modul M ist die Menge seiner assoziierten
Primideale, also AssRM , endlich.
Nun wurden aber von Hellus in [Hel07b] oder auch von Bahmanpour und Naghipour in [BN08]
Beispiele für gewisse lokale Kohomologiemoduln gefunden, deren Matlis-Duale unendlich viele
assoziierte Primideale besitzen.
Satz 5.1.2 (Theorem 4.3.4 in [Hel07b]). Sei R = k[[X1, . . . , Xn]] ein Potenzreihenring in den Va-
riablen X1, . . . , Xn (n ≥ 4) über dem Körper k und sei I das Ideal (X1, . . . , Xn−2)R. Sei außerdem
p ∈ R ein Primelement mit p ∈ I ∩ (Xn−1, Xn)R. Dann ist die Menge
{p ∈ Spec(R)|p ∈ AssR(D(Hn−2I (R))), p ∈ p, height(p) = 2}
unendlich.
Beweis. [Hel07b, Theorem 4.3.4].
Satz 5.1.3 (Theorem 3.5 in [BN08]). Sei (R,m) ein lokaler (noetherscher) Ring der Dimension
d, und sei x1, . . . , xd ein Parametersystem für R. Dann ist für jedes i < d die Menge
AssR(D(Hi(x1,...,xi)(R))
unendlich.
Beweis. [BN08, Theorem 3.5].
Korollar 5.1.4. Sei R = k[[X1, . . . , Xn]] ein Potenzreihenring in den Variablen X1, . . . , Xn über
dem Körper k, i < n, und sei I das Ideal (X1, . . . , Xi)R. Dann ist die Menge
AssR(D(Hi(X1,...,Xi)(R)))
unendlich.
Beweis. Da X1, . . . , Xn ein Parametersystem für R bildet, folgt die Behauptung sofort aus Satz
5.1.3.
Außerdem hatten wir die folgende Aussage für F-endliche Moduln in Kapitel 3 bewiesen.
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Bemerkung 5.1.5 (Vgl. Satz 3.4.6). Für einen F-endlichen Modul M sind alle Bass-Zahlen
µi(p,M) endlich.
Nun hat aber Hellus in [Hel07b] gezeigt, dass die Bass-Zahlen der Matlis-Duale D(HiI(R)) im
Allgemeinen nicht endlich sind.
Satz 5.1.6 (Theorem 7.3.2 in [Hel07b]). Seien R = k[[X1, . . . , Xn]] ein Potenzreihenring in den
Variablen X1, . . . , Xn (n ≥ 2) über dem Körper k, 1 ≤ i < n und I das Ideal (X1, . . . , Xi)R. Dann
gilt:
dimQ(R)(D(HiI(R))⊗R Q(R)) = µ0((0), D(HiI(R))) =∞.
Insbesondere ist also die nullte Bass-Zahl des Moduls D(HiI(R)) bezüglich des Nullideals (0) nicht
endlich.
Beweis. [Hel07b, Theorem 7.3.2].
Wir können also insgesamt folgendes Ergebnis formulieren:
Korollar 5.1.7. Sei (R,m,k) ein kompletter regulärer lokaler Ring der Charakteristik p > 0, der
seinen perfekten Residuenkörper k = R/m enthält. Sei außerdem I ⊂ R ein Ideal und n ∈ N.
Dann sind die Moduln D(HnI (R)), also die Matlis-Duale gewisser lokaler Kohomologiemoduln, im
Allgemeinen nicht F-endlich.
Beweis. Die Moduln D(HnI (R)) sind nach Korollar 4.5.2 F-Moduln, die im Allgemeinen wegen
Satz 5.1.3 unendlich viele assoziierte Primideale besitzen bzw. deren Bass-Zahlen im Allgemeinen
nach Satz 5.1.6 nicht endlich sind. Damit folgt die Behauptung mit den Bemerkungen 5.1.1 oder
5.1.5.
Beispiel 5.1.8. Sei R = Fq[[X1, . . . , Xn]] der Potenzreihenring über dem endlichen Körper Fq
mit q = pl. Dann ist R ein kompletter regulärer lokaler Ring der Charakteristik p > 0 und Fq ⊆ R
ist als endlicher Körper perfekt. Sei außerdem das Ideal I = (X1, . . . , Xk) für 1 ≤ k < n gegeben.
Dann sind die lokalen Kohomologiemoduln HiI(R) nach Satz 3.3.1 F-Moduln und somit sind auch
die Matlis-Duale
D(Hi(X1,...,Xk)(Fq[[X1, . . . , Xn]]))
nach Korollar 4.5.4 F-Moduln. Nach Korollar 5.1.4 ist CoAssR (HiI(R)) aber unendlich und die
Moduln D(HiI(R)) sind somit nicht F-endlich. Die lokalen Kohomologiemoduln HiI(R) sind nach
Korollar 3.5.5 sogar F-endlich.
Wir werden in Kapitel 6 sehen, dass dieses Ergebnis auch in der Charakteristik 0 ein Analogon
besitzt. Wir werden dort feststellen, dass die Matlis-Duale D(HnI (R)) zwar eine D-Modul-Struktur
tragen, aber im Allgemeinen nicht holonom sind. In Kapitel 7 wird sich dann ein sehr enger
Zusammenhang zwischen F-Moduln und D-Moduln in positiver Charakteristik zeigen, den wir
dort untersuchen werden. Insbesondere werden wir sehen, dass jeder F-endliche Modul auch ein
endlich erzeugter D-Modul ist.
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5.2 Eine Verallgemeinerung von Hartshorne's Beispiel
Wir erinnern zu Beginn an die folgende von Matlis bewiesene Charakterisierung artinscher Moduln,
im Falle eines kompletten lokalen Ringes R.
Satz 5.2.1. Sei (R,m,k) ein noetherscher kompletter lokaler Ring, M ein R-Modul, und sei E =
ER(k) die injektive Hülle des Residuenkörpers. Dann sind äquivalent:
(i) M ist artinsch,
(ii) M ist Untermodul von En, der direkten Summe von Exemplaren von E für ein n,
(iii) Es existiert ein endlich erzeugter R-Modul N, so dass M ∼= HomR(N,E),
(iv) SuppM ⊆ V (m), und HomR(k,M) ist endlich erzeugt,
(v) SuppM ⊆ V (m), und ExtiR(k,M) ist endlich erzeugt für jedes i,
(vi) SuppM ⊆ V (m), und HomR(M,E) ist endlich erzeugt.
Beweis. [Har70, Proposition 1.1].
Satz 5.2.2. Sei (R,m,k) ein kompletter lokaler Ring und sei M ein endlich erzeugter R-Modul.
Dann ist für i ∈ N
Him(M)
artinsch und für alle i, j ∈ N sind die Moduln
ExtjR(k, H
i
m(M))
endlich erzeugt. Insbesondere ist also auch HomR(k, Him(M)) endlich erzeugt.
Beweis. [Har70, Corollary 1.4, Corollary 1.5].
Letzteres Ergebnis hatte Grothendieck in [Gro68] dazu veranlasst, das Folgende zu vermuten:
Vermutung 5.2.3 (Vgl. Exposé XIII/Conjecture 1.1 in [Gro68]). Sei (R,m) ein noetherscher
lokaler Ring und I ⊆ R ein Ideal. Dann ist
HomR(R/I,HiI(R))
endlich erzeugt.
Diese Vermutung konnte von Hartshorne aber widerlegt werden. In [Har70] gibt er ein Beispiel
für einen Ring R und ein Ideal I ⊆ R an, so dass HomR(R/I,H2I (R)) nicht endlich erzeugt ist,
da der Sockel HomR(R/m, H2I (R))) nicht endlich erzeugt ist. Insbesondere ist H
2
I (R) damit auch
nicht artinsch. Wir wollen dieses Beispiel nun kurz vorstellen. Es sei darauf hingewiesen, dass
Hartshorne selbst eine etwas andere Situation betrachtet hat, diese aber dasselbe Ergebnis liefert
(siehe z.B. [HS09]).
KAPITEL 5. ÜBER DIE KOASSOZIIERTEN PRIMIDEALE VON HiI(R) 75
Beispiel 5.2.4 (Hartshorne's Beispiel). Sei k ein Körper und sei R die Hyperfläche
k[[w, x, y, z]]/(wx− yz).
Sei außerdem I ⊆ R das Ideal von R, das von den Klassen von x und y in R erzeugt wird. Wir
betrachten nun den Modul H2I (R). Man kann zeigen (siehe z.B. [Sin03]), dass die Elemente
[ynzn + (xn+1, yn+1)R] ∈ H2I (R) für n ≥ 0
nicht Null sind und vom maximalen Ideal m = (w, x, y, z) annulliert werden. Das heißt aber ge-
rade, dass diese Elemente den unendlich dimensionalen Vektorraum HomR(R/m, H2I (R)) auf-
spannen (siehe [Sin03]), dieser also als R-Modul nicht endlich erzeugt ist, und somit kann auch
HomR(R/I,H2I (R)) nicht endlich erzeugt sein.
Hartshorne definierte daraufhin einen R-Modul M als a-koendlich, falls SuppRM ⊂ V (a) und
falls ExtiR(R/a,M) endlich erzeugt ist für alle i ∈ N. Sein Beispiel zeigt also, dass lokale Koho-
mologiemoduln HiI(M) im Allgemeinen nicht I-koendlich sind. Er konnte aber zeigen, dass die
Moduln HiI(M) für einen endlich erzeugten R-Modul M I-koendlich sind, falls R ein kompletter
regulärer lokaler Ring und I ein Primideal ist mit dimRR/I = 1. Dies konnte von Yoshida in
[Yos97] und von Delfino und Marley in [DM97] soweit erweitert werden, dass sie gezeigt haben,
dass für einen lokalen Ring R und einen endlichen Modul M die Moduln HiI(M) I-koendlich sind,
falls dimRR/I = 1 ist.
Hellus und Stückrad haben in [HS09] das Beispiel von Hartshorne noch verallgemeinert, indem
sie einen Zusammenhang zwischen den koassoziierten Primidealen gewisser lokaler Kohomologie-
moduln HiI(R/a) und den Moduln HomR(R/a, D(H
i
I(R))) herstellten. Diese Verallgemeinerung
wollen wir hier kurz vorstellen. Unser Ausgangspunkt ist die folgende Bemerkung:
Bemerkung 5.2.5 (Vgl. [Ooi76] bzw. 2.2.34). Sei R ein noetherscher kompletter lokaler Ring.
Dann ist für einen artinschen R-Modul M das Matlis-Dual DR(M) endlich erzeugt.
Diese Bemerkung liefert uns ein wichtiges Hilfsmittel, um zu entscheiden, ob ein gegebener lokaler
Kohomologiemodul artinsch ist. Wir können nämlich den Modul HomR(R/a, D(HnI (R))) mit dem
Matlis-Dual von HnI (R/a) identifizieren, falls H
k
I (R) = 0 für alle k>n gilt. Matlis-Dualität liefert
uns nun eine Korrespondenz zwischen artinschen und endlich erzeugten Moduln.
Lemma 5.2.6. Falls HkI (R) = 0 für alle k>n, dann gilt:
DR(HnI (R/a)) = HomR(H
n
I (R/a), E(R/m))
∼= HomR(R/a⊗R HnI (R), E(R/m))
∼= HomR(R/a, HomR(HnI (R), E(R/m)))
= HomR(R/a, D(HnI (R))).
Beweis. Nach Voraussetzung ist der Funktor HnI additiv und rechtsexakt (betrachte die lange
exakte Kohomologiefolge). Er erhält somit Surjektionen. Betrachten wir nun die natürliche Pro-
jektion ρ : R→ R/a, so ist also die induzierte Abbildung
ρ¯ : HnI (R) −→ HnI (R/a)
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surjektiv. Damit lassen sich nun die folgenden beiden Homomorphismen definieren:
HomR(R/a⊗R HnI (R), E(R/m)) −→ HomR(HnI (R/a), E(R/m))
g 7−→ ( x 7→ g(ρ¯−1(x)⊗ 1) )
HomR(HnI (R/a), E(R/m)) −→ HomR(R/a⊗R HnI (R), E(R/m))
h 7−→ ( r ⊗ y 7→ h(ρ¯(y) · r) )
Nun rechnet man nach, dass beide Homomorphismen gerade invers zueinander sind. Damit gilt
die erste Isomorphie. Die zweite Isomorphie ist gerade die Hom-Tensor-Adjungiertheit aus Lemma
4.4.1.
Wir können somit mit der folgenden Gleichheit arbeiten:
CoAssRH
n
I (R/a) = AssRHomR(R/a, D(H
n
I (R))).
Die rechte Menge lässt sich nun aber noch genauer beschreiben. Es gilt
Satz 5.2.7. Sei R ein noetherscher Ring, M ein R-Modul und a ⊆ R ein Ideal. Dann gilt:
AssRHomR(R/a, D(HiI(M))) = V (a) ∩AssRD(HiI(M))
Beweis. Sei also p ∈ V (a) ∩AssRD(HiI(M)). Wir haben zu zeigen, dass
p = AnnR(ϕ) für ein ϕ ∈ HomR(R/a, D(HiI(R))).
Nach Voraussetzung haben wir einen Monomorphismus f : R/p → D(HiI(M)), mit dem wir die
folgende Abbildung definieren können
ϕ : R/a −→ D(HiI(M)), r + a 7→ f(r).
Diese ist wohldefiniert, da nach Voraussetzung a ⊆ p und es gilt p = AnnR(ϕ), daKer ϕ = p∩R/a.
Dies zeigt also ⊇. Sei nun p ∈ HomR(R/a, D(HiI(M))), d.h.
p = AnnR(ϕ) für ein ϕ : R/a→ D(HiI(M)).
Dann gilt offensichtlich aϕ = 0, also a ⊆ p und somit p ∈ V (a). Andererseits gilt auch pϕ(1) = 0
und AnnR(ϕ(1)) ⊆ AnnR(ϕ) = p und somit p = AnnR(ϕ(1)).
Wir hatten in Satz 5.1.2 gesehen, dass für R = k[[X1, . . . , Xn]](n ≥ 4), I = (X1, . . . , Xn−2) und p
prim mit p ∈ I ∩ (Xn−1, Xn), die Menge
AssRD(Hn−2I (R)) ∩ V (p)
unendlich ist. Diese Tatsache konnte nun von Hellus und Stückrad in [HS09] zusammen mit den
bisherigen Beobachtungen aus diesem Abschnitt dazu benutzt werden, das erwähnte Beispiel von
Hartshorne zu verallgemeinern.
Korollar 5.2.8 (Vgl. Theorem 6.2.3 in [Hel07b]). Sei R = k[[X1, . . . , Xn]] ein Potenzreihenring
in den Variablen X1, . . . , Xn (n ≥ 4) über dem Körper k und sei I das Ideal (X1, . . . , Xn−2)R. Sei
außerdem p ∈ R ein Primelement mit p ∈ (Xn−1, Xn)R. Dann ist
Hn−2I (R/pR)
nicht artinsch.
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Beweis. Falls p /∈ I, so ist
SuppR(Hn−2I (R/pR)) = V (I + pR)
und somit ist Hn−2I (R/pR)) nicht artinsch, da der Modul nicht null-dimensional ist. Sei also
p ∈ I ∩ (Xn−1, Xn)R. Dann ist nach Satz 5.1.2 die Menge
{p ∈ Spec(R)|p ∈ AssR(D(Hn−2I (R))), p ∈ p} = CoAssRHn−2I (R) ∩ V (p)
unendlich. Damit besitzt wegen Satz 5.2.7 aber auch HomR(R/p,D(Hn−2I (R))) unendlich viele
assoziierte Primideale und ist somit nicht endlich erzeugt. Folglich ist nach Lemma 5.2.6 auch
DR(HnI (R/p)) nicht endlich erzeugt und somit folgt die Behauptung aus Bemerkung 5.2.5, da R
komplett ist.
5.3 Über koassoziierte Primideale der höchsten
lokalen Kohomologiemoduln
Khashyarmanesh und Khosh-Ahang haben in [KKA08] gezeigt, dass unter gewissen Vorausset-
zungen an die Moduln ExtiR(R/I,D(H
j
I (M))) auch gewisse Moduln Hom(R/I,D(H
n
I (M))) für
endlich erzeugtes M wieder endlich erzeugt sind. Wir haben im letzten Abschnitt gesehen, dass
sich daraus Aussagen über die koassoziierten Primideale der lokalen Kohomologiemoduln treffen
lassen. Genauer gilt:
Lemma 5.3.1 (Vgl. Theorem 3.4 in [KKA08]). Sei (R,m) ein kompletter lokaler Ring und I ⊆ R
ein Ideal. Sei nun n eine positive natürliche Zahl und sei ExtiR(R/I,D(H
t
I(M))) endlich erzeugt
für alle i ∈ N und für alle t > n. Dann ist auch
HomR(R/I,D(HnI (M)))
endlich erzeugt.
Beweis. [KKA08, Theorem 3.4].
Damit liefern uns also gewisse Endlichkeitsforderungen an die Ext-Moduln Ergebnisse über die
koassoziierten Primideale. Denn es ergibt sich das Folgende:
Korollar 5.3.2. Unter den Voraussetzungen des letzten Lemmas ist die Menge
{p ∈ Spec(R)|p ∈ AssR(D(HnI (R))), I ⊆ p} = V (I) ∩AssRD(HnI (M))
= V (I) ∩ CoAssRHnI (M)
endlich.
Beweis. Dies folgt unmittelbar aus Lemma 5.3.1, da folgende Gleichheit besteht (siehe Satz 5.2.7):
AssRHomR(R/I,D(HnI (M))) = V (I) ∩AssRD(HnI (M)).
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Insbesondere ist damit für die höchsten lokalen Kohomologiemoduln die Menge der koassoziierten
Primideale, die I enthalten, endlich.
Korollar 5.3.3. Seien (R,m) ein kompletter lokaler Ring, I ⊆ R ein Ideal und M ein endlich
erzeugter R-Modul. Sei weiter n ∈ N, so dass HiI(M) = 0 für alle i > n. Dann ist die Menge
CoAssR(HnI (M)) ∩ V (I)
endlich.
Beweis. Da HiI(M) = 0 für alle i > n gilt, ist auch D(H
i
I(M)) = 0 für alle i > n und damit
ExtjR(R/I,D(H
i
I(M))) endlich erzeugt für alle j ∈ N und für alle i > n. Korollar 5.3.2 liefert nun
die Behauptung.
Beispiel 5.3.4 (Vgl. Theorem 3.1.3 in [Hel07b]). Sei (R,m) ein kompletter lokaler Ring. Dann
gilt
AssR(D(H1xR(R))) = CoAssR(H
1
xR(R)) = Spec(R) \ V (x).
Hier gilt also sogar CoAssR(H1xR(R)) ∩ V (x) = ∅.
5.4 Die Vermutung von Hellus
In seiner Habilitationsschrift ([Hel07b]) hat sich Hellus sehr stark mit der Struktur der koassozi-
ierten Primideale von lokalen Kohomologiemoduln beschäftigt. Wir wollen zum Abschluss unserer
Untersuchungen zu diesem Thema hier noch eine Vermutung nennen, die in [Hel07b] formuliert
wurde und welche viele Informationen über die Menge CoAssHi(x1,...,xi)R(R) liefern könnte. Aus-
gangspunkt ist die folgende Beobachtung:
Bemerkung 5.4.1 (Remark 1.2.1 in [Hel07b]). Sei (R,m) ein noetherscher lokaler Ring, M ein
R-Modul, h ∈ N und I ⊆ R ein Ideal von R, so dass H lI(M) = 0 für alle l > h gilt. Sei weiterhin
p ∈ AssR(D(HhI (M))), dann gilt:
0 6= HomR(R/p, D(HhI (M)))
= D(HhI (M)⊗R (R/p))
= D(HhI (M/pM))
Insbesondere gilt also HhI (M/pM) 6= 0.
Speziell für M = R gilt also das Folgende.
Korollar 5.4.2. Sei (R,m) ein noetherscher lokaler Ring, h > 0 und seien x1, . . . , xh Elemente
von R. Dann gilt:
AssR(D(Hh(x1,...,xh)R(R))) ⊆ {p ∈ Spec(R)|Hh(x1,...,xh)R(R/p) 6= 0}.
Nun wurde von Hellus vermutet, dass in der obigen Relation sogar Gleichheit gilt und er hat das
Folgende formuliert.
Vermutung 5.4.3 (Conjecture 1.2.2 in [Hel07b]). Sei (R,m) ein noetherscher lokaler Ring, h > 0,
und seien x1, . . . , xh Elemente von R. Dann gilt:
AssR(D(Hh(x1,...,xh)R(R))) = {p ∈ Spec(R)|Hh(x1,...,xh)R(R/p) 6= 0}.
Kapitel 6
Das analoge Ergebnis in
Charakteristik Null
Angeregt durch Gennady Lyubeznik hat Hellus in seiner Habilitationsschrift [Hel07b] gezeigt, dass
die Matlis-Duale der lokalen Kohomologiemoduln HiI(R), also die Moduln D(H
i
I(R)), eine natürli-
che D-Modul-Struktur besitzen. Damit ist es möglich, die durch Lyubeznik in [Lyu93] gefundenen
Ergebnisse über D-Moduln in der kommutativen Algebra auf solche Matlis-Duale anzuwenden.
Weitere Ergebnisse von Hellus zeigen allerdings, dass bestimmte Endlichkeitsbedingungen, welche
für die Moduln HiI(R) gelten, für ihre Duale nicht mehr richtig sind. Analog zu unseren Ergeb-
nissen in Abschnitt 5.1 zeigt Hellus, dass die Matlis-Duale zwar eine D-Modul-Struktur tragen,
sie im Allgemeinen aber Beispiele für nicht endlich erzeugte D-Moduln sind. Damit sind diese
insbesondere nicht holonom.
6.1 Ringe von Differential-Operatoren und D-Moduln
Wir wollen jetzt einen kurzen Überblick über die Theorie der D-Moduln geben. Unser Hauptaugen-
merk liegt dabei auf den von Lyubeznik in [Lyu93] beschriebenen Anwendungen der D-Moduln in
der kommutativen Algebra. Wir werden also zu Beginn die nötigen Begriffe einführen, das nächste
Ziel ist dann die Definition der holonomen D-Moduln, die in gewisser Weise das Charakteristik Null
Analogon zu den F-endlichen Moduln in positiver Charakteristik bilden. Insbesondere werden wir
sehen, dass ganz ähnliche Endlichkeitsbedingungen für die D-Moduln gelten, wie wir sie auch für
F-Moduln aus Abschnitt 3.4 kennen. Weitere Informationen zu Ringen von Differentialen finden
sich in [Bj9], [Cou95] oder auch [ea07]. Nun aber erst einmal zu den grundlegenden Definitionen:
Sei k ein Körper und R eine kommutative k-Algebra. Wir werden jetzt den Ring der k-linearen
Differentiale auf R definieren. Grob gesagt, handelt es sich dabei um den nichtkommutativen
Unterring
D(R;k) ⊆ Endk(R)
des Ringes der k-linearen Endomorphismen auf R, welcher von den Abbildungen, die durch die
Multiplikation mit Elementen aus R definiert sind, und sämtlichen k-linearen Derivationen auf R
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erzeugt wird. Es sei daran erinnert, dass wir eine Einbettung von k-Algebren R ⊆ Endk(R) (via
r 7→ (s 7→ rs)) haben. Für Elemente f, g ∈ Endk(R) sei
[f, g] = f ◦ g − g ◦ f
der Kommutator von f und g, wobei ◦ die Komposition von Abbildungen bezeichnet. Damit können
wir das Folgende definieren:
Definition 6.1.1 (Ring der k-linearen Differentiale auf R). Sei D0(R;k) = R, aufgefasst als
Unterring von Endk(R), und für jedes i ≥ 0 sei
Di+1(R;k) = {f ∈ Endk(R) | [f, r] ∈ Di(R;k)∀ r ∈ R}.
Nun kann man zeigen, dass, falls f ∈ Di(R;k) und g ∈ Dj(R;k), f ◦ g ∈ Di+j(R;k) folgt (siehe
[Cou95, 1.2]). Auf diese Weise erhalten wir eine k-Unteralgebra von Endk(R),
D(R;k) =
⋃
i≥0
Di(R;k).
Diese bezeichnen wir als Ring der k-linearen Differentiale auf R. Die Abbildungen aus
Di(R;k) heißen Differentiale der Ordnung ≤ i.
Beispiel 6.1.2. Sei δ ∈ Endk(R) eine Derivation, also eine Abbildung mit δ(rs) = δ(r)s+ rδ(s)
für r, s ∈ R. Dann gilt
[δ, r] = δ ◦ r − r ◦ δ = δ(r) ∈ R = D0(R;k).
Damit sieht man, dass D1(R;k) gerade das k-Erzeugnis von R und den Derivationen ist (siehe
[Cou95, 1.1]).
Beispiel 6.1.3. Sei k ein Körper der Charakteristik Null und sei R = k[X] der Polynomring in
einer Unbestimmten über k. Dann ist D(R;k) als k-Unteralgebra von Endk(R) erzeugt von der
Multiplikation mit X und der Ableitung ∂ = ∂/∂X nach X. Als k-Vektorraum gilt also
D(R;k) =
⊕
(i1,i2)∈N2
k ·Xi1∂i2
und als R-Modul gilt
D(R;k) =
⊕
i∈N
R · ∂i.
Wir sehen also, dass über einem Polynomring in einer Unbestimmten der Ring der Differentiale
eine besonders einfache Gestalt besitzt. Es wird sich nun herausstellen, dass dies über beliebigen
Polynomringen in endlich vielen Unbekannten richtig ist. Wir definieren dazu die sogenannte Weyl-
Algebra als jene k-Unteralgebra des k-Endomorphismenringes eines Polynomringes k[X1, . . . , Xn],
die von den Multiplikationen mit den Unbestimmten Xi und den zugehörigen partiellen Ablei-
tungen ∂/∂Xi erzeugt wird. Es wird sich zeigen, dass in diesem Fall die Weyl-Algebra und der
Ring der Differentiale auf R gerade übereinstimmen. Dabei stellt es sich als notwendig heraus,
dass char k = 0 gilt, wie wir im nächsten Kapitel sehen werden. In positiver Charakteristik ist die
Weyl-Algebra im Allgemeinen zu klein (siehe Satz 7.1.3).
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Definition 6.1.4 (Weyl-Algebra). Sei k ein Körper und R = k[X1, . . . , Xn] ein Polynomring
über k in den Unbestimmten X1, . . . , Xn. Dann ist die n-te Weyl-Algebra Dn(k) definiert als
die k-Unteralgebra von Endk(R), die für 1 ≤ i ≤ n von den Multiplikationen mit Xi und den
partiellen Ableitungen ∂i = ∂/∂Xi erzeugt wird. Als k-Vektorraum gilt also
Dn(k) =
⊕
α,β∈Nn
k ·Xα∂β ,
und als R-Modul gilt
Dn(k) =
⊕
(i1,...,in)∈Nn
R · ∂i11 · · · ∂inn .
Wir benutzen dabei die Multiindex-Schreibweise, d.h. für α = (α1, . . . , αn) ∈ Nn, sei Xα =
Xα11 · · ·Xαnn und ∂α = ∂α11 · · · ∂αnn .
Satz 6.1.5. Sei k ein Körper der Charakteristik Null und sei R = k[X1, . . . , Xn] ein Polynomring
in n Unbestimmten. Dann ist der Ring der Differentiale auf R gleich der n-ten Weyl-Algebra von
k. Es gilt also
D(R;k) = D(k[X1, . . . , Xn];k) = Dn(k).
Beweis. [Cou95, Theorem 2.3].
Satz 6.1.6. Sei k ein Körper der Charakteristik Null. Dann gilt:
Dn(k) ist ein links- und rechtsnoetherscher Ring.
Beweis. [ea07, Proposition 17.17].
Definition 6.1.7 (D-Modul). Sei k ein Körper und R eine kommutative k-Algebra. Dann be-
zeichnen wir einen Links-Modul über dem Ring D(R;k), also dem Ring der Differentiale auf R,
als D-Modul. Falls char k = 0 gilt und R = k[X1, . . . , Xn], so ist ein D-Modul also ein Links-
Modul über der Weyl-Algebra Dn(k).
Beispiel 6.1.8. Sei k ein Körper und R eine kommutative k-Algebra.
(i) Die natürliche Operation von D(R;k) ⊆ Endk(R) auf R macht den Ring R zu einem D-
Modul.
(ii) Sei M ein D-Modul und S ⊂ R eine multiplikativ abgeschlossene Menge. Dann trägt MS
eine natürliche D-Modul-Struktur. Für r ∈ R sei r(m/s) = (rm)/s und für jede Derivation
δ definiert man δ(m/s) mit Hilfe der Quotientenregel. Also δ(m/s) = (sδ(m) − δ(s)m)/s2
und dies induziert eine Operation von D(R;k) auf MS. Insbesondere ist Rf für jedes f ∈ R
ein D-Modul.
Unser Ziel ist es, analog zum Inhalt von Kapitel 4, zu zeigen, dass die Matlis-Duale gewisser
lokaler Kohomologiemoduln, also die Moduln D(HiI(R)), für einen kompletten regulären lokalen
Ring (R,m,k) mit k ⊆ R eine D-Modul-Struktur besitzen. Dies wurde von Hellus in [Hel07b]
gezeigt und wird von uns im nächsten Abschnitt besprochen. Zunächst bemerken wir, dass wir
uns wegen Satz 4.3.9 gerade in der Situation befinden, dass R ∼= k[[X1, . . . , Xn]] gilt. Wir haben
bis jetzt den Ring der Differentiale eines Polynomringes näher untersucht und wollen dies im
Folgenden auch für den Fall eines Potenzreihenringes k[[X1, . . . , Xn]] tun.
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Beispiel 6.1.9. (Vgl. 1.1 in [Bj9, 3, 1]) Sei k ein Körper der Charakteristik Null und sei
R = k[[X1, . . . , Xn]] der Potenzreihenring über k in n Unbestimmten. Wir wollen nun den Ring
der Differentiale D(R;k) auf R beschreiben und können zu Beginn feststellen, dass wir den Po-
lynomring S = k[X1, . . . , Xn] als Unterring der endlichen Potenzreihen von R auffassen können.
Damit wird die Weyl-Algebra Dn(k) = D(S;k) zu einem Untering von D(R;k) und somit gilt
D(R;k) = R⊗S Dn(k).
Damit hat D(R,k) als R-Modul wegen Bemerkung 4.4.4 die Form
D(R;k) = R⊗S Dn(k)
∼= R⊗S (
⊕
(i1,...,in)∈Nn
S · ∂i11 · · · ∂inn )
∼=
⊕
(i1,...,in)∈Nn
(R⊗S S · ∂i11 · · · ∂inn )
∼=
⊕
(i1,...,in)∈Nn
R · ∂i11 · · · ∂inn .
Dabei haben wir benutzt, dass R die Komplettierung von S am maximalen Ideal m = (X1, . . . , Xn)
ist. Es gilt also R = Ŝ und die natürliche Abbildung Ŝ ⊗S M → M̂ ist ein Isomorphismus, falls
M endlich erzeugter S-Modul ist (siehe [Eis04, 7.2]).
Dieses Beispiel motiviert die folgende Definition.
Definition 6.1.10. Sei k ein Körper und R = k[[X1, . . . , Xn]] der Potenzreihenring über k in den
Unbestimmten X1, . . . , Xn. Dann ist die n-te Potenzreihen-Weyl-Algebra D̂n(k) definiert als
die k-Unteralgebra von Endk(R), die von R und den partiellen Ableitungen ∂i = ∂/∂Xi erzeugt
wird. Insbesondere gilt D̂n(k) = R⊗k[X1,...,Xn] Dn(k).
Damit haben wir jetzt analog zum Fall eines Polynomringes in Satz 6.1.5 eine genaue Beschreibung
des Ringes der Differentiale auf einem Potenzreihenring über k in endlich vielen Unbestimmten.
Bemerkung 6.1.11. Sei k ein Körper der Charakteristik Null und sei R = k[[X1, . . . , Xn]] der
Potenzreihenring in n Unbestimmten. Dann ist der Ring der Differentiale auf R gleich der n-ten
Potenzreihen-Weyl-Algebra von k. Es gilt also
D(R;k) = D(k[[X1, . . . , Xn]];k) = D̂n(k).
Diese Darstellung des Ringes der Differentiale D(R;k) auf dem Potenzreihenring R ermöglicht
es uns im kommenden Abschnitt, Hellus in [Hel07b] folgend, zu zeigen, dass die Matlis-Duale
D(HiI(R)) D-Moduln sind. Bevor wir dazu kommen, wollen wir noch eine spezielle Klasse von
endlich erzeugten D-Moduln vorstellen, die sogenannten holonomen D-Moduln. Diese Moduln
werden uns, analog zu den F-endlichen Moduln in Abschnitt 3.4, Beispiele für Moduln liefern, die
sich gutartig im Hinblick auf gewisse Endlichkeitsbedingungen verhalten.
Sei k ein Körper der Charakteristik Null und sei R = k[[X1, . . . , Xn]] ein Potenzreihenring oder
R = k[X1, . . . , Xn], ein Polynomring über k. Sei D = D(R;k) und sei M ein endlich erzeugter
D-Modul. Dann besitzt der Ring der Differentiale D eine Filtrierung Σ und M besitzt eine gute
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Filtrierung Γ. Damit kann M ein Modul grΓ(M) über der zu D assoziierten graduierten Algebra
grΣ(D) zugeordnet werden und grΓ(M) ist dann ein endlich erzeugter grΣ(D)-Modul (da Γ eine
gute Filtrierung ist). Betrachtet man nun das zugehörige Hilbertpolynom
HM,Γ(t) =
t∑
0
dimk(Γi/Γi−1) = dimk(Γt),
so kann man feststellen, dass dessen Grad nicht von der gewählten Filtrierung Γ abhängt. Damit
definiert man
dimD(M) := deg HM,Γ(t),
und nennt diese Zahl Dimension des D-Moduls M .
Genaue Details zu dieser Konstruktion finden sich für den Fall, dass R ein Polynomring ist, und
somit also für den Fall der Weyl-Algebra, in dem Buch von Coutinho ([Cou95]) oder auch in dem
Buch von Iyengar et al. ([ea07]). Für den Fall R = k[[X1, . . . , Xn]] findet man die nötigen Infor-
mationen in dem Standardwerk von Björk ([Bj9]).
Wir können damit nun die holonomen D-Moduln definieren.
Definition 6.1.12 (holonome D-Moduln). In obiger Situation heißt ein endlich erzeugter D-
Modul M holonom, falls
dimD(M) = n oder M = 0
gilt.
Satz 6.1.13. Sei k ein Körper der Charakteristik Null und sei R = k[[X1, . . . , Xn]]. Dann ist der
Ring der Differentiale
D(R;k) = D̂n(k)
links- und rechtsnoethersch.
Beweis. [Bj9, 3, 1, Lemma 1.6].
Im Allgemeinen haben die Ringe der Differentiale D(R;k) auf einem Ring R keine besonders
guten Eigenschaften. So wird sich in Kapitel 7 zeigen, dass für einen Potenzreihenring R =
k[[X1, . . . , Xn]] der Charakteristik p > 0, der Ring der Differentiale D(R;k) kein noetherscher
Ring mehr ist. Im Fall von Charakteristik Null ist der Ring D(R,k) aber noethersch, wie der letz-
te Satz gezeigt hat, und damit jeder endlich erzeugte D-Modul wieder noethersch. Insbesondere
besitzen dann die holonomen D-Moduln, also spezielle endlich erzeugte D-Moduln, gute Eigen-
schaften, wie die folgenden Bemerkungen zeigen.
Bemerkung 6.1.14. (siehe [Lyu93, 2.2]) Sei k ein Körper der Charakteristik Null und sei R =
k[[X1, . . . , Xn]]. Sei außerdem D = D(R;k) der Ring der Differentiale auf R. Dann gelten die
folgenden Aussagen:
(i) Der Ring R mit der natürlichen D-Modul-Struktur ist holonom.
(ii) Ist M ein holonomer R-Modul und f ∈ R, so ist die Lokalisierung Mf holonom.
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(iii) Die holonomen D-Moduln bilden eine abelsche Teilkategorie der Kategorie der D-Moduln, die
abgeschlossen ist unter Bildung von Teilmoduln, Bildung von Quotienten und Erweiterungen.
(iv) Sei I ⊂ R ein Ideal und M ein holonomer D-Modul. Dann sind auch die Moduln HiI(M)
holonom.
(v) Holonome Moduln sind halbeinfach, d.h. sie besitzen eine endliche Filtrierung mit einfachen
Quotienten (siehe [Bj9, 2.7.13]).
(vi) Einfache holonome Moduln besitzen genau ein assoziiertes Primideal.
Insbesondere sind die lokalen Kohomologiemoduln HiI(R) holonome D-Moduln.
6.2 D-Modul-Struktur von D(H iI(R))
Wir wollen jetzt die von Hellus in [Hel07b] gemachte Konstruktion vorstellen, die zeigt, dass
die Moduln D(HiI(R)) eines Potenzreihenringes R = k[[X1, . . . , Xn]] über einem Körper k der
Charakteristik Null D-Moduln sind. Dies ist das Charakteristik Null Analogon zu dem von uns
in positiver Charakteristik bewiesenen Korollar 4.5.4. Insbesondere befinden wir uns, bis auf die
Charakteristik, in der gleichen Situation wie in Beispiel 4.5.5, da in Charakteristik Null jeder
Körper k perfekt ist.
Satz 6.2.1 (Vgl. 7.2 in [Hel07b]). Sei k ein Körper der Charakteristik Null und R = k[[X1, . . . .Xn]]
ein Potenzreihenring über k in n Variablen. Sei außerdem I ⊆ R ein Ideal von R. Dann sind die
Matlis-Duale D(HiI(R)) auf kanonische Weise (Links-)D-Moduln.
Beweis. Wegen Beispiel 6.1.9 haben wir
D(R;k) = D̂n(k) =
⊕
(i1,...,in)∈Nn
R · ∂i11 · · · ∂inn , (6.1)
und somit reicht es, die Wirkung einer beliebigen k-linearen Derivation δ : R→ R auf D(HiI(R))
zu bestimmen. Dies kann dann mit Hilfe von Gleichung (6.1) zu einer Aktion von D(R;k) auf
D(HiI(R)) erweitert werden und es kann gezeigt werden, dass diese wohldefiniert ist und alle
Bedingungen an einen (Links-)D-Modul erfüllt. Sei also
δ : R→ R ∈ D(R;k) ⊆ Endk(R)
eine beliebige k-lineare Derivation, d.h es gilt δ(r · s) = δ(r) · s+ r · δ(s)∀r, s ∈ R. Insbesondere ist
δ nicht durch die Multiplikation mit einem Ringelement gegeben, sondern durch gewisse partielle
Ableitungen. Damit induziert δ aber eine k-lineare Abbildung
R/Iν −→ R/Iν−1 für ν ≥ 1,
welche nun wiederum auf kanonische Weise die folgende Abbildung von Komplexen vom ech-
Komplex von R/Iν bezüglich X = X1, . . . , Xn in den ech-Komplex von R/Iν−1 bezüglich X
induziert
 •(X;R)⊗R R/Iν −→  •(X;R)⊗R R/Iν−1.
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Berechnen wir die Kohomologie dieser Komplexe, so erhalten wir nach Satz 2.1.29 für jedes ν ≥ 1
eine Abbildung
Hn−im (R/I
ν) −→ Hn−im (R/Iν−1). (6.2)
Hierbei ist zu beachten, dass das maximale Ideal m von R gerade von X = X1, . . . , Xn erzeugt
wird. Betrachten wir nun das inverse System
. . . −→ Hn−im (R/Ik) −→ Hn−im (R/Ik−1) −→ . . . −→ Hn−im (R/I2) −→ Hn−im (R/I),
welches von den kanonischen Projektionen R/Ik → R/Ik−1 induziert wird, so liefern uns die
Abbildungen aus (6.2) eine Abbildung von inversen Systemen
. . . −−−−→ Hn−im (R/Ik) −−−−→ Hn−im (R/Ik−1) −−−−→ Hn−im (R/Ik−2) −−−−→ . . .y y y
. . . −−−−→ Hn−im (R/Ik−1) −−−−→ Hn−im (R/Ik−2) −−−−→ Hn−im (R/Ik−3) −−−−→ . . .
und damit eine Abbildung
lim←−
k∈N
(Hn−im (R/I
k)) −→ lim←−
k∈N
(Hn−im (R/I
k)).
Nun gilt nach Satz 4.7.5 aber D(HiI(R)) ∼= lim←−k(H
n−i
m (R/I
k)) und wir haben somit eine Abbildung
Φδ : D(HiI(R)) −→ D(HiI(R)),
welche von der k-linearen Derivation δ induziert wurde.
Damit haben wir also die Wirkung von δ auf D(HiI(R) bestimmt und wegen der Gleichheit (6.1)
kann dies nun zu einer Aktion von D(R;k) auf den Matlis-Dualen D(HiI(R)) erweitert werden,
indem man das Folgende beachtet. Sei s ∈ R, dann gilt für jede k-lineare Derivation δ ∈ D(R;k),
δ(r · s) = δ(r) · s+ r · δ(s) für alle r ∈ R, und damit
r · δ(s) = δ(r · s)− δ(r) · s ∀r ∈ R.
Die Zuordnung δ 7→ Φδ induziert also einen Ringhomomorphismus
D(R;k) −→ EndZ(D(HiI(R))),
und damit eine (Links-)D-Modul-Struktur auf D(HiI(R)).
6.3 D(H iI(R)) ist im Allgemeinen nicht holonom
Der folgende Satz, den Lyubeznik in [Lyu93] bewiesen hat, zeigt, dass die holonomen D-Moduln
gewisse gute Endlichkeitsbedingungen erfüllen. Dies stellt das analoge Ergebnis zu den Sätzen
3.2.2, 3.4.6 und 3.4.5 für F-endliche Moduln, in Charakteristik Null dar.
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Satz 6.3.1 (Theorem 2.4 in [Lyu93]). Sei k ein Körper der Charakteristik Null und sei R =
k[[X1, . . . .Xn]] ein Potenzreihenring über k in n Variablen. Sei M außerdem ein D(R;k)-Modul.
Dann gilt:
(i) Ist M endlich erzeugt, so ist die Menge AssM, also die Menge der assoziierten Primideale
von M, endlich.
(ii) Falls M holonom ist, so sind alle Bass-Zahlen von M endlich.
(iii) inj dimRM ≤ dimRM .
Beweis. [Lyu93, Theorem 2.4].
Da laut Satz 6.2.1 die Matlis-Duale D(HiI(R)) eine D-Modul-Struktur besitzen, können wir das
folgende Korollar formulieren. Es stellt die analoge Aussage in Charakteristik Null bereit, welche
Korollar 4.5.4 in positiver Charakteristik geliefert hat.
Korollar 6.3.2. Sei k ein Körper der Charakteristik Null und R = k[[X1, . . . .Xn]] ein Potenz-
reihenring über k in n Variablen. Dann sind die Matlis-Duale D(HiI(R)) im Allgemeinen keine
endlich erzeugten D-Moduln. Insbesondere sind sie nicht holonom.
Beweis. Nach Satz 5.1.2 und 5.1.3 besitzen die Moduln D(HiI(R)) im Allgemeinen unendlich viele
assoziierte Primideale. Die Behauptung folgt damit aus 6.3.1.
Kapitel 7
Anwendung von F-Moduln:
D-Moduln in positiver
Charakteristik
Im letzten Kapitel haben wir gesehen, dass endlich erzeugte D-Moduln bzw. holonome D-Moduln
über einem Potenzreihenring R = k[[X1, . . . , Xn]] ganz ähnliche Endlichkeitsbedingungen erfüllen
wie unsere F-endlichen Moduln in Abschnitt 3.4. Hingegen erfüllten die Matlis-Duale D(HiI(R))
diese Bedingungen im Allgemeinen nicht, was unserem Ergebnis aus positiver Charakteristik, dass
diese Moduln im Allgemeinen nicht F-endlich sind, in Charakteristik Null entspricht. Es sei daran
erinnert, dass wir in Charakteristik p > 0 aber voraussetzen mussten, dass k perfekt ist.
In diesem Kapitel wollen wir nun einen noch engeren Zusammenhang zwischen F-Moduln und
D-Moduln herstellen. Dies wird sich dadurch ergeben, dass wir das Konzept der D-Moduln aus
dem letzten Kapitel in die positive Charakteristik übertragen. Wir werden also zu Beginn D-
Moduln in Charakteristik p > 0 definieren und dann zeigen, dass jeder F-Modul auch eine solche
D-Modul-Struktur trägt. Dabei wird sich herausstellen, dass dann gerade die F-endlichen Moduln
D-Moduln endlicher Länge entsprechen.
7.1 Der Ring der Differentiale
Wir beginnen nun, ganz analog zum Fall der Charakteristik Null, mit der Definition und Einfüh-
rung des Ringes D(R) der Differentiale über einem Ring R. Im letzten Kapitel haben wir gesehen,
dass dieser Ring in Charakteristik Null für R = k[[X1, . . . , Xn]] noethersch ist. Diese Tatsache
sorgte dafür, dass endlich erzeugte D-Moduln wieder noethersch sind und damit wichtige Endlich-
keitsbedingungen, wie zum Beispiel die Existenz von nur endlich vielen assoziierten Primidealen,
erfüllen. Im Folgenden wird sich zeigen, dass der Ring der DifferentialeD(R;k) eines Polynomringes
R über einem Körper k und auch der Ring der Differentiale eines Potenzreihenringes in positiver
Charakteristik nicht mehr noethersch sind. Die endlich erzeugten D-Moduln, deren Struktur durch
eine F-Modul-Struktur induziert ist, erfüllen allerdings analoge Endlichkeitsbedingungen.
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Sei also k ein Körper der Charakteristik p > 0 und sei R eine k-Algebra. Wir können dann ganz
analog wie in Kapitel 6 den Ring D(R;k) der k-linearen Differentiale auf R definieren.
Bemerkung 7.1.1. Genau wie im Fall char k = 0 sei D0(R;k) = R, aufgefasst als Unterring
von Endk(R), und für jedes i ≥ 0 sei
Di+1(R;k) = {f ∈ Endk(R) | [f, r] ∈ Di(R;k)∀ r ∈ R}.
Dann bezeichnen wir die k-Unteralgebra
D(R;k) =
⋃
i≥0
Di(R;k)
von Endk(R) als Ring der k-linearen Differentiale auf R und die Abbildungen aus Di(R;k)
heißen Differentiale der Ordnung ≤ i.
Sei nun R = k[X1, . . . , Xn] ein Polynomring in endlich vielen Variablen oder R = k[[X1, . . . , Xn]]
der Potenzreihenring in den Unbestimmten X1, . . . , Xn. Dann hatten wir im letzten Kapitel gese-
hen, dass der Ring D(R;k) im Fall char k = 0 eine besonders einfache Gestalt besitzt. Er wird als
k-Unteralgebra von Endk(R) gerade von den Multiplikationen mit den Xi und durch die partiellen
Ableitungen ∂i = ∂/∂Xi erzeugt. Außerdem ist D(R;k) noethersch und als R-Modul gilt
D(R;k) =
⊕
(i1,...,in)∈Nn
R · ∂i11 · · · ∂inn .
Wir werden jetzt sehen, dass im Fall char k = p > 0 die Situation nicht mehr so einfach ist.
Insbesondere zeigt sich, dass der Ring der k-linearen Differentiale D(R;k) auf R dann nicht mehr
endlich erzeugt ist als k-Algebra und es zeigt sich, dass er nicht mehr noethersch ist. Wir bemerken
dazu das Folgende:
Bemerkung 7.1.2. Sei char k = p > 0 und sei R = k[X1, . . . , Xn] der Polynomring oder R =
k[[X1, . . . , Xn]] der Potenzreihenring in n Unbestimmten. Sei außerdem ∂i = ∂/∂Xi die partielle
Ableitung bzgl. Xi, dann gilt für i ∈ {1, . . . , n}
∂pi (X
k
i ) =
∂
p−k
i (1) = 0 für k < p,
k · · · (k − p+ 1)xk−p = 0 für k ≥ p.
Dabei gilt die zweite Gleichung, da der entstehende Koeffizient durch p teilbar ist. Wir sehen, dass
damit
∂pi = 0
als Operator auf R ist. Damit ist ∂ti = 0 für t ≥ p = char k und D(R;k) besitzt insbesondere
nilpotente Elemente und damit Nullteiler (im Fall char k = 0 ist Dn(k) stets nullteilerfrei, siehe
z.B. [Cou95, 1.2]). Betrachten wir nun für t ∈ N und 1 ≤ i ≤ n die Differentialoperatoren
Dt,i =
1
t!
∂t
∂Xti
,
dann stellen wir fest, dass diese Operatoren immer nicht-trivial von Ordnung t sind. Dabei soll
der Ausdruck Dt,i, welcher für t ≥ p = char k im Grunde nicht wohldefiniert ist, so interpretiert
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werden, dass erst ∂
t
∂Xti
ausgeführt wird und dann ist, falls möglich, mit p! zu kürzen. Selbst in
Charakteristik p > 0 gilt dann z.B.
Dp,i(XjX
p
i ) =
1
p!
∂p
∂Xpi
(XjX
p
i ) =
1
p!
p!Xj = Xj .
Wir sehen, dass damit der Differentialoperator Dp,i = 1p!
∂p
∂Xpi
ein Element von Dp(R;k) ist. Er
ist aber offensichtlich kein Element von Dn(k) bzw. D̂n(k), da r · ∂p/∂Xpi = 0 ∀r ∈ R gilt und
damit 1/p! /∈ R. Damit erkennen wir, dass für char k = p > 0 der Ring der k-linearen Differentiale
D(R;k) größer ist als die Weyl-Algebra Dn(k) bzw. die Potenzreihen-Weyl-Algebra D̂n(k). Die
Situation in positiver Charakteristik ist also grundverschieden zur Situation in Charakteristik
Null. Zusammenfassend haben wir:
Satz 7.1.3. [Vgl. Example 5.3 (d),(e) in [Lyu97]] Sei k ein Körper der Charaktersitik p > 0
und sei R = k[X1, . . . , Xn] ein Polynomring oder R = k[[X1, . . . , Xn]] der Potenzreihenring in n
Unbestimmten. Dann wird der Ring der Differentiale auf R, also der Ring D(R;k) als R-Algebra
von der Menge {
1
ps!
∂p
s
∂Xp
s
i
| i ∈ {1, . . . , n}, s ∈ N
}
erzeugt. Mit den Bezeichnungen aus der letzten Bemerkung wird D(R;k) als R-Algebra von der
Menge von Differentialoperatoren
{Dps,i | i ∈ {1, . . . , n}, s ∈ N}
erzeugt. Insbesondere ist D(R;k) als R-Algebra nicht endlich erzeugt und folglich nicht noethersch
(siehe [ea07, 23.21] bzw. [Smi86, 2.2]).
Beweis. [Lyu97, Example 5.3 (d), (e)].
In obiger Situation ist D(R;k) als R-Algebra somit, anders als in Charakteristik Null (siehe Satz
6.1.5 und Beispiel 6.1.9), nicht von den partiellen Ableitungen ∂i erzeugt. Man hat nun sogar eine
aufsteigende Folge von R-Unteralgebren (siehe [Bli01, 3.2])
D(0)R ⊆ D(1)R ⊆ D(2)R ⊆ D(3)R ⊆ . . . ,
so dass D(R;k) = ⋃iD(i)R . Dabei ist D(0)R = R und D(1)R ist die von 1 und den partiellen Ableitungen
erzeugte R-Algebra, also z.B. D(1)R = R ⊕ DerR/k. Allgemein ist D(k)R für k ≥ 1 als R-Algebra
erzeugt von den Operatoren Dps,i mit s < k.
7.2 Ein Funktor ξ : F-mod −→ D-mod
Wir werden jetzt eine weitere Möglichkeit kennenlernen, den Ring der Differentiale D(R;k) zu
beschreiben. Wir zeigen, dass der Ring der k-linearen Differentiale in der Menge
⋃
n∈NEndRpn (R)
enthalten ist. Diese Tatsache wird es uns ermöglichen zu zeigen, dass jeder F-Modul auch eine
D-Modul-Struktur besitzt. Insbesondere werden wir einen Funktor ξ : F-mod −→ D-mod kon-
struieren, der jedem F-Modul M einen D-Modul ξ(M) zuordnet. Dabei besitzen sowohl M als
auch ξ(M) dieselbe zugrundeliegende abelsche Gruppe, die Objekte unterscheiden sich also nur
KAPITEL 7. D-MODULN IN POSITIVER CHARAKTERISTIK 90
dadurch, dass darüber hinaus D(R;k) auf ξ(M) operiert. In der speziellen Situation, dass (R,m,k)
wie in Kapitel 4 ein kompletter regulärer lokaler Ring ist, k perfekt und k ⊆ R gilt, hatten wir in
Korollar 4.5.4 gezeigt, dass die Matlis-Duale D(HiI(R)) eine F-Modul-Struktur besitzen. Wir er-
halten also insgesamt einen Beweis dafür, dass diese Moduln auch in positiver Charakteristik eine
D-Modul-Struktur besitzen, was das Ergebnis von Hellus aus Satz 6.2.1 verallgemeinert. Wegen
Satz 4.3.9 befinden wir uns dann gerade, bis auf Isomorphie, in der Situation R = k[[X1, . . . , Xn]].
Wir folgen nun weitgehend Blickle in [Bli01], die Ergebnisse über die Struktur von D(R,k) finden
sich aber schon bei Smith in [Smi86] und der Funktor ξ wurde ursprünglich von Lyubeznik in
[Lyu97] beschrieben.
Bemerkung 7.2.1. Sei k ein Körper und R eine kommutative k-Algebra. Betrachten wir die
Multiplikationsabbildung µ : R ⊗k R → R und setzen wir IR/k = I := ker µ. Dann gilt bzgl. der
natürlichen R ⊗k R -Modulstruktur auf Endk(R), also (r ⊗ r′)(ϕ)(x) = rϕ(r′x) für r, r′ ∈ R und
ϕ ∈ Endk(R), (siehe [Smi86, Theorem 1.4])
Dk(R;k) = AnnEndk(R)(Ik+1).
Sei nun char k = p > 0. Als Ideal ist I gerade erzeugt von {r ⊗ 1 − 1 ⊗ r | r ∈ R} und I [pn] ist
somit erzeugt von {rpn ⊗ 1− 1⊗ rpn | r ∈ R}. Sei nun δ ∈ Dpn−1(R;k), dann gilt Ipnδ = 0, ergo
erst recht I [pn]δ = 0 und damit rpnδ = δrpn . Folglich ist δ ∈ EndRpn (R) und insgesamt gilt
D(R;k) ⊆
⋃
n∈N
EndRpn (R).
Betrachten wir nun die Situation, dass R = k[[X1, . . . , Xn]] der Potenzreihenring über einem per-
fekten Körper k positiver Charakteristik p ist (wegen Satz 4.3.9 können wir auch einen regulären
kompletten lokalen Ring (R,m,k), der den perfekten Körper k enthält, voraussetzen). Nach Satz
4.3.6 ist R dann endlich erzeugt über Rp. Seien m1, . . . ,ms die zugehörigen Erzeuger, dann er-
zeugen diese R auch als Algebra über Rp
k
. Damit ist das Ideal I
R/Rpk
erzeugt von der Menge
{mi ⊗ 1 − 1 ⊗mi | i = 1, . . . , s} und folglich gilt Ispk ⊆ I [pk]. Sei nun ϕ ∈ EndRpk (R) gegeben,
dann gilt wie oben rp
k
ϕ = ϕrp
k
, also I [pk]ϕ = 0. Außerdem ist k perfekt, daher k ⊆ Rpk und
ϕ ∈ Endk(R). Damit gilt jetzt auch die Umkehrung von oben, wir haben Ispkδ = 0 und schließlich
ϕ ∈ Dspk−1(R;k).
Analog können wir auch vorgehen, falls R eine beliebige endlich erzeugte Algebra über Rp ist und
wir erhalten somit den folgenden Satz.
Satz 7.2.2. Sei R eine endlich erzeugte Algebra über Rp und sei k ⊂ R ein perfekter Körper der
Charakteristik p > 0. Dann gilt
D(R;k) =
⋃
n∈N
EndRpn (R).
Insbesondere ist D(R;k) für jeden perfekten Körper k ⊂ R gleich und wir können in diesem Fall
einfach D(R) schreiben.
Wir sind jetzt in der Lage zu zeigen, dass jeder F-Modul auch ein D-Modul ist. Wir machen zu
Beginn die folgende Beobachtung:
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Bemerkung 7.2.3. Seien R ein Ring der Charakteristik p > 0, δ ∈ End
Rpk
(R), r′ ∈ Rϕk und
r ∈ R. Da R und Rϕk dieselbe Menge zu Grunde liegt, können wir δ auch als Abbildung Rϕk → Rϕk
auffassen und es gilt dann
δ(r′r) = δ(rp
k
r′) = rp
k
δ(r′) = δ(r′)r.
Das bedeutet, wir können δ auch als R-linearen Endomorphismus von Rechtsmoduln auffassen und
umgekehrt. Also haben wir z.B.
End
Rpk
(R) = EndR(Rϕ
k
), (7.1)
wobei die rechte Menge Endomorphismen von Rechtsmoduln enthält.
Außerdem hatten wir in Bemerkung 7.2.1 gezeigt, dass D(R;k) ⊆ ⋃n∈NEndRpn (R) gilt. Definieren
wir nun D(k)R := D(R;k) ∩ EndRpk (R). Dann besteht D
(k)
R gerade aus den Differentialoperatoren,
die Rp
k
-linear sind und dann sehen wir mit (7.1), dass D(k)R ⊆ EndR(Rϕ
k
) gilt. Damit besitzen
aber Moduln der Form Rϕ
k ⊗RM mit einem R-Modul M eine natürliche D(k)R -Modulstruktur.
Bemerkung 7.2.4. Der iterierte Frobeniusfunktor Fk ist auf natürliche Art ein Funktor
Fk : R-mod −→ D(k)R -mod.
Für einen gegebenen R-Modul M operiert δ ∈ D(k)R dabei auf Fk(M) = Rϕ
k ⊗R M durch die
Abbildung δ ⊗ IdM , wobei wir δ als Endomorphismus von Rechtsmoduln auf Rϕk auffassen.
Sei nun (M, θ) ein F-Modul, dann ist wegen D(R,k) = ⋃k∈ND(k)R mit der letzten Bemerkung klar,
wie wir M mit einer D-Modul-Struktur versehen können. Definieren wir induktiv für k ∈ N
θk+1 := F(θk) ◦ θ = Fk(θ) ◦ θk,
so ist θk : M
∼=−→ Rϕk ⊗RM ein Isomorphismus. Nach obiger Bemerkung 7.2.4 ist Rϕk ⊗RM auf
natürliche Weise ein D(k)R -Modul und via des Isomorphismus θ−1 also auch M . Der Differential-
operator δ ∈ D(k)R operiert dabei auf M durch die Abbildung
(θk)−1 ◦ (δ ⊗ idM ) ◦ θk,
wie folgendes Diagramm veranschaulicht:
Rϕ
k ⊗RM θ
k
←−−−− M
(δ⊗IdM )
y yδ
Rϕ
k ⊗RM (θ
k)−1−−−−→ M
Da dies für alle δ ∈ D(k)R und für alle k ∈ N funktioniert, können wir diese Konstruktion sogar für
alle Elemente aus D(R;k) durchführen und erhalten:
Satz 7.2.5. Sei (M, θ) ein F-Modul. Dann induziert die F-Modul-Struktur, die durch θ gegeben
ist, eine natürliche D-Modul-Struktur auf M .
Beweis. Wir haben uns noch von der Wohldefiniertheit der obigen Konstruktion zu überzeugen.
Dies findet sich z.B. in [Bli01, Proposition 3.6].
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Satz 7.2.6. Sei R ein kommutativer noetherscher Ring und k ⊆ R ein Körper der Charakteristik
p > 0. Dann ist die Zuordnung
ξ : F-mod −→ D-mod
ein exakter Funktor, der mit Lokalisierung kommutiert.
Beweis. [Bli01, Proposition 3.7].
In positiver Charakteristik ist somit jeder F-Modul auch ein D-Modul. In Beispiel 4.5.5 haben
wir außerdem gesehen, dass über einem Potenzreihenring R = k[[X1, . . . , Xn]] mit perfektem
Residuenkörper k der Charakteristik p > 0 die Matlis-Duale D(HiI(R)) F-Moduln sind. Damit
können wir die folgende Verallgemeinerung von Satz 6.2.1 formulieren, in welchem von Hellus
gezeigt wurde, dass die Moduln D(HiI(R)) in Charakteristik Null D-Moduln sind.
Korollar 7.2.7. Sei k ein perfekter Körper und sei R = [[X1, . . . , Xn]] der Potenzreihenring über
k in n Unbestimmten. Sei außerdem I ⊆ R ein Ideal von R. Dann sind die Matlis-Duale D(HiI(R))
auf natürliche Weise (Links-)D-Moduln.
Wir werden diese D-Modul-Struktur im kommenden Abschnitt noch genauer untersuchen und
wollen jetzt noch darauf eingehen, welche Eigenschaften ein F-Modul M als D-Modul besitzt,
wenn der zu Grunde liegende Modul sogar F-endlich ist.
Satz 7.2.8. Sei R ein noetherscher regulärer Ring der Charakteristik p > 0, welcher als Rp-
Modul endlich erzeugt ist und sei M ein einfacher F-endlicher Modul. Dann ist der D-Modul
ξ(M) halbeinfach (siehe 6.1.14(v)) und von endlicher Länge.
Beweis. [Bli01, Theorem 3.22].
Satz 7.2.9. Sei R ein noetherscher regulärer Ring der Charakteristik p > 0, welcher als Rp-Modul
endlich erzeugt ist. Wir nehmen weiter an, dass jeder F-endliche Modul endliche Länge in der
Kategorie der F-Moduln besitzt. Sei nun M ein F-endlicher Modul, dann besitzt ξ(M) endliche
Länge in der Kategorie der D-Moduln. Insbesondere gilt:
(i) Rf mit seiner gewöhnlichen D-Modul-Struktur (siehe Bsp. 6.1.8(ii)) besitzt für jedes f ∈ R
endliche Länge in der Kategorie der D-Moduln.
(ii) Die lokalen Kohomologiemoduln HiI(R) mit der üblichen D-Modul-Struktur (siehe Bemer-
kung 6.1.14) besitzen endliche Länge in der Kategorie der D-Moduln.
Beweis. Nach Voraussetzung ist M von endlicher Länge als F-Modul. Damit ist dann aber nach
Satz 7.2.8 ξ(N), für einen einfachen Subquotienten N vonM , von endlicher Länge in der Kategorie
der D-Moduln und somit auch ξ(M) von endlicher Länge als D-Modul. Die Aussagen (i) und (ii)
folgen aus der Tatsache, dass die gewöhnlichen D-Modul-Strukturen jeweils durch eine F-Modul-
Struktur induziert sind und die zugrundeliegenden F-Moduln nach Satz 3.5.6/Korollar 3.5.5, sogar
F-endlich sind.
Insbesondere in der Situation eines Potenzreihenringes R = k[[X1, . . . , Xn]] über einem perfekten
Körper positiver Charakteristik liefern die F-endlichen Moduln somit sogar D-Moduln endlicher
Länge.
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Korollar 7.2.10. Sei R eine endlich erzeugte Algebra über einem noetherschen regulären lokalen
Ring (S,m,k) der Charakteristik p > 0, so dass S ein endlich erzeugter Sp-Modul ist und M ein F-
endlicher Modul. Dann besitzt ξ(M) endliche Länge in der Kategorie der D-Moduln. Insbesondere
gilt wieder:
(i) Rf mit seiner gewöhnlichen D-Modul-Struktur besitzt für jedes f ∈ R endliche Länge in der
Kategorie der D-Moduln.
(ii) Die lokalen Kohomologiemoduln HiI(R) besitzen endliche Länge in der Kategorie der D-
Moduln.
Beweis. Nach Satz 3.4.7 besitzen unter den gegebenen Voraussetzungen alle F-endlichen Moduln
auch endliche Länge in der Kategorie der F-Moduln. Außerdem ist R endlich über S und damit
auch über Rp, da S endlich ist über Sp. Damit folgt die Behauptung sofort aus Satz 7.2.9.
Korollar 7.2.11. Sei R = k[[X1, . . . .Xn]] ein Potenzreihenring in n Variablen über dem perfekten
Körper k der Charakteristik p > 0. Dann besitzt jeder F-endliche Modul M endliche Länge in der
Kategorie der D-Moduln.
Beweis. Der Potenzreihenring R = k[[X1, . . . .Xn]] ist als noetherscher kompletter regulärer lokaler
Ring mit maximalem Ideal m = (X1, . . . , Xn) eine endlich erzeugte Algebra über sich selbst. Damit
ist also R/m = k perfekt und somit nach Satz 4.3.3 R ein endlich erzeugter Rp-Modul. Damit folgt
die Behauptung aus dem letzten Korollar.
7.3 D-Modul-Struktur von D(H iI(R)) in Charakteristik p > 0
Sei R = k[[X1, . . . , Xn]] ein Potenzreihenring über dem perfekten Körper k. Betrachten wir nun
noch einmal die für uns besonders interessanten Matlis-Duale D(HiI(R)). Wir haben im Laufe
dieser Arbeit gesehen, dass diese Moduln im Fall positiver Charakteristik eine F-Modul-Struktur
besitzen, im Allgemeinen aber nicht F-endlich sind. In Charakteristik Null konnten wir ganz
analog zeigen, dass die Moduln D(HiI(R)) eine D-Modul-Struktur tragen, aber im Allgemeinen
nicht endlich erzeugt sind in der Kategorie der D-Moduln. Wir haben gerade gesehen, dass in
Charakteristik p > 0 jeder F-Modul auch ein D-Modul ist und folglich sind auch die Matlis-Duale
D(HiI(R)) D-Moduln. Insgesamt können wir zusammenfassend folgendes Ergebnis formulieren.
Satz 7.3.1. Sei (R,m,k) ein kompletter regulärer lokaler Ring beliebiger Charakteristik, der seinen
perfekten Residuenkörper k = R/m enthält. Sei außerdem I ⊂ R ein Ideal und n ∈ N. Dann gelten
die folgenden Aussagen.
(i) Falls char k = p > 0, dann sind die Matlis-Duale D(HiI(R)) F-Moduln, die im Allgemeinen
nicht F-endlich sind.
(ii) D(HiI(R)) ist in beliebiger Charakteristik ein D-Modul.
(iii) In Charakteristik Null sind die Moduln D(HiI(R)) im Allgemeinen nicht endlich erzeugt als
D-Moduln, insbesondere also nicht holonom.
KAPITEL 7. D-MODULN IN POSITIVER CHARAKTERISTIK 94
Beweis. Die erste Aussage ist gerade die Aussage aus Korollar 5.1.7. Wegen Satz 6.2.1 in Charak-
teristik Null und Korollar 7.2.7 in positiver Charakteristik sind die Moduln D(HiI(R)) D-Moduln
und es gilt (ii). Angenommen sie wären im Fall char k = 0 endlich erzeugte D-Moduln, dann wäre
nach Satz 6.3.1 die Menge der assoziierten Primideale AssD(HiI(R)) endlich, was aber nach Satz
5.1.2 bzw. Satz 5.1.3 im Allgemeinen falsch ist. Dies war gerade auch die Aussage von Korollar
6.3.2 und folglich gilt (iii).
In Satz 3.4.4 hatten wir gesehen, dass F-endliche Moduln noethersch sind in der Kategorie der
F-Moduln. Analog hatten wir im Fall R = k[[X1, . . . , Xn]] und char k = 0 gesehen, dass endlich
erzeugte D(R;k)-Moduln noethersch sind in der Kategorie der D-Moduln, da der Ring D(R;k)
selbst noethersch ist (siehe Satz 6.1.13). Diese Tatsachen machten es uns möglich, von der Existenz
unendlich vieler assoziierter Primideale der Matlis-Duale D(HiI(R)) (siehe Satz 5.1.3) sofort darauf
zu schließen, dass diese Moduln nicht F-endlich bzw. nicht endlich erzeugt als D-Moduln sind. Im
Fall positiver Charakteristik ist der Ring der Differentiale D(R;k) allerdings nicht noethersch (sie-
he Satz 7.1.3). Wir können in dieser Situation demzufolge nicht entscheiden, ob die Matlis-Duale
D(HiI(R)) im Allgemeinen endlich erzeugte D-Moduln sind oder nicht. Diese Frage bleibt offen.
Sei nun wieder R = k[[X1 . . . , Xn]] der Potenzreihenring über einem perfekten Körper k der
Charakteristik p > 0. Wir haben gerade gesehen, dass dann die Moduln D(HiI(R)) D-Moduln
sind. In Charakteristik Null hatte Satz 6.2.1 das analoge Ergebnis geliefert, wobei die D-Modul-
Struktur dort von gewissen k-linearen Projektionen
R/Iν −→ R/Iν−1 für ν ≥ 1 (7.2)
induziert wurde, welche wiederum durch eine k-lineare Derivation δ ∈ D(R;k) induziert waren.
Satz 7.2.5 hat uns nun gezeigt, wie wir in Charakteristik p > 0 auf den F-Moduln D(HiI(R)) eine
D-Modul-Struktur erhalten. Wir wollen diese Struktur jetzt nochmals genauer betrachten und
werden sehen, dass auch in diesem Fall die D-Modul-Struktur durch k-lineare Projektionen
piδk : R/I
[pk] −→ R/I [pk−1] für k ≥ 1 (7.3)
induziert wird. Diese Projektionen sind ihrerseits wieder durch ein k-lineares Differential δ ∈
D(R;k) gegeben. Sei nun θ : D(HiI(R))→ F(D(HiI(R))) der Strukturmorphismus des F-Moduls
D(HiI(R)) und sei δ ein Element des Ringes der Differentiale D(R;k). Dann wissen wir nach Satz
7.2.2, dass ein t ∈ N existiert, so dass δ Rpt-linear ist. Damit wird die Wirkung von δ auf D(HiI(R))
gegeben durch
Rϕ
t ⊗R D(HiI(R)) θ
t
←−−−− D(HiI(R))
(δ⊗IdD)
y yδ
Rϕ
t ⊗R D(HiI(R))
(θt)−1−−−−→ D(HiI(R)).
In Satz 4.7.5 haben wir gezeigt, dass das Matlis Duale D(HiI(R)) auch als inverser Limes von
bestimmten lokalen Kohomologiemoduln dargestellt werden kann, und zwar galt
D(HiI(R)) ∼= lim←−
k
(Hn−im (R/I
k)).
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Betrachten wir den Beweis dieser Gleichheit nochmals genauer, so erhalten wir die folgenden
Gleichungen. Dabei verwenden wir wieder die lokale Dualität (Satz 2.4.6) und die Tatsache, dass
der Matlis-Funktor mit dem Frobenius-Funktor kommutiert (Satz 4.6.8) und direkte Systeme in
inverse Systeme überführt (siehe 4.7.4). Außerdem verwenden wir noch gewisse Vertauschbarkeiten
von Frobenius-Funktor und Ext-Funktoren sowie die Vertauschbarkeit von F mit direkten Limites
(Bemerkung 4.7.1). Außerdem wird benutzt, dass R ein F-Modul ist (Beispiel 3.1.3).
F t(D(HiI(R))) = Rϕ
t ⊗R D(HiI(R))
∼= D(F t(HiI(R)))
∼= D(F t(lim−→
s
ExtiR(R/I
[ps], R)))
∼= D(lim−→
s
ExtiR(R/I
[ps+t], R))
∼= lim←−
s
D(ExtiR(R/I
[ps+t], R))
∼= lim←−
s
D(ExtiR(R/I
[ps+t], R))
∼= lim←−
s
Hn−im (R/I
[ps+t])
∼= lim←−
s
F t(Hn−im (R/I [p
s]))
= lim←−
s
Rϕ
t ⊗R Hn−im (R/I [p
s])
Damit kann die Wirkung des Differentials δ auf den Matlis-Dualen D(HiI(R)) auch als eine Abbil-
dung zwischen dem inversen Limes lim←−R
ϕt⊗RHn−im (R/I [p
s]) interpretiert werden. Dies entspricht
gerade einer Abbildung
λδ : lim←−
s
Hn−im (R/I
[pt+s]) −→ lim←−
s
Hn−im (R/I
[pt+s]). (7.4)
Das folgende Diagramm veranschaulicht die Situation (dabei setzen wir k = t+ s):
lim←−R
ϕt ⊗Hn−im (R/I [p
s])
∼=−−−−→ lim←−H
n−i
m (R/I
[pk])
∼=−−−−→ Rϕt ⊗D(HiI(R)) θ
t
←−−−− D(HiI(R))y λδy (δ⊗IdD)y δy
lim←−R
ϕt ⊗Hn−im (R/I [p
s])
∼=−−−−→ lim←−H
n−i
m (R/I
[pk])
∼=−−−−→ Rϕt ⊗D(HiI(R))
(θt)−1−−−−→ D(HiI(R)).
Nun wissen wir aber, dass δ auf Rϕ
t ⊗R Hn−im (R/I) durch δ ⊗ IdH operiert, wobei wir δ als
einen Rechtshomomorphismus auf Rϕ
t
auffassen, was nach 7.2.3 möglich ist, da δ Rp
t
-linear ist.
Damit ist die Abbildung λδ gerade durch die folgenden Abbildungen λδk gegeben, welche durch die
Zusammensetzung von δ und λk entsteht.
Rϕ
t ⊗R Hn−im (R/I [p
s])
∼=- Hn−im (R/I
[pk])
Rϕ
t ⊗R Hn−im (R/I [p
s])
δ⊗IdH
?
∼=- Hn−im (R/I
[pk])
δ
?
λt- Hn−im (R/I
[pk−1])
λδt
-
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Dabei sind die Abbildungen λk : Hn−im (R/I
[pk])→ Hn−im (R/I [p
k−1]) gerade durch die kanonischen
Projektionen
pit : R/I [p
k] −→ R/I [pk−1] (7.5)
induziert. Insgesamt ist damit die Wirkung von δ auf den Matlis-Dualen D(HiI(R)) durch die
folgenden Abbildungen piδk : R/I
[pk] → R/I [pk−1] induziert, wobei piδk = pik ◦ δ.
Rϕ
k ⊗R R/I
∼= - R/I [p
k]
Rϕ
k ⊗R R/I
δ⊗IdR/I
?
∼= - R/I [p
k]
δ
?
pit - R/I [p
k−1]
piδk
-
Folglich sehen wir, dass wir die D-Modul-Struktur in positiver Charakteristik auf ganz ähnliche
Weise wie im Fall char k = 0 aus Satz 6.2.1 erhalten.
Kapitel 8
Ausblick
Als Abschluss dieser Arbeit soll an dieser Stelle kurz auf offen gebliebene Fragen und weiterfüh-
rende Forschungsideen innerhalb der behandelten Thematik aufmerksam gemacht werden. Dabei
soll zum einen kurz dargestellt werden, wie sich möglicherweise die Frage aus Abschnitt 5.2, ob ein
gegebener lokaler Kohomologiemodul artinsch ist, mit Hilfe des verallgemeinerten Matlis-Duals D
aus Abschnitt 4.8 beantworten lässt. Außerdem wollen wir eine mögliche Verallgemeinerung des
Begriffes holonom in Charakteristik Null für D-Moduln positiver Charakteristik diskutieren. Als
Letztes soll dann auf eine Technik aufmerksam gemacht werden, die Hochster in [Hoc75] benutzt
hat, um Aussagen über Strukturen in Charakteristik p > 0 auf solche in Charakteristik Null zu
übertragen. Insbesondere stellt sich dann die Frage, ob mit ähnlichen Methoden vielleicht das Pro-
blem der Macaulay-Kurve C4, welches uns als Motivation unserer Arbeit diente neu untersucht
werden kann (siehe Einleitung bzw. Kapitel 5).
8.1 Artinsche lokale Kohomologiemoduln und F-Endlichkeit
Wir haben in Abschnitt 4.8 gesehen, dass uns das verallgemeinerte Matlis-Dual D für einen kom-
pletten regulären lokalen Ring (R,m,k) und einen Quasi-F-Modul (M,β), der als R-Modul ar-
tinsch ist, sogar einen F-endlichen Modul D(M) liefert. Insbesondere gilt die folgende Implikation
HiI(M) artinscher Quasi-F-Modul =⇒ D(HiI(M)) F-endlich,
und somit also auch
D(HiI(M)) nicht F-endlich =⇒ HiI(M) nicht artinsch.
Damit liefert uns die Berechnung der verallgemeinerten Matlis-Duale D(HiI(M)) zumindest im
Fall M = R/a mit einem Ideal a ⊆ R eine Möglichkeit die Frage aus Abschnitt 5.2, ob ein
gegebener lokaler Kohomologiemodul artinsch ist, auf die Frage nach der F-Endlichkeit der Moduln
D(HiI(M)) zurückzuführen. Wir hatten in Beispiel 4.8.2 gesehen, dass die R-Moduln der Form R/a
Quasi-F-Modul sind und damit stellen sich die folgenden Fragen:
 Welche R-Moduln M sind Quasi-F-Moduln, bzw. wie kann man diese Frage entscheiden?
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 Sind genauere Beschreibungen der Moduln D(HiI(M)) möglich, bzw. wie können diese Mo-
duln auf F-Endlichkeit getestet werden?
In Abschnitt 4.8 konnten wir das folgende Beispiel angegeben, welches obige Fragen motivierte.
Beispiel 8.1.1 (siehe Satz 4.8.3). Sei (R,m,k) ein kompletter regulärer lokaler Ring der Cha-
rakteristik p > 0, wobei k ⊆ R perfekt ist und dimR = n. Sei außerdem a ⊆ R ein Ideal. Dann
gilt
D(Him(R/a)) ∼= Hn−ia (R).
In Satz 4.8.4 konnten wir dies unter gewissen weiteren Annahmen noch etwas allgemeiner aus-
drücken und auch verallgemeinerte Matlis-Duale der Form D(HiI(R/a)) näher beschreiben. Wir
konnten aber nicht entscheiden, ob diese F-endlich sind und somit auch die Frage, ob die zugrun-
deliegenden lokalen Kohomologiemoduln artinsch sind, nicht entscheiden.
8.2 Holonome Moduln in positiver Charakteristik
Unsere Untersuchungen (siehe Satz 6.3.1) haben gezeigt, dass für einen Potenzreihenring der Cha-
rakteristik Null holonome D-Moduln stets endliche Bass-Zahlen und nur endlich viele assoziierte
Primideale besitzen. In positiver Charakteristik gilt das analoge Ergebnis für F-endliche Moduln
(siehe Satz 3.4.6/Satz 3.4.5). Insbesondere hatten Huneke und Sharp in [HS93] zeigen können,
dass für einen regulären Ring (R,m,k) und ein Ideal I ⊆ R die Inklusion
AssHiI(R) ⊆ AssExtiR(R/I,R)
gilt. Dies ist in Charakteristik Null nicht mehr richtig, wie folgendes Beispiel zeigt:
Beispiel 8.2.1 (siehe Example 21.31 in [ea07]). Sei k ein Körper und R = k[u, v, w, x, y, z] ein
Polynomring über k. Sei I das von den 2× 2 Minoren der Matrix[
u v w
x y z
]
erzeugte Ideal von R. Es ist also I = (∆1,∆2,∆3) mit
∆1 = vz − wy, ∆2 = wx− uz, ∆3 = uy − vx.
Dann gilt depthR(I,R) = 2 und damit H2I (R) 6= 0. Außerdem ist R/I Cohen-Macaulay und somit
gilt im Fall char k = p > 0 wegen Satz 4.8.5, H3I (R) = 0. Im Fall char k = 0 konnte aber gezeigt
werden, dass H3I (R) 6= 0 gilt. Außerdem gilt in diesem Fall Ext3R(R/I,R) = 0 (siehe [ea07, 22.12])
und damit
AssHiI(R) * AssExtiR(R/I,R).
Dies zeigt, dass es sehr große Unterschiede zwischen beiden Fällen gibt. Insbesondere musste in
Charakteristik Null ein holonomer D-Modul vorausgestezt werden, um die Endlichkeit der Bass-
Zahlen zu zeigen (siehe Satz 6.3.1). Startet man allerdings mit einem F-endlichen Modul M , so
erhält man wegen Satz 7.2.5 und Satz 3.4.6 automatisch einen D-Modul M , dessen Bass-Zahlen
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sämtlich endlich sind. Es stellt sich also natürlicherweise die Frage, wie sich dies in der D-Modul-
Struktur von M widerspiegelt. Wir interessieren uns also für genauere Zusammenhänge zwischen
der F- und der D-Modul-Struktur von M . Ein erster Schritt wäre es, den Begriff eines holono-
men D-Moduls in die positive Charakteristik zu transferieren. Erste Ergebnisse zu diesem Thema
finden sich z.B. in den Arbeiten [Bav09] und [Bö02], in denen versucht wurde Begriffe wie holo-
nom, Bernstein-Ungleichung oder Gelfand-Kirillov-Dimension in den Fall von Prim-Charakteristik
zu übertragen. Angenommen man hätte eine passende Definition von holonom auch in positiver
Charakteristik gefunden, so gäbe es Grund zu der Annahme das Folgende zu vermuten.
Vermutung 8.2.2. Sei R ein kommutativer noetherscher regulärer Ring der Charakteristik p > 0
und sei M ein F-endlicher Modul. Dann ist M als D-Modul holonom.
8.3 Anwendung von Charakteristik p Methoden in Charak-
teristik Null
Wir hatten unserer Interesse an den Matlis-DualenD(HiI(R)) lokaler Kohomologiemoduln in Kapi-
tel 5 dadurch motiviert, dass diese Moduln die nötigen Informationen kodieren, um zu entscheiden,
ob ein gegebenes Ideal I mengentheoretisch vollständiger Durchschnitt ist. Konkret stellten wir
uns die Frage, ob die berühmte Macaulay-Kurve C4 auch in Charakteristik Null vollständiger
Durchschnitt ist. In Charakteristik p > 0 konnte dies schon positiv beantwortet werden (siehe z.B.
[BSR81]). Wir wollen jetzt eine Konstruktion vorstellen, die es Hochster in [Hoc75] ermöglichte
die Existenz von big Cohen-Macaulay Moduln in Charaktersitik Null zu zeigen, indem er das
Problem so reduzierte, dass es reichte es in positiver Charakteristik zu beweisen. Wir orientieren
uns dabei an der Monographie von Bruns und Herzog [BH98, 8].
Seien X = X1, . . . , Xn, Y = Y1, . . . , Ym Familien von unabhängigen Unbekannten über Z. Dann
heißt eine Teilmenge E ⊆ Z[X,Y] einfach ein System von Gleichungen über Z. Es besitzt eine
Lösung der Höhe n in einem noetherschen Ring R, falls Familien x = x1, . . . , xn, y = y1, . . . , ym
in R existieren, so dass p(x,y) = 0∀p ∈ E , und heightxR = n gilt. Hochster hat nun den folgenden
Satz formuliert.
Satz 8.3.1 (Theorem 8.4.1 in [BH98]). (i) Angenommen ein System von Gleichungen E besitzt
eine Lösung der Höhe n in einem noetherschen Ring R, der einen Körper k enthält. Dann
besitzt E eine Lösung x′,y′ in einem lokalen Ring R′ der Charakteristik p > 0, so dass x′
ein Parametersystem von R′ bildet.
(ii) Ist R zusätzlich ein regulärer lokaler Ring, so dass x ein reguläres Parametersystem bildet,
dann kann der Ring R′ aus (i) als regulärer lokaler Ring mit regulärem Parametersystem x′
gewählt werden.
Dies motiviert nun das folgende Vorgehen, um eine Aussage A für einen noetherschen Ring R zu
beweisen, welcher einen Körper k der Charakteristik Null enthält.
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(i) Zeige, dass S für alle lokalen Ringe der Charakteristik p > 0 gilt,
(ii) Zeige, dass eine Familie (Ei)i∈I von Gleichungssystemen existiert mit der Eigenschaft, dass
die AussageA genau dann für R gilt, wenn keines der Systeme Ei eine Lösung von bestimmter
Höhe besitzt.
Denn angenommen, die Aussage A gelte nicht für R, dann müsste eines der Systeme Ei eine Lö-
sung bestimmter Höhe besitzen. Dann müsste nach obigem Satz aber auch eine Lösung in einem
lokalen Ring R′ existieren. Damit erfüllt R′ aber wegen (ii) nichtA und dies widerspricht gerade (i).
Sei nun R = k[[x, y, z, w]] der Potenzreihenring über einem Körper der Charakteristik p > 0 und
sei I das zu C4 gehörige Ideal. Dann existieren f, g ∈ R, so dass
√
I =
√
f, g gilt. In Charakteristik
Null wissen wir nur, dass es Elemente p, q, r ∈ R gibt, die das Ideal I bis auf Radikal beschreiben.
Es stellt sich also die Frage, ob es möglich ist die obige Technik zu verwenden, um zu zeigen, dass
auch in diesem Fall zwei Gleichungen genügen.
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