Uncertainty has previously been identified as an important ingredient of engaging games. Design in games can create different levels of uncertainty in players that they can recognise and describe as being either attributable to external forces, such as chance or hidden information, or internal to their own understanding of what to do in relation to their own goals. While it appears that uncertainty can contribute both positive and negative play experiences, there is little work in trying to operationalise and measure this concept as a component of player experience. Reported in this paper is an analysis of data from over 700 players using modern bi-factor analysis techniques resulting in a 5-factor psychometric scale which captures the broad feelings of players about uncertainty in games. Three of these specific factors appear to point towards a single generic factor of uncertainty that is internal to the players, one captures experiences relating external uncertainty, with the final factor relating to player's experience of exploring the game to resolve uncertainty. In order to further validate the scale, we conducted an experiment with a commercial puzzle game manipulating the duration of play with predicted outcomes on the different specific factors of the scale. Overall the scale shows promise with good statistical reliability and construct validity of the separate factors and so will be a useful tool for further investigating player experiences in digital games.
Introduction
In digital games, players seek a wide range of different experiences. At times, it is to reach out and be part of somewhere else either physically or socially (Sherry et al., 2006; Yee, 2006) . In other cases, it is to lose themselves into a digital world where the everyday troubles fade away (Collins & Cox, 2014) . Sometimes, it is just about extracting pleasure one crushed candy at a time in 10 minute bites of joy (Juul, 2010) . Similarly, developers set out to design games that evoke these experiences in players. They create diverse levels, invest in powerful narratives and hone game mechanics, often through hours of play testing, to ensure that their players keep playing.
Callois (Caillois & Barash, 1961) argues that the outcome of every type of play should be uncertain in order to be enjoyed, else if one is well trained or has the skills to defeat it with certainty it is no longer pleasing. Similarly, Malone (1982) discusses the relation between challenge and uncertainty in games: he argues that challenge is an essential element of an enjoyable game play and for an activity to be challenging, it needs to have an uncertain outcome relative to a goal, either globally regarding the outcome of the entire game, or more localised goals within the gameplay.
In fact, uncertainty and the mastering of uncertainty may actually be central to the appeal of games because uncertainty also lies in other game elements, including the journey the player follows through the game or the problem-solving skills that they might require to make progress (Costikyan, 2013) . What is appealing in games is that players have the choice to engage in an unknown experience with no certain outcome, or at least unknown outcome, in order to test their abilities or skills without worrying about the consequences that might occur in real life situations (Juul, 2011) . However, uncertainty is not an experience that should be viewed as an end in itself.
When well balanced, Costikyan proposes, uncertainty can lead to enjoyable positive experiences.
However, when players are tipped into having uncertainty that is too high, this could lead to negative experiences.
Despite the apparent importance of uncertainty for games to actually be games, there is relatively little research specifically into the nature of uncertainty in games. This may be because it is viewed as a feature of games themselves, for example through randomness in the delivery of upgrades or buffs, and it is such sources of uncertainty that Costikyan (2013) describes. However, we argue that uncertainty might be better viewed as a player experience rather than an objective measure of the game itself. This has intuitive appeal. What may seem like unmanageable uncer-tainty to a novice player is well understood by a more experienced player. For example, in the turn-based strategy game Polytopia (Midjiwan, 2016) , the player starts in an essentially random location with unknown proximity to the other tribes and to useful resources. This is the same for all players but more experienced players know something of what might happen and what risks are present. Despite the equivalence of game states for all players, the felt uncertainty is considerably less for the experienced player. Also, there are clearly different levels of felt uncertainty for the same player at different times.
For some parts of a game, like Skyrim (Bethesda Game Studios, 2011), part of the map may be well understood in terms of resources it offers, enemies that might be encountered and so on, whereas another part could be uncharted for that player and essentially a journey into the unknown. The experience of uncertainty would be very different even though the essential aspects of the game and its gameplay are well understood.
Existing types of player experience have been extensively studied, for instance, engagement (Brockmyer et al., 2009; Wiebe et al., 2014) , immersion (Cairns et al., 2014) , flow (Chen, 2007) and fun (Lazzaro, 2009) . In some sense these are goal experiences. These are the experiences that players are seeking to have when they play games (Cairns, 2016) . Felt uncertainty however is not necessarily a goal of play but is more like a foundational experience on which these other experiences are built. Players do not play in order to feel uncertain but it would not be much of a game if they did not feel uncertain at some point.
In order to better understand the felt experience of uncertainty, there is a need to be able to capture what constitutes this experience. Drawing on the limited literature in games research, this paper describes the work of developing a questionnaire for examining uncertainty in games.
Validation and analysis of the questionnaire, and a subsequent experiment establishing construct validity, suggests that felt uncertainty in games has five constituent factors but that three of these are strongly related to the sense of knowing what is going on in the game. The other two are exploration and external uncertainty: reducing what is uncertain and the limitations of what can be made certain. As well as providing an operational definition of felt uncertainty, the questionnaire offers a tool for examining uncertainty in games more deeply in future research and opens up the opportunity to see how such foundational experiences lead to the emergence of goal experiences.
Uncertainty in players
Despite the recognition that uncertainty is essential for games to be worthwhile, there is not extensive examination of uncertainty in relation to digital games and more particularly to player experiences. Within psychology, it has been recognised that uncertainty and uncertainty in relation to rewards in particular is an important factor in influencing judgments and decision making (Kahneman, 2011) . Most often uncertainty is equated with degrees of probability, the actual chance of one thing or another thing happens. However, this is only one way of conceptualising uncertainty.
People distinguish between external uncertainty, related to how chance events in the world might turn out, and internal uncertainty reflecting their own knowledge or more rightly their ignorance (Kahneman & Tversky, 1982) . For example, whether a coin comes up heads is viewed as 50-50 (p = 0.5) but it is external uncertainty because until the coin is tossed it is in principle unknowable. By contrast, if asked which of two rivers is longer, someone may hold that whether the Nile is longer than the Amazon as 50-50 because they simply don't know, but clearly it is in principle knowable and so uncertainty is internal to the person.
However, an alternative analysis of uncertainty suggests that people actually break it down by whether the uncertainty is epistemic or aleatoric (Fox &Ülkümen, 2011) . Aleatoric uncertainty corresponds well to external uncertainty but epistemic uncertainty can vary depending on the framing that people take on a subject or problem. For example, with a movie release coming, moviegoers may say: "I am 90% sure that the next Marvel movie will be good" where the framing is epistemic about their knowledge of the movie itself, such as seen in trailers or posters. On the other hand, the statement: "The chance that the next Marvel movie is any good is 90%" has the framing as aleatoric in relation to the long running perception of the quality of Marvel movies.
This framing is reflected in people's language towards uncertainty even when stated quantitatively (Ülkümen et al., 2016) .
Turning towards games, Salen & Zimmerman (2004, chap. 15 ) consider how uncertainty arises in games and attribute this primarily to random or chance events in the game. In this sense, their view of uncertainty in outcome is that it is aleatoric uncertainty though they recognise that players may treat epistemic uncertainty as aleatoric simply because a game situation is too complex to be able to know what is going on. From their perspective, uncertainty functions as chance events and games exploit that sort uncertainty to make decisions in the game more interesting. LeBlanc (2006) however notes the uncertainty may actually arise due to hidden knowledge, for example the fog of war, and so in this sense the uncertainty of outcome driving the player through the game would be better thought of as epistemic uncertainty. It is perhaps from these different views that Costikyan (2013) develops his analysis of uncertainty based on his extensive knowledge and experience of games. He suggests 11 sources of uncertainty within in games, that is, elements within a game, that can lead to uncertainty for players. Briefly these are the following:
• Performative uncertainty: referring to the uncertainty associated with physical performance, (e.g. creating combos in Street Fighter 2 (CAPCOM, 1991)),
• Solver's uncertainty: concerned with weighing a group of options against potential outcomes, (e.g. cryogenically freezing a hamster in Day of the Tentacle (LucasArts, 1991)),
• Player unpredictability: knowledge, or lack of knowledge, of what players will do as individuals or groups (e.g. opponent strategies in DOTA2 (Valve Corporation, 2013)),
• Randomness: uncertainty emanating from random game elements (e.g. the Alien searching and finding you in Alien: Isolation (Creative Assembly, 2014)),
• Analytic complexity: referring to uncertainty that comes from complex decision trees (e.g. choosing the right Lemmings (DMA Design, 1991)),
• Hidden information: uncertainty that emanates from hidden game elements (e.g. hidden treasure until synchronisation in Assassin's Creed IV: Black Flag (Ubisoft Montreal, 2013)),
• Narrative anticipation: uncertainty related to the path or the sequence of events (e.g. choosing if Hawke dies in Dragon Age: Inquisition (Bioware Edmonton, 2014) ),
• Uncertainty of perception: players being able to get an overview or prospect on the overall situation in the game (e.g. tracking hundreds of units in Starcraft II (Blizzard Entertainment, 2010)),
• Malaby's semiotic contingency (Malaby, 2007) : refers to the unpredictability of a meaning that accompanies attempts to interpret a game's outcome, (e.g. what does the end of Mass Effect 3 (Bioware, 2012) mean if Shepard was indoctrinated?).
Costikyan also discusses development anticipation, which relates to knowing when content will be updated, and schedule uncertainty in games that have a mandatory wait period (e.g. Farmville Zynga (2009) ). Both of these aspects of games are important but they influence the felt uncertainty outside of the gameplay itself. We therefore consider them to be beyond the scope of our current focus on uncertainty.
It is clear that some of these sources of uncertainty are external and aleatoric, randomness in a game in particular, and some are epistemic and internal such as Solver's Uncertainty. However, some could be viewed as either. For example is the Performative Uncertainty of crossing now in Crossy Road (Hipster Whale, 2014) an internal, epistemic uncertainty of whether the player has the skill or the external, aleatoric uncertainty of what will come down the road just then. However, what Costikyan is not attempting to do is to map the different sources of uncertainty onto specific feelings and so it may be that players experience these different sorts of uncertainty in the same way or that depending on how it is viewed, the uncertainty may lead to different experiences. Part of our goal is to develop the measurement tools that make it possible to distinguish the impact of different sources of uncertainty on the player experiences.
There have been some attempts to map uncertainty into player experiences. The appeal of games has been theorised to be because games offer uncertainty but in a staged and hence manageable way (Rautzenberg, 2015) . More concretely, To et al. (2016) considers uncertainty to provoke different types of curiosity and it is curiosity that motivates players to play and to resolve the uncertainty. This fits with the formulation of curiosity as an information gap between what a person knows and what they want to know and this drives action (Loewenstein, 1994) . It seems that in this context, information itself can be a reward to humans in a way that we (and other animals) are rewarded by other resources such as food (Marvin & Shohamy, 2016) . Moreover, in this formulation, the information can be intrinsically rewarding in that the information does not have to have specific utility or lead to further more fundamental resources.
From all of the above perspectives on how uncertainty may influence users, there is good reason to believe that the feeling of uncertainty in games is something that is worth investigating as an experience. However, without explicit operationalisation of the feeling of uncertainty, it is only possible to theorise between how elements in a game might lead to uncertainty and therefore lead to successful player experiences. With our work, we are proposing an explicit measure of uncertainty against which theories can be evaluated and linked back to the design of particular games.
Development of an Uncertainty Instrument
The goal of this work is to develop a questionnaire that is able to measure the felt uncertainty of people that arise when they play digital games. We follow a process typical of many instrument developments in HCI and drawing on the best practice in the field of psychometrics. Our process therefore primarily follows that of Kline (1998) . The basic steps are to iteratively generate and refine questionnaire items and use statistical analysis to first determine and then validate the structure of the questionnaire data. We were fortunate to gather a large number of responses so we exploited this to provide deeper validation of the questionnaire by conducting the initial exploratory factor analysis on half of the data and validating it with confirmatory factor analysis on the other half.
In outline, the steps we took were to: 1. Generate a large item pool based on the literature and knowledge of the domain 2. Refine the items for duplication, wording and relevance 3. Trial the items with target audience, in our case, gamers 4. Refine further to produce the first version of the questionnaire 5. Administer the questionnaire to a large number of participants 6. Conduct exploratory factor analysis (EFA) on one half of the data and to select a subset of items to form the second version of the questionnaire 7. Validate the second version of the questionnaire against the second half of the data using confirmatory factor analysis (CFA)
We have previously published a non-archival report on an analysis of the questionnaire data leading to the PUG questionnaire BLIND REVIEW (2017a). However, the work reported here differs in two key ways. First, the analysis there was done using traditional methods of exploratory factor analysis (Kline, 1994) . Since doing that analysis, we have learned about newer techniques in factor analysis including Item Response Theory (Embretson & Reise, 2013) and bi-factor analysis (Reise, 2012) . These techniques more faithfully represent the underlying structure of questionnaire data and have resulted in a more nuanced analysis and a consequently different final form of the questionnaire. Secondly, the previous analysis was done on the whole dataset but we have conducted a split-half analysis here exploiting the size of the dataset but also to move further down the process of validating the questionnaire. Thus, the previously published work should be regarded as a naive analysis that has been superceeded by the more sophisticated analysis reported here.
Consequently, to avoid future confusion, we refer to the new questionnaire as Player Uncertainty in Games Scale (PUGS).
Item Pool Generation
The literature was reviewed for a collection of statements that related to the different types of uncertainty that players experience in games. Starting with Costiykan's work, we used 9 of the sources of uncertainty that related actually playing games, as opposed to things relating to external factors. As such, Development Anticipation and Schedule Uncertainty did not contribute to the overall set of items. Added to this were items derived from the information seeking context work, in particular Kuhlthau et al. (2008) and Onwuegbuzie et al. (2004) .
These initial items were evaluated in interviews with two game players. These interviews revealed inconsistencies in the narrative anticipation elements derived from Costiykan, which resulted in the rewording of several items. Further, players discussed the consequence of the outcomes of play which resonated with Juul's notion of 'negotiable consequences' (Juul, 2011) . Additional items were then generated from Juul's (Juul, 2013) work to ensure that no aspect of related concepts would be overlooked. These items were then evaluated in interviews with two more players, leading to small refinements.
When first constructed, the item pool had 146 items, each consisting of a statement that a player could indicate their level of agreement (e.g. 'I could not choose which actions were better'). These items were first examined through several rounds of expert reviews with researchers and gamers.
This process removed duplicates, while retaining those that had variations of description for the same concept (e.g. 'I knew exactly was was required of me' versus 'I knew what I had to do'). This review also removed items that were clearly unrelated to the concept of uncertainty such as those relating to challenge in the game. Finally, a check was done to ensure that any remaining items covered the 9 sources of uncertainty discussed by Costiykan. At the end of this review process, a broad pool of 66 items were retained for the purposes of data collection.
Data Collection
An online questionnaire was prepared in Google Forms with questionnaire items rated on a 5-point Likert scale with end points of Strongly Disagree (1) to Strongly Agree (5). This questionnaire was piloted with a small set of users to ensure the agreement scales were understandable. This questionnaire was distributed through the Steam Community Forums. Due to the potential of limiting the pool to only "hardcore" gamers on Steam, and to head off self-selection problems within that community, the questionnaire was also distributed broadly on Reddit to reach broader player audiences. Players were asked to play any game they liked for a typical play session, and then complete the questionnaire.
Participants
708 responses were received from the questionnaire with 600 men, 39 women and 69 people not identifying with a particular gender or not responding. After screening responses for anomalies (e.g. straight lining of scales) there were 674 valid responses retained. The breakdown of game genre played is presented in Figure 1 , with the most represented genres of role-playing games, firstperson shooter, strategy and simulation games. Fortunately, each of these is rich with opportunities for different sources of uncertainty for users. The Other category comprised collectible card games, adventure, sport, sandbox and puzzle. The majority of respondents were between 18 and 21 years of age (292), followed by the ages:
22-25 (148), 26-30 (117), 31-40 (103), above 41 (27), with 13 empty responses. The majority of the participants were frequent players, playing several times a week (656) and more than an hour on each game session (576).
Introduction Item Response Theory (IRT)
Item Response Theory (IRT) is emerging as a successor to more traditional ways of using questionnaires in the assessment of people's traits and states, particularly in areas of health and education.
It is set in contrast to Classical Test Theory (CTT) which, as the name suggests, has been the traditional and dominant way to analyse and develop questionnaires such as presented in texts like Kline (1994) and Hair et al. (1998) . In both approaches, a questionnaire is intended to capture and measure the value of some underlying latent construct or set of constructs, like the feeling of uncertainty. The main difference is that, in CTT, items in the questionnaire are treated as essentially equally good in terms of capturing the value of the underlying trait across the full range of the trait whereas in IRT, items may capture some values of the trait better than others and with different sensitivity. For example, one item might on the whole be answered as strongly agree for only low levels of uncertainty but another would require a great deal of uncertainty before people would agree with it. In addition, two items might capture the same level of uncertainty but one item is more sensitive in that when that threshold is reached people immediately feel they strongly agree whereas in another, less sensitive item, people at the same threshold only feel they agree and it is at higher still levels do they begin to feel they strongly agree. There are of course important implications of this difference both for the development and interpretation of questionnaires as discussed more fully in Embretson & Reise (2000) .
Originally, IRT was limited to considering only questionnaires where all items were dichotomous (yes/no answers) and the underlying construct was unidimensional, that is, a person's degree of embodying the construct was captured by a single numerical value. However, more recent developments in both mathematics and algorithms mean that it is now possible to do Multidimensional IRT (MIRT) and moreover for polytomous items, such as 5-point Likert scales. It is polytomous MIRT that is used here and in the form captured by the mirt package in R (Chalmers et al., 2012) .
The advantage of using MIRT over CTT is that it employs a more plausible model of the structure of questionnaire data and therefore can provide a more robust description of the questionnaire in terms of factor structures (Borsboom, 2006) . Unlike CTT, because IRT treats items differently, a MIRT model is not strongly influenced by the inclusion of inappropriate items or the omission of highly relevant items. Traditional measures of suitability for factor analysis, such as the Kaiser-Meyer-Olkin Measure of Sampling Adequacy, are therefore not needed.
The disadvantage however is that there are not clear procedures that set out how MIRT changes the traditional analysis and development of questionnaires. It is still early days. In particular, in IRT, the usefulness of items is often assessed by looking at the information the item provides (in a strictly mathematical sense) across the range of values of the underlying latent concept. However, such tools are not available for higher dimensional models such as MIRT typically would produce.
Thus, in terms of selecting items, we use MIRT to produce what looks like a traditional factor structure and use the normal criteria of good loadings of items on factors. Once we have decided on which items belong to a factor, it is then possible to use item information to help assess which are the best items to represent that factor though there is a degree of circularity in that judgment so we did not use that as a primary measure of item importance. In addition, when selecting items we also consider more typical concerns for avoiding cross-loading across factors and selecting items with good loadings but very different wordings to avoid bloated specifics around particular wordings.
Results of EFA
A random sample of half of the data was extracted and exploratory factor analysis was undertaken to identify the potential factor structure within the 66 items. Based on the initial scree plot presented in Figure 2 , we chose to explore up to 6 factor models for an indication of their fit to the data. A one factor model was also used to examine whether uncertainty could be considered a unidimensional construct. All models were generated using the mirt package in R (Chalmers et al., 2012) . All initial solutions were rotated using direct oblimin so that factors could potentially correlate. The one factor solution showed promise in that almost all of the items loaded on the factor with loadings above 0.3. This gives a strong indication that there is a coherent concept underpinning these items.
Looking at the best fit factors, the four, five and six factor models all showed promise in representing different aspects of this feeling of uncertainty. The four factor model had merit in that it captured four broad factors, with one dominating the others, capturing a large number of items that indicate general user disorientation. In comparison, the five factor model differentiated the single large factor into three distinct factors of tightly related statements, which is useful for working with a more nuanced set of factors. In contrast the six factor model ended up being very fractured, with strong cross loadings between many of the factors, which limited its explanatory power. The single factor solution and the five factor solution are presented in Table 1 with the correlation matrix for the five factors presented in Table 2 .
In Table 2 , we can see factors 1, 3, 4 and 5 have quite strong positive correlations, with 5 being having the weakest relationship to the other 3. Interestingly, factor 2 is almost completely orthogonal to these other factors.
Looking at the types of statements that are contained within the factors, the following concepts seem to emerge:
Factor 1 This factor has a variety of statements related to the player evaluating their actions against potential outcomes of the game. Weighing options in relation to the outcomes, deciding their relative importance, comparing to heuristics, and the notion of weighting outcome being relatively better than another all relate to Uncertainty in Decision Making (UDM). (Sternberg & Sternberg, 2016, chap. 12) .
Factor 2 This small factor of items seem to relate to players undertaking Exploration (EXP) of the game to discover new things to inform their decisions.
Factor 3 These statements all relate to the player Uncertainty in Taking Action (UTA) in the game.
Some are related to how action is actually taken within the game, whereas others are related to the players' ability to perform the actions.
Factor 4 The statements in this factor largely revolve around the player trying to understand the goals of the game and trying to decompose the different possible options available to them within the game. These statements appear to closely relate to the Uncertainty in Problem Solving (UPS) processes (Sternberg & Sternberg, 2016, chap. 11) .
Factor 5 These statements clearly relate to the notion of whether External Uncertainty (EXU)
is impacting the performance of the player. There are notions of the player perceiving the system as behaving unpredictably, discovering things through serendipity, or the situation simply being unfair. Following typical factor analysis guidance, a loading of ±0.35 was used for an initial trim of items. When looking at the items that made this initial trim, we then removed items that largely and 35 had broadly similar meaning so only item 31 was selected from the trimmed factor. This trim was supported using the notion of item information in IRT which showed that all three factors had a broadly similar information content across the range of the construct latent to Factor 4. Also, some items, though strongly loading on a factor, such as item 64 for Factor 1, because they also loaded similarly strongly on another factor, in item 64's case Factor 3.
Highlighted in Table 1 are the 25 items that have been selected for investigation in a confirmatory analysis. When looking at these 25, the majority of them appear to have strong loadings in the single factor solution, with only 5 dipping below the ±0.35 threshold set for the original trim.
Results of CFA
Taking the second half of the dataset, we conducted three different analyses to aid in the confirmation of the factor structure found in the first half of the data. First, a one factor structure (1F in Table 3 ) was examined to see the extent to which the entire structure of the questionnaire could be accounted for by a single uncertainty factor. Secondly, the data was fitted to the proposed 5 factor structure (5F in Table 3 ) to consider the quality of the five factor solution. Finally, a bifactor confirmatory model of a single general factor and 5F specific factors was produced (5FBF in Table 3) to see the extent to which the five factor model was independent of the general uncertainty factor.
The 5F model accounts for 47% of the variation in the data. It is clear that all items load well on their proposed five factors, with the exception of Item 1. This item, which is about strategies to achieve goals as opposed to players understanding the goals themselves, looks to be weakly related to the overall concept, possibly due to it being more metacognitive in nature.
The reliability of each factor was calculated using the more robust ω statistic rather than the usual Cronbach α (Dunn et al., 2014) but the interpretation of ω is the same as that of α. Traditional guidelines, for example De Vellis (2003), suggest that reliabilities of 0.7 or above are good but this is in the context of psychometric work where there is a necessary reliance on correlations between the traits of individuals. In early stages of defining and measuring concepts, lower reliabilities of 0.5 to 0.6 can still be useful (Nunnally, 1978) , particularly where it is possible to take experimental control to help reduce measurement error, something that is not possible in psychometrics. Even so below 0.5 is considered unacceptable. Based on this, three of the five factors show good reliability, see Table 3 , with EXP in the acceptable range and UPS at 0.58 is lower than would typically be preferred but still potentially useful. Overall, the indication is that the 5F model is a good description of the questionnaire data as a whole and that each separate component could be useful in capturing, at least approximately, distinct components of the experience of uncertainty.
Consideration of the 1F and the 5FBF models also show that there is a reasonable single general factor made of Factors UDM, UTA and UPS and to some extent EXU (loadings above 0.3). That is, there is good evidence for a single conceptual underpinning to the entire questionnaire. We use ω and its variants as a measure of overall reliablity of the BF model and it shows good reliability. Indeed, the 5FBF model has an overall ω = 0.85 showing that the model accounts for a very large proportion of the variance in the second half of the data. Further more, the General factor on its own has ω H = 0.63 meaning that it alone accounts for 63% of the overall variance in the data and thus constitutes 72% of the variance accounted for by the 5FBF model.
Turning to the individual factors in the 5FBF though, there is a similar picture to the 1F model in that Factors EXP and EXU show substantial specific variance. This is supported by their ω S values which suggest that they have substantial specific variance distinct from the general factor.
They are not entirely unrelated so they do have some bearing on the general concept of uncertainty but they are likely to represent identifiably distinct aspects of uncertainty.
By contrast, Factors UDM, UTA and UPS show only small further specific variances so are mostly represented by the general factor. This is consistent with the correlations seen in the ex-ploratory factor analysis on the first half of the data, Table 3 : Confirmatory analysis on the second half of the data reporting the one factor analysis (1F), the five factor analysis (5F), and the five factor bifactor analysis (5FBF), together with appropriate measures of reliability. * item has already been reverse scored to make it consistent with the other items in its factor, as is appropriate for reliability calculations.
Discussion
From the above analysis, we have produced a 24-item psychometric scale, Player Uncertainty in Games Scale (PUGS), that captures what appears to be a broad feeling of uncertainty among players as they play games. This scale, along with the direction of scoring of participant ratings is presented in Table 4 . There is good evidence from the initial exploratory analysis and subsequent validation that PUGS has 5 distinct factors. Three of these factors are strongly related to each other as the feeling of uncertainty in actually playing the game but with emphasis on different aspects of decision making (UDM), taking actions (UTA) or problem solving (UPS). These three factors seem to capture important aspects of the internal uncertainty that players might experience.
The other two factors are essentially distinct from these three and each other. The Exploration (EXP) factor concerns gathering information about the game to alleviate uncertainty. The External Uncertainty (EXU) factor concerns the feeling of unpredictability, that is, aligned with uncertainty that is aleatoric and external rather than epistemic. In the next section we demonstrate the construct validity of the scale with an experiment using a modern commercial game.
Experiment: Contraption Maker
In order to demonstrate the convergent validity of the PUGS in capturing players' feelings of uncertainty in games, the following experiment was undertaken. As players play a game and move towards completing a level in a game, they are likely to start resolving the uncertainty in the game and heading towards a known game state, that is completing or failing. Thus, the aim of the experiment was to alter the point of measurement of uncertainty so that in the early measurement, players would be further from completing a level and therefore feel more uncertainty than those measured later and more likely to be closer to completing a level. We deliberately avoided altering the game play in this study because there can be many consequences to changing gameplay that may affect experiences other than uncertainty and so alter players engagement with the game. By simply altering the time at which players were asked about their experience and without them knowing in advance when that would be, players would essentially experience the same game in both conditions. Additionally, rather than expecting to change all aspects of uncertainty, we chose a 
Game
For purposes of this study we chose the game Contraption Maker Spotkin Games (2014) . In this game, inspired by the classic game The Incredible Machine Dynamix (1993) players must assemble a Rube GoldbergWolfe & Goldberg (2000) like machine that chains together a series of devices to solve a simple task. The game includes several different levels of increasingly difficult contraptions that players must build with an increasingly large number of options.
For purposes of this experiment, we chose an introductory level: the Bowling Blender Puzzle. In this level players must activate a series of levers and conveyor belts to move bowling balls around the playfield to ultimately turn on a blender. This level was piloted with a small set of players, and we found that players with no previous experience were able to reliably finish this level in approximately 5 minutes.
In order to avoid confounding the results with issues regarding learning the game, an information sheet was prepared with an overview of the different parts of the interface, the specific controls they would use and how to activate them.
Participants
Participants were recruited using opportunistic sampling from the undergraduate and graduate students at the BLIND REVIEW. Students were recruited from university common areas such as the library and cafes in order to ensure students were not all specific to a particular department. 40 participants (14 Male and 26 Female) with ages ranging between 18 to 32 years (M = 24.33, SD = 2.89). Of the 40 participants, only 16 of them are frequent digital game players, with only 8 of those playing more than 2 hours in a typical play session. There were 12 participants who reported to have played puzzle genre games, and though none of them had played the game Contraption
Maker itself, 21 of these participants had played games like it.
Variables
The independent variable was duration of play with one group, unbeknownst to them, having 3 minutes to solve the puzzle and one group having 5 minutes. The dependent variable was player's feeling of uncertainty as measure by the PUGS.
Materials
All trials were conducted in a quiet room free of distraction on the BLIND REVIEW campus. The digital game Contraption Maker was played on 15.6-inch Windows Laptop using a desktop mouse.
The PUGS was presented on paper as the 24 Likert items in a random order.
Procedure
Participants arrived at the room and were briefed regarding the nature of the experiment and what they would be expected to do. Participants were provided with an information sheet to review, and asked to sign an informed consent form. Participants were then given the opportunity to study the information sheet that explained the components of the game interface and the controls.
After the briefing session, participants were asked to start playing the game. Each participant was randomly assigned to one of the two conditions of playing for either 3 minutes or 5 minutes.
Participants were asked to play the game to solve the puzzle, with the knowledge that they could be asked to stop at any time. Participants were not told the maximum length of time they would play.
When participants had completed playing the game, they were asked to fill out the PUGS and a demographic questionnaire. Participants received a chocolate bar in thanks for their time in playing the game.
Results
After reversing items 15, 16, 17 and 19 the responses were summed within each specific factor.
The scores on each specific factor of the PUGS are presented in Table 5 . Due to the variation within the data we chose to undertake a Brunner Munzel test (also called a Generalised Wilcoxon Test) on each specific factor with an α = 0.05, using the dominance statistic A for effect size.
The ratings of UPS (U = 2.48, d f = 36.76, p = 0.018) and UDM (U = 2.7627, d f = 35.349, p = 0.010) were significantly higher in the 3 minute condition, while all other specific factors were found to have no significant differences. The effect size was found to be high for both with UPS having A = 0.71 and UDM having A = 0.72. 
Discussion
The results of this experiment show that both UPS and UDM were higher when players had played for less time. This provides evidence for the construct validity of the UPS and UDM factors of the PUGS because these measures differed in agreement with the intended manipulation of uncertainty in the experiment. When individuals are given more time to solve the puzzle, their internal uncertainty decreases. Similarly, the experiment supports the identification of distinct components of internal uncertainty because the UTA factor did not differ as much as the UDM and UPS factors. This indicates that even though these three factors are related to one another, it is worth using them separately from one another to distinguish between the problem solving and decision making cycle and realising choices as actions in the game. This could be particularly important when we come to dissociate aspects of interface controls and presentation from the actual gameplay challenges.
Further, there was no detectable difference in EXU, the external uncertainty the person feels about the game, and the EXP specific factor. This is as expected, given that all participants had a finite number of choices of devices that could be added to the contraption, and they all needed to explore a similar amount in the game regarding how different devices worked in the game playfield. This is all very encouraging in the use of the scale. We have demonstrated that we can make specific choices about gameplay and predict the outcome of the specific factors of the scale. While we have used primarily game players from a student population, they had a range of experiences in games, with different levels of interest in playing games. It is encouraging that while most did not have experience with this specific game, they were able to play and move towards resolution of the puzzle, allowing us to detect the differences in their uncertainty. While Contraption Maker is but a single game in a specific genre of puzzle solving, self-paced gameplay, the different behaviours of the factor give confidence on the construct validity of the questionnaire as appropriate to measure players' feelings of uncertainty but also on the divergent validity of the components of uncertainty as capturing different aspects of the experience of play.
Conclusions and Further Work
Uncertainty has been consistently recognised as an important constituent of digital games from the earliest days of research in this area. However, until now, uncertainty has primarily been seen as a mechanic or attribute of the game rather than a feeling engendered in the player. With the work described here, we haven taken the notion of felt uncertainty as a key, foundational experience of playing digital games and developed a measure that could be used to investigate this experience more systematically.
From the exploratory and confirmatory factor analyses, the Player Uncertainty in Games Scales seems to offer a statistically reliable instrument that operationalises felt uncertainty into five dis-tinct factors. Three of these factors are internal to the individual, representing their epistemic uncertainty in games, specifically their cognitive effort in solving problems in the goal space (UPS), making decisions around outcomes (UDM), and then meaningfully taking action to move toward the outcome(s) desired (UTA), for good or ill. Another important factor reflects the uncertainty that is external to the individual (EXU), in particular capturing both things that the player does not or cannot know about the games alongside the chance or aleatoric uncertainty about the game world. As noted by Costikyan (2013) , these could arise from randomness, complexity, hidden information or even the unpredictability of co-players but are outside of the players' explicit ability to control. The exploration factor (EXP), though not strongly represented in the PUGS, suggests that players are able to think how to resolve their uncertainty and this may influence the feelings of both internal and external uncertainty.
As well as showing generally acceptable scale reliability, the experiment shows that there is some validity in PUGS. Some aspects of felt uncertainty can be changed during the course of play. However, it is particularly notable that it was possible to dissociate changes in the internal, epistemic uncertainty components that reduced as a result of playing longer from the external uncertainty, which was essentially unchanged with time for the period of play because there were no random or hidden aspects to the game.
The experiment with a commercial game is also informative of how this scale might be applied to other games. For example, if we take another game such as Tetris, we can generate a set of testable theories about how design choices within the game might influence uncertainty. For example, adding a preview of the next piece in Tetris might lead to people knowing more about the world and reduce external uncertainty, but revealing three pieces increases the problem solving and decision making load. In another scenario, we might predict that a novice at Tetris would have substantially higher uncertainty about how to make decisions and take actions in the game, and feel they need to explore much more to be successful. Conversely, the expert player may not need to explore at all, but find their internal uncertainty remains high when the game increases in difficulty.
Similarly with other games, there are clear predictions that can be made around uncertainty for in-stance by increasing or reducing the "fog of war" to alter external uncertainty (BLIND REVIEW, 2017b) or adding complexity to games to increase the uncertainty around taking actions.
Indeed, as we understand more about this foundational experience, it will be important to connect it to other experiences that individuals have in games. The novice player above may quit the game outright if they find the uncertainty is too high, and the game becomes a hopeless task of failure, whereas if they have the uncertainty balanced to their experience the game perhaps remains challenging enough to keep advancing and not give up. Alternatively, when the expert player becomes truly expert, the game may become boring, and they will need new uncertainties to encourage them to continue to engage and improve their skills.
Overall, the measure of felt uncertainty provided here can be easily deployed and so will help us explore the above scenarios and understand better the experiences that contribute to a positive, or negative, player experience.
