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a b s t r a c t
Managing low-level architectural features for controlling performance and power consumption is a
growing demand in the parallel computing community. Such features include, but are not limited to:
energy profiling, platform topology analysis, CPU cores disabling and frequency scaling. However, these
low-levelmechanisms are usuallymanaged by specific tools, without any interaction between each other,
thus hampering their usability. More important, most existing tools can only be used through a command
line interface and they do not provide any API. Moreover, in most cases, they only allow monitoring and
managing the same machine on which the tools are used.Mammut provides and integrates architectural
management utilities through a high-level and easy-to-use object-oriented interface. By usingMammut,
is possible to link together different collected information and to exploit them on both local and remote
systems, to build architecture-aware applications.
© 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Motivation and significance
Tuning the hardware related control mechanisms (i.e. knobs)
offered by modern computing platforms, and monitoring their
impact on performance and power consumption of applications is
an important field of computer science research. Providing high-
level views of such mechanisms is of paramount importance, to
enable a better understanding of their potentiality and to drive the
development of new applications and runtime systems. Recently, a
significant effort has beenmade to exploit all the low-level features
offered by modern multi-core CPUs (Central Processing Units) to
find good trade-offs between energy consumption and absolute
performance of parallel applications.
* Corresponding author.
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For example, researches have explored the use of clock fre-
quency scaling (also known as DVFS — Dynamic Voltage and
Frequency Scaling) [1], cores disabling [2], threads pinning [3],
hyperthreading [4] and idle states management [5]. Such research
is still ongoing [6–8] and new types of low-level knobs like cache
memories reconfiguration have been proposed [9]. When those
mechanisms are used together in a synergistic way, better results
can be achieved [3,10].
However, the tools provided by the operating system are often
targeted towards one specific architectural aspect, without any
possibility to interact and extract information obtained with other
tools, hampering their effectiveness. For example, the taskset
Linux command, provides the possibility to map an application to
a particular set of cores but does not allow to change their clock
frequency or to bind memory allocation to specific Non-Uniform
Memory Access (NUMA) nodes. Conversely, in other cases, no tools
http://dx.doi.org/10.1016/j.softx.2017.06.005
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are directly provided by the platform, and the interactionswith the
Operating System (OS)must be performed by reading/writing data
from/to specific system files. In addition to that, some interactions
are only possible on specific platforms, impairing the portability
of the software and demanding to the programmer the explicit
management of such situations.
In general, low-level architecturalmechanisms aremanaged via
an appropriate Application Programming Interface (API). However,
when the API is present, it usually does not provide a sufficiently
high abstraction level and therefore the integration of the APIs
from different tools may result in a time-consuming task. To better
clarify this limitation, consider the case of energy consumption
monitoring for a given application. On currently available multi-
core platforms, it is not possible to monitor each physical core
independently, but only groups of physical cores can bemonitored
(e.g., all the cores on the same CPU). Accordingly, the application
programmer should be able to decide onwhich CPU the application
should be executed, monitor its energy consumption and maybe
change the clock frequency of the CPU cores. Nevertheless, avail-
able energy monitoring APIs [11–14] do not usually interact with
other hardware mechanisms, thus only providing the possibility
to measure energy consumption. When all these operations need
to be performed at once, the user needs to convert data represen-
tation between all these tools and force them to work together.
Moreover, a standard requirement [15,16] is the possibility to
monitor and manage remote systems. However, this feature is not
available in most existing solutions.
We propose Mammut, an object-oriented, open-source C++
framework, that provides an high-level interface for the manage-
ment of hardware related mechanisms on local and remote Linux
systems. It aims to solve the issues mentioned earlier, by easing
application and software runtime system development. Mammut
provides an easy-to-use API to correlate and integrate data coming
from different architectural sources, hiding portability issues and
providing a homogeneous interface to the user. By usingMammut,
the programmer is relieved of the burden of dealing with the
details of the specific platform and tool, since these details are
handled transparently by the framework. Thanks to its modular
design and its open-source nature,Mammut can be easily extended
to add new features and mechanisms.Mammut targets multi-core
machines and has been successfully tested on different modern
Intel, ARM and PowerPC architectures.
The tool most similar to ours is probably Likwid [17]. However,
it is mostly focused on performance monitoring and does not
provide some of the mechanisms available inMammut (like cores
unplugging or processes management). It is mostly designed as a
set of tools to be used through a command line interface. Albeit an
API exists, it does not provide all the functionalities provided by
their command line tools. Moreover, by using likwid is not possible
to monitor remote machines. This last point is considered a key
feature for integrating remote energy-measurement functionality
and dynamic management of resources capabilities in modern
computing devices like the ones that are becoming increasingly
popular in the IoT and Fog computing systems [18]
2. Software description
Mammut is about 10 thousand lines of C++ code structured
as a set of modules, each of them managing a given set of func-
tionality. Currently, the followingmodules are available: Topology
(Section 2.2.1), Energy (Section 2.2.2), Cpufreq (Section 2.2.3) and
Task (Section 2.2.4).
Fig. 1. Mammut architecture.
2.1. Software architecture
The starting point is the Mammut object. The application pro-
grammer interacts with this object to obtain handles to the dif-
ferent available modules via a getInstance[ModuleName] call.
Indeed, since different implementations of the same module may
exist (e.g. one implementation for each supported architecture
or operating system), the Mammut object will provide the most
suitable implementation according to the underlying system. Each
module can provide its functionalities by a direct interaction with
the OS, with the hardware, with other modules or by exploiting
third-party libraries, as shown in Fig. 1. This allows Mammut to
expose a homogeneous interface to the application programmer
independently from the underlying system.
2.2. Modules architecture and functionalities
We now briefly describe the main structure of the modules
and their main functionalities. Some of the following features
(e.g., changing the clock frequency) can only be used by users with
privileged rights.
2.2.1. Topology module
Thismodule allows themanagement of the physical topology of
the underlying architecture. We organised the HW components in
a hierarchical way: CPUs, Physical Cores (i.e. the basic computation
unit of a CPU) andVirtual Cores.Virtual Cores represent the different
contexts of a Physical Core (e.g., Intel’s HyperThreading contexts).
Indeed, modern CPUs are usually able to provide multiple abstract
(virtual) cores for each physical core present on the CPU. Each
hardware component instance is represented by an object, which
can be used to retrieve its sub-components, to turn it off or to
get information about the specific version and capabilities of that
component. Moreover, Virtual Cores allows to explicitly manage
idle behaviour, i.e. the number of physical components that should
be turned off when that Virtual Core has no process to execute. This
is a commonly used feature to reduce the energy consumption of
applications [5].
2.2.2. Energy module
By using the energy module is possible to read the power
consumption of the system or, of some of its components. It is
possible to know which types of energy counters are available on
the system and to retrieve one of them by querying the module.
Each counter provides areset() call to set the cumulative counter
to 0 and a getJoules() call to retrieve the energy consumed
since the last reset() call. Each counter may provide additional
calls. For example, energy counters available on Intel SandyBridge,
IvyBridge and Haswell provide specific functions to read energy
consumption of each CPU, of the Physical Cores on the CPU, of the
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Table 1
Parameters controlled by the different mammut modules.
Module Topology Energy Frequency Task
Class CPU Physical Cores Virtual Cores Idle Level Counter Domain Process/Thread
Parameters
Identifier Identifier Identifier Name Energy (Entire Machine) Governor Priority
Utilisation Utilisation Utilisation Description Energy (CPU) Frequency Mapping to CPU/Cores
On/Off On/Off On/Off Enable/Disable Energy (OffCores) TurboBoost CPU Utilisation
Physical Cores Virtual Cores Idle Level Exit Latency Energy (DRAM Controller) Voltage Assembler Instructions Count
Virtual Cores Flags Time Energy (GPU)
Count
Consumed Power
DRAM (Dynamic Random Access Memory) controller, and of the
integrated graphic card. Thus, by combining information coming
from this module and from the Topology module it is possible to
monitor energy consumption of specific hardware components.
2.2.3. Cpufreq module
This module allows to read and change the frequency and the
governors of the CPU cores. The governors are algorithms used by
the OS to manage the clock frequency of the CPUs. If the user
needs to implement custom policies and does not want to rely on
those provided by the operating system, it is possible to change
the clock frequency manually. In general, it is not possible to
change the frequency of each core individually. For this reason,
we provide the concept of Domain, i.e. a set of Virtual Cores that
must run at the same frequency. Therefore, the user may read and
change the governor, the frequency or the voltage of a Domain.
Accordingly, by leveraging on the data provided by the Topology
module, is possible to knowwhich cores will be influenced by such
operations.
2.2.4. Task module
This module allows managing processes and threads running
on the system. For example, it is possible tomove threads between
Physical or Virtual cores, to change their priority or to read statistics
about their execution.
2.3. Controlled parameters
Table 1 shows, for each module, a list of exposed parameters.
The availability of such parameters depends on the specific archi-
tecture.
2.4. Remote management
To monitor a remote system, a mammut-server should run
on that system. From the client side, it is sufficient to specify the
address and the port on which the server is listening to when the
Mammut object is created. All the other calls and interactions do not
require anymodification. In this way, the user, by simply changing
a single line of code, can seamlessly reuse the code written for
local systemmanagement tomanage a remote one. This is possible
because the getInstance[ModuleName] call, in this case, will
return an object with the same interface of the one used for local
management but thatwill act as a client towards the remote server.
The interaction with the server is performed via libprotobuf 1
library. Note that this type of interaction can also beused toprovide
access to privileged features (e.g. changing clock frequency) to
users with non-privileged rights. For example, we could start a
mammut-serverwith privileged rights on a system and run a non-
privileged client on the same system to access privileged features.
For this reason, mammut-server can be executed with a limited
set of modules. We are planning to include a more fine-grained
capabilities control in the next versions of the library.
1 https://github.com/google/protobuf
3. Illustrative example
In the following code snippet, we provide a full running ex-
ample, showing how it is possible to leverage on the information
provided by the different modules to shutdown unneeded CPUs
(lines 19–23), move the application on a specific CPU (lines 25–2),
change its governor and frequency (lines 29–33) and read its power
consumption (lines 35–38).
To monitor remote systems, is sufficient to replace Mammut m
with Mammut m(new CommunicatorTcp(ipAddress, port))
where ipAddress is the address of the remote system and port
is the port on which the mammut-server is listening.
4. Results and comparison
To better understand the advantages of usingMammut, we im-
plemented the same code snippet by using standard tools provided
by the operating system and it was composed by almost 700 lines
of code (against the 40 ofMammut). Despite being a basic example,
this allowed us to estimate the advantages of Mammut and we
can expect this gap to significantly increase for scenarios using the
more complex features provided by Mammut. Moreover, modify-
ing such code for monitoring remote machines would introduce
additional complexity and would lack flexibility, since the seriali-
sation and transfer of the data should be explicitly implemented by
the user. On the other hand, to monitor a remote computing node
in Mammut only requires specifying the remote address during
the initialisation of the library. Mammut allows the application
programmer to focus on the concrete part of its application, min-
imising the effort required to monitor or control the computing
architecture. We compared the memory usage and execution time
of the Mammut API calls (using the demo applications provided)
with that of several command line tools (e.g. likwid, cpupower,
lstopo,turbostat andtaskset), showing the results in Table 2.
The first thing we can notice is that most tools are focused
on a single feature. On the other hand, the more general tools
(Mammut and likwid) have a slightly higher memory footprint
and execution time, since they need to address different problems
and user’s necessities. Mammut has a lower memory footprint
than likwid since it adopts a lazy initialization and when using a
single module only the data needed for that module is allocated.
However, in all the cases the memory footprint is in the order
of few hundreds of KiloBytes, since the different tools only need
to map some information already available on the filesystem or
provided by the operating system in internal data structures.
Differently from Mammut, likwid does not have any means to
monitor remote architectures. This is an important feature due to
the capillary diffusion of computing devices, like in IoT and Fog
systems. Moreover, Mammut provides a flexible API, that can be
used by the programmer to enhance his application by exploiting
information about the underlying architecture. On the contrary,
likwid was mainly designed for system administrators, since it
provides a set of tools to be used from a command line interface.
Despite an API has been later added to likwid, differently from
Mammut, it is not object oriented. Providing an object oriented
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abstraction is of paramount importance, since it captures a model
of the real world and leads to improvedmaintainability and under-
standability of the code written by the framework’s user [19].
5. Impact
Mammut eases the development and rapid prototyping of al-
gorithms and applications that need to operate on system’s knobs
or to monitor the system they are running on (or a remote one).
This allows the researchers to focus on the algorithm development
while the management of such data is performed in an intuitive
way by using the high-level API provided byMammut, shortening
the development time.
Mammut has been used by researchers to optimise power
consumption of parallel applications and to develop models for
the prediction of power consumption and performance of paral-
lel applications [8]. In this context, Mammut has been used to
operate on some system parameters (e.g., cores’ clock frequency
and number of active cores) and to correlate the effect of these
parameters on the observed power consumption. This led to the
design and development of efficient algorithms to dynamically
adapt application’s power consumption to the varying workload
conditions [20–22].Mammut also allowed researchers to improve
the energy efficiency of Data Stream Processing (DaSP) applications
by allowing the developers to easily increase or decrease the clock
frequency of the CPU [23]. Moreover, Mammut have been inte-
grated into theNornir framework.2 Nornir is a frameworkwhich
can be used to enforce specific constraints in terms of performance
and/or power consumption on parallel applications.More recently,
it has been used in the RePhrase EU H2020 project3 as low-level
runtime tool for collecting power consumption and other statistics
(e.g. intensity of memory accesses) of parallel applications [24].4
These information are used by the runtime system for deciding
which architecture is most suited to execute a specific parallel
application.Mammut has also been recently used to measure and
optimise power consumption of query processing in web search
engines [25]. Moreover, it has been used to evaluate power con-
sumption of parallel benchmarks for multicore architectures [26]5
2 https://github.com/DanieleDeSensi/nornir
3 http://rephrase-ict.eu/
4 http://rephrase-eu.weebly.com/uploads/3/1/0/9/31098995/d4-1.pdf
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Table 2
Execution time (in seconds) and memory footprint (in KiloBytes) comparison of different tools. N.A. = Not available (because the functionality is not provided by the tool).
Module/Functionality mammut likwid lstopo cpupower turbostat taskset
Read Energy 0.022 (2012 KB) 1.3 (11176 KB) N.A. N.A. 0.018 (776 KB) N.A.
Topology 0.011 (2004 KB) 0.055 (11128 KB) 0.046 (1664 KB) N.A. N.A. N.A.
CPU Frequency 0.029 (1784 KB) 0.232 (11088 KB) N.A. 0.008 (1004 KB) N.A. N.A.
Process/Thread 0.020 (2652 KB) 0.056 (11076 KB) N.A. N.A. N.A. 0.002 (680K)
and to properly allocate the benchmarks’ threads on the target
architecture. OCaml and C bindings ofMammut have been recently
implemented and released as open source6 by researchers at
University of Orleans.
Finally, Mammut has been selected as a power meter in the
parallel runtime framework FastFlow (version 2.1.3),7 which tar-
gets heterogeneous multi-cores platforms. In FastFlow, Mammut
provides information regarding power consumption of application
parallelized by using parallel patterns.
Given the short life of the project, the increasing interest it is
receiving from different research communities implies the need of
such a tool. Its simplicity and flexibility allows the users to exploit
Mammut in different contexts, helping the programmer in building
and optimising architecture-aware software.
6. Conclusions and future directions
By using Mammut, developers can easily access and modify
information provided by the hardware and OS through an intuitive
object-oriented interface, without dealing with portability issues
whenmoving their code on a different system.Moreover,Mammut
seamlessly allows the management of remote systems. We are
currently planning to extendMammutwith other modules for the
management of caches, memory, and Graphics Processing Units
(GPUs). In addition to that, we are considering the possibility to
support machines runningWindows operating systems.
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