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3Resumo
Estudamos o efeito da aperiodicidade na interac¸a˜o bilinear (de troca) do modelo de
Blume-Emery-Griffiths (BEG) na rede de Bethe, no limite de coordenac¸a˜o infinita. Foram
obtidos, numericamente, os diagramas de fases para o modelo uniforme ou puro e na
presenc¸a de aperiodicidade. Nesta aproximac¸a˜o, os diagramas podem exibir regio˜es de
coestabilidade de fases, transic¸o˜es cont´ınuas e pontos multicr´ıticos.
A aperiodicidade foi introduzida atrave´s de dois tipos de interac¸o˜es que seguem sequeˆn-
cias dadas por duas diferentes regras de substituic¸a˜o: duplicac¸a˜o de per´ıodo ( A → AB ,
B→ AA ) e triplicac¸a˜o de per´ıodo ( A→ABB , B→ AAA ). Para efeito comparativo obtivemos
tambe´m alguns diagramas de fases com interac¸o˜es perio´dicas entre os spins.
Os diagramas de fases obtidos para KJ maiores (5 e 3) teˆm configurac¸o˜es parecidas:
com uma regia˜o ferromagne´tica F, duas paramagne´ticas P1 e P2, e fases de coestabilidade
P1 +P2, F +P2, F +P2 +P1 e F +P1.
Para KJ menores (0, −0,15) teˆm-se uma u´nica fase paramagne´tica P, uma fase ferro-
magne´tica F e uma regia˜o de coestabilidade F +P.
Nos diagramas de fases obtidos para KJ =−0,5 obtemos uma regia˜o de coestabilidade
entre duas fases ferromagne´ticas F1 +F2 e um diagrama ine´dito com interac¸o˜es enfra-
quecidas (r = −0,8) em que surge uma regia˜o antiquadrupolar AQ inserida na regia˜o
ferromagne´tica F.
Para KJ =−1 obtivemos um outro diagrama de fases ine´dito com fases ferromagne´tica
F, paramagne´tica P, antiquadrupolar AQ e regio˜es de coestabilidade entre as configurac¸o˜es
ferromagne´tica e antiquadrupolar (F +AQ) e ferrimagne´tica e antiquadrupolar (FI+AQ).
Ja´ os diagramas de fases obtidos para KJ = (−1,5, −3,0 e −3,5) diferem pelas suas
formas mas possuem praticamente a mesma configurac¸a˜o: fases ferromagne´tica F , para-
magne´tica P, antiquadrupolar AQ, ferrimagne´tica FI e regio˜es de coestabilidade F +AQ e
FI +AQ.
4Abstract
We study the effect of aperiodicity in the bilinear interaction of the Blume-Emery-
Griffiths (BEG) model on a Bethe lattice, at the infinite-coordination limit. We obtained
the phase diagrams of the uniform model (without aperiodicity), with phase co-stability
regions, continuous transitions and multicritical points.
The aperiodicity was introduced by two kinds of interaction which follow sequences
given by two different substitution rules: period doubling ( A → AB , B → AA ) and period
tripling ( A → ABB , B → AAA ). Periodic sequence was being utilized at some cases to
compare with aperiodic sequences.
The phase diagrams obtained for bigger values of KJ = (5 and 3) are similar: they have
one ferromagnetic region F, two paramagnetic phases P1 and P2, and co-stability regions
P1 +P2, F +P2, F +P2 +P1 and F +P1.
For KJ = 0 or −0,15; we obtained phase diagrams with only one paramagnetic phase
P, one ferromagnetic F and one co-stability region F +P.
In the case KJ =−0,5 we obtained phase diagrams with one co-stability region F1 +F2
and a new diagram obtained for weaker interactions (r =−0,8), with an antiquadrupolar
region AQ inside the ferromagnetic phase F.
We obtained another new phase diagram to KJ = −1 with a ferromagnetic phase F,
paramagnetic P, antiquadrupolar AQ and co-stability regions F +AQ and FI +AQ (ferri-
magnetic + antiquadrupolar).
The phase diagrams obtained for KJ = (−1,5, −3,0 e −3,5) have almost the same con-
figuration: a ferromagnetic phase F, paramagnetic P, antiquadrupolar AQ, ferrimagnetic
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81 Introduc¸a˜o
1.1 Motivac¸a˜o
A motivac¸a˜o deste trabalho reside no fato de, em geral, sistemas f´ısicos reais apre-
sentarem algum tipo de impureza ou desordem entre seus a´tomos. Esta desordem pode
modificar as propriedades f´ısicas de um sistema e os efeitos podem ser particularmente
significativos nas proximidades de singularidades, como por exemplo, em pontos de transi-
c¸a˜o de fases. Em alguns casos, tais perturbac¸o˜es podem alterar a classe de universalidade
das transic¸o˜es de fases de segunda ordem. Ale´m disto, muitos dos dispositivos produzidos
pelo homem apresentam algum n´ıvel de impureza, ou mesmo defeitos estruturais, como
por exemplo, em dispositivos magne´ticos de armazenamento de dados.
Soma-se a isto o desenvolvimento de tecnologias de crescimento de ligas [1] [2], que
torna poss´ıvel a construc¸a˜o de materiais formados por 2 ou mais a´tomos em camadas
compostas por sequeˆncias previamente estabelecidas.
A Fig. 1.1 representa um certo material formado por camadas aperio´dicas de dois
tipos diferentes de a´tomos.




Nosso interesse e´ estudar os efeitos de desordem nas interac¸o˜es de troca do modelo
de Blume-Emery-Griffiths na rede de Bethe, no limite de coordenac¸a˜o infinita. A ge-
ometria desta rede permite a execuc¸a˜o de ca´lculos exatos, ale´m de representar bem o
comportamento de sistemas de alta dimensionalidade (em alguns casos, ate´ mesmo o
comportamento de sistemas bidimensionais).
A desordem e´ inserida no sistema por meio de sequeˆncias aperio´dicas previamente
definidas e associadas a`s interac¸o˜es de troca do modelo. Os poss´ıveis efeitos ocasionados
por tais desordens aperio´dicas seriam verificados nos diagramas de fases obtidos numeri-
camente e comparados com aqueles obtidos por Hoston e Berker [3] para campo me´dio.
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2 Sequeˆncias Aperio´dicas
Neste cap´ıtulo, definiremos as sequeˆncias aperio´dicas determin´ısticas obtidas por re-
gras de substituic¸a˜o e apresentaremos as matrizes de substituic¸a˜o associadas a cada uma
dessas sequeˆncias. O estudo dessas matrizes nos dara´ importantes informac¸o˜es de cada
sequeˆncia aperio´dica, tais como a proporc¸a˜o de cada letra na sequeˆncia e a flutuac¸a˜o
associada ao grau de aperiodicidade, entre outras.
As sequeˆncias aperio´dicas sa˜o uma ferramenta importante para se introduzir inomoge-
neidade determin´ıstica nas interac¸o˜es de modelos magne´ticos como o BEG. Na abordagem
do modelo BEG na rede de Bethe sa˜o necessa´rias sequeˆncias longas para se chegar a` ter-
modinaˆmica do modelo, uma vez que o resultado converge para um nu´mero grande de
iterac¸o˜es. Em abordagens do modelo BEG em redes regulares finitas, sa˜o necessa´rias va´-
rias configurac¸o˜es de sequeˆncias aperio´dicas e a determinac¸a˜o do comportamento me´dio
delas, para se chegar a` termodinaˆmica do modelo.
2.1 Definic¸a˜o
As sequeˆncias aperio´dicas sa˜o estruturas formadas por um conjunto de elementos
ordenados (letras) α1α2α3 . . .αn, constru´ıdas a partir de um alfabeto A , onde α j ∈
A , ∀ j ∈ IN. Tais sequeˆncias sa˜o denominadas aperio´dicas quando na˜o forem formadas
por subsequeˆncias que se repetem periodicamente.
Dentre os diversos me´todos de se obter sequeˆncias aperio´dicas determin´ısticas, traba-
lharemos com a regra de substituic¸a˜o que representaremos pela letra ζ . Podemos obter
uma sequeˆncia aperio´dica ta˜o grande quanto quisermos aplicando n vezes essa regra em
uma semente α ∈ A como mostrado a seguir:
n vezes︷ ︸︸ ︷
(. . .(ζ (ζ (ζ (α)))) . . .)≡ ζ n (α) .
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2.2 Matriz de substituic¸a˜o
Considerando um alfabeto A com duas letras, por exemplo, A e B, podemos definir
uma regra de substituic¸a˜o ζ :
ζ (A)→ AγBδ ,
ζ (B)→ AµBν . (2.1)
Consideremos ainda γ = δ = µ = 1 e ν = 0, obtendo assim:
ζ (A)→ AB ,
ζ (B)→ A . (2.2)
Ao aplicarmos duas vezes a regra ζ em uma semente, por exemplo A, obtemos:
ζ 2(A) = ζ (ζ (A)) = ζ (AB)≡ ζ (A)ζ (B) = ABA. (2.3)
Assim, se continuarmos sucessivamente aplicando a regra ζ obtemos a sequeˆncia:
ζ 3(A) = ζ (ζ 2(A)) = ζ (A)ζ (B)ζ (A)→ ABAAB.
ζ 4(A) = ζ (A)ζ (B)ζ (A)ζ (A)ζ (B)→ ABAABABA.
...
(2.4)
Analisando as sequeˆncias criadas anteriormente percebemos a seguinte caracter´ıstica:
ζ k(A) = ζ k−1(A)ζ k−2(A). (2.5)
Para calcularmos a proporc¸a˜o das letras na sequeˆncia apo´s sucessivas aplicac¸o˜es da




nα1ζ (α1) nα1ζ (α2) . . .






onde α j ∈ A , ∀ j ∈ IN e nα jζ (αi) representa o nu´mero de letras α j que aparecem na
aplicac¸a˜o da regra ζ na letra αi.
Considerando o alfabeto limitado a duas letras A = {A,B} a equac¸a˜o (2.6) se trans-
forma em:
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M =
(
nAζ (A) nAζ (B)
nBζ (A) nBζ (B)
)
. (2.7)
E assim, utilizando o exemplo dado anteriormente na expressa˜o (2.1), a matriz de







Queremos agora obter uma relac¸a˜o entre o nu´mero de letras A e B de sucessivas
aplicac¸o˜es de uma regra de substituic¸a˜o. Para isso, utilizamos a matriz de substituic¸a˜o






















O nu´mero de letras A e B pode ser obtido atrave´s das entradas dos vetores vistos na
equac¸a˜o (2.10). Estes vetores por sua vez, podem ser representados por uma combinac¸a˜o





= c1u1 + c2u2, (2.11)
Escolhendo os vetores u1 e u2 como sendo os autovetores associados ao maior e o





= λ k1 c1u1 +λ k2 c2u2 , (2.12)
onde λ1 e´ o maior autovalor e λ2 o menor.
Podemos obter o nu´mero de letras N apo´s k+1 substituic¸o˜es simplesmente somando
as componentes da equac¸a˜o (2.12):
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N = nAζ k+1(α)+nBζ k+1(α) = λ k1 c1(u11 +u12)+λ k2 c2(u21 +u22), (2.13)
sendo ui j a componente j do autovetor i.
Ale´m de representarmos o crescimento da sequeˆncia atrave´s dos autovetores e autova-
lores podemos tambe´m escrever a frac¸a˜o de letras A e B na sequeˆncia no limite de infinitas














λ k1 c1u11 +λ k2 c2u21




λ k1 c1u12 +λ k2 c2u22
λ k1 c1(u11 +u12)+λ k2 c2(u21 +u22)
. (2.17)










Nas sec¸o˜es anteriores obtivemos grandezas que nos permitem definir o expoente de flu-
tuac¸a˜o ω que, no contexto do crite´rio de Harris-Luck [4][5], e´ determinante para mudanc¸as
do comportamento cr´ıtico de um sistema.
Vamos definir a flutuac¸a˜o de letras A como
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g = |nAζ k+1(α)−PAN| (2.20)
Desta forma a flutuac¸a˜o medira´ a diferenc¸a entre o nu´mero de letras A obtidas a partir
de k substituic¸o˜es e o nu´mero assimpto´tico de letras A da sequeˆncia, PAN.
Escrevendo a flutuac¸a˜o em termos de uma lei de poteˆncia
g ∝ Nω , (2.21)
podemos relacionar o expoente ω com os autovalores da matriz de substituic¸a˜o de uma
sequeˆncia no limite assimpto´tico de k≫ 1, substituindo as equac¸o˜es (2.13), (2.17) e (2.20)




]∣∣∣∣= [λ k1 c1(u11 +u12)+λ k2 c2(u21 +u22)]ω ,





]∣∣∣∣= [λ k1 c1(u11 +u12)]ω . (2.22)
Tomando o logaritmo em ambos os lados da (2.22)





]∣∣∣∣= ωk lnλ1 +ω lnc1(u11 +u12) (2.23)






Apresentaremos agora alguns exemplos de sequeˆncias aperio´dicas obtidas por regras
de substituic¸a˜o.
• Fibonacci
A sequeˆncia obtida na n-e´sima aplicac¸a˜o desta regra de substituic¸a˜o e´ igual a soma
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das duas sequeˆncias imediatamente anteriores, como pode ser verificado na equac¸a˜o
(2.4). Sua regra de substituic¸a˜o e´ dada por:
ζ (A)→ AB,
ζ (B)→ A. (2.25)







• Duplicac¸a˜o de per´ıodo
O nome desta regra de substituic¸a˜o vem do fato de que a cada aplicac¸a˜o dobra-se o
tamanho da sequeˆncia. Tal regra consiste em:
ζ (A)→ AB,
ζ (B)→ AA. (2.26)







• Triplicac¸a˜o de per´ıodo
Neste caso a cada aplicac¸a˜o da regra de substituic¸a˜o triplica-se o tamanho da sequeˆn-
cia.
ζ (A)→ ABB,
ζ (B)→ AAA. (2.27)







Somente as duas u´ltimas regras apresentadas, duplicac¸a˜o e triplicac¸a˜o de per´ıodo
foram utilizadas pos no´s no presente trabalho.
Outra sequeˆncia estudada, conhecida como sequeˆncia de Rudin-Shapiro, necessita de












1 0 1 0
0 0 1 1
1 1 0 0
0 1 0 1

 .
Podemos agrupar as caracter´ısticas da matrizes citadas na tabela a seguir:











Duplicac¸a˜o de per´ıodo 2 −1 23 0






Tabela 1: Paraˆmetros caracter´ısticos das sequeˆncias aperio´dicas citadas.
1Rudin-Shapiro de duas letras, onde C = A e D = B (apo´s formada a sequeˆncia); λ1 e λ2 sa˜o os dois
maiores autovalores.
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Ainda que o ca´lculo dos expoentes cr´ıticos na˜o seja o objetivo deste trabalho cita-
mos que estas diferentes sequeˆncias sa˜o responsa´veis por va´rios fenoˆmenos observados na
criticalidade dos modelos em mecaˆnica estat´ıstica. Entre estes fenoˆmenos, chamamos a
atenc¸a˜o para uma mudanc¸a do tipo de lei de escala de grandezas termodinaˆmicas na cri-
ticalidade: ao inve´s da t´ıpica lei de poteˆncia, observa-se um comportamento chamado de
log-perio´dico para algumas sequeˆncias. Isto pode ser explicado a partir de argumentos de
grupo de renormalizac¸a˜o exato [6]. Este fenoˆmeno esta´ intimamente ligado a` maneira na
qual estas sequeˆncias crescem a cada aplicac¸a˜o das suas respectivas regras de substituic¸a˜o.
Note que, como ja´ foi comentado, na˜o aplicaremos o crite´rio de Harris-Luck [5] na
rede de Bethe. Entretanto, interpretaremos os valores do expoente ω mostrados na Tab.
1, como uma indicac¸a˜o de que a flutuac¸a˜o cresce quando se vai da sequeˆncia de Fibonacci
para a de duplicac¸a˜o de per´ıodo e desta para a de Rudin-Shaphiro.
O crite´rio de Harris-Luck classifica as perturbac¸o˜es causadas por inomogeneidades nas
interac¸o˜es de um sistema em relevante, irrelevante ou marginal. A perturbac¸a˜o e´ relevante
se modificar a classe de universalidade dos expoentes cr´ıticos deste sistema; irrelevante
quando na˜o e marginal quando a aperiodicidade leva a um comportamento na˜o universal,
com alguns expoentes podendo variar continuamente com a amplitude da perturbac¸a˜o[7].
De acordo com este crite´rio, a relevaˆncia de uma dada sequeˆncia aperio´dica esta´ ligada
ao expoente φ dado por:
Φ = 1−daν0(1−ω). (2.29)
onde da e´ a dimensa˜o da rede na qual a aperiodicidade esta´ atuando, ν0 e´ o expoente
cr´ıtico do comprimento de correlac¸a˜o do modelo puro e ω e´ o expoente de flutuac¸a˜o.
A perturbac¸a˜o e´ relevante quando o expoente Φ > 0, e´ irrelevante quando Φ < 0 e
marginal quando Φ = 0.
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3 Rede de Bethe
Apresentaremos aqui a definic¸a˜o da rede de Bethe com algumas de suas caracter´ısti-
cas e a formulac¸a˜o do modelo de Blume-Emery-Griffiths (BEG) [8] com interac¸a˜o entre
primeiros vizinhos na rede de Bethe. Abordaremos ainda a aproximac¸a˜o de Bethe e o
ca´lculo da temperatura cr´ıtica do ferromagneto, nesta aproximac¸a˜o.
3.1 Definic¸a˜o
Considere o grafo constru´ıdo da seguinte maneira: comece com um ponto central
0 e adicione z pontos, todos conectados a 0. Nomeie este primeiro grupo de z pontos
de camada 1. Agora crie a camada 2, tomando cada ponto na camada 1 e conectando
z−1 novos pontos a ele. Procedendo iterativamente desta maneira, construa as camadas
3,4, ...n. Isto resultara´ num grafo ana´logo ao mostrado na Fig. 3.1:
Figura 3.1: A´rvore de Cayley com nu´mero de coordenac¸a˜o z = 3 e 4 camadas.
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No´s chamaremos os pontos na camada n de pontos de borda. Eles sa˜o especiais pois cada
um deles tem somente 1 vizinho, enquanto que todos os outros pontos interiores teˆm z
vizinhos. Tal grafo na˜o conte´m circuitos fechados e e´ conhecido como a´rvore de Cayley.
Do nosso ponto de vista isto pode ser pensado como uma “rede” regular com nu´mero de
coordenac¸a˜o z, isto e´, z vizinhos por s´ıtio, ignorando-se os s´ıtios de borda.
Normalmente a raza˜o entre o nu´mero de s´ıtios de borda e o nu´mero de s´ıtios no interior
de uma rede regular e´ desprez´ıvel no limite termodinaˆmico de um sistema grande. Aqui
na˜o, pois ambos os nu´meros crescem exponencialmente com (z− 1)n. Para superar este
problema consideremos somente propriedades locais de s´ıtios profundamente localizados
no grafo, isto e´, infinitamente distante da borda no limite n → ∞. Tais s´ıtios sa˜o todos
equivalentes, com nu´mero de coordenac¸a˜o z. Assim, as grandezas calculadas nos s´ıtios
com estas caracter´ısticas sa˜o grandezas calculadas na rede de Bethe.
Colocando de outra maneira, se no´s construirmos um modelo BEG numa a´rvore de
Cayley completa, a func¸a˜o de partic¸a˜o Z conteria contribuic¸o˜es dos s´ıtios profundamente
localizados no grafo e dos s´ıtios de borda. A contribuic¸a˜o destes u´ltimos na˜o e´ negligen-
cia´vel, principalmente no limite termodinaˆmico. Em vez disso, consideraremos somente a
contribuic¸a˜o em Z dos s´ıtios profundamente localizados no grafo, isto e´, aqueles da rede
de Bethe [9].
3.2 Dimensionalidade
Considere qualquer rede regular e fac¸a m1 ser o nu´mero de primeiros vizinhos por
s´ıtio, m2 o nu´mero de segundos vizinhos, m3 o nu´mero de terceiros vizinhos, etc. Assim
cn = 1+m1 +m2 +m3 + ...+mn e´ o nu´mero de s´ıtios com n passos de um dado s´ıtio. Para






onde d e´ a dimensionalidade da rede.
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A relac¸a˜o 3.2 e´ tambe´m verdadeira para todas as redes regulares de duas e treˆs dimen-
so˜es e pode ser cosiderada como uma definic¸a˜o de dimensionalidade d. Agora retornando a

















lnn = ∞. (3.4)
Portanto, neste sentido, a rede de Bethe e´ de dimensa˜o infinita.
3.3 Relac¸o˜es de recorreˆncia
Apresentaremos agora os ca´lculos do modelo BEG na rede de Bethe, com interac¸o˜es
entre primeiro vizinhos, para chegarmos a`s relac¸o˜es de recorreˆncia da magnetizac¸a˜o e do
momento de quadrupolo parciais que foram utilizadas para a obtenc¸a˜o dos diagramas de
fases apresentados no Cap. 5.












onde {s} indica que a soma e´ realizada sobre todos os microestados poss´ıveis, β = 1kBT , kB
e´ a constante de Boltzmann e T a temperatura absoluta.














onde si, j = 0,±1 e 〈i, j〉 indica que a soma e´ realizada sobre todos os s´ıtios primeiros
vizinhos. Consideremos a rede de Bethe cujo spin central e´ nomeado de camada n+ 1,
os primeiros vizinhos ligados a ele de camada n, a pro´xima camada de n− 1 e assim
sucessivamente como podemos ver na Fig. 3.2.
Para facilitar o ca´lculo da func¸a˜o de partic¸a˜o definiremos as func¸o˜es de partic¸a˜o par-
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Considerando o spin central si = 0 e a hamiltoniana do sistema ,vemos que sua contribuic¸a˜o
e´ neutra (igual a 1 pois e0 = 1). Sendo assim obtemos a primeira relac¸a˜o de recorreˆncia















Calcularemos a seguir a contribuic¸a˜o que envolve as interac¸o˜es do spin central com o
campo cristalino e com os seus primeiros vizinhos s j, que sa˜o as extremidades dos z ramos
da rede de Bethe, conectados ao spin central.
Esse termo e´ dado por:
Zsc,s j = e
β (Jscs j+Ksc2s j2−Dsc2) (3.9)
Seja o spin central sc = 1. Analisando cada uma das treˆs possibilidades de seus vizinhos
s j, chegamos a:
Zsc=1,s j=1 = e
β (J+K−D) (3.10)
Zsc=1,s j=0 = e
−βD (3.11)
Zsc=1,s j=−1 = e
β (−J+K−D) (3.12)
3.3 Relac¸o˜es de recorreˆncia 22





−βD [eβ (J+K)Z (+)n +Z (0)n + eβ (−J+K)Z (−)n ]z . (3.13)
Analogamente, se o spin central for sc =−1, teremos:
Zsc=−1,s j=1 = e
β (−J+K−D) (3.14)
Zsc=−1,s j=0 = e
−βD (3.15)
Zsc=−1,s j=−1 = e
β (J+K−D) (3.16)





−βD [eβ (−J+K)Z (+)n +Z (0)n + eβ (J+K)Z (−)n ]z . (3.17)
Considerando os z primeiros vizinhos: Levando-se em conta que a partir da camada n
computa-se (z−1) primeiros vizinhos e que tal diferenc¸a se anula no limite de cordena-


















−βD [e(±βJ+βK)Z (+)n +Z (0)n + e(∓βJ+βK)Z (−)n ](z−1) , (3.19)
onde Z
(+)
n+1 refere-se aos sinais superiores e Z
(−)
n+1 aos sinais inferiores em ± e ∓.














onde mn+1 refere-se ao sinal − e qn+1 ao + do numerador.









































Substituindo as equac¸o˜es 3.18, 3.19 em 3.20 e utilizando as equac¸o˜es acima, obtemos:
mn+1,qn+1 =
Rn∓Qn
Rn +1+Qn , (3.24)
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que e´ a definic¸a˜o dada em 3.20 e onde mn+1 refere-se ao sinal − e qn+1 ao + do numerador
em ∓. Analisaremos agora as equac¸o˜es Rn e Qn no limite de coordenac¸a˜o infinita (z→ ∞,
J → 0, K → 0, zK, zJ →valores fixos).
Da equac¸a˜o 3.25 podemos facilmente chegar a:
Rn,Qn = e−βD
{
1−qn + eβK [qn cosh(βJ)±mn sinh(βJ)]
}(z−1)
, (3.34)
onde a equac¸a˜o de Rn considera o sinal + e a de Qn o − em ±.
Tomando a expansa˜o em Taylor dos termos da equac¸a˜o anterior temos:
eβK ≈ 1+βK +O[(βK)2]+ · · · , (3.35)
cosh(βJ)≈ 1+O[(βJ)2]+ · · · , (3.36)
senh(βJ)≈ βJ +O[(βJ)3]+ · · · , (3.37)
Rn,Qn ≈ e−βD {1−qn +(1+βK) [qn±mnβJ]}z . (3.38)
Rn,Qn ≈ e−βD
(
1−qn +qn±mnβJ +qnβK±mnβ 2JK)z . (3.39)
Como J,K → 0, JK tem O2 portanto podemos desprezar o termo mnβ 2JK. Assim:
Rn,Qn ≈ e−βD [1+β (qnK±mnJ)]z , (3.40)
onde a equac¸a˜o de Rn considera o sinal + e a de Qn o − em ±.
Fazendo a seguinte alterac¸a˜o de varia´veis: d = DzJ , t =
1
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β zJ (qn KJ ±mn) → ∞. (3.43)
















≈ e−dt e qnk±mnt ≈ e−d+qnk±mnt , (3.45)
onde a equac¸a˜o de Rn considera o sinal + e a de Qn o − em ±.


































onde mn+1 refere-se ao sinal − e qn+1 ao + do numerador em ∓. Finalmente, rearranjando













onde d = DzJ , t =
1
β zJ e k =
K
J .
3.4 Aproximac¸a˜o de Campo Me´dio
Va´rios me´todos de aproximac¸a˜o foram largamente utilizados por muitos anos antes de
qualquer resultado exato em modelos bidimensionais se tornarem dispon´ıveis. A aproxi-
mac¸a˜o mais simples, conhecida como de ordem zero, foi utilizada por Bragg e Williams [10]
no tratamento de transic¸o˜es ordem-desordem em ligas. Foi introduzido a´ı pela primeira
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vez o conceito de ordem de longo alcance e com um ferramental matema´tico relativamente
simples conseguiu se mostrar as caracter´ısticas principais dos resultados experimentais.
A temperatura de Curie foi caracterizada pelo desaparecimento do ordenamento de
longo alcance e associada a` singularidade do calor espec´ıfico. A forma da singularidade
prevista na˜o estava totalmente de acordo com o experimento principalmente pela queda
do calor espec´ıfico a zero acima da temperatura de Curie.
Em 1935 Bethe introduziu uma melhora desta aproximac¸a˜o, usualmente conhecida
como de primeira ordem, contabilizando o ordenamento de curto alcance assim como o
de longo alcance. A curva do calor espec´ıfico derivada dessa aproximac¸a˜o na˜o vai a zero
acima da temperatura de Curie e sim ha´ um pequeno prolongamento, ficando assim mais
pro´ximo do resultado experimental.
3.4.1 Aproximac¸a˜o de campo me´dio do tipo Curie-Weiss
A primeira tentativa de calcular em detalhe as propriedades de um ferromagneto
foi feita em 1907 por Pierre Weiss [11] que postulou a existeˆncia de um grande “campo
efetivo”. Usando esta hipo´tese Weiss conseguiu reproduzir as mais importantes caracte-
r´ısticas f´ısicas de um magneto: a existeˆncia da temperatura de Curie, com magnetizac¸a˜o
expontaˆnea abaixo desta temperatura e a forma da curva da susceptibilidade magne´tica
acima da temperatura de Curie. Entretanto a origem do campo interno na˜o foi discutida
em detalhe e assim uma formulac¸a˜o estat´ıstica em termos das interac¸o˜es atoˆmicas na˜o foi
poss´ıvel. Em 1925 Ising tentou chegar a tal formulac¸a˜o embora a forma da interac¸a˜o que
ele tomou foi um tanto quanto emp´ırica. Em 1928 Heisenberg deu um tratamento quaˆn-
tico das forc¸as atoˆmicas e devido a isso explicou claramente a origem do campo interno.
Ele mostrou em uma primeira aproximac¸a˜o que a interac¸a˜o atoˆmica e´ proporcional ao
produto escalar dos vetores operadores de spin dos a´tomos em questa˜o.
Tanto no modelo de Ising como no de Heisenberg e´ correto afirmar que qualquer
a´tomo da rede esta´ submetido a um campo interno proveniente das interac¸o˜es com a´tomos
vizinhos. O campo entretanto na˜o e´ estaciona´rio e sim flutuante assim como os a´tomos
vizinhos alternando suas orientac¸o˜es. A teoria de Weiss ou de campo me´dio equivale a
trocar este campo flutuante pelo seu valor me´dio, e nos referimos a uma aproximac¸a˜o
deste tipo como de ordem zero desde que suas propriedades na˜o dependam de nenhum
modo de detalhes da estrutura da rede. Espera-se que esta estrutura torne-se cada vez
melhor com o aumento do nu´mero de vizinhos interagindo com um dado a´tomo, portanto
diminuindo a importaˆncia das flutuac¸o˜es.
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3.4.2 Aproximac¸a˜o de Bethe
A aproximac¸a˜o de Bethe [12] calcula exatamente a interac¸a˜o de um dado spin com
seus primeiros vizinhos e usa a aproximac¸a˜o de campo me´dio para calcular as interac¸o˜es
entre esses vizinhos e os outros spins da rede. Tomemos como exemplo a rede parcialmente
representada pela Fig. 3.3, que e´ uma aproximac¸a˜o do modelo de Ising na rede quadrada










onde σ =±1, σ0 e´ o spin central, H e´ o campo magne´tico externo que atua no spin central




Figura 3.3: Cluster com spin central e seus q primeiros vizinhos na aproximac¸a˜o de Bethe.
A func¸a˜o de partic¸a˜o deste cluster elementar e´ dada por:
Zq = µ−1/2(µ−q/21 z−q/2 +C1µ
−q/2+1
1 z




−q/2+1 +C2µq/2−21 z−q/2+2 + ...)
= µ−1/2(µ−1/21 z−1/2 +µ
1/2
1 z




onde µ = e(−2mH/kT ), µ1 = e(−2mH1/kT ), z = e(−2J/kT ). O campo me´dio H1 e´ determinado
pela condic¸a˜o de consisteˆncia em que a probabilidade de um spin apontar para cima ou
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para baixo e´ a mesma para o spin central ou para qualquer outro spin. Assim:






Aplicando 3.52 em 3.51 e apo´s algumas simplificac¸o˜es temos:
µ1
µ =




Na auseˆncia de um campo magne´tico (µ = 1), H1 = 0 e´ sempre soluc¸a˜o. Para descobrir




A Fig. 3.4 apresenta a forma de tanh(η/q−1)/ tanhη que vai de 1/(q−1) para η = 0
e tende a 1 para η = ∞. Portanto, para qualquer temperatura T satisfazendo:
tanh(J/kT) < 1/(q−1) (3.55)
na˜o ha´ soluc¸a˜o diferente de zero para H1. Para todas as outras temperaturas as soluc¸o˜es
de H1 diferentes de zero sa˜o dadas pela intersecc¸a˜o da curva na Fig. 3.4 com a linha
y = tanh(J/kT). Assim, a tempertatura de Curie e´ dada por:
tanh(J/kTc) = 1/(q−1), kTc/qJ =− 2/qln(1−2/q) (3.56)
que e´ o mesmo resultado encontrado para o ferromagneto de Ising da rede de Bethe [13].
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Figura 3.4: Condic¸a˜o de existeˆncia da magnetizac¸a˜o espontaˆnea na aproximac¸a˜o de Bethe.
Quando tanh(J/kT) < 1/(q− 1) na˜o ha´ soluc¸a˜o na˜o nula para η; quando tanh(J/kT) >
1/(q−1) tem-se a soluc¸a˜o na˜o nula (η = mH1kT ).
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4 Aproximac¸a˜o de Campo Me´dio
para o modelo de
Blume-Emery-Griffiths
4.1 Introduc¸a˜o
Nossa intenc¸a˜o neste cap´ıtulo e´ apresentar os diagramas de fases multicr´ıticos obtidos
por Hoston e Berker [3] para o modelo de Blume-Emery-Griffiths (BEG) (com acoplamento
biquadra´tico repulsivo e interac¸a˜o entre primeiros vizinhos) na aproximac¸a˜o de campo
me´dio, utilizando a desigualdade de Bogoliubov [14]
O modelo BEG [8] [15] e´ a maior generalizac¸a˜o poss´ıvel do modelo de Ising de spin 1,
com interac¸a˜o entre primeiros vizinhos e simetria de inversa˜o, com hamiltoniana
−βH = J ∑
〈i, j〉







composta, respectivamente, pela interac¸a˜o bilinear J, interac¸a˜o biquadra´tica K e termo
de campo cristalino ∆. Na equac¸a˜o 4.1, os spins si = 0,±1 esta˜o em cada s´ıtio i da rede,
tendo cada um z vizinhos mais pro´ximos e 〈i, j〉 representa a soma sobre todos os pares
de primeiros vizinhos.
O estudo apresentado e´ uma teoria de campo me´dio, baseado na desigualdade de
Gibbs para a energia livre [16],
F ≤ TrρH +β−1Trρ lnρ , (4.2)
onde ρ e´ qualquer matriz densidade aceita´vel (isto e´, Hermitiana, na˜o negativa e norma-
lizada). O lado direito da inequac¸a˜o e´ minimizado para a mais geral matriz densidade
que e´ fatorada em matrizes densidade de s´ıtio u´nico, permitindo a quebra de simetria de
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sub-rede. As fases resultantes sa˜o caracterizadas por quatro paraˆmetros de ordem:
MA = 〈si〉A, MB = 〈si〉B, QA = 〈si2〉A, QB = 〈si2〉B, (4.3)
onde A e B referem-se as duas sub-redes (tais distinc¸o˜es somente aparecera˜o quando a
simetria de sub-rede for quebrada). E´ esperada que a teoria cla´ssica de campo me´dio
seja va´lida em altas dimenso˜es, ou, pelo menos, seja uma boa aproximac¸a˜o. De conexo˜es
feitas com o modelo de Potts antiferromagne´tico de 3 estados, veremos adiante que novas
estruturas multicr´ıticas devem ocorrer em treˆs dimenso˜es (d = 3).
4.2 Diagramas de fases
Reproduziremos aqui os diagramas de fases (Figs. 4.1 a 4.9) [3] obtidos no espac¸o
( TzJ ) versus o potencial qu´ımico (
∆
zJ ), para diferentes valores de
K
J e lembramos que, para
uma maior comodidade do leitor, alguns destes diagramas sera˜o reapresentados no Cap.
5. Na Fig. 4.1, KJ = 5, vemos que a linha cr´ıtica termina num ponto cr´ıtico terminal E,
sobre uma linha de transic¸a˜o de primeira ordem, que, por sua vez, termina num ponto
cr´ıtico C. A fase ferromagne´tica f e´ caracterizada pela magnetizac¸a˜o MA = MB 6= 0. A fase
desordenada d exibe configurac¸o˜es densa e dilu´ıda, coexistindo no segmento de maiores
temperaturas da linha de transic¸a˜o de primeira ordem.




J = 5. A linha de primeira ordem
(tracejada) termina no ponto cr´ıtico C e a linha cr´ıtica (cont´ınua) termina no ponto cr´ıtico
terminal E. A fase ferromagne´tica f e´ caracterizada por MA = MB 6= 0 e a desordenada d
apresenta magnetizac¸a˜o nula.
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A Fig. 4.2 apresenta o diagrama de fases para KJ = 3, onde temos um ponto tricr´ıtico
T no encontro da linha cr´ıtica com uma transic¸a˜o de primeira ordem. Ocorre tambe´m um
ponto triplo R e um ponto cr´ıtico C.




J = 3, com um ponto tricr´ıtico (T ), um
triplo (R) e outro cr´ıtico (C).
Ja´ na Fig. 4.3, no diagrama de fases para KJ = 0, temos somente o encontro da
linha cr´ıtica com a linha de transic¸a˜o de primeira ordem num ponto tricr´ıtico T , ambas
separando a fase ferromagne´tica da desordenada.




J = 0. Ponto tricr´ıtico T no encontro
entre a linha cr´ıtica e a transic¸a˜o de primeira ordem.
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Os pro´ximos seis diagramas de fases foram obtidos para valores negativos da constante
K
J . O diagrama de fases tricr´ıtico desenvolve uma topologia de reentraˆncia dupla, como
vemos na Fig. 4.4 para KJ =−0,15. Ao baixar a temperatura mantendo constante o campo
cristalino, uma sequeˆncia desordenada-ferromagne´tica-desordenada-ferromagne´tica de fa-
ses foi encontrada. Esta topologia termina em um ponto de quarta ordem, ocorrendo no









J =−0,15, com uma reentraˆncia dupla
pro´xima ao ponto tricr´ıtico T .




J =−0,5, com um ponto cr´ıtico terminal
E ′ e um ponto cr´ıtico C′ inserido na fase ferromagne´tica.





J >−1 (Fig. 4.5) ocorre um ponto cr´ıtico terminal E ′ e, inserida na
fase ferromagne´tica, um segmento da linha de transic¸a˜o de primeira ordem, terminando
num ponto cr´ıtico C′. Assim, neste caso, a fase ferromagne´tica exibe configurac¸o˜es coexis-
tindo no segmento de altas temperaturas da linha de transic¸a˜o de primeira ordem. Estas
fases de coexistentes, quatro ao todo, quando a magnetizac¸a˜o para cima e para baixo e´
contabilizada, sa˜o as fases que tornam-se mutualmente cr´ıticas no ponto de quarta ordem
mencionado anteriormente. Distingue-se essa estrutura interna ponto cr´ıtico-ponto cr´ıtico
terminal da externa ponto cr´ıtico-ponto cr´ıtico terminal pelos valores maiores e positivos
de KJ .
Com KJ se aproximando de −1, essa estrutura interna colapsa em direc¸a˜o a tempera-
tura zero e assim desaparece em KJ =−1. Para esse valor de KJ uma linha cr´ıtica reentrante
alcanc¸a a temperatura zero (Fig. 4.6) no ponto Z, que, como um ponto cr´ıtico caracteri-
zado por flutuac¸o˜es a temperatura zero, deve estar numa classe de universalidade diferente
daqueles pontos da linha cr´ıtica que nele termina.
Figura 4.6: Diagrama de fases TzJ versus
∆
zJ com a varia´vel
K
J =−1.
Para KJ < −1, duas novas fases ordenadas aparecem. A fase ferrimagne´tica [17] e´
caracterizada pela ocorreˆncia de duas magnetizac¸o˜es de sub-redes diferentes e na˜o nulas:
0 6= MA 6= MB 6= 0, QA 6= QB. (4.4)
A fase antiquadrupolar [17] tem quebra de simetria de sub-rede, pore´m magnetizac¸a˜o
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nula:
MA = MB = 0, QA 6= QB. (4.5)
Assim, para−1 > KJ >−3, as fases ferromagne´tica f e antiquadrupolar a sa˜o separadas
da fase desordenada por duas linhas cr´ıticas que se encontram no ponto bicr´ıtico [18] B,
como podemos ver na Fig. 4.7. Por sua vez, a fase antiquadrupolar e´ separada das fases
de magnetizac¸a˜o na˜o nula pela linha de primeira ordem que termina no ponto bicr´ıtico.
As fases ferromagne´tica f e ferrimagne´tica i sa˜o separadas por outra linha cr´ıtica que
termina no ponto cr´ıtico terminal E” sobre a linha de primeira ordem. Os pontos de




J +1) e (
K
J ≤ −1), onde as treˆs fases ordenadas se
encontram, sa˜o pontos de alta degeneresceˆncia, a saber, estado ferromagne´tico saturado
(MA = QA = MB = QB = 1), estado antiquadrupolar (QA = 1, MA = MB = QB = 0) e o estado
macrosco´pico ferrimagne´tico (MA = QA = 1, 12 < MB = QB < 1) minimizam a energia livre
de campo me´dio.




J = −1,5. Surgimento de duas novas
fases: a ferrimagne´tica i e a antiquadrupolar a.
Com KJ tendendo a −3, o ponto cr´ıtico terminal se aproxima do ponto bicr´ıtico e
em KJ = −3 esses dois pontos se fundem, como vemos na Fig. 4.8. Uma nova topologia
multicr´ıtica e´ encontrada ao redor do ponto A, onde treˆs linhas cr´ıticas e uma de primeira
ordem se encontram. A linha de transic¸a˜o de primeira ordem ocorre a um campo cristalino
constante (e a linha cr´ıtica de baixa temperatura alcanc¸a o ponto A verticalmente). De
fato, na regia˜o KJ =−3, ∆zJ =−2, em que se encontra a linha de primeira ordem, o modelo
BEG se reduz ao modelo de Potts antiferromagne´tico de treˆs estados [19]:
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−βH =−3J ∑
〈i, j〉
δsis j , J > 0, (4.6)
onde δsis j = 1(0) para si = s j (si 6= s j).
Chamou-se atenc¸a˜o para o modelo de Potts antiferromagne´tico de qestados quando
ana´lises de grupo de renormalizac¸a˜o [20] indicaram que, para uma dimensionalidade de
espac¸o d acima de um valor cr´ıtico mı´nimo dc, ocorre uma transic¸a˜o de fase a temperatura
finita, com dc ≈ 2,8 para q = 3. Posteriormente, simulac¸o˜es de Monte Carlo [21] confir-
maram a transic¸a˜o de fase a temperatura finita e estabeleceram graus de liberdade de
ordenamento local ou seja, densidades de sub-rede local em que uma sub-rede e´ deficiente
em um dos treˆs estados de spin e outra sub-rede e´ rica exatamente neste estado. Como
essa quebra de simetria pode ser alcanc¸ada de seis maneiras diferentes, esse ordenamento
envolve a coestabilidade de seis fases degeneradas. De fato, essas seis fases degeneradas
coexistem no segmento de baixa temperatura no subespac¸o antiferromagne´tico de Potts
na Fig. 4.8, como coexistem duas fases degeneradas da fase antiquadrupolar e quatro
fases degeneradas da fase ferrimagne´tica no segmento da linha de primeira ordem. Inver-
samente, a transic¸a˜o de fase a temperatura finita [20] [21] do modelo antiferromagne´tico de
Potts com d = 3 dita a ocorreˆncia de uma fase ferrimagne´tica no modelo de Blume-Emery-
Griffiths. A expansa˜o ε = 4− d no espac¸o dos momentos, do grupo de renormalizac¸a˜o,
atribui [22] a` classe de universalidade n = 2 a transic¸a˜o do modelo de Potts antiferromag-
ne´tico de treˆs estados. Entretanto, simulac¸o˜es mais recentes de Monte Carlo [23] com
d = 3 indicam uma nova classe de universalidade.




J = −3. Ao longo da linha de primeira
ordem o modelo BEG se reduz ao modelo de Potts antiferromagne´tico de 3 estados.
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Para KJ <−3, um ponto tetracr´ıtico M aparece no encontro de quatro linhas cr´ıticas
diferentes como pode ser visto na Fig. 4.9. A linha cr´ıtica ferrimagne´tica-antiquadrupolar
termina, a baixa temperatura, em outro ponto tricr´ıtico T ”, ale´m do qual a transic¸a˜o
passa a ser de primeira ordem. Assim, esse ponto tricr´ıtico esta´ totalmente inserido em
fases ordenadas. Finalmente, com KJ mais negativo, o ponto tricr´ıtico T ” move-se para
temperaturas mais baixas e a regia˜o antiquadrupolar para temperaturas mais altas.




J = −3,5. A conflueˆncia de quatro
linhas cr´ıticas origina o ponto tetracr´ıtico M, e tem o ponto tricr´ıtico T ” inserido na fase
ordenada.
Vemos assim, que uma grande variedade de transic¸o˜es de fases surgem ao introduzir-
mos uma interac¸a˜o biquadra´tica negativa no modelo.
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5 Diagramas de Fases,
Resultados e Discusso˜es
5.1 Introduc¸a˜o
Apresentaremos nesta sec¸a˜o os diagramas de fases obtidos numericamente para o
modelo BEG puro e com diferentes tipos de sequeˆncias aperio´dicas, para va´rias relac¸o˜es
r entre as interac¸o˜es. A hamiltoniana do modelo Blume-Emery-Griffiths e´ dada por:
H = − ∑
〈i, j〉






2 onde si = ±1,0 , Ji j = JA,JB e 〈i, j〉 representa as
interac¸o˜es entre os primeiros vizinhos, na rede de Bethe, no limite de coordenac¸a˜o infinita
( z→ ∞, Ji j,K → 0 e zJi j, zK f initos).
Obtemos o mapa bidimensional para a magnetizac¸a˜o parcial mn+1 e para o momento
de quadrupolo parcial qn+1 da (n+1)-e´sima camada em func¸a˜o de mn e qn:
mn+1 =
2sinh(mnti j )










onde kB ≡ const. de Boltzmann, T ≡ temp. absoluta e ti j = kBTzJi j .
Inicialmente estudamos o caso puro, JA = JB = J, iterando o mapa bidimensional acima
100.000 vezes por ponto, com passos de 0,01 nas va´ria´veis D e T , partindo de condic¸o˜es
iniciais arbitra´rias para mn e qn, determinando assim os diagramas de fases kBTzJ versus
D
zJ
para diferentes valores de KJ .
De maneira similar, obtivemos os diagramas de fases com aperiodicidade gerada por
duplicac¸a˜o de per´ıodo. Nestes casos o nu´mero de iterac¸o˜es implementadas foi de 218 vezes
por ponto, que e´ o tamanho da sequeˆncia aperio´dica criada. Para aqueles obtidos por
triplicac¸a˜o de per´ıodo o nu´mero de iterac¸o˜es foi de 312, com passos de 10−4 nas va´ria´veis
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D e T em ambos os casos.
Para os casos aperio´dicos, utilizamos diversos valores de r = JBJA −1, que e´ um paraˆmetro
que nos evidencia qua˜o diferentes sa˜o as duas interac¸o˜es existentes na sequeˆncia aperio´dica.
Os valores de KJA utilizados sa˜o os mesmos que Hoston e Berker utilizaram, para que
pude´ssemos comparar os resultados.
5.2 Modelo BEG na rede de Bethe com KJA = 5
5.2.1 Caso puro (r = 0)
Primeiramente, e´ importante lembrarmos que a fase paramagne´tica ou desordenada P
e´ caracterizada pela magnetizac¸a˜o parcial nula e pelo momento de quadrupolo parcial na˜o
nulo (m∗ = 0,q∗ 6= 0). As fases paramagne´ticas P1 e P2, apresentadas na Fig. 5.1, possuem
momentos de quadrupolo parciais que se aproximam de 1 e de 0, respectivamente. Ja´ a
fase ferromagne´tica ou ordenada F possui magnetizac¸a˜o e momento de quadrupolo parciais
na˜o nulos (m∗ 6= 0,q∗ 6= 0).
O diagrama de fases apresentado na Fig. 5.1 foi obtido numericamente para o caso
puro, onde todas as interac¸o˜es entre os spins primeiros vizinhos teˆm a mesma intensidade.
Comparando-o com o diagrama da Fig. 5.3, obtido por Hoston e Berker [3] para KJ = 5,
podemos verificar a equivaleˆncia que ha´ entre os dois.
Existe uma linha de transic¸a˜o de primeira ordem entre os limites de estabilidade das
fases P2, P1 e F na Fig. 5.1, na˜o obtida por na˜o ser de interesse do nosso trabalho, que
equivale a` linha de transic¸a˜o de primeira ordem apresentada na Fig. 5.3. Portanto, e´
como se, grosso modo, esta u´ltima tivesse se aberto nos limites de estabilidade da Fig.
5.1, dando origem a`s regio˜es de coestabilidade P1 +P2, acima do ponto cr´ıtico terminal E
e F +P2 na regia˜o inferior do diagrama.
Ale´m disso, observamos uma pequena regia˜o de coestabilidade entre as fases F+P2+P1
abaixo da regia˜o P1 +P2 e que esta´ amplidada na Fig. 5.2.
A regia˜o de coestabilidade P1+P2 da Fig. 5.1 esta´ demarcada pelos limites de estabili-
dade da fase P2, da fase P1 e da fase F. Ao iterarmos o mapa bidimensional dado por (5.1)
e (5.2) num ponto desta regia˜o, verificamos que a magnetizac¸a˜o parcial mn torna-se nula
independentemente das condic¸o˜es iniciais m0 e q0 com as quais comec¸amos a iterac¸a˜o. Ja´
o momento de quadrupolo qn possui dois atratores distintos com momentos de quadrupo-
los q1 e q2, constantes, que dependem diretamente das condic¸o˜es iniciais de iterac¸a˜o m0 e
5.2 Modelo BEG na rede de Bethe com KJA = 5 40
q0. Isso nos mostra que a fase P1 e´ definida pelo atrator (m∗,q∗) = (0,q1) e a fase P2 por
(m∗,q∗) = (0,q2).
























F + P2 + P1




J = 5 no modelo puro. F representa a
fase ferromagne´tica, P1 e P2 as fases paramagne´ticas existentes, P1+P2 representa a regia˜o
de coestabilidade entre as duas fases paramagne´ticas, F +P2 a regia˜o de coestabilidade
entre a fase ferromagne´tica F e a fase paramagne´tica P2. F +P2 +P1 representa a uma
pequena regia˜o de coestabilidade, C representa o ponto cr´ıtico e PT1, PT2 sa˜o os pontos
entre os quais se encontra o ponto cr´ıtico terminal PCT . Ale´m disso, a linha pontilhada
representa o limite de estabilidade da fase P2, a tracejada o limite de estabilidade da
fase F, a cont´ınua representa a transic¸a˜o cont´ınua F −P1 e a linha pontilhada-tracejada
representa o limite de estabilidade da fase P1.
Na fase paramagne´tica P1, onde os valores de D sa˜o menores, os atratores dos mo-
mentos de quadrupolo parciais q1 sa˜o pro´ximos de 1 e a minimizac¸a˜o da energia privilegia
os spins s = ±1. Ja´ na fase paramagne´tica P2, em que os valores de D sa˜o maiores, os
atratores dos momentos de quadrupolo parciais q2 sa˜o pro´ximos de 0 e a minimizac¸a˜o da
energia se da´ para s = 0. Para valores extremos de DzJ , temos:
D
zJ→−∞, q → 1 e DzJ → ∞,
q → 0.
Por outro lado, em qualquer ponto da regia˜o de coestabilidade F +P2, que esta´ de-
marcada pelos limites de estabilidade da fase P2 e da fase F, obtem-se dois atratores
dependentes das condic¸o˜es iniciais m0 e q0: um com m∗ = 0 e q∗ 6= 0 que caracteriza a fase
P2 e outro com m∗ 6= 0 e q∗ 6= 0 que caracteriza a fase F.
O ponto cr´ıtico C da Fig. 5.1 e´ o te´rmino dos limites de estabilidade das fases P2 e
P1 e corresponde ao ponto C do diagrama de fases da Fig. 5.3. Na linha tracejada entre
os pontos PT1 e PT2 encontra-se um ponto cr´ıtico terminal PCT , que e´ o fim da transic¸a˜o
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cont´ınua F −P1 e que corresponde ao ponto E da Fig. 5.3. Se utiliza´ssemos a energia
livre das fases P1, P2 e F determinar´ıamos exatamente onde se localiza o ponto PCT . No
entanto, este na˜o e´ o foco do nosso trabalho, estamos interessados em como o diagrama
de fases do modelo se modifica na presenc¸a de aperiodicidade nas interac¸o˜es e, neste caso,
















F + P2 + P1






J = 5 no modelo puro.




J = 5 apresentado por Hoston e Berker
[3] onde f representa a fase ferromagne´tica, d a fase paramagne´tica, C representa o ponto
cr´ıtico e E o ponto cr´ıtico terminal. A linha tracejada representa a transic¸a˜o de primeira
ordem e a linha cont´ınua a transic¸a˜o cont´ınua.
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5.2.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
Nesta parte do trabalho, introduzimos a aperiodicidade criada pela sequeˆncia aperio´-
dica chamada duplicac¸a˜o de per´ıodo na iterac¸a˜o do mapa bidimensional, para diferentes
valores da varia´vel r, a fim de determinarmos a influeˆncia dessas interac¸o˜es aperio´dicas
nas linhas de transic¸a˜o de fases.
O diagrama de fases da Fig. 5.4 foi obtido numericamente com r =−0,5, ou seja, JB =
JA
2 , que significa enfraquecer as ligac¸o˜es entre os spins. Podemos notar que as temperaturas
cr´ıticas da linha de transic¸a˜o F−P1 sa˜o menores do que no caso puro (r = 0) da Fig. 5.1.
Consequentemente temos uma diminuic¸a˜o da regia˜o ferromagne´tica F e da regia˜o de
coestabilidade F +P2 com um aumento da regia˜o de coestabilidade P1 +P2, entretanto a
localizac¸a˜o do ponto C do diagrama de fases na˜o e´ afetada com a dimiminuic¸a˜o do valor de
r. Percebemos tambe´m uma pequena diminuic¸a˜o na regia˜o de coestabilidade F +P2 +P1
em relac¸a˜o ao caso puro, como podemos ver comparando a Fig. 5.5 com a Fig. 5.2.
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Figura 5.4: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r =−0,5. Diminuic¸a˜o da regia˜o F , das regio˜es de coestabilidade F +P2 e F +P2 +P1; e o
aumento da regia˜o de coestabilidade P1 +P2, sa˜o algumas das consequeˆncias do enfraque-
cimento das interac¸o˜es JB entre os spins.
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J = 5 e r =−0,5.
Na Fig. 5.6 apresentamos o diagrama de fases obtido numericamente para r = 2,0
que equivale tornar as interac¸o˜es mais fortes (JB = 3JA). Isso faz com que as temperaturas
cr´ıticas das transic¸o˜es cont´ınuas agora sejam elevadas, o que aumenta as regio˜es F, F +P2
e F +P2 +P1. Ja´ a regia˜o de coestabilidade P1 +P2 diminui, como podemos verificar ao
compararmos o diagrama de fases da Fig. 5.6 com o da Fig. 5.1.
Ainda analisando estes dois diagramas de fases, percebemos que o limite de esta-
bilidade da fase paramagne´tica P2 permanece fixo ao variarmos r. O motivo para esta
invariaˆncia e´ que para a magnetizac¸a˜o nula, as relac¸o˜es de recorreˆncias (5.1) e (5.2) in-
dependem de r. Ja´ a extensa˜o do limite de estabilidade da fase paramagne´tica P1 em
relac¸a˜o a P2 pode ser maior ou menor dependendo do valor de r. Este diagrama de fases
e´ qualitativamente equivalente ao obtido para o caso puro com KJ = 3.
No diagrama de fases da Fig. 5.7, obtido numericamente para r = 3,8, evidenciamos
o quase desaparecimento da regia˜o de coestabilidade P1 +P2 devido ao fortalecimento das
interac¸o˜es entre os spins. Ressaltamos o aparecimento de uma regia˜o de coestabilidade
F +P1 e um ponto tricr´ıtico PTC, que e´ aquele onde termina a transic¸a˜o cont´ınua e comec¸a
a transic¸a˜o de primeira ordem.
De maneira emp´ırica, determinamos o valor de r para o qual a regia˜o de coestabili-
dade P1 +P2 desaparece completamente, e obtivemos numericamente o diagrama de fases
utilizando este valor (r = 4,914). Aqui tambe´m temos o ponto tricr´ıtico PTC mostrado
na Fig. 5.8, que e´ equivalente ao diagrama do caso puro com KJ = 0 (Fig. 5.14).
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Figura 5.6: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 2,0. O fortalecimento das interac¸o˜es entre os spins eleva a temperatura cr´ıtica da
transic¸a˜o cont´ınua e o limite de estabilidade da fase F . Assim, ha´ um aumento das
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Figura 5.7: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 3,8. O fortalecimento das interac¸o˜es diminui drasticamente a regia˜o de coestabilidade
P1 + P2. Aumenta a regia˜o de coestabilidade F + P2 + P1 e faz surgir outra regia˜o de
coestabilidade: F +P1.
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Figura 5.8: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 4,914. Neste caso na˜o ha´ mais a regia˜o de coestabilidade P1 +P2.
5.2.3 Caso aperio´dico: triplicac¸a˜o de per´ıodo
Lembramos neste momento, que as caracter´ısticas e os detalhes para a obtenc¸a˜o das
sequeˆncias aperio´dicas por duplicac¸a˜o e triplicac¸a˜o de per´ıodo podem ser vistos no Cap.2.
Na Fig. 5.9 apresentamos, para efeito de comparac¸a˜o, um diagrama de fases obtido
numericamente com aperiodicidade por duplicac¸a˜o e outro por triplicac¸a˜o de per´ıodo,
ambos para r = 1,0. Podemos perceber uma pequena diferenc¸a entre os dois diagramas
de fases sugerindo que, para valores de D menores, as interac¸o˜es entre os spins sa˜o mais
fortes para a aperiodicidade por triplicac¸a˜o do que para duplicac¸a˜o de per´ıodo. Surpre-
endentemente observamos o efeito contra´rio para valores de D maiores. No entando na˜o
podemos concluir como varia a linha de primeira ordem por na˜o termos a expressa˜o da
energia livre.
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Figura 5.9: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o e triplicac¸a˜o de
per´ıodo, ambos com r = 1,0.
5.3 Modelo BEG na rede de Bethe com KJA = 3
5.3.1 Caso puro (r = 0)
Na Fig. 5.10 apresentamos o diagrama de fases obtido para o caso puro com KJ = 3
e notamos que o fato de diminuirmos a constante de acoplamento biquadra´tica K fez
com que a regia˜o de coestabilidade P1 +P2 diminuisse consideravelmente. Verificamos
ainda que o diagrama de fases apresentado a seguir e´ muito semelhante ao anteriormente
apresentado na Fig. 5.7 ( KJA = 5 e r = 3,8) nos sugerindo que o aumento das interac¸o˜es
entre os spins equivale a enfraquecermos KJ .
Para efeito de comparac¸a˜o, apresentamos na Fig. 5.11 o diagrama obtido por Hoston
e Berker [3] para KJ = 3. T representa o ponto tricr´ıtico, que marca o fim da linha de
transic¸a˜o cont´ınua e o ı´nicio da transic¸a˜o de primeira ordem, C e´ o ponto cr´ıtico no final
de uma das linhas de transic¸a˜o de primeira ordem e R o ponto triplo no encontro das treˆs
linhas de transic¸a˜o de primeira ordem. A fase ferromagne´tica e´ representada por f e a
fase paramagne´tica por d.
Similarmente ao que foi descrito na comparac¸a˜o entre os diagramas de fases das Figs.
5.1 e 5.3, podemos considerar grosso modo que as linhas de transic¸a˜o de primeira ordem da
Fig. 5.11 se dividem em dois limites de estabilidade no diagrama de fases que obtivemos. A
linha de transic¸a˜o de primeira ordem que termina no ponto cr´ıtico C se duplica originando
a regia˜o de coestabilidade P1+P2 por no´s encontrada. Ja´ a linha de transic¸a˜o de primeira

























Figura 5.10: Diagrama kBTzJ versus
D
zJ onde as iterac¸o˜es entre os spins teˆm a mesma inten-
sidade e a regia˜o de coestabilidade P1 +P2 apresenta-se bastante reduzida.




J = 3 apresentado por Hoston e Berker [3]ondef representa a fase ferromagne´tica, d a fase paramagne´tica, C representa o ponto cr´ıtico,
T o ponto tricr´ıtico e R o ponto triplo. As linhas tracejadas representam transic¸o˜es de
primeira ordem e a linha cont´ınua representa transic¸o˜es cont´ınuas.
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ordem que tem seu in´ıcio no ponto tricr´ıtico T corresponde a` regia˜o de coestabilidade
de F +P1. Por outro lado a linha de primeira ordem vertical corresponde a` regia˜o de
coestabilidade F +P2.
5.3.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
O diagrama da Fig. 5.12 foi obtido numericamente, com aperiodicidade dada por
duplicac¸a˜o de per´ıodo com r = −0,9. Ele evidencia que o enfraquecimento das intera-
c¸o˜es entre os spins equivale a utilizarmos valores de KJA maiores. Podemos perceber tal
semelhanc¸a topolo´gica comparando o diagrama de fases da Fig. 5.12 com o apresentado
anteriormente na Fig. 5.1 para KJ = 5.
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Figura 5.12: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r =−0,9. O enfraquecimento das interac¸o˜es equivale a valores de KJA maiores.
Por outro lado, o fortalecimento das interac¸o˜es entre os spins por meio de r maio-
res provoca uma elevac¸a˜o da temperatura cr´ıtica da transic¸a˜o cont´ınua e do limite de
estabilidade da fase ferromagne´tica, o que diminui a regia˜o de coestabilidade P1 +P2.
Verificamos empiricamente que para r igual ou superior a 0,177, a regia˜o de coesta-
bilidade P1 +P2 desaparece completamente, como pode ser visto no diagrama de fases da
Fig. 5.13, obtido numericamente. Neste caso o valor de r para obter o diagrama de fases
desta figura e´ bem menor do que seu equivalente para KJA = 5 (Fig. 5.8).
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Figura 5.13: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 0,177. O fortalecimento das interac¸o˜es destro´i a regia˜o de coestabilidade P1 +P2.
5.4 Modelo BEG na rede de Bethe com KJA = 0
5.4.1 Caso puro (r = 0)
No diagrama de fases da Fig. 5.14, obtido numericamente para KJA = 0 no caso puro,
percebemos a ocorreˆncia de uma fase ferromagne´tica F, de uma u´nica fase paramagne´tica
P e de uma regia˜o de coestabilidade entre essas duas u´ltimas F +P, ale´m de um ponto
tricr´ıtico representado por PTC.
Ao anularmos as interac¸o˜es biquadra´ticas K da hamiltoniana do modelo BEG apre-
sentada anteriormente, estamos na verdade tratando do conhecido modelo Blume-Capel.
Para efeito de comparac¸a˜o reapresentamos na Fig. 5.15 o diagrama de fases obtido por
Hoston e Berker [3] para KJ = 0. Podemos perceber a similaridade entre os dois ao pen-
sarmos que a linha de transic¸a˜o de primeira ordem na Fig. 5.15 da´ origem aos limites de
estabilidade das fases paramagne´tica e ferromagne´tica, a partir do ponto tricr´ıtico PTC
na Fig. 5.14, e consequentemente a ocorreˆncia da regia˜o de coestabilidade F +P.
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Figura 5.14: Diagrama kBTzJ versus
D
zJ onde todas as interac¸o˜es teˆm a mesma intensidade.
Temos aqui somente 3 regio˜es distintas: uma paramagne´tica P, uma ferromagne´tica F e
outra de coestabilidade entre essas duas u´ltimas F +P.




J = 0. O ponto tricr´ıtico T e´ o encontro
entre a linha cr´ıtica e a linha de transic¸o˜es de primeira ordem.
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5.4.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
A Fig. 5.16 apresenta o diagrama de fases obtido numericamente com aperiodicidade
por duplicac¸a˜o de per´ıodo e r = 1,0. Notamos um pequeno aumento da regia˜o ferromag-
ne´tica F em relac¸a˜o ao diagrama de fases para caso puro da Fig. 5.14, devido ao aumento
da temperatura cr´ıtica da transic¸a˜o cont´ınua provocado pelo fortalecimento das interac¸o˜es
entre os spins.
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Figura 5.16: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 1,0. Pequeno aumento da regia˜o F em relac¸a˜o ao caso puro.
Comparando o diagrama de fases anterior com o diagrama de fases da Fig. 5.8, para
K
JA = 5 e r = 4,914, e o da Fig. 5.13, para
K
JA = 3 e r = 0,177, percebemos mais uma
vez semelhanc¸as entre eles, nos confirmando que o aumento da intensidade das interac¸o˜es
entre os spins equivale a utilizarmos valores de KJA menores.
Na Fig. 5.17 apresentamos seis diagramas de fases obtidos numericamente para di-
ferentes valores de r. Percebemos que, para interac¸o˜es mais fracas (r < 0), o limite de
estabilidade da fase ferromagne´tica altera a sua forma e diminui drasticamente a regia˜o
de coestabilidade F +P. Para r ≫ 0 temos uma reentraˆncia no limite de estabilidade da
fase ferromagne´tica como podemos ver para r = 6,0.
Verificamos ainda que para valores positivos de r os limites de estabilidade da fase
paramagne´tica e da fase ferromagne´tica se concentram entre DzJA = 0 e
D
zJA = 1, respectiva-
mente, a` T = 0. Para valores negativos de r, tambe´m a` T = 0, o limite de estabilidade da
fase paramagne´tica continua sendo DzJA = 0. Ja´ o limite de estabilidade da fase ferromag-
ne´tica vai assumindo valores menores de DzJA quanto mais negativo o valor de r, tendendo
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a zero para valores de r muito negativos.























Figura 5.17: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo
e valores distitos de r. Tanto o enfraquecimento como o fortalecimento das interac¸o˜es
provocam alterac¸o˜es na forma do limite de estabilidade da fase ferromagne´tica.
5.5 Modelo BEG na rede de Bethe com KJA =−0,15
5.5.1 Caso puro (r = 0)
Os diagramas de fases encontrados para KJ = −0,15 apresentam pequenas alterac¸o˜es
em relac¸a˜o aos obtidos anteriormente para KJ = 0.
Ao compararmos as Figs. 5.14 e 5.18 percebemos que, para KJ = −0,15, ocorre uma
contrac¸a˜o de todo o diagrama, o que diminui as regio˜es ferromagne´tica F e de coestabili-
dade F +P, trazendo para baixo o ponto tricr´ıtico PTC.
A seguir reapresentamos o diagrama de fases obtido por Hoston e Berker [3] para
K
J = −0,15. Percebemos que o diagrama de fases por no´s obtido (Fig. 5.18) exibe a
reentraˆncia a` temperaturas mais altas da Fig. 5.19 mas na˜o mostra o formato da linha
de primeira ordem a` baixas temperaturas. A raza˜o disso e´ que na˜o conseguimos obter a
expressa˜o para a energia livre do modelo.
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J =−0,15, onde as iterac¸o˜es entre os spins sa˜o
todas iguais.




J =−0,15, com uma reentraˆncia dupla
pro´xima ao ponto tricr´ıtico T .
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5.5.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
Percebemos que o aumento das interac¸o˜es entre os spins, dado por r = 1,0, provoca
um aumento das regio˜es ferromagne´tica F e de coestabilidade F +P. As coordenadas DzJA
e kBTzJA do ponto tricr´ıtico PTC tambe´m aumentam como pode ser visto na Fig. 5.20.














MODELO BEG COM APERIODICIDADE





Figura 5.20: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 1,0.
Ao apresentarmos num mesmo diagrama os resultados obtidos para diferentes valores
de r, percebemos o mesmo padra˜o encontrado na Fig. 5.17, para KJ = 0. Pore´m neste
caso, para valores positivos de r, os limites de estabilidade da fase paramagne´tica e da
fase ferromagne´tica se concentram entre DzJA = 0 e pro´ximos a
D
zJA = 0,8, respectivamente,
a T = 0, como podemos ver na Fig. 5.21.
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Figura 5.21: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo
e diversos valores de r. Para valores negativos de r, o limite de estabilidade da fase
ferromagne´tica, a` T = 0, tende a valores cada vez menores de DzJA , quanto mais negativo
for o valor de r.
5.6 Modelo BEG na rede de Bethe com KJA =−0,5
5.6.1 Caso puro (r = 0)
No diagrama de fases a seguir, obtido numericamente para KJ =−0,5, observamos uma
regia˜o de coestabilidade entre duas fases ferromagne´ticas F1 +F2, onde F1 e´ caracterizada
pelos atratores (m∗1,q
∗
1) de valores pro´ximos a 1; e F2 pelos atratores (m∗2,q∗2) de valores
pro´ximos a 0. Na extremidade final dos limites de estabilidade das fases F1 e F2 existe um
ponto cr´ıtico C′.
Ha´ uma outra regia˜o de coestabilidade F1 +P na parte inferior do diagrama de fases
e tambe´m um ponto cr´ıtico terminal PCT , que se encontra em algum ponto da linha do
limite de estabilidade da fase paramagne´tica P, como podemos ver representado pela seta
↔ na Fig. 5.22. Na Fig. 5.23 ampliamos a regia˜o pro´xima ao ponto cr´ıtico C′ e a regia˜o
de coestabilidade F1 +F2 da Fig. 5.22.
Ja´ na Fig. 5.24 reapresentamos o diagrama de fases obtido por Hoston e Berker [3]
para KJ = −0,5 onde podemos perceber semelhanc¸as com o diagrama de fases por no´s
obtido. A linha de transic¸a˜o de primeira ordem, a partir do ponto cr´ıtico C′ na Fig. 5.24,
da´ origem aos limites de estabilidade da fase F2 e F1 e consequentemente a`s regio˜es de
coestabilidade F1 +F2 e F1 +P na Fig. 5.22.
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Figura 5.22: Diagrama kBTzJ versus
D
zJ onde as iterac¸o˜es entre os spins teˆm a mesma intensi-
dade. Aparece neste caso uma regia˜o de coestabilidade entre as duas fases ferromagne´ticas
F1 e F2 correspondente a uma linha de primeira ordem que termina num ponto cr´ıtico C′
no interior da fase ferromagne´tica.























Figura 5.23: Diagrama kBTzJ versus
D
zJ que evidencia a regia˜o pro´xima ao ponto cr´ıtico C
′.
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J =−0,5, com um ponto cr´ıtico terminal
E ′ e um ponto cr´ıtico C′ no interior da fase ferromagne´tica f .
5.6.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
Na Fig. 5.25 apresentamos um diagrama de fases obtido numericamente para r = 2,0
onde verificamos que o fortalecimento das interac¸o˜es entre os spins aumenta a regia˜o
ferromagne´tica F, acaba com a regia˜o de coestabilidade F1 +F2 e consequentemente com
o ponto cr´ıtico C′. Ale´m disso, o diagrama de fases torna-se semelhante aquele obtido
paro o caso puro para KJ = −0,15 (Fig. 5.18). Neste caso, o aumento das interac¸o˜es por
meio de r maiores equivale a utilizarmos KJA menores, em mo´dulo.
Por outro lado, vemos no diagrama de fases obtido numericamente para r = −0,3
e apresentado na Fig. 5.26, que um leve enfraquecimento das interac¸o˜es entre os spins
preserva a existeˆncia da regia˜o de coestabilidade F1+F2 e diminui a regia˜o ferromagne´tica
em relac¸a˜o ao caso r = 0. Ainda assim ocorre uma alterac¸a˜o significativa no limite de
estabilidade da fase F1, que faz diminuir a regia˜o de coestabilidade F1 +P.
Na Fig. 5.27 ampliamos a regia˜o de coestabilidade F1+F2 e do ponto cr´ıtico C′ da Fig.
5.26. O ponto cr´ıtico terminal PCT esta´ localizado em algum ponto sobre a linha do limite
de estabilidade da fase paramagne´tica P, representado pela seta↔ e na˜o determinado por
no´s por na˜o termos a expressa˜o da energia livre o sistema.
Para podermos melhor visualizar tais alterac¸o˜es provocadas por diferentes intensidades
das interac¸o˜es entre os spins, aglutinamos os u´ltimos resultados no diagrama de fases da
Fig. 5.28.
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Figura 5.25: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 2,0. O fortalecimento das interac¸o˜es acaba com a regia˜o de coestabilidade F1 +F2.
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Figura 5.26: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r =−0,3. O enfraquecimento das interac¸o˜es altera o limite de estabilidade da fase F1.
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Figura 5.27: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r =−0,3. Ponto cr´ıtico terminal PCT , que se encontra em algum ponto da linha do limite
de estabilidade da fase paramagne´tica P,
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Figura 5.28: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o e diversos valores
de r. Para r = 2,0 temos um ponto tricr´ıtico PTC, para o caso puro e para r =−0,3 temos
o ponto cr´ıtico terminal PCT .
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5.6.3 Caso perio´dico AAB e aperio´dico (r =−0,8)
Apresentamos a seguir dois diagramas de fases na mesma figura para efeito de com-
parac¸a˜o. O diagrama de fases aperio´dico foi obtido com uma sequeˆncia por duplicac¸a˜o
de per´ıodo e r =−0,8, e o perio´dico, a partir de uma sequeˆncia per´ıodica com mo´dulo de
repetic¸a˜o dado pelas letras AAB. Sabemos que em uma sequeˆncia infinita por duplicac¸a˜o
de per´ıodo temos uma proporc¸a˜o de 13 de interac¸o˜es JB, que e´ a mesma proporc¸a˜o das
interac¸o˜es JB na sequeˆncia perio´dica AAB.
Em ambos os diagramas de fases podemos notar a existeˆncia de uma regia˜o antiqua-
drupolar AQ onde a magnetizac¸a˜o parcial e´ nula e a fase antiquadrupolar e´ dada por
um ciclo 2: (0,q∗1), (0,q∗2), (0,q∗1), etc; e outra de coestabilidade F +AQ. Uma pequena
diferenc¸a entre os dois diagramas ocorre no tamanho destas duas regio˜es. Para o caso
aperio´dico a regia˜o AQ e´ maior que o caso perio´dico, o inverso ocorre para a regia˜o F +AQ
como podemos ver na Fig. 5.29. Ressaltamos que este resultado na˜o tem correspondeˆncia
com os diagramas de fases apresentados por Hoston e Berker [3] portanto trata-se de um
resultado ine´dito.






















Figura 5.29: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
com uma sequeˆncia perio´dica do tipo AAB. A diferenc¸a entre ambos os diagramas esta´ no
tamanho das regio˜es AQ e F +AQ.
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5.7 Modelo BEG na rede de Bethe com KJA =−1
5.7.1 Caso puro (r = 0)
No diagrama de fases obtido numericamente para KJ =−1 e apresentado na Fig. 5.30,
ha´ uma transic¸a˜o cont´ınua separando as fases ferromagne´tica F e paramagne´tica P, assim
como no obtido por Hoston e Berker [3] para o mesmo valor de KJ , como podemos comparar
na Fig. 5.31.
Encontramos ainda uma regia˜o de coestabilidade F +AQ inserida na regia˜o ferromag-
ne´tica que na˜o aparece no correspondente diagrama da Fig. 5.31. A fase antiquadrupolar
AQ e´ caracterizada por magnetizac¸o˜es parciais de sub-rede nulas (m∗1 = m∗2 = 0) e momen-
tos de quadrupolos parciais de sub-rede na˜o nulos e diferentes entre si (q∗1 6= q∗2 6= 0). Ao
analisarmos a hamiltoniana do modelo verificamos que no estado fundamental a energia
livre da fase ferromagne´tica e´ menor que a da fase antiquadrupolar, para valores negativos
de D.
















Figura 5.30: Diagrama kBTzJ versus
D
zJ onde as iterac¸o˜es entre os spins teˆm a mesma in-
tensidade. Ocorreˆncia de uma regia˜o de coestabilidade F +AQ onde provavelmente a fase
antiquadrupolar e´ insta´vel.
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Figura 5.31: Diagrama de fases TzJ versus
∆
zJ com a varia´vel
K
J = −1 onde Z e´ um ponto
cr´ıtico de temperatura zero.
5.7.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
Apresentamos na Fig. 5.32 o diagrama de fases obtido numericamente para r =−0,5
onde temos, pela primeira vez em nosso trabalho, uma configurac¸a˜o ferrimagne´tica FI,
na qual existe um atrator caracterizado por duas sub-redes com magnetizac¸o˜es parciais







Esta configurac¸a˜o se encontra na regia˜o de coestabilidade FI +AQ.
Observamos ainda uma regia˜o de coestabilidade entre as fases ferromagne´tica e anti-
quadrupolar, representada por F +AQ, que corresponde a linha de primeira ordem entre
a fase ferromagne´tica F e antiquadrupolar AQ da Fig. 5.36 (KJ = −1,5), ale´m da regia˜o
FI +AQ limitada a` baixas temperaturas.
Mais uma vez, vemos que o enfraquecimento das interac¸o˜es entre os spins na rede de
Bethe equivale a utilizarmos KJ menores (e negativos), haja visto que para os diagramas
de fases apresentados por Hoston e Berker [3] somente ocorrem as fases antiquadrupolar
e ferrimagne´tica para KJ <−1,0.
Pode-se notar na Fig. 5.32 que a regia˜o de coestabilidade FI +AQ na˜o esta´ comple-
tamente delimitada em sua parte superior, pois para temperaturas maiores, a diferenc¸a
entre as magnetizac¸o˜es parciais de sub-rede diminuem impossibilitando tal determinac¸a˜o.
Verificamos no diagrama de fases obtido numericamente para r = 0,5 e apresentado na
Fig. 5.33 que o fortalecimento das interac¸o˜es entre os spins faz com que aumente a regia˜o
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Figura 5.32: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = −0,5. Surgimento de uma fase antiquadrupolar AQ pura ale´m das regio˜es F +AQ e
FI +AQ.
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Figura 5.33: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 0,5. Fortalecimento das interac¸o˜es aumenta a regia˜o ferromagne´tica F .
da fase ferromagne´tica F em comparac¸a˜o com o caso puro apresentado na Fig. 5.30.
5.7.3 Caso aperio´dico: triplicac¸a˜o de per´ıodo
Na Fig. 5.34 apresentamos, para efeito de comparac¸a˜o, um diagrama de fases obtido
numericamente com aperiodicidade por duplicac¸a˜o e outro por triplicac¸a˜o de per´ıodo,
ambos para r = 1,0. Podemos perceber uma pequena diferenc¸a entre os dois diagramas
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Figura 5.34: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o e triplicac¸a˜o de
per´ıodo e r = 1,0.
de fases provavelmente devido ao fato da interac¸a˜o me´dia entre os spins ser mais forte na
aperiodicidade por triplicac¸a˜o do que na duplicac¸a˜o de per´ıodo. A frac¸a˜o da interac¸a˜o JB
na sequeˆncia dada por duplicac¸a˜o de per´ıodo e´ de 13 , ja´ na triplicac¸a˜o de per´ıodo e´ de
2
5 .
5.8 Modelo BEG na rede de Bethe com KJA =−1,5
5.8.1 Caso puro (r = 0)
No diagrama de fases obtido numericamente para KJ = −1,5 e apresentado na Fig.
5.35, temos a ocorreˆncia das regio˜es ferromagne´tica F, paramagne´tica P, antiquadrupolar
AQ, da regia˜o de coestabilidade F+AQ e da regia˜o FI+AQ limitada a` baixas temperaturas.
Temos ainda a ocorreˆncia de um ponto bicr´ıtico B que esta´ localizado no encontro das
linhas transic¸a˜o cont´ınua ferromagne´tica-paramagne´tica, antiquadrupolar-paramagne´tica
e dos limites de estabilidade das fases ferromagne´tica e antiquadrupolar.
Ja´ na Fig. 5.36 reapresentamos o diagrama obtido por Hoston e Berker [3] para
K
J =−1,5 para efeito de comparac¸a˜o.
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Figura 5.35: Diagrama kBTzJ versus
D
zJ onde as iterac¸o˜es entre os spins teˆm a mesma intensi-
dade. A regia˜o ferrimagne´tica FI aparece em coestabilidade com a regia˜o antiquadrupolar
AQ na parte inferior do diagrama.
Figura 5.36: Diagrama de fases TzJ versus
∆
zJ com a varia´vel
K
J =−1,5.
5.8.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
A Fig. 5.37 apresenta o diagrama de fases obtido numericamente para r = 1,0 onde
vemos que o fortalecimento das interac¸o˜es entre os spins elevou levemente a linha de
transic¸a˜o cont´ınua entre as fases F e P e abaixou o ponto bicr´ıtico B, em relac¸a˜o ao
diagrama de fases do caso puro apresentado na Fig. 5.35. A regia˜o de coestabilidade
FI +AQ, apesar de reduzida, tambe´m e´ verificada na parte inferior do diagrama.
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Figura 5.37: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo
e r = 1,0. Aumento das interac¸o˜es entre os spins diminuiu a regia˜o de coestabilidade
FI +AQ.
5.9 Modelo BEG na rede de Bethe com KJA =−3
5.9.1 Caso puro (r = 0)
No diagrama de fases obtido para KJ = −3 e apresentado na Fig. 5.38, percebemos
que a regia˜o antiquadrupolar AQ e´ predominante em relac¸a˜o a` regia˜o ferromagne´tica F.
Ao compara´-lo com o diagrama equivalente, obtido por Hoston e Berker [3], para KJ =−3
e reapresentado na Fig. 5.39, fica evidente a semelhanc¸a entre ambos.
Vemos que a regia˜o ferrimagne´tica FI e as regio˜es de coestabilidade FI+AQ e F +AQ
presentes na Fig. 5.38, correspondem a` linha de primeira ordem existente entre as fases
ferrimage´tica e antiquadrupolar da Fig. 5.39. Temos ainda, a presenc¸a de um ponto
multicr´ıtico A que se da´ no encontro de treˆs linhas cr´ıticas e uma linha de primeira ordem.
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Figura 5.38: Diagrama kBTzJ versus
D
zJ onde as iterac¸o˜es entre os spins teˆm a mesma intensi-
dade. Predominaˆncia da regia˜o de coestabilidade AQ e uma pequena regia˜o ferrimagne´tica
FI.
Figura 5.39: Diagrama de fases TzJ versus
∆
zJ com a varia´vel
K
J =−3.
5.9.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
Na Fig. 5.40 apresentamos o diagrama de fases obtido numericamente por duplicac¸a˜o
de per´ıodo com r = −0,8. Percebemos que o enfraquecimento das interac¸o˜es abaixa a
transic¸a˜o cont´ınua entre as fases ferromagne´tica F e paramagne´tica P, consequentemente
diminui a regia˜o ferrimagne´tica FI e aumenta a regia˜o antiquadrupolar AQ. As regio˜es
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de coestabilidade F +AQ e FI +AQ ficam bastante reduzidas em relac¸a˜o ao caso puro
apresentado na Fig. 5.38.
Alertamos que nos treˆs diagramas a seguir (5.40, 5.41 e 5.42) a regia˜o ferrimagne´tica
na˜o esta´ totalmente definida devido a diminuic¸a˜o da diferenc¸a entre as magnetizac¸o˜es
parciais de sub-rede para temperaturas mais altas.
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Figura 5.40: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r =−0,8. O enfraquecimento das interac¸o˜es entre os spins aumenta a regia˜o AQ e diminui
as regio˜es F, F +AQ e FI +AQ.
O diagrama de fases apresentado na Fig. 5.41 foi obtido numericamente para r = 3,0,
que significa interac¸o˜es de troca mais fortes entre os spins da rede. Percebemos que a
regia˜o ferromagne´tica F aumenta devido ao deslocamento dos limites de estabilidade da
regia˜o antiquadrupolar e ferromagne´tica para a direita do diagrama.
Na Fig. 5.42 apresentamos alguns diagramas de fases, obtidos numericamente para
valores distintos de r, para evidenciar como a variac¸a˜o das interac¸o˜es de troca entre os
spins afeta as linhas do diagrama de fases.
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Figura 5.41: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 3,0. O fortalecimento das interac¸o˜es reduz a regia˜o AQ e aumenta F.










r = - 0,8
r =   0,0
r =   6,0
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K/JA = -3
Figura 5.42: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo para
valores distintos de r.
5.10 Modelo BEG na rede de Bethe com KJA =−3,5
5.10.1 Caso puro (r = 0)
O diagrama de fases apresentado na Fig. 5.43, obtido numericamente para interac¸o˜es
de troca iguais entre os spins, tem a mesma estrutura do diagrama apresentado na Fig.
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Figura 5.43: Diagrama kBTzJ versus
D
zJ com interac¸o˜es de troca homogeˆneas entre os spins
da rede.
Na Fig. 5.44 temos a reapresentac¸a˜o do diagrama obtido por Hoston e Berker [3] para
K
J =−3,5 para efeito comparativo.
Figura 5.44: Diagrama de fases TzJ versus
∆
zJ com a varia´vel
K
J =−3,5.
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5.10.2 Caso aperio´dico: duplicac¸a˜o de per´ıodo
A Fig. 5.45 apresenta o diagrama de fases obtido numericamente para r = 1,0.
Percebe-se que o fortalecimento das interac¸o˜es eleva a linha de transic¸a˜o cont´ınua, desloca
o ponto tetracr´ıtico M para a direita do diagrama, o que aumenta a regia˜o ferromagne´tica
F.
As regio˜es ferrimagne´tica FI e FI + AQ ficam reduzidas em relac¸a˜o ao caso puro
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Figura 5.45: Diagrama kBTzJA versus
D
zJA com aperiodicidade por duplicac¸a˜o de per´ıodo e
r = 1,0. O fortalecimento das interac¸o˜es entre os spins aumenta a regia˜o F .
72
6 Concluso˜es e Perspectivas
Concluso˜es
• Verificamos que a alterac¸a˜o da intensidade das interac¸o˜es de troca (variac¸a˜o de r)
faz com que os diagramas de fases se aproximem da forma de outros obtidos para KJ
diferentes. Ao fortalecermos as interac¸o˜es, de certa forma, equivale a diminuirmos
o paraˆmetro KJ . Por outro lado, o enfraquecimento das interac¸o˜es (r < 0) equivale a
estarmos trabalhando com KJ maiores.
• Percebemos que interaco˜es mais fracas (r < 0) diminuem as regio˜es de fases ordena-
das, ocorrendo o efeito contra´rio com interac¸o˜es mais fortes (r > 0)
• Na˜o encontramos diferenc¸as significativas entre os diagramas obtidos com aperio-
dicidade por duplicac¸a˜o e triplicac¸a˜o de per´ıodo, sugerindo que as diferenc¸as que
possam existir entre tais formas de aperiodicidades tenham efeito muito pequeno na
topologia dos diagramas.
• Notamos que na˜o ha´ alterac¸a˜o dos limites de estabilidade das regio˜es P1 e P2 nos casos
em que ha´ duas regio˜es paramagne´ticas, para diferentes intensidades das interac¸o˜es,
ou seja, diferentes valores de r.
• Foram obtidos dois diagramas de fases novos, para KJ =−0,5 e −1,0, na˜o encontra-
dos na aproximac¸a˜o de Hoston e Berker [3].
Perspectivas
• Implementac¸a˜o do modelo para outras sequeˆncias aperio´dicas como Fibonacci e
Rudin-Shapiro;
• Estudo do efeito da aperiodicidade na interac¸a˜o K do modelo BEG;
• Estudo dos expoentes multicr´ıticos do modelo.
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