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INTRODUCTION AND MAIN RESULTS 
In all the paper we denote by (1) the system: 
3 + a(t) V’(X) = 0 a.e. on [O, T] 
X(O) = X(T) (1) 
d<(O) =n( T). 
We are looking for solutions of (1) belonging to the space C ‘, ’ ([0, r], R’) 
of the continuously differentiable functions x from [0, T] into RY, whose 
first derivative I is absolutely continuous. 
There are many results on the existence of non-constant solutions for 
system (1) u-hen the function a(. ) is non-negative, and more generally for 
a system ,?+ V’(t, .u)=O with V(t, x)30 (see [4, 6,7, 9, 121). 
When the function a(. j changes sign, the problem was studied in [lo] 
(see also [ 111) in the case of a subquadratic onvex potential V. 
We consider here the superquadratic ase. More precisely, we suppose 
that the function a: [O, T] + R is integrable over [0, T], non-zero aImost 
everywhere with respect to the Lebesgue measure, and that the sets 
and 
If = {tE [O, T]/a(t)>O; 
I- = (tE [O, r-j/a(t)<01 
are both of positive measure. So the two reals 
cY+ = [ a(t)& 
JI’ 
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and 
are strictly positive. 
With these assumptions on a(. ), we shall prove the two following results: 
THEOREM 1. Suppose that VE C’(W, [w) satisfies 
VXER” V(x) 3 V(0) = 0 (2) 
VXEW-{O) V”(X) is positive definite. (3) 
There exists a fi > 2 such that 
vxER”v~ER+ v(h j = lfl V(X). 
Then system (1) has at least one non-constant solution. 
THEOREM 2. Suppose that V satisfies all assumptions of Theorem 1 and 
is moreover enen. Then system (1) has in.nitely many non-constant solutions. 
The proof of these two theorems relies on the dual variational formula- 
tion of the problem, according to the idea discovered by Clarke (see 
[8,9]). The dual functional @ is defined on a space E which splits into a 
direct sum E = E + @ E ~ @ E” corresponding to the change of sign of a ( ). 
@ is in particular strictly concave on E -, and we reduce it by maximisa- 
tion to a functional ti defined on X= E + @E”, following a method 
developed by Amann [ 11. Finding non-constant solutions of (1) is 
equivalent to finding non-zero critical points of $. This functional $ 
behaves differently according to the sign of jc a(t) dt, and we apply in each 
case appropriate critical point theorems. 
We recall in the Appendix the statements of the critical point theorems 
we use. 
Remark. The homogeneity of the potential is essential in the proof of 
the Palais-Smale condition. We don’t know if this condition holds when p 
satisfies the usual superquadraticity assumption V’(x).x > /IV(x). 
This paper is organized as follows: 
1. The dual variational formulation. 
2. The reduced functional. 
3. The Palais-Smale condition. 
4. Case 1: a(t) dt 3 0. 
5. Case f: a(t) dt < 0. 
Appendix. 
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1. THE DUAL VARIATIONAL FORMULATION 
The potential V satisfying (I), (3), and (4), we denote by 1~ the real 
defined by 
!+1= 1 
Y P 
(so 1<7<2) 
and by IV the Fenchel conjuguate function of 1’ (see [3]), given by 
W(y) = max {(x, J) - V(X)). 
S-SIR” 
W is C I over W, C2 over R” - { 0) and satisfies 
W(y)=xoy= V’(x) 
Vj’?‘E R”- (0) W”(y) = [ Y”( W(y))] ~ I. 
Moreover (4) is equivalent to 
VyEW- {O} v(x)..Y=p. V(s) 
and it follows. since 
W(y)= wl(y).y- G’(W’(y)) 
that 
QJE KY W’(y).y=y. W(y) 
or equivalently 
v,vc’EIW”,vl~ER+, W(Q) = ATW(J3). 
So, if we set 
(7‘1 
is! 
c, = ,pr;: W(y) and C2 = max W(J:), , /?‘I=1 
VJJER” c, ljq’6 W(y)< c, IJ’I”. 
In the same way, since W’ satisfies 
v/lER+ w’(Ay)=l”~-lw’(y) 
(91 
we have 
VJER” lW(y)l dC, 1)./‘-I. 
where C, = max,,. =, I W’(v)l > 0. 
(10) 
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We shall also use the following property of W. 
PROPOSITION 3. For each R > 0 there exists a constant C, > 0 such that 
(IY~I<R, I~‘~I~R)~(~“(Y,)-~V’(~~),Y~--~)~C~IJ~~-))~I~. 
ProoJ: Fix an R > 0. Then I V”( V’(v))1 is bounded on the set 
B(0, R) = { y E W/l yl < R}, so by (6), 1 W”(y)/ is bounded from below by 
a constant C, > 0 on the set B(0, R) - (0). 
The result follows then easily. 
We define E, to be the Banach space of the u such that u/la1 ‘,‘fl belongs 
to L”([O, T], KY), provided with the corresponding norm 
One sees that 
ll~4ll Lo 6 llall ZP Ilull E, 
so E, is continuously imbedded in L’( [0, T], RP), and we define the 
subspace E 
E={ue-El/~oTudt=O}. 
The dual of E, is identified with the space 
E’, = (v/ Ial liB v E L”( [0, T], rW’*)} 
with the corresponding norm, and the dual of E can be identified with the 
space 
We define a functional @ over E by 
where 17~ denotes the primitive of u with mean value zero. Note that 
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where 
Owing to (lo), @ is C’ over E (see [2]) and 
@‘(zi).h= -j-Or17zd7hdt+~,,r W[;).h. 
so 
where I7’= Llo Ll and 5 E KY’ is such that 
s ’ Ial ‘.‘fi @‘(t4) dt = 0. 0 
By the dual action principle due to Clarke (see [S, 91) we have: 
PROPOSITION 4. (i) If x is a solution of (l), u = -.? is a critical point 
of @ over E. 
(ii j Conversely, if u E E is a critical point of @‘, there exists a unique 
4 E R” such that x = - 17% + 5 solves (I). 
So, in order to find solutions of (l), we have to look for critical points 
of @. In the next section we reduce this problem to a subspace of E. 
2. THE REDUCED FUNCTIONAL 
The space E splits into an algebraic and topological direct sum 
E=E+@E-@E”, 
where 
E+={uEE/u=OonI-} 
Ep = {uEE/u=OonZ+,\ 
E’=(u~E/u=a~5,~~lW”), 
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where a, is defined a.e. on [0, T] by a(t) 
a,(t)= cI+ 1: 
on I+ 
a(t) on I-. 
0: 
We set 
We shall write 
X=E+@E’. 
u=u+ +u- +u”=p+(u)+p-(u)+pO(u)=p,(u)+pO(u). 
The reduced functional is given by the following theorem: 
THEOREM 5. (i) There exists a unique map 8: X + E- such that, for all 
XEX, 
max @(x+u-)=@(x+@x)). 
I,-EE- 
(ii) The functional tj defined on X by 
ti(.Y) = @(x + e(x)) 
is C’ and 
l)‘(x) = @‘(x + e(x)). 
(iii) Critical points of $ are in one to one correspondence with those 
of@. 
The proof of this theorem requires several steps, the first one being: 
LEMMA 6. 
lim @(x+u-)= --co 
LtmEEm 
I14 - += 
this uniformly for x in a bounded set of X. 
ProoJ Fix an R>O. For xEX, j1xII <R, and up EE-, l(z.-(I gR IIpoll, 
we have 
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so the lemma is proved. 
LEMMA 7. For each x E X, the map u ~ -+ @(x + u - ) achieves its maxi- 
mum ouer E - at a unique point 0(x) E E -. Moreover the map .Y + 8(.x) is 
bounded on bounded sets of X. 
Proojl Fix an.uEX. For 14 EE-, VEE-, urfr-, we have 
(~‘(x+u-)--‘(s+L-),u--L’-)~-I’III(N--~~-)~~~~<O~ 
0 
So the map ZK --+ @(x-t- U-) is strictly concave on E-, and using the 
preceding lemma we see that it achieves its maximum over E ~- at a unique 
point 8(x) E E-. 
But, for R > 0, Q(x) is bounded from below on the set (x E X/l/xi\ < R 1, 
and by preceding lemma we conclude that 0(x) is bounded on that set. 
In the following, we shall call a bounded map a map which is bounded 
on bounded sets. 
The next result is then 
LEMMA 8. The map which associates to .r the restriction qf (x + 6(x))/a 
to the set I- is a bounded map from X into L”(I-, lW’). 
Proof. 0(-v) is the unique element of E ~ such that 
II*@ + e(x)) + W’ 
x + e(x) 
( ) 
- =q(x) a.e. on I-. 
a 
where ;rl(x) E R” is given by 
!aj “O 
[q)]dt. 
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We see that the map x --f q(x) is a bounded map from X into R”; using (5) 
the equality (13) turns into 
x+e(x) 
-= V’(z+c) - z7’(x + 6q.x))) a.e. on I 
a 
and the conclusion follows thanks to the preceding lemma. 
Proof of Theorem 4. We refer to Amann [l] for the proof of the 
continuity of the map 19. Let us see that $(.a-) = @(x + 0(x)) is C’ over X. 
We choose an s E X, and we set, for h E X, 
We have 
g(h) = I++ + II) - $(x) - (@‘(x + e(x)), h). 
so 
and 
g(h)>j‘r[@‘(x+~(x)+sh)-@‘(x+0(x))] hdt 
0 
lim inf gO > 0. 
2;; Iihll ’
But we also have 
t)(x) = ,mGa; @(x + u- ) 2 @(x + 0(x + h)) 
so 
g(h)$j7 [@‘(x+B(x+h)+sh)-@‘(x+8(x))] hdt 
0 
and using the continuity of 0 we see that 
so 
lim g(h)=0 
h-0 illz]i ’ 
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This proves that $ is C’ over X with 
l//‘(x) = @‘(x + fqx)). 
Now we see that to each critical point x of I,!J corresponds the critical point 
x + (3(x) of @. Conversely, if II 6 E is a critical point of @, we have 
u = Px(U) + W,(u)) 
and pX(zr) is a critical point of r,k. 
3. THE PALAIS-SMALE CONDITION 
In this section we prove that $ satisfies the Palais-Smale condition (see 
Definition 15 in the Appendix). 
PROPOSITION 9. Each bounded sequence (x,,) in X such that $‘(.xn) -+ 0 
possesses a comergent subsequence. So $ satisfies point (i) of the 
Palais-Smale condition. 
ProoJ Consider a bounded sequence (x,,) in X such that I,!I’(x,) + 0 
and set U, =x, + 0(x,,). Then (u,) is bounded in E and 
@‘(u,) = $‘(x, j -+ 0. 
We have 
@‘(u,,) = m4,, + u-” 
0 
f!L - <,, 
a (14) 
where 
dt. 
So (5,) is bounded in R”, and we can suppose that (up to an extraction) 
u, -+ 24 weakly in E 
and 
5,-r in KY. 
SO 
11211, --f n’u uniformly on [O, T]. 
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Using (5), equality (14) turns into 
u,, = dqv(~,) - Pu,, + (,,j 
where 
on = (a( ‘.lp (@‘(u,,) - II*u,, + <,,j 
so 
u,+ /a(‘.;P(-172u+;‘j in Lp. 
By (lo), the map u + (a/la/ ‘Ifi) V’(v/[a[ ‘@j sends Lp into Ly; a theorem 
of Krasnoselskii states that it is then continuous (see [3]) so q//al ‘jp 
converges in L”, and 14,, converges in E. 
PROPOSITION 10. Each sequence (x,,) in X suclz that $(x,) is bounded 
alzd I]Ic/‘(x,)ll jlx,I) +O is bounded. 
ProoJ: We argue by contradiction, supposing that there exists a 
sequence (xN) in X such that 
I$(xjl d c, (15) 
il$‘(-u,,)li lb, Ii + 0 (16) 
lb, II + +a. (17) 
In the following we denote by C all constants independent of II. By (16) 
and (17 j we see that 
6, = Ilp(x,)ll -+ 0. 
Let us set again u,, = x, + 0(x, j. Then 
Iw4,jl = w(~4~jl G c 
II@’ = Illl/‘(u,)ll = &rz + 0 
(@‘iu,), u,) = (bw,,), -%> + 0 
and 
(18) 
(19) 
@?I 
/I&l II + +a. (21) 
and 
WbbJ, u,,) = -loT 
“7 
=-! 0 
we see that 
,’ 7- 
I1 
Writing 
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m(u,~)=-f::,n~~,~,~dt+~07~w(~)d! 
(22) 
On the other hand we have 
@‘(+(n%,,+ w(~)-<J 
with 
(23) 
4 II 
Ic =&Bdt/: 
,al~qPu,,+ w+)]di. 
From (10) and (22) we deduce 
IS,1 dC(l + llzI,/li’--). 
Multiplying (23) by II,, and integrating over I+ we obtain 
(24) 
j-+ @‘(u,~)u,dt=j 
I+ 
172u,,u,,dr+y i‘ 
I+ 
.,($-(,l[ u,dt 
I+ 
from which we deduce, using (22), (24), and (9) 
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Let us now consider W, = u,/JIzI,~ 11. By (21) and (22), HI, + 0 in 
D’( CO, r], W). Since w,~ is bounded, M:,, + 0 weakly in L’. It follows that 
IV, dt + 0 and i w,! dt --f 0. I- 
Dividing then (25) and (26) by (Iu, jJY we see that 
- 
1 
) w, Ii’ dt --* o
and s 
Iw,17 
I+ /a(‘-’ I- Ja,,_ldt+O 
which contradicts I(w, )/ = 1. So we have proved that @ satisfies the 
Palais-Smale condition. 
3. CASE JOTa dt20 
In this section we prove results of Theorems 1 and 2 when Jc n(t) dt 3 0. 
LEMMA 11. There exist a p > 0 and a b > 0 such thczt 
(i) Vu+ EE+, O< /)u’l( dp, $(u+)>O; 
(ii) VUEE+, IIu+(J =p, +(u+)>S. 
This results clearly from $(u’ ) > @(u+ ). 
LEMMA 12. For each finite dimensional subspace Y of X, one has 
lim $(.x)= -33. 
Ill-l/ - +m XE Y 
ProojI Let us write Z + as an union of intervals 
I’=U& 
jc A 
and set 
F= {u E L’([O, T], I?) s.t. o = tj~ R” on each Zjl. 
For XE X, llxll= 1, and SE R, we have 
t/(n) = max $(3.x + 2.--j 
U-tE- 
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But q(x) = infLzEF r][l lZ7.x + vi2 dt] is none other than the distance of ff~ to 
the closed subspace F of L’, so 
q(x) = 0 - I7.x E F 
*17X=~jiRn on each Ii 
ox=0 a.e. on I + 
e x = 0. 
Consider now a fmite dimensional subspace Y of X: by continuity of q3 
there exists an m > 0 such that 
(x E Y, 11x(1 = 1 ) - q(x) 3 172. 
Then for SE Y, l\xjl = 1, 
wl l/+x) 6- -, s* + C*s’ 
so the result follows. 
From now on we suppose 
Then: 
LEMMA 13. E” c ($ ~0). 
Proof: We can write, for u- E E - and 11’ = aoc E E”, 
By convexity of W, we have 
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and 
But since J,‘u(t) dt > 0, a- da+ and once again by convexity 
w(S)= w(g+s w(S) 
(W(O)=O), so 
and 
@(z4°+z4-)do 
$(uO)= max @(u’+u-)<O. 
U-EE- 
Choose now an e E E +. By Lemma 12 applied to Y= E”@ [We, there exists 
an R > 0 such that 
(Iu”lI + IsI 3R*$(u’+se)<O. 
Using also Lemma 13, we see that 
*GO on aQ, 
where aQ is the boundary of the set 
But then $ satisfies all conditions of Theorem B of the Appendix. We 
deduce the existence of a non-zero critical point for 1c/ and the existence of 
a non-constant solution of system (1). 
Moreover, when V is even, all hypotheses of Theorem C are satisfied, so 
system (1) has in that case an infinity of non-constant solutions. In conclu- 
sion, results of Theorems 1 and 2 are proved when Ila( t) dt 3 0. 
5. CASE 1: n(t) dt < 0 
Let us see that in this case the origin is a strict local minimum of $: 
LEMMA 14. There exist a p > 0 and a 6 > 0 such that 
$(x1 > 0 for XEX,O< llxll dp 
and 
$(x) 2 6 for XEX, JIxI/ =p. 
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Proof: We choose a real E satisfying 
O<E<i and E ( ) i’ c, 1 -7’ 
For x = Al+ + II-, I/X/( = 1, we distinguish two cases: 
(i) /IuO/j <E. so (Iu+(I - /(uOll > 1-2~. 
For s E R, we write 
with m, > 0 by the choice of E. 
(ii) l/u’(l 3~. Writing w”=ao< we have 
1{13&‘>0. 
Using the convexity of LV 
we deduce 
and 
By the strict convexity of W and since ix - -C r + we have 
V(#O .+w(-+w(~>>o 
505.‘93.1-2 
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.+,(L)-,-w(-+n,,, 
and 
Consequently, there existss a constant C > 0 such that 
VXEX, ~~xl/=l,VsER+, 
c 
$(sx) 3 - 2 s2 + CS 
2 
and the required property of the lemma follows. 
Now by Lemma 12, there exists at least an X, EX such that @(xi) < 0. 
We see that all hypotheses of the Mountain Pass Theorem (Theorem A of 
the Appendix) are satisfied. So y5 has a non-trivial critical point, and 
system (1) has at least one non-constant solution. Moreover, if V is even, 
all hypotheses of Theorem C (with X= (0)) are satisfied. System (1) has 
then infinitely many non-constant solutions. 
APPENDIX 
We give here the statements of the critical point theorems used in the 
paper. 
DEFINITION 15. Let X be a real Banach space. We say thatfE C’(X, IR) 
satisfies the Palais-Smale condition (P.S.) if: 
(i) Each bounded sequence {un> of X such that {f(un)} is bounded 
and f ‘(u,) --f 0 possesses a convergent subsequence. 
(ii) Each sequence {U ,,> of X such that {f(un)) is bounded and 
I( f ‘(u,)ll . I/U,, 11 + 0 is bounded. 
Remark. This condition is indeed a weakened version of the classical 
Palais-Smale condition, but it is sufficient o obtain deformation theorems, 
and so critical point theorems (see [4]). 
In the three following theorems X is a real Banach space and 
J’E C’(X, R) satisfies the Palais-Smale condition. 
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THEOREM A (Mountain Pass Theorem). Suppose that: 
(1) f(O)=O. 
(2) There exist p > 0 and S > 0 such that 
f(x) > 0 for 0 < Ijsl/ d 0 
and 
f(x)>8 for llxll=p 
(3) There exists an e E X such that 
f(e) < 0. 
Then f has a critical value c > 6. 
THEOREM B. Let X, and X, be two closed subspaces of X such that 
x=x,0x? and dim X2< +CG. 
Suppose that ,f satisfies: 
( 1) There exist p > 0, 6 > 0 such that 
[x E x,, /Ix// = p] *-f(x) 3 6. 
(2) There exist x, E X, and R > p such that 
fro on aQ, 
where 8Q is the boundary of the set 
Q= (x2+kxI/.xZ~XZ, IIxJ <RandO<A<R). 
Then f possesses a critical value c > 6. 
THEOREM C. Let X1 and X, be two closed subspaces of X such that 
x=x,0x2 and dim X2 -=c +x. 
Suppose that 
( 1) f is euen andf(0) = 0. 
(2) There exist p > 0 and b > 0 such that 
[XE x,, II-XII =p] -f(x)> 6. 
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(3) For each fit&e ditnensiotzal subspace Y of X, the set Y n (f 3 0 1 
is bounded. 
Then .f possesses infinitely tnanJ9 distinct pairs of non-zero critical points. 
References. See [2] for Theorems A and C and [S] for Theorem B. 
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