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V magistrskem delu opišite matematične osnove za mere tveganja, ki se uporabljajo
v matematičnih financah.
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V delu predstavimo mere tveganja. V prvem delu obravnavamo osnovne pojme in
lastnosti mer tveganja. V drugem delu izpeljemo potrebna orodja iz funkcionalne
analize in teorije mere, ki jih nato uporabimo pri predstavitvi konveksnih mer tvega-
nja s pomočjo pričakovane vrednosti slučajnih spremenljivk. Na koncu obravnavamo
še predstavitev dveh posebnih mer tveganja.
Risk Measures
Abstract
In this thesis we present risk measures. In the first section, basic notions and
properties are introduced. The second part begins with an overview of the necessary
tools from functional analysis and measure theory, which are then used for the re-
presentation of convex risk measures in terms of expected value of random variables.
At the end, we present two special risk measures.
Math. Subj. Class. (2010): 46G12, 91B30, 91G40
Ključne besede: mera tveganja, konveksna mera tveganja, koherentna mera tve-
ganja




Za začetek si oglejmo dva motivacijska primera, ki kažeta, kako se mere tveganja
naravno pojavljajo v svetu financ.
Primer 1.1. Recimo, da finančni sklad želi svojim vlagateljem za neko obdobje za-
gotoviti zajamčen donos. V ta namen razmišlja o nakupu obveznic, ki danes stanejo
950 EUR, ob zapadlosti pa izplačajo 1000 EUR. Sklad ocenjuje, da bo posamezna
obveznica propadla z verjetnostjo 0, 05 (bankrot izdajatelja), neodvisno od ostalih
obveznic. Finančni sklad se zaveže, da bo strankam ob zapadlosti v vsakem primeru
izplačal 980 EUR – ob bankrotu izdajatelja bo torej moral zagotoviti izplačilo iz
lastnih sredstev. Upravljavec sklada si beli glavo: koliko kapitala mora imeti ob
zapadlosti na razpolago, da bo glede na svoje predpostavke lahko izplačal svoje
stranke? V ta namen oblikuje slučajno spremenljivko X, ki predstavlja denarne to-
kove ob zapadlosti. Če za posamezno obveznico pride do bankrota izdajatelja, mora
zagotoviti 980 EUR, sicer pa v žep pospravi 1000 EUR − 980 EUR = 20 EUR.
X =
{︄
20 ; z verjetnostjo 0,95
−980 ; z verjetnostjo 0,05
Obveznost sklada je potem enaka −X. Pričakovano obveznost sklada izračuna
kot pričakovano vrednost
E[−X] = 0, 05 · 980− 0, 95 · 20 = 30
Upravljavec je dobil odgovor: za vsako obveznico mora pripraviti 30 EUR. To je
mera tveganja te obveznice.
Primer 1.2. Zavarovalnica 30 osebam proda zdravstveno zavarovanje, ki krije stro-
ške zdravljenja v tujini, vendar največ do višine 100.000 EUR. Koliko kapitala mora
imeti zavarovalnica na razpolago, da bo glede na razumna pričakovanja imela dovolj
za poplačilo škod?
Na prvo žogo bi rekli: v najslabšem primeru bo vseh 30 ljudi zahtevalo izplačilo
po 100.000 EUR, torej potrebujemo 3.000.000 EUR. Verjetnost takega dogodka pa
je izjemno majhna, zavarovalnica pa tudi ne želi, da bi taka količina denarja ležala v
rezervi. Recimo, da statistični podatki kažejo, da za to zavarovanje povprečno izpla-
čamo 50 EUR na vsako zavarovano osebo. Izplačilo za posamezno stranko zapišimo
kot eksponentno porazdeljeno slučajno spremenljivko Xi ∼ Exp(1/50) (eksponentno
porazdeljena slučajna spremenljivka s pričakovano vrednostjo 50). Potem je naše





Če predpostavimo, da so Xi paroma neodvisne, je
X ∼ Gamma(30, 50)
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Izberimo si majhen p, recimo p = 0, 01. Definirajmo tvegano vrednost (ang. value
at risk) kot
V@Rp(Y ) = inf{m ∈ R : P (m+ Y < 0) ≤ p} (1)
Definicijo (1) beremo takole: iščemo najmanjšo količino kapitala m, ki z vsaj
99-odstotno verjetnostjo zadošča za pokritje pričakovanih obveznosti.
Iščemo najmanjši m, da bo P (X ≤ m) ≥ 0, 99 in dobimo m = 2.209, 49, kar
je precej bolje kot 3.000.000, hkrati pa glede na razumna pričakovanja z veliko
gotovostjo omogoča poplačilo obveznosti.
2 Mere tveganja in njihove dopustne množice
V tem poglavju sledimo viru [1] (poglavje 4.1). Najprej matematično definirajmo
pojem mere tveganja.
Definicija 2.1. Naj bo Ω množica in X neki realen vektorski prostor omejenih
funkcij X : Ω → R, ki vsebuje vse konstantne funkcije. Preslikava ρ : X → R se
imenuje mera tveganja, če za vse X, Y ∈ X velja:
• monotonost: če je X ≤ Y , je ρ(X) ≥ ρ(Y )
• translacijska invarianca: za vsak m ∈ R velja ρ(X +m) = ρ(X)−m
Opomba 2.2. Smiselno bi bilo zahtevati, da je ρ normalizirana tj. ρ(0) = 0, vendar
bomo dopuščali tudi obstoj mer tveganja, ki niso normalizirane.
Pri definiciji moramo biti pozorni na to, da X predstavlja denarne tokove z
našega stališča, našo obveznost pa predstavlja funkcija −X, tako kot v primeru 1.1.
Monotonost pomeni, da če je tveganje X z našega stališča gotovo slabše od tveganja
Y , moramo zanj zagotoviti več kapitala. Translacijska invarianca pa pomeni: če
tveganju že vnaprej dodamo nekaj kapitala, se zahtevan kapital, ki ga moramo imeti
na razpolago, zmanjša za ta znesek.
V posebnem velja
ρ(X + ρ(X)) = 0 (2)
in
ρ(m) = ρ(0)−m za vse m ∈ R (3)
Enakost (2) razgalja bistvo pojma mere tveganja: če tveganju X dodamo ρ(X)
kapitala, nismo več izpostavljeni.
Iz našega prostora X naredimo normiran prostor:
Definicija 2.3. Na realnem vektorskem prostoru omejenih funkcij X definiramo
supremum normo ||.||∞ kot
||X||∞ = sup{|X(ω)|;ω ∈ Ω}
Trditev 2.4. Za vsako mero tveganja ρ velja
|ρ(X)− ρ(Y )| ≤ ||X − Y ||∞ (4)
Torej je vsaka mera tveganja Lipschitzeva funkcija glede na supremum normo.
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Dokaz. Iz definicije supremum norme očitno sledi, da je
X − Y ≤ ||X − Y ||∞
oziroma
X ≤ Y + ||X − Y ||∞
Zaradi monotonosti in translacijske invariance sledi
ρ(X) ≥ ρ(Y )− ||X − Y ||∞
in zato
ρ(Y )− ρ(X) ≤ ||X − Y ||∞
Če zamenjamo vlogi X in Y in ponovimo sklep, je dokaz končan.
Definicija 2.5. Mera tveganja je konveksna, če za vsak λ ∈ [0, 1] velja
ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y )
Konveksnost pomeni: če namesto zgolj v X ali zgolj v Y investiramo delež λ v
X in delež 1−λ v Y , smo na boljšem, torej se tveganje vedno splača razpršiti. Mere
tveganja, ki niso konveksne, lahko investitorju narekujejo akumulacijo kapitala v
tisto naložbo, ki jo model smatra kot najmanj tvegano, to pa ima pogubne posledice
v primeru, ko ta manj tvegana naložba vendarle propade.
Definicija 2.6. Konveksna mera tveganja je koherentna, če je pozitivno homogena:
za vsak λ ≥ 0 je ρ(λX) = λρ(X).
Vsaka pozitivno homogena mera tveganja je normalizirana, saj velja
ρ(0) = ρ(0 ·X) = 0 · ρ(X) = 0
Definicija 2.7. Mera tveganja ρ je subaditivna, če velja
ρ(X + Y ) ≤ ρ(X) + ρ(Y )
oz. aditivna, če velja
ρ(X + Y ) = ρ(X) + ρ(Y )
Primer 2.8. V primeru 1.1 smo definirali mero tveganja kot
ρ(X) = E[−X]
To je koherentna mera tveganja, ki je tudi aditivna. V poglavju 5 bomo pokazali,
da so vse koherentne aditivne mere tveganja take oblike.
Primer 2.9. Ob izrazu mera tveganja morda pomislimo na varianco slučajne spre-
menljivke, ki je v statistiki mera za razpršenost tj. pozicije z visoko varianco so
bolj izpostavljene nihanju vrednosti. Toda varianca ni mera tveganja, saj velja
V ar(X +m) = V ar(X) ̸= V ar(X)−m.
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Če imamo mero tveganja ρ, lahko določimo elemente X , za katere ne potrebujemo
dodatnega kapitala, da pokrijemo njihovo tveganje:
Definicija 2.10. Dopustna množica Aρ mere tveganja ρ je
Aρ = {X ∈ X : ρ(X) ≤ 0}
Primer 2.11. Dopustna množica mere tveganja ρ(X) = E[−X] iz primera 1.1 je
enaka
Aρ = {X ∈ X : E[X] ≥ 0}
V tem primeru je tveganje dopustno, če upravljavcu sklada prinaša (pričakovan)
dobiček.
Za potrebe naslednje trditve potrebujemo nekaj geometrijskih definicij:
Definicija 2.12. Naj bo X realen vektorski prostor in C njegova podmnožica.
• C je konveksna, če za poljubna elementa x, y ∈ C in poljuben λ ∈ [0, 1] tudi
λx+ (1− λ)y leži v C.
• C je stožec, če za poljuben x ∈ C in poljuben α ≥ 0 tudi αx leži v C.
• Stožec C je konveksen stožec, če za poljubna x, y ∈ C tudi x+ y leži v C.
Opomba 2.13. Očitno je vsak konveksen stožec konveksna množica.
Sedaj lahko navedemo naslednjo trditev, ki pokaže, da obstaja tesna zveza med
mero tveganja in njeno dopustno množico:
Trditev 2.14. Naj bo ρ mera tveganja z dopustno množico Aρ. Potem veljajo
trditve:
1. Množica Aρ je neprazna, zaprta v X glede na supremum normo in zadošča
naslednjima pogojema:
inf{m ∈ R|m ∈ Aρ} > −∞
X ∈ Aρ in Y ≥ X ⇒ Y ∈ Aρ
2. ρ lahko dobimo iz Aρ:
ρ(X) = inf{m ∈ R|m+X ∈ Aρ}
3. ρ je konveksna mera tveganja natanko tedaj, ko je Aρ konveksna množica.
4. ρ je pozitivno homogena natanko tedaj, ko je Aρ stožec.
5. ρ je koherentna natanko tedaj, ko je Aρ konveksen stožec.
4
Dokaz. 1. Izberimo X ∈ X . Iz zveze (2) vidimo, da je X + ρ(X) ∈ Aρ, torej je
Aρ neprazna. Ker je ρ po trditvi 4 Lipschitzevo zvezna, je tudi zvezna. Če
izberemo zaporedje (Xn)n∈N ⊂ Aρ, za katerega velja Xn → X v normi ||.||∞,
potem je





Zato je Aρ zaprta. Naj bo B = {m ∈ R|m ∈ Aρ} in izberimo m ∈ B. Iz
enakosti (3) sledi, da je m = ρ(0)− ρ(m) ≥ ρ(0), torej je B navzdol omejena.
Naj bo X ∈ Aρ in Y ≥ X. potem je zaradi monotonosti ρ(Y ) ≤ ρ(X) ≤ 0,
torej Y ∈ Aρ.
2. Izberimo X ∈ X . Iz translacijske invariance sledi
inf{m ∈ R : m+X ∈ Aρ}
= inf{m ∈ R : ρ(m+X) ≤ 0}
= inf{m ∈ R : ρ(X) ≤ m}
=ρ(X)
3. Naj bo ρ konveksna, X, Y ∈ Aρ in λ ∈ [0, 1]. Potem je
ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y ) ≤ 0
Zato je λX + (1 − λ)Y ∈ Aρ, torej je Aρ konveksna. Obrat sledi iz trditve
2.15.
4. Naj bo ρ pozitivno homogena, α ≥ 0 in X ∈ Aρ. Potem je
ρ(λX) = λρ(X) ≤ 0
Zato je λX ∈ Aρ, torej je Aρ stožec. Obrat sledi iz trditve 2.15.
5. Če je ρ koherentna, je pozitivno homogena, zato je Aρ stožec. Ker je ρ tudi
konveksna, za vsak α ≥ 0 in X, Y ∈ Aρ sledi



























Zato je Aρ konveksen stožec. Obrat sledi iz trditve 2.15.
Do sedaj smo postopali tako, da smo ob dani meri tveganja določili njeno dopu-
stno množico. V praksi bi morda lažje določili dopustno množico in nato poiskali
pripadajočo mero tveganja. Izkaže se, da to lahko storimo, in še več, lastnosti do-
bljene mere tveganja lahko razberemo iz lastnosti naše vnaprej določene dopustne
množice. To pove naslednja trditev.
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Trditev 2.15. Naj bo A neprazna podmnožica X , ki zadošča pogojema:
inf{m ∈ R|m ∈ A} > −∞ (5)
X ∈ A in Y ≥ X ⇒ Y ∈ A (6)
Definiramo funkcional ρA : X → R kot
ρA(X) := inf{m ∈ R|m+X ∈ A}
Potem ima funkcional ρA naslednje lastnosti:
1. ρA je mera tveganja.
2. Če je A konveksna množica, je ρA konveksna mera tveganja.
3. Če je A stožec, je ρA pozitivno homogena mera tveganja.
4. Če je A konveksen stožec, je ρA koherentna mera tveganja.
5. Množica AρA je enaka zaprtju množice A glede na normo ||.||∞.
6. A = AρA natanko tedaj, ko je A zaprta glede na ||.||∞.
Dokaz. 1. Preverimo, da je ρA dobro definiran. Množica A je neprazna, torej
obstaja Y ∈ A, ki je omejena funkcija. Ob danem X ∈ X , ki je prav tako
omejen, lahko najdemo m > 0, da je X +m ≥ Y , zato je X +m ∈ A zaradi
lastnosti (6). Torej je množica {m ∈ R|m+X ∈ Aρ} neprazna. Preverimo še,
da je navzdol omejena. Če ne bi bila navzdol omejena, bi veljalo m +X ∈ A
za poljubno majhen m. Ker je vsak X omejen, je X ≤ M za neki M ∈ R.
Zaradi lastnosti (6) bi bil tudi m+M ∈ A za poljubno majhen m, to pa je v
protislovju z lastnostjo (5).
Preverimo monotonost: Iz X ≥ Y sledi m + X ≥ m + Y , zato za vsak m iz
m+ Y ∈ A sledi m+X ∈ A zaradi lastnosti (6). Zato je ρ(X) ≤ ρ(Y ).
Translacijska invarianca je jasna, saj za vsak a ∈ R velja
inf{m ∈ R : m+ a+X ∈ A}+ a = inf{m ∈ R : m+X ∈ A}
2. Izberimo X, Y ∈ X ter λ ∈ [0, 1]. Najprej opazimo, da velja
X +m ∈ A =⇒ ρA(X) ≤ m (7)
Lahko zapišemo še malo splošneje:
∀ϵ > 0 : X +m+ ϵ ∈ A =⇒ ∀ϵ > 0 : ρA(X) ≤ m+ ϵ =⇒ ρA(X) ≤ m
Torej je dovolj videti, da je
λX + (1− λ)Y + λρA(X) + (1− λ)ρA(Y ) + ϵ ∈ A (8)
za poljuben ϵ > 0.
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Če preuredimo izraz (8), dobimo
λ(X + ρA(X) + ϵ) + (1− λ)(Y + ρA(Y ) + ϵ) ∈ A (9)
Po definiciji je
X + ρA(X) + ϵ = X + inf{m ∈ R : m+X ∈ A}+ ϵ ∈ A
Podobno dobimo za Y + ρA(Y ) + ϵ in zaradi konveksnosti A izraz (9) drži.
3. Naj bo A stožec X ∈ A in λ > 0. Računamo
ρA(λX) = inf{m ∈ R : m+ λX ∈ A}
= inf{m ∈ R : λ(m
λ
+X) ∈ A}
= inf{m ∈ R : m
λ
+X ∈ A}
= inf{λk ∈ R : k +X ∈ A}
=λ inf{k ∈ R : k +X ∈ A}
=λρA(X)
Dokazati moramo še za λ = 0, tj. ρA(0) = 0 oziroma inf{m ∈ R : m ∈ A} = 0.
Če obstaja r ∈ (−∞, 0) ∩A, potem, ker je A stožec, poljubno majhen m ∈ R
leži v A, to pa ne gre zaradi lastnosti (5), zato je ρA(0) ≥ 0. Če obstaja ϵ > 0,
ki ne leži v A, potem za λ > 1 velja λϵ /∈ A, kar je v protislovju z lastnostjo
(6).
4. Sledi neposredno iz točk 2 in 3.
5. Najprej dokažimo, da je A ⊂ AρA . Za X ∈ A obstaja zaporedje (Xn)n∈N v A,
da Xn → X. Iz zveze (4) sledi, da je ρA zvezna, zato velja ρA(Xn) → ρA(X).
Zato je X ∈ AρA . Dokažimo še inkluzijo AρA ⊂ A. Naj bo X ∈ AρA . Torej je
ρA(X) ≤ 0 in zato obstaja padajoče zaporedje (mn)n∈N, da velja mn → ρA(X)
in mn +X ∈ A. Če definiramo Xn = mn +X − ρA(X), je zaradi lastnosti (6)
Xn ∈ A. Poleg tega Xn → X, zato je X ∈ A.
6. Sledi neposredno iz prejšnje točke.
Iz točke 5 trditve 2.15 sledi, da je dopustna množica mere tveganja ρA najmanjša
možna glede na dano množico A. Mera tveganja ρA je v tem pogledu optimalna.
Primer 2.16. Črnogleda (ang. worst-case) mera tveganja ρmax je definirana kot
ρmax(X) = − inf
ω∈Ω
X(ω)
Njena dopustna množica je A = {X ∈ X |X ≥ 0}, ki je očitno konveksen stožec,





Spomnimo se, da za normalizirane mere tveganja velja ρ(m) = −m za poljuben
m ∈ R. Zato zaradi monotonosti velja za vsako normalizirano mero tveganja ρ:
ρ(X) ≤ ρ( inf
ω∈Ω
X(ω)) = ρmax(X)
Torej je ρmax res najbolj črnogleda med vsemi normaliziranimi merami tveganja.
Primer 2.17. Naj bo (Ω,F , P ) verjetnostni prostor in X množica vseh slučajnih
spremenljivk na njem, ki so skoraj gotovo končne glede na P . Izberimo λ ∈ (0, 1) in
definirajmo dopustno množico A kot
A = {X ∈ X |P (X < 0) ≤ λ} (10)
Množici A ustreza mera tveganja V@R, ki smo jo definirali v (1). V@R je
pozitivno homogena, vendar v splošnem ni konveksna. Oglejmo si na primeru ([4],
str. 28). Naj bosta X1 in X2 neodvisni slučajni spremenljivki s porazdelitvijo:
Xi =
{︄
−100 ; z verjetnostjo 0, 04
0 ; z verjetnostjo 0, 96
















= P (X1+X2 < 0) = 1−P (X1 = X2 = 0) = 1−0, 962 ≥ 0, 05
3 Orodja iz funkcionalne analize
V tem poglavju večinoma sledimo viru [3] (poglavji 3 in 5), razen kjer je označeno
drugače. Najpomembnejša rezultata tega poglavja sta Banach-Alaoglujev izrek in
izrek o separaciji konveksnih množic, ki ju bomo potrebovali v poglavju 5.
3.1 Osnovni pojmi
Osnovni pojem funkcionalne analize je linearen funkcional, definiran na normiranem
prostoru. Normirane prostore bomo označevali z (X , ||.||), kjer je X vektorski prostor
nad obsegom R, ||.|| pa norma na njem. Če ne bo bojazni, da pride do zmešnjave,
bomo zapis skrajšali v (X , ||.||) = X .
Definicija 3.1. Naj bo (X , ||.||) normiran vektorski prostor. Zaporedje (Xn)n∈N je
Cauchyjevo v X , če za vsak ϵ > 0 obstaja N ∈ N, da za vsak par naravnih števil
m,n ≥ N velja ||Xm −Xn|| < ϵ.
Definicija 3.2. Normiran prostor X je Banachov, če je vsako Cauchyjevo zaporedje
v njem konvergentno.
Opomba 3.3. Obrat velja vedno: vsako konvergentno zaporedje je Cauchyjevo.
Primer 3.4. Prostor (R, |.|) je Banachov.
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Ukvarjali se bomo predvsem s prostorom omejenih slučajnih spremenljivk
(X , ||.||∞), kjer je ||.||∞ norma, podana v definiciji 2.3. Prepričajmo se, da je ta
prostor Banachov.
Trditev 3.5. Vektorski prostor vseh omejenih slučajnih spremenljivk na merljivem
prostoru je Banachov prostor glede na ||.||∞.
Dokaz. Naj bo (Xn) Cauchyjevo v ||.||∞. Ker za poljuben ω ∈ Ω velja
||Xn −Xm||∞ ≥ |Xn(ω)−Xm(ω)|
je zaporedje (Xn(ω))n∈N Cauchyjevo zaporedje v R. Ker je R Banachov, je
(Xn(ω))n∈N konvergentno. Postavimo X(ω) = limn→∞ Xn(ω). Trdimo, da je X tudi
limita v ||.||∞. Naj bo ϵ > 0. Za poljuben ω in dovolj velik m lahko ocenimo
|X(ω)−Xn(ω)| ≤ |X(ω)−Xm(ω)|+ ||Xm −Xn||∞ < |X(ω)−Xm(ω)|+ ϵ
Sedaj na obeh straneh pošljimo m → ∞ in dobimo
|X(ω)−Xn(ω)| ≤ ϵ
Ta ocena pa je neodvisna od ω, zato je ||X −Xn||∞ ≤ ϵ.
Ker je X limita po točkah zaporedja slučajnih spremenljivk, je tudi sam slučajna
spremenljivka. To je dobro znano dejstvo iz teorije mere in ga lahko najdemo npr.
v viru [2] (str. 150, posledica 14).
Za konec preverimo še, da je X omejena:
||X||∞ ≤ ||X −Xn||∞ + ||Xn||∞ ≤ ϵ+ ||Xn||∞
Definicija 3.6. Naj bo X normiran prostor nad obsegom R. Preslikava f : X → R
je linearen funkcional, če velja:
• za vsak λ ∈ R in x ∈ X velja f(λx) = λf(x)
• za vsak par x, y ∈ X velja f(x+ y) = f(x) + f(y)
Linearen funkcional je zvezen, če je zvezna funkcija.
Opomba 3.7. Namesto R bi lahko vzeli tudi neki normiran prostor Y . Linearnim
preslikavam A : X → Y rečemo linearni operatorji.
Zanimali se bomo predvsem za zvezne linearne funkcionale. Namesto z zveznostjo
je lažje delati z ekvivalentnim pojmom omejenosti.
Trditev 3.8. Naj bo X normiran prostor. Linearen funkcional f je zvezen natanko
tedaj, ko je omejen tj. obstaja C ≥ 0, da za vsak x ∈ X velja |f(x)| ≤ C||x||.
Dokaz. Kot za vsako linearno preslikavo velja f(0) = 0. Naj bo f zvezen in naj bo
ϵ > 0. Zaradi zveznosti obstaja δ > 0, da iz ||y|| < δ sledi |f(y)| < ϵ. Vzemimo
poljuben x in definirajmo x∗ = x
2||x||δ. Potem je |f(x
∗)| < ϵ, ker je ||x∗|| < δ. Torej
je |f(x)| < 2ϵ
δ
||x||. Če vzamemo C = 2ϵ
δ
, je dokaz končan.
Naj bo sedaj f omejen. Potem je |f(x) − f(y)| = |f(x − y)| ≤ C||x − y||, zato
je f Lipschitzevo zvezen, torej tudi zvezen.
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Opomba 3.9. Omejenosti linearnega funkcionala ne smemo zamenjevati z običaj-
nim pojmom omejenosti funkcij. Omejenost linearnega funkcionala zgolj pomeni,
da je kot funkcija omejen na vsaki krogli.
Definicija 3.10. Prostor omejenih linearnih funkcionalov označimo z X ∗ in mu
rečemo dual prostora X . Na prostoru X ∗ definiramo preslikavo ||.|| kot
||f || = inf{C ≥ 0 : |f(x)| ≤ C||x|| ∀x ∈ X}
Trditev 3.11. Preslikava ||.|| je norma in X ∗ je Banachov prostor glede na to
normo.
Dokaz. Normiranost je očitna. Naj bo sedaj (fn)n∈N Cauchyjevo zaporedje v X ∗.
Dokazujemo, da konvergira in da njegova limita leži v X ∗. Iz definicije norme takoj
sledi, da za vsak f in vsak x velja |f(x)| ≤ ||f || · ||x||. Razlika omejenih linearnih
funkcionalov je spet omejen linearen funkcional, zato za poljubna indeksa m in n
velja
|fm(x)− fn(x)| ≤ ||fm − fn|| · ||x||
Za fiksen x je torej tudi zaporedje (fn(x))n∈N Cauchyjevo v R, torej konvergentno, saj
je R Banachov prostor. Definirajmo funkcijo f kot f(x) = limn→∞ fn(x). Funkcija
f je linearen funkcional, saj je limita linearna. Pri danem ϵ > 0 lahko najdemo
indeks n0, da za vse indekse m,n ≥ n0 velja ||fm − fn|| < ϵ. Z vsak x lahko potem
ocenimo




|(fn−fm)x| ≤ lim sup
n→∞
||fn−fm||·||x|| ≤ ϵ||x||
Od tod takoj sledi, da je ||f − fm|| ≤ ϵ, torej (fm)m∈N v normi konvergira proti
f .Ocenimo pa lahko še
|f(x)| ≤ |f(x)− fmx|+ |fmx| ≤ ϵ||x||+ ||fm|| · ||x|| = (ϵ+ ||fm||)||x||
Torej je f tudi omejen.
Opomba 3.12. Normo linearnega funkcionala lahko izračunamo tudi kot




= sup{|f(x)| : ||x|| ≤ 1}
Ker je dual spet Banachov prostor, lahko na njem spet definiramo linearne funk-
cionale, na primer kot v definiciji:
Definicija 3.13. Za vsak x ∈ X definiramo preslikavo Fx : X ∗ → R kot
Fx(f) = f(x).
Izkaže se, da je vsak Fx zvezen linearen funkcional ter da je ||Fx|| = ||x||, torej
je preslikava x ↦→ Fx izometrična vložitev prostora X v drugi dual (dual prostora
X ∗) v smislu naslednje definicije.
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Definicija 3.14. Naj bosta X in Y normirana prostora. Linearen operator
f : X → Y je topološki izomorfizem, če je:
• bijektiven,
• zvezen,
• njegov inverz zvezen.
Če tak f obstaja, rečemo, da sta X in Y topološko izomorfna. Če poleg tega
velja še ||f(x)|| = ||x||, je f izometrični izomorfizem.
Dobro znano je, da je končno razsežen prostor X nad R algebraično izomorfen
prostoru Rn, kjer je n dimenzija X . V resnici je celo topološko izomorfen:
Trditev 3.15. Poljuben linearen operator med dvema normiranima prostoroma, ki
sta končne dimenzije, je zvezen. Zato je vsak končno razsežen normiran prostor
dimenzije n nad R topološko izomorfen prostoru Rn.
Dokaz. Glej vir [3], str. 70, trditev 3.4.
3.2 Šibka topologija in Banach-Alaoglujev izrek
S pomočjo trditve 3.15 vidmo, da je v vsakem končno razsežnem normiranem pro-
storu enotska krogla BX = {x ∈ X : ||x|| ≤ 1} kompaktna, saj je omejena in zaprta,
kar je v Rn ekvivalentno kompaktnosti. Žal pa to ne velja v neskončno razsežnih
prostorih. Oglejmo si na primeru.
Primer 3.16. Naj bo dan vektorski prostor C([0, 1]) = {f : [0, 1] → R : f zvezna}.
Opremimo ga z normo ||.||∞. Trdimo, da zaprta enotska krogla v njem ni kompaktna.
Definirajmo zaporedje funkcij fn : [0, 1] → R kot fn(x) = xn. Potem je (fn)n∈N ⊂ B,
toda po točkah konvergira proti funkciji
f(x) =
{︄
0; 0 ≤ x < 1
1; x = 1
Zaporedje (fn)n∈N torej ne konvergira enakomerno, prav tako ne nobeno podzapo-
redje, zato B ni kompaktna.
Izkazalo se bo, da je normna topologija v neskončno razsežnih prostorih "pre-
velika", da bi bila zaprta enotska krogla kompaktna množica. Topologijo bi radi
oklestili, hkrati pa ohranili lastnost, da so vsi omejeni linearni funkcionali zvezni.
Definicija 3.17. Naj bo X normiran prostor in X ∗ njegov dual. Šibka topologija
je najšibkejša topologija, v kateri so vsi funkcionali iz X ∗ zvezni (v smislu, da če je
T neka druga topologija, v kateri so vsi funkcionali iz X ∗ zvezni, je šibka topologija
podmnožica T ). Označimo jo s σ(X ,X ∗). Elemente šibke topologije imenujemo
šibko odprte množice, podobno uporabljamo tudi izraze šibko zaprta množica, šibko
kompaktna množica ipd.
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Po definiciji mora šibka topologija vsebovati vse praslike odprtih množic, v našem
primeru zadošča vzeti družino
{f−1((f(x)− ϵ, f(x) + ϵ));x ∈ X , f ∈ X ∗, ϵ > 0}
Bazo topologije dobimo, če vzamemo vse končne preseke takih množic. Množica
U je torej šibko odprta, če vsak x ∈ U vsebuje bazno okolico znotraj U . Torej,
U je šibko odprta natanko tedaj, ko za vsak x ∈ U obstajajo f1, ..., fn iz X ∗ in
ϵ1, ..., ϵn > 0, da je
∩nk=1{y ∈ X : |fk(x)− fk(y)| < ϵk} ⊂ U
Šibka topologija je na prvi pogled zapletena, na srečo pa lahko konvergenco
zaporedij v njej karakteriziramo precej enostavno: zaporedje (xn)n∈N konvergira
proti x v šibki topologiji natanko tedaj, ko za vsako podbazno okolico točke x
obstaja indeks n0, da za vse indekse n ≥ n0 velja, da vsi xn ležijo v tej podbazni
okolici. To je, za vsak ϵ > 0 in vsak f ∈ X ∗ obstaja n0 ∈ N, da za vse n ≥ n0 velja
|f(x)n − f(x)| < ϵ. Povedano drugače:
Trditev 3.18. Zaporedje (xn)n∈N konvergira proti x v šibki topologiji natanko tedaj,
ko za vsak f ∈ X ∗ zaporedje (f(xn))n∈N konvergira proti f(x).
Sedaj definirajmo šibko topologijo še na Banachovem prostoru X ∗:
Definicija 3.19. Šibka* topologija je najšibkejša topologija na X ∗, v kateri so zvezni
vsi funkcionali {Fx;x ∈ X}, definirani kot Fx(f) = f(x). Označimo jo s σ(X ∗,X ).
Podobno kot pri šibkih topologijah lahko o konvergenci zaporedij povemo nasle-
dnje:
Trditev 3.20. Zaporedje (fn)n∈N konvergira proti f v šibki* topologiji natanko tedaj,
ko za vsak x ∈ X zaporedje (fn(x))n∈N konvergira proti f(x).
Pripravljeni smo na Banach-Alaoglujev izrek, ki ga bomo uporabili v dokazu
izreka 5.14.
Izrek 3.21 (Banach-Alaoglujev izrek). Naj bo X normiran prostor. Potem je za
vsak r > 0 zaprta krogla BX ∗(0, r) = {f ∈ X ∗ : ||f || ≤ r} šibko* kompaktna množica.
Dokaz. Glej vir [3], str. 130, izrek 3.1.
Vsaka šibko odprta množica je odprta, zato je tudi vsaka šibko zaprta množica
zaprta. Za konveksne množice pa velja tudi obrat, ki ga bomo prav tako uporabili
v dokazu izreka 5.14.
Izrek 3.22. Konveksna množica K v realnem normiranem prostoru X je zaprta
natanko tedaj, ko je šibko zaprta.
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Dokaz. Dokazati moramo samo, da je zaprta množica K tudi šibko zaprta. Dokazali
bomo, da je KC šibko odprta. Vzemimo x0 ∈ KC . Definirajmo
d = inf{||x0 − k||; k ∈ K}
Ker je KC odprta, je d > 0. Odprta krogla
B(x0, d) = {x ∈ X : ||x− x0|| < d}
torej ne seka K. Po izreku o separaciji konveksnih množic 3.35 lahko konveksni
množici K in B(x0, d) ločimo z neničelnim linearnim funkcionalom f , da velja
s = sup
x∈K
f(x) ≤ c ≤ inf
y∈B(x0,d)
f(y)
Vidimo, da je množica f(B(x0, d)) navzgor omejena: če vzamemo x ∈ B(x0, d),
je tudi x0 − (x− x0) ∈ B(x0, d), zato je f(x0 − (x− x0)) ≥ c, kar nam da
f(x) ≤ 2f(x0)− c








, torej je tudi f(B(0, 1)) navzgor omejena. Vsak x ∈ X lahko
zapišemo kot x = 2||x|| · e, kjer je ||e|| = 1
2
. Potem je





Dalje vidimo, da je f(x0) > s. Če bi veljalo f(x0) = s, bi iz definicije števila s
sledilo
f(B(x0, d)) = {s}
To pa ne more veljati za neničeln linearen funkcional. Sedaj lahko definiramo mno-
žico
U = f−1((s,∞))
Ker je (s,∞) odprta množica v R, je U šibko odprta. Poleg tega U vsebuje x0 in
U ⊂ KC . Torej smo našli šibko odprto okolico x0 v KC .
3.3 Izrek o separaciji konveksnih množic
Uporabljali bomo tudi izrek o separaciji konveksnih množic, zanj pa najprej potre-
bujemo nekaj priprave:
Definicija 3.23. Naj bo M podprostor X . Kvocientni prostor X/M definiramo
kot za druge algebraične strukture:
X/M = {x+M : x+M = y +M ⇐⇒ x− y ∈ M}
. V kvocientnem prostoru seštevamo in množimo s skalarjem na samoumeven način:
• (x+M) + (y +M) = (x+ y) +M
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• λ(x+M) = λx+M
Kvocientna preslikava q : X → X/M je definirana kot q(x) = x+M. Iz definicije
seštevanja in množenja s skalarjem na X/M sledi, da je q linearen operator. Na
kvocientnem prostoru definiramo
||x+M|| = d(x,M) = inf{||x− y|| : y ∈ M}
Preslikava ||.|| je polnorma, tj. iz ||x+M|| = 0 ne sledi nujno x+M = M. Če
pa je M zaprt, ||.|| postane norma.
Podprostor M je hiperravnina v X , če je dimX/M = 1.
Trditev 3.24. Naj bo M zaprt podprostor normiranega prostora X . Kvocientna
preslikava q : X → X/M je zvezna.
Dokaz. Ker je 0 ∈ M, je ||q(x)|| = d(x,M) ≤ ||x − 0|| = ||x||, zato je q omejen
linearen operator. Iz trditve 3.8 sledi, da je zvezen (dokaz trditve 3.8 deluje tudi za
linearne operatorje).
Definicija 3.25. Jedro linearnega funkcionala definiramo kot
kerf = {x ∈ X : f(x) = 0}
Trditev 3.26. Naj bo kerf zaprt podprostor normiranega prostora X . Potem obstaja
topološki izomorfizem T : X/kerf → R.
Dokaz. Znan izrek o izomorfizmih iz algebre pove, da obstaja T , ki je algebraičen
izomorfizem med X/kerf in imf = R. Zaradi trditve 3.15 pa je T tudi topološki
izomorfizem.
Trditev 3.27. Naj bo X vektorski prostor ter f in g neničelna linearna funkcionala
na njem. Potem velja kerf = kerg natanko tedaj, ko je g = λf za neki λ ̸= 0.
Dokaz. Implikacija v levo je očitna. Za dokaz implikacije v desno vzemimo tak
x0 ∈ X , da je f(x0) = 1, torej je g(x0) ̸= 0. Za x ∈ X velja
f(x− f(x)x0) = f(x)− f(x)f(x0) = 0
Zato je tudi g(x− f(x)x0) = 0 oziroma g(x) = f(x)g(x0) = λf(x), kjer je
λ = g(x0).
Definicija 3.28. Naj bo X vektorski prostor. Funkcija p : X → R je sublinearen
funkcional, če za vse x, y ∈ X ter vse α ≥ 0 velja:
• p(x+ y) ≤ p(x) + p(y)
• p(αx) = αp(x)
Trditev 3.29. Če je sublinearen funkcional p zvezen v točki 0, je zvezen povsod.
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Dokaz. Velja
p(x) = p(x− y + y) ≤ p(x− y) + p(y)
oziroma
p(x)− p(y) ≤ p(x− y)
Če podobno razpišemo še za y, dobimo
− p(y − x) ≤ p(x)− p(y) ≤ p(x− y) (11)
Zveznost karakterizirajmo z zaporedji. Ker je p zvezen v 0 in ker je p(0) = 0, za
poljubno zaporedje (xn)n∈N, ki konvergira proti x (oziroma ekvivalentno,
xn − x → 0), velja, da p(xn − x) → 0 in p(x− xn) → 0. Iz relacije (11) sledi, da je
zaporedje (p(x) − p(xn))n∈N ujeto med dve zaporedji, ki konvergirata proti 0, torej
tudi samo konvergira proti 0.
Trditev 3.30. Naj bo X normiran prostor in naj bo G njegova odprta konveksna
podmnožica, ki vsebuje 0. Za t ∈ R definiramo množico tG = {t · g : g ∈ G}.
Definiramo funkcional Minkowskega kot
q(x) = inf{t : t ≥ 0, x ∈ tG}
Potem je q nenegativen zvezen sublinearen funkcional in velja
G = {x : q(x) < 1}
Dokaz. Najprej opazimo, da je G zvezdasta: če je x ∈ G, je tudi αx ∈ G za
0 < α < 1, saj je αx = αx+ (1− α) · 0. Sedaj dokažimo trditev. Očitno je, da je q
nenegativen. Ker je G odprta in vsebuje 0, vsebuje neko odprto kroglo B(0, ϵ). Za
x ∈ X je ϵx
2||x|| ∈ B(0, ϵ) ⊂ G, zato je q dobro definiran. Očitno je q(0) = 0, zato je
homogenost dovolj preveriti za α > 0. Računamo
q(αx) = inf{t ≥ 0 : αx ∈ tG} = inf
{︃













Če vzamemo a, b ∈ G ter α, β ≥ 0, je zaradi konveksnosti G









∈ (α + β)G
Če vzamemo x, y ∈ X , da je q(x) = α in q(y) = β, za poljuben δ > 0 velja
x ∈ (α+ δ)G in y ∈ (β+ δ)G zaradi definicije q. Zato je x+ y ∈ (α+β+2δ)G. Ker
to velja za poljuben δ > 0, je q(x+ y) ≤ α+ β = q(x) + q(y). Zato je q sublinearen
funkcional. Pokažimo, da je G = {x : q(x) < 1}. Naj bo q(x) < 1. Potem je x ∈ δG
za q(x) < δ < 1. Toda δG ⊂ G, saj je G zvezdasta, zato je x ∈ G. Naj bo sedaj





< 1, torej q(x) < 1.
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Za konec pokažimo še, da je q zvezen. Zaradi trditve 3.29 zadošča dokazati
zveznost v 0. Ker je G = q−1(B(0, 1)) odprta, je za poljuben r > 0 množica
















= r · q−1(B(0, 1))
Sledi, da je praslika poljubne odprte okolice točke q(0) = 0 odprta, zato je q zvezen.
Trditev 3.31. Vsaka hiperravnina M v normiranem prostoru X je bodisi zaprta
bodisi gosta.
Dokaz. Zaprtje M je tudi podprostor. To zlahka vidimo, če upoštevamo, da je vsaka
točka v zaprtju limita nekega zaporedja v M, limita linearne kombinacije zaporedij
pa je linearna kombinacija limit. Ker je M podprostor, lahko naredimo kvocient
X/M. Toda iz M ⊂ M sledi X/M ⊂ X /M in ker je dimX/M = 1, je lahko
samo bodisi M = M bodisi M = X .
Trditev 3.32. Linearen funkcional f na normiranem prostoru X je zvezen natanko
tedaj, ko je njegovo jedro zaprta množica.
Dokaz. Če je f zvezen, je kerf = f−1({0}) praslika zaprte množice, zato je zaprt.
Naj bo sedaj kerf zaprt. Kvocientna projekcija q je zvezna po trditvi 3.24. Naj
bo T : X/kerf → R topološki izomorfizem (glej trditev 3.26). Potem je g = T ◦ q
zvezen linearen funkcional in velja kerf = kerg. Po trditvi 3.27 je g = λf in ker je
g zvezen, je tudi f zvezen.
Izrek 3.33 (Hahn-Banachov izrek). Naj bo X vektorski prostor nad R in naj bo q
sublinearen funkcional na X . Če je M vektorski podprostor X in f : M → R tak
linearen funkcional, da je f ≤ q, potem obstaja tak linearen funkcional F : X → R,
da je F ≤ q in F (x) = f(x) za vsak x ∈ M.
Dokaz. Glej [3] (str. 78, izrek 6.2.).
Izrek 3.34. Naj bo X realen normiran prostor in G neprazna odprta konveksna
podmnožica X , ki ne vsebuje 0. Potem obstaja taka zaprta hiperravnina M, da je
M∩G = ∅.
Dokaz. Izberimo x0 ∈ G in definirajmo
H = x0 −G = {x0 − g; g ∈ G}
H je odprta konveksna množica, ki vsebuje 0. Po trditvi 3.30 obstaja tak zvezen
nenegativen sublinearen funkcional q : X → R, da je H = {x : q(x) < 1}. Ker x0 ne
leži v H (sicer bi G vseboval 0), je q(x0) ≥ 1. Definirajmo vektorski podprostor Y
kot
Y = {αx0 : α ∈ R}
Naj bo f0 : Y → R definiran s predpisom f0(αx0) = αq(x0) Trdimo, da je f0 ≤ q na
Y . Res, če je α ≥ 0, je f0(αx0) = q(αx0). Če pa je α < 0, je
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αq(x0) ≤ α < 0 ≤ q(αx0), saj je g(x0) ≥ 1. Torej je v tem primeru f0 < q. Po
Hahn-Banachovem izreku 3.33 lahko f0 razširimo do linearnega funkcionala
f : X → R, da velja f ≤ q. Definirajmo M = kerf . M je hiperravnina, saj je po
znanem algebraičnem izreku o izomorfizmih X/kerf ∼= imf = R. Dokažimo še, da
je M∩G = ∅. Če je x ∈ G, je x0 − x ∈ H in zato
f(x0)− f(x) = f(x0 − x) ≤ q(x0 − x) < 1
Sledi, da je f(x) > f(x0)−1 = q(x0)−1 ≥ 0, zato je M∩G = ∅. Za konec pokažimo
še, da je M zaprta, od tod pa bo po trditvi 3.32 sledilo, da je f zvezen. Po trditvi
3.31 je M bodisi zaprta bodisi gosta. V našem primeru pa M ne more biti gosta,
saj ima prazen presek z odprto množico G, torej je zaprta.
Izrek 3.35 (Izrek o separaciji konveksnih množic). Naj bo X realen normiran vek-
torski prostor ter A in B njegovi konveksni in med sabo disjunktni podmnožici ter
naj bo A odprta. Potem obstaja zvezen linearen funkcional f : X → R in število
c ∈ R, da za vse a ∈ A in vse b ∈ B velja f(a) ≤ c in f(b) ≥ c.
Dokaz. Definirajmo G = A − B = {a − b : a ∈ A, b ∈ B}. Zlahka preverimo, da
je G konveksna. Je tudi odprta, saj je G = ∪{A − b : b ∈ B}. Ker sta A in B
disjunktni, 0 ne leži v G. S tem so izpolnjene predpostavke izreka 3.34, zato obstaja
taka zaprta hiperravnina M, da velja M∩G = ∅. Od tod lahko dobimo tak zvezen
linearen funkcional f , da je M = kerf tako, da vzamemo kvocientno preslikavo
q : X → X/M in izomorfizem T : X/M → R (glej trditev 3.26) ter definiramo
f = T ◦ q. Potem je f(G) konveksna množica v R in 0 /∈ G. Zato je f na G
bodisi strogo pozitiven bodisi strogo negativen. Recimo, da je negativen. Torej, če
vzamemo a ∈ A in b ∈ B, je f(a) − f(b) = f(a − b) < 0. Ker je f zvezen, obstaja
c ∈ R, da je
sup
a∈A




V tem poglavju sledimo viru [2] (str. 95-118 in 257-259).
V teoriji mere običajno definiramo mero kot števno aditivno funkcijo, mi pa
bomo ta pogoj nekoliko omilili in zahtevali, da so mere zgolj končno aditivne. Ra-
zlog za to je dejstvo, da je dual prostora (X , ||.||∞) topološko izomorfen prostoru
aditivnih mer s končno totalno variacijo (izrek 4.30), kar bomo s pridom uporabljali
v poglavju 5. V tem poglavju definiramo integral glede na aditivno mero. Z (Ω,F)
označujemo merljiv prostor, kjer je Ω neprazna množica, F pa σ-algebra na njej (v
resnici zadošča, da je F algebra).
4.1 Aditivne mere in totalna variacija
Definicija 4.1. Naj bo (Ω,F) merljiv prostor. Funkcija Q : F → R je (končno)
aditivna mera, če velja:
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• Q(∅) = 0,











Preslikava Q : F → [0, 1] je verjetnostna mera, če velja:
• Q(∅) = 0,
• števna aditivnost : če je (An)n∈N poljubna števna družina paroma disjunktnih











• Q(Ω) = 1.
Definicija 4.2. Množico M1 definiramo kot množico vseh verjetnostnih mer na
merljivem prostoru (Ω,F). Množico M1,f definiramo kot množico vseh nenegativnih
aditivnih mer Q : F → [0, 1], za katere velja Q[Ω] = 1.





|Q(Ai)|;Ai so paroma disjunktne množice iz F , n ∈ N
}︄
Pri tem postavimo v(Q) = ∞, če je množica
{
∑︁n
i=1 |Q(Ai)|;Ai so paroma disjunktne množice iz F , n ∈ N} neomejena.





|Q(Ai)|;Ai paroma disjunktne množice iz F , Ai ⊂ A, n ∈ N
}︄
Potem je v(Q) = v(Q,Ω). Q ima končno totalno variacijo, če je v(Q) < ∞.
Množico vseh aditivnih mer Q s končno totalno variacijo označimo z ba = ba(Ω,F).
Trditev 4.4. Totalna variacija v(Q) aditivne mere Q je končna natanko tedaj, ko
je Q omejena. Poleg tega velja v(Q) ≤ 2 supA∈F |Q(A)|.
Dokaz. Naj ima Q končno totalno variacijo in naj bo A ∈ F . Potem je {A} nabor
disjunktnih množic iz F , zato je
|Q(A)| ≤ v(Q)
Naj bo sedaj Q omejena in naj bo {A1, ..., An} poljuben nabor disjunktnih množic









(Q(A)−Q(B)) ≤ 2 sup
A∈F
|Q(A)|
Trditev 4.5. Totalna variacija aditivne mere Q je aditivna na F v smislu, da za
E,F ∈ F velja v(Q,E ∪ F ) = v(Q,E) + v(Q,F ), če je E ∩ F = ∅. Enakost velja
tudi v primeru, ko v ni končna, z dogovorom, da velja ∞+ a = a+∞ = ∞ za vsak
a ∈ R.










|Q(Ai ∩ F )| ≤ v(Q,E) + v(Q,F )
Od tod sledi v(Q,E ∪ F ) ≤ v(Q,E) + v(Q,F ) in tudi enakost v primeru, ko je
v(Q,E∪F ) = ∞. Če pa je v(Q,E∪F ) < ∞, lahko najdemo nabora množic {Ei}ni=1








za vsak ϵ > 0. Sledi






|Q(Fi)|+ 2ϵ ≤ v(Q,E ∪ F ) + 2ϵ
Ker je ϵ lahko poljubno majhen, sledi v(Q,E) + v(Q,F ) ≤ v(Q,E ∪ F ).
Trditev 4.5 pove, da vsaka aditivna mera Q : F → R porodi nenegativno aditivno
mero v : F → [0,∞]. V naslednji definiciji bomo v razširili na potenčno množico
P(Ω).





Trditev 4.7. Naj bo µ : F → [0,∞] aditivna mera. Potem velja
1. µ∗(E) = µ(E) za E ∈ F
2. µ∗(A ∪B) ≤ µ∗(A) + µ∗(B)
3. µ∗(A) ≤ µ∗(B) za A ⊂ B
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Dokaz. 1. Naj bo E ∈ F in E ⊂ F ∈ F . Potem je µ(F ) = µ(E) + µ(F − E),
zato je µ(F ) ≥ µ(E). Sledi µ∗(E) ≥ µ(E). Spodnja meja µ(E) je dosežena,
če vzamemo F = E, zato je µ(E) = µ∗(E).
2. Vzemimo A,B ⊂ Ω. Naj bosta A1, B1 ∈ F taka, da je A ⊂ A1 in B ⊂ B1 ter
µ(A1) ≤ µ∗(A) + ϵ in µ(B1) ≤ µ∗(B) + ϵ
Ker velja A ∪B ⊂ A1 ∪B1, sledi
µ∗(A ∪B) ≤µ(A1 ∪B1)
=µ(A1) + µ(B1 − A1)
≤µ(A1) + µ(B1)
≤µ∗(A) + µ∗(B) + 2ϵ
Ker to velja za poljuben ϵ > 0, sledi µ∗(A ∪B) ≤ µ∗(A) + µ∗(B).
3. Če je F ∈ F tak, da je B ⊂ F , potem obstaja tak F ′ ∈ F , da je A ⊂ F ′ ⊂ F
(recimo F ′ = F ). Ker je µ(F ) = µ(F ′)+µ(F −F ′) in ker je µ nenegativna, je
µ(F ′) ≤ µ(F ). Sledi, da je µ∗(A) ≤ µ∗(B).
Trditev 4.8. Totalna variacija v(Q) aditivne mere Q je norma na prostoru aditivnih
mer s končno totalno variacijo ba(Ω,F).
Dokaz. Očitno je v nenegativna preslikava in velja v(αQ) = |α|v(Q). Ker je
n∑︂
i=1






|P (Ai)| ≤ v(Q) + v(P ),
sledi, da je v(Q+ P ) ≤ v(Q) + v(P ). Očitno je tudi v(Q) = 0 natanko tedaj, ko je
Q ≡ 0.
Definicija 4.9. Naj bo Q : F → R aditivna funkcija, v(Q, .) njena totalna variacija
in v∗ razširitev totalne variacije na P(Ω) kot v definiciji 4.6. Množica N ⊂ Ω je
Q-ničelna množica, če je v∗(Q,N) = 0. Če je Q samoumevna, rečemo samo ničelna
množica.
Opomba 4.10. Jasno je, da je vsaka podmnožica ničelne množice spet ničelna
množica in da je končna unija ničelnih množic spet ničelna množica.
Za trditev o točkah prostora Ω bomo rekli, da drži skoraj povsod (oz. Q-skoraj
povsod), če je množica točk, kjer ne drži, ničelna množica.
Definicija 4.11. Naj bo A ⊂ Ω, α ≥ 0, Q aditivna mera in X : Ω → R. Množico
A(|X| > α) definiramo kot
A(|X| > α) = {ω ∈ A : |X(ω)| > α} (12)
Preslikavo |X| definiramo kot
|X| = inf
α>0
arctan{α + v∗(Q,Ω(|X| > α))} (13)
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Opomba 4.12. |X| je končna tudi, če Q nima končne totalne variacije. V resnici
bi lahko namesto arctan vzeli poljubno funkcijo ϕ, za katero obstaja limx→∞ ϕ(x)
ter velja ϕ(0) = 0 in ϕ(x+ y) ≤ ϕ(x) + ϕ(y).
Opomba 4.13. Pri oznakah moramo biti pozorni: oznaka |X| je definirana v (13),
oznaka |X(ω)| pa pomeni absolutno vrednost realnega števila X(ω).
Trditev 4.14. Za funkciji X in Y velja neenakost |X + Y | ≤ |X|+ |Y |.
Dokaz. Sledi neposredno iz sklepa
Ω(|X + Y | > α+ β) ⊂ Ω(|X| > α) ∪ Ω(|Y | > β)
in trditve 4.7.
Definicija 4.15. Naj bo Q aditivna mera. Funkcija X je Q-ničelna funkcija (ali
samo ničelna funkcija, če je Q samoumevna), če je za vsak α > 0 množica Ω(|X| > α)
Q-ničelna.
Trditev 4.16. Naj bo Q aditivna mera. Funkcija X : Ω → R je ničelna natanko
tedaj, ko je |X| = 0.
Dokaz. Če je v∗(Q,Ω(|X| > α)) = 0 za vse α > 0, je jasno, da je |X| = 0. Obratno,
če je |X| = 0, za vsak ϵ > 0 obstaja tak α > 0, da je α+v∗(Q,Ω(|X| > α)) < ϵ. Zato
je α < ϵ in od tod sledi, da je Ω(|X| > ϵ) ⊂ Ω(|X| > α) in v∗(Q,Ω(|X| > ϵ)) < ϵ.
Za δ > ϵ imamo v∗(Q,Ω(|X| > δ)) < ϵ in ker je ϵ > 0 poljuben, smo dokazali, da za
vsak δ > 0 velja v∗(Q,Ω(|X| > δ)) < δ. Potem je
|X| ≤ inf
α>0
arctan{α + α} = 0
Definicija 4.17. Na množici vseh funkcij Ω → R definiramo ekvivalenčno relacijo
∼ kot
X ∼ Y ⇐⇒ X − Y je ničelna funkcija (14)
Iz trditev 4.14 in 4.16 vidimo, da je |.| iz definicije (13) norma in da je množica
ničelnih funkcij vektorski podprostor. Če so [X] ekvivalenčni razredi glede na relacijo
∼ iz definicije 4.17, potem lahko definiramo nov vektorski prostor ekvivalenčnih
razredov F (Ω) z enačbami
[X] + [Y ] =[X + Y ] (15)
α[X] =[αX] (16)
|[X]| =|X| (17)
Običaj je, da o ekvivalenčnih razredih govorimo kot o funkcijah, pri tem pa
imamo v mislih, da ko rečemo, da sta dve funkciji enaki, je v resnici zgolj njuna
razlika ničelna funkcija.
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4.2 Integral glede na aditivno mero
Integral bomo najprej definirali za enostavne funkcije, nato pa ga s pomočjo limit
razširili na širši razred funkcij. Najprej potrebujemo pojem konvergence funkcij.
Definicija 4.18. Naj bo Q aditivna mera. Zaporedje funkcij (Xn) konvergira v
meri proti funkciji X, če je
lim
n→∞
|Xn −X| = 0
Tu je norma |.| kot v definiciji (13).
Definicija 4.19. Funkcija X ∈ X je enostavna (Q-enostavna), če se za ničelno









1; x ∈ Ai
0; sicer
Vektorski prostor vseh enostavnih funkcij označimo z X0.




Definicija 4.21. Funkcija X je totalno merljiva (Q-totalno merljiva), če leži v za-
prtju podprostora enostavnih funkcij v F (Ω). Množico totalno merljivih funkcij
označimo s TM(Ω). Funkcija X je merljiva (Q-merljiva), če je za vsako množico
A ∈ F , za katero je v(Q,A) < ∞, produkt 1AX totalno merljiva funkcija. Množico
merljivih funkcij označimo M(Ω).
Definicija 4.22. Za funkcijo X0 ∈ X0 definiramo njen integral po množici A ∈ F





αiQ(Ai ∩ A) (19)
Opomba 4.23. V splošnem obstaja več različnih zapisov enostavne funkcije kot v
enačbi 18, integral pa je neodvisen od zapisa. Integral pišemo tudi kot∫︁
A
X0(ω)Q(dω).
Preden razširimo definicijo integrala, navedimo trditev, ki bo zagotavljala eno-
ličnost. Za zaporedje (an)n∈N ⊂ R naj oznaka limm,n→∞ |an − am| = 0 pomeni, da
je (an)n∈N Cauchyjevo.
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Trditev 4.24. Naj bosta (Xn)n∈N in (Yn)n∈N zaporedji enostavnih funkcij, ki v meri










|Yn(ω)− Ym(ω)|v(Q, dω) = 0, (21)










kjer obe limiti obstajata in konvergirata enakomerno na E.
Dokaz. Glej vir [2] (str. 111, lema 16).
Definicija 4.25. Funkcija X je integrabilna (Q-integrabilna) na Ω, če obstaja za-





|Xm(ω)−Xn(ω)|v(Q, dω) = 0 (23)







Trditev 4.24 zagotavlja, da je integral neodvisen od izbire zaporedja (Xn)n∈N.




XdQ linearen funkcional. Če je Q nenegativna na E in X ≤ Y , kjer sta






Dokaz. Za linearnost integrala glej vir [2] (str. 113, izrek 19). Za dokaz druge trditve
opazimo, da velja za vsako enostavno funkcijo, zato velja tudi v limiti.
Trditev 4.27. Naj bo Q ∈ ba. Vsaka omejena slučajna spremenljiva je
Q-integrabilna.
Dokaz. Najprej dokažimo, da za vsako omejeno slučajno spremenljivko X obstaja
zaporedje enostavnih funkcij (Xn), da Xn → X v normi ||.||∞. Ker je X omejena,
je njena zaloga vrednosti vsebovana v nekem intervalu [−M,M ]. Izberimo ϵ > 0.
Množica A1 = X−1([−M,−M + ϵ]) je merljiva (tj. A1 ∈ F), ker je X slučajna
spremenljivka, in X se od funkcije (−M + ϵ)1A1 na množici A1 razlikuje kvečjemu
za ϵ. Množico A2 definiramo kot A2 = X−1([−M + ϵ,−M +2ϵ]) in X se od funkcije
(−M + ϵ)1A1 +(−M +2ϵ)1A2 na množici A1∪A2 razlikuje kvečjemu za ϵ. Postopek
nadaljujemo do konca intervala [−M,M ] in dobimo enostavno funkcijo
X0 =
∑︁n
k=1(−M + kϵ)1Ak , ki se od X razlikuje kvečjemu za ϵ.
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Sedaj dokažimo, da je limn→∞ |X − Xn| = 0 v normi iz definicije (13). Zaradi
konvergence v ||.||∞ za vsak α > 0 obstaja N , da za n ≥ N velja
Ω(|X−Xn| > α) = ∅, zato |X−Xn| → 0. Ker je zaporedje (Xn(ω))n∈N konvergentno
(kot zaporedje realnih števil) za vsak ω, je Cauchyjevo, in ker je Q ∈ ba, lahko za
vsak ϵ > 0 najdemo N ∈ N, da je
∫︁
Ω
|Xm(ω)−Xn(ω)|v(Q, dω) < ϵ · v(Q,Ω) za vse





|Xm(ω)−Xn(ω)|v(Q, dω) = 0
Definicija 4.28. Naj bo Q ∈ ba. Pričakovano vrednost omejene slučajne spremen-




Trditev 4.27 nam pove, da je pričakovana vrednost dobro defnirana.
Opomba 4.29. Če je Q(Ω) < ∞, je v(Q) vedno končna, torej je M1,f ⊂ ba, zato
bomo lahko mirno integrirali po merah iz množice M1,f . Izrek 4.26 nam pove, da je
EQ[αX + βY ] = αE[X] + βE[Y ]
in da je za X ≤ Y
E[X] ≤ E[Y ]
V posebnem velja
−||X||∞ ≤ E[X] ≤ ||X||∞
Izrek 4.30. Naj bo (X , ||.||∞) prostor omejenih slučajnih spremenljivk. Naj bodo




porodi izometrični izomorfizem med normiranima prostoroma X ∗ in (ba, v(.)).










sledi, da je ||f || ≤ v(Q).




Očitno smo s tem definirali aditivno mero, za dokaz omejene totalne variacije
pa uporabimo dejstvo, da ima aditivna funkcija omejeno totalno variacijo natanko
tedaj, ko je omejena funkcija (glej trditev 4.4). Hitro vidimo, da je Q omejena:
|Q(A)| = |f(1A)| ≤ ||f || · ||1A||∞ ≤ ||f ||
Videti moramo še, da se integral glede na Q ujema z f . To zlahka preverimo za
indikatorske funkcije: ∫︂
1AdQ = Q(A) = f(1A)
Po linearnosti se ujema tudi za enostavne funkcije, v limiti pa tudi za cel prostor X .
Dokazali smo, da preslikava f , podana z (25), porodi bijekcijo.





Izberimo tak X, da na vseh množicah Ai velja X(ω)Q(Ai) = |Q(Ai)| in






|Q(Ai)| > v(Q)− ϵ
Ker je ϵ > 0 poljuben, je v(Q) ≤ ||f ||.
5 Predstavitev konveksnih mer
V tem poglavju bo X množica vseh omejenih slučajnih spremenljivk na merlji-
vem prostoru (Ω,F), opremljena z normo ||.||∞. V trditvi 3.5 smo dokazali, da je
(X , ||.||∞) Banachov prostor. Množici M1 in M1,f sta definirani kot
M1 ={Q : Q je verjetnostna mera na (Ω,F)} (26)
M1,f ={Q : Q je nenegativna aditivna mera na (Ω,F) in Q(Ω) = 1} (27)
Najprej poiščimo predstavitev koherentnih mer. Vse delo bomo opravili z nasle-
dnjo trditvijo.
Trditev 5.1. Funkcional ϕ : X → R izpolnjuje vse naslednje lastnosti:
1. Če je Y ≥ X, je ϕ(Y ) ≥ ϕ(X).
2. Če je λ ∈ [0, 1], je ϕ(λX + (1− λ)Y ) ≥ λϕ(X) + (1− λ)ϕ(Y )
3. Če je λ ≥ 0, je ϕ(λX) = λϕ(X).
4. Če je z ∈ R, je ϕ(X + z) = ϕ(X) + z.
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Dokaz. Očitno za vsak funkcional oblike (28) veljajo vse štiri trditve. Za dokaz v
drugo smer bomo za vsak X ∈ X konstruirali tako končno aditivno mero QX , da
bo veljalo:
• ϕ(X) = EQX [X]
• ϕ(Y ) ≤ EQX [Y ] za vsak Y ∈ X
Potem bo za vse Y ∈ X veljalo
ϕ(Y ) = min
X∈X
EQX [Y ] (29)
M potem definiramo kot konveksno ovojnico




EQX [Y ] = min
Q∈M
EQ[Y ]
Izberimo torej X ∈ X in konstruirajmo želene funkcije QX . Potrebovali bomo tri
konveksne množice:
• B := {Y ∈ X |ϕ(Y ) > 1}
• C1 := {Y ∈ X |Y ≤ 1}
• C2 :=
{︂
Y ∈ X |Y ≤ X
ϕ(X)
}︂
Če je ϕ(X) = 0, množica C2 ni dobro definirana. V tem primeru obstaja m > 0, da
je X +m > 0, ker je X omejena. Potem je ϕ(X +m) = m in lahko poiščemo mero
QX+m, za katero bo veljalo
ϕ(X +m) = EQX+m [X +m]
oziroma
ϕ(X) = EQX+m [X]
Torej lahko v primeru, ko je ϕ(X) = 0, namesto z X delamo s slučajno spremenljivko
X + m. Povedano drugače, smemo predpostaviti, da je ϕ(X) ̸= 0 in s tem je C2
dobro definirana. Ker sta C1 in C2 konveksni, je konveksna ovojnica njune unije
enaka:
C := conv(C1 ∪ C2) = {αY1 + (1− α)Y2|Yi ∈ Ci in α ∈ [0, 1]}
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Množici B in C sta disjunktni. Res, če je Y ∈ C, je oblike Y = αY1 + (1− α)Y2:
ϕ(Y ) ≤ ϕ(α + (1− α)Y2) = α + (1− α)ϕ(Y2) ≤ 1
Pri zadnji neenakosti smo upoštevali dejstvo, da je ϕ(Y2) ≤ 1ϕ(X)ϕ(X) = 1. Množica
B je odprta, saj je Bc zaprta (uporabimo dejstvo, da je ϕ Lipschitzevo zvezen –
dokaz je enak kot za mere tveganja v (4)), zato lahko uporabimo izrek o separaciji




L(Y ) ≤ inf
Z∈B
L(Z)
Ker C vsebuje enotsko kroglo, je c strogo pozitiven. Če bi bil namreč L enak 0 na





= 0, saj X||X||
leži na enotski krogli. Brez škode za splošnost lahko predpostavimo c = 1. Zaradi
definicije c je L(c) ≤ c, če je le c ∈ C, to pa drži za c = 1. Torej je L(1) ≤ 1. Ker je
vsaka konstanta, večja od 1, vsebovana v B, imamo
L(1) = lim
b↓1
L(b) ≥ c = 1
Zato je L(1) = 1. Vsaka indikatorska funkcija leži v C1. Torej za poljuben A ∈ F
velja
L(1A) = L(1− 1Ac) = L(1)− L(1Ac) ≥ 1− 1 = 0
Po izreku 4.30 obstaja funkcija QX ∈ ba, definirana kot QX(A) = L(1A), da je
L(Y ) = EQX [Y ] za vse Y ∈ X . Ker je L(1) = 1 in L(1A) ≥ 0, je QX ∈ M1,f (Ω,F).
Pokazati moramo še, da za vsak Y velja
EQX [Y ] ≥ ϕ(Y ),
pri čemer velja enakost za Y = X. Ker je ϕ translacijsko invarianten, lahko obrav-





















Zaradi definicije L je
lim
n↑∞
EQX [Yn] ≥ 1 (31)
Sledi EQX [Y ] ≥ ϕ(Y ). Po drugi strani je Xϕ(X) ∈ C2 ⊂ C, zato je
EQX [X]
ϕ(X)
≤ c = 1,
kar nam skupaj z relacijama (30) in (31) da EQX [X] = ϕ(X).
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Posledica 5.2. Funkcional ρ : X → R je koherentna mera tveganja natanko tedaj,




Množico M lahko izberemo tako, da je konveksna in da je supremum dosežen.
Dokaz. Definiramo ϕ(X) = −ρ(X) in uporabimo izrek 5.1.
Posledica 5.3. Koherentna mera tveganja je aditivna natanko tedaj, ko je oblike
ρ(X) = EQ[−X]
za neki Q ∈ M1,f .
Dokaz. Jasno je, da če je ρ(X) = EQ[−X], je ρ aditivna mera tveganja. Obratno,












za vse X in Y . Recimo, da je |M| > 1, torej obstajata dve različni meri
P,R ∈ M. Naj bo X taka slučajna spremenljivka (recimo X = 1A, kjer je A ∈ F
tista množica, v kateri se P in R razlikujeta), da je EP [X] > ER[X]. Potem velja
max
Q∈M








EQ[−X] ≥ EP [X]− ER[X] > 0
Po drugi strani pa je maxQ∈M(EQ[−X] + EQ[X]) = 0, torej smo v protislovju z
enakostjo (33) in mora veljati |M| = 1, oziroma ρ(X) = EQ[−X].
Poskusimo poiskati še predstavitev za konveksne mere tveganja. Seveda je vsaka
koherentna mera tveganja tudi konveksna, zato je vsak funkcional oblike kot v ena-
kosti (32) konveksna mera tveganja. Lahko pa prištejemo še neko funkcijo in mera
tveganja ostane konveksna, kot bomo pokazali v naslednji trditvi.










Dokaz. Najprej se prepričajmo o dobri definiranosti. Zaradi defnicije funkcije α je












Očitno je ρ mera tveganja. Za dokaz konveksnosti računajmo
ρ(λX + (1− λ)Y ) = sup
Q∈M
(λEQ[−X] + (1− λ)EQ[−Y ]− α(Q))
= sup
Q∈M
(λEQ[−X]− λα(Q) + (1− λ)EQ[−Y ]− (1− λ)α(Q))
≤λρ(X) + (1− λ)ρ(Y )
Definicija 5.5. Funkcional α iz definicije (34) imenujemo kazenska funkcija mere
tveganja ρ.
Rečemo, da α predstavlja mero tveganja ρ, saj je vsaka konveksna mera tveganja
določena s svojo kazensko funkcijo, kot bomo videli v naslednjem izreku.








Dalje je αmin minimalna kazenska funkcija ρ v smislu, da za vsako drugo kazensko
funkcijo α mere tveganja ρ velja α ≥ αmin.
Dokaz. Preverimo, da je αmin kazenska funkcija. V trditvi 2.14 smo pokazali, da










Najprej dokažimo, da je
ρ(X) ≥ sup
Q∈M1,f
(EQ[−X]− αmin(Q)) za vse X ∈ X (36)
Definirajmo X∗ = ρ(X) +X. Ker je ρ(X∗) = 0, je X∗ ∈ Aρ in zato
αmin(Q) ≥ EQ[−X∗] = EQ[−X]− ρ(X)
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za poljuben Q in od tod sledi neenačba 36. Za dokaz obratne neenakosti bomo pri
danem X konstruirali tak QX ∈ M1,f , da bo veljalo
ρ(X) ≤ EQX [−X]− αmin(QX)
Zaradi translacijske invariance lahko brez škode za splošnost predpostavimo, da je
ρ(X) = 0 in ρ(0) = 0. Tedaj X ni vsebovan v množici
B = {Y ∈ X |ρ(Y ) < 0}
Množica B je očitno konveksna in neprazna (ker je ρ(m) = −m). Je tudi odprta, ker
je ρ Lipschitzeva (glej (4)). Po izreku o separaciji 3.35 obstaja tak neničeln zvezen
linearen funkcional L, da je
L(X) ≤ inf
Y ∈B
L(Y ) =: b
Trdimo, da velja L(Y ) ≥ 0, če je Y ≥ 0. Res, za Y ≥ 0 in λ ≥ 0 velja, da je
ρ(1 + λY ) = ρ(λY )− 1 ≤ −1
Pri zadnji neenakosti smo uporabili monotonost: ker je λY ≥ 0, je ρ(λY ) ≤ 0. Torej
velja 1 + λY ∈ B in zato
L(X) ≤ L(1 + λY ) = L(1) + λL(Y )
To pa ne more držati, če je L(Y ) < 0, saj bi bil potem L(X) manjši od −m za
poljubno velik m > 0. Zdaj dokažimo, da je L(1) > 0. Ker je L neničeln, mora
obstajati Y , da je L(Y ) > 0. Brez škode za splošnost predpostavimo, da je ||Y || < 1.
Pišimo L(Y ) = L(Y +) − L(Y −), kjer je Y + pozitivni, Y − pa negativni del Y .
Dokazali smo, da je L pozitiven za pozitivne argumente, zato je L(Y +) > 0 in
L(1−Y +) ≥ 0, torej L(1) ≥ L(Y +) > 0. Po izreku 4.30 obstaja QX ∈ ba, definirana
kot QX(A) = L(1A)L(1) , da je
EQX [Y ] =
L(Y )
L(1)
Iz L(1A) ≥ 0 (indikatorska funkcija je nenegativna) in L(1)L(1) = 1 sledi, da je
QX ∈ M1,f . Ker je B ⊂ Aρ, je
αmin(QX) = sup
Y ∈Aρ
EQX [−Y ] ≥ sup
Y ∈B
EQX [−Y ] =
−b
L(1)




Od tod končno dobimo, da je
EQX [−X]− αmin(QX) =
1
L(1)
(b− L(X)) ≥ 0 = ρ(X)
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in dokazali smo obratno neenakost.
Dokažimo še, da vsaka kazenska funkcija dominira αmin. Naj bo α kazenska
funkcija mere tveganja ρ. Potem za vse Q ∈ M1,f in vse X ∈ X velja
ρ(X) ≥ EQ[−X]− α(Q)
in zato, z upoštevanjem, da je ρ(X) ≤ 0 na Aρ:
α(Q) ≥ sup
X∈X
(EQ[−X]− ρ(X)) ≥ sup
X∈Aρ
(EQ[−X]− ρ(X)) ≥ αmin(Q) (37)
Opomba 5.7. Če v relaciji (37) vzamemo α = αmin, morajo vse neenakosti postati




Opomba 5.8. Naj bo γ : M1,f → R navzgor omejena funkcija. Definiramo množico
A kot
A = {X ∈ X : EQ[X] ≥ γ(Q) za vsak Q} (38)
Množica A zadošča pogojema (5) in (6) v trditvi 2.15. Je tudi zaprta glede na
normo ||.|||∞ (uporabimo izrek o dominirani konvergenci 5.12). Izračunajmo ρA kot
v trditvi 2.15:
ρA = inf{m ∈ R : m+X ∈ A}
= inf{m ∈ R : EQ[m+X] ≥ γ(Q) ∀Q}




V kombinaciji z (35) lahko povemo: mera tveganja je konveksna natanko tedaj, ko
je njena dopustna množica oblike (38) (tu je kazenska funkcija enaka −γ). Funkcijo
γ lahko interpretiramo kot dopusten prag, odvisen od Q. Naslednja posledica bo
povedala, da je ρA koherentna natanko tedaj, ko je γ(Q) = 0 za vse Q.
Posledica 5.9. Če je ρ koherentna mera tveganja, zavzame αmin vrednosti 0 ali ∞.





Qmax = {Q ∈ M1,f |αmin(Q) = 0}







za vse Q in vse λ > 0. Zato lahko αmin zavzame samo vrednosti 0 in +∞.




Iz te enakosti je jasno, da pridejo v poštev samo mere, za katere velja αmin(Q) = 0.
Zastavimo si dve vprašanji:
1. Zlahka smo dokazali, da je vsaka mera tveganja Lipschitzeva glede na normo
||.||∞. Kako pa je v primeru konvergence po točkah, tj. ali iz Xn → X po
točkah sledi ρ(Xn) → ρ(X)?
2. Kaj, če se namesto prostora M1,f omejimo na prostor M1, kot je v navadi v
teoriji verjetnosti?
Izrek 5.14 nam bo povedal, da sta ti vprašanji povezani med seboj. Najprej pa
dokažimo nekaj pomožnih trditev, ki jih bomo potrebovali pri dokazovanju izreka.
Lema 5.10. Naj bo ρ konveksna mera tveganja in α njena kazenska funkcija. De-
finirajmo nivojske množice
Λc := {Q ∈ M1,f |α(Q) ≤ c}
Da bodo nivojske množice neprazne, se omejimo na števila c, za katera velja
c > −ρ(0) = infQ∈M1,f α(Q).
Za vsako zaporedje (Xn)n∈N, za katerega za vsak n velja 0 ≤ Xn ≤ 1, sta naslednja
pogoja ekvivalentna:
• ρ(λXn) → ρ(λ) za vsak λ ≥ 1
• infQ∈Λc EQ[Xn] → 1
Dokaz. Najprej dokažimo implikacijo v desno. Najprej opazimo, da za Q ∈ Λc velja
c ≥ α(Q) ≥ EQ[−λY ]− ρ(λY )
za vsak Y in vsak λ > 0. Od tod sledi
inf
Q∈Λc













= 1− c+ ρ(0)
λ
Na desni strani smo uporabili dejstvo, da je lim infn→∞ an = limn→∞ an za konver-















Ker pa velja tudi Xn ≤ 1, sledi infQ∈Λc EQ[Xn] → 1.
Dokažimo še implikacijo v levo. Očitno velja, zaradi monotonosti ρ in ker je
0 ≤ Xn ≤ 1:
ρ(λ) ≤ ρ(λXn) = sup
Q∈M1,f
(EQ[−λXn]− α(Q))




in k supremumu na desni prispevajo le taki Q, za katere velja








(EQ[−λXn])− 1 + ρ(λ) → −λ− 1 + ρ(λ) ≤ ρ(λ)
Sledi, da je ρ(λXn) → ρ(λ).
Lema 5.11 (Dinijeva lema). Če zaporedje zveznih funkcij (fn)n∈N na kompaktni
množici naraščajoče po točkah konvergira k zvezni funkciji f , je konvergenca celo
enakomerna.
Dokaz. Najprej se spomnimo Cantorjevega izreka za zaporedja kompaktnih množic:
Če je (Kn) padajoče zaporedje kompaktnih zaprtih podmnožic topološkega prostora,
je ∩∞n=1Kn ̸= ∅.
Naj bo ϵ > 0. Definirajmo množice Kn = {fn ≤ f − ϵ}. Zlahka preverimo, da so
zaprte, in ker so podmnožice kompaktne množice, so kompaktne. Ker je ∩nKn = ∅,
mora po Cantorjevem izreku obstajati N ∈ N, da je Kn = ∅ za vse n ≥ N . Za vse
take n je torej f − fn < ϵ.
V primeru, ko imamo števno aditivno mero namesto zgolj končno aditivne, je
pod določenimi pogoji integral limite funkcij po točkah enak limiti integralov. To
nam pove Lebesguejev izrek o dominirani konvergenci. Čeprav velja v bolj splošnih
prostorih, navedimo njegovo zožitev na verjetnostne prostore.
Izrek 5.12 (Izrek o dominirani konvergenci za verjetnostne prostore). Naj bo
(Ω,F , P ) verjetnostni prostor in (Xn)n∈N zaporedje slučajnih spremenljivk na njem,
ki po točkah konvergira proti slučajni spremenljivki X. Naj bo Y slučajna spremen-
ljivka, za katero obstaja pričakovana vrednost E[Y ]. Naj za vsak n ∈ N in vsak





Dokaz. Glej vir [2] (str. 164, posledica 16).
Lema 5.13. Končno aditivna mera Q ∈ M1,f je števno aditivna natanko tedaj, ko
za vsako naraščajoče zaporedje dogodkov (An)n∈N, za katerega velja, da je ∪nAn = Ω,
velja Q[An] ↗ 1.
Dokaz. Dokažimo najprej implikacijo v desno. Naj bo (An)n∈N tako naraščajoče
zaporedje dogodkov, da je ∪nAn = Ω. Definirajmo paroma disjunktne množice Bn
na naslednji način:
• B1 := A1
• Bn := An − ∪n−1i=1 Ai
Potem je An = ∪ni=1Bi in ∪nBn = Ω ter







Dokažimo še implikacijo v levo. Naj bo (Bn)n∈N družina paroma disjunktnih
množic. Definirajmo naraščajoče zaporedje množic (An)n∈N kot
• A0 = Ω− ∪∞n=1Bn
• An = ∪ni=1Bi
Potem je ∪nAn = Ω in ∪ni=1Ai = ∪ni=1Bi, zato je Q(A0) +
∑︁n
i=1 Q(Bi) = Q(An).








Q(Bn) = 1−Q(A0) = 1− (1−Q(∪∞n=1Bn)) = Q(∪∞n=1Bn)
Izrek 5.14. Za konveksno mero tveganja ρ na X sta naslednji trditvi ekvivalentni:
1. ρ je zvezna od spodaj v smislu, da če Xn ↗ X po točkah, potem ρ(Xn) ↘ ρ(X).
2. Če je αmin(Q) < ∞, je Q števno aditivna mera (torej verjetnostna mera). To
velja tudi za vse ostale kazenske funkcije, saj dominirajo αmin.





Dokaz. Dokažimo implikacijo v desno. Naj bo ρ zvezna od spodaj in naj bo Q taka
končno aditivna verjetnostna mera, da je αmin(Q) < ∞. Zaradi leme 5.13 zadošča
trditev dokazati samo za primer, ko imamo tako naraščajočo družino dogodkov
(An)n∈N, da je ∪nAn = Ω. Definirajmo slučajne spremenljivke Xn kot X := 1An .
Funkcije Xn naraščajoče po točkah konvergirajo proti slučajni spremenljivki, ki je
konstantno enaka 1, oziroma splošneje, funkcije λXn konvergirajo proti funkciji, ki
je konstantno enaka λ. Iz predpostavke implikacije sledi, da zaporedje (ρ(Xn))n∈N
padajoče konvergira proti ρ(λ). Iz leme 5.10 pa sledi, da
inf
P∈Λc
EP [Xn] = inf
P∈Λc
P [An] → 1
kjer postavimo c := αmin(Q). Iz minimalnosti αmin sledi, da je Λc = {Q}, torej
Q[An] → 1.
Dokažimo še implikacijo v levo. Predpostavljamo torej Xn ↗ X po točkah in
dokazujemo ρ(Xn) ↘ ρ(X). Zaradi translacijske invariance lahko brez škode za
splošnost predpostavimo, da so vse funkcije Xn nenegativne. Kot v dokazu leme
5.10 (dokaz implikacije v levo) vidimo, da če postavimo c = 1− ρ(X) in
Λc = {Q ∈ M1,f : αmin(Q) ≤ c}, velja
ρ(Xn) = max
Q∈M1,f
(EQ[−Xn]− αmin(Q) = max
Q∈Λc
(EQ[−Xn]− αmin(Q))
Iz te enakosti sledi, da je dovolj pokazati, da zaporedje (EQ[−Xn]) konvergira ena-
komerno proti EQ[−X] na Λc v primeru, ko je Λc ⊂ M1 (zaradi predpostavke
implikacije, da je Q ∈ M1 za αmin < ∞ ).
Potem bo namreč sledilo
ρ(Xn) ≤ sup
Q∈λc
E[−Xn]− 1 + ρ(X) → E[−X]− 1 + ρ(X) ≤ ρ(X)
Da dokažemo enakomerno konvergenco, se najprej spomnimo, da M1,f leži v vektor-
skem prostoru ba, to je v prostoru končno aditivnih mer s končno totalno variacijo.
Kot smo dokazali v izreku 4.30, lahko ba identificiramo z dualnim prostorom X ∗.
Lahko napišemo
M1,f = {Q ∈ ba : Q(Ω) = 1 in Q(A) ≥ 0 ∀A ∈ F}
Očitno je M1,f omejena, zaprta glede na normno topologijo in konveksna. Iz izreka
3.22 sledi, da je šibko* zaprta. Ker je omejena, leži v neki krogli B, ki je šibko*
kompaktna po Banach-Alaoglujevem izreku 3.21. Torej je M1,f šibko* zaprta pod-
množica šibko* kompaktne množice, zato je šibko* kompaktna. Ker je αmin na M1,f
supremum šibko* zveznih preslikav Q ↦→ EQ[−Y ], kjer je Y ∈ Aρ, so množice Λc
prav tako šibko* kompaktne. Funkcije ln(Q) = EQ[−Xn] tvorijo padajoče zaporedje
šibko* zveznih funkcij na Λc. Ker smo predpostavili Λc ⊂ M1, po izreku o domini-
rani konvergenci 5.12 zaporedje EQ[−Xn] konvergira proti EQ[−X]. Zaradi Dinijeve
leme 5.11 pa je konvergenca enakomerna.




pa očitno sledi iz pravkar dokazanega in izreka 5.6, saj tisti Q, za katere je
αmin = ∞, ničesar ne prispevajo k maksimumu v zgornji enakosti.
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Definicija 5.15. Funkcija ρ : X → R je Fatoujeva, če za vsako omejeno zaporedje
(Xn) ⊂ X , ki po točkah konvergira k nekemu X ∈ X , velja
ρ(X) ≤ lim inf
n→∞
ρ(Xn)
Trditev 5.16. Konveksna mera tveganja ρ oblike (40) je Fatoujeva. Še več, Fato-
ujeva je natanko tedaj, ko je zvezna od zgoraj v smislu, da če Xn ↘ X po točkah,
potem ρ(Xn) ↗ ρ(X). Zato je vsaka mera tveganja oblike (40) zvezna od zgoraj.
Dokaz. Naj bo (Xn)n∈N ⊂ X omejeno in naj konvergira k X ∈ X . Izrek o dominirani
konvergenci 5.12 nam pove, da za vsak Q ∈ M1 velja
EQ[Xn] → EQ[X]
Spomnimo se, da za konvergentno zaporedje (xn) ⊂ R velja
lim
n→∞
xn = lim inf
n→∞
xn
Za funkcijo f(Q, n) velja
lim inf
n→∞






























Dokazali smo, da je ρ Fatoujeva. Dokažimo, da od tod sledi, da je zvezna od zgoraj.





V kombinaciji z dejstvom, da je ρ Fatoujeva, sledi ρ(Xn) ↗ ρ(X). Obratno, naj bo ρ
zvezna od zgoraj in dokažimo, da je Fatoujeva. Naj bo (Xn)n∈N omejeno zaporedje,




Potem je (Ym)m∈N padajoče in iz dejstva, da za vsak ϵ > 0 velja
sup
n≥m
Xn(ω)− ϵ < Xk(ω) za neki k(m)
vidimo, da Ym ↘ X po točkah. Sledi, da ρ(Yn) ↗ ρ(X) in v kombinaciji z






Izrek 5.17. Naj bo ρ konveksna mera tveganja, ki je zvezna od spodaj. Potem
je tudi zvezna od zgoraj in za vsako omejeno zaporedje (Xn)n∈N iz Xn → X sledi
ρ(Xn) → ρ(X).
Dokaz. Najprej uporabimo izrek 5.14, nato pa še trditev 5.16.
5.1 Uporaba v modelu finančnega trga
Oglejmo si primer uporabe predstavitev mer tveganja na modelu finančnega trga.
Recimo, da je na trgu na voljo d + 1 vrednostnih papirjev. Vrednotimo jih ob
časih t = 0 in t = 1. Predpostavimo, da so vrednosti ob času t = 0 znane in
podane z vektorjem π = (1, π), kjer je π = (π1, . . . , πd). Vrednosti ob času t = 1
naj bodo nenegativne slučajne spremenljivke S0, . . . , Sd na nekem verjetnostnem
prostoru (Ω,F , P ). Naj bo S0 = 1 + r za neki r > −1 (S0 je netvegan vrednostni
papir s fiksno obrestno mero r). Za i = 1, . . . , d definiramo diskontirane vrednosti




Ob času t = 0 oblikujemo portfelj ξ = (ξ0, ξ), kjer je ξ = (ξ1, . . . , ξd). Število
ξi predstavlja količino vrednostnega papirja in je lahko poljubno realno število (če
je negativno, zavzamemo kratko pozicijo). Diskontiran dobiček portfelja ob času
t = 1 je enak ξ · Y (standardni skalarni produkt), kjer je Y = (Y 1, . . . , Y d). Prostor
tveganj X definiramo kot X = L∞ = L∞(Ω,F , P ), to je prostor omejenih slučajnih
spremenljivk z ekvivalenčno relacijo ∼ kot
X ∼ Y ⇐⇒ P ({ω ∈ Ω : X(ω) ̸= Y (ω)}) = 0
tj. X in Y sta skoraj gotovo enaki. Norma na prostoru L∞ je prilagojena tej
ekvivalenčni relaciji:
||X||∞ = inf{C ≥ 0 : |X(ω)| ≤ C skoraj gotovo}
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Za mere tveganja ρ na L∞ zahtevamo, da iz X ∼ Y sledi ρ(X) = ρ(Y ).
Finančna pozicija X je dopustna, če je X ≥ 0, oziroma splošneje, če lahko
oblikujemo nadzaščitni portfelj ξ. Dopustno množico definiramo kot
A = {X ∈ L∞ : ∃ξ ∈ Rd : X + ξ · Y ≥ 0 P-skoraj gotovo in π · ξ = 0} (41)
Definicija 5.18. Portfelj ξ je arbitražna priložnost, če je π · ξ ≤ 0, toda ξ · Y ≥ 0
skoraj gotovo in P (ξ · Y > 0) > 0.
Definicija 5.19. Trg ne dopušča arbitraže, če na njem ne obstaja arbitražna prilo-
žnost.
Trditev 5.20. Trg ne dopušča arbitraže natanko tedaj, ko za poljuben ξ velja: če je
ξ · Y ≥ 0 skoraj gotovo, je ξ · Y = 0 skoraj gotovo.
Dokaz. Glej relacijo (1.3) v viru [1].
Posledica 5.21. Če trg ne dopušča arbitraže, je inf{m ∈ R : m ∈ A} = 0.
Dokaz. Če je m ≤ 0 in m + ξ · Y ≥ 0 skoraj gotovo, mora biti ξ · Y ≥ 0 skoraj
gotovo. Iz trditve 5.20 pa sledi, da je potem ξ · Y = 0 skoraj gotovo, zato mora
veljati m = 0.
Trditev 5.22. Naj velja inf{m ∈ R : m ∈ A} > −∞ (po posledici 5.21 to velja
v primeru, ko trg ne dopušča arbitraže). Množica A, definirana v (41), je zaprt
konveksen stožec. Mera tveganja ρA(X) = inf{m ∈ R : m +X ∈ A} je koherentna
mera tveganja.
Dokaz. Dokažimo, da so izpolnjene predpostavke trditve 2.15. Če je X ∈ A in
Z ≥ X, potem je Z + ξ · Y ≥ X + ξ · Y ≥ 0, torej je vsak zaščitni portfelj za X
tudi zaščitni portfelj za Z. Če sta X,Z ∈ A ter ξX in ξY njuna zaščitna portfelja,
je λξX +(1−λ)ξZ zaščitni portfelj za λX +(1−λ)Z, kjer je λ ∈ [0, 1]. Če je α ≥ 0,
je αξX zaščitni portfelj za αX. Zato je A konveksen stožec in po trditvi 2.15 je ρA
koherentna mera tveganja.




Tu je (spet zaradi trditve 2.15 in 5.9):
Qmax = {Q ∈ M1,f : sup
X∈A
EQ[−X] = 0} = {Q ∈ M1,f : inf
X∈A
EQ[X] = 0}
Definicija 5.23. Mera Q ∈ M1,f je absolutno zvezna glede na P , če iz P (A) = 0
sledi Q(A) = 0.
Trditev 5.24. Naj bo ρ mera tveganja na L∞. Če Q ∈ M1,f ni absolutno zvezna
glede na P , potem je αmin(Q) = +∞, kjer je αmin(Q) kot v izreku 5.6.
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Dokaz. Če Q ni absolutno zvezna glede na P , obstaja A ∈ F , da je P (A) = 0 in
Q(A) > 0. Naj bo X ∈ Aρ. Potem se X in Xn = X − n1A ujemata skoraj gotovo,
zato je ρ(X) = ρ(Xn) za vsak n, torej je Xn ∈ Aρ. Sledi
αmin(Q) ≥ EQ[−Xn] = EQ[−X] + nQ(A)
za vsak n.
Če je ρ zvezna od spodaj, lahko Qmax zožimo na verjetnostne mere po izreku
5.14. Ker je 0 ∈ A, pogoj infX∈AEQ[X] = 0 beremo kot: EQ[X] ≥ 0 za vsak X ∈ A.




Qmax = {Q ∈ M1:Q je absolutno zvezna glede na P in ∀X ∈ A : EQ[X] ≥ 0}
S tem smo dobili približek za pošteno ceno pogojne terjatve (npr. opcije na del-
nico) v smislu, da je poštena cena enaka ceni vzpostavitve zaščitnega portfelja. Za
primerjavo navedimo izrek o vrednotenju premoženja iz finančne matematike.
Definicija 5.25. Verjetnostna mera P ∗ je martingalska, če za vsak i velja
EP ∗ [Y
i] = πi
Naj bo P množica vseh martingalskih verjetnostnih mer na (Ω,F), ki so absolutno
zvezne glede na P .
Izrek 5.26. Naj bo X ∈ L∞ in C = −(1 + r)X pogojna terjatev. Če naj trg ne




























Dokaz. Glej [1] (izrek 1.32 in opomba 1.36).




Dokaz. Sledi neposredno iz izreka 5.26.
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6 Predstavitev V@R in AV@R
V primeru 2.17 smo pokazali, da mera tveganja
V@Rλ(X) = inf{m ∈ R : P (X +m < 0) ≤ λ}
v splošnem ni nujno konveksna. Pokazali pa bomo, da lahko njeno vrednost v
posamezni točki zapišemo kot minimum vrednosti vseh konveksnih mer tveganja, ki
jo dominirajo.
Definicija 6.1. Naj bo (Ω,F , P ) verjetnostni prostor in naj bo X slučajna spre-
menljivka na njem. Za porazdelitveno funkcijo FX(x) = P (X ≤ x) defniramo levi
inverz F−1X : (0, 1) → R kot nepadajočo in z leve zvezno funkcijo
F−1X (p) = inf{x ∈ R : FX(x) ≥ p}
Desni inverz definiramo kot nepadajočo in z desne zvezno funkcijo
F−1+X (p) = sup{x ∈ R : FX(x) ≤ p}
Opomba 6.2. Lastnosti levega in desnega inverza sledita iz dejstva, da je FX nepa-
dajoča in zvezna z desne. Inverza se razlikujeta zgolj na intervalih, na katerih je FX
konstantna – tu je levi inverz levo, desni inverz pa desno krajišče takega intervala.
Sledi, da se inverza med seboj razlikujeta kvečjemu v števno mnogo točkah ter imata
kvečjemu števno mnogo točk nezveznosti. Za podrobnosti se sklicujemo na [5].
Trditev 6.3. Levi in desni inverz lahko zapišemo tudi kot
F−1X (p) = sup{x ∈ R : FX(x) < p}
F−1+X (p) = inf{x ∈ R : FX(x) > p}
Dokaz. Dokažimo za levi inverz (za desni inverz je dokaz analogen). Ker je FX
naraščajoča, je sup{x ∈ R : FX(x) < p} ≤ inf{x ∈ R : FX(x) ≥ p}. Za dokaz
obratne neenakosti vidimo, po definiciji supremuma, da iz
y > sup{x ∈ R : FX(x) < p} sledi FX(y) ≥ p. Torej za vsak ϵ > 0 velja:
sup{x ∈ R : FX(x) < p}+ ϵ ≥ inf{x ∈ R : FX(x) ≥ p}
Ker to velja za vsak ϵ > 0, je dokaz končan.
Definicija 6.4. Naj bo p ∈ (0, 1). Število q je p-kvantil slučajne spremenljivke X,
če leži na intervalu [F−1X (p), F
−1+
X (p)]. Funkcija q : (0, 1) → R je kvantilna funkcija,
če za vsak p ∈ (0, 1) velja F−1X (p) ≤ q(p) ≤ F
−1+
X (p).
Iz definicije sledi, da se poljubni kvantilni funkciji razlikujeta kvečjemu v števno
mnogo točkah.
Definicija 6.5. V@Rλ(X) definiramo kot kvantil:




Opomba 6.6. Po tej definiciji je V@Rλ(X) = inf{m ∈ R : P (X +m ≤ 0) ≤ λ}.
To se rahlo razlikuje od definicije v (1), kjer smo imeli:
V@Rλ(X) = inf{m ∈ R : P (X +m < 0) ≤ λ}
Ta razlika ni bistvena – za zvezno porazdeljene slučajne spremenljivke se recimo
definiciji ujemata.
Trditev 6.7. Naj bo X omejena slučajna spremenljivka in λ ∈ (0, 1). Potem je
V@Rλ(X) = min{ρ(X) : ρ je konveksna, zvezna od zgoraj in ρ ≥ V@Rλ}.
Dokaz. Naj bo q = −V@Rλ(X) = F−1+X (λ). Torej je FX(q) ≤ λ. Izberimo A ∈ F ,
za katerega velja P (A) > λ. Potem je P (A ∩ {X > q}) > 0 (sicer bi veljalo
P (A ∪ {X > q}) > 1). Definirajmo novo verjetnostno mero kot pogojno verjetnost
QA(B) = P (B|A ∩ {X > q})
Iz definicije QA takoj sledi EQA(−X) ≤ −q. Definirajmo družino mer
Q = {QA : P (A) > λ} in koherentno mero tveganja ρ kot
ρ(Y ) = sup
Q∈Q
EQ[−Y ]
Potem je ρ(X) ≤ V@Rλ(X). Izberimo poljubno omejeno slučajno spremenljivko Y .
Naj bo ϵ > 0 in Aϵ = {Y ≤ −V@Rλ(Y )+ ϵ}. Potem je P (Aϵ) > λ, zato je QAϵ ∈ Q.
Poleg tega je QAϵ(Aϵ) = 1 in dobimo
ρ(Y ) ≥ EQAϵ (−Y ) ≥ V@Rλ(Y )− ϵ
Ker je bile ϵ poljuben, je Y ∈ X
ρ(Y ) ≥ V@Rλ(Y )
Zaradi izreka 5.16 je ρ zvezna od zgoraj in dokaz je končan.
Poskusimo definirati kohenrentno mero tveganja s pomočjo V@R:
Definicija 6.8. Za λ ∈ (0, 1] definiramo povprečno tvegano vrednost (ang. average



















Lema 6.9. Naj bo U enakomerno porazdeljena slučajna spremenljivka na intervalu
(0, 1) tj. FU(x) = x za vse x ∈ (0, 1) in naj bo Y poljubna slučajna spremenljivka.
Definiramo
X = F−1Y (U)
Potem je X slučajna spremenljivka in FX = FY .
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Dokaz. Ker je F−1Y naraščajoča, je množica {p : F
−1
Y (p) > a} interval. Sledi, da je
X slučajna spremenljivka. Računamo
FX(x) = P (F
−1
Y (U) ≤ x) = P (U ≤ FY (x)) = FY (x)
Trditev 6.10. Če obstaja E[|X|], potem velja
AV@R1(X) = E[−X]





Iz leme 6.9 sledi, da je to pričakovana vrednost slučajne spremenljivke F−1−X(U), ki
ima enako porazdelitev kot −X.
Poiščimo splošnejši izraz za AV@R s pomočjo pričakovane vrednosti. Defini-
rajmo
(a− b)+ = max{a− b, 0}
Trditev 6.11. Naj bo λ ∈ (0, 1) in q poljuben λ-kvantil slučajne spremenljivke X,





Dokaz. Naj bo qX kvantilna funkcija, za katero velja qX(λ) = q, v drugih točkah
pa se ujema z F−1X . Uporabimo lemo 6.9 in opazimo, da lahko v enakosti (42) levi
inverz nadomestimo s kvantilno funkcijo qX :
1
λ
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