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ON THE CHARACTERS OF SYLOW p-SUBGROUPS OF FINITE
CHEVALLEY GROUPS G(pf ) FOR ARBITRARY PRIMES
TUNG LE, KAY MAGAARD AND ALESSANDRO PAOLINI
Abstract. We develop in this work a method to parametrize the set Irr(U) of irreducible
characters of a Sylow p-subgroup U of a finite Chevalley group G(pf ) which is valid for
arbitrary primes p, in particular when p is a very bad prime for G. As an application, we
parametrize Irr(U) when G = F4(2
f ).
1. Introduction
The study of finite groups and their representations is a major research topic in the
area of pure mathematics. An important open challenge is to determine the irreducible
modular representations of finite simple groups. Particular focus has been dedicated to
finite Chevalley groups.
Let q be a power of the prime p, and let Fq be the field with q elements. Let G be a
finite Chevalley group defined over Fq. For H ≤ G, denote by Irr(H) the set of ordinary
irreducible characters of H. Due to the work of Lusztig, a great amount of information on
Irr(G) has been determined, for instance irreducible character degrees and values of unipotent
characters; see [1] and [3]. The problem of studying modular representations of G over a
field of characteristic ` 6= p is still wide open.
One of the approaches to this problem is to relate the modular representations ofG with the
irreducible characters of a Sylow p-subgroup U of G. Namely by inducing elements of Irr(U)
to G one gets `-projective characters, which yield approximations to the `-decomposition
matrix of G. This is particularly important when p is a bad prime for G, in that a definition
of generalized Gelfand-Graev characters is yet to be formulated. Such an approach has
proved to be successful in the cases of SO7(q), Sp6(q) [12] and SO8(q) [22]. In order to
achieve this, obtaining a suitable parametrization of the set Irr(U) is an unavoidable step.
Another crucial motivation of this work originates from the following conjecture on finite
groups of Lie type which has been suggested to us by G. Malle. The data for unipotent
characters of G in [1, Chapter 13] and those known for Irr(U) point out a strong link between
the rows of `-decomposition matrices of G, labelled by Irr(G), and their columns, labelled
by suitable characters IndGU (χ) for χ ∈ Irr(U).
Conjecture 1.1 (Malle). Let G be a finite Chevalley group defined over Fq with q = pf
and p a bad prime for G, and let U be a Sylow p-subgroup of G. Then for every cuspidal
character ρ ∈ Irr(G), there exists χ ∈ Irr(U) such that χ(1) = ρ(1)p.
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This conjecture is verified in the following cases: B2(2
f ) [20, §7], G2(pf ) for p ∈ {2, 3} [17,
Section 3], F4(3
f ) [7, §4.3], Di(2f ) for i = 4, 5, 6 and E6(pf ) for p ∈ {2, 3} [18], and E8(5f )
[15]. Here, we confirm Conjecture 1.1 for G = F4(2
f ). In particular, if ρ ∈ Irr(G) is one of
the cuspidal characters FI4[1] or F
II
4 [1] in the notation of [1, §13.9], then ρ(1)2 = q4/8, and
we do find irreducible characters of U of degree q4/8 in the family F87,2 in Table 3.
We lay the groundwork for a package in GAP4 [6], whose code is available at [16], in order
to build a database for the generic character table of UF4(2
f ), in particular to find suitable
replacements of generalized Gelfand-Graev characters as in [22]. Furthermore, we verify the
generalization of Higman’s conjecture in [9] for the group UF4(2
f ), namely the number of
its irreducible characters is a polynomial in q = 2f with integral coefficients.
Theorem 1.2. Let G = F4(q) where q = 2
f , and let U be a Sylow 2-subgroup of G. Then each
irreducible character of U is completely parametrized as an induction of a linear character
of a certain determined subgroup of U . In particular, we have
| Irr(U)| = 2q8 + 4q7 + 20q6 + 46q5 − 136q4 − 16q3 + 158q2 − 94q + 17.
In this work, we first develop a parametrization of Irr(U) by means of positive root sets
of G, which is valid for arbitrary primes. This procedure generalizes the one in [7] and [18],
which does not work for type F4 when p = 2. In general, if p is a very bad prime for G then
we lose some structural information when passing from patterns to pattern groups. In fact,
let Φ+ be the set of positive roots in G. The product of root subgroups indexed by a certain
set P ⊆ Φ+ forms a group despite P not being a pattern, see Example 3.2.
We generalize the definition of pattern and quattern groups (see [7, §2.3]) for every prime
by means of the Chevalley relations of U . Then every χ ∈ Irr(U) is constructed as an
inflated/induced character from a quattern group Vχ of U which is uniquely determined by
the algorithm in Section 4. In the case when Vχ is abelian, i.e. a so-called abelian core, the
character χ is directly parametrized. The focus of the rest of the work is then devoted to
studying the nonabelian Vχ’s, which we call nonabelian cores. In order to determine Irr(Vχ),
we generalize the technique used in [18, §4.2], by constructing a graph Γ associated to Vχ as
in Section 5. When the prime p is very bad, the graph Γ may have a vertex of valency 1.
We remark that F4(2
f ) is the highest rank exceptional group at a very bad prime. Fur-
thermore, the type F4 is a good small example to fulfill our algorithm for the determination
of Irr(U) for all primes. A parametrization of Irr(UF4(p
f )) has now been determined for all
primes p. Namely [7, §4.3] settled the case when p ≥ 3, and in this work we deal with the
case p = 2.
We observe the following phenomenon which occurs just for F4(2
f ) among all finite Cheval-
ley groups of rank 4 or less. The number of irreducible characters arising from a certain
nonabelian core as in Table 2 cannot be expressed as a polynomial in q = pf . In detail,
the numbers of such characters do have polynomial expressions in q = pf whenever either
f = 2k or f = 2k + 1, that is, q ≡ 1 (mod 3) and q ≡ −1 (mod 3) respectively. However,
surprisingly, the expression for the number of irreducible characters of U of a fixed degree is
always a polynomial in q with rational coefficients.
The structure of this work is as follows. In Section 2 we recall notation and preliminary
results on character theory of finite groups and Chevalley groups. In Section 3, we give the
definition of pattern and quattern groups valid for all primes. In Section 4, we generalize [7,
Algorithm 3.3] to obtain all abelian and nonabelian cores. We discuss in Section 5 on the
2
method to decompose nonabelian cores. Finally, we apply in Section 6 the method previously
developed to give a full parametrization of Irr(UF4(2
f )).
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2. Preliminaries
We present in this section some definitions and well-known results on the character theory
of finite groups and on the theory of finite Chevalley groups.
We consider in this work only complex characters. Notation and fundamental results are
taken from [13]. Let G be a finite group. We denote by Irr(G) the set of irreducible characters
of G. The centre and the kernel of the character χ ∈ Irr(G) are denoted by Z(χ) and ker(χ)
respectively. For ϕ ∈ Irr(G/N) with N E G, we denote by InfGG/N(ϕ) the inflation of ϕ to
G. For H ≤ G, we denote by χ|H the restriction of a character χ ∈ Irr(G) to H, and by
IndGH(ψ) or ψ
G the induction of a character ψ of H to G. Moreover, we define
Irr(G | ψ) := {χ ∈ Irr(G) | 〈χ|H , ψ〉 6= 0} = {χ ∈ Irr(G) | 〈χ, ψG〉 6= 0}.
For N E G, ϕ ∈ Irr(N) and g, x ∈ G, we denote by gx the element x−1gx, and by xϕ the
element of Irr(N) defined by g 7→ ϕ(gx). This defines an action of G on Irr(N). By [7, §2.1],
if Z is a subgroup of the centre Z(G) of G such that Z ∩N = {1}, then the inflation from
G/N to G defines a bijection between the sets Irr(G/N | λ) and Irr(G | InfZNZ (λ)) for every
λ ∈ Irr(ZN/N).
The main references used for the basic notions of finite Chevalley groups are [2], [3] and
[21]. Let p be a prime, and let Fp be an algebraically closed field of characteristic p. Fix a
positive integer f , let q := pf , and let Fq be the automorphism of Fp defined by x 7→ xq.
Then we denote by Fq the field with q elements defined by Fq := {x ∈ Fp | Fq(x) = x}.
Let G be a simple linear algebraic group defined over Fp, and let F be a standard Frobenius
morphism of G such that (aij)i,j 7→ (aqij)i,j. A Chevalley group G is the finite group defined
as the set of fixed points of G under F . From now on, we fix an F -stable maximal torus
T of G and an F -stable Borel subgroup B of G containing T. Let U be the unipotent
radical of B. Then B = UoT, and correspondingly B = U o T , where B, T and U are the
fixed points under F of B,T and U respectively. If G is a group of type Y and rank r, i.e.
G = Yr(q), then the group U will be also denoted by UYr(q) in the sequel.
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Let Φ be the root system of G corresponding to the chosen T, and let r be the rank of Φ.
Let {α1, . . . , αr} be the subset of all positive simple roots of Φ with respect to the choice of
B, whose enumeration agrees with the records of GAP4 [6]. Let Φ+ be the set of positive
roots of Φ, and N := |Φ+|. Recall the partial order on Φ+, defined by α < β if and only
if β − α is a positive combination of simple roots. We then choose an enumeration of the
elements α1, . . . , αN of Φ
+, in such a way that i < j whenever αi < αj, which also agrees
with the enumeration in GAP4.
For every α ∈ Φ+ there exists a monomorphism xα : Fp → U satisfying the so-called
Chevalley relations (see [8, Theorem 1.12.1]). We denote by Uα (resp. Xα) the root subgroup
of U (resp. U) corresponding to α, defined as the image under xα of Fp (resp. Fq). For
1 ≤ i ≤ N , we usually write xi and Xi in place of xαi and Xαi respectively. For every
s, t ∈ Fq and α, β ∈ Φ+, we recall the Chevalley commutator relation
(2.1) [xα(t), xβ(s)] =
∏
i,j∈Z>0|iα+jβ∈Φ+
xiα+jβ(c
α,β
i,j (−s)jti)
where cα,βi,j are certain nonzero structure constants. In particular, U is the product in any
order of all its root subgroups.
The prime p is said to be very bad for G if it divides some cα,βi,j . This happens if and only if
p = 2 in types Br, Cr, F4 and G2 or p = 3 in type G2. In these cases, some c
α,β
i,j are actually
equal to ±p. In all other cases, we have cα,βi,j ∈ {±1}. The prime p is called bad for G if
it divides one of the coefficients in the decomposition of the highest root in Φ+ as a linear
combination of α1, . . . , αr. A prime p which is bad for G is also very bad for G. The primes
p = 2 for types Dr and Ei with i ∈ {6, 7, 8}, p = 3 for types F4 and Ei with i ∈ {6, 7, 8}, and
p = 5 for type E8 are all the bad primes which are not very bad. A prime p is called good
for G when it is not a bad prime for G.
Finally, we describe some properties of nontrivial irreducible characters of Fq. Let Tr :
Fq → Fp be the field trace with respect to the extension Fq of Fp. From now on, and for the
rest of the work, we fix the irreducible character φ of Fq defined by x 7→ e2piiTr(x)/p. Then
ker(φ) = {tp − t | t ∈ Fq}. Every other nontrivial irreducible character of Fq is of the form
φ ◦ma, where a ∈ F×q and ma is the automorphism of F×q defined by multiplication by a. It
is easy to see that ker(φ ◦ma) = a−1 ker(φ).
3. Pattern and quattern groups for all primes
In [11, Section 3] and [7, §2.3], the notion of patterns and quatterns, defined when p is
not a very bad prime for G, are of major importance for the development of the methods
for parametrizing Irr(U). We now define the following generalization of pattern groups and
normal pattern groups for arbitrary primes.
Let P = {αi1 , . . . , αim} with 1 ≤ i1 < · · · < im ≤ N be a subset of Φ+. We define
XP := {xi1(ti1) · · ·xim(tim) | ti1 , . . . tim ∈ Fq}.
Considering each element in XP as an m-tuple, we have |XP | = q|P|. Further, if XP is a
group then it is independent on the order of the αik ’s in P . Here the αik ’s are usually ordered
by increasing indices if not specified otherwise. So the set XP is well-defined under this order
setup. We are mostly interested in those subsets P of Φ+ such that XP is a group.
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Proposition 3.1. Let P = {αi1 , . . . , αim} ⊆ Φ+ with 1 ≤ i1 < · · · < im ≤ N . Then XP is a
group if and only if for every 1 ≤ j < k ≤ m and every sij , sik ∈ Fq we have
[xij(sij), xik(sik)] ∈ XP .
Proof. For this proof, we write XP as XPm and arrange positive roots in P in decreasing
order. It suffices to prove the converse of the above statement by induction on m. Let us
assume that [xij(sij), xik(sik)] ∈ XPm for each 1 ≤ j < k ≤ m and sij , sik ∈ Fq. Recall that
Xαi is a group itself for all i. The claim clearly holds for m = 1. For some m > 1, it is
enough to show that xy ∈ XPm for all x, y ∈ XPm . Write x = ax′ and y = by′ for some
a, b ∈ XPm−1 and x′, y′ ∈ Xαim . We have
xy = ax′by′ = ax′bx′−1b−1bx′ = a[x′−1, b−1]bx′y′.
By the decreasing order of positive roots in P , we notice that [xαim , xαi ] ∈ XPm−1 for all
i. Due to the formula [r, st] = [r, t][r, s]t, we have [x′, b] ∈ XPm−1 by induction hypothesis.
Thus, xy = (a[x′−1, b−1]b)(x′y′) ∈ XPm−1Xαim = XPm . 
If the conditions of Proposition 3.1 are satisfied, we say that XP is a pattern group.
Example 3.2. Consider UB2(q), and let α1 (resp. α2) be its long (resp. short) simple root.
Let P := {α2, α1 + α2}. Then XP is a pattern group if and only if p = 2. Notice that P is
not a pattern in the sense of [11, Definition 3.1].
We would like to have a notion of normality of pattern groups. By applying the same
method as in the proof of Proposition 3.1, it is straightforward to prove the following.
Proposition 3.3. Let P = {αi1 , . . . , αim} ⊆ Φ+ be such that XP is a pattern group. Assume
N = {αj1 , . . . , αjn} ⊆ P. Then XN is a normal subgroup of XP if and only if for every
1 ≤ k ≤ m and 1 ≤ ` ≤ n and every sik , sj` ∈ Fq we have
[xik(sik), xj`(sj`)] ∈ XN .
Under the assumptions of Proposition 3.3, we say that XN is a normal pattern subgroup
of the pattern group XP .
Example 3.4. Consider UG2(q), and let α1 (resp. α2) be its long (resp. short) simple root.
Set P := Φ+ and N := {α1 + 2α2}. Then XN is a normal pattern group of XP if and only
if p = 3 (see [17, §3] for a full parametrization of UG2(3f )). Notice that N is not a normal
pattern in Φ+ in the sense of [11, Definition 3.2].
Pattern groups over bad primes can readily be determined by using GAP4 in terms of the
behaviour of the positive roots. We highlight this in the following proposition.
Proposition 3.5. Let P ,N ⊆ Φ+, and assume p = 2 is a very bad prime for G.
1) The set XP is a pattern group if and only if for every α, β ∈ Φ+, we have that
α + β ∈ Φ+ and α− β /∈ Φ =⇒ α + β ∈ P .
2) Let XP be a pattern group. Then XN is a normal pattern subgroup of XP if and only
if for every α ∈ P and δ ∈ N , we have that
α + δ ∈ Φ+ and α− δ /∈ Φ =⇒ α + δ ∈ N .
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Proof. This comes directly from Equation (2.1) and the fact that all the structure constants
cα,β1,2 and c
α,β
2,1 vanish for every α, β ∈ Φ+ when p = 2 (see [2, Chapter 4]). 
Let XP be a pattern group, and let XN be a normal pattern subgroup of XP . If S = P\N ,
we put XS := XP/XN and we call it the corresponding quattern group. Given such a set S,
define
Z(XS) := {γ ∈ S | Xγ ⊆ Z(XS)},
and
D(XS) := {γ ∈ S | XS = Xγ ×XS\{γ}}.
For fixed Z ⊆ Z(XS), define
Irr(XS)Z := {χ ∈ Irr(XS) | χ|Xγ 6= 1Xγ for every γ ∈ Z}.
We recall the following formula (see [18, Equation (3)]),
(3.1)
∑
χ∈Irr(XS)Z
χ(1)2 = q|S\Z|(q − 1)|Z|.
Fixed a character χ ∈ Irr(U), define
rk(χ) := {α ∈ Φ+ | Xα ⊆ kerχ}.
Proposition 3.6. Let χ ∈ Irr(U). Then Xrk(χ) is a normal pattern subgroup of U .
Conversely, let N ⊆ Φ+ be such that XN is a normal pattern subgroup in U . Then there
exists χN ∈ Irr(U) such that rk(χN ) = N .
Proof. Let χ ∈ Irr(U). For every α ∈ rk(χ) and β ∈ Φ+, we claim that [xα(t), xβ(s)] ∈
Xrk(χ) for all s, t ∈ Fq; this of course would imply xα(t)xβ(s) ∈ Xrk(χ). We have 〈α, β〉 ∈
{A1×A1,A2,B2,G2}. Due to the properties of rk(χ), it suffices to prove that for the cases
〈α, β〉 ∈ {B2,G2} the claim is true for all irreducible constituents of χ|〈Xα,Xβ〉.
By [17, §3], the first statement holds for G of type G2 at any prime. From the fact that
UB2(q) ∼= UG2(q)/X3α1+2α2X3α1+α2 and that Irr(UG2(q)) is partitioned by positive root sets
as in [17, §3], if α ∈ rk(χ) then both Xα+β and Xiα+jβ are contained in ker(χ); thus, the
claim follows.
For the converse, let N ⊆ Φ+ be such that XN is a normal pattern group in U . Set
X := U/XN = XΦ+\N , and by slight abuse of notation write Xα instead of XαXN for every
root subgroup Xα. Let λ ∈ Irr(Z(X)) be such that λ|Xα 6= 1Xα for all Xα ≤ Z(X). By
properties of induction, for every constituent χ ∈ Irr(X | λ) we have χ|Xα = χ(1)λ|Xα for all
Xα ≤ Z(X). Thus, rk(χ) = ∅. So the inflation χN of χ to U satisfies rk(χN ) = N . 
We now determine a partition of Irr(U) in terms of the so-called representable sets. We
call Σ ⊆ Φ+ a representable set if Σ = Z(U/XN ) for some N ⊆ Φ+ such that XN E U .
Notice that if XNi E U and Σi := Z(U/XNi) for i = 1, 2, then Σ1 = Σ2 if and only if
N1 = N2. Hence given a representable set Σ ⊆ Φ+, we can define NΣ to be the unique set
corresponding to a normal pattern group of U such that Z(U/XNΣ) = Σ. For a representable
set Σ, denote
Irr(U)Σ := {InfUU/XNΣ (χ) | χ ∈ Irr(U/XNΣ)Σ}.
Remark 3.7. When p is not a very bad prime for G, then the definition of representable sets
given in this work is consistent with [11, Section 5].
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The desired partition follows by Proposition 3.6 and the uniqueness of rk(χ) for every
χ ∈ Irr(U).
Proposition 3.8. We have that
Irr(U) =
⊔
Σ⊆Φ+|Σ representable
Irr(U)Σ.
Finally, we remark that all representable sets in low rank are determined by computer
algebra. Namely these are in bijection with normal pattern groups in Φ+, and Proposition
3.5 gives a criterion to check whether a subset of Φ+ gives rise to a normal pattern group in U .
In this way, it is immediate to produce an efficient algorithm in GAP4 whose input is a record
of the Chevalley relations and that gives all representable sets; see the function repSetAll
in our GAP4 code in [16].
Type A4 B4/C4 D4 F4
Prime any p = 2 p ≥ 3 any p = 2 p ≥ 3
#Rep. sets 42 98 70 50 190 105
Table 1. The number of representable sets in rank 4 at different primes.
We collect the numbers of representable sets in rank 4 in Table 1. Notice that these
numbers are the same as in [11, Table 2] when p is not a very bad prime for G, namely they
coincide with the numbers of antichains in Φ+. On the other hand, fixed a type in Table 1
for which 2 is a very bad prime, we see that the number of representable sets for p = 2 and
for p ≥ 3 is considerably different.
4. Reduction algorithm
We develop in this section a reduction algorithm for the study of the sets Irr(U)Σ with
Σ ⊆ Φ+ representable, which is an adaptation of [7, Algorithm 3.3]. Namely we establish a
bijection between a set of the form Irr(XS)Z , with Z ⊆ Z(XS), and a set Irr(XS′)Z′ , with
Z ′ ⊆ Z(XS′), where |S ′|  |S|. More precisely, our goal is to develop an algorithm which
takes Σ as input, and outputs the following decomposition,
Irr(U)Σ ←→
⊔
C∈O1
Irr(XS)Z unionsq
⊔
C∈O2
Irr(XS)Z ,
where each of the sets C is a tuple (S,Z,A,L,K) of positive roots, and the sets O1 and O2
are a measure for the complication of the parametrization of the characters of Irr(XS)Z .
The set O1 contains all families of characters whose parametrization is immediately pro-
vided by the algorithm. The remaining families in O2, whose study requires more work,
almost always highlight a pathology of the group U at very bad primes. For example, they
often contain characters whose degree is not a power of q. The families in O2 shall be in
turn reduced to few enough cases to be studied in an ad-hoc way.
We introduce the following notation, in a similar way as in [7, §2.3]. Assume that XSi
is a quattern group with respect to Pi and Ni for i = 1, 2. If P1 = P2 and N1 ⊇ N2, for
L := N1 \ N2 we define InfL to be the inflation from XS1 to XS2 , and if L = {α} we put
Infα := InfL. If N1 = N2 and P1 ⊆ P2, for T := P2 \ P1 we define IndT to be the induction
from XS1 to XS2 , and if T = {α} we put Indα := IndT .
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We need the following adaptation of [7, Lemma 3.1]. The proof repeats mutatis mutandis.
Proposition 4.1. Let S = P \ K be such that XS is a quattern group, and let Z ⊆ Z(XS).
Suppose that there exist γ ∈ Z and δ, β ∈ S \ {γ} satisfying:
1) [xβ(s), xδ(t)] = xγ(cs
itj) for some c 6= 0 and i, j ∈ Z≥1,
2) [Xα, Xα′ ] ∩Xβ = 1 for all α, α′ ∈ S, and
3) [Xα, Xδ] = 1 for every α ∈ S \ {β}.
Define P ′ := P \ {β}, K′ := K ∪ {δ} and S ′ := P ′ \ K′. Then XP ′ is a pattern group and
XK′ E XP ′, i.e. XS′ is a quattern group. Moreover, we have a bijection
Irr(XS′)Z → Irr(XS)Z
χ 7→ Indβ Infδ χ
by inflating over Xδ and inducing to XS over Xβ.
We now proceed to illustrate the adaptation of [7, Algorithm 3.3]. At each step, we assume
that the tuple C = (S,Z,A,L,K) is constructed and currently taken into consideration.
Input. Our input is a representable set Σ. We initialize C by putting S = Φ+ \ NΣ, Z =
Z(XS), and A = L = K = ∅ and O1 = O2 = ∅.
Step 1. If S = Z(XS), then XS is abelian and the set Irr(XS)Z is parameterized as
Irr(XS)Z =
{
IndA InfK λ
a
b | a ∈ (F×q )|Z|, b ∈ (F×q )|S\Z|
}
,
where λab is a linear character of Irr(XS) supported on XZ as in [7, Lemma 3.5] and
[18, §2.4]. The family arising from C is therefore completely parametrized and we
add the element C to O1.
Step 2. If S 6= Z(XS) and at least one pair of positive roots satisfies the assumptions of
Proposition 4.1, then we choose from those the pair (β, δ) to be the unique pair
having minimal β among the ones having maximal δ (with respect to the linear
ordering on Φ+), and we put C′ := (S ′,Z,A′,L′,K′), with
S ′ = S \ {β, δ}, A′ = A ∪ {β}, L′ = L ∪ {δ}, and K′ = K ∪ {δ}.
Then by Proposition 4.1, we have a bijection
Indβ Infδ : Irr(XS′)Z −→ Irr(XS)Z .
We go back to Step 1 with C′ in place of C.
Step 3. If S 6= Z(XS), if no pair of positive roots satisfies Proposition 4.1, and if Z(XS) \
(Z ∪D(XS)) 6= ∅, then in a similar way as [18, §2.4], we choose the maximal element
γ in Z(XS) \ (Z ∪ D(XS)), and we put
S ′ = S \ {γ}, K′ = K ∪ {γ} and Z ′′ = Z ∪ {γ}.
Then we have that
Irr(XS)Z = Irr(XS′)Z unionsq Irr(XS)Z′′ ,
and we go back to Step 1 carrying each of
C′ := (S ′,Z,A,L,K′) and C′′ := (S,Z ′′,A,L,K).
Step 4. If the tuple C is such that S 6= Z(XS), no pair of positive roots satisfies Proposition
4.1 and Z(XS) \ (Z ∪ D(XS)) = ∅, then we add C to O2.
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The elements of the form C of the set O1 (resp. O2) are called the abelian (resp. non-
abelian) cores of U , as the corresponding groups XS are abelian (resp. nonabelian). As in
[18], we sometimes write (S,Z) in short for the core C = (S,Z,A,L,K).
In a similar way as [18, §2.4], given a nonabelian core C as above we identify, by slight
abuse of notation, the sets S and Z with S \ D(XS) and Z \ D(XS) respectively. Namely
we have that XS = XS\D(XS) ×XD(XS), hence
Irr(XS)Z = Irr(XS\D(XS))Z\D(XS) × Irr(XD(XS))Z∩D(XS),
and the set Irr(XD(XS))Z∩D(XS) is readily parametrized since XD(XS) is abelian.
We say that a nonabelian core C corresponding to S and Z is a [z,m, c]-core if
• |Z| = z,
• |S| = m, and
• there are exactly c pairs (i, j) with i < j corresponding to nontrivial Chevalley
relations in XS , i.e. such that xi(s), xj(t) ∈ XS for all s, t ∈ Fq and [xi(s), xj(t)] 6= 1.
We also say that the triple [z,m, c] is the form of the core C. Recall that nonabelian
core forms can be easily read off from the output of the algorithm described above and
implemented in GAP4.
We finish by recalling the forms in groups of rank 4. For type A4 there are no nonabelian
cores at any prime. As in [7, Section 4], there is just one [3, 10, 9]-core in type B4 for p ≥ 3
and in type D4 for arbitrary primes, there are 6 nonabelian cores of different forms in type
F4 for p ≥ 3, and there are no nonabelian cores in type C4 for p ≥ 3. In the case of
UB4(2
f ) ∼= UC4(2f ) we have 51 nonabelian cores of the form [2, 4, 1], one [4, 8, 2]-core and
one [4, 11, 6]-core. Finally, we collect in the first two columns of Table 3 the 11 triples [z,m, c]
giving rise to a nonabelian core of UF4(2
f ) and the number of cores of a fixed form.
Remark 4.2. In contrast with [18, Theorem 4], we have that two cores with the same form
[z,m, c] are not necessarily isomorphic. Namely we see from Table 3 that in UF4(2
f ) the
cores of the form [4, 8, 4] split into at least two isomorphism classes, since the sets of the
form Irr(XS)Z are evidently different, and so do cores of the form [4, 12, 9] and [5, 9, 4].
On the other hand, it is easy to check that whenever 2 is a very bad prime for G, any
core of the form [2, 4, 1] is isomorphic to the B2-core of the form [2, 4, 1] corresponding to
S = Φ+ = {α1, . . . , α4} and Z = Z(XS) = {α3, α4}. Its study is well-known, see for instance
[20, §7]. Thus F4(2f ) is the Chevalley group of minimum rank in whose Sylow p-subgroup
we find non-isomorphic [z,m, c]-cores.
5. Reducing nonabelian cores
By virtue of Section 4, the focus from now on is on the study of the families Irr(XS)Z
where C = (S,Z) is a nonabelian core. Our methods will involve again inflation and in-
duction from smaller subquotients. The groups involved in our procedure need not be root
subgroups anymore. In particular, we need to deal with diagonal subgroups of products of
root subgroups of U . In order to do this, we need the following result from [18, §4.1], which
we recall here in a more compact form.
Proposition 5.1. Let V be a finite group. Let H ≤ V , and let X be a transversal of H in
V . Assume that there exist subgroups Y and Z of H, and λ ∈ Irr(Z), such that
(i) Z is a central subgroup of V ,
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(ii) Y is a central subgroup of H,
(iii) Z ∩ Y = 1,
(iv) [X, Y ] ⊆ Z, and
(v) Y ′ := StabY (λ) has a complement Y˜ in Y .
Let X ′ := StabX(λ), and let H ′ := HX ′. Then H ′ = StabV (Inf
ZY˜
Z (λ)) is a subgroup of V
such that Y˜ ker(λ) E H ′, and we have a bijection
IndVH′ Inf
H′
H′/Y˜ ker(λ) : Irr(H
′/Y˜ ker(λ) | λ) −→ Irr (V | λ) .
Throughout the rest of the work, we keep the notation of Proposition 5.1 for the group
V , its subquotients and λ ∈ Irr(Z) satisfying assumptions (i)–(v). These will be specified in
each case taken into consideration. We use the terminology of [18, Definition 10] and we call
X˜ and Y˜ an arm and a leg of XS respectively, and X and Y a candidate for an arm and a
candidate for a leg in XS respectively.
In the case when V = XS , the check of the validity of the assumptions of Proposition
5.1 translates into a condition on the underlying set of positive roots involved, which can
be carried out by computer investigation. In particular, [18, Corollary 13] generalizes in the
following way when p is a very bad prime for G.
Corollary 5.2. Let S ⊆ Φ+ be such that XS is a quattern group. Assume that there exist
subsets Z, I and J of S, such that
(0) XS\I is a quattern group,
(i) Z ⊆ Z(XS),
(ii) J ⊆ Z(XS\I),
(iii) J ∩ Z = ∅, and
(iv) if α ∈ I, β ∈ J and [Xα, Xβ] 6= 1, then [Xα, Xβ] ⊆ XZ .
Let us put Z = XZ , X = XI, Y = XJ and H = XS\I. In the notation of Proposition 5.1,
we have a bijection
IndXS
H˜
InfH
′
H′/Y˜ ker(λ) : Irr(H
′/Y˜ ker(λ) | λ) −→ Irr(XS | λ).
Let C = (S,Z) be a fixed nonabelian core. In order to find sets I and J as in Corollary
5.2, we define the following generalization of the graph in [18, §4.2]. Define a graph Γ in the
following way. The vertices are labelled by elements in S, and there is an edge between α
and β if and only if 1 6= [xα(s), xβ(t)] ∈ XZ for some s, t ∈ Fq.
We have the notion of connected components and circles in Γ as in [18, §4.2]. The heart
of Γ, which we usually denote by H, is the set of roots in S whose corresponding vertex in
Γ has valency zero. We say that C is a heartless core if H = ∅.
In Chevalley groups of rank 4 or less, the shape of each connected component of Γ with
at least one edge is verified to be as follows. We have either a linear tree, or a union of
circles together with possibly few subgraphs isomorphic to linear trees which share with it
exactly a vertex (see the second graph in Figure 1). In particular, the shape of the graph Γ
is different from the ones of the graphs obtained in [18, §4.2] due to the existence of vertices
of valency 1; these correspond to roots which form a B2–subsystem with its unique neighbor
in Γ. Hence we need a new method to define the sets I and J .
We assume, without loss of generality, that Γ is a connected graph with at least one
edge. We now construct uniquely defined candidates for the sets I and J in this case, such
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that S \ H = I ∪ J . The reason why such constructed I and J are likely to satisfy the
assumptions of Corollary 5.2 lies in the fact that the induced graph Γ|I has no edges. That
is, no elements of I are connected to each other. In fact, as in [18, Remark 14], if C is a
heartless core then such I and J do indeed satisfy the conditions of Corollary 5.2.
We recall the natural notion of a distance d defined on the vertices of a linear tree ∆. Let
 and δ be two vertices in ∆. If  = δ then we put d(, δ) = 0. Assume that  6= δ. Then
we define d(, δ) = s if and only if there exist s edges {βi, βi+1} for i = 1, . . . , s, such that
β1 = , βs+1 = δ, and βi 6= βj if i 6= j.
The construction of I and J is as follows. We first assume that Γ is a linear tree with set
of vertices V .
• Let δ be the maximal root in Γ with respect to the previously fixed linear ordering
of Φ+. Then we set J0 := {δ}, and for each k ≥ 1 we define
Ik := {β ∈ V | d(β, δ) = 2k − 1} and Jk := {β ∈ V | d(β, δ) = 2k}.
Finally, we define
I :=
⋃
k
Ik and J :=
⋃
k
Jk.
We now assume that the union C(Γ) of all circles in Γ is nonempty.
• We first follow the same procedure as [18, §4.2], namely we suitably enumerate the
distinct circles C1, . . . , Ct of Γ and we construct the sets I1, . . . , It and J1, . . . ,Jt
accordingly, such that It ∪ Jt = C(Γ).
• Let T be the set of subgraphs attached to C(Γ) and isomorphic to linear trees. As
previously remarked, if ∆ ∈ T then ∆ and C(Γ) share a unique vertex, say δ. Let V
be the set of vertices of ∆. If δ ∈ Jt, then we set J0(∆) := {δ}, and for each k ≥ 1
we define
Ik(∆) := {β ∈ V | d(β, δ) = 2k − 1} and Jk(∆) := {β ∈ V | d(β, δ) = 2k}.
Otherwise, we have that δ ∈ It since It∪Jt = C(Γ). In this case, we set I0(∆) := {δ},
and for every k ≥ 1 we define
Ik(∆) := {β ∈ V | d(β, δ) = 2k} and Jk(∆) := {β ∈ V | d(β, δ) = 2k − 1}.
We then put
I(∆) :=
⋃
k
Ik(∆) and J (∆) :=
⋃
k
Jk(∆).
• Finally, we define
I := It ∪
⋃
∆∈T
I(∆) and J := Jt ∪
⋃
∆∈T
J (∆).
The general ideas of the construction just outlined are summarized in the two examples
in Figure 1 which relate to the families F7,1 and F10 of Irr(UF4(2f )) in Table 3.
We easily check, as remarked beforehand, that if H = ∅ then the I and J satisfy the
assumptions of Corollary 5.2. Moreover, all the nonabelian cores arising in rank 4 or less at
very bad primes are heartless, except the [3, 10, 9]-core in UF4(2
f ) which has been studied
in [10] already; it is an immediate check that the I and J previously defined satisfy the
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α13
α1
α10
α11
α4
α8
α5
α7
α4α3
α5 α9
α6
α1
Figure 1. Two examples of graphs as described above in the case G = F4(2
f ).
On the left, S and Z correspond to the [4, 12, 9]-core associated to F7,1. On the
right, S and Z are taken with respect to the only [5, 11, 6]-core; here |T | = 1,
and ∆ ∈ T is the graph with edges {α4, α6} and {α6, α1}. The vertices in J
(resp. I) are those surrounded by a straight (resp. dotted) box.
conditions of Corollary 5.2 in this case as well. In the same fashion as [18, Lemma 18] (see
the function findCircleZ in [16]), we get the following result by a GAP4 implementation.
Lemma 5.3. Let G be a finite Chevalley group of type Y and rank r, and let C be a nonabelian
core of UYr(p
f ). If r ≤ 4, and if p = 2 is a very bad prime for G, then the sets I and J
constructed as above satisfy the assumptions of Corollary 5.2.
We conclude this section with an equality that will be repeatedly used in the sequel. Let us
take a nonabelian core C, and let I = {i1, . . . , im} and J = {j1, . . . , j`} be constructed as in
Corollary 5.2. In order to determine X ′ and Y ′, we need to study the equation λ([y, x]) = 1
for x = xi1(ti1) · · ·xim(tim) ∈ X and y = xj1(sj1) · · ·xj`(sj`) ∈ Y . Its general form is
(5.1) φ(
∑`
h=1
m∑
k=1
dh,ks
bh
jh
tckik ) = 1,
for some dh,k ∈ Fq and (bh, ck) ∈ (Z≥1)2. Hence we have
X ′ = {xi1(ti1) · · ·xim(tim) such that Equation (5.1) holds for all sj1 , . . . , sj` ∈ F`q},
and
Y ′ = {xj1(sj1) · · ·xj`(sj`) such that Equation (5.1) holds for all ti1 , . . . , tim ∈ Fmq }.
Remark 5.4. Recall that all nonabelian cores in UF4(2
f ), except the well-known [3, 10, 9]-core
described in [7, §4.3], are heartless. That is, every index of a root in S \ Z is involved in
Equation (5.1). Our focus for the rest of the work will be therefore on the determination of
the solutions of Equation (5.1), which is enough to completely determine a parametrization
of Irr(XS)Z in the case of heartless cores.
Remark 5.5. Although two [z,m, c]-cores are not always isomorphic, we can still group them
by means of Equation (5.1). Namely it is easy to see that two heartless cores for which
Equation (5.1) is the same up to a permutation of indices determine the same numbers of
irreducible characters and corresponding degrees. We will say in the sequel that such cores
have the same branching.
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We collect in the third column of Table 3, for a fixed form [z,m, c], the number of cores in
UF4(2
f ) of that form that have the same branching. In general, this considerably decreases
the number of nonabelian cores to study. For example, we see from Table 3 that it is sufficient
to study 14 pairwise non-isomorphic nonabelian cores in type F4 when p = 2.
6. The parametrizations of Irr(UF4(2
2k)) and Irr(UF4(2
2k+1))
As an application of the method previously developed, we give the parametrization of
Irr(U) when G = F4(2
f ). The labelling for the positive roots and the Chevalley relations
are as in [7, §2.4]. In this case, we have 190 representable sets. The characters of abelian
cores are immediately parametrized via the algorithmic procedure of Section 4; in fact, such
characters had already been parametrized in [5]. We are left with examining 211 nonabelian
cores, which by Remarks 4.2 and 5.5 can in turn be reduced to the study of 13 families only.
We parametrize every character arising from nonabelian cores.
Theorem 6.1. All characters arising from nonabelian cores of UF4(2
f ) are parametrized,
and their branchings into 14 families of Irr(UF4(2
f )) are listed in Table 3.
We now explain how to read Table 3. The first column collects all the triples [z,m, c] that
arise as forms of nonabelian cores as in Section 4. The second column collects the number
of occurrences of a core of a fixed form, and the third column describes their branching as
explained in Remark 5.5. Fixed a family F = Irr(XS)Z , we gather in the fourth column
of Table 3 the families F1, . . . ,Fm where m is the number of different branchings. The
different labelling for each 1, . . . ,m is reflected in the fifth column. This collects labels for
an irreducible character of each family Fi obtained as inflation/induction from an abelian
subgroup of XS , which is not necessarily a product of root subgroups and whose structure
can be reconstructed by the indices of the labels. The convention for the letters a, b, c, d
for such labels and their precise meaning are explained in [18, Section 5]. Finally, we collect
in the sixth column the number of irreducible characters of Fi, and in the seventh column
their degree.
The pathology of the case Irr(UF4(q)) when q = 2
f is quite rich. Notice that f = 2k
if and only if q ≡ 1 mod 3, and f = 2k + 1 if and only if q ≡ −1 mod 3. For the first
time in the study of any of the sets Irr(U), the parametrization is different according to
the congruence class of q modulo 3. In fact, the families F4,2, F9,1 and F11 yield different
numbers of characters according to whether f is even or odd. The expression of |F| when F
is one of these families is not polynomial in q, but PORC (Polynomial On Residue Classes)
in q. Surprisingly, the global numbers k(U,D) of irreducible characters of Irr(UF4(q)) of
fixed degree D are the same for every D in both cases of f odd and f even. As remarked in
the Introduction, an interesting research problem is to find an insightful explanation of this
phenomenon.
The number of irreducible characters of a fixed degree are collected in Table 2. In particu-
lar, the degrees of characters in Irr(U) are: qi for i = 0, . . . , 9; qi/2 for i = 1, . . . , 10; qi/4 for
i ∈ {4, 10}; and q4/8. This is the example of smallest rank that yields a character of Irr(U)
of degree qi/p3 when q = pf .
Finally, we point out that the analogue over bad primes of [14, Conjecture B] which
generalizes [19, Conjecture 6.3] does not hold for the group UF4(2
f ). In fact, the number
k(U, qk) cannot always be expressed as a polynomial in v := q−1 with non-negative integral
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D k(UF4(q), D)
1 v4 + 4v3 + 6v2 + 4v + 1
q/2 4v4 + 8v3 + 4v2
q 2v5 + 8v4 + 14v3 + 12v2 + 4v
q2/2 8v4 + 16v3 + 8v2
q2 2v6 + 12v5 + 27v4 + 30v3 + 17v2 + 4v
q3/2 12v4 + 24v3 + 12v2
q3 8v5 + 28v4 + 36v3 + 20v2 + 4v
q4/8 8v4
q4/4 8v6/3 + 80v5/3 + 98v4/3
q4/2 10v6 + 60v5 + 114v4 + 80v3 + 8v2
q4 2v8 + 16v7 + 160v6/3 + 280v5/3 + 301v4/3 + 68v3 + 23v2 + 2v
q5/2 8v5 + 24v4 + 24v3 + 8v2
q5 2v7 + 14v6 + 38v5 + 50v4 + 34v3 + 12v2 + 2v
q6/2 16v5 + 40v4 + 32v3 + 8v2
q6 2v7 + 15v6 + 40v5 + 53v4 + 36v3 + 13v2 + 2v
q7/2 4v6 + 24v5 + 48v4 + 40v3 + 12v2
q7 2v6 + 10v5 + 20v4 + 20v3 + 10v2 + 2v
q8/2 8v5 + 32v4 + 32v3 + 8v2
q8 v6 + 8v5 + 18v4 + 18v3 + 7v2
q9/2 8v5 + 28v4 + 24v3 + 4v2
q9 2v4 + 4v3 + 2v2
q10/4 16v4
q10/2 8v3
k(UF4(q)) = 2v
8 + 20v7 + 104v6 + 362v5 + 674v4 + 552v3 + 194v2 + 24v + 1
Table 2. The numbers of irreducible characters of UF4(q) of fixed degree for
q = 2f , where v = q − 1.
coefficients. Moreover, k(UF4(q), q
4), k(UF4(q), q
4/4) ∈ Z[v/3]\Z[v]. A similar phenomenon
happens when p = 3 [7, Table 3], in that k(UF4(q), q
4), k(UF4(q), q
4/3) ∈ Z[v/2] \ Z[v]. If
p ≥ 5 then the expression of every k(UF4(q), qk) is in Z[v].
Except for the [3, 10, 9]-core, whose parametrization is as for F even8,9,10 in [10, Table 2], all
the other cases in Table 3 correspond to heartless cores. Let (S,Z) be one such core. We
apply the method in Section 5 to find I and J ; these are readily computed thanks to our
implemented function findCircleZ in GAP4 [16]. Then X ′ and Y ′ can be determined by
means of the study of Equation 5.1. As in [18, §5.1], if X ′ is an abelian subgroup then the
characters in Irr(XS)Z are immediately parametrized by inflating over Y˜ ker(λ) and inducing
to XS . This is the case for all remaining families in Table 3 except F7,2 and F8; hence the
only computation we have to do in these cases is to solve Equation (5.1). The remaining two
families yield |X ′| = q2 and X ′ is not a subgroup of XS . The study of the family F8 remains
uncomplicated as the associated graph Γ has in this case just three edges. The study of the
family F7,2 presents more complications and will be examined in full details.
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We include in this work the complete study of three important families of characters arising
from nonabelian cores, namely:
• the family F4,2 corresponding to a [4, 8, 4]-core, which provides the smallest example
where the expression of the cardinality of a family Fi is PORC, but not polynomial,
• the family F7,2 corresponding to a [4, 12, 9]-core, where X ′ is not a subgroup, which
presents a more intricate branching and contains characters of degree q4/8, and
• the family F11 corresponding to a [6, 10, 4]-core, whose study requires the determina-
tion of solutions of complete cubic equations over Fq.
The difficulty of the computations related to all other families in Table 3 is bounded by that
of the three families described above. Full details in these cases can be found in [16].
Before we start, we recall the following notation. For any q = pf and m ≥ 1, we define
F×q,m := {x ∈ F×q | x = ym for some y ∈ F×q }.
Notice that F×q,m is a cyclic group. We focus on the set F×q,3 when q = 2f . It is easy to check
that if f = 2k + 1 then F×q,3 = F×q , while if f = 2k then |F×q,3| = (q − 1)/3.
We first study a nonabelian [4, 8, 4]-core arising from the family F4,2 in Table 3. In this
case, we have
• S = {α2, α3, α5, α7, α8, α9, α10, α18},
• Z = {α8, α9, α10, α18},
• A = {α1, α4} and L = {α11, α16},
• I = {α2, α5} and J = {α3, α7}.
Proposition 6.2. The irreducible characters corresponding to the family F4,2 in Irr(UF4(2f ))
are parametrized as follows:
• If f = 2k, then
F4,2 =: Ff even4,2 = Ff even, 14,2 unionsq Ff even, 24,2 ,
where
– Ff even, 14,2 consists of 2(q − 1)4/3 irreducible characters of degree q2, and
– Ff even, 24,2 consists of 16(q − 1)4/3 irreducible characters of degree q2/4.
• If f = 2k+1, then F4,2 =: Ff odd4,2 consists of 4(q−1)4 irreducible characters of degree
q2/2.
The labels of the characters in Ff even, 14,2 , Ff even, 24,2 and in Ff odd4,2 are collected in Table 3.
Proof. Here, Equation (5.1) has the form
φ(s3(a9t2s3 + a8t5) + s7(a18t5s7 + a10t2)) = 1.
Hence we have
X ′ = {x2(t2)x5(t5) | t2, t5 ∈ Fq, a28t25 = a9t2 and a210t22 = a18t5}
= {x2(t2)x5(t5) | t2, t5 ∈ Fq, t2 = a28a−19 t25 and t45 = a−48 a29a−210 a18t5}
and
Y ′ = {x3(s3)x7(s7) | s3, s7 ∈ Fq, a9s23 = a10s7 and a18s27 = a8s3}
= {x3(s3)x7(s7) | s3, s7 ∈ Fq, s7 = a9a−110 s23 and s43 = a8a−29 a210a−118 s3}.
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Let us assume that f = 2k. If a18 /∈ a8a−29 a210F×q,3, that is, for 2(q − 1)/3 choices of a18 in
F×q , then the quartic equations involved in the definitions of X ′ and Y ′ just have a trivial
solution. In this case, we have X ′ = 1 and Y ′ = 1, and we get the family Ff even,14,2 as in
Table 3.
If a18 ∈ a8a−29 a210F×q,3, i.e. for (q − 1)/3 choices of a18 in F×q , then there are three distinct
values ω8,9,10,18;i for i = 1, 2, 3, such that ω
3
8,9,10,18;i = a8a
−2
9 a
2
10a
−1
18 . In this case, we have
X ′ = {1} ∪ {x2(a8a−19 ω−28,9,10,18;i)x5(a−18 ω−18,9,10,18;i) | i ∈ [1, 3]}},
and
Y ′ = {1} ∪ {x3(ω8,9,10,18;i)x7(a9a−110 ω28,9,10,18;i) | i ∈ [1, 3]}.
We now observe that X ′ and Y ′ are each isomorphic to C2×C2. We get the family Ff even,24,2
as in Table 3. By Equation (3.1), we readily check that
F4,2 =: Ff even4,2 = Ff even, 14,2 unionsq Ff even, 24,2 .
This proves the first claim of the proof.
Let us now assume that f = 2k+ 1. Let ω8,9,10,18 be the unique cube root of a8a
−2
9 a
2
10a
−1
18 .
Then we get
X ′ = {1, x2(a8a−19 ω−28,9,10,18)x5(a−18 ω−18,9,10,18)}, Y ′ = {1, x3(ω8,9,10,18)x7(a9a−110 ω28,9,10,18)}.
Hence we obtain the family Ff odd4,2 as in Table 3, completing our proof. 
We then move on to study the family F7,2 in Table 3, corresponding to nonabelian cores
of the form [4, 12, 9]. Here we have
• S = {α1, α2, α3, α4, α5, α6, α7, α8, α9, α10, α11, α16},
• Z = {α8, α10, α11, α16},
• A = L = ∅,
• I = {α1, α2, α3, α4} and J = {α5, α6, α7, α9}.
Proposition 6.3. The irreducible characters corresponding to the family F7,2 in Irr(UF4(2f ))
are parametrized as follows:
F7,2 =
8⊔
i=1
F i7,2,
where
• F17,2 consists of 8(q − 1)4 irreducible characters of degree q4/8, and
• each of F i7,2 for i ∈ {2, . . . , 8} consists of 2(q − 1)4 irreducible characters of degree
q4/4.
The labels of the characters in F i7,2 for i ∈ {1, . . . , 8} are collected in Table 3.
Proof. The form of Equation (5.1) is
φ(s5(a11t
2
3 + a8t3) + s6(a8t1 + a10t4) + s7(a16t2s7 + a10t2) + s9(a16t
2
4 + a11t1)) = 1.
We have that
X ′ = {x(t) ∈ X | a11t23 = a8t3, a8t1 = a10t4, a210t22 = a16t2 and a16t24 = a11t1}
and
Y ′ = {x(s) ∈ Y | a8s6 = a11s9, a16s27 = a10s7, a28s25 = a11s5 and a210s26 = a16s9}.
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Hence we have that
X ′ =
{
x1(c1)x2(c2)x3(c3)x4
(
a8
a10
c1
)
| c1 ∈
{
0,
a210a11
a28a16
}
, c2 ∈
{
0,
a16
a210
}
, c3 ∈
{
0,
a8
a11
}}
and
Y ′ =
{
x5(c1)x6(c2)x7(c3)x9
(
a8
a11
c2
)
| c1 ∈
{
0,
a11
a28
}
, c2 ∈
{
0,
a8a16
a210a11
}
, c3 ∈
{
0,
a10
a16
}}
,
with X ′ = X ′1X
′
2X
′
3 in a natural way with X
′
1 ⊆ X2, X ′2 ⊆ X3, and X ′3 ⊆ X1X4 and
Y ′ = Y ′1Y
′
2Y
′
3 with Y
′
1 ⊆ X7, Y ′2 ⊆ X5, and Y ′3 ⊆ X6X9. Now notice that X ′ is not always a
group, namely we have[
x2
(
a16
a210
)
, x3
(
a8
a11
)]
= x6
(
a8a16
a210a11
)
x9
(
a28a16
a210a
2
11
)
,[
x1
(
a210a11
a28a16
)
x4
(
a10a11
a8a16
)
, x2
(
a16
a210
)]
= x5
(
a11
a28
)
,[
x1
(
a210a11
a28a16
)
x4
(
a10a11
a8a16
)
, x3
(
a8
a11
)]
= x7
(
a10
a16
)
.
Thus we have [X ′i, X
′
j] = Y
′
k for every i, j, k with {i, j, k} = {1, 2, 3}.
For c1, c2, c3 ∈ {0, 1} we call λc := λc1,c2,c3 the extension of λ to XZY ′ such that λc(yi) = ycii
for every yi ∈ Yi and i = 1, 2, 3. An inflation and induction procedure from groups of order
q4/8 induces then a bijection
Irr(XS)Z −→
⊔
c1,c2,c3∈{0,1}
Irr(X ′Y ′Z | λc).
Let us assume ci = 1 for every i = 1, 2, 3. Then we can apply Proposition 5.1 with arm
X ′1 and leg X
′
2. In this case, we get a bijection
Irr(X ′Y ′Z | λ1,1,1) −→ Irr(X ′3Y ′1Y ′2Y ′3Z | λ1,1,1),
and X ′3Y
′
1Y
′
2Y
′
3Z is abelian. Hence we get the family F87,2 as in Table 3.
Let us now assume that ci = cj = 1 and ck = 0 for any {i, j, k} = {1, 2, 3}. Proposition
5.1 applies here with arm X ′i and leg X
′
k. We have a bijection
Irr(X ′Y ′Z | λc) −→ Irr(X ′jY ′1Y ′2Y ′3Z | λc),
with X ′jY
′
1Y
′
2Y
′
3Z abelian. This gives the three families F57,2, F67,2 and F77,2 as in Table 3.
Let us then assume that ci = 1, and cj = ck = 0 for any {i, j, k} = {1, 2, 3}. Proposition
5.1 now applies with arm X ′j and leg X
′
k. We have a bijection
Irr(X ′Y ′Z | λc) −→ Irr(X ′iY ′1Y ′2Y ′3Z | λc),
with X ′kY
′
1Y
′
2Y
′
3Z abelian. This gives the three families F27,2, F37,2 and F47,2 as in Table 3.
Finally, let us assume c1 = c2 = c3 = 0. Then we have that
Irr(X ′Y ′Z | λ0,0,0) −→ Irr(X ′Y ′Z/Y ′ | λ0,0,0)
is a bijection, and X ′Y ′Z/Y ′ ∼= X ′1X ′2X ′3ZY ′/Y ′ is abelian. We have determined our family
F17,2 of 8(q − 1)4 irreducible characters of degree q4/8 as in Table 3.
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Equation (3.1) now yields
F7,2 =
8⊔
i=1
F i7,2,
proving our claim. 
We conclude our work by expanding the computations for the parametrization of the
unique [6, 10, 4]-core, which corresponds to the family F11 in Table 3. As previously re-
marked, we need some properties of solutions of cubic equations in Fq. For a, b ∈ F×q , let
pa,b(X) := X
3 + aX + b.
Define the map g : Fq → Fq such that g(x) = x3 + x, and for i ∈ {0, 1, 3} let us put
Ai := {(a, b) ∈ (F×q )2 | pa,b(X) = 0 has i solutions in Fq}.
By [4, Equation (1.1)] and the fact that (1, b) ∈ Ai implies (a2, a3b) ∈ Ai for every a ∈ F×q ,
we have that
• A3 = {(a2, a3(x3 + x)) | a ∈ F×q , x /∈ {0, 1}, 1 + x−2 ∈ im(g)},
• A1 = {(a2, a3(x3 + x)) | a ∈ F×q , x /∈ {0, 1}, 1 + x−2 /∈ im(g)}, and
• A0 = (F×q )2 \ (A3 ∪ A1).
In particular, we have
|A3| = (q − 1)(q − 3 + (−1)
f+1)
6
, |A1| = (q − 1)(q − 1 + (−1)
f+1)
2
, |A0| = (q − 1)(q + (−1)
f )
3
.
The next result follows directly by the explicit description of Ai for i ∈ {0, 1, 3} and a
case-by-case discussion. We omit the lengthy, but straightforward proof.
Lemma 6.4. Let
S = {(b, c, t) | b ∈ F×q , t ∈ F×q \ {b3} and c ∈ F×q \ {t}},
and for every (b, c, t) ∈ S, let pb,c,t(X) := X3 + (t/b+ b2)X + (t+ c), and
Bi := {(b, c, t) ∈ S | pb,c,t(X) = 0 has i solutions}.
Then we have that
|B3| = (q − 5)(q − 3 + (−1)
f+1)
6
, |B1| = (q − 3)(q − 1 + (−1)
f )
2
, |B0| = (q − 2)(q + (−1)
f+1)
3
.
Remark 6.5. The expressions of B3, B1 and B0 in Lemma 6.4 as polynomials in q for even
and odd f are different. This is reflected in the sixth column of Table 3 for the [6, 10, 4]-core,
and explains a difference in the parametrization of the family F11 ⊆ Irr(UF4(2f )) in these
two cases.
We return to the study of the family F11. In this case,
• S = {α2, α3, α5, α6, α7, α8, α9, α10, α12, α18},
• Z = {α6, α8, α9, α10, α12, α18},
• A = {α1, α4} and L = {α11, α16},
• I = {α2, α5} and J = {α3, α7}.
Proposition 6.6. The irreducible characters corresponding to the family F11 in Irr(UF4(2f ))
are parametrized as follows:
18
• If f = 2k, then
F11 =: Ff even11 =
7⊔
i=1
Ff even, i11 ,
where
– Ff even, 111 consists of (q − 1)4 irreducible characters of degree q2,
– Ff even, 211 consists of 4(q − 1)4(q − 2) irreducible characters of degree q2/2,
– Ff even, 311 consists of 2(q − 1)5/3 irreducible characters of degree q2,
– Ff even, 411 consists of 16(q − 1)4(q − 4)/3 irreducible characters of degree q2/4,
– Ff even, 511 consists of (q − 1)5(q − 2)/3 irreducible characters of degree q2,
– Ff even, 611 consists of 2q(q − 1)4(q − 3) irreducible characters of degree q2/2, and
– Ff even, 711 consists of 8(q − 1)4(q − 4)(q − 5)/3 irreducible characters of degree
q2/4.
• If f = 2k + 1, then
F11 =: Ff odd11 =
6⊔
j=1
Ff odd, j4,2 ,
where
– Ff odd, 111 consists of (q − 1)4 irreducible characters of degree q2,
– Ff odd, 211 and Ff odd, 311 consist of 4(q − 1)4(q − 2) irreducible characters of degree
q2/2,
– Ff odd, 411 consists of (q − 1)4(q − 2)(q + 1)/3 irreducible characters of degree q2,
– Ff odd, 511 consists of 2(q− 1)4(q− 2)(q− 3) irreducible characters of degree q2/2,
and
– Ff odd, 611 consists of 8(q−1)4(q−2)(q−5)/3 irreducible characters of degree q2/4.
The labels of the characters in Ff even, i11 for i = 1, . . . , 7 and in Ff odd, j1 for j = 1, . . . , 6 are
collected in Table 3.
Proof. The form of Equation (5.1) is
φ(s3(a9t
2
2 + a6t2 + a8t5) + s7(a18t
2
5 + a12t5 + a10t2)) = 1.
We have that
X ′ ={x(t) ∈ X | a8t5 = a9t22 + a6t2 and a10t2 = a18t25 + a12t5}
and
Y ′ ={x(s) ∈ Y | a26s23 + a210s27 = a9s3 and a212s27 + a28s23 = a18s7}.
We now focus on the determination of X ′. Analogous computations can be carried out
in order to determine Y ′. We omit the details in the latter case, just mentioning that
the cubic equations that show up in the study of X ′ and Y ′, which depend on ai for i ∈
{6, 8, 9, 10, 12, 18}, have the same number of solutions for each of the fixed values of the ai’s
in F×q .
Let us fix a8, a9 and a18 in F×q . By combining the equations defining X ′, we substitute
the value of t5 as a function of t2 into the first equation. Let us put a¯6 := a6/a9, a¯10 :=
a28a10/(a
2
9a18) and a¯12 := a6a8a12/(a
2
9a18). Then we get
(6.1) t2(t
3
2 + (a¯12/a¯6 + a¯
2
6)t2 + (a¯10 + a¯12)) = 0.
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Since X ′ is an abelian subgroup of XS , and Y ′ is determined in a similar way as previously
remarked (in particular, |X ′| = |Y ′|), then each choice of ai for i ∈ {6, 10, 12} such that
Equation (6.1) has k solutions yields k2(q − 1)3 irreducible characters of degree q2/k. The
claim follows if we determine the number of solutions of Equation (6.1) for every a¯6, a¯10, a¯12 ∈
F×q .
Let us first assume that a¯10 = a¯12 = a¯
3
6; this happens for q − 1 values of a¯6, a¯10, a¯12 ∈ F×q .
In this case, Equation 6.1 is t42 = 0 and just has the solution t2 = 0. In this case, we get the
family F111 as in Table 3.
Let us then assume that a¯12 6= a¯36 and a10 = a12; this happens for (q − 1)(q − 2) values of
a¯6, a¯10, a¯12 ∈ F×q . In this case, Equation 6.1 is t22(t22 + c) = 0, where c = a¯10 + a¯12 6= 0, and
we see that its two distinct solutions are 0 and the unique square root of c. This gives the
family F211 as in Table 3.
We now assume that a¯12 = a¯
3
6 and a10 6= a12; this happens for (q − 1)(q − 2) values of
a¯6, a¯10, a¯12 ∈ F×q . Equation 6.1 writes t2(t32 + d) = 0, where d = a¯10 + a¯36 6= 0. If f = 2k + 1,
then d has a unique cube root and the equation has two distinct solutions. This gives the
family Ff odd, 311 as in Table 3. Let us then assume that f = 2k. We distinguish two cases
in turn. We first suppose that a¯10 ∈ (a¯36 + F×q,3) \ {0} = a¯36 + F×q,3 \ {a¯36}; this happens for
(q − 1)((q − 1)/3 − 1) = (q − 1)(q − 4)/3 values of a¯6, a¯10, a¯12 ∈ F×q . In this case, d has
three distinct cube roots, and Equation 6.1 has four distinct solutions. This gives the family
Ff even, 411 as in Table 3. Assume then that a¯10 ∈ (a¯36 + Fq \ F×q,3) \ {0} = a¯36 + Fq \ F×q,3;
this happens for 2(q − 1)2/3 values of a¯6, a¯10, a¯12 ∈ F×q . In this case, d has no cube roots.
Therefore, Equation 6.1 only has the solution t2 = 0, which yields the family Ff even, 311 as in
Table 3.
Finally, we assume that a¯12 = a¯
3
6 and a10 6= a12. Then we are in the assumptions of Lemma
6.4 by setting t = a¯12, b = a¯6 and c = a¯10. We readily get the families Ff even, 511 Ff even, 611
and Ff even, 711 as in Table 3 when f = 2k, and the families Ff odd, 411 Ff odd, 511 and Ff odd, 611 as
in Table 3 when f = 2k + 1, in the cases when the equation
t32 + (a¯12/a¯6 + a¯
2
6)t2 + (a¯10 + a¯12) = 0
has 0, 1 or 3 solutions respectively.
Since
Ff even11 =
7⊔
i=1
Ff even, i11 and Ff odd11 =
6⊔
j=1
Ff odd, j4,2 ,
the claim is proved. 
References
[1] R. W. Carter, Finite groups of Lie type: Conjugacy classes and complex characters, vol. 44, Pure
Appl. Math., 1985.
[2] , Simple groups of Lie type, vol. 22, John Wiley & sons, 1989.
[3] F. Digne and J. Michel, Representations of finite groups of Lie type, vol. 21, Cambridge University
Press, 1991.
[4] H. Enomoto and H. Yamada, The characters of G2(2
n), Japan. J. Math. (N.S.), 12, no. 2 (1986),
pp. 325–377.
20
[5] U. Faltings, On the characters of the Sylow 2-subgroup of F4(2
n) and decomposition numbers, Disser-
tation, TU Kaiserslautern, (2018).
[6] The GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.10.0, 2018.
[7] S. M. Goodwin, T. Le, K. Magaard, and A. Paolini, Constructing characters of Sylow p-subgroups
of finite Chevalley groups, J. Algebra, 468 (2016), pp. 395–439.
[8] D. Gorenstein, R. Lyons, and R. Solomon, The classification of the finite simple groups. Number
3, vol. 40, American Mathematical Society, Providence, RI, 1998.
[9] G. Higman, Enumerating p-groups. I. Inequalities, Proc. London Math. Soc. (3), 10 (1960), pp. 24–30.
[10] F. Himstedt, T. Le, and K. Magaard, Characters of the Sylow p–subgroups of the Chevalley groups
D4(p
n), J. Algebra, 332, no. 1 (2011), pp. 414–427.
[11] , On the characters of the Sylow p-subgroups of untwisted Chevalley groups Yn(p
a), LMS J. Comput.
Math., 19 (2016), pp. 303–359.
[12] F. Himstedt and F. Noeske, Decomposition numbers of SO7(q) and Sp6(q), J. Algebra, 413 (2014),
pp. 15–40.
[13] I. M. Isaacs, Character theory of finite groups, Dover Books on Mathematics, New York, 1994.
[14] , Counting characters of upper triangular groups, J. Algebra, 315 (2007), pp. 698–719.
[15] T. Le and K. Magaard, On the character degrees of Sylow p-subgroups of Chevalley groups G(pf ) of
type E, Forum Math., 27 (2015), pp. 1–55.
[16] T. Le, K. Magaard, and A. Paolini, Computational details for the analysis of the nonabelian cores
of F4(2
f ). https://tinyurl.com/y8p32o5u.
[17] , On the character degrees of a Sylow p-subgroup of a finite Chevalley group G(pf ) over a bad
prime, to appear in Groups St. Andrews 2017, London Math. Soc. Lecture Note Series.
[18] , The irreducible characters of the Sylow p-subgroups of the Chevalley groups D6(p
f ) and E6(p
f ),
to appear in J. Symbolic Comp., (2018).
[19] G. Lehrer, Discrete series and the unipotent subgroup, Compos. Math., 28, no. 1 (1974), pp. 9–19.
[20] G. Lusztig, Character sheaves and generalizations, vol. 244, Progr. Math., Birkha¨user Boston, Boston,
MA, 2006.
[21] G. Malle and D. Testerman, Linear algebraic groups and finite groups of Lie type, vol. 133, Cam-
bridge University Press, 2011.
[22] A. Paolini, On the decomposition numbers of SO+8 (2
f ), J. Pure Appl. Algebra, 222 (2018), pp. 3982–
4003.
T. L.: Department of Mathematics and Applied Mathematics, University of Pretoria,
Pretoria 0002, South Africa
E-mail address: lttung96@yahoo.com
A. P.: FB Mathematik, TU Kaiserslautern, 67653 Kaiserslautern, Germany.
E-mail address: paolini@mathematik.uni-kl.de
21
Form Freq. Branch. Family Label Number Degree
[2, 4, 1] 185 185 F1 χa6,a9c2,c3 4(q − 1)2 q/2
[3, 10, 9] 1 1
F12 χa8,a12,a13 (q − 1)3 q3
F22 χa5,6,10,a8,a12,a13c1,3,7,c2 4(q − 1)4 q3/2
[4, 8, 2] 2 2 F3 χa6,a9,a12,a18c2,c3,c5,c7 16(q − 1)4 q2/4
[4, 8, 4] 8
6 F4,1 χa6,a8,a10,a18c2,5,c3,7 4(q − 1)4 q2/2
2
Ff even,14,2 χa8,a9,a10,a
1
18 2(q − 1)4/3 q2
Ff even,24,2 χa8,a9,a10,a
2
18
d2,5,d3,7
16(q − 1)4/3 q2/4
Ff odd4,2 χa8,a9,a10,a18c2,5,c3,7 4(q − 1)4 q2/2
[4, 10, 5] 2 2 F5 χa5,a8,a13,a16c1,7,c2,6,c4,c9 16(q − 1)4 q3/4
[4, 11, 6] 2 2 F6 χa10,a16,a19,a24b4,7,12,15,c2,6,9,c4,7,12,15 4q(q − 1)4 q3/2
[4, 12, 9] 2
1 F7,1 χa12,a15,a19,a23b1,5,8,11,b4,7,10,13 q2(q − 1)4 q3
1
F17,2 χa8,a10,a11,a16c1,4,c2,c3 8(q − 1)4 q4/8
F27,2 χa8,a10,a11,a16,e6,9c1,4 2(q − 1)4 q4/4
F37,2 χa8,a10,a11,a16,e7c2 2(q − 1)4 q4/4
F47,2 χa8,a10,a11,a16,e5c3 2(q − 1)4 q4/4
F57,2 χa8,a10,a11,a16,e5,e7c1,4 2(q − 1)4 q4/4
F67,2 χa8,a10,a11,a16,e5,e6,9c2 2(q − 1)4 q4/4
F77,2 χa8,a10,a11,a16,e6,9,e7c3 2(q − 1)4 q4/4
F87,2 χa8,a10,a11,a16,e5,e6,9,e7c1,4 2(q − 1)4 q4/4
[5, 9, 3] 2 2
F18 χa6,a9,a
1
10,a12,a18
c2,c3,c5,c7 8(q − 2)(q − 1)4 q2/4
F28 χa6,a9,a
2
10,a12,a18
c3,c5 2q(q − 1)4 q2/2
[5, 9, 4] 4
3
Ff even,19,1 χa
3
6,a8,a
3
9,a10,a18
d2,5,d3,7
8(q − 1)4(q − 4)/3 q2/4
Ff even,29,1 χa
1
6,a8,a
1
9,a10,a18
d2,5,d3,7
2q(q − 1)4 q2/2
Ff even,39,1 χa
0
6,a8,a
0
9,a10,a18
d2,5,d3,7
(q − 1)5/3 q2
Ff odd,19,1 χa
3
6,a8,a
3
9,a10,a18
d2,5,d3,7
8(q − 1)4(q − 2)/3 q2/4
Ff odd,29,1 χa
1
6,a8,a
1
9,a10,a18
d2,5,d3,7
2(q − 1)4(q − 2) q2/2
Ff odd,39,1 χa
1
6,a8,a
1
9,a10,a18
d2,5,d3,7
(q − 1)4(q + 1)/3 q2
1
F19,2 χa6,a8,a10,a18 (q − 1)4 q2
F29,2 χa6,a8,a10,a
∗
12,a18
c2,5,c3,7 4(q − 1)4(q − 2) q2/2
[5, 11, 6] 2 2
F110 χa7,a8,a
1
10,a14,a16
c1,3,c4,5,c6,c9 8(q − 2)(q − 1)4 q3/4
F210 χa7,a8,a
2
10,a14,a16
c1,3,c9 2q(q − 1)4 q3/2
[6, 10, 4] 1 1
F111 χa9,a10,a12,a18 (q − 1)4 q2
F211 χa
∗
8 ,a9,a10,a12,a18
b2,5,b3,7
4(q − 1)4(q − 2) q2/2
Ff even,311 χa
∗
6
1,a9,a10,a12,a18 2(q − 1)5/3 q2
Ff even,411 χa
∗
6
2,a9,a10,a12,a18
d2,5,d3,7
16(q − 1)4(q − 4)/3 q2/4
Ff even,511 χa
0
6,a
0
8,a9,a10,a12,a18 (q − 1)5(q − 2)/3 q2
Ff even,611 χa
1
6,a
1
8,a9,a10,a12,a18
c2,5,c3,7 2q(q − 1)4(q − 3) q2/2
Ff even,711 χa
3
6,a
3
8,a9,a10,a12,a18
d2,5,d3,7
8(q − 1)4(q − 4)(q − 5)/3 q2/4
Ff odd,311 χa
1
6,a9,a10,a12,a18
b2,5,b3,7
4(q − 1)4(q − 2) q2/2
Ff odd,411 χa
0
6,a
0
8,a9,a10,a12,a18 (q − 1)4(q − 2)(q + 1)/3 q2
Ff odd,511 χa
1
6,a
1
8,a9,a10,a12,a18
c2,5,c3,7 2(q − 1)4(q − 2)(q − 3) q2/2
Ff odd,611 χa
3
6,a
3
8,a9,a10,a12,a18
d2,5,d3,7
8(q − 1)4(q − 2)(q − 5)/3 q2/4
Table 3. The irreducible characters of Irr(UF4(2
f )) parametrized by non-
abelian cores. 22
