Abstract. This paper presents a new reduced order model (ROM) Hessian approximation for linear-quadratic optimal control problems where the optimal control is the initial value. Such problems arise in parameter identification and data assimilation, where the parameters to be identified appear in the initial data, and also as subproblems in multiple shooting formulations of more general optimal control problems. The new ROM Hessians can provide a substantially better approximation than the underlying basic ROM approximation, and thus can substantially reduce the computing time needed to solve these optimal control problems. The computation of a Hessian vector product requires the solution of the linearized state equation with initial value given by the vector to which the Hessian is applied, followed by the solution of the second order adjoint equation. Projection-based ROMs of these two linear differential equations are used to generate the Hessian approximation while the objective function and gradient are computed exactly using the full model. The challenge is that in general no fixed ROM well-approximates the application of the Hessian to all possible vectors of initial data. The new approach, after having selected a basic ROM, augments this basic ROM by one vector. This vector is either the right-hand side or the vector of initial data to which the Hessian is applied. It is shown that although the size of the ROM increases only by one, this new augmented ROM produces substantially better approximations of the true Hessian vector products as well as of the optimal solution than the basic ROM. The use of these ROM Hessians in a conjugate gradient method is analyzed.
1. Introduction. We present a new reduced order model (ROM) approach to efficiently compute approximate Hessian information for the following class of largescale linear quadratic optimal control problems with initial value controls. Given symmetric positive definite matrices M, R ∈ R n×n , symmetric positive semidefinite matrices Q, Q T ∈ R n×n , a matrix A ∈ R n×n , functions c, f ∈ L 2 (0, T ; R n ), and a vector c T ∈ R n , we consider the following linear quadratic optimal control problem: minimize J(s) = There are a few approaches that deal with model reduction of systems with varying initial conditions. The arguably closest (in focus but not approach) paper to ours is Bashir et al. [5] . 1 They consider (1.1) with Q = C T C, Q T = C T T C T (since Q, Q T are positive semidefinite this representation is possible in principle), and f = 0, and they construct a projection-based ROM, such that the error between the outputs Cy(t), t ∈ (0, T ), C T y(T ), of the original system (1.1b), (1.1c) , and the outputs of the ROM system is small over a set of initial data. They use a greedy approach which involves the computation of the largest eigenvalues of the Hessian of (1.1a) and associated eigenvectors. The numerical examples in [5] are for a problem where C, C T have a small number of rows, which means only a small number of eigenvalues of the Hessian are relevant, which is not necessarily the case for our target problems. Their approach could be combined with ours by computing a basic ROM following [5] and then augmenting this ROM using our approach. In fact, as we show in section 4, our approach for computing a basic ROM, although different from [5] in general, in special cases also computes the largest eigenvalues and corresponding eigenvectors of the Hessian. The main innovation of our paper is the augmentation of these basic ROMs.
The use of proper orthogonal decomposition (POD)-based ROMs in data assimilation for geophysical fluids is reviewed by Blum, Le Dimet, and Navon [9, sect. 6] and different recent approaches to incorporate POD ROMs are evaluated in Ştefȃnescu, Sandu, and Navon [35] . The ROM approaches in [9, 35] are iterative. Given a guess of the optimal initial data, the full order state, adjoint equations, and cost function gradient are computed, and a POD ROM is generated from this information. Then a ROM approximation of the data assimilation problem is solved, and the process is repeated. Trust-region model management (see, e.g., [4] , [25, sect. 4 .1], [34, sect. 3.2] ), provides a framework that in principle can be applied to ensure convergence. However, the rigorous application of (especially earlier versions of) this framework requires exact error bounds on objective function and gradient approximations, which is still an issue. Nevertheless, numerically, the ROM approach produces good results on a nonlinear shallow water equation data assimilation problem [35] .
ROMs have been used for optimal control problems with controls in the right-hand side, but fixed initial data. See, e.g., the reviews by Gubisch and Volkwein [16] , Sachs and Volkwein [34] ), and Benner, Sachs, and Volkwein [8] . It is important that ROMs are built so that the objective function and gradient generated using the ROM wellapproximate the full order model objective function and gradient. For some optimal control problems with controls in the right-hand side ROMs can be constructed that achieve this approximation property for all control inputs (see, e.g., Benner, Sachs, and Volkwein [8, sect. 4] , Antil et al. [2] ). In other cases, iterative methods are used that adjust the ROM as the optimization progresses using, e.g., a trust-region framework (see, e.g., Benner, Sachs, and Volkwein [8, sect. 3.3] , Sachs and Volkwein [34, sect. 3.1] ). In principle the latter approaches could be adjusted to our setting. However, the critical issue remains: how to construct ROMs for varying initial data so that not only objective function and gradient information are approximated, but additional information is captured that makes the ROMs truly efficient? This is the focus of this paper. We note that since we use ROMs only for Hessian approximation, we are not faced with the question of quality of the ROMs for objective and gradient approximation.
Heinkenschloss, Reis, and Antoulas [18] study the extension of balanced truncation model reduction (BTMR), which like some other ROM approaches originally assumed zero initial data, to problems with arbitrary but fixed initial data. The approach in [18] is to augment the input matrix by the initial data. Beattie, Gugercin, and Mehrmann [6] use the principle of superposition and compute one ROM for the component of the solution with homogeneous initial condition and varying right-hand side and another ROM for the component of the solution with initial condition s and zero right-hand side. Both approaches [18] and [6] work for fixed initial data, or initial data in a small dimensional subspace, but become impractical when the initial data can be any vector in R n , as in our case. Finally, since the solution of dynamical systems (1.1b), (1.1c) is related to the matrix exponential, one could think about using approximation techniques for the matrix exponential, such as those described, e.g., in Caliari et al. [10] , Frommer and Simoncini [13] , or Hochbruck and Lubich [22] . These techniques approximate the matrix exponential applied to fixed initial data. Since our initial data change in every iteration of the CG method applied to (1.1), a new approximation would have to be computed in every iteration of the CG method, which seems excessive. The goal of this paper is to present an approach that efficiently augments a fixed underlying ROM to adjust for the changing initial data.
The paper is organized as follows. Section 2 reviews the optimality conditions and Hessian computations for (1.1), and provides the basic structure for our ROM Hessian approximation. Section 3 specifies a model optimal control problem governed by an advection diffusion reaction PDE, which after finite element semi-discretization in space leads to a problem of the form (1.1), which will be used to illustrate our approach. Section 4 describes our approach to construct the ROM in a special case where A is symmetric and where after a change of basis for y the problem (1.1) decouples into n real, scalar optimization problems. This case allows a fairly complete analysis of our ROM augmentation. The basis ROM with V = W ∈ R n×k , k n, is obtained by taking the eigenvalues corresponding to the smallest generalized eigenvalues of (A, M). We present and analyze two ROM augmentations. The first one augments the ROM once for all initial data by g = ∇J(0). This leads to a ROM Hessian approximation that is independent of the initial data. The second one augments the ROM by the initial data, which leads to a ROM Hessian approximation that is nonlinear in the initial data. We provide results on the improvements gained by using these ROM augmentations. The generalization of our approach to compute ROM Hessian approximations for general problems is presented in section 5. Section 6 studies the CG method with ROM Hessian approximations. We review a CG convergence result suitable for our problem structure. More importantly, we show that for an important special case our nonlinear ROM Hessian approximation, which is obtained by augmenting the ROM by the initial data in every step of the CG algorithm, actually is a fixed, linear ROM Hessian approximation and therefore the standard CG algorithm can be used. Section 7 illustrates the performance of our ROM Hessian approximation for several variations of the model problem of section 3.
2. Optimality conditions and Hessian computations. This section reviews the computation of the gradient and the Hessian of the quadratic, strictly convex objective function (1.1a) and provides the basic framework for our reduced basis Hessian approximation. Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Given a symmetric positive definite matrix G ∈ R n×n , we endow R n with the weighted inner product (2.1)
Gs 2 and corresponding norm. Ultimately, G will be related to R or M, but for now it can be an arbitrary symmetric positive definite matrix. The gradient and Hessian of J are computed with respect to this inner product. The adjoint of a matrix H with respect to the inner product (2.1) is H * = G −1 H T G. The state space for (1.1b), (1.1c), is H 1 (0, T ; R n ), the space of vector valued functions such that each component belongs to the Sobolev space H 1 (0, T ).
Full order problem.
Since the function (1.1a) is quadratic and strictly convex, (1.1) has a unique solution s * and this solution is characterized by the condition ∇J(s * ) = 0. The gradient of (1.1a) can be computed via the adjoint equation approach (see, e.g., Hinze et al. [21, Chap. 1] , or Liberzon [27] ) and is given by
where p ∈ H 1 (0, T ; R n ) is the solution of the adjoint equation
Since J is quadratic its Hessian is independent of s and ∇J(s) = ∇ 2 J s + ∇J(0). The Hessian is given by
where the application of H to a vector v ∈ R n is given by
Later we will determine the unique solution s * of (1.1) by applying the CG method to
We can give an explicit expression for the Hessian component H, which will be useful for analysis. The solutions of (2.5) and (2.6) are 
for any square matrices C, N with N nonsingular, we confirm that
, that H is in fact self-adjoint. Furthermore, since Q, Q T are symmetric positive semidefinite, (2.10) immediately reveals that s, Hs ≥ 0 for all s ∈ R n .
ROM Hessian approximation.
Each iteration of the CG method applied to the solution of (2.7) requires the computation of a Hessian-times-vector product, i.e., each iteration requires the solution of (2.5) and (2.6). To reduce the computational cost of these two simulations we will use model order reduction.
Let the matrices for model order reduction be W, V ∈ R n×k , k < n, such that W T MV is invertible. Often W T MV = I k , but this is not necessary. We will discuss later in sections 4.3 and 5 how we compute the matrices W, V. First we describe how, for given W and V, our ROM approximation H to the Hessian is computed.
The ROM approximations of the solutions to (2.5) and (2.6) are given by V z and W q, respectively, where z, q solve
The ROM approximation of (2.4) is given by (2.13)
Analogously to (2.10) we obtain the explicit representation 
e., the ROM approximation H is self-adjoint. The representation (2.14) shows that s, Hs ≥ 0 for all s ∈ R n . Since W, V ∈ R n×k , k < n, the ROM approximation of the expensive Hessian component has at most rank k,
Before we discuss how we construct the matrices W, V ∈ R n×k , k < n, we state a model problem that will be used for illustrations throughout this paper.
3. Model problem. We will use the following model problem in this paper.
Let Ω = (0, 1) 3 be the spatial domain, T = 1, and let Ω o ⊂ Ω be the observation region. Given scalars κ > 0, β > 0, γ ≥ 0, the advection a ∈ R 2 , and functions
The existence and uniqueness of a solution s * ∈ L 2 (Ω) of (3.1) can be established using standard techniques. See, e.g., Hinze et al. [21, Chap. 1] , or Tröltzsch [36] .
We discretize (3.1) using P1 piecewise linear finite elements in space. More precisely, we divide Ω = (0, 1) 3 into n x1 × n x2 × n x3 cubes of equal size and then divide each cube into six tetrahedra. This leads to a problem of the type (1.1).
The desired/observed states y d and the resulting c, c T in (1.1a) are computed by setting s(x) = 2e 4. Augmented ROM Hessians for decoupled scalar problems. It will be illustrative to consider a special case before we describe how to compute the matrices V, W used in the construction of the ROM Hessian approximation (2.11)-(2.13) in Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the general case. The special case is the problem (1.1) with symmetric A and matrices in the objective function satisfying the assumptions (4.1a) below. For example, the model problem (3.1) without advection, a = (0, 0)
T , and observation in the entire domain, Ω o = Ω, falls into this class. As we will see, in this case, after a change of variables, problem (1.1) decouples into n real scalar problems.
Assume that
with β > 0, and assume the existence of matrices
Thus, the λ i 's are the generalized eigenvalues of (A, M) and the columns of V n are the corresponding generalized M-orthonormal eigenvectors. Note that the identity V T n MV n = I implies that V n is invertible.
As we have noted, model problem (3.1) with a = (0, 0) T and Ω o = Ω leads to a problem that satisfies assumptions (4.1).
We set g = ∇J(0). Under assumptions (4.1) the system
Optimal control problem.
We transform the optimal control problem (1.1) into a problem with initial data
and with states y defined through the identify y(t) = V n y(t).
Thus the M inner product in the s variables becomes the standard Euclidean inner product in the s variables.
If, in addition to s and y(t), we define
and use (4.1c), then (1.1) is equivalently transformed into 
The optimal control problem (4.3) decouples into n independent scalar optimal control problems
where for given s i the state
The gradient of J in (4.3a) (the gradient now is the vector of partial derivatives since the inner product in the s variables is the standard Euclidean inner product) is given by
where p is the solution of the adjoint equation
The Hessian of J is diagonal and independent of s,
The application of H to a vector s is given by
where q is obtained by first solving
and then 
The solution of (4.11) is z i (t) = exp(−λ i t) s i and the solution of (4.12) at the initial time is (4.13)
where the function h : R → R is defined by
To estimate the error due to model reduction we will need the following result on the dependence of the diagonal entries (4.15) on λ i . Lemma 1. For any T > 0 the function h : R → R defined by (4.14) is positive, convex, monotonically decreasing, and converges to zero as λ → ∞.
Proof. The positivity of h on [0, ∞) and lim λ→∞ h(λ) = 0 follow immediately from the definition of h.
The first two derivatives of h are
Using
which implies that h (λ) < 0 for all λ. Furthermore, since
and, using e x ≤ 1 + x + x 2 /2 for x ≤ 0,
it holds that h (λ) > 0 for all λ, which implies the convexity of h. 
The componentwise absolute error and relative error are
and
/β for i ∈ {k + 1, . . . , n} with g i = 0, respectively. These errors are only small if 0 ≤ H nn ≤ · · · ≤ H k+1,k+1 are small relative to β. While for some problems (in particular some inverse problems like the one in Bashir et al. [5] ) there exists small k for which H k+1,k+1 < β, this is not true for many others.
Similarly, if we compare the Hessian vector product for a general vector s, then
for i ∈ {k + 1, . . . , n} with s i = 0.
Again, these errors are only small if 0 ≤ H nn ≤ · · · ≤ H k+1,k+1 are small relative to β.
The deficiencies of this basic ROM approach are illustrated in section 4.2.5 with a diagonal test example.
Augmenting the ROM.
The best rank-k approximation (4.16) approximates the Hessian in the matrix-norm, but does not utilize that we want to solve a system with a specific right-hand side g, or that we want to apply the Hessian to a specific vector s. If g ∈ range( V), i.e., if all components g k+1 = · · · = g n = 0, then s bsc = s. To improve the ROM we add a vector a, which will be g or s, to the reduced
. Now we project the systems (4.9), (4.10) with V aug . Assume
, and define
Projecting the systems (4.9), (4.10) leads to the ODEs (4.11), (4.12), i = 1, . . . , k, and the following two additional ODEs,
The solution of the coupled ODEs (4.11), (4.12) at t = 0 is q i (0) = H ii s i , i = 1, . . . , k, and the solution of the coupled system (4.23), (4.24) 
where h is the function defined in (4.14); cf. 
To estimate the error due to model order reduction we will need the following properties of λ( a) defined in (4.22) . Since λ( a) is a weighted arithmetic mean of λ k+1 , . . . , λ n it holds that λ( a)
4.2.3.
Augmenting the ROM by a = g. Under the assumptions (4.1) the system ∇ 2 J s = −∇J(0) is equivalent to (4.17) . If g / ∈ range( V), then the error between the solution s of (4.17) and the solution s bsc can be large; see (4.19) . Therefore, in this subsection, we augment the initial ROM by 
The augmented ROM approximation to the system (4.17) is (4.30) (
Lemma 2. Let n j=k+1 g 2 j > 0 and let H aug be given by (4.29d). The solution of (4.30) is given by 
The identity (4.32) implies s aug k+1 , . . . , s aug n = α g k+1 , . . . , g n for some α ∈ R.
Inserting this representation into (4.32) gives α = −1/ h λ( g) + β , which yields (4.31) for i = k + 1, . . . , n.
The componentwise absolute error between the solution s of (4.17) and the solution s aug of (4.30) is
(4.33)
The next theorem shows that augmenting the ROM does improve the quality of the approximate solution of (4.17). bsc is its approximation computed by solving the basic ROM system (4.18), and s aug is its approximation computed by solving the augmented ROM system (4.30), then
Proof. Equations (4.19) and (4.33) imply
The term in square brackets is
(4.36)
The fraction in (4.36) can be bounded from below, using the facts that the λ i 's are increasing and h(·) is decreasing due to Lemma 1, 
Using Jensen's inequality (4.27) with a = g we bound the sum in (4.39) as follows:
Since h is convex and positive, h 2 is convex. Hence we can apply Jensen's inequality (4.27) with a = g and h replaced by h 2 to bound
Inserting (4.40), (4.41) into (4.39) gives the desired bound
Augmenting the ROM by a = s.
Under the assumptions (4.1) the system ∇ 2 J s = −∇J(0) = −g simplifies to (4.2) and (4.17). In this case it was easy to see that the potentially large error between the solution s of (4.17) and its approximation s bsc computed by solving the initial ROM system (4.18) can be reduced by adding g to the ROM. However, for more general problems this is no longer clear. In fact, when R = βM, then 
Remark 4. In the case (4.42) both ρ(0) and v depend nonlinearly on s and, therefore, H aug depends nonlinearly on the vector s it is applied to. We will deal with the impact on the CG method in section 6. 
Recall that if
(4.46)
Proof. Equations (4.45) and (4.44) imply
where in the last step we have used Jensen's inequality (4.27) with a = s. Inequality (4.47) is identical to the first inequality in (4.46). Using Jensen's inequality (4.27) with a = s again,
which gives the second inequality in (4.46).
Example.
To illustrate the benefits of augmenting the basic ROM we consider the following decoupled example. The eigenvalues λ 1 , . . . , λ n come from a two-dimensional in space version of model problem (3.1a)-(3.1c) with homogeneous Dirichlet boundary conditions and parameters κ = 0.1, a = (0, 0) T , γ = 0.5, which is discretized using a 30 × 30 mesh on Ω = (0, 1)
2 . This leads to a problem (4.3) of size n = 841. We set β = 5 · 10 −4 . The vectors g and s are constructed the same way; we therefore only specify g.
Except for the components specified below, all entries of g are zero.
Case 1: g 14 = g 18 = g 22 = 0.7, g 34 = 1.2, We have chosen nonzero entries in g n−1 and g n such that the assumptions Augmenting by a = g. We compute approximations to the solution of ∇ 2 J s = − g using the basic ROM and the basic ROM augmented by a = g. The results are depicted in Figure 1 . The plots in the top row in Figure 1 show the relative errors between the exact solution of ∇ 2 J s = − g and solutions computed using the basic ROM (red curves) and using the augmented ROM (blue curves) for ROM sizes k ≤ 150. The green curves are the upper bound given by the expression in (4.34) for the error in the solution generated by the augmented ROM. The plots in the bottom row in Figure 1 show the first 150 components of g.
In both cases the error between the exact solution and the solution computed with the basic ROM are large until the basic ROM is large enough to capture all nonzero components of g. In practice such a ROM may be too large to be truly useful.
The augmented ROM performs substantially better. Adding the vector a = g to the ROM basis substantially reduces the error between the exact solution and the solution computed with the augmented ROM. The benefits are greater if g has just a few nonzero entries with index greater than k; see Case 1 versus Case 2.
In these cases the upper bound given by the expression in (4.34) (green curves) is very pessimistic compared to the true error (blue curves). Since (4.34) bounds the error in the solutions of systems with matrices H + βI and H aug + βI and the same right-hand side g, this is not too surprising. The general error bound (see, e.g., [14, Thm. 2.7.2]) states that the relative error in the solution is bounded by the condition number of H + βI times the relative error in the matrices. The condition number of Augmenting by a = s. We now analyze the ROM augmented by a = s and compare the quality of the Hessian vector products. We consider two cases. In Case 1 we use the vector s = g given in (4.48) and in Case 2 we use s = g given in (4.49). The results are depicted in Figure 2 .
The plots in the top row in Figure 2 show the relative errors between the exact Hessian vector product ( H + β) s and the basic ROM Hessian vector product ( H bsc +β) s (red curves) and the augmented ROM Hessian-vector product ( H aug +β) s (blue curves). The green curves are the upper bound given by the expression in (4.46) for the error in the augmented ROM Hessian vector product. The plots at the bottom of Figure 2 show the first 150 components of s.
In both cases the error between the exact Hessian vector product and the basic ROM Hessian vector product are large until the basic ROM is large enough to capture most nonzero components of s. The error between the exact Hessian vector product and the augmented ROM Hessian vector product is substantially smaller, and the augmentation of the basic ROM bases by just one vector can dramatically improve the accuracy of the Hessian vector product. This improvement is the larger the more concentrated the nonzero components of s are. In particular, in Case 2 the augmented ROM Hessian vector product is already accurate for k ≥ 34 since the contribution of s 97 is included in the basis V, whereas in the basic ROM this contribution is included only if k ≥ 97.
The upper bound given by the expression in (4.46) for the error in the augmented ROM Hessian vector product is fairly sharp in both cases. Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A41 4.3. ROM augmentation in the original state space. In practice we apply the previous ROM augmentation to the original problem (1.1) instead of the transformed one (4.3). We are given V = W ∈ R n×k with V T MV = I. This ROM is improved by adding the vector a, where a = g or a = s to the reduced basis V to generate
5. Augmented ROM Hessians. The development of the ROM introduced in section 4 for the special case can be generalized. The basic ROM is now computed from the Jordan normal form. This basic ROM is then augmented by adding a = g or a = s to the ROM bases. We present our approach in this section and numerically demonstrate its benefit in section 7.2. The analysis of our approach in the general case is subject to future reseach.
Basic ROM.
We no longer assume that A is symmetric nor diagonalizable. Let λ 1 , . . . , λ n ∈ C be the generalized eigenvalues of (A, M) (i.e., eigenvalues of M −1 A). We assume that they are sorted in such that
By the Jordan normal form, there exists an invertible matrix X ∈ R n×n such that
where for real eigenvalues λ j the Jordan block is given by
and for complex conjugate pairs of eigenvalues λ j = α j ± iβ j the Jordan block is given by
see, e.g., [26] . Instead of using the Jordan normal form (5.2) one can also use the real Schur form [23, Thm. 2.3.4] . The matrices V n = X and W n = (X
Our basic ROM V, W ∈ R n×k is obtained by taking the first k columns of V n and W n , respectively. This ROM includes the k most important eigenvalues, i.e., those Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php resulting in slowly decaying solution components; cf. section 4.2.1. Nevertheless, in the same way as in the symmetric case, this basic ROM approach exhibits its weakness.
We note that in our numerical examples in section 7.2 generated from the model problem (3.1) with nonzero advection a, the matrices M −1 A are diagonalizable but have some complex eigenvalues, i.e., the Jordan blocks are of size J j ∈ R or J j ∈ R 2×2 .
Augmenting the ROM.
To improve the basic ROM of section 5.1 we add again a vector a, which will be either g or s, to the bases V, W to generate V aug , W aug with
Adding a = s in (5.5a) guarantees that s = V aug s for some s and that s = (W aug ) T Ms. Consequently, the initial data s in (2.11) fully enter the ROM Hessian. In the case G = M the ROM Hessian component (2.13) computed with V aug and
, which motivates adding a = g in (5.5b). We will see later that for some problems, adding a = g to W in (5.5b) guarantees that the CG directions stay inside the range of W aug ; see Lemma 8. The addition of a to V, W ∈ R n×k with V T MW = I can be done as follows (see, e.g., [24] , [30] ). The vectors
, where v k+1 = v k+1 /α k+1 and w k+1 = w k+1 /β k+1 and α k+1 , β k+1 are nonzero scalars with α k+1 β k+1 = w
6.1. CG method with full Hessian. The Hessian H + G −1 R is self-adjoint with respect to the inner product (2.1) and positive definite. Therefore we can solve system (2.7) using the CG method with inner product (2.1). We set g = ∇J(0) so that the system (2.7) reads
The CG method for (6.1) is summarized in Algorithm 1.
Convergence results for the CG method can be found, e.g., in the textbooks by Greenbaum [15, Chap. 3] , Olshanskii and Tyrtyshnikov [29] . For the case R = βG with β > 0 the Hessian is of the form
and we have the following result from Winther [37] . Since [37, Thm. 
Theorem 6. If R = βG with β > 0, and if µ 1 ≥ µ 2 ≥ · · · ≥ µ n ≥ 0 are the eigenvalues of H, then the iterates of the CG Algorithm 1 obey
Proof. The eigenvalues µ j of ∇ 2 J are given by µ j = β +µ j . Standard convergence analysis of the CG method shows that
where P i is the space of polynomials of degree at most i. See, e.g., [15, pp. 50 ,51], [29] , or [33, Lem. 6.5] . The polynomial
has degree i and satisfies q(0) = 1 and
Inserting this bound into (6.2) gives the desired result.
6.2. CG method with ROM Hessian approximation. The most expensive computation in the CG Algorithm 1 occurs in step 1(b) with the computation of Hd i , which requires the solution of the two dynamical systems (2.5) (with initial data d i ) and (2.6). Instead we use the reduced order Hessian approximation (2.11), (2.12), (2.13), (2.14) . In Algorithm 2 we use a fixed ROM specified by the matrices W, V ∈ R n×k . In the CG Algorithm 2, the fixed ROM could be the basic ROM computed from the (generalized) eigendecomposition of (A, M) or it could be the basic ROM augmented by a fixed vector a = g.
Since the rank of H is at most k (c.f. (2.15)), Theorem 6 implies convergence of Algorithm 2 in k steps in the case where R = βG with β > 0. Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Algorithm 2 CG with Fixed ROM Hessian Approximation.
0. Given tol cg ∈ (0, 1) and
Corollary 7. If R = βG with β > 0, and if µ 1 ≥ · · · ≥ µ k ≥ µ k+1 = · · · = µ n = 0 are the eigenvalues of H, then the iterates of the CG Algorithm 2 obey
From the definition of the CG method it follows that the iterates, the residuals, and the direction generated by the CG algorithm are contained in the (shifted) Krylov subspaces. In the notation of Algorithm 2, the iterates, the directions, and the residuals generated by the CG Algorithm 2 obey
with Krylov subspace
Proof. The identity R = βG with β > 0, and the definition of the Krylov subspace imply that
If we use a ROM Hessian approximation in Algorithm 1, then we want Hd i ≈ Hd i for all CG directions d i . Therefore, one may think of augmenting the basic ROM V 0 , W 0 by d i in the ith iteration to get W i+1 , V i+1 , as shown in sections 4.2.4 and 5. Thus the ROM changes from iteration to iteration, and therefore the ROM Hessian approximation H changes from iteration to iteration and d i → Hd i is nonlinear. In general this requires a modification of the CG algorithm. However, in some cases the following naive implementation is sufficient even though the ROM Hessian approximation H changes from iteration to iteration. assumes exact solution of the linear systems. The decrease in the solution error using the augmented ROM compared to the basic ROM can also be observed in practice, where the linear system is solved by the CG method; see Figure 3 . Nevertheless, with coarse tolerance tol cg the difference in solution quality may be less large, because of early termination of the CG algorithm resulting possibly in a better approximation (see, e.g., basic ROM solutions for k ≥ 140 in left plot of Figure 3) .
Since the optimization problem in this subsection satisfies assumptions (4.1), Theorem 10 applies and CG Algorithms 3 and 2 are identical (in exact arithmetic). This is confirmed by the results in Table 1 . We solve the systems (H + βI)s = −g, (H bsc + βI)s bsc = −g, as well as (H aug + βI)s aug = −g using CG Algorithms 1, 2, and 3. In all cases the basic ROM size is k = 20, the initial CG iterate is s 0 = 0, and the stopping tolerance is tol cg = 10 −4 g . Again the solutions computed by augmented ROMs are significantly better than that using the basic ROM. In fact, the basic ROM Hessian approximation generates s bsc with larger objective function value and gradient norm than those at s 0 . Moreover, the last two lines in Table 1 show that the CG Algorithms 3 and 2 generate the same result.
Model problem with nonsymmetric A.
In this subsection we consider the implicit Euler time discretization of (1.1) obtained from (3.1) with advection a = (2, 1, 1) T / √ 6, and diffusion κ = 0.1. This leads to a nonsymmetric A. The spatial grid is of size 30 × 30 × 30, which leads to a full order problem of size n = 29, 791. The number of time steps is 50. We set g = ∇J(0). The matrix M −1 A is diagonalizable, but it has complex eigenvalues.
Again, we first solve (H bsc + βI)s bsc = −g and (H aug + βI)s aug = −g using CG Algorithm 2 with fixed ROM Hessian approximation. We set tol cg = tol g with tol = 10 −2 and tol = 10 −4 . The results are illustrated in Figure 4 below. Also for nonsymmetric problems the augmentation of the basic ROM V, W by a = g improves the approximations to s significantly. Again the CG tolerance tol cg impacts the difference in solution quality, because of early termination of the CG algorithm. Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Relative errors between the exact solution of (H + βI)s = −g and the solution s bsc of the system with basic ROM Hessian approximation (red lines) and the solution s aug of the system with augmented (by a = g) ROM Hessian approximation (blue lines). The systems are solved using CG Algorithm 2 with tolerance tol cg = 10 −2 g (left plot) and with tol cg = 10 −4 g (right plot). While the augmented ROM Hessian approximation produces better results, a coarse CG stopping tolerance can negatively impact the improvement achieved by the augmented ROM Hessian approximation. Table 2 below shows the differences between using the full Hessian, the basic ROM Hessian approximation, and the augmented ROM Hessian for different diffusion coefficients κ and different ROM sizes k. We use CG Algorithm 1 and CG Algorithm 2 with fixed ROM Hessian approximation (either basic ROM or augmented ROM by a = g). Again the initial CG iterate is s 0 = 0, and the stopping tolerance is tol cg = 10 −4 g . In all settings the augmented (by a = g) ROM Hessian approach gives better approximations and needs fewer CG iterations than the basic ROM approach. With increasing ROM sizes the approximate solutions become better for both the basic ROM approach and the augmented ROM approach. For decreasing κ (i.e.. problem becomes more advection dominated) the CG method needs more iterations and larger ROM sizes are required to meet a particular accuracy. While augmenting the ROM by a = g still dramatically improves the quality of the approximate solution, the accuracy of the approximate solutions for fixed ROM size k are less good if the advection becomes more important. Additional reduction of κ further reduces the approximation quality of the ROMs (not reported here). A better understanding of Downloaded 04/10/18 to 128.42.227.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and ∇ 2 J is the Hessian of the objective, which is independent of the point at which it is computed. The computation of a Hessian vector product ∇ 2 J s requires the solution of the linearized state equation with initial value given by s, followed by the solution of the second order adjoint equation. Projection-based ROMs of these two linear differential equations are used to generate the ROM Hessian approximation. The basic ROM is computed based on the structure of these two dynamical systems and in important special cases results in a best k-rank Hessian approximation. However, when this basic ROM Hessian is used in the optimization, it can lead to poor results. The difficulty is that the solution of ∇ 2 J s * = −∇J(0) may have important contributions in subspaces not included in the basic ROM. A fundamental challenge is that in general no fixed ROM well-approximates the application of the Hessian to all possible vectors of initial data.
The main innovation of this paper is an augmentation of the basic ROM by one vector, which is either the right-hand side ∇J(0) of the linear system, or the vector of initial data s to which the Hessian is applied. These augmentations are computationally inexpensive, but often lead to substantial improvements in the ROM Hessian approximations. For important special cases, these improvements are quantified theoretically, and for various cases illustrated numerically. When the basic ROM is augmented by the vector of initial data s to which the Hessian is applied, then the resulting augmented ROM Hessian vector product is nonlinear. While in general, this can negatively impact the application of the CG method, we identify important special cases where only one augmentation is needed, and hence the linear CG method can be applied.
Several extensions of the work presented in this paper are ongoing or future research. First, even though our augmented ROM Hessian generates better approximations s * of the optimal solution s * than the basic ROM, these may not be good enough. One can incorporate our augmented ROM Hessians into an outer iteration, where a sequence of systems ∇ 2 J δs = −∇J(s c ) are solved approximately and the new iterate is s + = s c + δs. For problems satisfying (4.1) this sequential approach is presented [17] . The development of such a sequential approach for more general problems is a subject of future research. Second, it seems possible to extend our approach to classic PDE constrained problems (3.1) and use different spatial discretization levels for different components of our augmented approach. This is work in progress. Third, when the basic ROM is augmented by the vector s to which the Hessian is applied, the mapping s → ∇ 2 J s is nonlinear. For sufficiently small nonlinearities, the flexible CG could be used. While in our tests mentioned in section 7.2, the nonlinearities were too large for the flexible CG presented in Notay [28] to converge, a better understanding of when a flexible CG could be applied would be beneficial. Finally, as mentioned earlier, problems of the type (1.1) arise as subproblems in multiple shooting formulations of optimal control problems. Incorporation of the new ROM Hessian approximation into the solution of multiple shooting formulations is part of our future research.
