



































第 1 章は緒論であり，本研究の背景である ATM について概説し，本研究の位置付
けを論述している .
第 2 章では， ATTvl 交換網のユーザインタフェースにおける最大伝送速度を制御す
るレート制御について論述している.セル送出速度の記述法として，ある一定時間間
隔 T セル伝送時間内に送出可能なセル数 N により表現する方法がある.この (T) T^) 
によって記述された最大セル送出速度の制御に，ジャンピングウインドウ方式に代表
されるウインドウ型レート制御方式とリーキーパケット方式の適用性について検討し









第 3 章では， B-ISD;\Tを介した LAN 間相互接続におけるゲートウェイ間トラヒツク
制御について論述している . B-ISDN では，日手が申告するトラヒツク属性に基づき利
用可能な帯域を割当てる . LA~ 間トラヒツクは ， その発生量の時間的変動が大きく，
B-ISDì\の網資源を効率的かつ経済的に利用するには，発生するトラヒック量に応じて
トラヒツク属性として申告するセル送出速度を変更し必要となる網資源を動的に確
保することが有効である.これまでに，送信側 LAl\から送信側 G\V に到着するトラ
ヒツク量に応じて網資源を確保する送信側 G\V 轄鞍回避型トラヒツク制御方式 (SGW
方式)が提案されている . 本章では，網資源をより有効に利用するには，送信側 GW
だけでなく受信側 GW の状況も考慮する必要があるという観点から， GW 聞において
1 
セル送信権によるフロー制御を行い，このフロー制御から得られるフィードパック情
報をもとに受信側 GW のスループットをも考慮した帯域確保を行う受信側 G\V 轄鞍回
また， LAN に FDDI を適用した場合のシミユ



















































第 3 章 LAN 問相互接続におけるゲートウェイ間レート制御方式ち行列モデルをとして D-B~lAP/D-:¥1AP /1/';\ を解析している.本章の結果は，サー

























一 一ー・・.一 一一ー・・・・・・・・ー 一一・・・・・・・ー一一一一結果3.3.3 第 6 章は結論であり本研究で得られた成果を総括している.































ディジタル網(ISD::\T:Integratecl Services Digital Network) (1)ー (3)の構築が可能となっ
た.また，マイクロプロセッサを用いたパーソナルコンピュータ (PC) やワークステー






































した広帯域サーピス総合ディジタル通信網 (B-ISD I\: rﾟoadbancl-Integrated Scrvices 
Digital :Network) (1 )-( 3) ， (5) 、 (6 ) 構築への気運が高まり， 1985 年， ITU-TS (Illternational 
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↑電話デ ィ ジタル綱との整合性を図るため， 基本伝送速度は 64kbps であり，利用可能な速度はこの
整数倍に制限される. B-ISDN に対し， ~-ISD~ (Narrowbancl ISDN ) とも呼ばれる.付録 91 
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Telecommunication Union Telecommunication Standerdization Sector) において B­
ISDl\'標準化が開始された. B-ISDN は，サービス提供や網運用の側面から， 1) 相互
通信形サービスや分配形サーピスを提供できること， 2) 低速から高速まで，様々な速
度に対応できること， 3) 固定速度呼や可変速度呼など多様なサービスを同時に収容で
きること， 4) 各サービスの要求品質を満たしつつ収容できること， 5) 経済的な網資
源運用が可能なこと，などの条件を満足する必要がある (7)
ITU-TS では，これらの条件を満足する伝送方式の検討を行い， 1988 年， B-ISDN 
の伝送方式を非同期転送モード (ATM:Asyncluonous TransfC'r ~vlode) (1)ー (4) とするこ
とを勧告した. ATM は，従来のパケット交換で高速化の障害となる部分を除去し，回
線交換で、培った技術を取り入れることにより高速伝送の実現を目指しており，次に述
べるように， 1) 情報伝送単位を固定長のセルとする， 2) セルをラベル多重する， 3) 
網内プロトコルを簡略化している，などの特徴がある (1 )一印刷 (7)
1) セルによる転送
情報伝送単位を固定長のセルとする.セルは， 5byte のヘッダと 48byte の情報フィー
ルドから成る.ヘッダは，仮想パス (VP:Virtual Path) や仮想チャネル (VC:Virtuhl
Cha1111('1 )を識別するための識別子 (VPljVCI: Vi l'tual Path IclC'ntifiC'rj¥'irtual Challｭ
nel Iclentifier) ，ヘッダーエラー検出のためのエラーチェックコード (HEC:HC' acl C' l
Error Check) ，情報フィールドの種別を表すペイロードタイプ表示 (PT:Payloacl 


















このように， AT~I は， B-ISDr\の伝送方式として生まれたものである.
一方，高速 ・広帯域化，マルチメデ ィア化への要求は，公衆網だけでなく LAN にお
いても高まっている.近年の PC や \YS の性能の向上は著しく，音声，動画像などの
リアルタイム処理が可能となった.このようなマルチメディア端末の登場に対し，従





性を要求する通信のサポートが困難である (10).( 11 ) 
これらの問題を解決するものとして， ATT\ I の利点が LAN ベンダーにも理解され，
AT:¥I-LA:'¥ (10)ー(1 .3) と呼ばれる AT:\ I 交換機を中央局とするスイッチ型 LA:\lが検討され





メディア化も容易と考えられている (JO) イ 11)
このように AT:\I は， B-ISD:'\ や LA:\' において高速・広帯域化，マルチメディア化
をはかるうえで極めて有力な伝送方式である.しかし， B-ISDl\や ATìvI-LAN など，
ATi\ I を伝送方式とする交換網 (AT~I 交換網)を運用するにあたって，解決しなけれ
ばならない問題は数多く存在する.本論文は，これらの問題の中でも， トラヒツク制
御に関して論述するものである. AT~1 交換網では，要求品質や特性の異なる多様なト
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ラヒックを収容する必要があり，従来のパケット交換網など， トラヒックが限定され





を保証するものではないため，その適用は考えられていない ( 1 6) このため， AT~I 交
換網でのトラヒック制御では，網入力部において網内へ送出されるトラヒ ッ ク量を制
限する方法が考えられており，そのアプローチは，次の車面接予防型と轄鞍適応型に大




このうち， B-ISD~ では轄鞍予防型トラヒ ッ ク制御が検討されている ( 16 ). (1 ï) これは
B-ISD:'\ では，網の規模が大きいため，制御のフ ィ ードパック遅延が無視でき ず，轄
接対応型トラヒ ツ ク制御では十分な効果が期待できないためである.轄鞍予防型トラ
ヒ ツ ク制御は，網へ入力されるトラヒック量を呼レベルで規制する呼受付制御(9) 、 ( J 件(2 1) 
とセルレベルで規制する使用量パラメータ制御( 22 ) ー (26 ) を組合わせることで実現される.
このため，呼は網との契約で申告した値以下にセル送出速度を制御する機能が必要と
なる. 一方， ATI\1-LAN では，轄鞍予防型と轄鞍対応型トラヒ ツ ク制御の併用が検討










まず，第 2 章では，ユーザインタフ ェースにおいて，最大セル送出速度を制御する
レート制御について議論する. ATM 交換網では，最大セル送出速度が網内品質に及ぼ
す影響が大きく (9)，インタフェースにおいて最大セル送出速度を制限するレート制御
を実装する必要がある.本章では，ウインドウ型レート制御方式(22) ， ( 23 ) とリーキーパ
ケット方式(22) ・ (23 ) ベ 27 ) ー ( 29)の最大セル送出速度制御への適用性について検討する. ATIvl 
におけるセル送出速度の規定法に ， Tセル伝送時間内に送出可能なセル数 Nにより表
現する方法( 5 )刷、(29 )ー ( 31)がある.ジヤンピングウインドウ方式(22)ベ 23) に代表されるウイ
ンドウ型レート制御方式は，伝送路との同期が容易なものの，セル送出過程の変動が
大きくなる可能性があった.一方，リーキーパケット方式は ， T/Nが整数の場合は伝
送路との同期が容易であり，セル送出過程の変動を抑えられるものの ， T/入r が整数と
ならない場合，従来の実装方法では(23 )伝送路とのセル同期に問題があった.そこで，
この同期問題を解決し ， T/入Tが整数とならない場合においても ， (T， N) を満足するセ








で，可変容量制御(34 ). ( 3 :5) を利用し，発生するトラヒツク量に応じて申告するセル送出速
度を変更し，必要な網資源を動的に確保することが有効である.これまでに，送信側の
LA~ から送信側 G\Y に到着するトラヒツク量に応じて網資源を確保する送信側ゲート
ウェイ輯鞍回避型方式 (SG\V 方式:congestioncontorl fo1' Source Gate ¥Vay séheme) が
提案されている ( :36) しかし， SG\V 方式は，受信側 G\V の状況を考慮しない方式であ
り，送信側 G\V のセル送出速度が受信側 G\V のスループットを上回ると，受信側 GW
で轄鞍が発生する可能性がある.受信側 G\V でのセル損失は， LAN の PDU (Protocol 
Data Unit) 再送の原因となり B-ISD;..Jでの無効トラヒック増加につながる.本章では，
受信側 GvV のスループットを考慮、した帯域確保を行う DGW 方式 (congestion control 
fo1' Destination Gate¥Vay) (37)一 (40) を提案する.また， LAì\に FDDI(41) ，(42) を適用した
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シミュレーションにより DGW 方式と SGW 方式の比較し， DGvV 方式がフレーム廃
棄率と平均使用帯域に関してより優れた特性を持つことを示す.





























キーパケット (27) ， (28)の性能評価を行う.
最後に第 6 章では，本研究によって得られた成果を総括して述べている.









のトラヒツク特性を反映していること， 2 ) トラヒツク特性からの申告パラメータの生








定義する方法が考えられる (24 ) しかし伝送路上はセル単位で、同期されている(つま
り， 1 セル伝送時間でスロ y ト化されている)ため，取りうる最大セル送出速度が制約
される.例えば，リンク容量が 150 ìvIbit/s の場合，最小のセル送出間隔が 2 スロット
ならば最大セル送出速度は 75 Mbit/s , 3 スロットならば 50 Mbit/s となる. 一方，セ
9 
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ル送出速度の最大値や平均値をより柔軟に記述する方法として ， (T , N) (T セル伝送
時間内に送出可能なセル数 N) により記述する方法がある (9) ， (30) ， (29) ， (31 ) . (T , N) により
最大セル送出速度を記述する場合， AT はできる限り小さな値に選ばれる.例えば，リン
ク容量 150 Ylbit/s の回線における最大伝送速度が 100 !\Ibit/s の場合， (T-， λT ) = (3 、 2)
となる (31) このように ， (T， N) による表現方法は，送出速度の離散時間環境へのマッ
ピングが容易である.しかし，リンク容量 150 :..Ibit/s の回線における最大伝送速度が




Winclow) 方式(22) ?(23)，スライデイングウインドウ (S¥Y:Slicling \Vinclow) 方式( 22)川)，
リーキーバケット (LB:Leaky Bucket) 方式(22) 、 (2 :3 ) . ( 2ï ) ー ( 29 )などである.以下，これらに
ついて概説する.
[JW 方式]
サイズ T スロットのウインドウ内に送出されるセル数をふV 以下に制限することで
セル送出速度を制御する. .J\V では，ウインドウが終了すると無条件で次のウインド
ウが開始される. .J\V は，最大値 .\T ， 最小値 0 のカウンタと，カウンタを T スロット
毎に N にリセットするためのタイマから構成され 少ないハードウェア量で実現でき
る.セル送出要求時にカウンタが正ならば，カウンタは一つ減じられ，セルが網内に





S\V では，サイズ T スロットのウインドウを時間とともに進行させ，ウインドウ内
に送出されるセル数を常に入T 以下に制限する.つまり，任意の T スロット内に送出
されるセル数は必ず N 以下になる.スロット毎の動作で実現されるため，伝送路との
同期が容易であるが，過去 T スロット内のセル送出時刻を保持するメモリが必要にな
るため， .JW や LB に比べ多くのハードウェア量を必要とする.また ， T スロット内
に連続する N のセル送出を許す場合がある.
2.2. リーキーバケット方式の実装法 11 
[LB 方式]
LB では，最大値 λ1，最小値 0 のカウンタにより制御される.セル送出要求時にカ
ウンタが正ならば，カウンタは一つ減じられ，セルが網内に送出される. 一方，カウ
ンタが O ならば，セルの送出は規制される.カウンタは， A1 を上限として，タイマに
より I. -スロット毎に l だけ加算される . (T， N) を満たすように最大セル送出速度を規
制するには λf を l とし ， 1¥ = T/λア とすることが考えられている (27) この場合， J~r 
や S\Y のような連続的なセルが送出されることはないが， X=T/AT が整数とならな
い場合は，タイマの動作と伝送路との同期が問題となる.例えば，文献 (23) に示され
る Lß の実装例や，文献 (28) で解析されているバッファードリーキーパケットでは，
X に整数を仮定したものとなっている.
このように， .J\\'方式や S\\' 方式は伝送路とのセル同期が容易であるものの，ウイ
ンドウ内においてセルを送出する位置に制約がないためにセルの連続的な送出を許す.
一方， LB は ， T/入マが整数となる場合は ， (Tぅ入r ) を満足しかっセルを連続的な送出を
許さないものの ， T/入T が整数とならない場合に伝送路との同期が問題となる . そこ
で ， T/入' が整数とならない場合でも伝送路との同期が容易な LB の実現法を提案する




パケット方式の実装法について述べる.本実装法では，最大値 T -1 ， 最小値 0 によ
り実現される.セル送出要求を受付るか否かは，スロット開始時点のカウンタ値 Xが
関値 T' Ii = N-1 以下かどうかで決定される.ここで， 17 スロット開始時点における
Xの値を Xη とする.次に，セル送出規律について述べる.
[セル送出規律1
n スロット開始時点においてセル送出要求がある場合， . Yn:; Tth ならば，セル送出
要求は受付られ，カウンタは -\11 + 1 = -¥"71 + (T -N) にセットされる(つまり，カウン
タを Tだけ増加させ，直ちに Nだけ減少させることと等価で、あるにまた Xη > Tth な
らば，セル送出は規制され，カウンタ値は ..1\11+1 = .I¥n -Nにセットされる . 一方 ， n 
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スロット開始時点においてセル送出要求がない場合，カウンタを減少するかどうかの
みが決定される. .,:"( n > Tt h ならば，カウンタは X叶1 "\.1】 -Nにセットされる.ま
た， "Yn 三 Tth ならば，カウンタは保存 (. Yn十 1 二 .Yn ) される.従来の実現法と異なる
点は，カウンタの最大値を 1 ではなく T -1 とし，カウンタの増加，減少を 1 以上の
値 ， T ， N としていることである.
この時，次の 3 つが成立する.
(a). セル伝送要求が毎スロットある場合，任意の T スロット内に受付られるセル伝
送要求は N に等しい.
(b). セル伝送要求が毎スロットある場合，セル伝送要求が受付られる時間間隔の最小
値 T丸行nJ!川川tげ11 は T1川Pけ削川】11
(c吋).任意の T スロット内に受付られるセル伝送要求は入'以下である.
[( a) の証明]
T = N = 1 の時は明らかである.以下，入T <Tの場合を考える.この時 ， T 一入'三 1
から， .X叶1 #-Xnである.ここで，セル伝送要求が毎スロットある場合のカウンタ X
のマルコフ連鎖を考える .Xの状態空間は有限であり， .Yは少なくとも一つ以上の同
値類をもっ.ある同値類に着目し，その周期を T，. ， T， 内に受付られる伝送要求の回数
を m とする.カウンタ値が再帰するとき，次の条件式が成立する.
m (T -N) -(T;. -m) 入ア =0 (2.1 ) 
これは，次のように書き換えられる.
mT-~.入ア =0 (2.2 ) 
つまり，
T1 二 lTぅ m=lS (1::;1). (2.3 ) 
が成立し T1• 三 Tを得る.ここで ， Tl' >Tを仮定すると， . \.の状態数は高々Tであるか
ら，着目する同値類に属するカウンタのうち，再帰時間が T1 未満となるものが存在す
ることになり ， Tr、 三 Tに矛盾する.従って，着目する同値類の周期は，式 (2.3 )から，
Tr =T、 m=N となる.よって，セル伝送要求が毎スロットある条件下では，任意の
Tスロット内に受付られるセル伝送要求は Nに等しくなる. . 
2.2. リーキーパケット方式の実装法 13 
[(b) の証明]
セル伝送要求が毎スロットある場合を仮定しているため，スロット開始時点におい
て X'Il ::; iV -1 ならばセル伝送要求は受付られる.セル送出間隔が受付られる時間間
隔が最小となるのは ， "¥.1 = 0 の時から，次にスロット開始時点のカウンタが N -1 以
下になる場合である.従って，
T 「 lT-NIr(N-1)+11=lLl (2.4) 
となる.同様に，セル送出間隔が受付られる時間間隔が最小となるのは， "¥n = JV -1 
の時から，次にスロット開始時点のカウンタが 1\T - 1 以下になる場合である.従って，






このように， (a) , (c) から (T， N) により表現されるセル送出速度を満し， (b) から，





・ (T， l\T ) により表される最大セル送出速度(多元速度)を制限できる.
・ セルの最小送出間隔が保証され，最大セル送出速度を l/Tm川で記述する場合の
ように連続的なセル送出を行わない.





0 入2μ2 1 一 μ2
スロツト内の事象lはまi ， “セルj送差出事象刊ぺ， “MMPP の状態遷移事象
ル到着事象刊の順に発生すると仮定する.
(2.6) 




よるリーキーバケットの動作例 (T， _\T) = (5 , 2). 
state 1μ 2 state 2 
図 2.2 評価モデル 図 2.3 2 状態 MMPP
2.3.2 定常状態確率分布
2.3 解析
LB および JW は 伝送路への同期が容易でありかつ少ないハードウェアで実現可
能である.本節では，音声や動画像のように情報の発生過程に変動がある呼源の最大
セル送出速度を， JW と提案実装法による LB により制御する場合に必要となるバッ
ファ量とセル送出過程を解析する.
本節では，文献(57)に示される ~1/G/1 型無限容量待ち行列のマトリックス解析手
法を適用し， LB , .]\Y の順にシステムの定常状態確率分布を導出する.
[LB の場合]
次のスロット開始時点におけるシステム状態、を表す確率変数を定義する.
・ Cn : FIFO バッファ内のセル数
・ -\n :カウンタイ直




よる L8，または JW により網内に送出される(図 2.2) . FIFO バッファ内にセルが
存在すれば，スロット開始時点にセル伝送が要求される. FIFO バッファへのセル到
着過程には，離散時間 2 状態 M~1PP (Markov Moclulatecl Poisson Proccss) を仮定す
る(図 2.3) .ここで，状態 i(i 二 1 ， 2) の継続時間は平均 1/μiの幾何分布に従い，その
間，平均到着率入tのベルヌーイ過程によりセルが生成される.ここで， 2 状態 MMPP
CIl+1 Cn - 8cρo Ó.'(" 壬Tt " + α(l~t) ， (2.7) 
.:¥"n+1 = ':¥11 + (T -N)8cρo 8X ,,5_Tth • - .N 8.'(" >九 (2 .8)
但し， 8は添字が真ならば 1，偽ならば O である.また， α(1~) は， MMPP の状態が凡
である場合の発生セル数を表す確率変数である.
まず，カウンタの遷移を表す TxT行列， Dfl ， DF ， D「l を考える.但し，上付き
の添字は，スロット開始時点における FIFO バッファ内のセル数が O か正かを表して
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おり，下付きの添字は，送出されるセル数を表している.この場合， Dfl ， Dl+l ， Dl+l
は，次式のようになる.
D~ = (_!¥' I OT-N山 }
o 一 \ IT-NI O "^N ) 
DUI 
D「l 二
但し，行列Ir は γ × γの単位行列で、あり，行列O".S'ま r x s の零行列である .
ここで，結合確率九μ= 主主 Pr{C'1 ニ人工! = j , 1:1 = k} を定義すると，
確率分布ベクトルzは次のように表される.







Xj - (:ri,O,l , :ri,O,:2, :ri.l 、 l 、れ] ,:2, • • • ，.r i ，Tーし 1 ， J'i ，Tー 1 ，:2). (2.13 ) 
この時，マルコフ連鎖(Cn , "-¥1) , 1~1 )の状態遷移確率行列Qは，ブロック行列B i (i=O ， l) ，
Ai(-i = 0 ， 1 ， 2) を用いて次式のように表される.
Bc Bl 。
Ao A] A2 
A。 Al A ヲ
Ao Al A・〉
。
但し ， Bi('i = 0, 1) , Ai(i = 0 ， 1 ， 2) は 2T x 2T行列であり，次式で表される.
Bo =DPl@P(I2-A) 
Bl - Dbo1@PA 
Ao 二 Dl+i ③ P( I2 - A) 
Al =D「!③ PA+ Db+1 @P(I:2 -A) 
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但し， @はクロネッカ積を表す.
以下，状態、遷移確率行列Qをもっマルコフ連鎖の定常状態解zを導出する.以下，文
献 (57) に従い ， Cn をレベル ， (_"¥n' 1引をフェーズと呼ぶ.ここで ， G( z) を 2T x 2T 
行列とし，その (i ， j) 要素は，基本期間(一つ下のレベルへの初度到達時間)開始時の
スロット開始時点におけるフェーズが t であるという条件の元で，基本期間終了時の
フェーズがJであるときの基本期間の母関数を表すものとする.また ， K( z) を 2Tx2T
行列とし，その (i ， j) 要素は，レベルが O でありかつフェーズが i であるという条件の
元で，レベル O への再帰時点でのフェーズが jであるときの再帰時間の母関数を表し
ている.本章では， G(二)， K(二)は次のようになる.
2 
G( コ) = z LA人; Gk( z) (2.20) 
ん=0
l 
K(z) = z L BkGk(Z). (2.21) 
人:=0
次に ， 2T x 2T行列G 全 G(l) ， K 全 K(l) を定義する.行列Gの (i ， j) 要素は，基本
期間開始時点においてフェーズが i にあったという条件の元で，基本期間終了時にお
いてフェーズが jにある確率を表す.一方，行列Kの (i ， j) 要素は，レベル O への再帰
時間開始時点でのフェーズが i という条件の元で，再帰時間終了時点においてフェー
ズが j にある確率を表す.レベル O での定常状態確率分布ベクトルκは，次式を解くこ
とで得られる.
κ=κK ， 
κe2T = 1 
(2.22) 
(2.23) 
また，レベル O への再帰期間開始時点におけるフェーズが L であるという条件下での
平均再帰時間を( i, 1 )要素とする 2T x 1 ベクトルκ1 は，次式から計算される.
':1 = 昨l] ごニ l e2T (2.24 ) 
但し ， eγ は全要素が l の γx 1 ベクトルを表す.本章では，
κ1 二 e2T+ Bl [121' - A] -A2(I2T -G)r1 e2T (2.25) 
となる.
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以上の結果から得られるベクトルκ ， Kl を用いることにより，レベルが O であると
きのフェーズ確率分布ベクトルXoは次式から計算できる.
κ 
Xo = 一一 (2.26 ) 
κκl 
一方，レベルが t であるときにフェーズ確率分布ベクトルXi は，レベルが t 以下のフェー
ズ確率分布ベクトルを用いて次のように表される.
X1 XOB1 + (A1 + A2G)Xl 
Xj = Xi-1A2 + (A] 十 A2 G)Xj (i 三 2)
式 (2.27) , (2.28) を解くことにより
(2.27) 
(2.28) 
X'i = (?=lXoBl + f，i~2xi-lA2) [I2T -A1 -A2Gr1 . (2.29) 
を得る.レベル t のときのフェーズ確率分布ベクトル夙( i 三 1 ) は ， Xo を初期値として，
式 (2.29)を再帰的に用いることで計算できる.
[JW の場合]
JW は，最大値八l ， 最小値 0 のカウンタから構成され，カウンタはタイマにより T
スロット毎に JVにリセットされる.スロット開始時点において，セル送出要求がある
場合，カウンタが正ならばセルは網内に送出され，カウンタは 1 だけ減少する.また，
カウンタが O ならばセル送出は規制される. .]\V の場合も LB と同様の解析によりシ
ステムの定常状態分布が導出できる.
まず，次のスロット開始時点におけるシステム状態を表す確率変数を定義する.
• Cn : FIFO バッファ内のセル数
• "\n: カウンタ値
・ T11 : タイマ値
• }~l : 2 状態 MMPP の状態
ここで，タイマの値は次式に従い変化するとする.
Tn+1 = (T,l + 1)llocl T. (2.30) 
但し，T，ηが O の時，セル送出事象の後にカウンタがリセットされるものとする.この
時，次式が成立する.
Cn+1 = Cη - ?n>o ð丸 >0 +α(Yn ) (2.31) 
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Xπ+1 - ?n=f.o min("Yn - f,cn>O , 0) + ?Tn=OlV (2.32) 
ここで，タイマの遷移を表す TxT 行列 Fo ， F 1 を考える.添字 1 は，カウンタが
リセットされる場合を意味し，添字 O は，それ以外の場合を表している . Fo , F1 は，
次のように表せる.
。 。 。 。 。 。 1 。 。 。
。 。 。 。 。 。 。 。 。
。 。 。 l 。
う F 1 =
。 。 。 。
(2.33) 
G 。 。 。 1 。 。 G 。 。
l G 。 。 。 。 。 G 。 。
ここで カウンタとタイマの遷移を表す (N + l)T x (^T + l)T 行列， DPl ， Dtl ，
D「l を考える 但し，上付きの添字は，スロット開始時点における FIFO パアブア内
のセル数が O か正かを表しており，下付きの添字は，送出されるセル数を表している.
この場合， DYl ， Dl+l ， Dl十l は，次式のようになる
。 2 N -1 N 
。 f Fo OT OT OT F1 
OT Fo OT OT Fl 
Dr| 二 (2.34) 
八r -1 OT OT OT F。 Fl 
N ¥Oy OT Or Or Fo+Fl 
。 l 2 N -1 九「
。 f Fo Or OT Or F1 
1 OT Or OT Or Or 
Dl+l= (2.35 ) 
N -1 OT Or OT OT Or 
N ¥OT Or Or OT OT 
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。 JV -2 八r -1 N 
。 OT OT OT OT 0'[ 
1 F。 OT OT OT Fl 
Dl+l (2.36) 
N -1 OT OT F。 01' Fl 
N OT OT OT F。 Fl 
ここで.結合確率 X' i ，j九，=主主 Pr{Cn = i, .\r1 =j、 九=川1/二 l} を定義すると
LB の場合と同様， その結合確率分布ベクトル z は次のように表される.
X -( XO ， Xl ， X 2 ， ・ ) (2.37) 
但し，
Xi C1、 i ，O ， O ， l ぅ r i ， O川 、 ・・・ J" i . O . T - l.l ， J盲人O.Tー 1 ， :2 ， • 
- 、 1・ ;，iV .O . l ぅ 1・ l λ' .0 .2: ・1'， .，\・ ，7' - 1. 1..1'， 、 V.T- 1.2) (2.38) 
この時， マルコフ連鎖(Cn. '¥n , 1:l' ?~l )の状態遷移確率行列 Q は，式 ( 2 . 1 -1 ) と同様
の構造を持つ.また，ブロック行列B;(i 二 0.1 ) ， A i (i=0 ， 1 ， 2) は，式 (2.3 -1 ) (2.36) 
を，式 (2.13) - (2 . 19) に代入することで得られる.以降 L8 の場合と同様の手順によ
レベルが?であるときにフェーズ確率分布ベクトル Xi が計算できる.




このとき次式で表される B(P/os s ) は， FIFO バ ッ ファが有限の場合において，最大セ
ル送出速度を制御する際にセル廃棄率 p/os s (例えば， 10- 9 ) 以下を満足するのに必要
なバッファ容量の安全側の近似となる.
B(P/oss ) 二 min{lIPr(Qu E'UC length > 1) 三 p/oss } (2.39) 
2.3.3 セル送出間隔分布
本節では， セル送出間隔の確率母関数を L8 ， .]\V の )11買に導出する.
[LB の場合]
与二二二二二 ~._--~. 士竺竺ヨ
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n スロットにおいてセル送出がある条件の元で， {Cl+1 = i ， _Xη+1 = j , ~1+1 = k} と
なる確率を P'('i ， j ぅ k) とし，次のセル送出までのスロット数を表す確率変数を di ，j ， k で、
表す. この時 ， P'(i , j , k) は次のように表される.
P'( i , j , k) ム Pr( Cll+1 = i ，.I\η+1 ニ J ， 】九 +1 = klCη > O ， .Xn ざ Tth )
Pr ( Cn +α(~η) = i + 1, .I¥n = j -(T -^ T), ) 
r I I 
¥ ì2+1 二 k ， Cn > 0, .Xn 三 Tth J 
Pr(Cη>0 ヲ .I\r1 三 Tth ) (2.40) 
ここで\ セルの平均生成率を天で表すと， リトルの公式から 式 (2 .40 )の分母は次式
のようになる.
(2.41 ) 
入1μ2+ 入2μ1 "¥ Pr(Cη> 0""\11 三 Tth ) = E [α(1~1)] -"H'-V._ ....r - <_ 入.1'1+ μ2 
式 (2 .4 1) を代入し， システムの定常状態、確率目Tj川を用いることにより式 (2 .4 1 )は
次式のようになる.l ~卜卜6ん仏〉刈> 0 {:ri ,) - (T 
+十.1γ竹、 i叶十 l ，j -一→(T一入X川' )μ1 (什1 一 iμ(1け)(ρ1 一 入 lけ) 十.1';叶+1 ，)一ベ(T一 N)は令之川2叫Lμ』匂2メ(1 一 入 1ρ) I 
(2.42) 
入P'(i 、 j. 1 ) 二
また， ?' ( i 、 j 、 h; .2) は，
より得られる.
P' (i , j , k , 1) において tv1 0. IPP の状態の 1 と 2 を反させることに
スロット開始時点において)，üIPP の状態 kにある条件の元で，次にセル
が到着するまでの経過スロット数を表す確率変数を h(九スロット間セル到着がなく、
h+ 1 スロット目にセルの到着がある)とすると，付録.A から，次式を得る.
三，ー ‘~ -プ目、
、ー」ーに，
P(Il = 1)=争 l 、 lki +φlメふ P(h = 1) =φムlk~ + 争2 ，2KL
但し 争 1 ， 1 ，争 1 ，2 ，争2 ，l ， @22 ， kl，んは，付録.A から計算できる.
di ，j}.: は， 1 , j , k の値により以下のように表される.
• i > 0, j 三 TIll ， VK:rlif ，jA: =1
1 j-(TtI ム 1 、|
• i > 0, T'h く j ，Vk : d i ，) ， /'; 二 2+ I J-す一一|
・ i = 0, j :;Tth : di ,),1.: = 2 + h 
. 'i= 0, T'h く j : di ,j ,/'; = 2 + max(九円や叶)
(2.43 ) 
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従って，セル送出間隔の確率母関数 D(::) は，付録.B で計算される確率母関数
gk ,L( z) 全 L P(max(l~υ L))::l ， (k = 1, 2) (2.44) 













qノ“?<一??Zυ ? + 
( ωωω川1パ吟6台…3 > (1 一 iμIIけ)入 l
十九=1 L~=1 X川0， 1 I 
( ιωω8/，; -:/=1 8j <山#戸叫山山必制舟伝ωい…いN X川μ川山i，j州J什+…1川川川山…(σ肝山μ一T叫Mμ…+付十山んト川一→l }μ2入l
+8ιι/，; =1 乞2L=4l 2Z山7江i ♂川爪n凡、ω | 
(いいh「ι~ω8/，; -:/=1 8)<到μふμ川い川J〆刈川N川μ叫Xi+ ~ (1 一 μ1け) (1 一入1け) 
+8札んk凶=12ε:1L=4l え工、 i叫十 1 ，川m肌川，0ム川仏叩，λ1 I (MJ…(… 2 l 〉 μ2(1 一入1)




D(ご)全 乞 P'(i ， j ， k)::d; ,i ,k 
T- N~i~T-1 
8i>0 
- 8T-N三九"Z 乞 p' ( i , j , k) + ::2 乞 町、 j 、 M441
.>0 , 1.:=1 .2 
T-N~J~Tth 
.>0 ,1'=1 ,2 
max(Tth ， T-!" )<J~T-1 
C幻
p' (i , j , 11;, 1 )二+::2 2二 工 P'(O ， j ぅ k) Pr {max(h , lピヤ土!lJ)=l} ごl
m a.x(TU• ,T -N) <i~T-1 
8T-N5:Tth Z L P'( i , j , k) + L p' ( i ,j, 1;): 2+ l引ιょう
また ， P' (i.)， ι2) は ， P' ( i , j , k , 1 )において Ivll\1PP の状態 1 と 2 を反転させることに
より得られる.




.>0 . 1' = ト 2
ma.x(Tth .T-N) くJ~T-I




ma.x(Tth ， T-N) くJ~Tー 1
p' ( 0, j , k ) 9 /，;同μ1J (二) (2.-15 ) 
• i > 0, j > 0, Vl : di.j ,/';, l = 1 
・; > O ， j 二 O 、 Vl : di ,j.ld = 2 十 (T -k) mocl T 
・ 'Ì =O ， j>O:di山υ = 2 + 11 
・ .; = O, j = 0 : d i川:， 1 = 2 十 max(ll ，(T -1;) mocl T) 
従って，式 (2 . 44) に示される確率母関数を用いれば，セル送出間隔の確率母関数
D(: ) は次のようになる .
[JW の場合]
LB の場合と同様の手順に従う . n スロットにおいてセル送出がある条件の元で，
{Cn+ 1 二 i ， . .¥n+1 - j , Tn+1 - 丸 }~t+1 = l} となる確率を P'('i , j , k , l ) とし，次のセル
送出までのスロット数を表す確率変数をめ川、lで表す. P' ( i , j , k , l) は次のように表さ
れる.
D(: ) 全 2二 p' ( i , j , k , 1) 二d i 川 I
p' ( i , j , k , l)全 Pr(Cn+1 = i , J'Y1 +1 = j , ~1+1 = k, ) .~叶 1 = llC1 > O,X'l1 > 0) 
P ( 
Cn + α(丸) = i + 1, 8TI=oN + 丸刈(.Yη-1)=) ， ) 
i(Tn + 1)mod T = k う X川 = l, Cη>0 う Xη> 0 ) 
¥ /(246) 
P(Cn >O , X ll >O) 
また， リトルの公式より次式が成立する.
a三 0.0 三)~N
。く k くアー 1. 1=1.2 
一向 乞 P'(人ムムl)+ご2 乞 p' (1:, 0, k , l) z( Tー伽odT
.>O ， O<)~N 
0 く k<Tー 1 ， 1= 1 .2
i>0 ,1= 1,2 






















P(Cn > 0, Xn > 0) = E [α(九)]こ入 (2.47) 
十二2 2: ε P'(O ， 0, k,/)Pr (max(II' (T -k) mocl T) = l):;m 
。 <k く T-l m=O 
1=1 ,2 
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二 Z L P' ( i , j , k , 1)+ 乞 Pf(I303k ぅ l) 二2+{(T-k)mo
;>0 . 0 く J 5: N i>0.1=1.2 
0< 1.:く T- l. I= 1. 2 0 く k く T-l
十 Z205N m， hl)(士+士)
+ Z2 L P'(O , 0, k ぅ l)gt ， (T- k・ )modT(Z) (2.49) 
ここで， LB, .JW の双方の場合において，セル送出間隔の変動係数 C L'Ollt は次式か
ら計算できる.




本節では，本実装法による LB と .J\\T により，セル送出速度を制御した場合の出力
過程と，ある一定のセル廃棄率を満足するバッファ容量の比較を行う.
まず，図 2.4に，平均発生率天のベルヌ ーイ過程 ( :\L\ IPP において，入1- んの場
合)に従ってセルが生成される呼源の最大セル送出速度を， LI3, .J\Y により入-;T = 
0.3 : (T, N) = (10 ， 3) に制御した場合のセル送出間隔の変動係数特性を示す.ここで




対しては，交換機での多重化特性を :\l/D /1 待ち行列で近似し，網を管理する方法が
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係数が小さい程，網内通信品質に与える影響は小さいといえる.図 2.5 ， 2.6 に ， N =4 
とし ， Tを可変とすることで最大セル送出速度を変化させた場合のセル送出間隔の変
動係数特性と要求バッファ特性を示す.但し ， T , ^Tは互いに素とならない場合は ， N
が小さくなるよう，互いに素になるように選び直すものとする.ここで，セル生成過
不呈が入1=0 .5 ， 入2=0 ， 1/Pl=50 , ljp2=50 の IPP (Interruptecl Poisson Process) 
に従って生成される.
図 2.5から ， Tが大きくなるほど最大セル送出速度 NjTは小さくなり，両方式による
セル送出間隔の変動係数は減少している.しかし， .JW では ， T , Nが小さくなるよう
に選べない場合，セル送出間隔の変動係数を抑制する効果が減少していることが分か
る.一方， LB は ， Tスロット内に分散してセルを送出するため ， T , Nの値に関わら
ず，セル送出間隔の変動係数は十分小さく抑えられている.
26 第 2 章インタフェース部におけるレート制御方式





さ X= 0.25 
。 λ1= 0.5, ﾀ2 = 0 
2 r 1/)11+1/112 = 100 
Cell generating process 
一-0-ー PTS
-{正一 JW 
8 10 12 14 
T 













図 2.6 IPP をセル生成過程とする場合の要求バッファ量特性
E三三三三三三三三三三三三三三竺竺竺竺竺竺 | 














る場合，ジャンピングウインドウ方式では ， Tや Nの値によっては，セル送出速度を









13-ISD\" の構築が望まれるようになった要因の一つに，一次群速度(約1.5 f¥lbit/s) 
を越える高速デ ィ ジタル専用線サービスによる LAI\問相互接続に対する需要増加が
挙げられる (ï). B-ISD\" を介した LA~ 相互接続の形態としては， B-ISDN により提供
される仮想パス (\'P:Virtual Path) によりゲートウェイ (GvV:GateWay) 聞を相互接




する帯域を VP に割当てる方法が考えられるが， LA:J聞のトラヒックは時間的な変動
のスケールが大きいため，網資源を多く必要としない場合でも網資源を確保すること
は経済的ではない.
ところで， ATf\ I 交換網では，ヘッダ内の VPIハ!CI に基づいてセルをラベル多重す
るため，交換機内の制御装置に記憶されている容量データを更新するのみで比較的容
易に可変容量制御を行うことが可能であり (34)↑，文献 (35) では， vp の帯域制御をリ








一種と捉えられる.これまでに，送信側の LAN から送信側 G\V に到着するトラヒッ
ク量に応じて網資源を確保する送信側ゲートウェイ轄鞍回避型制御方式 (SG\V 方式:
congestion contorl for Source Gate vVay scheme) が提案されている (36). SGvV 方式は，
送信側 GW の状態のみを考慮、した可変容量制御を行う方式であり，送信側 G\V のセ
ル送出速度が受信側 GW のスループットを上回ると，受信側 GvV で轄鞍が生じる可
能性がある.受信側 GW でのセル損失は， LAN PDU (Protocol Data U nit) 単位の
再送の原因となり無効トラヒックが増加する.
そこで本章では， LAN として，現在主流である Ethernct より高速な FDDI (Fiber 
Distributecl Da.ta Interface) を対象とし，受信側 G\V のスループットも考慮した帯域確
保を行う受信側ゲートウェイ車面接制御方式 (DG\\， : congcstioll control for Dcstination 
GateWay) 方式を提案する (3ï) ー (40). DG\V 方式の特徴は， G\V 間でセル送信権にもと
づくフロー制御を実行することと，可変容量制御により，このフロー制御から得られ
る受信側 G\V のスループットと送信側 G\V への到着トラヒック量を考慮した動的な
帯域確保を行うことである.また P シミュレーションにより DGvV 方式と SG\Y 方式
の比較し， DG\tV 方式がフレーム廃棄率，平均割当帯域に関し， SG\N 方式より優れた
特性を持つことを示す.
3.2 受信倶IJ GW 輯鞍回避型制御方式
LAN 問相互通信のための専用線サービスを想定し， G\V 聞がメッシュ状 VP サブ
ネットワークで相互接続されている網環境を仮定する (36 ) 、 (60) 本節では，簡単化のた
め一対の LAN 間相互通信を考える. LAN プロトコルは，現在主流である Ethernet よ
り，より高速な FDDI 方式を想定する. FDDI の伝送単位は，最大 4500 bytc の可変
長フレームであり， GW ではフレームをセルに分解・組立てをおこなうアセンブル ・
リアセンブル処理が必要となる.図 3.1 に DGW 方式の基本原理図を示す.提案方式
は，セル送信権であるパーミット (PM:PerMit. )により， GW 問のフロー制御を行う .
送信側 LAN から送信側 GW に到着した FDDI フレームは， AAL (ATM Aclaptation 
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Layer) によってセル化され， FIFO バッファに収容される.セルは， PM を保持する
ためのパーミットキュー (PQ:Permit Queue) 内に， PM が存在すれば， VP に割当ら
れた速度で B-ISDN に送出される.受信側 G\\' では，到着したセルを FIFO バッフア
に蓄積し，受信側 LAN に送信可能となれば，セルから AAL により FDDI フレームを
再構成し，送出する. PQ の容量は，受信側 G\V の FIFO バッファに収容可能な最大










図 3.1 DG\\' 方式基本原理図
3.2.1 ゲー ト ウ ェ イ間フロー制御
G\\T 問フロー制御は，以下の通りである .
・ 初期状態において，送信側 G\V の PQ には，受信側 GW の FIFO バッファ容量
に等しい PI\1 が設定される.以下の手順により，送・受信側 GW 聞に存在する
P~1 の総数は，常に受信側 G\Y の FIFO バッファ容量に等しく保たれる.
・ 送信側 G\V の FIFO バッファ内のセルは， PQ に PI\1 が存在すれば， PM を 1 つ
減じ， VP に割当てられているセル伝送速度で B-ISDN に送出される.
・ 受信側 G\V は，フレームを再構成し受信側 LAN に伝送する毎に，フレームを構
成するセル数に等しい PI\1を解放し，これを制御セル (RM cell:Resource Ma.n-
agement cell) により送信側 G\V に通知する .
・ 送信側 GvV は， RI\ f セルを受信すると，解放された数に等しい PM を PQ に補
充する.
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DGW 方式では， PYI によるフロー制御により， B-ISDN 内に送出されるセル数は受
信側 G羽f の FIFO バッファ容量を越えないため，受信側 G\V でのオーバーフローによ
るセル損失は発生しない.また， RM セルにより通知される P I\ I 情報は，受信但IJG¥V 
のスループットを反映しており，後述するように I DG\V 方式では，この情報を基に，
B-ISDl\'における帯域確保を行う.
3.2.2 可変容量制御
B-ISDN における帯域確保は，受信側 G\V のスループ ッ トを考慮した帯域算出をお
こなう帯域割当制御により行われる.
(1) .帯域割当制御
帯域割当制御では，送信側 G\Y は，割当帯域要求を T秒毎に行う.以後， T を ス ライ
ドインターパルと呼ぶ.帯域割当要求時には，送信側 G\\' は，受信側 G\\' か ら送信 さ
れる RM セルから得られる情報に基づき受信側 G'" のスループ ッ トを推定し， B-ISD~ 
へ申告するセル送出速度を変更する. B-ISD~ は，申告を受けた使用量パラ メータに
基づき利用可能帯域を割当てる.
・割当帯域要求時に，過去 λIスライドインターバル問に送信側 G\\' で受信され
た R:\rI セルから， .11スライドインターパル聞の受信倶IJ G\\' の平均スループ ット
G を計算し，要求帯域とする.図 3 . 2 において， -\1 は， I 番目に送信但IJ G\\' に到
着した RM セルにより通知される，受信側 G\Y から送出されたフレーム長に相
当するセル数を表している. -^1スライドインターバル間に， 11 から 1'2番目の n~I
セルが送信側 G\V に到着したとすると，その間の受信側 G\\' の平均スループッ
ト G は，
一 fõ3 x 8 X 10() むLIXil I -_. _.. -,.", ..__.., = l] --, I ( 3.1) 
I .~1T 
と算出される.ここでは I 1Mbit/s を，網が規定する一定の伝送速度単位とし，
それ以下の値を切り上げている.以下， 1\1 を制御区間と呼ぶ.
・割当帯域としては，最小の利用可能帯域 Bmin を保証する.算出した要求帯域が
B17tin以下の場合は ， BmÍ71 を要求帯域とする.
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から百ミリ秒であることが報告されている ( 35 )
• Resource ma問ementcell arrival 
at source gateway 
I 4241 , .,. ,., . , ~k I Frq~e ，le~g~þ (c~ll) JJ ↓(↓↓↓↓↓↓↓ U ↓↓い↓=
コ T!JjT J T;TjTj 
M .1 
I~ M ご;
T : Slide interval M 
M : Measuring interval 
図 3 . 2 帯域割当制御
(2). 帯域増加制御
帯域割当制御は，受信側 G\\' のスループットを算出し，要求帯域を決定する.受信
側 G\V のスループッ トは，受信但IJ G\Y への到着トラヒツク量に依存し I VP に割当帯
域を越えない.よ っ て，送信側 LAì\から送信側 GV'; へ到着するトラヒック量が増加
した場合，帯域割当制御では，十分な帯域増加は期待できない.この場合 I VP への
割当帯域を越えるトラヒックは，送信側 G\V 内の FIFO バッフアに蓄積されることに
なる.一方，受信側 LAN の負荷が小さく，受信倶IJGW が受信側 LAN で利用可能な
帯域が十分ある場合，受信側 G\V の FIFO バッファに滞留するセルは少なく，結果的
に送信側 G\Y の PQ にある多くの PM が蓄積される.このような状況下では，送信側
G\tV での轄鞍を軽減するために I VP 割当帯域の増加要求をおこなう.
・送信側 GVv の FIFO バッファと PQ に，それぞれ関値 QF ， Qp を設定する.
・帯域変更要求時， FIFO バッフア内セル数と PQ 内 PM 数が共に関値を越えてい
れば，要求帯域を， VP の割当帯域から帯域増加ステップ Bincだけ増加した値と
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する.
・本制御は，帯域割当制御に優先して実行される.
本方式は，受信側 GW が FDDI フレーム送出を行う毎に制御セルを送信側 GW に
伝送する.これにより， FDDI フレームの送達確認を同時に実現できる.また， FDDI 
のプロトコルに依存しない利用形態としては，一定時間毎に制御セルを伝送し， PI¥1 
を送信側 GW に解放することで実現可能である.本方式の特徴は，次の二つである .
第一に， GW 聞に，エンド・ツー・エンドのフィードパック型フロー制御を実装してい










本節では， SGW 方式と DG\iV方式の比較を行う.性能評価尺度としては I VP への
割当帯域特性と， GW でのフレーム廃棄率特性を考える.
3.3.1 比較モデル
比較対象である SGW 方式を，文献 (36) に基づいて次のようにモデル化する.
・ 送信側 GW は ， T秒毎に帯域変更要求を行う.要求帯域は，送信側 FDDI から送
信側 GW に到着した過去 NlxT秒間のトラヒック量の平均値(ここでは， Mbit 
単位とする)である.
• DGW と同様に，送信側 GW の FIFO バッファに関値BF を設け，帯域変更要求時
に，待ち行列長が関値以上であれば， VP 割当帯域から帯域増加ステップ幅 Binc
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だけ増加させた帯域を要求帯域とする.
3.3.2 仮定
一対の FDDI が B-ISD~ を介して相互接続されている場合を考える.まず，送信側
GvV と受信側 G\\- をモデルイヒする. FDDI は， Timed Token Rotation Protocol ( 42) を
用いたトークンリングネットワークである. トークンの平均巡回時間は，ネットワー
ク上で決められている定数 TTRT (Targeも Token Rotation Timc) 以下であり，最大
でも TTRT の 2 倍以下となる (42 ) ， (6 1 ) また， FDDI の負荷とともにトークンの巡回時
間は TTRT に漸近し，各局へのトークン到着時間間隔は一定値に近づく (62) よって，
高負荷時では，各局のトークン保持時間(送信可能時間)は， TTRT を伝送すべきフ
レームを有する局 (以下，アクテイブ局と呼ぶ)数で等分した値に近づく.この考察
を基に，送信側 FDDI から送信側 G\V へのフレーム到着過程と受信側 G\iVから受信
側 FDDI へのフレーム送出過程を，以下のように仮定する.
〈送信恨IJ FDDI から送信側 G\V へのフレーム到着過程〉
次の仮定を設ける.
・ 送信側 FDDI におけるアクティブ局の数 : Ns 
・ アクテイブ局の内，受信側 FDDI へフレーム伝送を行う局数 : Nc 
・ 受信側 FDDI へフレームを伝送する局は FDDI リング中に均等に分布
以下，送信側 FDDI において，受信側 FDDI へフレーム伝送をおこなう局に着目し，
送信側 G\V へのフレーム到着過程を考える(図 3.3) . 
・ 各局を無限 FIFO バッファによりモデル化
・ 各局でのフレーム発生過程:平均入1 (frame/s) のポアソン過程
・ 各局での発生フレームのうち， LAN 問トラヒックである確率 :P
・ 各局はトークン保持中はフレームを伝送
・ 各局のトークン保持時間 THT: 平均雫I (s) の指数分布
・ 受信側 FDDI へフレーム伝送を行う第 i 番目の局がトークン解放後，受信側 FDDI
へフレーム伝送を行う第 i+ 1 番目の局がトークンを捕捉するまでの時間間隔 :
平均弓RT X 必ず血 (8) の指数分布
円号 円じ
・ 送信側 GW は LAN 問トラヒツクのみを受信し FIFO バッファに収容
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〈受信側 GW から受信側 FDDI へのフレーム送出過程〉
・受信側 FDDI におけるアクテイブ局の数 : _NR 
・受信側 GW へのトークン到着時間間隔:平均 TTRT (8) ，位相 lVRのアーラン
分布
・受信側 GW のトークン保持時間 THT: 平均立五工 (s) の指数分布NR 
NG 
À1ー璽翻-0
FDDI ring GW 
図 3.3 送信側 FDDI モデル
以上から，送信側 FDDI から送信側 G\Y への平均フレーム到着率入2，受信側 G\\T
の平均処理率μは次のようになる.
入2 二入I X P X ^TC (framej8) 
100 x 106 1 μ----- x で(framゆ)
L x 44 x 8 ハ R
( 3.2) 
(3.3 ) 







一一?? ( 3.4) 
その他に，次のシミュレーション仮定を設ける.
・ FDDI 間の距離: 500km (東京一大阪間)
・送・受信側 GW の FIFO バッファ容量: 50x最大長 FDDI フレーム (4500byte)
・ FDDI フレーム長:最小 50 セル，最大 103 セル，平均 70 セルの切捨て幾何分布
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• TTRT : 167.7 msec(63) 
・帯域変更要求から帯域割当までの遅延時間: 50msec 
.伝送路の伝搬遅延: 5.0Ils('cjkm 
.最小帯域 Bm171 . Uv1bps 
・セルペイロードタイプ:タイプ 3(7) ， (36)
3.3.3 結果
(1 ).割当帯域過渡特性
Vp の帯域は，送信側 FDDI から送信側 G\V へのフレーム到着率が受信側 GW の処
理率より小さな場合，送信側 G\V での轄鞍を回避するため送信側 GW へのフレーム
到着率に応じて割当られることが望ましい.また，送信側 FDDI から送信側 GW への
フレーム到着率が受信側 G\V の処理率を越える場合には，受信側 G\V の轄鞍を回避
するため，受信側 G\Y の処理率に応じた帯域を VP に割当ることが望ましい.ここで
は，トラヒツク変動に対する VP への割当帯域の追従性を比較するため，送信側 FDDI
へのフレーム到着率入2並びに受信倶IJ G\Y の平均処理率μを一時的に変化させた場合の
\'p への帯域割当て特性を検討する.ここでは ， T^S = N R = 50 , Nc = 10 , P 二 0.8 ，
.ì J 二 5 ， T=0.2s , BF =ßF =Bp =3000cell , B川r 二1.0 Ylbitjs としている.
図 3.4に示す条件下(トラヒック条件 1 )での VP への帯域割当て特性を図 3.5に示
す.ここでは，送信側 FDDI から送信側 G\V へのフレーム到着率んが受信側 GvV の処
理率fl以下で、ある条件の元で，入l を増加させることによりんを 2scc の問 (20 -22see) 
一時的に増加させている.図 3.5から， SG\V 方式の方がわずかに早いものの SGvV 方
式， DG\V 方式共にトラヒツク変動から約 lsee 後に帯域増加がおこなわれており，両
方式とも VP への割当帯域が，送信側 G\V への到着トラヒック量の変動に追従するこ
とがわかる.
図 3.6に示す条件下(トラヒツク条件 2) での VP への帯域割当特性を図 3.7 に示す.
ここでは，受信領IJ G\V の処理率l'が送信側 FDDI から送信側 GvV へのフレーム到着率
ん以上の状態から ， _^TR を増加させることにより μを 2see の間 (20 -22sec) 入2以下に
一時的に減少させている.図 3.7から， SGvV 方式では， μの変動が VP への割当帯域
に反映されず無効な帯域が割当られることがわかる.一方， DGW 方式では， μの減少
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DGW 方の領域では， SG\tV 方式では VP への割当帯域がρ とともに増加しているが，
式では， VP への割当帯域が増加せず，より理想的な帯域割当てをおこな っ ているこ
から約 lsec 後に VP への割当帯域が減少しており，受信側 GW の処理率に追従した
帯域確保が可能であることが分かる.
次に，図 3.9にフレーム廃棄率特性を示す. p < 1 の領域では，両制御方式とも VP
への割当帯域がほぼ等しいにも関わらず， DG\V 方式が SG\V 方式より小さなフレー
ム廃棄率特性を示している. DG\V 方式では，パーミットによるフロー制御により受
信側 G\V でのフレーム廃棄は発生しないため，フレーム廃棄は，送信側 G\V でのオー
一方， SG\V 方式については，本シミュレーションでは
送信恨IJ G\Y でのフレーム廃棄は発生せず，受信側 G\V でのみ発生するという結果が
得られた.これは， SG\Y 方式が，送信側 G\V の轄鞍が発生しないよう，送信側 FDDI
から送信側 G\Y へのトラヒツク量に応じた帯域確保をおこなうためである.
SG\Y 方式では網資源を利用した後の受信側 G\tV でフレームが廃棄される.
G\Y 問での再送の原因となり， B-ISD:\! での網資源を有効に利用できなくなる可
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ここでは，送信側 FDDI から送信側 G\tV への平均フレーム到着率んにより pを変化さ
せた場合の VP への平均割当帯域特性とフレーム廃棄率特性について検討する.ここで




0.5 0.8 0.7 0.6 0.5 
は ， Ns ニ NR = 50 , Nc= 10 , 
cell , Binc 二 1.0 }.t1bit/s としている.
図 3.8 に VP への平均割当帯域特性を示す.上述したように， ρ< 1 の領域で、はんに
相当する帯域割当が， p 三 1 の領域ではμに相当する帯域割当が望ましい.




ρ く l の領域では，両方図 3.8から，
また ， p とともに増加している .ρ 三 1
れを理想帯域割当として図中に破線により示す.
式ともほぼ等しい帯域割当がおこなわれており，
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3.4 結言














高速マルチメディア LえX を実現するものとして， ATi\1-LAI\が注目されている.
AT:\I-LA:\ の標準化機構である AT:\I FOnUll では，音声，動画像などのアプリケー
ションのサポートするための CBR (Constant Bit Rate) や VBR (Variable Bit Rate) 
等のサービスクラスに加え， TCP I1P(3)などの既存のデータ系のサービスをサポートす
るものとして， VBR+ (Yariable Bit Rate Plus) , ABR (A "ailable Bit Rate) , UBR 
(Ullspccificcl Bit Rate) を規定している(12) ・ (15) CBR や VBR に対しては， B-1SDN と
同じく轄鞍予防型のトラヒツク制御の適用が考えられている.これとは異なり， VBR+ , 
ABR , UBR では，呼処理低減と CBR や VBR の未使用帯域を積極的に利用するとい
う目的から，帯域予約なしにデータ転送が開始できるサーピスクラスである. UBR に
ついては，特に輯鞍制御は行われないが， VBR+や ABR に対しては，転車奏が発生した
場合においても低セル損失を実現するために，網の輯鞍状態に応じてセル送出を規制
する轄鞍適応型トラヒック制御を行うことが検討されている. VBR+ , ABR は，ある
最大セル送出速度以下での送信が可能であり， ABR クラスは，最小セル送出速度の保
証がないが， VBR+ クラスは，最小セル送出速度が保証される. VBR+や ABR の轄鞍
制御には，パックプレッシャ一方式(64)，クレジット方式(65)，フィードパック型レート
制御方式 (RBCC : Ratc Basccl Congestion Control) (13 ト(14)が検討されている.しか
し，バックプレッシャ一方式やクレジット方式のようなリンク・パイ・リンクでの轄
鞍制御方式は， VC 毎の管理が難しく実装面で問題がある.このため， VBR+ , ABR 
のための轄鞍適応型トラヒック制御としては，フィードパック型レート制御が有力で
41 
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ある.本章では，以後， RBCC に関する検討を行う.
RBCC の代表的なものに，二値フィードバック方式 (Binary RBCC :以下 BRBCC)






の回復を図る.文献(45) では， BRBCC における送信端末側での送出レート制御方式
を比較し，送出レートを加算増加・乗算減少 (Aclcliti\'t' increae-~1111tica ti,'e clccrcase) 
させる方式(以下， AM-BRBCC) がスループット，公平性の面で優れることを示して
いる(これについては 後述するにこの A~I-BRBCC に関しては，これま でさまざ
まな研究(43)ー (46)が行われている.これらの研究では，ボトルネックキューを経由する
コネクション数を一定とした環境を仮定している. AT~I-LA~ におけるコネクション
の接続形態としては，相手固定接続 ( PYC : Pcrmancnt YirtllaI COllllCCtioll ) と，相






















ある一定時間 TJ ceIl timc 内のボトルネックキューの平均待ち行列長 qJ(t) が関値
QIII ， 1 以上になると幅鞍状態とし，闇値 Qth ，:2(:5: Qlh ， 1) 未満になると輯鞍が解消された
とみなす(-1-1)
[転車奏通知方法]
轄鞍通知方法としては， AT:¥I FOllfUlll において FEC::-J (Fonvarcl Explicit Congestioll 
C0l1t1'o1) ( ] .') )と BEC~ (Back¥yarcl Explicit Congcstion Contro1) (66)が検討されてい
る. BEC\" では，交換機が轄鞍検出すると，送信端末に制御セル (RìvI ('e1 :ReSOllrce 
:¥ Ianagclllcl日付11 ) を送信端末に伝送し，轄接を通知する (66) 一方， FECN では，交
換機は轄較を検出すると，受信端末に轄鞍を通知し，受信端末が送信端末に制御セル
を送信することで輯鞍の発生を伝える.両方式においては，制御セルは一定間隔九毎
に送出される (l .l )
[送信端末でのレート制御方法]
送信端末は初期レート入ÎIl Îf ~Ibit /s で送信を開始し，一定間隔 Ti S 毎に送出レートを
レート増加幅 A :\Ibit/s だけ加算的に増加させる.一方，輯鞍通知のための制御セル






クキューに着目し，他のノードの影響はないものとする. VBR+ , ABR では， CBR や
VBR の空き帯域を利用して伝送されるが， CBR , VBR クラスのコネクション継続時
間は十分長く， VBR+ , ABR クラスが利用できる帯域は一定とする.また，関値につ
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速度に相当する.図 4 . 1 ， 4.2における各パラメータは次の意味をもっ.
[定義]
・ N : アクテイブコネクション数=ソースノード数
• Qmax・:ボトルネックキューのバッファ容量
• Q仇:轄較検出のための関値
• t : ボトルネックキューの処理率
・ 九b.1 コネクション t の送信端末・ボトルネックノード聞の伝搬時間
・ Íbs ， i コネクション i のボトルネックノードから送信端末への轄鞍通知に要する
時間
• T, = 九州 + Tbs ，i コネクション 1 の制御遅延時間
• q(t) :時刻 f でのボトルネックキューの待ち行列長
・入S ， 1(t) :時刻 f でのコネクション 1 の送信端末の送出レート
.ん(t) :時刻 f でのボトルネックノードへの到着レート






図 4.1 複数コネクションをもっボトルネッ 図 4.2 ボトルネックキューへのセル到着
クキューモデル 速度と待ち行列の変化
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4.2.1 解析
文献 (43) ， (46) では，流体近似により，固定パラメー夕方式においてボトルネック
キューが無限容量を持つ場合の定常状態における最大待ち行列長，スループット等を
解析している.ここでは，有限容量の場合における解析を基に，制御パラメータ A ， B 
ならびにコネクション数が，待ち行列長の変動におけるピーク値 qmαx ， 送信端末の平
均送出レートヌ，セルレベルのスループット g ， 廃棄率 p[oss に与える影響を検討する.
流体近似では，轄鞍検出は瞬時値 q(t) に基づいて行われ，加算増加・乗算減少は，
線形増加・指数減少として表現される.増加係数，減少係数をα ， ß とすると，次の関
係式が成り立つ.
A = αT， 
B e 一( 1 ーのTd
(4.1 ) 
( 4.2) 
このとき，図 4.1 におけるシステムの振舞は， 1 三 1 三 Nに対し次のように記述できる.
d入品、 i( t) I CI :q(t-Tbs ,i)::;Qlh 
dt I -(1 -13) 入 s ， i(t) : q(t 一九州) > Qlh 
(4.3 ) 
ん(t) 二乞入s.i (t -TSb ,i) (4.4 ) 
I 0 : q(t) = 0、入b (t) - μ く O
dq(t) J 
dt I 
01' q(t) = Qm (l.1"入 b(t) - μ>0 (4.5 ) 
i 入 b( t) - μ: othenYﾏse 
ここで，全コネクションが等しい制御遅延時間7を有すると仮定する.この場合，各コ
ネクションからボトルネックキューへの到着レートが増加あるいは減少に転じる時刻
は一致するため，式 (4.3) , (4.4)から次の関係が成り立つ.
d入b(t) I NCl : q(t -T) ~ Qth 
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4.2.2 検討
図 4.3に，付録.D の結果を基にして N xA , Bの値を変化させたときの待ち行列長
の変動のピーク値 (a) ，セル廃棄率 (b) ，セルレベルのスループット (c) ，送信端末
の平均送出レート (c) を示す.ここで，パラメータには次のものを仮定する.ボトル
ネックキューの利用可能帯域: 155 Mbit/s，送・受信端末間距離: 75 km，ファイパ
中の伝搬遅延(68) : 4.9 ns/m，轄鞍通知方法: FECN , Qma3.' = 100 ('e11 , Q th= 2 ('('11 , 
Ti ニ 1 111S，九二 0.5 ms とした.
図 4.3 (a) , (b) から， 1) 定常状態における最大待ち行列長は ， N xA , B の値と
ともに増加し， 2) バッファ容量 100 ('ell に達するとセル損失が発生していることが
分かる.図 4.3 (けから， 3) セルレベルでのスループットは Bの値とともにほぼ線








図 4.4に，各アクテイブコネクションのレート増加幅を A = 5 TVlbit/s とした場合の
トータルのグッドプット特性を示す. N x .4., Bが共に大きい領域では，セル損失に
よるパケットの再送によりグッドプットが低下していることが分かる.また，グッド








徐々に利用可能帯域に適応させる方式であり ， A の値を小さく設定すると，コネクショ
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ン数が少な
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図 4.4 再送を考慮した A)_I-ß[{ßCC のグットプット特性
4.3 適応パラメー夕方式
固定パラメー夕方式に関する検討から，ボトルネックキューを経由するコネクショ
ン数に応じ，各コネクションの A を変更することが有効と考えられる.しかし， PVC 
の場合など，コネクションを設定しても実際には情報転送を行わない場合が考えられ，
設定コネクション数に応じて A の値を変更すると，その値を小さく設定しすぎる可能
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る，適応パラメータを用いたフィードパック型レート制御方式を提案する.以下，時
刻 t の単位を 1 セル転送時間とし，提案方式を，轄鞍検出方法，レート増加幅の決定
方法，送信端末への通知方法，送信端末のレート制御方法に分けて述べる.
[輯綾検出方法]
ボトルネックキューでの轄鞍検出は， 4.2 で述べた文献(44) の方法に従う.以後，轄
鞍検出の基準となる関値は，。仇 = Qth ,l = Qth.2 として説明する.
[レート増加幅の変更方法]
まず，以下のパラメータを定義する.
• t川:輯穫が解消される 11 番目の時刻 ( q (tI )く Q tJlI Qth:::; q(九- 1)) 
・んIcf • レート増加幅止のデフォルト値
. .4.，円川7
• A川川F川Pη1 レ一ト増加幅 A の最小値
• L(¥ :レート増加幅 A の取りうるレベル数
・ A(i) :レート増加幅 A の取りうる値
(但し ， A川 .1' = A(Lo) 三 A.(L()-l) 三.. .三 A.(l)=Amin )
• Qdf.C :レート増加幅A.を減少する基準となる関値
・ Qinc: レート増加幅 A を増加させる基準となる関値
• q1ll 0 .r ,ll • (t ll , tn+d での qパ f) の最大値
• l(t) :時刻 f におけるレート増加幅のレベル値 (1 三 1 (f) 三 Lα)
• A71 :時刻九1 において決定されたレート増加幅の値
• l ,r :時刻 tn において決定されたレート増加幅のレベル値(l凡 = 1(t1l) 
• Pi l1 C : レート増加幅 A の増加を決定する時間間隔
• P,'e .s el :レート増加幅止をリセットするための時間間隔
• tinc :レート増加幅 A の増加の基準となる時刻
・ 1何sel • レート増加幅 A のリセットの基準となる時刻
現在時刻を f とすると，ボトルネックキューが要求するレート増加幅は，図 4.5に示
される手)11買により決定される .
・ #1 では， t 71 において ， qm孔川が関値 Qdec を超えた場合，レート増加幅のレベル
値を下げる .
・ #2 では， Q7Ho .r ， 71 がある一定時間 Pincの問，関値値 Q川をこえなければレート増
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加幅のレベル値を上げる.




BECN または FECN をベースにする方法が考えられる. BECN の場合，交換機が
直接制御セルを伝送することで，轄鞍並びに変更された A のレベル値 lη を送信端末
に通知できる. FECN の場合は，受信端末から送信端末に伝送される轄鞍通知のため



















提案方式では ， .41110.1" (こんIr j) ， Amiη ， Lα 及び A( i) の設定方法が重要となる.本
検討では，レート増加幅を制御することの効果を調べるため，その最大値をレベル数
で等分する場合を考える.この時，レート増加幅のレベルが i の時の値 A( i) は次式
で表現される.
4.4.1 評価モデル
A.(i) =土A…Lα …… 




スタックとしては 物理層を除き下位層から， ATT\ I レイヤ， AAL (AT:l¥1 Aclapta tiOll 
Laycr) レイヤ，パケットレイヤとする. AAL レイヤには Type 5 を仮定する (67) パ
ケットの再送方式には，ウインドウサイズ 8 の Go-back-N(69)ぷ)を仮定する.送出可能
なパケットは，セルバッファが空になると， 1 パケットを収容するに十分な容量をもっ
セルバッファに収容される.リンク容量 C を 155 Mbit/s とし，ボトルネックキュー
の利用可能帯域(処理率) B1V はリンク容量と等しく設定した. ATM レイヤにおけ
る轄鞍通知方法は FECN とした.その他のパラメータとしては，ファイパ中の伝搬遅
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延: 4.9 ns/m，パケット長: 8 Kbyte，パケットバッファ: 1 Mbyte , Qma:r: 100 C'ell , 
Qth : 2 cell , Qinc: 15 ccll , Qdec : 40 cell , Tf : 15 ce11 tíme , B: 0.9 ， 九 0.5 ms , Ti 









場合の，ボトルネックキューの待ち行列長 (a) ならびに送信端末の送出レート (b) 
の過渡特性を検討する.本検討では，送・受信端末間距離を 75 km とし，ボトルネッ
クノードは中間に位置するものとする.アクティブコネクションにおいては，パケッ
トバッファは常にパケットで満たされているものとし，時刻 70000 ('c1 time におい
て， 6 本のアクテイブコネクションに 7 番目のコネクションが加わるものとする.図
4.7 , 4.8 に，国定パラメ一夕方式:パ(Aんlna
を示す.
4.4. 性能評価 53 


















う，送・受信端末問距離が 100 km から 50 km の範囲に一様に存在する場合を考える.
また，コネクションがアクテイブな状態とそうでない状態をとり得る環境として，コ




図 4.9 (a) 1 (b) に，固定パラメー夕方式: (4 、 1) ， (8 、 1) および提案方式: (8 ， 4) の
グッドプット・エンドツーエンド遅延特性とそのパワー(グッドプットと End-to-cnd パ
ケット転送遅延の比)特性を示す.図 4.9 (a) から，固定パラメー夕方式では ， A ニ 4
の場合，コネクション数が増加しでも良好なグッドプット特性を示しているが， A = 8 
の場合，コネクション数がある程度増加するとエンドツーエンド遅延が急激に増加し
ている.一方，図 4.9 (b) から，コネクション数が少ない場合， A = 8 の場合の方がパ
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(b). Queue length ('haracteristics (b切). Queue leng郡th ch凶1a.l剖1'a.c付te臼町叩r口.'1店S叫tics
シミュレーションによる提案方式の伝送レートおよび待ち行
列長の過渡特性
図 4.8シミュレーションによる AM-RBCC 方式の伝送レートおよ
ぴ待ち行列長の過渡特性
図 4.7
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り，網資源を共有する輯鞍制御である . 本章では， AT~l-LA 
データトラヒックをサポートするための VBR+や ABR などの
のような規模の小さな
フィードパック型レート制御は，
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(b). PO問r characteristics. 
図 4.9 不均一距離モデルにおけるパワー特性と Encl- to-encl バケ ツ
ト転送遅延特性




















限容量単一サーバ待ち行列の解析がなされている.例えば，二状態 NIMBP (Markov 
Modulatecl Bぞrnoulli Process) の重畳過程(48) ， D-MAP (Discrete time Markovian 
59 
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Arrival process) (49) , D-B:v1AP (Discrete timc Batch ;..1arko¥'ian Arrival Pro('C'ss) 
(50)ー(.5 2) ， D-SMP (Discrete timc Scmi-?larkov Process) (53) などを到着過程とする待ち
行列モデルが解析されている.しかしながら，サービス過程に関しては，サービス時










本章で，到着過程，サービス過程に仮定した D B:.IAP (Diserete-timc Batch ~ hnkoｭ
¥'ian Anival Process) (51) , D-i-JAP (DiS(Tctc-timC' ~IarkoYiéUl Aniyal Pro('css) (?) 
は離散時間状態遷移確率行列によって表される位相型の到着過程である. D B~IAP 
は， D MAP を集団到着過程に拡張したものであり， ;...ülBP や DisCTC' te- tilllc PH np 
(PHa.se type Renewal Proecss) 等，相関性を有する到着過程を表現でき (7l) ， しかも






や HOL (Head Of Line) 制御などの優先権制御システムなどが挙げられる.
このように， D BJ¥1AP /D-IvlAP /1/:\ は，さまざまなトラヒック制御システムへの
適用が可能であるが，到着過程やサービス過程の位相数の増加に伴い，その状態遷移
確率行列の状態数が多くなるという問題がある.この問題を解決するため，本章では，
文献 (57) に示される M/G/1 型の無限容量単一サーバ待ち行列に対する解析手法を有
限容量待ち行列に拡張し，状態遷移確率行列を構成するブロック行列単位の行列演算











律は， F1FO (First 1n First Ollt) に従うと仮定する.待ち行列システムへの到着過程
は D B:.IAP に従う集団到着をなし 一つの集団到着内ではランダム順に到着すると
仮定する.集団到着に対する受け入れ規律としては，空きバッファ以上の集団到着が
発生した時，空きバッファ分だけを受け入れ，あとは廃棄する PBAS (Partial Batch 
Aα'cpUll1 ee Strategy) を仮定する(7:2 ) また，サービス過程には D-MAP を仮定してお
り，スロット内での退去数は高々 l である.
5.2.1 到着過程とサービス過程
D I3~lAP ， D- l'vIAP について説明する. D-B I\ IAP は， D-ìvIAP を集団到着に拡張し
たものである. D-~IAP は， D-ß~1AP において，最大到着サイズが 1 の場合に相当する.
Observation Point 
Arrival 
n th slot 
departure 
図 5.1 スロット内での発生事象の順序
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D MAP は，離散時間有限マルコフ連鎖の s x s の状態遷移確率行列万二玄立。万んによ
り表現される.ここで，万es 二 esが成立する.但し ， es は全要素が l である sx1 ベクト
ルを表す. (')1 ， 1' が行列の (l ， l') 要素を表すとすると， D-B i\1AP の状態が，あるスロット
開始時点において lであり，次スロット開始時点で状態 Yに遷移する条件の元で，サイズ
kの集団到着が発生する確率は， (Dk)l./I/ (D)l./I となる 状態遷移確率行列万の不変
ベクトルをθ とすると，単位スロット当たりの平均到着率ρは ， p = 8 L~こ 1 kDkes で与え
られる.但し ， 8 ニ 8D ， θes = 1 を満足する.また，状態遷移確率行列DA= 乞立oDf
一;::::::B _~ -=B , /-(γ × γ行列)と D~= 乞之OD~(SXS1丁列)によって支配される D B~IAP の重畳過程
は，状態遷移確率行列万A@Zf(rs × γs 行列)により支配される D-B I\ IAP となる.こ
こで③はクロネッカ積を表す.この場合，あるスロット開始時点において，状態遷移確
率行列万A ③万Bの位相が lであり，次スロット開始において Yに遷移する条件のもと
で，サイズ kの集団到着が発生する確率は， ZL。 (D; ③万乙71)1.1 1 /(万48Dり/./，で
ある.このように， D BMAP の重畳過程もまた D-B:\IAP により容易に表現できる.
本章では，到着過程，サーピス過程である， D- Bi\ lAP , D<'dAP がスロット開始時
点における系内客数に依存する場合を考える.つまり，スロット開始時点における系
内客数が 1 の時，到着過程，サービス過程を表す D-B~IAP ， D-~IAP が次のように表
現されるものとする.
(Cn, ~Yn ， }二)は， n = {(i ， h ， l) !O 三?三 N， l :三 h :; 1', 1 三 l::;s} 上の確率過程となり，
その状態遷移確率Qは次のようになる.
。 l 2 N -2 N -1 N 
。 Bo Bl B2 BN-2 BN-l BN 
1 I A1.o A l,l A1.2 Al ,N-2 Al.N-l Al ,N , 
2 07'~ A 2,o A2.1 A 2,N- 3 A・2 ， N -2 A :2, N- l 1 
QN = 3 。1~.5 07'8 A3.O A3、N-4 A3.N-3 A 3,N- 2 I ( 5.3) , 












一一? ( 5.4) 
到着過程 :万[1]_ 芝同] (s X S 1T7iJ), D[九 = e8 (3.1) 
サービス過程 : D[i]= 乞 Dyl ('1 X ，行列) ， D [i]e ,. =ι (5.2 ) 
Ai . k 二
D¥'] @ D~ I (k = 0)
D[li] @ Dt] + D~] @ D~~l (1 :; k :;N -i) 
DI| ( 53DJ:!+Dl1 8E DJf(k=Af-i+ l) 
(5.5 ) 
m=N-i+l m=N-.; 
ここで， Dllpjlの添字 k ， j は，それぞれスロット内における集団到着サイズ，退去
数を表す.但し，系内客数が 0 の場合，退去は発生しないためDP 二 0 .， となる 但
し ， 01 は 7・次正方零行列を表す.
である.三次元マルコフ連鎖 {Cn ， "'\1,' l '~t} の定常状態確率を， hl=J込 Pr{Cn = i, 
Xη =h 、) ~， = l} とすると，定常状態確率ベクトルX=(XO ， X1 ， '" ι N) は，
X=xQN ， xe川 N+l) = 1 (5.6) 
5.2.2 状態遷移確率行列 を満たす.ここで，部分ベクトルι は，
図 5.1 に示すように，スロット開始時点を視察点とする.ここで，第九スロット開
始時点における系内客数 Cn ， サーピス過程の位相 -\n ，到着過程の位相 1 ~1からなる
3 次元状態空間 (Cn ， "-\n , Yn ) を考える.以後，特に断らなければ， C71 をレベル，サー
ビス過程と到着過程の位相 (..\"11 ' }/~l) をフェーズと呼ぶことにする. 3 次元状態空間
Xi 二(仇1 ，1，・・. ,.'ti ,l ,s , 1'i,2,1 , ・. ， Xi ， 2 ， s ， ・・ ， Xi ， r ， l ， ・・・ ， Xi ， r ， s) (5.7) 
である.このように，状態遷移確率行列QNは，上ヘツセンパーグ行列(73) と なる.
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5.3 解析 定義から，行列G:r「+判判111川
本章では，文献 (57) に示される MJGJ1 型の無限容量単一サーバ待ち行列に対する
解析手法を拡張し，有限容量の場合の定常状態確率ベクトルzを計算するアルゴリズ





まず， GV) を ， rSXTS 行列とし，その (u ， U') 要素は，レベル l から;'への初度到達
時間開始時におけるフェーズが u であるという条件の元で，初度到達時間が kスロッ
トでありかっその終了時のフェーズが u' となる確率を表すものとする.但し，
G(v+m ー 1 ， i-1 )一
ん一
E乞: H G :r「7f円111 一Jム川、
k} + -+k"川l=k j=1 
k 1 三 1.- .. k m 三 1
5.3.1 系内客数分布
17,s (m = O,k = 0) 
(5.10) 
Ors ( otherwise) 
と表される.ここで，行列Gr-l)は，式 (5.10) を用いて，
k = 1 の時，












G~i.i') = J 1rs (k 二 0 ， i 二川
10吋 (k = 0 ヲ i > i') 
( 3.8) となる.よって，式 (5.10) (5.12) より，確率母関数行列G(i ， i ー 1) (コ)は，




















内客数に依存しないとき，行列G(リー 1) は，系内客数 1 によらず一様となる.一方，本章




C(i ,i-l) _ 
N-i+l 
zλ111 I C(i+m ーj ， i+m-j-l) (5.14) 
を得る.ここで，式 (5.14) は，到着過程，サービス過程が系内客数に依存しないよ
うな無限容量の場合における，行列Gに関する行列多項式表現に相当する ( .5 ï)，(28)
式 (5.13) は，右辺にG(i ， i ー 1) (z) を含んでいることから，
I N -'i+1 m-1 I 
G(trl)(z)=z|Ivs-z Z λ111 I c(i+m一川111ナ 1)(川 Ai ,o (5.15) 
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( 5.22) 
N mー lk ニ乞 Bmr G(m-j;m-j-1) = 語。





ー­.rJ.. i ，k 一
と表される.
レベル 0 という条件の元でのフェーズの定常状態確率分布ベクトルぬは，ここでを定義する.式 (5.15) において z = 1 を代入し，式 (5.16) を用いることにより，行
列G(i ， iー 1 )を計算するための再帰式 (5.23) XOe吋= 1 語。=云OK ，
(5.17) G(t l)=[ITs-Zl-1λ 。 ベクトルXo とベクトル云oの聞には，を満たす不変ベクトルとして計算できる.但し，
次の関係式が成立する.を得る.行列G(i，i-l) は，行列G(N ，N- l) を初期値とし，式 (5.17) を 1= 入ヘ 入T -1 ,' 
として再帰的に用いることにより計算できる.ここで，初期値G(N ， N- 1) は， (5.24) 云。 = γXo (γ: 比例定数) • 
システムの平衡状態方程式は，式 (5.16) , (5.21) を用いてまた，G(N，Nーl)=[I7 5-Ll l -l 瓦N.O
(5.25) 
Xj - Xo云?十 LXj瓦J.I
(3.18) 
(1 壬 .i ~ N) である.
次に， KA・ を， 1・ s xγs 行列とし，その ( 'U ， U') 要素は，レベル O への再帰時間開始時
のフェーズがl/，であるという条件の元で，再帰時聞が k でありかっその終了時の位相
が dで、ある確率を表すものとする.この時，次式が成立する.
と表される.式 (3.25)は，右辺にベクトルXj を含んでいることから次式を得る .
( 5.26) Z ニトんU:>2) ~ XjA} ,i] (1", -Ai') -1 (1 三 i ~ N) 
但し， Ó(.) は，添字が真ならば l であり，偽ならば 0 となる.ここで，ベクトルム =γXi
を定義する.これらを式 (5.26)に代入するすることにより，ベ クトル云t を計算する(5.19) 
(k = 0) 

















記，は，云o を初期値とし，式 (5.27) を i = 1 ，・・ '， N として，再帰的に用いることによ











行列K 全 K(l) の (u ， u') 要素は，レベル O への再帰時間開始時のフェーズが u であ
るという条件の元で，終了時の位相が u' となる確率を表している.式 (5.21 )を用い
ると，行列K は，
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[step.l] G(i ， i九 [ITs-ZJ-1λo (i = JV, • • • ， 1) を計算する
[step.2] K = Bo を計算する.
[step.3] 正0= 云oK ， xoers = 1 を計算する.
[step.4] ゑ= [云o玄 + 8i?:.2 l:j-==~ XjAj ,i] (Irs -Ai ,i) -1 (i = 1," • ， I'{) を計算する
[step.5] ì 二乞立。云je 1• S を計算する.
[step.6] Xi = 云dγ ('i= 0 ，・.. ， N) を計算する.
5.3.2 稼働期間分布




Pr {Y = 川二 t=1 
XO (1 1' 8 ー云。) e ,.s (3.29 ) 
よって，稼働期間の確率母関数 Y(z) 全 ε~=lP ，可 (γ= 7ll} グは，式 (3 ， 10) , (5.29) 
式から
N ; 
xo2二云iIl G(i -j+l ,i-J) (:::)e l' s 
1-(二)=-'二1 j=i(330) xo(lrs- 云。) ers 
となる.ここで，稼働期間の平均値 E[Y] は次式から計算できる.
N~ i j i-k l flG(りー 1) (二)I 
I Xo L Bi L ~ Il G(i-j+1 ,i-j) ~ l~'-" À~ \~ J I d1-( 二)I 凶ん=l iJ=l j dz|ー[1'] = 一一一| = 1 J E (331) 
1':=1 
-
Xo (1's -云。) el •s 
.凬(J+J ， j) ， 、 |




着目客が到着する事象を An とし，その着目客が廃棄される事象を Ln とする.この時，
5.3. 解析 69 
廃棄率 p/os s は次のように表される.
p/oss 全 Pr {Ll> IAn} (5.32) 
ここで，単位スロット当たりの平均到着数Pínput ， 平均収容客数ρaccom ， 平均退去数ρoulput
は次式のようになる.
んIJUt=SEMz(IT ②万~]) e1•S (5.33) 
ρ…=会主主 111州 -t+jk}(DJWll)ers (5.34 ) 
P川Lt=ZZi(D118Is)εI'S (5.35) 
ここで，付録E に示すように，
んccom - ρolll ]JlI l (5.36) 
が成立する.式 (5.33) - (3.36) を用いて，式 (5.32 )は
nρi叩11I -Pαccom PI叩ttf - POlltPlIt 
】ー





Djl=DYl(l 三 i ~ _'^ -.T , j = 0, 1) (5.38 ) 
の場合に限定して考える.この時，サービス過程と到着過程は独立となり，ある着目
客のシステム滞留時間は，着目客が到着時に収容されるバッファ内での位置とサービ
ス過程の位相にのみ依存する.そこで， wri-l) を ， T X 1・行列とし，次のように定義
する.
wy-1) 全 Dgjk - 1 D~l] (i 三 1) (5.39) 
wrFー1)の(
'/./, ' '/.L') 要素は，ある着目客のバッファ内での収容位置が待ち行列の先頭か
ら i 番目にあり，かつサービス過程の位相が u にあるという条件の元で，ある着目客
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のバッファ内の収容位置が先頭から i -1 番目となる初度到達時間が kスロットであり，
初度到達時間終了時のサーピス過程の位相が dになる確率を表している.ここで，行
列wrt-1)の初度達時間に関する確率母関数行列WU，i-l)(Z) 全乞之l Dtll:ー 1 DIll zんは，
w(μt叩山，1-ιlトH一→汁1





,. ^ 、 I L tr(Db11kJ 一 1 Ð ~刈 (k 三 i 三 1) 
wγ1={U Ttzj二 1 '\ノ
I 0 l' ( otherwise ) 
(3.41) 
式 (5 .40) , (5 .4 1) より，行列w;，O) の着目客が退去に要する時間に関する確率母関数
行列W(i ，O)(.:) 全 ZL wfO)二1.:，ま，次式のようになる.
W(i ,O)(.:) = {ご [I-2Dtl「1Dlil)t(342)
ここで， 1くl を，第 11 スロットに着目客が到着し，到着直後の FIFO バッファ内での先
頭からの収容位置を表す確率変数とすると，その分布関数は次式から計算できる.
1 i+i-l 00 、
玄乞乞 X/ (D)ll@ 同1) ers 
Pr{九 = i} = ~=0 1=0 k=i-/+ j 、〆(3.43) 
PO川puf
また， Sを着目客のシステム滞留時間を表す確率変数とすると，式 (5 .4 1) , (3.43) か
ら，システム滞留時間分布 Pr{S=m} は次式のようになる.
N 1 i十 I 一 l ∞/、EJE;2: 乞 x/ (D)'l@ 万ll)(wy) ③ 18) e.,.s 
Pr{S = 川二凶 j=O /=0 1.:= 
POlt1pul 
(5.44) 
よって，システム滞留時間分布の確率母関数 S(z) 全乞ご=1 P'I・ {S=m.}z 71l は，式(5.42 
) , (5 .44) より，
N 1 i+i-1 ∞ノ、LL 乞 t XI (D;l@ 万~l) (W(i,ü) (z) @ 18) e1,s 
S(z) = ~=1 j=O 1=0 k=i-l+j' / (5.45) 
ρO'ut]J ut 
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となる.システム滞留時間の高次モーメントは，次式を用いて S(z) を微分することで
計算できる.
I , /_ _ 1¥ m+l 2手;ムトJ口バzパ柏[戸仇IムU 一 z氾訓C引] 一1 DI一1f=訂lη川7










Um 全 w口 、0) ③ Is (5.47) 
また，行~IjU" の人・に関する確率母関数行列をU(二)全 zr=l UmZ??? とすると，行列U(z)
は次式のようになる.
U(二)二 W(l ，O)(Z) @ 18 ( 5.48) 
一方，第 n 十 1 スロット開始時点においてレベルが零のとき ，次の退去が発生するに
は，新たにシステムに到着した客が退去する必要がある. Rm を ， 1'S X 1・ 5 行列とし，そ
の (u 、 u' ) 要素は，あるスロット開始時点においてレベルが零であり，かつフェーズが




また，行列Um の m に関する確率母関数行列R(二)全 zr=IRmJ771 は次のようになる.
昨) =二 [I75-z(Dfl@ 万円r(Db01?f D~OI) . (5.50) 
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ここで ， D を退去間隔を表す確率変数とすると，式 (5 . 35) , (5.47) , (5 .49) から ，退
去間隔分布 Pγ {D = 177，}は次式のようになる.
(/:1);) Xl (DP] @ L司] ) +ど Zi(DI18Is))Um




よって，退去間隔分布の確率母関数 D(二)全乞ご=lPr{D=m} 二川は，式 (3 .48) , 
(5.50) , (5.51) から，
{Xl (D¥lIO ~ D~I ) +会(山川町二)1 ¥ k=l / i=2 ) I e. 
D(z) = 
河1 (D~ll ③同1 ) R( 二 ) U( 二) J 
( 3.52) 
ρ0111 7) 111 







Size : K 
Departure 
図 5.2 リーキーパケットの待ち行列モデル
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量 Iピのトークンプールからなるバッファードリーキーパケット(図 5.2) (27) 司 (28) を考





成事象とする. トークンは，スロット開始時点におけるトークン生成位相が 0 のとき ，
退去事象の後に生成されるものとする.
到着過程には，各状態でのスロット当りの平均到着率を変化させるパラメータ c(O 三
('三 1) を導入した，二状態、 ~I~IPP (~Iarkov ~loclulatecl Poisson Proωss) を想定す
る.ここで，各状態は，平均 1/0の幾何分布に従い，状態 l では平均 (1+ c)ρ，状態
2 では平均 (1 -c)ρのポアソン分布に従う集団到着をなすものとする.この時，単位
スロット当りの平均到着率Pin ]Jltf はpとなる.ここで，スロット内での到着セル数の変
動係数 Cbならびに n スロット後のセル到着数との相関係数 Cc(n) は，
内 c2ηC~ 二 ρ-1 + c2 , C c ( 1) =一」T × (2α -1t1 + cZp (5.53) 
となる (;)0) つまり ， c ならび、にαの値が大きいほど到着過程の相関性が強くなる.
サーピス過程であるリーキーバケットの制御パラメータとしては， トークンプール
サイズ 1; ， トークン生成間隔 Tがある. 1) ーキーパケットでは，単位スロット当りの
最大スループットはトークン生成間隔の逆数となる (71) そこで，最大スループットが
一定になるように ， トークンプールサイズ Tを固定とし， トークンプール容量 Iピをパ
ラメータとして，到着過程の相関性をパラメータ c により変化させた場合のセル廃棄
率 p[oss ， 平均システム滞留時間 E[s] ， システム滞留時間の標準偏差σ，5，セル送出間隔
の変動係数 Cd を検討する.ここで， トークン生成間隔 T = 3, FIFO バッフア容量




図 5.3に，廃棄率特性を示す. c の値，すなわち到着過程における各状態問でのスロッ
ト当りの平均到着率の差が大きくなるにつれ，セル廃棄率が大きくなっており，セル
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図 5.6に退去間隔の変動係数特性を示す. c の値が大きいほど，退去間隔の変動係数
は大きくなっている.また，トークンプール容量が大きいほど，退去間隔の変動係数は
セル到着過程の相関性がセル送出過程に残存していることが分かる.









クンプール容量 I{が大きいほど平均システム滞留時間は小さくなる . Iピ =7 とすると，
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76 第 5 章レート制御方式の性能評価に適した待ち行列モデルの解析
本章では，到着過程とサービス過程に相関性のある離散時間有限容量単一サーバ待














ATj\ I は，広帯域サービス総合ディジタル通信網や LAN において，網の高速・広帯





















78 第 6 章結論
パケット方式が，最大セル送出速度の制御方式として有効であること明らかにした.
第 3 章では， B-ISDN を介した LAN 間相互接続におけるゲートウェイ問レート制御
を検討し，受信側ゲートウェイ( G"\V:Gate九Vay) の状況を考慮した動的な帯域確保を














































4 章で検討した方式は，その適用領域が B-ISDX ， ATI\'I-LAN とネットワークの規模
は異なるものの，その基本概念としてはセル送出速度を動的に制御することで，通信
品質を維持し，網資源の共有を図るというものであり， ATlvl の特徴である多元速度性








ATM は B-ISDI\"や ATM-LAN など，次世代の通信網の伝送方式として期待され
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2 x 2 行列PA ， P(I2 - A) を次のように表す.
PA 全 (::)P(い)全 c:) 
Pr(h= l) 、 (ん= 1 ， 2) は，スロット開始時点において MMPP の状態が kであり，ちょ
うど 1+ 1 スロ ッ ト後にセルが到着する確率である.従って， Pr( h = l) , (k = 1, 2) は，
行列 {P(I2 -A)}l P(l 一入2)μ1112 i: 0 のとき対角化でき， Pr(h 二 l)， (k = 1 ， 2) は，次
式で表される.
Pr(Il = 1) = <Þl,l ki +争 1 ，2k~ ， Pr( ん =l)= 争之lk; +φ口kj
但し，弘、1 ， φl 之， φ2，1，島、2 ， k 1 ，んは次のようになる.
k1 
φ 1 ， 1 
<ﾞ2.l 
α +d 十点三 d)2+4bc k 一 α +d -J(α - d)2 + 4bc 
b(, +ω) -(k2 ー α )(α + ß) 争 1 ぅ= ~k 1 -り(α 吋) -b(γ +ω) ? 
J( α - d)2 + 4bc ， ~，-ゾ(α - d)2 + 4bc 
c(α + 13) -(ん - d)(γ +ω) '" (k1-d)(γ +ω) -c( α+β) φ2 ，2 = I J( α - d)2 + 4bc ， -ゾ(α - d)2 + 4bc 
ここで， k1 ，んは，行7'IJP(I2 - A) の固有値である.
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付録.B システム の定常状態確率は次のよ うに なる .
n (1 -¥ Jμl 
一一
i 02- AIl +μ2 
p 入21'1
ーは μ1+μ2
T) (1 一入d!l 2
一一io ,l -All + μ2 
P 入 lIl2-
l ,l - II + !l2 
こ れ らを解 くこ と に よ り，
gl.: ,L( :: ) (k = 1 ， 2 ) は次のように計算できる.
2: Pr(max(h , L) = l):l ムg1 ， L( 二 )
無制御の場合のセル送出間隔分布 d( 'Tl ) は次式の付録.A ， 付録 .B の結果を用いると ，一一? ????
∞Z4 ?? ?γL く一? ?? ?? ?
y l,l Pr(h =η- 1) + P1,2Pr(h = n -1) 
Pl.l + P1.2 
入 1μ2(φ1 1112 ー1+ 争1，21..:・2- 1 ) + 入Û' 1 ( 争1 1 k?- l +争21k;-1)






，.， L 乞(丸山i+φ1.:，2k~) + 乞(丸1 k i +久2k~ ) ごl
十kl(IJ;:l+ι小川111+ι主)}
セル送出間隔の確率母関数は次式の よ うになる.
入1 11 2 (主計 在三)十 M1 (台去 + 舎￡)D(:) = '" "1 ・ ノ 、





時点における FIFO バッフア内のセル数が;， ).ßIPP の状態がj にある確率 P1 ，j を導出
する.この時，次の平衡状態方程式が成り立つ.
セル発生過程は，
入 b(r) {(l -μ1)入 1+ P1 入2+p1(1 一入2)} PO ,l 
Ll ニ μ2(1 一入1)九2 + (1 -μr)( 1 一入1 )P1,l + μ2(1 一入t)P1 ， 2
{(1 一 μ2) 入2+μ2入 1 + !/2( 1 一入l) }P1ω
q(t) =μ1(1 ーん)九，1十 μ1 (1 一入2) Pu + (1 -P 2 ) ( 1 ーん )Pし2
Q, {(1 -μ1)( 1 一入1) +μ1 (1 一入2) + !11 入2}P1 ， 1
= (1 -11 1) 入 1 PO ， 1 + P2入 lPO 司2 + 1 1 2 入 1 PU
Q'h {tl2 入 1+μ2(1 一入J) + (1 -P2)( 1 一入2)} P1,2 
=μl 入2PO ， 1 + (1-μ1)入2PO ， 2 + /1 1 入2Pl，l
ボ ト単一コネクション有限容量ボトルネックキュー流体近似モデルにおける，図 D.lまた，次の確率保存則が成り立つ.
ルネッ ク キューへの到着レートと待ち行列長の変化
PO ,l + P O,2 + P 1,1 + P 1,2 = l. 
94 付録 付録.E 95 
付録.D (D.14) Al 入η 二
Tη 
(D.15) Ln J一/OSS 一 Aη 
(D.16) Gn 9,1 = 
Tn 
図 4.1 において I N = 1 とした場合の流体近似による解析結果を示す.時刻 0 にお
いて，送信端末の送出レートならびにボトルネックノードのキュー長は共に 0 と仮定
する.ボトルネックノードへの到着レートん(t) がボトルネックの処理率μを越える n
番目の時刻を to. 71 としその時刻におけるボトルネックノードのキュー長を仏1 で表す.
また I [to川 tO ，71+1 )を周期 η と呼ぶ.図 D.1 に，周期 η における，ボトルネックノード
への到着レートとキュー長の変化を示す.図中に用いている各パラメータは，次のよ
うに計算できる.但し I Anl L1l1 Gη はそれぞれ，周期 11. でのボトルネックキューに
おける総到着セル量，廃棄セル量，総送出セル量であり I -:¥'1' p/OSI3' 911 は周期 11 にお
けるボトルネックへの平均到着率，廃棄率，グッドプットである.
ここで，式 (D.3) における Root( α ， b) は， 1 -e-l' - pω -b の解である.上式を
1 qll-q叶 11 く ε となるまで再帰的に計算することにより，定常状態での結果を得る(本
論文では， ξ ニ 10- 9 とした ) .また，この過程における最大のふl.O3川を最大待ち行列長
qll!(l .1 とした.
付録.E
p(lcrOIl PO叫)111 を証明する.式 (5.4) , (5.5) , (5.33) から，
t 1,1l 
j2(Qfh_-q1l) (D_l ) iα 
f2,n 一 ~小αx，n) (D ,2) 1-ﾟ μ 
t3 ,11 土Root ( 1, (1 -/3)( q,,::, ,n -Q th ) ) (D.3 ) 1 -;3 、
t 4 , 71 
μ 一入行11 1l ,11 (D.-!) 
α 
4 
Tn - 2T+ 乞 ti ，n (D.5) 
i=l 
入1na.r、 n ニ μ+α (t 1 ，n+ T ) (D.G) 
入門lin ， 11 = ae 一(1-β ) (t3 ， ，，+r) (D.'? 
qmαl' ，η 
α ( t 1 ，η+ ァ )2 ， 1 (D.8) = qn + '-"'n ' +1-β D(入71l. (l J' 一 μ) 一 μt2 ，1I
Q,uax ,71 ニ min(ιnax川 Qmax) (D.9) 
qn十 l = max ( Q'h + lfβ e-(l 削t3 ， n (1 -e-山)w-iαd，，，， O)(DIO)
?、 =μTη 十 Qth -qn + qma:r.n -qmα:1'，η 
+~e-(l一β)t3.n (1 -e一(1ーのT)-w-h2 (D.11) 
1 -;3'_' 
" 
.L l. },.., 2 \"<<'4,11 
Ln = lnax (qmax ,n -QmαX ， O) (D.12) 
Gn qn + A71 -L71 - qn十 l (D.13) 
ム
ρ(l CC0111 主詰主 221m山11 山川1山i江1
=恰恥s+22ifgl(k-l)LJEl(Dlldl)ト1'S
N N ∞/ , ..'\ 
- Xo 玄人・云k e，'S+L xi2二 (D~J 0 万:l)ers
+22i(Zl(k-l)L-L}em 
N N N-i+1 N 
-ρoul/)ul 十 Xo LjBj e " s 十 乞 Xi L j瓦 i ，je " s -L X'ie"S (E , l) 
となる. ここで，式 (5 ， 3) I (5.G) から， 0 く t く Nに対し，次の二式が成立する.
min{i+l ,N} 
Xie"S xOBi e l's 十:L XkA I.: ,i- 1.: (E.2) 
1.:=1 
N-i+1 
X 'je " s 二 Xi L Aj〆1'S
ん=0
(E.3) 










NXNers = 八lxoB同 s+ L X I.: A I.:, N -1.:+1 (E.5 ) 
を得る.従って，式 (E.4) , (E.5) から，
N N-1 
L Xiers L i (Xi - Xi+I) ers + ^TX川 5
N N! 
Xo 乞 iBie l' s + 乞 i 乞 XI.: A I.: ， I_ I.:+1 e ,.s - 乞 lXI+l 乞 Ai+l ，l.: e ，. s
N N N-I+1 
Xo 乞 7・Bie l' s + 乞 XI 玄 kA 1 ‘ I.: e ，.s (E.G) 
i=1 1=1 1.:=1 
が成立する.よって，式 (E.l )は，
んccom ρoutput (E.? 
となる. • 

