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The Hamilton function is a powerful tool for studying the classical limit of quantum systems, which
remains meaningful in background-independent systems. In quantum gravity, it clarifies the physical
interpretation of the transitions amplitudes and their truncations.
I. SYSTEMS EVOLVING IN TIME
Consider a dynamical system with configuration vari-
able q ∈C, and lagrangian L(q, q˙). Given an initial con-
figuration q at time t and a final configuration q′ at time
t′, let qq,t,q′,t′ : R → C be a solution of the equations of
motion such qq,t,q′,t′(t) = q and qq,t,q′,t′(t
′) = q′. Assume
for the moment this exists and is unique. The Hamilton
function is the function on (C ×R)2 defined by
S(q, t, q′, t′) =
∫ t′
t
dt L(qq,t,q′,t′ , q˙q,t,q′,t′), (1)
namely the value of the action on the solution of the
equation of motion determined by given initial and final
data. This function, introduced by Hamilton in 1834
[1] codes the solution of the dynamics of the system, has
remarkable properties and is a powerful tool that remains
meaningful in background-independent physics.
Let H be the quantum hamiltonian operator of the
system and |q〉 the eigenstates of its q observables. The
transition amplitude
W (q, t, q′, t′) = 〈q′|e− i~H(t′−t)|q〉. (2)
codes all the quantum dynamics. In a path integral for-
mulation, it can be written as
W (q, t, q′, t′) =
∫ q(t′)=q′
q(t)=q
D[q] e
i
~
∫
t
′
t
dtL(q,q˙). (3)
In the limit in which ~ can be considered small, this can
be evaluated by a saddle point approximation, and gives
W (q, t, q′, t′) ∼ e i~S(q,t,q′,t′). (4)
That is, the classical limit of the quantum theory can be
obtained by reading out the Hamilton function from the
quantum transition amplitude:
lim
~→0
(−i~) logW (q, t, q′, t′) = S(q, t, q′, t′). (5)
The functional integral in (3) can be defined either by
perturbation theory around a gaussian integral, or as a
limit of multiple integrals. Let us focus on the second def-
inition, useful in non-perturbative theories such as lattice
QCD and quantum gravity, which are not defined by a
gaussian point. Let L(qn, qn−1, tn, tn−1) be a discretiza-
tion of the lagrangian. The multiple integral
WN (q, t, q
′, t′) =
∫
dqn
µ(qn)
e
i
~
∑
N
n=1
aL(qn,qn−1,tn,tn−1) (6)
where µ(qn) is a suitable measure factor, tn=n(t
′−t)/N ≡
n a, and the boundary data are q0 = q and qN = q
′, has
two distinct limits. The continuous limit
lim
N→∞
WN (q, t, q
′, t′) =W (q, t, q′, t′) (7)
gives the transition amplitude. While the classical limit
lim
~→0
(−i~) logWN (q, t, q′, t′) = SN (q, t, q′, t′). (8)
gives the Hamilton function of the classical dis-
cretized system, namely the value of the action∑N
n=1 aL(qn, qn−1, tn, tn−1) on the sequence qn that ex-
tremizes this action at given boundary data. The dis-
cretization is good if the classical theory is recovered as
the continuous limit of the discretized theory, that is, if
lim
N→∞
SN (q, t, q
′, t′) = S(q, t, q′, t′). (9)
Summarizing:
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Quantum theory
Transition amplitude
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S(q, t, q′, t′)
N
→
∞
−
−
−
−
→
N
→
∞
−
−
−
−
→
Discretized
quantum theory
WN (q, t, q
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~→0
−−−→
Discretized
classical theory
SN (q, t, q
′, t′)
Classical limit
−−−−−−−−−−−−−−−−−−−−−−−→
TABLE I. Continuous and classical limits
The interest of this structure is that it remains mean-
ingful in diffeomorphism invariant systems and offers an
excellent conceptual tool for dealing with background in-
dependent physics. To see this, let’s first consider its gen-
eralization to finite dimensional parametrized systems.
II. PARAMETRIZED SYSTEMS
I start by revising a few well-known facts about back-
ground independence. The system considered above can
2be equivalently reformulated as follows. Introduce a
new evolution parameter τ and promote the physical
time t to a new dynamical variable t(τ). By chang-
ing variables q(t) → q(τ) = q(t(τ)) in the action, we
obtain a new action which depends on n + 1 variables
x = (q, t) ∈ C ×R ≡ Cex evolving in τ
I[q]=
∫
dt L(q, q˙)→
∫
dτ t˙ L(q, q˙/t˙) =
∫
dτL(x, x˙) ≡ I[x]
(10)
where on the l.h.s of the arrow the dot indicates a deriva-
tive with respect to t, while on the r.h.s of the arrow (and
from now on) it indicates a derivative with respect to τ .
For instance, a single particle lagrangian L = mq˙2/2−
V (q) gives L = mq˙2/(2t˙) − t˙V (q). This “parametrized”
system describes the same physics as the original one,
but in a different logic. The physical time variable t is
now treated on the same footing as the other dynamical
variables1 and the system has a local gauge invariance
under reparametrizations of τ . It is easy to see that the
canonical Hamiltonian of the action I[x] vanishes and the
dynamics is entirely given by the first class constraint
C(q, t, p, pt) = pt +H(q, p) ∼ 0. (11)
where p and pt are the momenta conjugate to q and t
and H(q, p) is the Hamiltonian of the original system.
As was recognized in the early days of the canoni-
cal analysis of general relativity [5], this is precisely the
structure of general relativity (GR). The general rela-
tivistic coordinates xµ play the same role as τ above
and reparametrization invariance is the invariance un-
der general coordinate transformations. Above, the
“parametrized” form of the dynamics has been derived
from an original “un-parametrized” form, while GR is
directly written in the parametrized form, with a local
gauge-invariance. “De-parametrizing” GR is possible in
principle, but spoils many of its formal properties, mak-
ing the formalism far more cumbersome and intractable.
In GR we better live with reparametrization invariance
and, in fact, take advantage of it.
What is the Hamilton function of the parametrized
system? From the definition
S(x, τ, x′, τ ′) =
∫ τ ′
τ
dτ L(xx,x′ , x˙x,x′). (12)
where xx,x′(τ) is a solution of the equations of motion
such that xx,x′(τ) = x and xx,x′(τ
′) = x′. But a moment
of reflection will convince the reader of two facts which
are at first surprising: first,
S(x, τ, x′, τ ′) = S(x, x′), (13)
1 That is, dynamics is not anymore interpreted as the description
of the evolution in t of the n configuration variables q, but rather
as a description of the possible relations between the n+ 1 vari-
ables x = (q, t) (see Section 3.2.4 in [2] and [3, 4]).
namely the Hamilton function of a parametrized system
is independent from τ and τ ′.2 Second, because of the
gauge there are many solutions of the classical equations
with the same boundary data, but S(x, x′) is indepen-
dent from the one chosen, that is, is gauge invariant.
Both facts are immediate consequence of the invariance
of the action under reparametrizations of τ . Further-
more, since the new action is just the old one in new
variables, S(x, x′) is precisely nothing else than (1).
That is, remarkably, the Hamilton function of the
parametrized system is the same object as the Hamilton
function of the original system. In fact, notice that the
original Hamilton function was already a function of (two
copies of) the extended configuration space Cex = C ×R.
The Hamilton function was already born as if it knew it
had to work in a parametrized language!
But this prescience goes, in facts, much farther. The
essential property of the Hamilton function (1) is that its
derivative gives the momentum3
∂S(q, t, q′, t′)
∂q
= p(q, t, q′, t′) (15)
But, a bit magically, it also happens to be true that
∂S(q, t, q′, t′)
∂t
= −E(q, t, q′, t′) (16)
where E is the energy at time t on the given trajectory,
and the energy is precisely −pt, as it is clear from (11).
Therefore the Hamilton function of the unparametrized
system already treats q and t on the same footing.
Let me now come to the discretization of the path in-
tegral. What happens if we discretize the path integral
of the reparametrization invariant theory? This can be
achieved by a short-cut as follows. Instead of fixing the
discretization of the time steps by tn = na in (6), let’s
integrate over the positions of the steps
WN (x, x
′) =
∫
dqndtn
µ(qn, tn)
e
i
~
∑
N
n=1
(tn−tn−1)L(qn,qn−1,tn,tn−1),
(17)
Notice that the “lattice spacing” a is replaced by the vari-
able quantity (tn− tn−1). With an appropriate choice of
integration range and measure µ(qn, tn), this discretiza-
tion provides a viable alternative to (6) [6].
We can therefore recover the structure illustrated in
Table I. The discretized quantum transition amplitude
2 S is a solution of the Hamilton-Jacobi equation
∂S/∂τ = H(x, ∂S/∂x) . (14)
But the canonical Hamiltonian H(x, px) vanishes because of the
gauge invariance and therefore ∂S/∂τ = 0.
3 This is why the Hamilton function contains the solution of the
equations of motion. Inverting p = p(q, t, q′, t′) we have the final
position as a function of the initial position and momenta, and
of the lapsed time: q′(t′) = q′(q, p, t, t′), namely the solution of
the equations of motion.
3(17) yields the full quantum transition amplitude in the
N →∞ limit and the Hamilton function of a discretiza-
tion of the classical parametrized theory in the ~ → 0
limit. A concrete example is illustrated in detail in [6].
III. THREE IMPORTANT POINTS
Before applying these ideas to quantum gravity, three
observations are required.
(i) I have assumed in the first paragraph of this article
that there is one and only one solution of the equations
of motion for any given boundary data. This is obviously
not true in general. Boundary data can bound several so-
lutions, or no solutions at all. A simple case is when the
data can bound gauge equivalent solutions, which have
the same action. This has no effect on the definition
of the Hamilton function, which is gauge invariant. Con-
sider then the cases in which there are gauge-inequivalent
solutions, or no solution at all.
A moment of reflection will convince the reader that
the existence of these cases does not modify the struc-
ture of Table I. The fundamental object is the quantum
transition amplitude. The Hamilton function is a de-
rived quantity that emerges from the classical limit of
the transition amplitude. If there is more than a single
classical trajectory between certain boundary data, then
the saddle point approximation of the functional integral
will give a sum over different critical points of the action.
If there is no classical solution at all, then the integral
will be suppressed in the classical limit. Therefore we
simply interpret the Hamilton function as a function on
C2ex which on some regions can be multivalued, or non
defined.
(ii) Care is required with boundary terms in the action.
A total derivative added to the classical action does not
modify the equations of motion but changes the Hamil-
ton function. The form of the action needed to define
the Hamilton function depends only on the variables and
their first derivatives. In gravity, the usual action
∫ √
gR
vanishes on all pure gravity solutions, but the Hamilton
function of GR does not vanish identically. We have to
use a proper action that depends only on the metric and
its first derivatives, or, equivalently, include the proper
boundary term, as we do below.
(iii) In a finite dimensional system as the one consid-
ered above, the boundary data are defined on the bound-
ary of a finite portion of a physical trajectory. The gen-
eralization of this procedure useful in field theory and in
quantum gravity is to consider a finite portion of a phys-
ical trajectory as well. For this, consider a finite region
B of spacetime and its boundary Σ = ∂B. For a field
theory on a metric space, the analog of the boundary
data (q, q′) is given by the fields value on Σ, while the
analog of the data (t, t′), that determine the location of
the boundary in the background time t, is given by the
coordinate position Σ : σ → xµ(σ) of the boundary 3d
surface Σ in the background metric spacetime.
In a general covariant theory, on the other hand, the
general relativistic coordinates xµ drop out of the Hamil-
ton function, like τ and τ ′ drop from S(x, τ, x′, τ ′). The
relevant boundary data are then solely the fields on Σ.
In particular, in pure gravity, the boundary data can be
taken to be just the canonical variable on Σ. In the
ADM formalism the boundary data is given solely by the
3-metric q of Σ. Notice that in this case the geometrical
shape of the boundary surface Σ is not determined by its
coordinates, but rather by the gravitational field on it,
which determines its metric [7].
IV. GENERAL RELATIVITY
Let me now apply the ideas illustrated above to quan-
tum gravity. I start with the Hamilton function of classi-
cal GR. Following the discussion in the previous section,
consider a finite 4d region B surrounded by a 3d surface
Σ.4 For simplicity, I begin with metric variables – later
on I will use other variables to describe the gravitational
field. We can fix pure gravity boundary data on Σ by
giving the three metric q of Σ. Let gq be a 4d metric
on B which satisfies the Einstein’s equations and induces
the 3-metric q on Σ. The possibility that such gq might
be non-existent or not-unique does not concern us here,
as discussed in point (i) of previous section. Consider the
action of GR, including the boundary term
I[g] =
1
2
∫
B
d4x
√
gR[g] +
∫
Σ
d3x
√
qk, (18)
where k = kabqab is the trace of the extrinsic curvature
kab on the boundary and q is the induced 3 metric. If
g is a solution of the equations of motion, the first term
vanishes. Thus, the Hamilton function of q is the action
of gq, that is
S[q] = I[gq] =
∫
Σ
d3x
√
q kab[q](x)qab(x). (19)
The non-trivial part of this expression is the dependence
of the extrinsic curvature kab[q](x) on the 3-metric. This
dependence is nonlocal: in general the extrinsic curvature
in a point x depends on the value of the metric on the
entire surface Σ.5
4 In the applications we are particularly interested in the cases
where B is a ball or a segment of a cylinder, and therefore Σ has
the topology of S3, or S3 × S3, which are respectively relevant
to discuss scattering and cosmology.
5 For a simple example of this dependence consider the Euclidean
theory, and say that the metric q is that of a metric 3-sphere
with radius a. Such a sphere can be imbedded in many curved
4d manifolds, and the extrinsic curvature of the imbedding is
not determined by q. But if the 4d Riemannian manifold is a
solution of the Euclidean Einstein equations, then this freedom
is drastically reduced. A solution of the Einstein equation is flat
space. A metric 3-sphere can be imbedded in a flat 4d space as
the surface of the ball with radius a and this fixes the extrinsic
curvature to be kab = a−1qab, so that H[q(a)] = 6pi2a2.
4Now, consider a discretization of GR. As a warm-up,
consider the best-known discretization, which is Regge
calculus. Fix a triangulation ∆ of B and consider Regge
geometries on B. A Regge geometry is a geometry which
is everywhere flat except on the triangles t of ∆, where
the curvature is distributional and fully determined by
the deficit angle θt at the triangle, determined by the
sum of the dihedral angles of the flat 4-simplices meeting
at t. This geometry is uniquely determined by giving the
lengths li of the segments i of ∆, which determine the
deficit angles θt = θt(li) and the areas At = At(li) of
these triangles. The Regge action is a local function of
these lengths and reads
I∆[li] =
∑
t∈∆
θt(li)At(li). (20)
The triangulation of B indices a boundary triangulation
∂∆ on the boundary surface Σ. The boundary 3-metric
is fully determined by the lengths of the boundary links
ib, which I denote as q = {lib}. The Hamilton function
of the Regge theory is the discrete analog of (19):
S∆[q] =
∑
t∈∂∆
θt[lib ]At(lib). (21)
where the sum is here over the triangles in the boundary
and θt is the discrete extrinsic curvature at the bound-
ary triangles, namely the angle between the 4-normals of
the two boundary tetrahedra separated by the triangle t.
While the area of a boundary triangle depends only on
the length of its three sides, the extrinsic curvature θt[lib ]
is a non-trivial function of all the boundary lengths, de-
termined by solving the bulk Regge equations of motion.
(I have used the square-brackets notation to emphasize
this non-local character of the dependence.)
Regge theory approximate GR in the following sense.
First, say that a sequence of Regge geometries gn con-
verges to a Riemannian geometry g if there is map f from
one to the other such that for any two points x and y,
|dg(f(x), f(y))− dgn(x, y)| < ǫ, where dg(x, y) is the dis-
tance between x and y in the geometry g. Then, consider
a sequence ∆n of refinements of a triangulations and a
Regge geometry qn be on the boundary of ∆n, such that
qn converge to q. A discretization is good if
lim
n→∞
S∆n [qn] = S[q] (22)
and I shall assume for the following that the Regge dis-
cretization is good.
Let us now come to the quantum theory. Formally, this
can be defined by the truncated transition amplitude
W∆[q] =
∫
dli
µ(li)
e
i
~
I∆[li] (23)
where the integral is on the bulk lengths only. This in-
tegral is difficult to define and control for a number of
reasons. Among these is the fact that we have little con-
trol on the measure and on the triangular inequalities
that the lengths li must satisfy in order to define a met-
ric, and the fact that the integral is likely to diverge for
long or short li’s. Let me ignore these difficulties for the
moment, in order to illustrate the general structure of
the theory. In the next Section, I will give a different
version of W∆[q], where these difficulties are addressed.
Like the multiple integral (6), the truncated transition
amplitude (23) have two interesting limits. By definition,
the ~→ 0 limit gives the Regge Hamilton function.
lim
~→0
(−i~) logW∆[q] = S∆[q]. (24)
If we restore physical units, we must add the Newton
constant 1/8πG in front of the action and (24) reads
lim
lP→0
(−i8πl2P ) logW∆[qi] = S∆[q∂∆]. (25)
where lP =
√
~G is the Planck length. Then, taking (22)
into account, and in the light of table I, it is reasonable
to define the quantum gravity transition amplitudes
W [q] = lim
n→∞
W∆n [qn] (26)
if limn→∞ qn = q. (The choice of a particular sequence
∆n can be avoided by defining a stricter limit, for ∆→∞
in the sense of nets [8].) The limit itself, however, is not
of great significance from the perspective of a physicist,
since the quantum theory is already defined by its family
of approximations (23).
It is reasonable to expect these approximation to be
good in the regime where the corresponding classical ap-
proximations are good, namely where (22) converges fast.
This is the regime where the bulk deficit angles are small,
namely the regime around flat space.6
But should we expect the limit (26) to actually con-
verge, and converge fast? A rigorous answer to this equa-
tion is missing, but there are circumstantial arguments
that indicate that this could be the case in some regimes.
The Regge approximation becomes exact on flat space.
That is, the Regge action and the continuous Einstein-
Hilbert action are equal for a flat geometry. It follows
that if the geometry is flat, the Regge discretization is
“topological” in the sense that it is invariant under a
refinement of the triangulation. This very peculiar prop-
erty was called Ditt-invariance in [6] from Bianca Dit-
trich, who has emphasized it in her work with Benjamin
Bahr [9–11]. When the boundary data are near flatness,
in the sense mentioned, a refinement of the triangulation
becomes therefore irrelevant. More precisely, let qn be a
sequence of boundary Regge metrics converging to a 3-
geometry q such that gq is close to a flat geometry. Then
one may expect that in this regime W∆n [qn] converges
fast, and therefore a small n is sufficient to give a good
approximation to the physical amplitudes.
6 The expansion in n should not be confused with the standard
perturbative expansion used in QFT. The later is an expansion
in the amplitude of the field, keeping all its modes. The former
is an expansion in the number of modes.
5V. SPINFOAMS
In covariant loop quantum gravity one defines trun-
cated transition amplitudes which are functions of
boundary data [12, 13]. These are defined by the EPRL-
FK-KKL dynamics [14–16]. Explicitly, they are given
by
WC(hl) =
∫
SU(2)
dhvf
∏
f
δ(hf )
∏
v
A(hvf ) (27)
where the vertex amplitude is given by
A(hab) =
∑
jab
∫
SL(2C)
dga
∏
ab
trjab [habY
†
γ gag
−1
b Yγ ]. (28)
I refer to [13] for the notation. These equations define
loop quantum gravity. They can be seen as a version
of (23) that addresses the difficulties associated to (23).
In particular, (27) is ultraviolet finite and admits a de-
formed version [17–19] where the amplitude is indeed fi-
nite. The measure (from which convergence depends [20])
is fixed by gauge covariance [21] and the triangular in-
equalities are implemented by the tensor structure of the
SU(2) representations. The theory can be coupled to
fermions and Yang-Mills fields [22].
In (27), C is a two-complex. The transition amplitude
depends on L SU(2) elements hl associated to the L links
l of the graph that bounds C and is therefore an element
W of the boundary Hilbert space H∂C [13]. Semiclassi-
cal states ψ in H∂C can be associated to discretized 3d
geometries qψ formed by glued polyhedra [23, 24]. In
particular, these geometries can be Regge geometries.
In a remarkable series of works [25–28], evidence has
piled up that (27) converges to the Regge Hamilton func-
tion S∆[q] in an appropriate classical limit, if the two-
complex C is the two-skeleton of the dual of ∆. We can
therefore compose a table similar to the one in Section I.
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Quantum gravity
Transition amplitudes
W (hl)
j→∞
−−−→
General relativity
Hamilton function
S[q]
C
→
∞
−
−
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∆
→
∞
−
−
−
−
→
LQG amplitudes
on a two-complex
WC(hl)
j→∞
−−−→
Regge theory
S∆(q)
Classical limit
−−−−−−−−−−−−−−−−−−−−−−−→
TABLE II. Continuous and classical limits in quantum grav-
ity.
Thus, the LQG transition amplitudes on a two-
complex define a family of approximations to the full
theory, and the classical limit of each of these (for C the
two-skeleton of ∆∗) is given by Regge gravity on ∆. An
analog table could be written for lattice QCD.
There are some peculiar features of quantum gravity,
still, that distinguish it for the case in Table I, as well as
from QCD.
The first is that the three-metric q cannot be fully di-
agonalized. A maximal set of commuting operators in
H∂C is formed by areas and volumes of the polyhedra,
but these quantities do not suffice to determine the ge-
ometry of the glued polyhedra. The full set of data that
determine this geometry is formed by operators that do
not commute. Therefore classical 3 metrics can only be
associated to semiclassical states in H∂C . To have semi-
classical states –where fluctuations are small with respect
to expectation values– we need large quantum numbers.
In particular, we need large spins, and therefore large
distances compared to the Planck scale. Physically, this
simply means that at small scale the geometry of space
cannot be Riemannian: it is a quantized geometry, and
there is a Heisenberg uncertainty preventing the full 3-
geometry to be sharp. In other words, the ~ → 0 limit
of the theory is also necessarily a large distance limit.
At short scale, quantum gravity does not have a proper
continuous limit taking it to classical GR. This was of
course expected on physical grounds.7
A second essential difference between quantum gravity
and other theories defined via a discretization such as
QCD is the absence of a coupling constant to be tuned
to a critical value in order to define the continuous theory.
This has been illustrated in detail in [6] and I refer the
reader to that paper for a full discussion.
Individual amplitudes (27-28) can be obtained as Feyn-
man amplitudes of a proper QFT, using the group-field-
theory formalism [31]. By separating the terms with van-
ishing spins and reinterpreting them as defined on sub-
two complexes, it may be possible to re-express the limit
as a series [8]. This observation, and the analogy with
the standard Feynman expansion reinforces the interpre-
tation of the expansion in n as a perturbative expansion.
Finally, the formal argument presented at the end of
the last section suggesting fast convergence in n has re-
ceived some circumstantial support in the context of the
amplitude (27): the amplitudes computed for boundary
data sufficiently close to flat space converge rapidly to the
correct classical limit already at very low n; see [30, 32].
The efficacy of the formalism has been proven by the way
the old Barrett-Crane model has been ruled out [33–35].
7 There is a formal way to take the classical limit without sending
the dimensions of the individual polyhedra to infinity. Since
the eigenvalues of the geometrical quantities are proportional to
(powers of) the Immirzi parameter γ, one can formally take γ
to zero in order to explore the classical limit at fixed boundary
triangulation and at fixed boundary size. The γ → 0 limit has
been studied in [28–30].
6VI. CONCLUSION
Quantum gravity is often confusing. Field operator in-
sertions in the path integral, which are the main tool for
analyzing conventional QFT, are uninteresting in quan-
tum gravity, due to diff-invariance. The discretization
used to define boundary amplitudes is often confused
with the quantum discreteness of space. The general
structure of a background-independent quantum theory
is different from that of a convention QFT. What are
good observables in quantum gravity, and how do we de-
scribe evolution? See for example [4, 36–49] and [50] for
an overview.
I have given a tentative overall picture of the struc-
ture of the theory, the observables, and the form of the
continuous and classical limits. The truncated boundary
transition amplitudes (27-28) are the tool for extracting
physics from the theory. From these quantities one can
derive standard observables, for instance for analyzing
cosmological evolution [51], or particle scattering [52],
where the old idea that the gravitons live on the non-
perturbative quantum states (e.g. [53]) is realized con-
cretely by having the quantum excitations on the nodes
of the boundary state.
These quantities admit two distinct limits. In the clas-
sical limit where quantum effects are disregarded, they
converge to the Hamilton function of a truncation of GR.
In the continuum limit, we expect them to converge to
the transition amplitudes of the full theory. If the present
indications are confirmed, there should be a regime in q
where the convergence is rapid and therefore the trunca-
tion can work as an effective expansion. The expansion
parameter is gq’s deviation from flatness.
The truncation introduced by C (or ∆) should not be
confused with the physical quantum discreteness of the
geometry. The quantum discreteness of the geometry is
the fact that the geometrical size of the cells of the com-
plex takes discrete values. It disappears in the semiclas-
sical limit, where the theory is studied at distances large
with respect to the Planck scale, while it persists in the
continuum limit, with an arbitrary large two-complex. In
other words, no refinement of the cellular complex can
make the size of the cells go smoothly to zero, because
geometry is physically discrete at the Planck scale. This
is the most characteristic aspect of quantum gravity.
Finally, not much is known about the effect of the ra-
diative corrections on this structure (for partial results,
see [31, 54–56]). These are finite in the deformed version
of (27) [17, 18] but this does not make them irrelevant.
The main open problem in quantum gravity, I think, is
to study their effect on the convergence of the continuous
limit.
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