Abstract. Techniques for fast exponentiation (multiplication) in various groups have been extensively studied for use in cryptographic primitives. Specifically, the coding of the exponent (multiplier) plays an important role in the performances of the algorithms used. The crucial optimization relies in general on minimizing the Hamming weight of the exponent (multiplier). This can be performed optimally with nonadjacent representations. This paper introduces a compact encoding of non-adjacent representations that allows to skip the exponent recoding step. Furthermore, a straightforward technique for picking random numbers that already satisfy the non-adjacence property is proposed. Several examples of application are given, in particular in the context of scalar multiplication on elliptic curves.
Introduction
Most public-key cryptographic primitives rely on group exponentiations (or multiplications for additively written groups). We refer the reader to [3] for an excellent survey on exponentiation techniques. Many implementations are based on the square-and-multiply methods or one of their numerous improvements, for computing g x . One of these uses Reitwiesner's recoding algorithm [11] , which requires the knowledge of g −1 . This supposes that the value of g −1 is already available (i.e., precomputed) or easily computable, as is the case for elliptic curves [8] .
Some techniques presented in this paper are patent pending.
Reitwiesner's algorithm expresses exponent x with the set of digits {−1, 0, 1}. Because of the sign "−", each digit is usually encoded with two bits and so, twice the size of the usual binary representation of x is needed to store its Reitwiesner's representation. That's why it is suggested to compute it "on the fly" when needed [4] . In this paper, we exploit the non-adjacency property of Reitwiesner's representation to encode the exponent with the same efficiency (up to 1 bit) as the binary representation.
Moreover, we present a straightforward method to pick a r-bit random number so that it already satisfies the non-adjacency property. In this case too, NAF-recoding is thus useless. We prove that the numbers we generate in this way are exactly the elements of {0, 1} r ; there is therefore no loss of security for cryptographic applications. We then extend our method to τ -NAF recoding for use on Koblitz curves and conjecture, based on numerical evidences, that the numbers we generate are almost perfectly distributed in the set {0, 1}
r .
The rest of this paper is organized as follows. In Section 2, we briefly review elliptic curves and Koblitz curves. Section 3 presents our new encoding method. In Section 4, we explain how to pick a random number satisfying the non-adjacency property. Section 5 highlights the benefits of our techniques in a Diffie-Hellman key exchange and for El Gamal encryption on a smart-card implementation. Finally, we conclude in Section 6.
Elliptic Curves
Up to a birational equivalence, an elliptic curve over a field K is a plane nonsingular cubic curve with a K-rational point [12, Chapter III] . Elliptic curves are often expressed in terms of Weierstraß equations:
where a 1 , . . . , a 6 ∈ K. In characteristic Char(K) = 2, 3, the equation may be simplified to y 2 = x 3 + a 4 x + a 6 , and in characteristic Char(K) = 2 the equation (for a non-supersingular curve) may be simplified to y 2 + xy = x 3 + a 2 x 2 + a 6 .
Scalar multiplication
Together with an extra point O, the points on an elliptic curve form an Abelian group. We use the additive notation. The computation of
[k]P := P + P + · · · + P k times is usually carried out through the binary method. However, noting that if P = (p x , p y ) its inverse is given by −P = (p x , −p y − a 1 p x − a 3 ), we see that the computation of an inverse is virtually free. So we can use a binary signed-digit representation for k, i.e., (. . . , k 2 , k 1 , k 0 ) with k i ∈ {0, 1, −1}. This speeds up the scalar multiplication by a factor of 11.11% compared to the binary method [8] (see also § 3.1), on average.
Frobenius expansions
In [6] , Koblitz suggested the use of so-called anomalous binary curves. These are elliptic curves over GF(2 n ) given by
The Frobenius map, ϕ : (x, y) → ϕ(x, y) = (x 2 , y 2 ), satisfies the characteristic equation T 2 − T + 2 = 0 for E n , and T 2 + T + 2 = 0 forẼ n . It corresponds to multiplication by τ = (1 + √ −7)/2 on E n , and by −τ = (−1 + √ −7)/2 onẼ n . Since multiplication by τ is cheap (i.e., [τ ](x, y) = (x 2 , y 2 )), it is advantageous to write k in τ -adic expansion (i.e., k = k i τ i ) when computing [k](x, y) on E n . Note also that since τ n = 1, we can first reduce k modulo (τ n − 1) [7] . The advantage resides in that the norm of k, as an element of the Euclidean domain
) has a τ -NAF representation of length almost equal to the length of its binary representation.
3 How to Represent the Multiplier?
Non-adjacent forms
Equation (4) captures the property of non-adjacency. In the sequel, a b-NAF representation for x will be denoted by NAF b (x). Moreover, the integer associated to a b-NAF, say d, will be denoted by
Reitwiesner [11] proved that each integer has exactly one 2-NAF representation. More importantly, he proved that the 2-NAF minimizes the Hamming weight amongst all the binary signed-digit representations. NAFs are thus particularly suitable for fast exponentiations [3] . See also [8, 13] for applications to elliptic curves. Another representation minimizing the Hamming weight is described in [5] .
New compact encoding
An r-bit integer has a 2-NAF representation of (r + 1) digits in {0, 1, −1} [11] and hence needs 2(r + 1) bits to be encoded, that is, twice more than the binary representation. However, we can exploit the non-adjacency property (Eq. (4)), that is, a '1' or a '−1' is always followed by a '0'. We therefore suggest the following simple right-to-left encoding:
With conversion R, a 2-NAF representation requires only one bit more than the binary representation to be encoded. For example, by right-to-left applying R, NAF 2 (29) = (100101) is encoded into 101101:
(1 0 01 01) → (1 0 11 01) Moreover, the inverse right-to-left transformation, R −1 , unambiguously gives back the NAF representation.
It is also possible to design a left-to-right encoding. The previous encoding implicitly assumes that the NAF begins with a '0'. For the left-to-right transformation, we add an artificial ending '0', e.g., NAF 2 (29) = (100101.0). Then we left-to-right apply transformation
(Note that if the last obtained digit is '0', we may discard it.) Again with our example, NAF 2 (29) is left-to-right encoded into 100111:
(10 010 1.0) → (10 0 11 1.0) and the inverse transformation gives back the NAF representation.
Frobenius expansions
On a Koblitz curve E n (see Eq. (2)), it can be shown ([3, Theorems 5 and 6]) that every (rational) integer 0 ≤ k < #E n has a (non-unique) τ -NAF representation
and that this NAF representation has 1/3 of nonzero digits, on average. The same also holds for the twisted curveẼ n . Consequently, the proposed encodings (5) and (6) can be used to efficiently store k (or more exactly k mod (τ n − 1)) in the computation of [k](x, y) on an anomalous binary curve, as well.
4 How to Pick a Random Number?
Generating a random integer
Cryptographic applications frequently require random numbers of a given length. We show here how to obtain an r-bit random number already in the non-adjacent form. Our technique is based on transformation R −1 (cf. Eq. (5)). First, pick a random number k in {0, 1}
r . Next, right-to-left apply R −1 to the binary representation of k. If the most significant digit of the resulting representation is1, pad the representation with '0' until position (r − 1) and add a '1' in position r. The representation resulting from the whole transformation is referred to as the R * -representation. Here is an example to illustrate the technique. Let r = 3. So the set of 3-bit numbers, their 2-NAF representations and their R * -representations are respectively given by 
From this example, we see that:
Proof. By construction, transformation R −1 uniquely maps the representation of a r-bit number k to a binary signed-digit representation. When the leading digit is1, a '1' is added in position r; the corresponding representations are the only ones having exactly (r + 1) digits. Therefore, each r-bit binary representation is transformed by R * into a different (r + 1)-digit representation. Noting that all these R * -representations verify the NAF property (Eq. (4)), are all different, and represent numbers smaller than 2 r , the theorem follows.
Generating a random multiplier on a Koblitz curve
Solinas proposed in [13] an algorithm to compute a τ -NAF of length less than n + 2 for a multiplier on a Koblitz curve (cf. Eq. (7)). This algorithm involves two steps: an Euclidean division in the ring Z[τ ] and the computation of the τ -NAF itself. The idea here is simply to generate directly a random NAF of the required length using transformation (5) , and then to use the associated integer as a multiplier.
Let P be a base-point on a Koblitz curve E n . For some primes n, one has #E n = 2 · prime (or #Ẽ n = 4 · prime) [6] . So w.l.o.g. we suppose that P has prime order p and that p ≥ 2 n−2 . Now, in order to randomly generate a multiplier for P we proceed as follows. We pick a random x in {0, 1} n+3 . Next, using transformation R −1 we set g := ϑ(R −1 (x)) and use it as a random multiplier when computing [g]P on E n . (Note here that the length of x is chosen to be n + 3 since the leading digit of R −1 (x) is always 0.) The arising question is to determine the distribution of g in [0, p). First, it is clear that R −1 generates all the NAF representations of length smaller than or equal to n + 2. Hence, from the discussion in § 3.3, ϑ(R −1 (x)) reaches all the elements in {0, . . . , p − 1}; or equivalently
To estimate the quality of g, we bound the statistical difference of ϑ(R −1 (x)) where x is considered as a random variable uniformly distributed in {0, 1}
n+3 . The following argument does not conclude but gives evidences to conjecture that the distribution g is close to the uniform one.
The statistical difference of g is defined as
The next lemmas respectively give a bound on the statistical difference in term of exponential sums and a formula to approximate it numerically. Their proofs are given in appendix. In the sequel, we let denote the usual complex number verifying 2 = −1, whereas i is merely used as an index.
Lemma 1. Let p be a prime and let X be a random variable in [0, . . . , p − 1]. Then,
where χ(x) = e 2 πx p .
Lemma 2. E[χ(ig)
] is equal to a 0 , where (a 0 , . . . , a n+2 ) is the sequence recursively defined by
Letting f (i) = E[χ(ig)], Lemmas 1 and 2 imply that
The numerical computation of this sum becomes untractable for large values of p. Nevertheless, considering numerical experiments, we conjecture an estimated bound for δ(g).
Theorem 2 (Conjectured)
−n/5 . f (i j ) for random points i j . The values are obtained using various n and p corresponding to Koblitz curves. The list of the primes used is given in appendix. We took N samp = 10000. Of course, N samp is completely negligible compared to p, and these experiments do not prove anything about the exact value of the bound. Nevertheless, we remark that B samp ≤ 2 −n/αn where α n seems to decrease as n grows. This fact indicates that our conjecture seems reasonable. 
Applications
This section gives a non-exhaustive list of practical applications of the new encodings (Eqs (5) and (6)), namely the Diffie-Hellman key exchange and the El Gamal encryption. Finally, we discuss the implications for a smart-card implementation.
Diffie-Hellman key exchange
Let E be an elliptic curve over F q and let G be a base-point on E. The advantage of using the proposed encodings is that randoms x A and x B can be seen as NAF representations and so the computations are speeded up since subtraction has the same cost as an addition over an elliptic curve. Moreover, if uniformity is desired, Section 4 shows that the proposed encodings can easily be adapted to meet this additional requirement (under a reasonable conjecture for Koblitz curves).
El Gamal encryption
Again, let E be an elliptic curve over F q and let G be a point on E. Here too, the proposed encodings are advantageous since the NAFs do not have to be computed. When computing multiples of points on E, Alice and Bob just consider the binary expansion of the scalar multiplier as a representation given by encoding (5) or (6) . Note that since the mappings are 1-to-1, there is no loss of security; moreover as before, if desired, uniformity can be achieved.
Smart-card implementation
The proposed methods are particularly suitable for smart-cards. A direct generation of the multiplier avoids the precomputations proposed in [13] . Furthermore, the RAM space needed for the scalar multiplication is smaller, because the multiplier can be generated on the fly, and does not need to be stored beforehand. Besides, the code space required for the routines that precompute the NAF is quite large. Consequently, the proposed encodings enable to save a non-negligible amount of space in ROM or EEPROM.
Conclusion
We proposed a new method to encode in a compact way the non-adjacent form of an integer. We gave several applications of this encoding, including the generation of a random multiplier in the context of elliptic curves. For Koblitz curves, we gave an argument to conjecture a bound on the distribution of this generator. Finally, we exposed practical examples of this encoding for some widely used cryptographic schemes. Furthermore, x j,1 = x j,1 = x j+1,0 if j ≤ n, and x n+1,1 = x n+1,1 = 1 = x n+2,0 because of the non-adjacency property. Therefore, for 0 < j ≤ n, x j,0 = 1 2 x j+2,0 cos(2iπτ j /p) + x j+1,0 .
Bayes's formula applied to χ(ig) yields as τ n+1 ≡ τ (mod p). Thus, setting a j = x j,0 for all 0 ≤ j ≤ n + 2 concludes the proof.
