Abstract: An algorithm to approximate a solution to the Hamilton-Jacobi equation for a generating function for a nonlinear optimal control problem with a quadratic cost function with respect to the input is proposed in this paper. An approximate generating function based on Taylor series up to the order N is obtained by solving (N + 2)(N − 1)/2 linear first-order ordinary differential equations recursively. A single generating function is effective to generate optimal trajectories to the same nonlinear optimal control problem for any different boundary conditions. It is useful to online trajectory generation problems. Numerical examples illustrate the effectiveness of the proposed algorithm.
INTRODUCTION
A nonlinear optimal control problem on a finite time interval with fixed initial and terminal state values reduces to a two-point boundary-value problem (TPBVP) for ordinary differential equations (ODEs) with respect to a Hamiltonian function (Goldstein et al., 2002) . Therefore the nonlinear optimal control problem on a finite time interval with fixed boundary condition can be solved by solving the Hamilton-Jacobi equation (HJE) for the controller. A conventional method to solve optimal control problems is to find a solution to the HJE for a value function. Although it is difficult to find the exact value function, there exist several classic methods and their extension to obtain its numerical solution (Beard et al., 1997; Mizuno and Fujimoto, 2008; Cristiani and Martinon, 2010) . The accuracy is high enough, but it is needed to solve the HJE separately for different boundary conditions for the same given system. Recently, a method based on generating functions is proposed that allows one to determine the boundary conditions in a TPBVP for spacecraft formation flight transfer problems (Guibout and Scheeres, 2004) . The special nature of the relationship between the value function and the generating function is clarified in (Park and Scheeres, 2006) , a family of value functions can be derived from a single generating function. Thus, solving the HJE for a generating function achieves a family of optimal trajectories for a optimal control problem for several different boundary conditions. A generating function can be obtained by taking the infimum of the value function in a particular case (Bando and Yamakawa, 2009 ). However, this method is only valid for a special system, so it is not applicable to general nonlinear control problems.
Although the viscosity solution of HJE is global and subanalytic (Crandall and Lions, 1983; Trelat, 2003) , it is computationally difficult to be obtained and often unnecessary. A local solution of the HJE is sufficient for many nonlinear optimal control problems. An approximate stabilizing solution of the HJE for optimal control problems on infinite time interval is obtained by using symplectic geometry and the Hamiltonian perturbation technique (Sakamoto and van der Schaft, 2008) . A series solution to the HJE is obtained by solving a sequence of ODEs recursively (Al'brecht, 1961; Lukes, 1969) for the value function.
Inspired by (Guibout and Scheeres, 2004) and (Lukes, 1969) , for a nonlinear optimal control problem on a finite time interval with a quadratic cost function with respect to the input, we have developed an algorithm to approximate a generating function to the HJE recursively. When the cost function is quadratic with respect to the input, we prove that the constant and the first order terms of the Taylor series of the generating function are zero. (The proof differs from the one in (Guibout and Scheeres, 2004) , which holds for a infinitesimal.) This property eliminates the coupling relationship between the lower order terms and the higher order ones of the Taylor series of the generating function. We can approximate the generating function for the HJE in closed-form with an arbitrary accuracy. Moreover, we can obtain exact terms of Taylor series of the generating function at each recursion for particular cost functions (see Theorem 2 in Section 3). This paper is organized as follows. The problem to be solved and the preliminary results are introduced in Section 2. Section 3 proposes the algorithm to solve the HJE for a generating function in detail. Numerical examples illustrate the effectiveness of the proposed algorithm in Section 4. The last section concludes this paper.
PRELIMINARIES
A nonlinear optimal control problem to be solved and how it is characterized by the HJEs for a generating function are elaborated in this section. Consider a systeṁ
where x(t) ∈ Ω ⊂ R n is the state, Ω is a neighborhood of the origin in
where R(x, t) > 0 is a continuous real matrix function of dimension m × m. The objective is to find an optimal input u * minimizing the cost function J as
subject to the boundary condition
Here, the symbols x 0 ∈ Ω and x t f ∈ Ω are the initial value and the terminal value of the state.
According to Pontryagin's minimum principle (Geering, 2007) , the necessary conditions for minimization of the performance index (2) arė
where H (·) denotes the partial derivative ∂H/∂(·), the column vector λ represents the costat, and H (x, λ, t) is the Hamiltonian function, it is defined as follows.
The boundary condition for (5) is given as in (4). Therefore, the optimal control problem (1-4) is equivalent to the TPBVP for ODEs in (5). We will use the generating function to obtain an approximate solution for (5).
Given the Hamiltonian system (4,5,7), we can treat statecostate (x(t), λ(t)) as a canonical transformation from the initial state-costate (x 0 , λ 0 ) to the current state-costate (x, λ) (Guibout and Scheeres, 2004; Park and Scheeres, 2006) . Thus, there exist a generating function S(x, λ 0 , t) for the following canonical transformations.
More over, the generating function satisfies its own corresponding HJE as follows.
The generating functions S(x, λ 0 , t) is well-defined at initial time t = t 0 for (9) as follows.
If we can find a function S(x, λ 0 , t) satisfying the HJE in (9), since x 0 and x t f are given in advance, we can obtain λ 0 by solving the second equation in (8) at the terminal time t = t f as follows.
Then it is easy to obtain the costate λ(x) by the first equation in (8). Finally, we can obtain the optimal input u * (x) by (6). Therefore, we will use the generating function S(x, λ 0 , t) to solve the TPBVP for ODEs in (5).
APPROXIMATE SOLUTIONS TO HAMILTON-JACOBI EQUATION
An algorithm solving the HJE in (9) for the generating function S(x, λ 0 , t) is proposed in this section. First, like Einstein notation, when an index variable appears twice in a single term, it implies that we are summing over all of its possible values. For example,
To simplify the notation, we define
(13) We need the following assumption to guarantee that the HJE in (9) has a solution S(x, λ 0 , t) and it can be expanded in the Taylor series up to any order about X = 0. Assumption 1. A function S(x, λ 0 , t) satisfying the HJE in (9) exists and is unique. It is well defined for all t ≥ t 0 , and analytic with respect to x and λ 0 at the origin in R 2n .
Expanding the generating function S in the Taylor series with respect to X about X = 0 as
where, s v,w i1i2···iv−wj1j2···jw (t)'s are the coefficients of the terms of the Taylor series of the generating function S, whose order with respect to x is v − w and that with respect to λ 0 is w, (14) and (10), the initial values of s
To simplify notations, in what follows, S (v,w) (x, λ 0 , t) denotes the terms of the Taylor series of the generating function S, whose order with respect to x is v − w and that with respect to λ 0 is w, then
The function Γ(S; x, λ 0 , t) denotes the HJE in (9) as follows.
We focus on the local solution to (17) in a neighborhood of the origin. Expanding every element of f (x) and
T /2 in their Taylor series with respect to x about x = 0, in the remainder of this paper, we use the column vectors f (v) (x)'s (v = 1, 2, · · · ) to denote the terms of the Taylor series of vector function f (x), the order of whose elements with respect to x is v, and use the symmetric matrix r (v) (x, t)'s (v = 0, 1, · · · ) to denote the terms of the Taylor series of the matrix value function
T /2, the order of whose elements with respect to x is v. Then, f (x) and
T /2 can be written as
Therefore, the Hamiltonian function H(x, λ, t) in (7) can be written as
Due to the simplified notation of the Taylor series of the generating function S in (16), the first canonical transformation in (8) reduces to
Substituting the generating function in (16), the costate λ = ∂S/∂x in (20), and the Hamiltonian function in (19) for the function Γ in (17), Γ(S; x, λ 0 , t) can be written as a series with respect to X as follows.
Here Γ (v,w) (x, λ 0 , t)'s denote the terms of the Taylor series of the function Γ(S; x, λ 0 , t), whose order with respect to x is v − w and that with respect to λ 0 is w, the expressions of Γ (v,w) (x, λ 0 , t)'s are as follows.
Since X is independent, and Γ (v,w) (x, λ 0 , t)'s are the terms of the Taylor series of the function Γ(S; x, λ 0 , t), solving the HJE in (17) for the generating function S is equal to solving (22) at the same time, namely S (v,w) (x, λ 0 , t) couples with S (v+1,w) (x, λ 0 , t). Therefore, it is impossible to solve the equations in (23) recursively with respect to the order v = 0, 1, 2, · · · . Of course, if we truncate the Taylor series of the generating function S(x, λ 0 , t) up to order N , we can solve all the equations in (23) simultaneously. However, the total number of the unknown terms S (v,w) Let us define a function S [N ] as the truncated Taylor series of S up to the order N as follows.
Because of the HJE in (21), the following equation holds.
This means that the function S [N ] is an approximate solution of the HJE in (25). The following lemma tells us that (24). This property eliminates the coupling relationship between S (v,w) (x, λ 0 , t) and the higher order term S (v+1,w) (x, λ 0 , t).
Lemma 1. The terms S (v,w) (x, λ 0 , t) of the truncated Taylor series of the generating function as in (24) satisfy 
where
1 ≤ w ≤ v, and 2 ≤ v ≤ N . In particular, if R(x, t) −1 is a matrix function of polynomials of t, we can obtain the exact solutions of S (v,w) (x, λ 0 , t) for all v and w.
The proof of this theorem will be given later. This theorem tells us that we can solve the HJE in (25) for all S (v,w) (x, λ 0 , t) recursively as w = 1, 2, · · · , v; v = 2, 3, · · · , N . By this theorem, we can calculate an approximate solution S [N ] to the HJE in (17) up to any order N recursively with respect to w and v. The following elaborates how to solve equations in (26) for coefficients of S (v,w) (x, λ 0 , t) in detail. We introduce some notations for the subscripts of s v,w i1i2···iv−wj1j2···jw (t) to make it easy to understand. For a fixed s v,w i1i2···iv−wj1j2···jw (t), the sets A v,w and C w are defined respectively as follows.
| denotes the element number of (·), τ (·) represents the permutations of (·) with the property that the following element is not less than the previous one. Because x and λ 0 are independent, the equations in (26) implieṡ
is the coefficient of the l 1 -th term of the vector function f (k) (x), and r l1l2i1i2···i k (t) is the coefficient of the l 1 -th row l 2 -th column term of the matrix function r (k) (x, t). It is easy to know the equations in (29) are (N + 2)(N − 1)/2 linear first-order ODEs.
Proof of Theorem 2. Since the state x and the costate λ 0 are independent, solving the HJE in (25) for the generating function S is equal to solving equations in (23) for all unknown terms
equations in (22) reduce to (26). Particularly, when R(x, t)
−1 is a matrix function of polynomials of t, the coefficients of r v (x, t)(v = 0, 1, · · · ) are polynomials of t due to the second equation in (18), the equations in (29) become linear first-order ODEs with constant coefficients as follows.
Z(t) + KZ = Q(t)e (Ct)
(30) where K and C are constant matrices, and the elements of Q(t) are polynomials of t. We know that (30) has exact solution. Therefore, we can obtain the exact expressions of all s v,w i1i2···iv−wj1j2···jw (t). Then consequently we obtain the exact expressions of all S (v,w) 
Since the optimal input is u
T λ, the costate λ is necessary for generating the optimal input to the system (1)-(4). According to the canonical transformation in (20), we define λ N (x, λ 0 , t) as
therefore,
That is, the vector λ N is an approximation of λ up to the order N − 1.
According to (31), the vector λ N is the function of the initial value of the costate λ 0 , but λ 0 is unknown. If we can obtain the initial value of the costate λ 0 , it is easy to obtain the state trajectory of the system (1)-(4) by integrating equation in (1) using the following input
where u * N (x, λ 0 , t) denotes the optimal input obtained from the generating function approximated up to the order N . We adopt the following idea to obtain λ 0 .
The second equation in (8) for the the generating function approximated up to the order N at the terminal time
The equation in (34) are polynomial vector value function of λ 0 , it has N −1 solutions in general. We denote λ 0 = λ 0N as a solution to (34). Supposing that there always exist real solutions among them, we select one among real solutions which makes ∥λ 0N ∥ be the smallest. Because this method is based on the Taylor series expansion, the state should be in a neighborhood of the origin. From now on, the symbol λ 0N denotes the specific solution to (34) thus defined. When N is small, equations in (34) are low-order polynomial equations, hence it is easy to solve it directly. But if we want to obtain a more accurate control input and state trajectory, we need to select a larger N . Then it becomes more difficult to solve (34), since its order becomes higher.
The following Algorithm 1 summarizes the proposed algorithm solving a nonlinear optimal trajectory generation problem on a finite time interval. Algorithm 1. 5. Solve (34) for λ 0v in the case of given x 0 and x t f ; 6. Integrateẋ = f (x) +g(x)u using u * v (x, λ 0v , t) as in (33); 7. If x(t f ) − x t f ≤ ϵ, then stop; else, go to step 3.
Here ϵ > 0 is the maximum tolerable error and N max ≥ 2 is the highest order of the Taylor series of the generating function S to be calculated. Algorithm 1 gives us an arbitrarily accurate optimal control input for a given nonlinear optimal control problem. Note that, if we change the initial value x 0 , the terminal value x t f or both of them, we only need to solve (34) again for λ 0 . If the accuracy is not enough, we can select a larger N max to calculate the higher order terms of Taylor series of the generating function.
NUMERICAL EXAMPLES
Using the method proposed in Section 3, we will solve the following optimal control problems. Example 1. (One dimensional problem). Consider the following nonlinear optimal control problem, the dynamic equation
the cost function is
The purpose is to find an optimal input u * minimizing the cost function in (36) subject to the boundary condition
(37) According to Lemma 1 and Theorem 2, we obtain the exact expressions of S v,w (x, λ 0 , t) as follows.
This example verifies the later claim of Theorem 2 under the assumption that R(x, t) −1 is a matrix function of polynomials of t. In fact, R = 1 hods for this example. 
T , x 1 = θ, x 2 =θ, m is the mass of the pendulum, l is the length of the pendulum, µ is the friction factor, and g is the gravity acceleration. Consider the cost function as
The purpose is to find an optimal input u * minimizing the cost function in (39) subject to the boundary condition
Consider the case of m = l = µ = 1, t 0 = 0 and t f = 1. To illustrate the advantage of the proposed method, we will use the same generating function to generate trajectories for different terminal state values. One is in (40), another is
For different terminal state values, the state trajectory and the optimal input can be seen in Fig.2 and Fig.3 . Here we expand the generating function in its Taylor series up to the order N with N = 2, 3, 4. Fig.2(a) , Fig.2(b) , Fig.3(a) and Fig.3(b) show that, the states converge to the designed value when N = 4. Table 1 and Table 2 show the error of the computed values of the terminal state for N = 2, 3, 4. We can conclude that the accuracy is monotonic with respect to N for two different designed terminal state values from Table 1 and Table  2 . The same generating function (up to the order 4) is used to generate different trajectories, and both of the generated trajectories converge to designed terminal value from Fig.4 . This example of the pendulum illustrates the effectiveness and the advantage of the proposed method. 
CONCLUSIONS
In this paper, for a nonlinear optimal control problem with a quadratic cost function with respect to the input, we have developed an algorithm to obtain an approximate solution to the HJE for a generating function by solving a sequence of linear first-order ODEs, recursively. Although this method double the dimension of the problem compared to the conventional method using the value function, the same generating function can be used to generate optimal trajectories for different boundary conditions. The generating function is found in advance, we only need to solve polynomial equations to obtain the optimal input and generate different state trajectories. It would be very useful to on-line trajectory generation problems. However, how to solve the HJE for a generating function recursively for a nonlinear optimal control problem with a general cost function is still a problem, it will be studied in the future.
