This paper concerns an extended Born-Infeld model with a concave lower order term for the magnetostatic case. Three types of boundary value problems are considered: the boundary condition prescribing the tangential component of A, the natural boundary condition, and the boundary condition prescribing the tangential component of curl A. In each case we obtain existence and regularity of solutions for small boundary data. C 2013 AIP Publishing LLC. [http://dx
I. INTRODUCTION

A. Motivations
This paper concerns an extended Born-Infeld model with a concave lower order term. The motivations of our study come from the interests both in physics and in mathematics.
The physical motivation comes from the Born-Infeld theory. 2, 3, 6, 7 In the magnetostatic case the action density in this theory is
where
with the scaling parameter b > 0. For the equation in the entire space R 3 , Yang 20 has shown that the solutions with finite energy are trivial, namely the curl of solutions must be zero vector field. Therefore, extended Born-Infeld functionals which allow non-trivial solutions are necessary. In Ref. 12 we followed the ideas of Born-Infeld, 6 Yang, 20, 21 Lin and Yang, 16 Benci and Fortunato, 4 and considered an extended model by introducing a convex lower order term into the magnetostatic BornInfeld functional. It has been noticed in Ref. 12 that the extended functionals with either a convex or concave lower order term will have quite different behavior, and require different approaches. In this paper we study the functionals with concave lower order terms such as Such type functionals are not convex, and in general they are unbounded from below, so the direct method used in Ref. 12 for convex functionals does not work in this case. We shall look for solutions of nonlinear eigenvalue problems associated with these functionals.
The mathematical motivation of this project mainly comes from our interest in the variational problems of functionals involving the operator curl. The difficulties in the study of the functionals of the form of (1.2) and (1.3) include lack of control on divergence and degree one growth of the leading order term for large | curl A|. The effect of lower order terms and boundary conditions plays an important role in the existence and regularity theory, which needs to be studied systematically. Here we would like to mention some recent works on quasilinear systems involving the operator curl, see for instance Ref. 8, 15, and 17 .
In this paper, we consider three types of boundary conditions. 
B. Assumptions and main results
The majority of our method is valid for a general convex function F(x, A), here we shall represent our main results in the special case where F(x, A) = a(x)|A| 2 . Let 0 < α < 1. We shall make the following assumptions:
(A1) is a simply-connected bounded domain in R 3 without holes, and with a C 4 boundary. To get the higher regularity of solutions we need a stronger condition on a(x):
(A2 ) a(x) ∈ C 2,α (¯ ), a 0 = min x∈¯ a(x) > 0. For the third type problem we consider both the system 14) and the system
(1.15)
The functional associated with (1.14) has a convex lower order term, and that associated with (1.15) has a concave lower order term. Existence of critical points will be proved using the implicit function theorem, and it will be shown that if the boundary datum B 0 T is small then (1.14) has always a solution, while (1.15) has a solution provided λ = 2 is not an eigenvalue of the following problem: 
(ii) The same conclusion is true for problem (1.15) if λ = 2 is not an eigenvalue of (1.16).
C. Outlines of our approach
We start with the general functionals of the form (1.2) and (1.3), as most part of our approach is valid for them. The spaces mentioned in this subsection will be given in Subsection II A.
The Dirichlet problem
As in Ref. 12 we modify the function S(t) for t > K, with 0 < K < b 2 , to get a strictly increasing function S K (t) which has a linear growth in t at infinity, and we consider the corresponding modified functional 18) and look for critical points of S
T ). They turn out to be the critical points of the
The functional S − K is neither convex nor coercive, and it is lack of compactness on the "natural admissible set" H 
from which we cannot derive that A is a weak solution of the Euler-Lagrange equation of S
To overcome this difficulty we shall adapt the method developed by Benci and Fortunato, 4 and then we can find a solution of (1.5) for some positive constant β, with A having the following decomposition: 20) where v is a divergence-free vector field.
Step 1. Define functionals
Step 2. If the functional 4 we introduce a bounded function G and consider the truncated functional
where G satisfies
> 0 for all t, and
Such functions G always exist. For example, we can choose G(t) = arctan t. Note that multiplying G by a small positive constant we can require M 2 to be sufficiently small, and this fact will be used in (3.19) and (3.28) . Now the functional S − K ,G is bounded from below, and we can show that S
If has no holes, using (1.22) we can show that there exists a constant β such that
(1.24)
For the definition of weak solutions of (1.24) we refer to Ref. 12, Definition 2.3. The last step in our approach is the verification of (1.19 ). This will be done in the special case where F(x, A) = a(x)|A| 2 .
The Neumann problem
Step 1. Define the functional
(1.26)
Step 2. The functional
may also be unbounded from below, so we consider the truncated functional
where G satisfies the condition (G). Because of noncoercivity of
(1.28)
We shall prove that H − K ,G has a minimizer v K . Moreover, if is simply connected, using (1.26) we can show that there exists a constant β such that
(1.29)
For the definition of weak solutions of (1.29) we refer to Ref. 12, Definition 2.4. The verification of (1.19) will be also done in the special case where F(x, A) = a(x)|A| 2 . This paper is organized as follows. Section II contains preliminary results that will be used, and a list of conditions on F. The Dirichlet problem is studied in Sec. III, where we first prove the existence of critical points of the truncated functional S − K ,G in Subsection III A, and give the L 2 and C 2,α estimates in Subsection III B, then we obtain the solutions of (1.8) and prove Theorem 1.1 in Subsection III C. The Neumann problem is treated in Sec. IV. We prove the existence and regularity of the critical points of the truncated functional H − K ,G in Subsections IV A and IV B, and obtain the solutions of (1.11) and prove Theorem 1.2 in Subsection IV C. The connection between Dirichlet problem and Neumann problem is shown in Subsection IV D. The third type problem and the corresponding gauge invariant problem is dealt with in Sec. V using the implicit function theorem.
II. PRELIMINARIES
A. Notation
We shall adapt the notation used in Ref. 12 . As in Ref. 12 , is a bounded domain in R 3 , and ν denotes the unit outer normal vector field of the domain boundary ∂ . A T denotes the tangential component of a vector field A on ∂ :
, to denote the usual Hölder spaces and Sobolev spaces, and use
, etc., to denote the corresponding Hölder spaces and Sobolev spaces for vector fields. Denote
and denote by H 
For simplicity we denote
), which will be used in Subsections III B and IV B, respectively.
If X( , * ) denotes a set of vector fields on , with the asterisk stands for a description on the set, then we use the notation X( , * , div0), X t ( , * , A 0 T ), X n ( , * , g), X t0 ( , * ), and X n0 ( , * ) as in Ref. 12 . If Y(∂ , * ) is a set of vector fields on ∂ , then
If X( ) denotes a space of functions defined on , then we writė
The constants c, c , C, and C denote generic constants which may vary from line to line.
B. On the spaces of vector fields
In this subsection we collect some useful facts about the spaces of vector fields. Part of the results are well-known, see, for instance Refs. 1, 9-11, 13-15, and 19. 
Proof. The equalities (2.1) hold in the sense that the norms are equivalent. We give only the proof of the first equality. 
by the Sobolev embedding, and
We also see that the norms in the two spaces are equivalent. From Lemma 2.1 we know that for 1 ≤ p ≤ 6, Y 0 and Z 0 are both well-defined as subspaces of L 2 ( , R 3 ). Recall the Poincaré inequality for functions
For vector fields we have a similar inequality which may also be called a variation of Poincaré inequality. 
Proof. We only prove (2.4) for u ∈ Y 0 . Suppose it is not true, applying Lemma 2.1, then there exists a sequence
by the div-curl-gradient inequalities of vector fields, and there exists a subsequence {u n j }, such that as j → ∞, u n j → u 0 weakly in Applying the div-curl-gradient inequalities of vector fields to u ∈ H
Using this and (2.4) we get (2.5). 
Proof. We only prove (2.7). For any u ∈ H 2, p t0 ( , curl, div0), we apply the div-curl-gradient inequalities of vector fields. Noting that divu = 0 and u × ν = 0 on ∂ , we get
If p ≥ 2 then the right inequality of (2.7) follows from (2.9). If 1 ≤ p < 2, then the right inequality of (2.7) follows from (2.9) and the interpolation inequality (2.2).
On the other hand we have a Poincaré type inequality:
This inequality can be proved by contradiction, see for instance the proof of Lemma 2.2. So the left inequality is true.
C. Conditions on F
We list the conditions on F(x, z) that will be used later. Let 1 < p < + ∞. 
D. The modified functionals
Let S(t) be the function defined in (1.1) and let
) is a positive, strictly increasing and strictly concave function on (0, + ∞). Let
Lemma 2.4 (Ref. 12, Lemma 3.2). Given a constant K with
we can find a small δ > 0 and construct a positive function S K (t) ∈ C 3 ([0, + ∞)) such that the following conclusions are true: 
, which is equivalent to
If B = f (|u| 2 )u, we only need to calculate backward. (ii) Replacing S, and f by S K , K and f K in the proof of (i), the conclusion is followed. 
III. THE DIRICHLET PROBLEM
Minimization of
F Proposition 3.1. Let 1 < p < + ∞. Assume that is a bounded domain in R 3 with a C 2
boundary, and F satisfies (F1) and (F2). Then for any
, and hence {φ n } is bounded in W 1, p 0 ( ). After passing to a subsequence we may assume that,
The weakly lower semi-continuity of the functional F [v, φ] is derived from the convexity of F by (F1). Therefore, we have
So φ v is a minimizer. The uniqueness follows from the strict convexity of F.
that F satisfies (F1) and (F2). Then the mapping
, and the functional
Assume that is a bounded domain in R 3 with a C 2 boundary, and
, using the div-curl-gradient inequalities of vector fields, Lemma 2.1, and Sobolev imbedding theorem, we have
Suppose not, there exist ε > 0 and a subsequence, still denoted by {v n }, such that
After passing to another subsequence, we may assume that
. By (F2) and Proposition 3.1, for each v n , the functional F[v n , φ] has a unique minimizer φ v n , and
Hence {F[v n , φ v n ]} is bounded. So we can find a subsequence such that
where a is a constant.
, and
Passing to another subsequence if necessary, we may assume that φ v n j → φ weakly in W 1, p 0 ( ) as j → ∞. By (3.3), the convexity of F and Proposition 3.1 we know that
On the other hand, by (F1), and using the Taylor expansion, we have
is a measurable vector field (by the Carathéodody theorem), and D n j (x) is a suitable convex combination of v(x) + ∇φ v (x) and v n j (x) + ∇φ v n j (x) for a.e. x ∈ . From the convexity condition of F we know that 
Minimization of S
Now we shall verify the existence of the minimizer of the truncated functional S 
Obviously
Now we show that J attains its minimum on Y 0 . 
Using this and the Young's inequality we have
From this and applying (2.5) to u then yields
which shows the coercivity of J in Y 0 .
Step Let
We shall derive the Euler-Lagrange equations for v K and
may not be differentiable in v, thus we cannot derive these equations by differentiation. Here we shall borrow the method from Refs. 4 and 5. . Then for any w ∈ Y 0 , the following equality holds:
with the positive constant M 2 given in the condition (G).
Proof. For any w ∈ Y 0 , we use the Taylor expansions for S K , G, and F to get
(3.10)
In the above,
where α ε (x) is a measurable function and 0 ≤ α ε ≤ 1 for a.e. x ∈ , γ ε is a constant and 0 ≤ γ ε ≤ 1.
is also a measurable vector field which is a suitable convex combination of
for a.e. x ∈ . Applying (3.1) with
Using the convexity of F and the condition (G) we see that the last term in the right side of (3.10) is non-positive. We drop this term, substitute (3.11) into (3.10), and then cancel ε from both sides to get
(3.12)
After passing to a subsequence we may assume that γ ε → γ as ε → 0, where 0 ≤ γ ≤ 1. By Lemma 3.3 we know that
Letting ε → 0 in (3.12) we obtain
Replacing w by −w we deduce that for any w ∈ Y 0 ,
. From (G) we see that 0 < β K ≤ M 2 . Now (3.8) and (3.9) follow.
Let us mention that the constant β K in (3.8) depends not only on K , A 0 T , but also on the solution A K . Now we show that A K satisfies the following:
Proposition 3.6. Under the conditions of Proposition 3.4, let
and w ∈ Y 0 . Then (3.8) holds for this test field w. Applying (3.1) to v = v K with this ψ as a test function, we get
Adding this equality to (3.8) we obtain
Note that curl(∇φ v K ) = 0 holds in the distribution sense (see Ref. 13) , and by the representation formula of H −1 ( , R 3 ), we know that this is also true in L 2 ( , R 3 ). Hence in the first term in the above equality we can replace curl v K by curl A K , and get, for any
Using the structure of the space H 2 ( ) (see Ref. 13 , p. 222), we may view (3.13) as a weak formula of the system
where ∇ ∈ H 2 ( ) is a vector field, and β K is a constant, both being determined by the solution A K . If ∇ = 0, then the above equation is reduced to (1.24).
Corollary 3.7. Under the conditions of Proposition 3.4, if furthermore assume that has no holes, then
is a weak solution of system (1.24) with β = β K .
Proof. If has no holes, then H 2 ( ) = {0} and H
. Then from the proof of Proposition 3.6 we see that (3.14) holds for all
is a weak solution of system (1.24).
B. Estimates of the critical points of S
In this subsection we look for L 2 and C 2,α estimates of the weak solutions of (1.24) which have been obtained in last subsection. We shall only consider the special case where
where a(x) satisfies the condition (A2). Obviously this F satisfies (F1) and (F2) with p = 2. Let 0 < K < + ∞. According to the discussion in Subsection III A we know that, if has no holes, then S
, and it is a solution of the Euler-Lagrange equation 17) and φ K is a weak solution of div (a(x) (v K + ∇φ)) = 0 in ,
Now we derive the L 2 estimate of v K and ∇φ v K . Define a positive constant
where C p ( ) and C vp are the constants in the Poincaré inequality (2.3) and in the variation of Poincaré inequality (2.4), respectively. As mentioned in Subsection I C, we can always choose the function G to satisfy (G) and also
As an immediate consequence, the constant β K in (3.16) satisfies (3.19) . Let v K and φ v K be the weak solution of (3.17) and (3.18), respectively. Then
). Assume that a(x) ∈ C(¯ ) is a positive function, and G is chosen to satisfy (G) and
v K H 1 ( ) + φ v K H 1 ( ) ≤ C A 0 T H 1/2 (∂ ) ,(3.
21)
where C depends on , a 0 , a C(¯ ) , β K , and K.
Proof. In the proof, for simplicity of notation we shall drop the subscripts and write v K , φ v K , and β K as v, φ v , and β, and denote C p ( ) and C vp ( ) by C p and C vp , respectively.
Step 1. Since φ v ∈ H 1 0 ( ) is a weak solution of (3.18), we have
Using the Poincaré inequality (2.3), we obtain
Step 2. Let us denote by A e the divergence-free extension of A 0 T satisfying (3.6). Write v = u + A e . Then u ∈ H 2, p t0 ( , curl, div0). Taking u as a test field for the weak form of (3.17), and using the Cauchy inequality we get
Using (2.4) we get 
From (3.20) we see that
So we get from (3.24) Let us mention that we can furthermore require
T satisfy (A1), (A2), and (A3), respectively with 0 < α < 1, and G is chosen to satisfy (G) and (3.19). Let v K and φ v K be the weak solution of (3.17) and (3.18), respectively. Then v
In this case we have
Corollary 3.10. In addition to the conditions of Theorem 3.9, assume furthermore that a(x) ∈ C
2,α (¯ ). Then
and
C. Solutions of the Dirichlet problem (1.8)
In Subsections III A and III B we have proved the existence and regularity of the solutions A K of the modified system (1.24). In this subsection, for F(x, A) given in (3.15) we shall show the smallness of curl A K L ∞ ( ) for small boundary datum A 0 T , hence A K is exactly the classical solution of the Dirichlet problem (1.8) . For this purpose we need the first eigenvalue of the following problem
We say that u is an eigenvector of (3.25) associated with an eigenvalue λ if u ∈ H 2,2 t0 ( , curl), u ≡ 0 and it is a weak solution of (3.25 
Proof. Obviously the number λ 1 defined by (3.26) is the lowest eigenvalue. Now we show λ 1 > 0. Otherwise, there exists u ∈ H 2,2 t0 ( , curl, div0), u ≡ 0, such that curl u = 0. Then u ∈ H 2 ( ). But H 2 ( ) = {0} since has no holes. Thus u = 0, a contradiction.
For the given positive function a(x) with a 0 = min x∈¯ a(x) > 0, we define
(3.27)
As mentioned before we can always choose the function G to be small. So we assume G satisfies (G), (3.19) , and
Assume that and a(x) satisfy (A1) and (A2), respectively, with 0 < α < 1, and G is chosen to satisfy (G), (3.19) , and (3.28). Let Proof. Suppose the conclusion were false. Then there exists 0 < σ < α, ε 0 > 0 and a sequence {A 0 n,T } with each of them satisfying (A3) and A 0 n,T C 2,α (∂ ) → 0, and for each n the solution A K ,n = v K ,n + ∇φ v K ,n of (3.16) with the constant β K = β K, n , such that
For simplicity, in the proof we denote A K ,n , v K ,n , φ v K ,n , and β K, n by A n , v n , φ v n , and β n , respectively.
From (G) we know that 0 < β n ≤ M 2 for all n. According to Proposition 3.9, v n C 2,α (¯ ) , ∇φ v n C 1,α (¯ ) and A n C 1,α (¯ ) are uniformly bounded in n. We choose subsequences of {v n } and φ v n , denoted as v n j and φ v n j , such that as j → ∞,
After passing to a subsequence again, we may also assume that
(3.29)
Hence A n j → A ≡ v + ∇φ in C 1,σ (¯ , R 3 ) and A T = 0 on ∂ , and
Recall the integral form of the equation for A n j : For any
Letting j → ∞ and then setting H = A as the test field in the resulted equality, we find
Similarly, φ v n j satisfies, for any ψ ∈ H 1 0 ( ),
Letting j → ∞ and then setting ψ = φ as the test function in the resulted equality we deduce that
Hence we have
From (3.31) and (3.33) we get
Using (3.29), (3.27), and (3.28) we find that
From this and (3.34), and by the definition of λ 1 , we know that v = 0. Then from (3.33) we have A = 0, which contradicts (3.30).
Proof of Theorem 1.1. Let us fix a constant K such that 0 < K < b 2 and construct the function S K as in Subsection II D. Then we find a function G satisfying (G), (3.19) , and (3.28). From Proposition 3.6, for any A 0 T satisfying (A3), the system (3.16) with this S K has a weak solution A K = v K + ∇φ v K . From Proposition 3.9 we know that A K ∈ C 1,α (¯ , R 3 ). From Proposition 3.12 we know that there
Therefore, A K is a solution of (1.8). Since K is fixed now, we can denote A K by A and β K given in (3.9) by β. Then A is a solution of (1.8) with the constant β.
In Subsection III A we obtained critical points for the truncated functionals with fairly general nonlinear functions F. In order to show that they are solutions of the extended magnetostatic BornInfeld systems we need to prove the C 1,α regularity and uniform estimates of the solution, which are established in Theorem 1.1 for the special form of F. For the system with a general function F, in order to overcome the difficulties in proving the C 1, α regularity, one may try to modify the function F(x, z) and apply the method in this paper to deal with the modified functional. We wish to examine this approach in the future.
IV. THE NEUMANN PROBLEM
In Subsection IV A we assume that is a bounded domain in R 3 with a C 4 boundary,
F satisfies (F1) and (F2), 1 < p < 6, r = min{2, p}.
For any ψ ∈ C 1 (¯ ) there exists a constant c such that ψ − c ∈Ċ 1 (¯ ), and hence (4.2) holds for all
T . Using integration by parts we get
where in the last equality we have used the identity ν · curl D e = ν · curl D e T on ∂ . From (4.2) and (4.3) we obtain, for all ψ ∈ C 1 (¯ ), and hence for all ψ ∈ W 1, p ( ),
Therefore φ c v is a weak solution of (1.26).
, where b(x, s) is C 1 in s and
Arguing as in the proof of Lemma 3.3 we can prove the following conclusion. (1.27) , where G is a truncation function satisfying (G). Due to the non-coercivity of the leading order term of the functional H
Minimization of H
From (4.1), Lemma 2.1 and the div-curl-gradient inequalities we see that
Hence the functional H − K ,G is well defined on Z. We shall also show that there exists a constant β c K such that the minimizer v K satisfies the following equality: 
where M 2 > 0 is the constant given in (G).
Proof.
Step 1.
Moreover,
In fact, we can choose g e = ∇ζ , where ζ ∈ H 2 ( ) is a weak solution of
By the Sobolev embedding theorem we have g e ∈ L p ( , R 3 ) for any 1 < p < 6. Thus g e ∈ H 2, p n ( , curl, div0, g ).
For any v ∈ H 2, p n ( , curl, div0, g) we can write v = u + g e with u ∈ Z 0 . If we define
Using the condition on g in (4.1) and Lemma 2.1, for u ∈ Z 0 we have
. By the condition on D 0 T in (4.1) we see that the surface integral
is well-defined, and hence it defines a weakly continuous functional on Z 0 . Combining this fact with Lemma 4.3 we see that the functional
is weakly continuous on Z 0 . So the functional J c is weakly lower semi-continuous on Z 0 . Similar to the proof of Proposition 3.4, we can show that J c is coercive in Z 0 with the equivalent norm shown in Lemma 2.3. Hence J c has a minimizer u K ∈ Z 0 . Let
Step 2. Similar to the proof of Lemma 3.5, we can prove that v K satisfies (4.4) with β c K given in (4.5). Here we omit the details.
for some U ∈ H 1 ( ), with β c K a constant given in (4.5).
is called a weak solution of (4.7) if the following equality holds for all H ∈ H ⊥ 1 ( ):
Let us mention that, if A satisfies (4.8) and if furthermore A ∈ C 2 (¯ , R 3 ), then there exists a vector field U with U ∈ H 1 ( ) such that (4.7) holds. 
and w ∈ Z 0 . Note that (4.4) holds for this w. And the equality curl(∇φ
2) with v = v K and with this ψ as a test function. Adding all these together we get (4.8) for all H ∈ C 1 (¯ , R 3 ) ∩ H ⊥ 1 ( ). The conclusion is followed since 
Notice that g could be arbitrarily given, in the following for simplicity we set g = 0, thus
We shall study the higher regularity of A K and derive some estimates.
T satisfy (A1), (A2), and (A4), respectively, with 0 < α < 1, and G satisfies (G). Let A K ∈ H 2,2 ( , curl) be a weak solution of (4.9) obtained in Proposition 4.6. Then
Proof. 
and accordingly the estimates are altered, and using the fact 0 < β
Similar with Corollary 3.10 for Dirichlet problem, we can also derive higher regularity of the solution A K .
Corollary 4.9. In addition to the conditions of Proposition 4.8, assume furthermore that ∂ ∈ C 4,α , and
C. Solutions of the Neumann problem (1.11)
In this subsection, we shall show the smallness of curl A K L ∞ ( ) for small boundary datum D 0 T , hence A K is exactly the classical solution of Neumann problem (1.11) . For this purpose we need the first eigenvalue of the following problem:
We say that u is an eigenvector of (4.10) associated with an eigenvalue μ if u ∈ H 2,2 n0 ( , curl), u ≡ 0 and it is a weak solution of (4.10).
Lemma 4.10. Assume that is a simply connected bounded domain in R
3 with a C 2 boundary. Then the first eigenvalue μ 1 of (4.10) is positive and is given by
Proof. We show μ 1 > 0. Otherwise, there exists u ∈ H 2,2 n0 ( , curl, div0), u ≡ 0, such that curl u = 0. Then u ∈ H 1 ( ). But H 1 ( ) = {0} since is simply connected. Thus u = 0, a contradiction.
As mentioned before we can always choose the function G to be small. So we assume G satisfies (G) and 11) where N( , a) is given in (3.27).
Assume that and a(x) satisfy (A1) and (A2), respectively, with 0 < α < 1, and G is chosen to satisfy (G) and (4.11) . Let
be the solution of system (4.9) obtained in Proposition 4.6. Then for any ε > 0 and σ
Proof. The proof is similar to the proof of Proposition 3.12, with λ 1 replaced by μ 1 . Notice that β c K appears in the boundary condition for Neumann problem (4.9), so the constant δ also depends on M 2 given in (G).
Proof of Theorem 1.2. Let us fix a constant K such that 0 < K < b 2 . Then we find a function G satisfying (G) and (4.11) . From Proposition 4.6, for any D 0 T satisfying (A4), the system (4.9) with this S K has a weak solution
. From Proposition 4.11 we know that there exists δ > 0 such that if
Therefore A K is a solution of (1.11). Since K is fixed now, we denote A K by A and denote β c K given in (4.5) by β. Then A is a solution of (1.11) with the constant β.
D. Connection between the Dirichlet and Neumann problems
In this subsection we show that the quasilinear Neumann problem 
where f(ρ) is the function given in Lemma 2.5, and the explicit meaning of "equivalence" will be clear below.
is a solution of (4.12), we let B = curl A and taking curl on the both sides of (4.12) to obtain a new system 14) which can be written as (4.13), using the relation between B and u given in Lemma 2.5 (i).
On the other hand, if u ∈ C 2,α t0 (¯ , div0) + grad C 2,α (¯ ) is a solution of (4.13) satisfying u C 0 (¯ ) < b/2, then we can find a solution A of (4.12) using this u. In fact we first get B = f (|u| 2 )u from this u using Lemma 2.5 (i), and hence B ∈ C 1,α (¯ , R 3 ) and satisfies (4.14). Now we look for a vector field A such that curl A = B and A solves (4.12). For this purpose we first look for a solution H of the following div-curl system: 15) where the solvability of H is guaranteed since (4.13) implies that
From (4.14) we know that
and hence there exist U ∈ H 1 ( ) and φ ∈ H 1 ( ) such that
curl(S (|B| 2 )B) + H = U + ∇φ.
Then A = H + U + ∇φ is a solution of (4.12). Let us mention that the regularity of the solution H of (4.15) is determined by B and , and the regularity of U is determined by . From (4.12) we see that div(a(x)A) = 0, so φ satisfies
and hence the regularity of φ is determined by , a(x) , B, U, ν · curl D 0 T . By a similar discussion and using the relation between B and u given in Lemma 2.5 (ii), we see that the modified quasilinear equation
is equivalent to the following semilinear equation:
(4.17)
We believe that the methods in Subsections 4.1 and 4.2 of Ref. 12 can be used to obtain the existence and regularity of the solutions of (4.17).
V. THE THIRD TYPE PROBLEM
A. Proof of Theorem 1.3
1. Problem (1.14)
Step 1. We start with the modified equation
which can be rewritten as the following equation for B = curl A:
Since is a simply connected bounded domain in R 3 without holes, and with a C 3, α boundary, and B 0 T ∈ C 2,α (∂ , R 3 ), we can find a divergence-free extension B e of B 0 T and B e ∈ C 2,α (¯ , R 3 ), see Refs. 8 and 18.
Step 2. Let us write B = B e + w in (5.1) and define a map
Note that M K is a continuously differentiable map, with the Frechét derivative
Hence
is a bounded linear map from C
For a given f ∈ C α (¯ , div0), the vector field u ∈ C 
Using the conditions (A1) and (A2 ) we know that the map
has a bounded inverse. So we can apply the implicit function theorem to conclude that there exist positive numbers r 1 , r 2 , with the sets 
] is a solution of (5.1). Since B C 2,α (¯ ) < r 1 + r 2 ≤ √ K , B is a solution of (5.1) with S K replaced by S. Step 3. Let B ∈ C 2,α (¯ , div0) be a solution of (5.1) with S K replaced by S. We look for a vector field A such that curl A = B and A is a solution of (1.14). Since is simply connected and has no holes, and div B = 0, the div-curl system (4.15) has a unique solution H for this B. Since ∂ is of class C 4, α and B ∈ C 2,α (¯ , div0), hence H ∈ C 3,α (¯ , div0). Using (5.1) with S K replaced by S, we see that
curl S (|B| 2 )B + H = 0.
Since is simply connected, there exists φ ∈ C 2,α (¯ ) such that
curl(S (|B| 2 )B) + H = ∇φ.
Then A = H + ∇φ has the regularity shown in (1.17), and it is a solution of (1.14). Conclusion (i) is proved.
Problem (1.15)
By the same spirit we consider the following equation corresponding to the modified functional with a concave lower order term Most of analysis in the above works still with necessary modification. For instance, instead of the operator L + , now the linearization leads to an linear operator
If a(x) satisfies the condition (A2 ) then L − is a homeomorphism from C 2,α t0 (¯ , div0) onto C α (¯ , div0) if and only if 2 is not an eigenvalue of L + , namely λ = 2 is not an eigenvalue of (1.16). So we get the conclusion (ii).
We mention that if , B 0 T and a has higher regularity then the solution A of (1.14) obtained in Theorem 1.3 has higher regularity. Proof. We give the proof for Eq. (1.14). We keep the notation in the proof of Theorem 1.3. Under the conditions of this corollary, the solution B of (5.1) belongs to C 3,α (¯ , R 3 ). The solution H of (4.15) belongs to C 3,α (¯ , R 3 ) (which belongs to C 4,α (¯ , div0) if ∂ is of class C 5,α ). From (1.14) we furthermore see that φ satisfies div(a(x)∇φ) = −∇a(x) · H in ,
a(x)
∂φ ∂ν = −ν · curl(S (|B| 2 )B) on ∂ .
Now we have
a(x) ∈ C 2,α (¯ ), ∇a(x) · H ∈ C 1,α (¯ , div0), ν · curl(S (|B| 2 )B) ∈ C 2,α (∂ ).
From the regularity of higher order derivatives of linear Neumann problems we see that φ ∈ C 3,α (¯ ). Thus A ∈ C 3,α (¯ , div0) + grad C 3,α (¯ ) ⊂ C 2,α (¯ , R 3 ).
B. Gauge invariant problem: The third type boundary condition
We say a problem is gauge invariant if A is a solution then A + ∇φ is also a solution, where φ has certain regularity, see Ref. We define a map Since is simply connected and without holes, the above system has a unique solution u and
Thus R K [0] is a homeomorphism from C 1,α t0 (¯ , div0) to C α (¯ , div0). 
