By appropriate bounding function pair and modified functions, using the theory of differential inequalities, this paper presents the existence and location criteria of solutions for the system of general nth-order differential equations with nonlinear boundary conditions. We give an example showing that the results are sharp. Our results extend many existing results.
Introduction
In this paper, we are concerned with the following boundary value problem BVP for an nth-order nonlinear system: 
2.14
Such function h · is easy to obtain, for example, let
In addition, we define
2.16
Then, we consider the following modified problem: 
2.18
where N is defined in f i .
The following three propositions will lead to the proof of Lemma 2.3.
Proposition 2.4. The modified BVP 2.17 has a solution y t
Proof. Noticing that the functions f and P i i 1, 2, . . . , n are bounded, this proposition immediately follows from the Schauder fixed-point theorem. The details here are omitted.
Proposition 2.5. Every solution y t of the modified BVP 2.17 satisfies
Proof. First, we show that
If α n−2 t y n−2 t is not true, then there exist some i and ξ ∈ a, b such that
Then, ξ / a, b by the boundary conditions of BVP 2.17 . Thus,
However, on the other hand, from the definition of α t and that y t is a solution of 2.17 , we have 
2.32
On the other hand, from 2.13 we know that 
2.33
This inequality contradicts the above one and Proposition 2.6 holds.
The proof of Lemma 2.3 is now a simple consequence of Propositions 2.4, 2.5, and 2.6.
Main Theorem
Now, the main result of this paper is given in the following theorem. 
A Generalized Problem
Now, we consider the following boundary value problem with more generalized boundary conditions: 
4.4
The modified function f t, y, . . . , y n−1 is defined as BVP 2.17 , and 
4.6
Using the same argument as the proof of Lemma 2.3, it follows from conditions A1 and A2 that BVP 4.4 has a solution y t satisfying the two inequalities in the conclusions of Lemma 2.3. Furthermore, in an analogous way to the proof of Theorem 3.1, it follows that the solution y t of BVP 4.4 is just a solution of BVP 4.1 . Consequently, the proof of Theorem 4.2 is completed. The details of the proof will be omitted. 
An Example
In this section, we present an example by making use of together with the following boundary conditions: where t ∈ 0, 1 , and k is a constant. Then, for the case of k 0 and the case of k 1, by direct calculation, it is easy to check that α t , β t is a bounding pair of BVP 5.1 and all assumptions of Theorems 3.1 and 4.2 are However, when proving Proposition 2.5, we should add one condition "f i are all decreasing in ξ 0 , ξ 1 , . . . , ξ n−2 ". Thus, * implies condition ii of Definition 2.1. Consequently, condition ii about α, β seems weaker, but in fact, the whole requirement becomes stronger in some sense.
We also may discuss condition iii of Definition 2.1 in a similar way. 4 The Nagumo condition in this paper ensures that the integral inequality 2.13 is true and essentially ensures that the derivative functions of solutions of the considered problems are bounded. Indeed, in some references, the integral equality ∞ s ds
is straightly substituted by inequality 2.13 . Moreover, we exhibit some new forms of the integral inequality see 29 .
5 From Theorems 3.1, 4.2, and the above remarks, we include or improve the results in 1-43 , since our system and boundary conditions are fully nonlinear. Obviously, the results in all the references are not available to our example.
6 Last but not least, it should be pointed out that although this paper presents the existence and location criteria of solutions for BVPs, the premise is that the bounding function pair is assumed to be existing. It is well known how to get a precise bounding function pair for a given BVP is a very difficult job in the theory of upper-lower solutions and remains unsolved.
