Abstract. We further the classification of rational surface singularities. Suppose (S, n, k) is a strictly Henselian regular local ring of mixed characteristic (0, p > 5). We classify functions f for which S/(f ) has an isolated rational singularity at the maximal ideal n. The classification of such functions are used to show that if (R, m, k) is an excellent, strictly Henselian, Gorenstein rational singularity of dimension 2 and mixed characteristic (0, p > 5), then there exists a split finite cover of Spec(R) by a regular scheme. We give an application of our result to the study of 2-dimensional BCM-regular singularities in mixed characteristic.
Introduction
The study of surface singularities in algebraic geometry is a classical subject. Of particular interest is the collection of normal surfaces that remain normal under blowups of singular points. Such surfaces are seen to be cohomologically trivial; if X belongs to the set of surfaces just described and X ′ ρ − → X is proper and birational, then R 1 ρ * O X ′ = 0. Such surfaces are said to have rational singularities, their study was initiated by Du Val in [DV34a, DV34b, DV34c] , and defined by Artin in [Art66] . Suppose that X is the spectrum of a local 2-dimensional ring (R, m, k) with a Gorenstein isolated rational singularity at the closed point. It is known that, under these assumptions, we have R ∼ = S/(f ) where (S, n, k) is a regular local ring of dimension 3 and f ∈ n 2 − n 3 (see Lemma 4.1). Following tradition, such hypersurface singularities are referred to as rational double points. Suppose further that S is strictly Henselian. If S contains a field then it is known that there exists a finite cover Y π − → X such that Y is the spectrum of a regular local ring. It is known that, in the equicharacteristic 0 and prime characteristic p > 5 scenarios, the induced map O X − → π * O Y is split as a map of O X -modules. Before discussing details and appropriate references of the equicharacteristic results, we state our main theorem which generalizes this result to the mixed characteristic setting. The proof of this is completed in Section 4. JCR was supported in part by NSF CAREER Grant DMS #1252860/1501102, LM was supported in part by NSF Grant #1901672, and was supported in part by #1836867/1600198 when preparing this article, TP was supported in part by NSF Grant #1703856, KS was supported in part by NSF CAREER Grant #1252860/1501102 and NSF grant #1801849, KT was supported in part by NSF grant DMS #1602070 and #1707661, and by a fellowship from the Sloan Foundation.
In the scenario that R contains a field of characteristic 0, the existence of a finite cover of X by a regular scheme is accomplished by realizing R as a quotient singularity of a finite subgroup of G ⊂ SL 2 , see [Pri67] . Every equicharacteristic 0 normal domain is a splinter, i.e., it splits off from all its module-finite extension. In particular, the finite cover splits.
If R contains a field of prime characteristic p > 0, Artin provides an explicit description of all possible functions f ∈ n 2 − n 3 , in terms of choices of minimal generators of the maximal ideal n, so that R = S/(f ) is a rational double point. The explicit descriptions provided by Artin can then be used to show the existence of a finite cover Y π − → X such that Y is regular, [Art77] (note Lipman had previously worked out explicit equations in the E 8 case, even in mixed characteristic; see [Lip69] ). It is then straightforward to use Artin's classification of rational double points in prime characteristic p > 5 to verify that all such singularities are F -regular. In particular, rational double points of prime characteristic p > 5 are splinters, [HH94, Theorem 5 .25], and therefore the finite cover by a regular scheme must split. However, there exists rational double points in characteristic 2, 3, and 5 which are not F -regular.
1 In particular, the finite cover by a regular scheme cannot split since direct summands of regular rings are F -regular, [HH90, Proposition 4.12] .
Similar to the methodology of Artin, to prove Theorem A we will first classify the functions in the maximal ideal of a 3-dimensional regular local ring which define a rational double point. In fact, Lipman already did this for the E 8 case assuming the residual characteristic p > 5 as we do; see [Lip69, Section 25] . We were heavily inspired by his work. We will prove the following in Section 3.
Theorem B. Let (S, n, k) be a 3-dimensional complete regular local ring of mixed characteristic (0, p > 5) with separably closed residue field and f ∈ n 2 − n 3 so that X = Spec(R = S/(f )) is a rational double point. Then there exists a choice of minimal generators x, y, z of the maximal ideal of S so that up to multiplication by a unit, f can be written in one of the following forms:
A n (n ≥ 1)
The notations A n , D n , E 6 , E 7 , and E 8 are referred to as the type of the ring R = S/(f ) and correspond to the graph of the minimal resolution of X obtained by quadratic transforms as described in [Lip69, Lip78] . It is well known to experts that any complete Gorenstein rational singularity can be expressed as a hypersurface singularity S/(f ) (as we assume in the theorem), but also see Lemma 4.1.
As an application of Theorem A, we will show in Section 5 that every 2-dimensional BCMregular singularity of mixed characteristic (0, p > 5) is a finite direct summand of a regular ring.
In summary, this article concerns itself with the classification of 2-dimensional rational hypersurface singularities R = S/(f ) in the mixed characteristic case. The theory is well 1 For example, if S is the completion of F 3 [x, y, z] at the maximal ideal (x, y, z), then the function f = x 2 + y 3 + z 5 defines a rational double point which is not F -regular (in fact, it is easy to see using Fedder's criterion [Fed83] that it is not even F -pure). We will see a similar phenomenon in mixed characteristic: Example 4.14.
understood when S is equicharacteristic and we refer the reader to [Art77, Lip69] for details. Classification of rational double points in small mixed characteristics would be desirable, is still open, and a rigorous classification will likely be quite lengthy. Thus we do not attempt it.
It is interesting to observe that, unlike the equicharacteristic scenario, the type of the singularity does not determine the singularity up to isomorphism. Indeed, if S is a strictly Henselian regular local ring of dimension 3 and of mixed characteristic (0, p), then two elements f, g ∈ S can define a rational double point of the same type but the rings S/(f ) and S/(g) may not be isomorphic. For example, let k be an algebraically closed field of prime characteristic p and W (k) the ring of Witt vectors over k. Then the singularities W (k) y, z p 2 + y 2 + z 3 and W (k) y, z z 2 + y 2 + p 3 are both of type A 2 , however are not isomorphic. To see why these are not isomorphic, observe that any isomorphism in between them will send p to p. Therefore if these are isomorphic, they are isomorphic after moding out by p, which is clearly not the case.
Prelimaries
2.1. Surface singularities. All rings and schemes in this article are assumed to be excellent. Every excellent surface, independent of characteristic, admits a resolution of singularities, [Lip69, Lip78] . Of particular interest are surfaces with rational singularities. A surface X has rational singularities if for some, equivalently all, resolution of singularities Y π − → X has the property that R 1 π * O X = 0. If X is a surface with rational singularities then X can be resolved by quadratic transforms, i.e., by blowing up closed singular points one at a time. If X is a surface with rational singularities and Z − → X is a quadratic transform, then Z has rational singularities. In particular, Z is a normal surface, [Lip69, Proposition 8.1]. The property that a sequence of quadratic transform preserves normality characterizes rational surface singularities and is fundamental to the proof of Theorem B.
Resolving a rational surface singularity X by quadratic transforms produces a minimal resolution Y of X. The dual graph of X is the graph whose vertices correspond to exceptional curves of the minimal resolution of X and edges connect two vertices provided those two curves intersect in Y . The possible graphs that can be obtained fall under the classification of the Dynkin diagrams A n , D n , E 6 , E 7 , and E 8 and are referred to as the type of X.
2.2. Q-Cartier divisors and cyclic covers. Let X be a normal scheme. A Weil divisor D of X is said to be Q-Cartier if there exists a natural number n > 0 such that nD is a Cartier divisor. Suppose that D is a Weil divisor and nD ∼ 0. Fix an isomorphism O X ∼ = O X (−nD). Then, the index n cyclic cover of O X relative to the Q-Cartier divisor D (and to the fixed
where multiplication in C is determined by the natural multiplication maps
Observe that the map O X − → C splits as a map of O X -modules.
Suppose that (R, m, k) is a local normal domain and X = Spec(R). If I ⊂ R is a pure height 1 ideal, then I = O X (D) for some anti-effective divisor D and O X (iD) = I (i) is the ith symbolic power of I for each i ∈ N. Therefore, if nD is Cartier, that is if I (n) = (f ) is a principal ideal, then the cyclic cover of index n corresponding to D and f is the R-algebra
Multiplication in C is determined by the natural multiplication maps
and isomorphisms
The order of a Weil divisor is the least natural number n so that nD is Cartier. Cyclic covers of index equal to the order of the Weil divisor are domains. 
is a domain.
Classification of rational double points in mixed characteristic
Throughout this section, we denote by (S, n, k) a regular local ring of dimension 3, (R, m, k) = S/(f ) is a 2-dimensional quotient of S of multiplicity 2, and the letters x, y, z will be used to denote a choice of minimal generators of the maximal ideal of S (and R). Theorem B is a combination of the results in this section. We attempt to make the results in this section as general as possible and remark that any ring satisfying the hypotheses of Theorem B satisfy the hypotheses of each of the statements found in this section. Our classification techniques are characteristic free in the sense that they do not depend on the characteristic of the ring, but only the on the characteristic of the residue field. Therefore the techniques of this section can be used to study the classification of rational double points in equicharacteristic 0 and p > 5.
Lemma 3.1. Let (S, n, k) be a strictly Henselian regular local ring and chark > 2. Suppose that f ∈ n 2 − n 3 . Then there exists a choice of generators x, y, z of the maximal ideal of S so that f =f + g, g ∈ n 3 , andf is either
Proof. Choose generators x, y, z of the maximal ideal n. We begin by writing f =f + g with g ∈ n 3 , andf is a "quadratic form," in other words
where U is a symmetric 3 × 3 matrix over S whose entries are either 0 or units and where
After reduction modulo n, we have that the symmetric matrix U is (orthogonally) diagonalizable over k. This mean that after a linear change of variables we may assume U is diagonal modulo n. By lifting this to R, we get that after choosing new minimal generators of n, f can be written as f = ux 2 + vy 2 + wz 2 + g ′ where u, v, w are either 0 or units, and g ′ ∈ n 3 . Moreover, since R is strictly Henselian (and p = 2), we have that
by extracting square roots of units (or zero). Hence, by a new choice of minimal generators of n, we obtain the desired result.
Proposition 3.2. Let (S, n, k) be a 3-dimensional regular strictly Henselian local ring with n = (x, y, z) and char k > 2. Suppose f ∈ S defines a rational double point and is of the
. Then one can choose new minimal generators of n, say n = x,ỹ,z , such that f =x 2 +ỹ 2 +z 2 . In other words, S/(f ) is of type A 1 .
Proof. Say first
Then f can be written as
Now, by factoring out the squares in the first three lines, we get that
where u, v, w are units of S. 2 Using that S is strictly Henselian and p = 2, we can extract square roots of u, v, and w to absorb them into the squares. Then, by declaring new generators of n, we may assume g = αxyz for some α ∈ S.
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Next, we proceed under the assumption g = αxyz for some α ∈ S. There are two cases depending on whether or not α ∈ n. If α ∈ n, we can just repeat the previous argument with a "g" that has no "α 111 ." Hence, this would lead to the case g = 0 after a new choice of generators of n. Then, we may assume α is a unit, in which case:
(3.2.1)
Let µ = 4 −1 (αz −2). We remark that both µ and 1+µ are units of S (we use that char k > 2 to deduce that 1 + µ is a unit).
Observe that the maximal ideal of S is minimally generated by x + y, x − y, z. Therefore, as before, we may assume that there are minimal generatorsx,ỹ,z of the maximal ideal of S such that f =x 2 +ỹ 2 +z 2 .
Proposition 3.3. Let (S, n, k) be a 3-dimensional regular strictly Henselian local ring with n = (x, y, z) and char k > 2. Suppose f ∈ S defines a rational double point and is of the form f = x 2 + y 2 + g with g ∈ n 3 . Then one can choose new minimal generators of n, say n = x,ỹ,z , such that, up to a unit, f =x 2 +ỹ 2 +z n+1 with n ≥ 2. In other words, S/(f ) is of type A n for some n ≥ 2.
Proof. Following Proposition 3.2, we write
Then by grouping together the terms with x 2 and y 2 factors we have that
Moreover, after absorbing the units u, v into the squares by a new choice of generators, we have
for some α i ∈ S. By using the idea from (3.2.1), we may absorb the term α 0 xyz into the sum of squares x 2 + y 2 by choosing new generators of n. Thus, we may assume
for some α, β, γ ∈ S. By completing squares, we also have
for some δ ∈ S. Hence, by a new choice of generators of n, we may assume
If δ is a unit, then S/(f ) is of type A 2 . Indeed, we have that
and then we can let x and y to absorb the units δ −1 by taking their square root and choosing new generators.
If δ is not a unit however, write δ = λx + µy + νz and complete squares once again to say
for some ε ∈ S. If ε is a unit we then get an A 3 equation (by considering ε −1 f instead as before). Otherwise, we repeat all over again. This process will eventually stop yielding that, up to a choice of generators,
for some integer n ≥ 2.
To see why the above described process stops, suppose by sake of contradiction that it does not. We can also view this process inside the completion S ⊃ S. Then we end up with a sequence of equations
(n ≥ 1) where δ n ∈ n for all n, and also
Hence, the sequences {x n } and {y n } are Cauchy and then converge, say tox andȳ respectively. Moreover, from (3.3.1), we see that the sequence x 2 n + y 2 n converges to f ∈ S. Putting these two observations together we conclude that
where actually (x,ȳ, z) = n S. Then S/(f ) is not even normal and so neither is S/(f ), 4 which is a contradiction.
The remaining singularities classifying rational double points will be defined by functions of the form f = x 2 + g with g ∈ n 3 . We continue with a lemma which further refines the possible forms of the function f . 
Proof. We start by writing
Similar to the proof of Proposition 3.3, by grouping terms, we may write
where α, β ∈ n. Say now α = α 1 x + α 2 y + α 3 z and β = β 1 x + β 2 y + β 3 z. Next, by completing the squares, we can group all appearances of x in α or β in one single square. Thus, we may assume
where a, b, c, d are units or belong to the ideal (y, z). Moreover, at least one of these must be a unit. Else, f is of the form f = x 2 + g where g ∈ n 4 . However, one readily verifies that the blowup of S/(f ) at the closed point produces a non-normal scheme, 5 which contradicts 4 Recall that we assume R, S are excellent rings throughout the article. 
where we observe that g/y 2 ∈ (y 2 ) Sy (since g ∈ n 4 ). Now, ( x, y) generates a height 2 prime in T and so a height 1 prime Q in T /( f ). However, f ∈ Q 2 , and so T /( f ) is not regular in codimension 1.
[Lip69, Proposition 8.1]. Furthermore, we may assume all a, b, c, d are units or zero if instead we write
where h ∈ (y, z) 4 . Notice that if a and d are zero, then the above "cubic form" factors as
which is a product of three "linear forms." Otherwise, suppose without lost of generality that a is a unit, say a = 1. We then consider the cubic polynomial p(t) = t 3 + bt
. Recall that we are assuming k is either separably closed of characteristic p > 3 or that k is algebraically closed of characteristic p > 2. In either case, p(t) factors as a product of linear factors in k[t]; see [Rom06, Page 184] . Therefore, at the residue field level, p(t) admits a factorization
Lifting the λ i back to S (in some arbitrary way), we obtain that
In other words, by a new choice of "h ∈ (y, z) 4 " if necessary, we may assume
where the ℓ i are "linear forms," γ ∈ (y, z) 3 , and h ∈ (y, z) 4 . Observe that
Therefore, we may replace x by x + 2 −1 γ, h by h − 4 −1 γ 4 , and assume further that f = x 2 + ℓ 1 ℓ 2 ℓ 3 + h with h ∈ (y, z) 4 . There are three cases to consider. Case 1: ℓ 1 , ℓ 2 , ℓ 2 define different lines.
6
Then there exists a k-basis for n/n 2 , say x,ỹ,z, such that ℓ 1 =z, ℓ 2 =z + iỹ, and ℓ 3 =z − iỹ in that plane.
7 Now, when this is lifted back to S, we simply obtain that ℓ 1 ℓ 2 ℓ 3 −z z + iỹ (z − iỹ) ∈ n 4 . Thus, we may assume that
Then we may assume ℓ 2 = ℓ 3 = y and ℓ 1 = z. This gives that
with h ∈ (y, z) 4 . Case 3: ℓ 1 , ℓ 2 , ℓ 3 are the same.
Then we may assume ℓ 1 = y and f is of the form f = x 2 + y 3 + h with h ∈ (y, z) 4 .
6 Meaning that these are different lines in the k-plane generated by y, z in the cotangent space n/n 2 . 7 Indeed, we may assume ℓ 3 = a 1 ℓ 1 + a 2 ℓ 2 in the k-plane spanned by y, z in n/n 2 , this for some 0 = a i ∈ k.
Then by relabeling ℓ i by a i ℓ i , we may assume ℓ 3 = ℓ 1 + ℓ 2 , or even better ℓ 3 = where u, v are units and α ∈ S. Using y 2 to absorb the unit u, and then multiplying by v −1
and using x 2 , y 2 to absorb v −1 , we may assume that, after replacing f by a unit multiple of f , we have
If α = 0, we are done. Otherwise, notice we may express f as
If we let z 1 = z + αy 2 , we then have
1 y where we choose u ≡ n 1, and
2 . Note this process can be repeated indefinitely yielding sequences {z n }, {y n }, {u n } and {α n }, as well as equations
where the exponents e n are strictly increasing: indeed, one readily checks that they satisfy the recursive formula e n+1 = 3(e n − 2) with e 0 = 4. Certainly, α n is never zero. However, the sequence of equations (3.5.1) implies that the sequence x 2 + y 2 n z n + z 3 n converges to f . On the other hand, we notice that z n+1 = z n + α n y en−2 n . Therefore, the sequence {z n } is Cauchy and so convergent, denote its limit byz.
We also claim the sequence {y n } is Cauchy. To show this, we first write:
, whereby the units u n are so that
Hence, from the relation y
Next, notice that, since we chose u 1/2 n+1 ≡ n 1, we have that u 1/2 n+1 + 1 is a unit since char k > 2.
Nonetheless, we note that by induction on n, the sum y n+1 + y n = (u 1/2 n+1 + 1)y n belongs to n n 2 . Consequently, y n+1 − y n ∈ n en−2 . Hence, the sequence {y n } is Cauchy. Letȳ be the limit of {y n }. By taking limits, we then obtain:
which is an equation of type D 4 , as desired.
Proposition 3.6. Let (S, n, k) be a 3-dimensional complete regular local ring with separably closed residue field of characteristic p > 2. Suppose f ∈ S defines a rational double point and is of the form f =
for some α ∈ S and β ∈ (y, z). Next, we may use an identical argument to the one in Proposition 3.5 (where we had β = 1) to show that we may assume α = 0. Since the argument is essentially the same, we isolate it in the following claim yet provide it for sake of completeness (pointing out the differences).
Claim 3.7. We may assume that α = 0.
Proof of claim. Indeed, we set z 0 := z, y 0 := y, α 0 := α, u 0 := 1, and e 0 := 4. Then, we define sequences {e n }, {z n }, {y n }, {α n }, and {u n } recursively as follows. First, we define e n+1 := 3(e n − 2) (which is a strictly inceasing sequence of even positive integers), z n+1 := z n + α n y en−2 n . Next, we define the units,
Finally, we set y n+1 := u 1/2 n+1 y n where u 1/2 n+1 ≡ 1 mod n, and α n+1 = −βα
. With those definitions in place, we have:
Of course, this process recovers the sequences in the proof of Proposition 3.5 by specializing to β = 1. Just as in the proof of Proposition 3.5, we have that both {z n } and {y n } (as well as {u n }) are Cauchy sequences. By taking limits, we obtain the desired statement (observing β stayed unchanged).
Assuming α = 0, and writing β = α 1 y + β 1 z, we have
where in the last step we completed the square and for this we may need to add an extra multiple of z 5 that was absorbed by the term β 1 z 4 under a new coefficient γ 1 . In conclusion, we may assume f =
If γ 2 is a unit, we end up with a singularity of type D 6 . Otherwise, we repeat this process until we get an equation of type D n for n ≥ 5. We remark this process must stop because else we would get a Cauchy sequence {y n }, whose limit is sayȳ, so that the sequence {x 2 + y 2 n z} converges to f . Then, we would have (x,ȳ, z) = n such that f = x 2 +ȳ 2 z this, however, is not a rational singularity. Indeed, this is not even normal, for x/ȳ ∈ Frac R is integral over R but not in R. for some α, β, γ ∈ S (absorbing units into y as necessary). Our first observation is that by completing the cube one gets
for some new γ 1 . Then by declaring y 1 = y + αz 2 we have that
for some other γ 2 . It is worth mentioning that the completion of the cube did not require the term βyz 3 to be changed, this will be an important observation paragraphs below. This means that we may assume α = 0, or in other words that
ε is a unit, the E 6 case. Suppose ε is a unit, then ε −1 f can be written as
after a new choice of generators of the maximal ideal. Thus, we may "complete the tesseract" to get
where u ∈ S is a unit. By letting z 1 = δ 1 y + z, we have
with v a unit and some δ 2 ∈ S. Now, after absorption of the unit v into y (here we need p > 3) and completing the cubes, we obtain, after a new choice of "y," that
for some unit w. Absorbing w into z 1 , we see that ε −1 f is of type E 6 .
ε is not a unit. Suppose now that ε is not a unit in (3.8.1), then we can rewrite that equation as
for some ρ, κ, σ ∈ S. Relabeling x + (κ/2)z 4 as x, we may assume that κ = 0 (absorbing additional terms into σ), and obtain:
ρ is a unit, the E 7 case. Suppose now that ρ is a unit and replace S by its completion. By replacing z with ρ −1/3 z, we may assume
Letỹ = y + σ 1 z 2 , then this equation becomes
for some unit u. We writez = z − (σ 1 /u)ỹ and so after expanding obtain
6 .
for some units u 1 and v 1 (one can check this easily, with for instance Macaulay2, [GS] ). Let y absorb v 1 , andz absorb u 1 , so that we may assume
for some τ ∈ S. Let y 1 = y + τ z 3 , so that f = x 2 + y 1 − τ z 3 3 + y 1 z 3 = x 2 + y − 1 ∈ n. This process can be repeated inductively yielding sequences {y i }, {z i }, {τ i }, {u i } in S, and a sequence {e i } in N, so that y i+1 = y i + τ i z e i i , e i+1 = 3e i − 3, e 0 = 3,
⊂ n e i −2 , and u
1/3
i+1 is always chosen so that u 1/3 i+1 − 1 ∈ n. Furthermore, we have that
since the sequence {e i } is strictly increasing, we have that the sequence x 2 + y
converges to f . Moreover, we observe that both sequences {y i }, {z i } are Cauchy. To see that the sequence {z i } is Cauchy, notice that
⊂ n e i −2 . Nonetheless, we claim that
or in other words that u i+1 − 1) + 3 which is clearly a unit. Therefore, z i+1 − z i ∈ n e i +1 : n 2 and so {z i } is Cauchy (because e i (n e i +1 : n 2 ) = 0). Hence, we may write
and f is E 7 .
ρ is not a unit, the E 8 case. Finally, we return to the strictly Henselian scenario and equation (3.8.2) and consider the case ρ is not a unit. Then we may assume
for some ρ i , σ ∈ S. Completing the square, or in other words relabeling x + (ρ 0 /2)yz 3 as x, we may assume that ρ 0 = 0 (absorbing terms into ρ 1 ). Additionally, by completing the cube, relabeling y + (ρ 1 /3)z 3 as y, we may likewise assume ρ 1 = 0 and so obtain (3.8.3)
If σ ′ is unit, then σ −1 f = x 2 + y 3 + 5̺ 2 yz 4 + z for a new choice of generators of n (here we are also using that 5 is a unit). Then, we may complete the quintic in σ −1 f to obtain
for some unit u and some v, η ∈ S. Relabeling ̺ 2 y + z as z, we obtain
Completing the cube again, we obtain
Hence, σ −1 f is of type E 8 . Finally, suppose σ ′ is not unit. From (3.8.3), we obtain
for some γ 1 , σ 1 . As before, we may assume ν = 0 by completing the square. In this way, the only case that remains is
Nevertheless, we claim that in that case R = S/f is not a rational singularity. We will show that the blowup along the closed point is not rational, but if R is a rational singularity then such a blowup have to be rational by [Lip69, Proposition 8.1]. Precisely, let X be the blowup of R along m = n/f . Then one chart of X is given by the spectrum of S[x/z, y/z]/(f /z 2 ), where by f /z 2 we mean
Settingx = (x/z) andỹ = (y/z), the above equation isx 2 +ỹ 3 z + η 1ỹ z 3 + η 2 z 4 so it is not a rational singularity as in the proof of Lemma 3.4 (note that this equation has the form x 2 + g where g has order 4).
Finite covers of rational double points by regular schemes
In this section we prove Theorem A, we first notice that any 2-dimensional Gorenstein rational singularity is a rational double point (in particular, it is a hypersurface of multiplicity 2). This fact is well-known but we cannot find a good reference in mixed characteristic. Thus we include a short argument.
Lemma 4.1. Let (R, m, k) be a Gorenstein rational singularity of dimension 2 that is not regular. Then R has multiplicity 2 and embedding dimension 3. In particular, R ∼ = S/(f ) where (S, n, k) is a regular local ring of dimension 3 and f ∈ n 2 − n 3 .
Proof. We may assume k is an infinite field. Let (x, y) be a minimal reduction of m. By where the last equality is because R/(x, y) is an Artinian Gorenstein ring so it has a 1-dimensional socle. Thus, e(R) = 2. But then we know that the embedding dimension of R is less than or equal to e(R) + 1 = 3. Therefore, R is a hypersurface.
For the rest of the proof of Theorem A, we aim to show that if X is a strictly Henselian rational double point of mixed characteristic (0, p > 5) then there exists a split finite cover of X by a regular scheme. Throughout the rest of this section, (S, n, k) is a regular local ring and we are in the end concerned with the case where it is of mixed characteristic (0, p > 5) and (R, m, k) = S/(f ) is the local ring of a rational double point. The proof of Theorem A is separated into the cases defined by the type of the singularity of R and is organized as follows:
• If X is a rational double point of type A n then there exists a cyclic cover of X by a regular scheme by Proposition 4.2; • If X is a rational double point of type D n then there exists a cyclic cover of X by a rational double point of type A 2n−5 by Proposition 4.4 and Corollary 4.6; • If X is a rational double point of type E 6 then there is a cyclic cover of X by a rational double point of type D 4 by Proposition 4.7; • If X is a rational double point of type E 7 then there is a cyclic cover of X by a rational double point of type E 6 by Proposition 4.9 and Corollary 4.10; • If X is a rational double point of type E 8 then an explicit description of a finite split cover of X by a regular scheme is provided in Proposition 4.11. Proof. For sake of notation, we write x 0 = x − iy and y 0 = x + iy. We will first show that the divisor class of p = (y 0 , z) in Cl(R) has order n + 1, and p (k) = y 0 , z k .
Claim 4.3. p (k) = y 0 , z k for all k ≤ n, and p (n+1) = (y 0 ).
Proof. First notice that p
Therefore, by [AM69, Proposition 4.8 (ii)], it suffices to prove that (y 0 , z k ) is a p-primary ideal of R. However, this is clear as every zerodivisor of the ring
is nilpotent, and the ring has depth 1 as it is a complete intersection. In particular, m = (x 0 , y 0 , z) cannot be an associated prime of y 0 , z k . Thus, (y 0 , z k ) is p-primary.
We construct the cyclic cover associated to the isomorphism p (n+1) = (y 0 ) ∼ = R where y 0 → 1. We write
where y k denotes the copy of y 0 in the degree-k direct summand of the cyclic cover C corresponding to p, and z 1 denotes the copy of z in the degree-1 direct summand of C.
We have that C is a domain by Proposition 2.1, and is local with maximal ideal c = m ⊕ n k=1 p (k) , see [Car17, Proposition 4.21]. Therefore, in order to show C is regular it suffices to prove that c is generated by two elements. To this end, notice that we have c = (x 0 , y 0 , z, z 1 , y 1 , . . . , y n ). However, these elements are subject to the following relations:
4) y 1 y n = y 0 , and (5) z 1 y n = z, where k = 1, . . . , n. These relations imply that c = (y 0 , z 1 , y 1 , . . . , y n ). If we raise the fourth relation y 1 y n = y 0 to the n + 1 − k power (with 0 ≤ k ≤ n − 1), we obtain for all k = 0, . . . , n. Therefore, c = (z 1 , y n ) is indeed generated by 2 elements. Proof. First, we prove that the divisor corresponding to p has index 2.
Proof. First of all, notice that
In this way, it suffices to observe that (z) is a p-primary ideal of R [AM69, Proposition 4.8 (ii)].
Let C = R ⊕ (x 1 , z 1 ) R be the cyclic cover corresponding to p. Then, we have the following relations:
x 2 1 = −y 2 − z n−2 ; x 1 z 1 = x; z 2 1 = z. This implies that the maximal ideal of C is c = (x, y, z, x 1 , z 1 ) = (y, x 1 , z 1 ). Therefore, there is an isomorphism of R-algebras
Observe that C ′ is local with maximal ideal c ′ = (y, ξ, ζ) and residue field k. On the other hand, note that
However, the ideal we are modding out by equals
and similarly
Therefore,
where we see that S[ξ, ζ] ξζ − x, ζ 2 − z is a 3-dimensional complete regular local ring with maximal ideal (ξ, y, ζ). Thus, we have shown that C is isomorphic to a ring of type A 2n−5 . Proposition 4.7 (Type E 6 ). Assume that S is strictly Henselian of residual characteristic p > 5, let R be of type E 6 , and write R ∼ = S/(x 2 + y 3 + z 4 ) where x, y, z is a choice of minimal generators of the maximal ideal of S, see Proposition 3.8. Then p = y, x + iz 2 is a height 1 prime ideal of R of order 3 as an element of the divisor class group and the corresponding cyclic cover is a singularity of type D 4 .
Proof. For notation ease, we write x 0 = x + iz 2 . Thus, the defining equation
where z 0 = (−2i) 1/2 z. Note that x 0 , y, z 0 is a choice of generators of the maximal ideal of S. As before, we start off with the following claim proving the order of p = (x 0 , y) is 3. Proof. Let k ≤ 3, we prove p k = x 0 , y k . To this end, we notice that these two ideals coincide after we localize at p, for x 0 x 0 + z 2 0 + y 3 = 0 and x 0 + z 2 0 / ∈ p. Hence, it is enough to prove that x 0 , y k is a p-primary ideal of R. This follows, as in Claim 4.3 above, from observing that
so that all zerodivisors of are nilpotent, and the depth of this ring is 1, whereby m is not primary to x 0 , y k .
Next, we consider the corresponding Veronese-type cyclic cover
where x k denotes the copy of x 0 in the degree-k direct summand of C = 2 k=0 p (k) , and similarly, y 1 denotes the copy of y in the first direct summand. These variables are subject to the following relations:
Additionally, we deduce that
, by using the third and first relations. By canceling x 2 1 out on both sides (as C is a domain), we obtain the extra relation (4.8.6) x 2 2 = x 1 . Then, we see that the fourth relations follows from this equation and the fifth relation. A priori, the maximal ideal of C is c = (x 0 , y, z 0 , x 1 , y 1 , x 2 ), but given the above constraints, we see that c = (z 0 , y 1 , x 2 ). Also, we conclude that (4.8.7) x 3 2 = x 2 2 x 2 = x 1 x 2 = x 0 by using (4.8.6) and (4.8.3). In summary, we can see that we have an isomorphism of R-algebras
On the other hand, we note that C ′ is isomorphic to S[γ, ξ] modulo the ideal
However, modulo ξ 3 − x 0 , γξ − y , we have
0 . Hence, the above ideal equals the ideal
In this manner,
where S[γ, ξ] ξ 3 − x 0 , γξ − y is a 3-dimensional regular local ring with maximal ideal (z 0 , γ, ξ). To see this last quotient is a D 4 singularity, we may pass to the completion and notice that the sum of cubes can be factored as the product of three different lines; see Lemma 3.4 and Proposition 3.5. Proof. From the relation x 2 + y 3 + yz 3 = 0, we see that p (2) = (y), so the assertion about the torsion of the divisor class of p follows. Consider the associated cyclic cover C = R ⊕ (x 1 , y 1 ) R with relations x 2 1 + y 2 + z 3 = 0, x 1 y 1 = x, and y 2 1 = y. In particular, the maximal ideal of C is c = (x 1 , y 1 , z) .
Next, we consider the isomorphisms:
where S[ξ, γ] ξγ − x, γ 2 − y is a 3-dimensional regular complete local ring with maximal ideal (ξ, γ, z). Hence, C is of type E 6 . Proof. Let f 1 , f 2 , and f 3 be the following polynomials in Q(
By direct computation, one checks these polynomials satisfy the equation = 0. Note we initially found these f i by using the InvariantRing package [Haw] for Macaulay2 [GS] , see also [Haw13] . Explicitly, we considered the action of the icosahedral group on a polynomial ring over a field. J. Lipman pointed out to us that the same expressions appear also in [Kle56, Chapter 13] . These f i also work in our more general setting, as we demonstrate below. Now, we fix an isomorphism
where p is the residual characteristic of S and Q(x, y, z) ∈ W (k) x, y, z .
9 In this fashion, our singularity R can be assumed to be
Next, we let A be the (possibly ramified) 3-dimensional complete regular local W (k)-algebra
here we view f 1 , f 2 , f 3 ∈ W (k) u, v in the obvious way. Consider the map of W (k)-algebras R − → A given by sending x, y, z to f 1 , f 2 , f 3 , respectively. This map is well-defined because the f i satisfy the equation (4.11.1). It remains to prove that R − → A is a finite split extension. To this end, it suffices to prove it is a finite extension of degree 120, an invertible element in W (k), for in that case the trace map Tr A/R : A − → R can be used to split the extension R − → A.
In order to prove that R − → A is a finite extension of degree 120, we notice that the map of
obtained by sending x, y, z to f 1 , f 2 , f 3 , respectively, is a finite extension of degree 120. Indeed, if we invert p, this follows from the equicharacteristic zero case. Hence, the result follows from the following general fact applied to p = (p − Q). Proof. Since pd(A/p) is finite, we have that A p is a regular local ring. Since B is CohenMacaulay, so is B p and thus the extension A p − → B p is finite free, whose rank must be d. Of course, the rank A p − → B p is nothing but its residual degree, which is the (generic) degree of A/p − → B/pB.
Finally, we prove that R − → A isétale on the punctured spectrum. It suffices to show that the map W (k) x, y, z x 2 + y 3 + z 5 − → W (k) u, v isétale on the punctured spectrum. But this can be checked by hand (or in a computer algebra system working over Z with 2, 3, 5 inverted). This completes the proof. ], the local fundamental group (the fundamental group of the punctured spectrum) of R, is unchanged by passage to completion. Hence, there exists a finite extension R − → A ′ ,étale on the punctured spectrum, such that R − → A ′ is isomorphic to the extension constructed in Proposition 4.11. Since the completion of A ′ is regular, so is A ′ , and the result follows.
We end this section by giving an example showing that, similar to the equicharacteristic p > 0 scenario, rational double points of mixed characteristic (0, p) with p small are not always direct summands of regular rings.
Example 4.14. Let R = W (k) y, z /(p 2 + y 3 + z 5 ) where k is an algebraically closed field of characteristic p = 3. One can check that R has a rational singularity (for example, use [Lip69, Proposition 8.1]). We claim that R cannot be a direct summand of a regular ring. In fact, direct summands of regular rings are splinters (in mixed characteristic this follows from [And18] ). Thus if R is a direct summand of a regular ring, then for any module-finite extension T of R, y 2 / ∈ (p, z)T (since y 2 / ∈ (p, z)R). However, this is not true by the following claim.
Claim 4.15. There exists a module-finite extension T of R such that y 2 ∈ (p, z)T .
Proof. Recall that p = 3, so we write y 2 = 3v + zu and we will solve u and v using monic equations over R. Since v = (y 2 − uz)/3, we have Thus we have
Plug in y 3 = −9 − z 5 and y 6 = 81 + z 10 + 18z 5 to the above equation to have
Consider the following equations on u, v: u 3 + 3yz 3 u + (2z 7 + 36z 2 ) = 0 v 3 − y 2 v 2 + (6 + yuz) = 0.
Since both equations are monic, it is clear that there exists a module-finite extension T of R such that u, v has solutions in T . Thus working backwards we see that y 2 ∈ (p, z)T .
Cyclic covers of BCM-regular singularities
In this final section, we give an application of Theorem A to BCM B -regular singularities introduced in [MS18] . We first collect some notations from [MS18] . Let (R, m) be a complete local ring of dimension d. For every big Cohen-Macaulay R-algebra B we define Proof. Without loss of generality, we may assume that R is complete. If S is BCM B -regular, it is a normal domain, then R is BCM B -regular since R − → S splits, this follows from [MS18, Theorem 6.12, Proposition 6.14].
Conversely, suppose that R is BCM B -regular. In the case that p does not divide n, S is normal and [MS18, Corollary 6.20] implies that S is BCM B -regular.
Thus, we assume noe p | n. Note that S is still a domain by Proposition 2.1. Even though S is not necessarily normal, it is G1 (Gorenstein in codimension 1) since in codimension 1 it is a cyclic cover of a Gorenstein ring (localizing at a height one prime, we are adjoining a single variable and modding out by a single equation). Write the induced map π : Spec S − → Spec R and notice that we can pull back π * D to obtain an almost Cartier divisor in the sense of [Har94] . We also have that π * D and π * K R are Q-Cartier. Notice finally that π * D is in fact Cartier since we took a cyclic cover. Recall that the ring S is local with maximal ideal n := m⊕R(D) ⊕R(2D) ⊕· · · ⊕R((n−1)D). There is also a trace-like map T : S − → R which projects onto the first coordinate, which satisfies T (n) ⊂ m and which generates Hom R (S, R) as an S-module, see for example [Car17, Section 4.4].
Let Tr ∈ Hom R (S, R) denote the field trace and write Tr(−) = T (s · −) for some s ∈ S; we define Ram S/R := div S (s). Even though S is not necessarily normal, since it is G1 and S2, we may define a canonical divisor K S with K S = π * K R − Ram S/R ∼ π * K R . It follows that K S is also Q-Cartier with nK S Cartier. In this setting we may define τ B (S) := τ B (ω S , K S ) as in [MS18, Definition 6.2], it is still an ideal of S just as in [MS18, Lemma 6.8].
Choose a Cartier divisor H = div R (r) on R such that π * H ≥ Ram S/R . We know from [MS18, Theorem 6.17], whose proof does not use that S is normal, that Hence T (τ B (S)) = τ B (R). However, since τ B (R) = R, and T (n) ⊂ m, we must have τ B (S) ⊂ n. Hence τ B (S) = S, which also proves, arguing exactly as in [MS18, Theorem 6.12] (again working in the G1 and S2 instead of the normal case), that S − → B is pure. Among other things, since S − → B factors through the normalization of S, S N , this implies S − → S N splits, and hence S is normal. Thus [MS18, Proposition 6.14] implies that S is BCM B -regular. Proof. Since R is BCM B -regular, R is BCM B -rational and hence pseudo-rational by [MS18, Theorem 6.12, Proposition 3.7]. Since R has dimension 2, R is thus a rational singularity and so R is Q-Gorenstein by [Lip69, Proposition 17.1]. Let S be the canonical cover of R. Then
