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ROCK BLOCKS, WREATH PRODUCTS AND KLR ALGEBRAS
ANTON EVSEEV
Abstract. We consider RoCK (or Rouquier) blocks of symmetric groups and Hecke
algebras at roots of unity. We prove a conjecture of Turner asserting that a certain
idempotent truncation of a RoCK block of weight d of a symmetric group Sn defined
over a field F of characteristic e is Morita equivalent to the principal block of the wreath
product Se oSd. This generalises a theorem of Chuang and Kessar that applies to RoCK
blocks with abelian defect groups. Our proof relies crucially on an isomorphism between
FSn and a cyclotomic Khovanov–Lauda–Rouquier algebra, and the Morita equivalence
we produce is that of graded algebras. We also prove the analogous result for an Iwahori–
Hecke algebra at a root of unity defined over an arbitrary field.
1. Introduction
1.1. The main result. Let ξ be a fixed element of an arbitrary field F . We assume that
there exists an integer e ≥ 2 such that 1 + ξ + · · · + ξe−1 = 0 and let e be the smallest
such integer (the quantum characteristic of ξ). We fix e, F and ξ throughout the paper.
For an integral domain O, an invertible element ξ ∈ O and an integer n ≥ 0, the
Iwahori–Hecke algebra Hn(O, ξ) is the O-algebra defined by the generators T1, . . . , Tn−1
subject to the relations
(Tr − ξ)(Tr + 1) = 0 for 1 ≤ r < n,(1.1)
TrTr+1Tr = Tr+1TrTr+1 for 1 ≤ r < n− 1,(1.2)
TrTs = TsTr for 1 ≤ r, s < n such that |r − s| > 1.(1.3)
Throughout, we write Hn = Hn(F, ξ). The algebra Hn is cellular, and hence F is neces-
sarily a splitting field for this algebra (see e.g. [26, Theorem 3.20]).
It is well known that the blocks of Hn are parameterised by the set
(1.4) Ble(n) = {(ρ, d) ∈ Par×N | ρ is an e-core and |ρ|+ ed = n},
where Par is the set of all partitions. We write bρ,d for the block idempotent of Hn
corresponding to (ρ, d) ∈ Ble(n), and Hρ,d = bρ,dHn denotes the corresponding block
(see Section 2 for details). Representation theory of RoCK (or Rouquier) blocks of Hn
(see Definition 2.1) is much more tractable than that of blocks Hρ,d in general. By a
fundamental result of Chuang and Rouquier [8, Section 7], for any d ≥ 0 and any two e-
cores ρ(1) and ρ(2), the algebras Hρ(1),d and Hρ(2),d are derived equivalent. Consequently, in
order to understand the structure of an arbitrary block Hρ,d up to derived equivalence, it
suffices to give a description of the structure of each RoCK block up to derived equivalence.
If ξ = 1, then e = charF is necessarily prime and Hn ∼= FSn, where Sn denotes the
symmetric group on n letters. Chuang and Kessar [6] proved that, when ξ = 1 and
d < charF = e, a RoCK block Hρ,d is Morita equivalent to the wreath product H∅,1 oSd.
Note that hereH∅,1 is the principal block of FSe and that the result of [6] applies precisely
to RoCK blocks of symmetric groups with abelian defect. In fact, the aforementioned
theorems of Chuang–Rouquier and Chuang–Kessar are stronger, as they hold with F
replaced by an appropriate discrete valuation ring.
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When d ≥ charF , the Morita equivalence of Chuang–Kessar no longer holds, as a RoCK
block Hρ,d has more isomorphism classes of simple modules than H∅,1 oSd. Nevertheless,
Turner [33] conjectured in general (for ξ = 1) thatH∅,1oSd is Morita equivalent to a certain
idempotent truncation of a RoCK block. More precisely, for any integers 0 ≤ m ≤ n, view
Hm as a subalgebra of Hn via the embedding Tj 7→ Tj for 1 ≤ j < m. For any e-core ρ
and d ≥ 0, define
(1.5) fρ,d = bρ,0bρ,1 · · · bρ,d ∈ H|ρ|+de.
Clearly, the factors in this product commute pairwise, so fρ,d is an idempotent. The main
result of this paper is the following theorem, which settles affirmatively [33, Conjecture
82] (stated in loc. cit. for the case ξ = 1).
Theorem 1.1. Let Hρ,d be a RoCK block and f = fρ,d. Then we have an algebra isomor-
phism fHρ,df ∼= Hρ,0 ⊗F (H∅,1 oSd). Hence, the algebra fHρ,df is Morita equivalent to
H∅,1 oSd.
The second statement follows from the first one because Hρ,0 is a split simple algebra.
Remark 1.2. The formula defining the idempotent appearing in [33, Conjecture 82] is
different to (1.5), but the resulting idempotent is equal to fρ,d: see Proposition 8.1.
While Theorem 1.1 is stated purely in the language of representation theory of sym-
metric groups and Hecke algebras at roots of unity, the proof given in this paper relies
crucially on the fact that Hρ,d is isomorphic to a certain cyclotomic Khovanov–Lauda–
Rouquier (KLR) algebra. A consequence of this fact is that each of the algebras Hρ,d,
fρ,dHρ,dfρ,d and H∅,1 oSd has a natural Z-grading. Moreover, H∅,1 oSd is nonnegatively
graded: this observation plays an important role in the proof. The isomorphism and the
Morita equivalence in Theorem 1.1 are those of graded algebras (see Theorem 3.4 for a
more precise statement).
In order to explain the meaning of Theorem 1.1 in more detail, we recall certain well-
known general facts on idempotent truncation (see e.g. [15, Section 6.2]). Let A be an
algebra over a field k and ε ∈ A be an idempotent. Let A-mod be the category of left
modules over A. Then we have an exact functor F : A-mod→ εAε-mod defined as follows:
for any A-module V , set F(V ) = εV , and for any morphism φ : V →W of A-modules, set
F(φ) = φ|εV . Further, the image F(D) of any simple A-module D is either simple or 0,
and, if {Dλ | λ ∈ Λ} is a complete and irredundant set of representatives of isomorphism
classes of simple A-modules, then {εDλ | λ ∈ Λ, εDλ 6= 0} is a complete and irredundant
set of representatives of isomorphism classes of simple εAε-modules. Informally, εAε-mod
captures the part of the structure of A-mod that corresponds to the simple modules
D ∈ A-mod such that εD 6= 0. In particular, if εD 6= 0 for all simple A-modules D, then
A is Morita equivalent to εAε.
When A = Hρ,d is a RoCK block and ε = fρ,d, it is the case that εD 6= 0 for all simple
A-modules D if and only if d < charF or charF = 0: see Proposition 8.2. Thus, when
d < charF or charF = 0, Theorem 1.1 yields a Morita equivalence between the RoCK
blockHρ,d andH∅,1 oSd. This equivalence was proved by Chuang and Miyachi [7, Theorem
18] under the assumption that either charF = 0 or ξ belongs to the prime subfield of F by
using the aforementioned result of Chuang–Kessar (for ξ = 1) and similar results obtained
independently by Miyachi [27] and Turner [32] for RoCK blocks of finite general linear
groups (for ξ 6= 1). The proof given below is different from the arguments in the above
papers. The isomorphism in Theorem 1.1 is constructed uniformly for all cases and is
quite explicit, once the statement of the theorem is translated into the language of KLR
algebras.
In the case when ξ = 1 and e = 2, Theorem 1.1 was proved by Turner (see [33, Theorem
84]) using a Brauer morphism. Independently of the present work, the same result was
proved for e = 2 and arbitrary ξ by Konishi [23].
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In the case when charF = 0, the decomposition matrix of a RoCK block Hρ,d was
determined by Chuang and Tan [9, Theorem 1.1] and, independently, by Leclerc and
Miyachi [24, Corollary 10]. After a certain relabelling, this matrix may be seen to be
identical to the decomposition matrix of H∅,1 o Sd. When ξ = 1, the decomposition
matrix of a RoCK block Hρ,d was determined by Turner [33, Theorem 132] and was
shown to coincide with that of H∅,1 oSd by Paget [29, Theorem 3.4], again, after a certain
relabelling. These results are closely related to Theorem 1.1 but are not directly implied
by it, as we do not describe explicitly the H∅,1 o Sd-modules which are the images of
Specht and simple modules of Hρ,d under the composition of the Morita equivalence of
Theorem 1.1 and the functor F .
In addition to conjecturing the statement of Theorem 1.1, Turner [33] has constructed
two remarkable algebras that he conjectured to be Morita equivalent respectively to the
whole RoCK block Hρ,d and to a RoCK block of a ξ-Schur algebra (see [33, Conjectures
165 and 178] respectively). After the present paper was submitted, the first of these
conjectures was proved in [13] using results contained here.
1.2. Outline of the paper. Section 2 contains the definition of a RoCK block. In
Section 3, we recall the definition of KLR algebras, state some of their standard properties
and state a graded version of Theorem 1.1 as Theorem 3.4. The proof of Theorem 3.4
occupies Sections 4–7. A detailed outline of the proof is given in §3.3, after the required
notation is introduced.
In Section 8, we prove two simple results that have already been referred to above and
clarify Theorem 1.1. In Section 9, we give two alternative descriptions of the images in
fρ,dHρ,dfρ,d of elementary transpositions of Sd under the isomorphism of Theorem 1.1,
specifically,
(i) an explicit formula for those images in terms of generators of the relevant KLR
algebra (given without proof), see Equation (9.1);
(ii) a formula in terms of the generators Tr of H|ρ|+de and the grading on fρ,dHρ,dfρ,d,
see Proposition 9.5; in the case when ξ = 1, we give a simple description of the whole
isomorphism in these terms, not just of its restriction to Sd: see Theorem 9.6.
These results provide different viewpoints on the isomorphism and may be useful for
determining the images of simple and Specht modules ofHρ,d under the Morita equivalence
of Theorem 1.1 composed with the functor from Hρ,d-mod to fρ,dHρ,dfρ,d-mod described
above.
1.3. General notation. The symbol N denotes the set of nonnegative integers. For
integers n > r > 0, we denote by sr the elementary transposition (r, r + 1) ∈ Sn. If
O is a commutative ring, then O× denotes the set of all invertible elements of O. The
centre of an algebra A is denoted by Z(A). Throughout, subalgebras of F -algebras are not
assumed to contain the identity element and F -algebra homomorphisms are not assumed
to preserve the identity unless they are described as “unital”.
By a graded vector space (algebra, module) we mean a Z-graded one. If V is a graded
vector space, then V{n} denotes its n-th homogeneous component, so that V =
⊕
n∈Z V{n}.
If v ∈ V , we write v{n} for the n-th component of v, so that v{n} ∈ V{n} and v =
∑
n∈Z v{n}.
For a subset S ⊂ Z, we set VS =
⊕
n∈S V{n} ≤ V and vS =
∑
n∈S v{n}. We abbreviate
V<0 for VZ<0 , etc.
If the graded vector space V is finite-dimensional, then its graded dimension is defined
as qdimV =
∑
n∈Z(dimV{n})q
n ∈ Z[q, q−1]. If A is a graded algebra and m ∈ Z, then the
graded algebra A〈m〉 is defined to be the same algebra as A with the grading given by
A〈m〉{n} = A{n−m} for all n ∈ Z.
If U, V are F -vector spaces, we write U ⊗V for U ⊗F V . If X is a subset of an F -vector
space, then FX denotes the F -span of X. If X and Y are vector subspaces of an algebra
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A, we write XY = F{xy | x ∈ X, y ∈ Y }. For a symbol x, we often use the notation xm
as an abbreviation for x, . . . , x (m entries) or (x, . . . , x) (as appropriate). Also, we write
x⊗m = x⊗ · · · ⊗ x.
Acknowledgement. I am grateful to Alexander Kleshchev for helpful comments that
led to improvements in the paper and, in particular, for pointing out the relevance of “R-
matrices” for KLR algebras constructed in [17]: this resulted in a considerable simplifica-
tion of the proof of Theorem 1.1, which previously relied on lengthy explicit computations
in KLR algebras.
2. RoCK blocks
If λ = (λ1, . . . , λr) is a partition (so that λ1 ≥ · · · ≥ λr > 0 are integers), we write
`(λ) = r and |λ| = ∑rj=1 λj . Let O be an integral domain and t ∈ O×. For any partition
λ of an integer n, let Sλ,O,t be the Specht Hn(O, t)-module defined as in [26, Section 3.2].
We write Sλ = Sλ,F,ξ. Note that Sλ is the dual of the “Specht module” associated with λ
constructed in [10].
For the definition of an e-core and e-weight of a partition, we refer the reader e.g. to [14,
Chapter 2]. If n ≥ 0 and (ρ, d) ∈ Ble(n) (cf. (1.4)), then we define bρ,d ∈ Hn to be the
unique block idempotent of Hn such that bρ,dSλ = Sλ for all partitions λ of n with
e-core ρ and e-weight d (see [11, Theorem 4.13]). The corresponding block algebra is
Hρ,d := bρ,dHn.
We introduce notation related to abacus representations of partitions (see [14, Section
2.7]). Let λ be a partition and l ≥ 1, N ≥ `(λ) be integers. We set λr = 0 for every integer
r > `(λ). The abacus display AblN (λ) is the subset of N × {0, . . . , l − 1} defined by the
property that (t, i) ∈ AbN (λ) if and only if lt+i ∈ {λ1+N−1, λ2+N−2, . . . , λN}, whenever
t ≥ 0 and 0 ≤ i < l. The set N × {0, . . . , l − 1} is visualised as a table with infinitely
many rows and l columns. The columns 0, . . . , l − 1 are drawn from left to right, and the
entries (0, i), (1, i), (2, i), . . . of each column are drawn from the top down. The columns
N×{i} are referred to as runners, and the elements of AblN (λ) are referred to as beads. In
particular, the number of beads of AblN (λ) on runner i is defined as |AblN (λ)∩ (N×{i})|.
We will write AbN (λ) = Ab
e
N (λ), and we view Ab
1
N (λ) as a subset of N in the obvious way.
Definition 2.1. [33, Definition 52] Let ρ be an e-core. We say that ρ is a Rouquier core
for an integer d ≥ 1 if there exists an integer N ≥ `(ρ) such that for all i = 0, . . . , e − 2,
the abacus display AbN (ρ) has at least d − 1 more beads on runner i + 1 than on runner
i. In this case, the block Hρ,d is said to be a RoCK block.
If ρ is a Rouquier core for some d ≥ 1 and N ≥ `(ρ) is such that there is an abacus
display as above, then κ = −N + eZ ∈ Z/eZ will be called a residue of ρ. It is easy to
show that ρ has only one residue; in particular, this fact is a consequence of Lemma 4.3.
Example 2.2. Let e = 3 and ρ = (8, 6, 4, 2, 2, 1, 1). The abacus display of ρ for N = 7 is
◦ • •
◦ • •
◦ ◦ •
◦ ◦ •
◦ ◦ •
◦ ◦ ◦
◦ ◦ ◦
...
where the elements of the set Ab7(ρ) are represented by •. Thus, Hρ,d is a RoCK block of
residue 2 + 3Z for each d = 1, 2, 3.
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3. KLR presentation of Hn
3.1. The KLR algebra and the Brundan–Kleshchev isomorphism. KLR algebras
(also called quiver Hecke algebras) were introduced by Khovanov and Lauda [18] and
independently by Rouquier [30]. We follow the presentation given in [2].
Let I = Z/eZ = {0, 1, . . . , e−1}. If i ∈ In = I×· · ·× I for some n ≥ 0, then ir denotes
the r-th entry of i (for 1 ≤ r ≤ n). Usually, we will write ir instead of ir and will use
a similar convention for other bold symbols. If i ∈ In and j ∈ Im, we denote by ij the
concatenation (i1, . . . , in, j1, . . . , jm) of i and j.
Consider the quiver Γ with vertex set I, a directed edge from i to i + 1 for each i ∈ I
and no other edges. Write i → j if there is an edge from i to j but not from j to i,
i  j if there are edges between i and j in both directions, and i /− j if j 6= i, i ± 1. Let
C = (cij)i,j∈I be the corresponding generalized Cartan matrix (of type A
(1)
e−1):
cij =

2 if i = j,
0 if i /− j
−1 if i→ j or i← j,
−2 if i j.
For i, j ∈ I, define polynomials Lij ∈ F [y, y′] by
Lij(y, y
′) =

0 if i = j
1 if i /− j,
y′ − y if i→ j,
y − y′ if i← j,
(y′ − y)(y − y′) if i j.
The symmetric group Sn acts on I
n as follows: w(i1, . . . , in) = (iw−1(1), . . . , iw−1(n)) for
w ∈ Sn. The KLR algebra Rn is the F -algebra generated by the set
(3.1) {e(i) | i ∈ In} ∪ {y1, . . . , yn} ∪ {ψ1, . . . , ψn−1}
subject to the relations
e(i)e(j) = δi,je(i),(3.2) ∑
i∈In
e(i) = 1,(3.3)
yre(i) = e(i)yr,(3.4)
ψre(i) = e(sri)ψr,(3.5)
yrys = ysyr,(3.6)
ψrψs = ψsψr if |r − s| > 1,(3.7)
ψrys = ysψr if s 6= r, r + 1,(3.8)
ψryr+1e(i) =
{
(yrψr + 1)e(i) if ir = ir+1,
yrψre(i) if ir 6= ir+1;
(3.9)
yr+1ψre(i) =
{
(ψryr + 1)e(i) if ir = ir+1,
ψryre(i) if ir 6= ir+1;
(3.10)
ψ2re(i) = Lir,ir+1(yr, yr+1)e(i),(3.11)
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ψrψr+1ψre(i) =

(ψr+1ψrψr+1 + 1)e(i) if ir+2 = ir → ir+1,
(ψr+1ψrψr+1 − 1)e(i) if ir+2 = ir ← ir+1,
(ψr+1ψrψr+1 − 2yr+1 + yr + yr+2)e(i) if ir+2 = ir  ir+1,
ψr+1ψrψr+1e(i) otherwise
(3.12)
for all i, j ∈ In and all admissible r and s.
Let (h,Π,Π∨) be a realization of the Cartan matrix C (see [16, §1.1]), with simple roots
{αi | i ∈ I}, simple coroots {α∨i | i ∈ I} and fundamental dominant weights {Λi | i ∈ I}
satisfying 〈Λi, α∨j 〉 = δij for i, j ∈ I. Let P+ =
⊕
i∈I NΛi and Q+ =
⊕
i∈I Nαi. If
α =
∑
i∈I niαi ∈ Q+, write ht(α) =
∑
i∈I ni.
Let Λ ∈ P+. The cyclotomic KLR algebra RΛn is defined as the quotient of Rn by the 2-
sided ideal generated by the set {y〈Λ,α
∨
i1
〉
1 e(i) | i ∈ In}. It follows from the above relations
that the algebras Rn and R
Λ
n are both graded by the following rules: deg(e(i)) = 0,
deg(ψre(i)) = −cir,ir+1 and deg(yt) = 2 whenever i ∈ In, 1 ≤ r < n and 1 ≤ t ≤ n
(see [2]).
Remark 3.1. Elements of Rn may be represented as linear combinations of diagrams
described by Khovanov and Lauda [18]. While diagrams are not used explicitly in our
proof, the reader may find it helpful to translate some of the assertions below into the
language of diagrams.
For each i ∈ I, define iˆ ∈ F by
(3.13) iˆ =
{
i if ξ = 1,
ξi if ξ 6= 1.
Here, and in the sequel, if ξ = 1, then i is identified with an element of F via the embedding
I = Z/eZ → F ; and if ξ 6= 1, then ξi = ξi′ ∈ F , where i′ ∈ Z is any representative of
the coset i. Let HΛn = H
Λ
n (ξ) be the cyclotomic Hecke algebra with parameter ξ; see [2].
That is, HΛn is the F -algebra generated by the set {T1, . . . , Tn−1, X1, . . . , Xn} if ξ = 1 and
by the set {T1, . . . , Tn−1, X±11 , . . . , X±1n } if ξ 6= 1 subject to the relations (1.1)–(1.3), the
relation
∏
i∈I(X1 − iˆ)〈Λ,α
∨
i 〉 = 0 and the following relations:
(a) if ξ = 1: XlXt = XtXl, Xr+1 = TrXrTr + Tr and, if t /∈ {r, r + 1}, XtTr = TrXt;
(b) if ξ 6= 1: X±1t X±1l = X±1l X±1t , XtX−1t = 1 = X−1t Xt, Xr+1 = ξ−1TrXrTr and, if
t /∈ {r, r + 1}, TrXt = XtTr,
for 1 ≤ r < n, 1 ≤ t, l ≤ n. In particular, HΛ0n is isomorphic to Hn via the map given by
Tr 7→ Tr for 1 ≤ r < n and X1 7→ 0ˆ. In the sequel, we identify these two algebras.
Brundan and Kleshchev [2, Main Theorem] and independently Rouquier [30, Corollary
3.17] proved that the algebraHΛn is isomorphic toR
Λ
n . More precisely, we have the following
result.
Theorem 3.2 (Brundan–Kleshchev). Let y and y′ be indeterminates. There exist power
series Pi, Qi ∈ F [[y, y′]], i ∈ I, such that Qi is invertible for each i and:
(i) For each n ≥ 0 and Λ ∈ P+, there is an isomorphism BKΛn : HΛn ∼−−→RΛn given by
BKΛn(Tr) =
∑
i∈In
(ψrQir−ir+1(yr, yr+1)− Pir−ir+1(yr, yr+1))e(i) and(3.14)
BKΛn(Xt) =
{∑
i∈In(yr + ir)e(i) if ξ = 1,∑
i∈In ξ
ir(1− yr)e(i) if ξ 6= 1
(3.15)
for 1 ≤ r < n and 1 ≤ t ≤ n.
(ii) For every i ∈ In and t ∈ {1, . . . , n}, the element (BKΛn(Xt)− iˆt)e(i) is nilpotent.
(iii) If ξ = 1, then Pi, Qi ∈ F [[y − y′]] for all i ∈ I.
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Proof. It is proved in [2, Sections 3 and 4] (see, in particular, [2, (3.41)–(3.42) and (4.42)–
(4.43)]) that one has an isomorphism HΛn
∼−−→RΛn given by
Tr 7→
∑
i∈In
(ψrQ
′
r,i(yr, yr+1)− P ′r,i(yr, yr+1))e(i)
and (3.15) if power series P ′r,i, Q
′
r,i ∈ F [[y, y′]], 1 ≤ r < n, i ∈ In, satisfy certain explicit
identities.1 If ξ = 1, then the power series P ′r,i, Q
′
r,i given by [2, (3.22) and (3.30)] satisfy
the required identities. Moreover, one easily checks that P ′r,i = Pir−ir+1 and Qr,i =
Q′ir−ir+1 for all r, i provided the power series Pi and Qi, i ∈ I, are defined as follows:
Pi =
{
1 if i = 0,
(i+ y − y′)−1 if i 6= 0,(3.16)
Qi =

1 + y′ − y if i = 0,
1− Pi if i /∈ {0, 1,−1}
(1− P 2i )/(y′ − y) if e 6= 2 and i = −1,
1 if e 6= 2 and i = 1,
(1− Pi)/(y′ − y) if e = 2 and i = 1.
(3.17)
Since Pi, Qi ∈ F [[y − y′]] for all i, this proves (i) when ξ = 1 and (iii).
Assuming that ξ 6= 1, let
Pi =
{
1 if i = 0,
(1− ξ) (1− ξi(1− y)(1− y′)−1)−1 if i 6= 0,(3.18)
Qi =

1− ξ + ξy′ − y if i = 0,
ξi(1−y)−ξ(1−y′)
ξi(1−y)−(1−y′) if i /∈ {0, 1,−1},
ξ−1(1−y)−ξ(1−y′)
(ξ−1(1−y)−(1−y′))2 if e 6= 2 and i = −1,
1 if e 6= 2 and i = 1,
1
ξ(1−y′)−(1−y) if e = 2 and i = 1
(3.19)
for all i ∈ I. (The only difference from power series given by [2, (4.27) and (4.36)] is a
slight one in the formulas for Qi in the cases when i ∈ {1,−1}.) As in [2], one checks that
the power series P ′r,i = Pir−ir+1 and Qr,i = Qir−ir+1 satisfy the required properties, i.e. the
identities [2, (4.27) and (4.33)–(4.35)], so one has an isomorphism given by (3.14)–(3.15).
Finally, (ii) follows from (3.15) and the fact that yt ∈ RΛn is nilpotent for 1 ≤ t ≤ n, as
deg(yt) = 2 and R
Λ
n
∼= HΛn is well known to be finite-dimensional. 
From now on, we assume that BKΛn is as in Theorem 3.2, with Pi and Qi given by (3.16)–
(3.19). We write
BKn = BK
Λ0
n : Hn ∼−−→RΛ0n .
For 0 ≤ m ≤ n, we define a unital algebra homomorphism ιnm : RΛ0m → RΛ0n by
(3.20) e(i) 7→
∑
j∈In−m
e(ij), ψr 7→ ψr, yt 7→ yt
for i ∈ Im, 1 ≤ r < m and 1 ≤ t ≤ m. For every α ∈ Q+, define
Iα = {(i1, . . . , in) ∈ In |
n∑
r=1
αir = α}
1We write P ′r,i, Q
′
r,i for the power series denoted in [2] by Pr(i), Qr(i) for ξ 6= 1 and by pr(i), qr(i) for
ξ = 1.
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and eα =
∑
i∈Iα e(i), viewed either as an element of Rn or of R
Λ0
n , depending on the
context. The element eα is a central idempotent. We write Rα = Rneα and R
Λ0
α = R
Λ0
n eα.
We identify every partition λ with its Young diagram, defined to be the set
{(a, b) ∈ Z>0 × Z>0 | 1 ≤ a ≤ `(λ), 1 ≤ b ≤ λa}.
Whenever set-theoretic notation is used for a partition λ, it is to be viewed as a Young
diagram. The residue of a box (a, b) ∈ Z>0×Z>0 is defined to be res((a, b)) = b−a+eZ ∈ I,
and the residue content of λ is defined as cont(λ) =
∑
(a,b)∈λ αres((a,b)) ∈ Q+. Note that
if µ ⊂ λ are partitions and λ \ µ is an e-hook (i.e. a connected skew diagram of size
e containing no 2 × 2-squares), then each element of I occurs exactly once among the
residues of the boxes of λ \ µ. It follows that, if ρ is the e-core and d is the e-weight of λ,
then cont(λ) = cont(ρ) + dδ, where δ := α0 + α1 + · · · + αe−1 ∈ Q+ is the fundamental
imaginary root.
Recall that, if m ≤ n, then Hm is viewed as a subalgebra of Hn via Tr 7→ Tr, 1 ≤ r < m.
We state some standard properties of the isomorphism BKn.
Proposition 3.3. Let n ≥ 0 be an integer.
(i) For 0 ≤ m ≤ n, we have ιnm ◦ BKm = BKn|Hm.
(ii) For all (ρ, d) ∈ Ble(n), we have BKn(bρ,d) = econt(ρ)+dδ. Hence, for every (ρ, d) ∈
Ble(n), the map BKn restricts to an algebra isomorphism from Hρ,d onto RΛ0cont(ρ)+dδ.
Proof. (i) easily follows from (3.14), and (ii) follows from [19, §2.9 and Theorem 5.6(ii)]. 
Let Hρ,d be a RoCK block of Hn, and consider the idempotent fρ,d ∈ Hρ,d defined
by (1.5). By Proposition 3.3, we have
(3.21) BKn(fρ,d) =
d∏
r=0
ι
|ρ|+ed
|ρ|+er(econt(ρ)+rδ) =
∑
j∈Icont(ρ)
i(1),...,i(d)∈Iδ
e(ji(1) . . . i(d)).
In particular, BKn(fρ,d) ∈ RΛ0n is homogeneous of degree 0.
If A is a graded algebra over F , then the wreath product A oSd is defined as the algebra
A⊗d ⊗ FSd with multiplication given by
(x1 ⊗ · · · ⊗ xd ⊗ σ)⊗ (y1 ⊗ · · · ⊗ yd ⊗ τ) = x1yσ−1(1) ⊗ · · · ⊗ xdyσ−1(d) ⊗ στ
for x1, . . . , xd, y1, . . . , yd ∈ A and σ, τ ∈ Sd. We identify FSd with a unital subalgebra of
A oSd via the map σ 7→ 1⊗d ⊗ σ, σ ∈ Sd, and we identify A⊗d with the unital subalgebra
A⊗d⊗ 1 of A oSd in the obvious way. If A is graded, then we will view A oSd as a graded
algebra via the rule
deg(x1 ⊗ · · · ⊗ xd ⊗ σ) =
d∑
r=1
deg(xr)
whenever x1, . . . , xd ∈ A are homogeneous and σ ∈ Sr.
Observe that the algebra Rδ is nonnegatively graded (that is, (Rδ)<0 = 0): this follows
from the fact that e(i)eδ = 0 if i ∈ Ie is such that ir = ir+1 for some r. Hence, the wreath
product RΛ0δ oSd is also nonnegatively graded.
We will prove the following result, which may be viewed as a graded version of Theo-
rem 1.1 and clearly implies that theorem (due to Proposition 3.3(ii)).
Theorem 3.4. Let n ≥ 0 and (ρ, d) ∈ Ble(n) be such that ρ is a Rouquier core for d. If
f = BKn(fρ,d), then fR
Λ0
cont(ρ)+dδf and R
Λ0
cont(ρ) ⊗F (RΛ0δ o Sd) are isomorphic as graded
algebras.
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3.2. The standard basis and some general properties of Rα. Fix α ∈ Q+, and
let n = ht(α). Fow w ∈ Sn, let `(w) be the smallest m such that w = sr1 · · · srm for
some r1, . . . , rm ∈ {1, . . . , n − 1}. An expression w = sr1 · · · srm is said to be reduced if
m = `(w). We write < and ≤ for the Bruhat partial order on Sn. That is, v ≤ w if and
only if there is a reduced expression w = sr1 · · · srk such that v = sra1 · · · srat for some
a1, . . . , at satisfying 1 ≤ a1 < · · · < at ≤ k (cf. e.g. [26, Section 3.1]).
If w ∈ Sn, we set ψw = ψr1 · · ·ψrm ∈ Rn where w = sr1 · · · srm is an arbitrary but fixed
reduced expression for w. Note that, in general, ψw depends on the choice of a reduced
expression. In the sequel, all results involving elements ψw are asserted to be true for any
choice of reduced expressions used to construct ψw.
Theorem 3.5. (i) [18, Theorem 2.5] [30, Theorem 3.7] The set
{ψwym11 · · · ymnn e(i) | w ∈ Sn,m1, . . . ,mn ∈ N, i ∈ Iα}
is a basis of Rα.
(ii) Let r1, . . . , rk ∈ {1, . . . , n − 1}, w = sr1 · · · srk and g0, . . . , gk ∈ F [y1, . . . , yn]. Then
g0ψr1g1ψr2 · · · gk−1ψrkgkeα belongs to the span of elements of the form
(3.22) ψra1 · · ·ψraly
m1
1 · · · ymnn e(i)
where 1 ≤ a1 < · · · < al ≤ k, m1, . . . ,mn ∈ N, i ∈ Iα and the expression sra1 · · · sral
is reduced.
Proof of (ii). Using relations (3.8)–(3.10) repeatedly, we see that g0ψr1g1ψ1 · · · gk−1ψrkgkeα
belongs to the span of the elements (3.22) without the condition that sra1 · · · sral be re-
duced. Now the result follows from [5, Proposition 2.5]. 
Let µ = (µ1, . . . , µl) be a composition of n, i.e. a sequence of nonnegative integers such
that
∑l
r=1 µr = n. Let
Sµ = Aut({1, . . . , µ1})×Aut({µ1 + 1, . . . , µ1 + µ2})× · · · ∼= Sµ1 × · · · ×Sµl ,
a standard parabolic subgroup of Sn. Denote by D
µ
n (respectively,
µDn) the set of the
minimal length left (resp. right) coset representatives of Sµ in Sn. Note that an element
σ ∈ Sn belongs to Dµn if and only if σ(r) < σ(t) for all r, t ∈ {1, . . . , n} such that t ∈ Sµ ·r
and r < t; this fact and its analogue for µDn will be used repeatedly. If ν is another
composition of n, set νDµn =
νDn ∩ Dµn : this is the set of the minimal length double
(Sν ,Sµ)-coset representatives in Sn.
Let µ = (n1, . . . , nl) be a composition of n. There is an obvious map ιµ : Rn1⊗· · ·⊗Rnl →
Rn, defined as the unique algebra homomorphism satisfying
ιµ(e(i
(1))⊗ · · · ⊗ e(i(l))) = e(i(1) . . . i(l)),
ιµ(1
⊗r−1 ⊗ ψk ⊗ 1⊗l−r) = ψn1+···+nr−1+k,
ιµ(1
⊗r−1 ⊗ yt ⊗ 1⊗l−r) = yn1+···+nr−1+t
whenever i(1) ∈ In1 , . . . , i(l) ∈ Inl , 1 ≤ r ≤ l, 1 ≤ k < nr and 1 ≤ t ≤ nr.
A composition of α is a tuple (γ1, . . . , γl) such that γj ∈ Q+ for each j and
∑l
j=1 γj = α.
Let γ = (γ1, . . . , γl) be a composition of α, and set µ = µ(γ) := (ht(γ1), . . . ,ht(γl)). By
restricting the map ιµ to Rγ1 ⊗ · · · ⊗Rγl , we obtain an algebra homomorphism ιγ : Rγ1 ⊗
· · · ⊗ Rγl → Rα. The image of this homomorphism will be denoted by Rγ and the image
of eγ1 ⊗ · · · ⊗ eγl will be denoted by eγ , so that eγ = eγ1,...,γl is the identity element of
the subalgebra Rγ of Rα. If w ∈ Sn, then w = w′v for some (uniquely determined)
w′ ∈ Dµn and v ∈ Sµ. We then have `(w) = `(w′) + `(v), and hence one can obtain
a reduced expression for w by concatenating reduced expressions for w′ and v. Using a
reduced expression of this form to define each ψw, one deduces the following result from
Theorem 3.5 (cf. the proof of [18, Proposition 2.16]).
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Corollary 3.6. For any composition γ of α, Rαeγ is freely generated as a right Rγ-module
by the set {ψw | w ∈ Dµ(γ)n }.
Proposition 3.7. Let γ = (γ1, . . . , γl) and γ
′ = (γ′1, . . . , γ′m) be compositions of α. Let
µ = µ(γ) and ν = µ(γ′). Then eγ′Rαeγ =
∑
v∈νDµn Rγ′ψvRγ.
Proof. By Corollary 3.6, eγ′Rαeγ =
∑
w∈Dµn eγ′ψwRγ . Let w ∈ D
µ
n , and let u ∈ Sν and
v ∈ νDn be such that w = uv and `(w) = `(u) + `(v). It is easy to show that v ∈ νDµn . We
may assume that ψw is defined in such a way that ψw = ψuψv (for each w in question).
Thus, eγ′ψw = eγ′ψuψv ∈ Rγ′ψv, and the result follows. 
Define R′α to be the subalgebra of Rα generated by
{e(i) | i ∈ Iα} ∪ {ψreα | 1 ≤ r < n} ∪ {(yr − yt)eα | 1 ≤ r, t ≤ n}.
The following fact was observed in [4, Lemma 3.1] (in a slightly different context). For
the reader’s convenience, we give a proof.
Proposition 3.8. As a right F [y2−y1, y3−y2, . . . , yn−yn−1]-module, R′α is freely generated
by the set {ψwe(i) | w ∈ Sn, i ∈ Iα}.
Proof. The fact that the given set generates a free right module U over F [y2−y1, . . . , yn−
yn−1] follows immediately from Theorem 3.5. It remains only to show that U = R′α.
Clearly, U ⊂ R′α.
Let z be an indeterminate, and consider F [z]⊗Rα, which is an F [z]-algebra by extension
of scalars, and hence an F -algebra. As is observed in [17, §1.3.2], there is an F -algebra
homomorphism ω : Rn → F [z]⊗Rn given by
(3.23) e(i) 7→ 1⊗ e(i), ψr 7→ 1⊗ ψr, yt 7→ z ⊗ 1 + 1⊗ yt
for i ∈ In, 1 ≤ r < d, 1 ≤ t ≤ d. Note that ω(x) = 1 ⊗ x for all x ∈ R′α. Also, it follows
from Theorem 3.5 that Rα is freely generated as a left U -module by the set {yj1eα | j ≥ 0}.
Let 0 6= x ∈ R′α, and write x =
∑m
j=0 ujy
j
1 where uj ∈ U for all j and um 6= 0. Then
1⊗ x = ω(x) ∈ zm ⊗ um +
∑m−1
j=0 z
j ⊗Rα, which forces m = 0. Hence, x ∈ U . 
Let γ = (γ1, . . . , γl) be a composition of α. We define R
′
γ = Rγ ∩ R′α. Note that R′γ
need not be equal to ιγ(R
′
γ1 ⊗ · · · ⊗R′γl).
Corollary 3.9. As a right F [y2−y1, y3−y2, . . . , yn−yn−1]-module, R′γ is freely generated
by the set {ψwe(i) | w ∈ Sµ(γ), i ∈ Iα}.
Proof. This is an immediate consequence of Corollary 3.6 and Proposition 3.8. 
3.3. Outline of the proof of Theorem 3.4. We denote by Par(n) the set of all partitions
of n and by Pare(ρ, d) the set of all partitions with e-core ρ and e-weight d. A standard
tableau of size n is a map t : {1, . . . , n} → Z>0 × Z>0 such that t is a bijection onto the
Young diagram of a partition λ and the inverse of this bijection is increasing along the rows
and columns of λ. In this situation, we say that λ is the shape of t and write Shape(t) = λ.
We write Std(λ) for the set of all standard tableaux of shape λ. The residue sequence of
a standard tableau t is defined as it = (res(t(1)), . . . , res(t(n))) ∈ In. For any e-core ρ
and d ≥ 0, define Iρ,d to be the set of all i ∈ In such that there exist λ ∈ Pare(ρ, d) and a
standard tableau t of shape λ satisfying it = i.
Let (ρ, d) be an element of Ble(n) (for some n ≥ 0) such that ρ is a Rouquier e-core
for d. Let κ be the residue of the RoCK block Hρ,d. As in the statement of Theorem 3.4,
let f = BKn(fρ,d). For m ≥ 0, i ∈ Im and j ∈ I, set i+j = (i1 + j, . . . , im + j). Let
I∅,1+j = {i+j | i ∈ I∅,1}. Define the set
(3.24) Ed,j = {w(i(1) . . . i(d)) | w ∈ D (e
d)
ed , i
(1), . . . , i(d) ∈ I∅,1+j },
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and set Ed = Ed,0. The following alternative description of Ed,j is verified easily: a tuple
i ∈ Ide lies in Ed,j if and only if one can partition the set {1, . . . , de} into subsets Y1, . . . , Yd
of size e each such that for each r = 1, . . . , d, one has (ia1 , . . . , iae) ∈ I∅,1+j where Yr =
{a1, . . . , ae} and a1 < · · · < ae.
Define Rdδ to be the quotient of Rdδ by the 2-sided ideal generated by the set {e(i) |
i ∈ Idδ \ Ed} and R̂dδ to be the quotient of Rdδ by the 2-sided ideal generated by {e(i) |
i ∈ Idδ \ Ed,κ}. It is clear from the definition of a KLR algebra that Rdδ has a graded
automorphism given by
(3.25) e(i) 7→ e(i+κ), ψredδ 7→ ψredδ, ytedδ 7→ ytedδ
whenever i ∈ Idδ, 1 ≤ r < de and 1 ≤ t ≤ de. This automorphism corresponds to a rota-
tional symmetry of the quiver Γ. Further, the map (3.25) clearly induces an isomorphism
Rdδ ∼−−→ R̂dδ, which restricts to an isomorphism rotκ : eδdRdδeδd ∼−−→ eδdR̂dδeδd .
There is an obvious graded homomorphism Rdδ → RΛ0cont(ρ)+dδ, obtained as the compo-
sition of the natural projection Rcont(ρ)+dδ  RΛ0cont(ρ)+dδ with the map Rdδ → Rcont(ρ)+dδ,
x 7→ ιcont(ρ),dδ(econt(ρ) ⊗ x). Using special combinatorial properties of RoCK blocks, we
show in Section 4 that this map factors through R̂dδ and hence induces a graded al-
gebra homomorphism Ω: eδdR̂δdeδd → fRΛ0cont(ρ)+dδf . Further, the image Cρ,d of Ω has
the property that fRΛ0cont(ρ)+dδf is isomorphic to R
Λ0
cont(ρ) ⊗ Cρ,d as a graded algebra (see
Propositions 4.10 and 4.11). Thus, it is enough to show that RΛ0δ oSd ∼= Cρ,d as graded
algebras.
In Section 5, we prove some elementary results on the structure of RΛ0δ , which are needed
later. In Section 6, we construct a graded algebra homomorphism Θ: RΛ0δ o Sd → Rdδ.
This allows us to define a homomorphism Ξ: RΛ0δ oSd → Cρ,d as the composition
(3.26) RΛ0δ oSd
Θ−→ eδdRdδeδd rotκ−−→ eδdR̂dδeδd Ω−→ Cρ,d.
In Section 7, we show that Ξ is surjective. Proposition 4.12 states that RΛ0δ oSd and Cρ,d
have the same (graded) dimension, so we are then able to deduce that Ξ is an isomorphism,
which concludes the proof.
The definition of the map Θ, unlike those of rotκ and Ω, is far from straightforward.
The crux of the proof is the construction in Section 6 of appropriate elements τr = Θ(sr) ∈
eδdRdδeδd , where, as before, sr = (r, r + 1) ∈ Sd ⊂ RΛ0δ o Sd for 1 ≤ r < d. In order to
define τr and prove that they satisfy required relations, we adapt to the present context the
ideas that Kang, Kashiwara and Kim [17] use to construct homomorphisms (“R-matrices”)
between certain modules over KLR algebras.
The results of Section 6 are stated purely in the language of KLR algebras and do
not involve a Rouquier core ρ. Intertwiners of the same flavour as τr appear to play an
important role in representation theory of KLR algebras and were originally discovered
(in a different context) by Kleshchev, Mathas, and Ram [20, Section 4]. More recently,
module endomorphisms that are closely related to the elements τr have been constructed
by Kleshchev and Muth (for KLR algebras of all untwisted affine types), also using the
approach of [17]: see [21, Theorem 4.2.1].2
Remark 3.10. The main result of Section 6 is Theorem 6.14, which gives a partial descrip-
tion of the algebra eδdRdδeδd . A similar (but more explicit) result has independently been
obtained by Kleshchev and Muth [22] for all KLR algebras of untwisted affine ADE types.
More precisely, Theorem 6.14 can be deduced from [22, Theorem 5.9], which describes a
2For any fixed i ∈ I∅,1, Kleshchev and Muth find a certain element of Rde, denoted by σr + c in [21,
(4.2.3)], such that the image of this element in Rdδ multiplied by our Θ(e(i)
⊗d⊗1) is equal to Θ(e(i)⊗d⊗sr).
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certain idempotent truncation of eδdRdδeδd as an affine zigzag algebra and is proved using
explicit diagrammatic computations, which are generally avoided below. Also, Propo-
sition 5.4 together with Lemma 6.5 are equivalent to the type A case of [22, Corollary
4.16].
4. Combinatorics of a RoCK block
4.1. The algebra Cρ,d. Let t be a standard tableau of size n ≥ 0. For any m ≤ n, we
write t≤m = t|{1,...,m}. The degree deg(t) of t is defined as follows (see [3, §4.11]). For
i ∈ I, an i-node is a node a ∈ Z>0 × Z>0 of residue i. Let µ be a partition. For a node
a ∈ Z>0 × Z>0, we say that a is an addable node for µ if a /∈ µ and µ ∪ {a} is the Young
diagram of a partition, and we say that µ is a removable node of µ if a ∈ µ and µ \ {a} is
the Young diagram of a partition. We say that a node (r, t) ∈ Z>0 × Z>0 is below a node
(r′, s′) if r > r′. If a is an addable i-node of µ, define
(4.1) da(µ) = #{addable i-nodes for µ below a} −#{removable i-nodes of µ below a}.
Finally, define recursively
(4.2) deg(t) =
{
dt(n)(Shape(t)) + deg(t≤n−1) if n > 0,
0 if n = 0.
Recall the definition of the set Iρ,d ⊂ Icont(ρ)+dδ from §3.3 for any e-core ρ and d ≥ 0.
Theorem 4.1. [3, Theorem 4.20] For any integer n ≥ 0 and i, j ∈ In, we have
qdim
(
e(i)RΛ0n e(j)
)
=
∑
λ∈Par(n)
s,t∈Std(λ)
is=i, it=j
qdeg(s)+deg(t).
In particular, if (ρ, d) ∈ Ble(n), then e(i)econt(ρ)+dδ 6= 0 in RΛ0cont(ρ)+dδ if and only if
i ∈ Iρ,d.
The second assertion of the theorem follows from the first one because any two partitions
with the same residue content have the same e-core, see [14, Theorem 2.7.41].
If X is a subset of N× {0, . . . , e− 1} and a, b ∈ N× {0, . . . , e− 1} are such that a ∈ X
and b /∈ X, then we say that the set (X \{a})∪{b} is obtained from X by the move a→ b.
If (t, i) ∈ N×{0, . . . , e− 1}, then we say that the next node after (t, i) is the unique node
(t′, j) ∈ N× {0, . . . , e− 1} such that et′ + j = et+ i+ 1 (i.e. (t′, j) = (t, i+ 1) if i < e− 1
and (t′, j) = (t+ 1, 0) if i = e− 1). We will use the following elementary fact.
Lemma 4.2. Let N ≥ 0 and λ be a partition such that `(λ) ≤ N . Let a ∈ N×{0, . . . , e−1}
and b = (t, i) be the next node after a. If a ∈ AbN (λ), b /∈ AbN (λ) and AbN (µ) is obtained
from AbN (λ) by the move a→ b, then µ\λ consists of a single node of residue i−N +eZ.
In the rest of this section, we assume that Hρ,d is a RoCK block of residue κ and that
AbN (ρ) is an abacus display witnessing this fact. If X and Y are subsets of Z>0×Z>0 and
there exists c ∈ Z × Z such that Y = {x + c | x ∈ X}, then we say that Y is a translate
of X. The concept of two skew tableaux (viewed as maps {1, . . . , n} → Z>0 × Z>0) being
translates of each other is defined similarly. A partition of the form (k, 1e−k) for some
k ∈ {1, . . . , e} will be called an e-hook partition. The following lemma includes a key
combinatorial property of RoCK blocks, proved by Chuang and Kessar.
Lemma 4.3. Let 1 ≤ r < d. Suppose that µ ∈ Pare(ρ, r) and λ ∈ Pare(ρ, r + 1) are
such that µ ⊂ λ. Then λ \ µ is the translate of a Young diagram of an e-hook partition.
Moreover, the residue of the top-left corner of λ \ µ is equal to κ.
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Proof. The first statement is a part of [6, Lemma 4(2)]. By standard properties of the
abacus (cf. [14, Section 2.7]), there exists (t, i) ∈ AbN (µ) such that AbN (λ) is obtained from
AbN (µ) by the move (t, i)→ (t+1, i). By [6, Lemma 4(1)], {(t, i), (t, i+1), . . . (t, e−1)} ⊂
AbN (µ) and {(t+ 1, 0), . . . , (t+ 1, i− 1)} ∩AbN (µ) = ∅. Hence, AbN (λ) may be obtained
from AbN (µ) by the following moves (in the given order), each of which corresponds to
adding a single box to a Young diagram:
(t, e− 1)→ (t+ 1, 0),
(t, e− 2)→ (t, e− 1), . . . , (t, i)→ (t, i+ 1),(4.3)
(t+ 1, 0)→ (t+ 1, 1), . . . , (t+ 1, i− 1)→ (t+ 1, i).
Hence, if ν denotes the partition such that ν ⊃ µ and ν \ µ consists of a single box
which is the top-left corner of λ \ µ, then AbN (ν) is obtained from AbN (µ) by the move
(t, e−1)→ (t+1, 0). By Lemma 4.2, the residue of the only box of ν\µ is −N+eZ = κ. 
Example 4.4. As in Example 2.2, let e = 3 and ρ = (8, 6, 4, 2, 2, 1, 1), so that κ =
2 + 3Z. Let ν = (8, 6, 4, 4, 3, 1, 1) ∈ Par3(ρ, 1), µ = (11, 6, 4, 4, 3, 1, 1) ∈ Par3(ρ, 2) and
λ = (11, 6, 4, 4, 3, 3, 2) ∈ Par3(ρ, 3). Then ρ ⊂ ν ⊂ µ ⊂ λ, and each of ν \ ρ, µ \ ν, λ \ µ
is a translate of the Young diagram of a 3-hook partition. These translates are shown as
hooks with thick boundaries in the following Young diagram of shape λ, which also gives
the 3-residues of all boxes:
(4.4)
0 1 2 0 1 2 0 1 2 0 1
2 0 1 2 0 1
1 2 0 1
0 1 2 0
2 0 1
1 2 0
0 1
Let j ∈ I. The following lemma is an immediate consequence of the description of the
set Ed,j given in §3.3.
Lemma 4.5. Let i(1), . . . , i(d) ∈ Ie. If i = (i(1) . . . i(d)) ∈ Ed,j and, for some k > 0,
i(1), . . . , i(k) ∈ Iδ, then i(1), . . . , i(k) ∈ I∅,1+j .
Lemma 4.6. If j ∈ Iρ,0 and i ∈ Ide are such that ji ∈ Iρ,d, then i ∈ Ed,κ.
Proof. By the hypothesis, ji = it for some λ ∈ Pare(ρ, d) and some standard tableau t of
shape λ. Since ρ is the e-core of λ, there is a sequence
ρ = λ0 ⊂ λ1 ⊂ · · · ⊂ λd = λ
of partitions such that λr ∈ Pare(ρ, r) for each r = 0, . . . , d. By Lemma 4.3, each λr \λr−1
is a translate of an e-hook partition, and the top-left corner of λr \ λr−1 has residue
κ. For 1 ≤ r ≤ d, let t−1(λr \ λr−1) = {ar1, . . . , are}, with ar1 < · · · < are. Since
j ∈ Iρ,0 and Pare(ρ, 0) = {ρ}, we have t−1(ρ) = {1, . . . , |ρ|}. Hence, as t is a standard
tableau, (iar1−|ρ|, . . . , iare−|ρ|) ∈ I∅,1+κ . Therefore, the partition of {1, . . . , de} into the
subsets {ar1 − |ρ|, . . . , are − |ρ|}, r = 1, . . . , d, witnesses the fact that i ∈ Ed,κ. 
Lemma 4.7. For all j ∈ Iρ,0, we have κ /∈ {jmax{1,|ρ|−e+1}, . . . , j|ρ|−1, j|ρ|}.
The reader may find it helpful to check, by inspecting the residues in (4.4), that the
lemma holds for e and ρ as in Example 4.4, i.e. that for any i ∈ Iρ,0, none of the last 3
entries of i is equal to 2.
14 ANTON EVSEEV
Proof. Fix an integer N ≥ `(ρ) such that −N + eZ = κ. Let t be a standard tableau of
shape ρ such that it = j. Suppose for contradiction that ja = κ for some a > |ρ| − e, and
choose such a to be largest possible. Let µr be the shape of t≤a−1+r for r = 0, . . . , |ρ|−a+1.
Then, by Lemma 4.2, AbN (µ
1) is obtained from AbN (µ
0) by the move (t, e−1)→ (t+1, 0)
for some t ≥ 0. By maximality of a, the abacus AbN (ρ) can be obtained from AbN (µ1)
by |ρ| − a < e “horizontal” moves, i.e. moves of the form (t′, u) → (t′, u + 1) for t′ ≥ 0,
0 ≤ u < e − 1. Recall that, since ρ is a Rouquier core, for each t′ ∈ N there exists u ∈
{0, . . . , e−1} such that AbN (ρ)∩ ({t′}×{0, . . . , e−1}) = {(t′, u), (t′, u+1), . . . , (t′, e−1)},
and the size of this intersection is weakly decreasing as t′ increases. Let m be the number
of beads in row t of AbN (ρ). Since (t, e − 1) /∈ AbN (µ1), at least m horizontal moves in
row t are required to transform row t of AbN (µ
1) to row t of AbN (ρ). Further, row t+ 1
of AbN (ρ) has at most m beads, so the leftmost bead of that row is in column numbered
at least e −m. On the other hand, the leftmost bead of row t in AbN (µ1) is in column
0, so at least e−m horizontal moves are required to transform row t+ 1 of AbN (µ1) into
row t+ 1 of AbN (ρ). Hence, in total, at least e horizontal moves are needed to transform
AbN (µ
1) into AbN (ρ), which is a contradiction. 
Combining Equation (3.21), Theorem 4.1 and Lemmas 4.5 and 4.6, we obtain the fol-
lowing formula:
(4.5) BK|ρ|+ed(fρ,d) =
∑
j∈Iρ,0
i(1),...,i(d)∈I∅,1+κ
e(ji(1) . . . i(d)).
If α ∈ Q+ and γ = (γ1, . . . , γl) is a composition of α, we define RΛ0γ to be the image of
Rγ under the natural projection Rα  RΛ0α .
Proposition 4.8. If f = BK|ρ|+ed(fρ,d), then fR
Λ0
cont(ρ)+dδf ⊂ econt(ρ),δdRΛ0cont(ρ),dδecont(ρ),δd.
Proof. Let n = |ρ|+ de, µ = (|ρ|, ed) = (|ρ|, e, . . . , e) and ν = (|ρ|, de). By (3.21), we have
f = econt(ρ),δd . Hence, by Proposition 3.7, fR
Λ0
cont(ρ)+dδf =
∑
w∈µDµn R
Λ0
cont(ρ),δd
ψwR
Λ0
cont(ρ),δd
,
so it will suffice to prove that fψwf = 0 for all w ∈ µDµn \Sν . Due to Equation (4.5) and
relations (3.2) and (3.5), it is enough to show that for all such w we have w(ji(1) . . . i(d)) 6=
j′i′(1) . . . , i′(d) whenever j, j′ ∈ Iρ,0 and i(r), i′(r) ∈ I∅,1+κ for r = 1, . . . , d. Let Y =
{1, . . . , |ρ|} and Xr = {|ρ|+ (r − 1)e+ 1, . . . , |ρ|+ re} for r = 1, . . . , d. Let a ∈ {1, . . . , n}
be maximal subject to w(a) ∈ Y . Since w /∈ Sν , we have a > |ρ|. Let Xr 3 a and
b = |ρ| + (r − 1)e + 1. Since w ∈ Dµn , we have w(b) < w(a) ≤ |ρ|. Since i(r)1 = κ, our
assertion is true if j′w(b) 6= κ, so we may assume that j′w(b) = κ. By Lemma 4.7, this implies
that w(b) ≤ |ρ|−e. For each c ∈ Z := {w(b), w(b)+1, . . . , |ρ|}, we have w−1(c) ≥ b because
w ∈ µDµn and w−1(c) ≤ a by maximality of a. Since |Z| > e and {b, b + 1, . . . , a} ⊂ Xr,
this is clearly impossible. 
If V is a graded vector space, let END(V ) be the algebra of all endomorphisms of V
(as an ungraded vector space), endowed with the unique grading such that deg(gv) =
deg(g) + deg(v) for all homogeneous elements g ∈ END(V ) and v ∈ V .
Proposition 4.9. Let λ be an e-core. Then there exists a graded vector space V such that
RΛ0cont(λ)
∼= END(V ) as graded algebras.
Proof. It is well known that RΛ0cont(λ)
∼= Hρ,0 is a split simple algebra (e.g. because it is
a cellular algebra with only one cell, see [26, Corollary 5.38]), so Hρ,0 ∼= End(V ) as an
ungraded algebra for some vector space V . By [28, Theorem 9.6.8], V can be graded as
an RΛ0cont(ρ)-module, and the result follows. 
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If B is a subset and A is a subalgebra of an algebra A′, the centraliser of B in A is
defined as CA(B) = {a ∈ A | ab = ba ∀b ∈ B}. We will use the following elementary fact.
Proposition 4.10. Let A be a finite-dimensional graded F -algebra. Suppose that B is a
unital graded subalgebra of A such that B ∼= END(V ) for some graded vector space V . Let
C = CA(B). Then there is a graded algebra isomorphism B⊗C ∼−−→A given by b⊗ c 7→ bc
for b ∈ B, c ∈ C. Moreover, for any homogeneous primitive idempotent ε of B, we have
a graded algebra isomorphism C ∼−−→ εAε given by c 7→ εc.
Proof. We view V as a B-module via the given isomorphism. Let {v1, . . . , vm} be a
homogeneous basis of V . For 1 ≤ i, j ≤ m, let eij ∈ B be the element given by eijvk =
δjkvi for k = 1, . . . ,m. Then {eij | 1 ≤ i, j ≤ m} is a homogeneous basis of B, and
{eii | 1 ≤ i ≤ m} is a full set of primitive idempotents in B; in particular,
∑m
i=1 eii = 1.
Let C ′ = e11Ae11. It is straightforward to check that, for any x ∈ C ′, the element
ξ(x) :=
∑m
i=1 ei1xe1i ∈ A commutes with ejk for 1 ≤ j, k ≤ m, so ξ(x) ∈ C. It follows
easily that the maps ξ : C ′ → C and C → C ′, y 7→ e11y, are mutually inverse isomorphisms
of graded algebras. For any i and j, the graded vector space eiiAejj is isomorphic to C
′,
as the maps C ′ → eiiAejj , x 7→ ei1xe1j and eiiAejj → C ′, y 7→ e1iyej1 are mutual inverses.
Observe also that for all x ∈ C ′ we have eijξ(x) = ei1xe1j whenever 1 ≤ i, j ≤ m. It
follows that eijC = eiiAejj for all i, j. Therefore, the graded algebra homomorphism
defined in the statement of the proposition is an isomorphism B ⊗ C ∼−−→A. The last
statement has already been proved for ε = e11 and follows in the general case because ε
and e11 are conjugate by an invertible element of B{0} (both being primitive idempotents
of B{0}). 
If α, β ∈ Q+ and ht(β) = m ≤ n = ht(α), define a graded algebra homomorphism
ιαβ : R
Λ0
β → RΛ0α by x 7→ eαιnm(x) (cf. (3.20)). As before, let
(4.6) f = BK|ρ|+de(fρ,d) = econt(ρ),δd ∈ RΛ0cont(ρ)+dδ.
Observe that f centralises ι
cont(ρ)+dδ
cont(ρ) (R
Λ0
cont(ρ)) and that f 6= 0: the latter fact follows easily
from (3.21) and Theorem 4.1. Hence, by Proposition 4.9, the map RΛ0cont(ρ) → fRΛ0cont(ρ)+dδf
given by x 7→ ιcont(ρ)+dδcont(ρ) (x)f is an injective unital graded algebra homomorphism, and its
image is isomorphic to END(V ) for some graded vector space V . Therefore, defining
(4.7) Cρ,d = CfRΛ0
cont(ρ)+dδ
f
(ι
cont(ρ)+dδ
cont(ρ) (R
Λ0
cont(ρ))),
we have a graded algebra isomorphism
(4.8) RΛ0cont(ρ) ⊗ Cρ,d ∼−−→ fRΛ0cont(ρ)+dδf
given by a ⊗ c 7→ ιcont(ρ)+dδcont(ρ) (a)c for a ∈ RΛ0cont(ρ) and c ∈ Cρ,d, due to Proposition 4.10.
Hence, in order to prove Theorem 3.4, it suffices to construct a graded isomorphism from
RΛ0δ oSd onto Cρ,d. Most of the remainder of the paper is devoted to this task.
Proposition 4.11. Let ω : Rdδ → RΛ0cont(ρ),dδ be the graded algebra homomorphism defined
as the composition Rdδ → Rcont(ρ),dδ  RΛ0cont(ρ),dδ where the second map is the natural
projection and the first one is given by x 7→ ιcont(ρ),dδ(econt(ρ) ⊗ x). Then:
(i) We have Cρ,d = ω(eδdRdδeδd).
(ii) For any i ∈ Idδ \ Ed,κ, we have ω(e(i)) = 0.
Proof. It is clear from the definition that ω(eδdRdδeδd) ⊂ econt(ρ),δdRΛ0cont(ρ)+dδecont(ρ),δd =
fRcont(ρ)+dδf and that ω(Rdδ) commutes with ι
cont(ρ)+dδ
cont(ρ) (R
Λ0
cont(ρ)). Thus, ω(eδdRdδeδd) ⊂
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Cρ,d. For the converse, let x ∈ Cρ,d. Then it follows from Proposition 4.8 that x =∑m
j=1 ajcj for some a1, . . . , am ∈ ιcont(ρ)+dδcont(ρ) (RΛ0cont(ρ)) and c1, . . . , cm ∈ ω(eδdRdδeδd) ⊂ Cρ,d,
where a1, . . . , am may be assumed to form a basis of ι
cont(ρ)+dδ
cont(ρ) (R
Λ0
cont(ρ)), with a1 = f . Due
to injectivity of the map in Proposition 4.10, we infer that x = c1, so x ∈ ω(eδdRdδeδd),
and (i) is proved.
For (ii), note that for all j ∈ Iρ,0 we have ji /∈ Iρ,d by Lemma 4.6 and hence e(ji) = 0
by Theorem 4.1. Thus, ω(e(i)) =
∑
j∈Iρ,0 e(ji) = 0. 
Recall the definition of the quotient R̂dδ of Rdδ in §3.3. By Proposition 4.11, the map
ω defined in the statement of the proposition induces a homomorphism R̂dδ → RΛ0cont(ρ),dδ,
which restricts to a surjective graded algebra homomorphism Ω: eδdR̂dδeδd  Cρ,d.
4.2. The graded dimension of Cρ,d. In this subsection, we prove the following result:
Proposition 4.12. We have qdim(Cρ,d) = qdim(R
Λ0
δ oSd) = d! qdim(RΛ0δ )d. In particular,
Cρ,d is nonnegatively graded.
Turner ([33, Proposition 81]) proved the same result for ungraded dimensions in the
case when ξ = 1. The proof given below is similar. If µ is an e-core and a ≥ 0, let
Stde(µ, a) be the set of all standard tableaux with shape belonging to Pare(µ, a). Let
Std′e(ρ, d) = {t ∈ Stde(ρ, d) | t≤|ρ|+rd ∈ Stde(ρ, r) for all r = 0, . . . , d}.
Define the map
β : Std′e(ρ, d)→ Stde(ρ)× Stde(∅, 1)×d
by β(t) = (t≤|ρ|, s1, . . . , sd) where, for r = 1, . . . , d, the tableau sr is the unique standard
tableau which is a translate of the skew tableau of size e given by m 7→ t(|ρ|+e(r−1)+m),
m = 1, . . . , e; such a translate exists and has a shape belonging to Pare(∅, 1) by Lemma 4.3.
For any i ∈ {0, . . . , e− 1}, let vi be the number of beads in the i-th column of AbN (ρ).
For any λ ∈ Pare(ρ, d), let λ(i) be the partition such that Ab1vk(λ(i)) is the projection
onto the first component of AbN (λ) ∩ (N × {i}). Up to a permutation, the sequence
(λ(0), . . . , λ(e−1)) is known as the e-quotient of λ.
Lemma 4.13. Let λ ∈ Pare(ρ, d) and (u, s1, . . . , sd) ∈ Std(ρ) × Stde(∅, 1)×d. For each
i = 0, . . . , e− 1, let di = #{r ∈ {1, . . . , d} | Shape(sr) = (i+ 1, 1e−i−1)}. Then
|β−1(u, s1, . . . , sd) ∩ Std(λ)| =
{∏e−1
i=0 |Std(λ(i))| if |λ(i)| = di for i = 0, . . . , e− 1,
0 otherwise.
Proof. The map
(4.9) t 7→ (Shape(t≤|ρ|), Shape(t≤|ρ|+e), . . . ,Shape(t≤|ρ|+ed))
is clearly a bijection from β−1(u, s1, . . . , sd) ∩ Std(λ) onto the set of sequences ρ = µ0 ⊂
µ1 ⊂ · · · ⊂ µd = λ of partitions such that µr \ µr−1 is a translate of Shape(sr) for each
r = 1, . . . , d. If 1 ≤ r ≤ d, 0 ≤ i ≤ e − 1, ν ∈ Pare(ρ, r − 1) and µ ∈ Pare(ρ, r) are such
that ν ⊂ µ, then by Lemma 4.3 and [6, Lemma 4(2)], µ \ ν is a translate of (i+ 1, 1e−i−1)
if and only if AbN (µ) is obtained from AbN (ν) by the move (t, i) → (t + 1, i) for some
t ≥ 0. It follows immediately that β−1(u, s1, . . . , sd) ∩ Std(λ) = ∅ unless |λ(i)| = di
for all i = 0, . . . , e − 1. Assuming that |λ(i)| = di for all i, for any given sequence
ρ = µ0 ⊂ µ1 ⊂ · · · ⊂ µd = λ as above and any i ∈ {0, . . . , e − 1}, let ti ∈ Std(λ(i))
be defined as follows. Let {m1 < · · · < mdi} be the set of elements m ∈ {1, . . . , d} such
that Shape(sm) = (i+ 1, 1
e−i−1): then Shape((ti)≤k) = (µmk)(i) for all k = 1, . . . , di. This
assignment of a tuple (t0, . . . , te−1) to each sequence ρ = µ0 ⊂ · · · ⊂ µd = λ with the above
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properties defines a bijection from the set of such sequences onto Std(λ(0))×· · ·×Std(λ(e−1))
and therefore, in view of (4.9), completes the proof. 
Lemma 4.14. For any t ∈ Std′e(ρ, d), if β(t) = (u, s1, . . . , sd), then deg(t) = deg(u) +∑d
r=1 deg(sr).
Proof. Due to (4.2), it is enough to prove that for any r = 1, . . . , d,
(4.10)
e∑
k=1
dt(|ρ|+e(r−1)+k)(Shape(t≤|ρ|+e(r−1)+k)) = deg(sr).
We will use the following general fact, which follows easily from (4.1). Let λ be a
partition with `(λ) ≤ N . For t ≥ 0 and 0 ≤ i < e, write
c<t,i(λ) = |AbN (λ) ∩ {(0, i), . . . , (t− 1, i)}|.
Let a = (k, λk) be a removable node of λ, and let (t, i) be the bead of AbN (λ) corresponding
to this node, in the sense that λk +N − k = et+ i. Then we have
(4.11) da(λ) =
{
c<t,i−1(λ)− c<t,i(λ) if i > 0,
c<t,e−1(λ)− c<t+1,0(λ) if i = 0.
Let µ = Shape(t≤|ρ|+e(r−1)), ν = Shape(t≤|ρ|+er), and let (t, i) → (t + 1, i) be the
move converting AbN (µ) to AbN (ν). As in the proof of Lemma 4.3, we have {(t, i), (t, i+
1), . . . (t, e− 1)} ⊂ AbN (µ) and {(t+ 1, 0), . . . , (t+ 1, i− 1)} ∩ AbN (µ) = ∅. There exists
an ordering M1, . . . ,Me of the e moves listed under (4.3) such that, for each k = 1, . . . , d,
AbN (Shape(t(|ρ|+ e(r − 1) + k))) is obtained from AbN (Shape(t(|ρ|+ e(r − 1) + k − 1)))
by the move Mk. Let A = AbN (µ) and consider any abacus A
′ obtained from A by
arbitrary addition or deletion of beads in any positions not belonging to the set Z :=
{(t, i), . . . , (t, e−1), (t+1, 0), . . . , (t+1, i)}. Let µ′ be the partition defined by the condition
that AbN ′(µ
′) = A′, where N ′ is the number of beads in A′, and set
(4.12) d(A′) =
e∑
k=1
dak(µ
′ ∪ {a1, . . . , ak}),
where a1, . . . , ae are the nodes added to µ
′ by the moves M1, . . . ,Me in this order. In
particular, d(A) is the left-hand side of (4.10). We claim that d(A′) = d(A). To prove this,
it suffices to show that, for any A′ as above, d(A′) does not change when one alters A′ by
adding or deleting a bead in a position (t′, j) /∈ Z. If t′ > t+1 or t′ = t+1 and j > i, then
a bead in position (t′, j) does not affect the calculation of d(A′) via the formula (4.11).
On the other hand, if t′ < t or t′ = t and j < i, then the total contribution of any bead in
position (t′, j) to the calculation of d(A′) via (4.11) is 0 (because such a bead contributes
1 to one of the summands of (4.12), −1 to another summand and 0 to the remaining
summands). This proves the claim.
Now consider the abacus A′ obtained from A by deleting all beads outside positions
(t, i), . . . , (t, e− 1), (t+ 1, 0), . . . , (t+ 1, i) and then adding a bead in each of the positions
(t, 0), . . . , (t, i − 1). Then d(A′) = d(A). On the other hand, for each k = 1, . . . , e, the
abacus obtained from A′ by the moves M1, . . . ,Mk is precisely the abacus Abe((sr)≤k)
with t empty rows added on the top. It follows by (4.11) that d(A′) = deg(sr), and we
have proved (4.10). 
Proof of Proposition 4.12. The second equality in the statement is obvious, so we only
need to prove that qdim(Cρ,d) = d! qdim(R
Λ0
δ )
d. For any e-core µ and a ≥ 0, let
Xµ,a = {(t, t′) ∈ Stde(µ, a) | t and t′ have the same shape }.
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Using (4.6), Theorem 4.1 and Lemmas 4.13 and 4.14, we compute
qdim(fRΛ0cont(ρ)+dδf) =
∑
(t,t′)∈Xρ,d∩(Std′e(ρ,d)×Std′e(ρ,d))
qdeg(t)+deg(t
′)
=
∑
u,u′∈Std(ρ)
qdeg(u)+deg(u
′)
∑
d0,...,de−1≥0
d0+···+de−1=d
(
d
d0, . . . , de−1
)2
×
e−1∏
i=0
 ∑
si,1,...,si,di ,s
′
i,1,...,s
′
i,di
∈Stde(i+1,1e−i−1)
q
∑di
l=1(deg(si,l)+deg(s
′
i,l))
∑
λi∈Par(di)
| Std(λi)|2

= d!
∑
u,u′∈Std(ρ)
qdeg(u)+deg(u
′)
∑
d0,...,de−1≥0
d0+···+de−1=d
(
d
d0, . . . , de−1
)
×
e−1∏
i=0
 ∑
si,1,...,si,di ,s
′
i,1,...,s
′
i,di
∈Stde(i+1,1e−i−1)
q
∑di
l=1(deg(si,l)+deg(s
′
i,l))

= d!
∑
u,u′∈Std(ρ)
qdeg(u)+deg(u
′)
∑
(s1,s′1),...,(sd,s
′
d)∈X∅,1
q
∑d
r=1(deg(sr)+deg(s
′
r))
= d! qdim(RΛ0cont(ρ)) qdim(R
Λ0
δ )
d,
where for the third equality we use the classical identity
∑
µ∈Par(m) | Std(µ)|2 = m!, which
holds for all m ≥ 0. The desired identity is now obtained by dividing both sides by
qdim(RΛ0cont(ρ)) and using the graded isomorphism (4.8). 
5. A homogeneous basis of RΛ0δ
Recall that δ = α0 + · · · + αe−1 ∈ Q+ is the fundamental imaginary root. In Rδ, we
have ψrψr+1ψreδ = ψr+1ψrψr+1eδ for all r = 1, . . . , e− 2 because for each i ∈ Iδ we have
it 6= it′ for 1 ≤ t < t′ ≤ e. Hence, by Matsumoto’s Theorem (see e.g. [26, Theorem 1.8]),
for any v ∈ Se, the element ψveδ does not depend on the choice of a reduced expression
for v. For each i, j ∈ Iδ, let wi,j be the unique element of Se such that wi,jj = i.
The following three lemmas are left as exercises for the reader. In the first two, we
identify every i ∈ I with the corresponding element of {0, 1, . . . , e− 1} ⊂ Z. If i ∈ In, we
say that a tuple j is a subsequence of i if j = (ia1 , . . . , iam) for some a1, . . . , am ∈ {1, . . . , n}
such that a1 < . . . < am.
Lemma 5.1. An element i ∈ Iδ belongs to I∅,1 if and only if i1 = 0 and both (1, 2, . . . , ie−
1) and (e− 1, e− 2, . . . , ie + 1) are subsequences of i.
Lemma 5.2. Let i ∈ I∅,1. Then the set {t ∈ Std(e) | it = i} consists of precisely two
tableaux, namely, a standard tableau of shape (ie+ 1, 1
e−ie−1) and degree 1 and a standard
tableau of shape (ie, 1
e−ie) and degree 0.
Lemma 5.3. If 0 ≤ m < e, then all standard tableaux of size m have degree 0.
Proposition 5.4. The algebra RΛ0δ has a homogeneous basis B0 unionsq B1 unionsq B2 where
B0 = {ψwj,ie(i) | i, j ∈ I∅,1, ie = je},
B1 = {ψwj,ie(i) | i, j ∈ I∅,1, ie = je ± 1},
B2 = {ψwj,iyee(i) | i, j ∈ I∅,1, ie = je}.
and deg(x) = m for all x ∈ Bm, m = 0, 1, 2.
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If e = 2, then the homogeneous basis given by the proposition is simply {e(01), y2e(01)}.
Proof. Note that by Lemma 5.3 and Theorem 4.1 we have RΛ0e−1 = (R
Λ0
e−1){0}, so y1 =
· · · = ye−1 = 0 in RΛ0e−1. Since the graded algebra homomorphism ιnn−1 (see §3.1) is well
defined, we have y1 = · · · = ye−1 = 0 in RΛ0e as well. By Lemma 5.2 and Theorem 4.1, the
following statements are true for any i, j ∈ I∅,1:
1. If ie = je, then qdim(e(j)R
Λ0
δ e(i)) = 1 + q
2.
2. If ie = je ± 1, then qdim(e(j)RΛ0δ e(i)) = q.
3. If je /∈ {ie, ie − 1, ie + 1}, then e(j)RΛ0δ e(i) = 0.
In particular, RΛ0δ = (R
Λ0
δ ){0,1,2}. By Theorem 3.5(i), it follows that, whenever i, j ∈ I∅,1
and ie = je, the vector space e(j)R
Λ0
δ e(i) is spanned by {ψwj,ie(i), ψwj,iyee(i)} and hence,
by comparing graded dimensions, that these elements form a basis of e(j)RΛ0δ e(i) and have
degrees 0 and 2 respectively (the latter fact is also easily seen directly from definitions).
Similarly, if je = ie ± 1 (and hence e > 2), then the singleton set {ψwj,ie(i)} spans the
vector space e(j)RΛ0e e(i) and hence forms a basis of this space; moreover, the unique
element of this set has degree 1. The proposition follows from the above assertions. 
Lemma 5.5. Assume that e > 2. Then
(i) If i, j ∈ I∅,1 and je ∈ {ie − 1, ie + 1}, then
ψwi,jψwj,ie(i) =
{
−yee(i) if je = ie − 1,
yee(i) if je = ie + 1.
(ii) The algebra RΛ0δ is generated by (R
Λ0
δ ){0,1}.
Proof. (i) It is easy to see that there exists k ∈ I∅,1 such that ke = ie and ke−1 = je. Then
k′ := se−1k also belongs to I∅,1, and k′e = je. We have wi,j = wi,kse−1wk′,j and, since
se−1 ∈ (e−1,1)D (e−1,1)e and wi,k, wk′,j ∈ S(e−1,1), it follows that ψwi,jeδ = ψwi,kψe−1ψwk′,jeδ.
Similarly, ψwj,ieδ = ψwj,k′ψe−1ψwk,ieδ. Since ie = ke, we have deg(ψwk,ie(i)) = 0, and
hence, applying repeatedly the case ir /− ir+1 of the relation (3.11) and using the fact that
wi,k = w
−1
k,i, we obtain ψwi,kψwk,ie(i) = e(i). Similarly, ψwj,k′ψwk′,je(k
′) = e(k′). Set
ε = 1 if je = ie + 1 and ε = −1 if je = ie− 1. Using the above equalities together with the
fact that ye−1 = 0 (see the proof of Proposition 5.4) and that ψwk,i commutes with ye (as
wk,i(e) = e), we obtain
ψwi,jψwj,ie(i) = ψwi,kψe−1ψwk′,jψwj,k′ψe−1ψwk,ie(i)
= ψwi,kψe−1ψwk′,jψwj,k′e(k
′)ψe−1ψwk,ie(i)
= ψwi,kψ
2
e−1e(k
′)ψwk,ie(i)
= εψwi,k(ye − ye−1)ψwk,ie(i)
= εψwi,kyeψwk,ie(i) = εψwi,kψwk,iyee(i) = εyee(i).
(ii) Since e ≥ 3, for each i ∈ I∅,1, there exists j ∈ I∅,1 such that je ∈ {ie − 1, ie + 1}.
The result now follows from (i) and Proposition 5.4. 
6. Wreath product relations in a quotient of a KLR algebra
In this section we construct a unital graded algebra homomorphism Θ: RΛ0δ o Sd →
eδdRdδeδd (cf. (3.26)). As is mentioned in §3.3, we adapt ideas from [17, Section 1] in order
to define the images τr of elementary transpositions sr ∈ Sd under Θ. The elements τr are
defined by Equation (6.9), and their needed properties are summarised in Theorem 6.14.
The present set-up is quite different from that of [17]: in particular, the “error terms”
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r appearing in (6.9) have no analogue in [17]. Consequently, the presentation below is
largely self-contained.
6.1. The intertwiners ϕw. Fix n ≥ 0. We recall necessary facts from [17, §1.3.1]. For
1 ≤ r < n, define ϕr ∈ Rn by
(6.1) ϕre(i) =
{
(ψryr − yrψr)e(i) = (ψr(yr − yr+1) + 1)e(i) if ir = ir+1,
ψre(i) if ir 6= ir+1
for all i ∈ In.
If w = sr1 · · · srm is a reduced expression in Sn, define ϕw := ϕr1 · · ·ϕrm . It follows
from part (ii) of the following lemma and Matsumoto’s theorem that ϕw depends only on
w, not on the choice of the reduced expression. In particular, we note that
(6.2) ϕvϕw = ϕvw
whenever v, w ∈ Sn and `(vw) = `(v) + `(w). Also, we will repeatedly use the fact that
ϕwe(i) = e(wi)ϕw for all i ∈ In, w ∈ Sn.
Lemma 6.1. [17, Lemma 1.3.1] For 1 ≤ r < n, 1 ≤ t ≤ n, w ∈ Sn and i ∈ In,
(i) ϕ2re(i) = (Lir,ir+1(yr, yr+1) + δir,ir+1)e(i);
(ii) ϕrϕr+1ϕr = ϕr+1ϕrϕr+1 if r < n− 1;
(iii) ϕwyt = yw(t)ϕw;
(iv) if 1 ≤ k < n and w(k + 1) = w(k) + 1, then ϕwψk = ψw(k)ϕw;
(v) ϕw−1ϕwe(i) =
∏
1≤a<b≤n
w(a)>w(b)
(Lia,ib(ya, yb) + δia,ib)e(i).
Suppose now that n = 2e. Recalling the definition before Corollary 3.9, consider the
subalgebra R′δ2 of R2δ.
Lemma 6.2. Let w = (1, e + 1)(2, e + 2) · · · (e, 2e) ∈ S2e, and let K be the ideal of
F [y1, . . . , y2e] generated by the set {yr − yt | 1 ≤ r, t ≤ e} ∪ {yr − yt | e + 1 ≤ r, t ≤ 2e}.
Then, in R2δ, we have
(6.3) ϕweδ,δ ∈ ψw((y1 − ye+1)e +K)eδ,δ +
∑
v∈D(e,e)2e \{w}
ψvR
′
δ,δ.
Proof. The idea of the proof is the same as that of [17, Proposition 1.4.4]. Note that w is
fully commutative (see [20, Lemma 3.17]), and hence ψw does not depend on the choice
of a reduced expression for w. Let j,k ∈ Iδ and i = jk. It is enough to show that
ϕwe(i) ∈ ψw((y1 − ye+1)e +K)e(i) +
∑
v∈D(e2)2e \{w}
ψvR
′
δ,δ
for all such i. Let w = sre2 · · · sr2sr1 be a reduced expression, and let uk = srk−1 · · · sr1 for
1 ≤ k ≤ e2. We have
(6.4) ϕwe(i) = ϕre2 · · ·ϕr1e(i).
For each k, one can replace the multiple ϕrk by ϕrke(uki) without changing the value of
the expression on the right-hand side.
Let k run in the decreasing order through the elements of {1, . . . , e2} satisfying (uki)rk =
(uki)rk+1. Note that there are exactly e such values of k since each of j and k is a permu-
tation of (0, 1, . . . , e− 1). For each such k, we have ϕrke(uki) = ψrk(yrk − yrk+1)e(uki) +
e(uki). Consequently, the product (6.4) decomposes as a sum of two summands, which
correspond to ψrk(yrk − yrk+1)e(uki) and e(uki) respectively. By Lemma 6.1(iii), the
first summand does not change if we remove the factor (yrk − yrk+1) and instead in-
sert yu−1k (rk)
− yu−1k (rk+1) at the right end of the product (note that u
−1
k (rk) ≤ e and
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u−1k (rk + 1) > e). After these manipulations are performed for all such k in the decreasing
order, we have decomposed the product (6.4) into 2e summands. Of these, all the sum-
mands for which the second option was chosen at least once belong to
∑
v∈D(e2)2e \{w}
ψvRδ,δ
by Theorem 3.5(ii) together with the argument used to prove Corollary 3.6. The remaining
summand belongs to ψw((y1−ye+1)ee(i)+K), as in all cases we have yu−1k (rk)−yu−1k (rk+1) ∈
y1−ye+1+K. Thus, ϕwe(i) ∈ ψw((y1−ye+1)e+K)eδ,δ+a for some a =
∑
v∈D(e2)2e \{w}
ψvav,
with av ∈ Rδ,δe(i) for each v. Since ϕwe(i) ∈ R′2δ and ψw((y1 − ye+1)e + K)e(i) ⊂ R′2δ,
we have a ∈ R′2δ. By Theorem 3.5(i), we can write av =
∑
z∈S(e,e) ψze(i)xv,z with
xv,z ∈ F [y1, . . . , y2e], so that a =
∑
v∈D(e2)2e \{w}
∑
z∈S(e,e) ψvψze(i)xv,z. We may assume
that for any such v and z the reduced expression for the definition of ψvz is chosen in such
a way that ψvz = ψvψz. Then, by Theorem 3.5(i) and Proposition 3.8, xv,z ∈ R′δ,δ for all
v and z, and hence a ∈∑
v∈D(e2)2e \{w}
ψvR
′
δ,δ. 
6.2. Quotients of Rδ. Throughout this subsection, we view ψr and yt for 1 ≤ r < e and
1 ≤ t ≤ e as elements of either Rδ or RΛ0δ (depending on the context) via the natural
projections Rn  Rδ and RΛ0n  RΛ0δ . Let V be the 2-sided ideal of Rδ generated by
E1 = {e(i) | i ∈ Iδ \ I∅,1}, so that Rδ = Rδ/V (cf. §3.3). Let : Rδ  Rδ be the natural
projection.
Lemma 6.3. We have ψ1 = 0.
Proof. If not, then by the relation (3.5) there exists i ∈ I∅,1 such that s1i ∈ I∅,1. Since
every j ∈ I∅,1 satisfies j1 = 0 and j2 6= 0, this is impossible. 
Lemma 6.4. There is a unital graded algebra homomorphism η : RΛ0δ → Rδ given by
η(e(i)) = e(i), η(ψr) = ψr, η(yt) = yt − y1
for i ∈ Iδ, 1 ≤ r < e and 1 ≤ t ≤ e.
Proof. To begin with, η is a homomorphism from the free algebra on the standard genera-
tors of RΛ0δ to Rδ. It is immediate that η respects the defining relations of R
Λ0
δ (including
the cyclotomic relation yδ1,01 e(i) = 0), with the possible exception of relations (3.8)– (3.10)
(note that η(yr+1 − yr) = yr+1 − yr for 1 ≤ r < e and that η(y1) = 0).
Recall that ir 6= ir+1 for all i ∈ Iδ and 1 ≤ r < d. We have η(ψ1) = 0 by Lemma 6.4,
so both sides of (3.8), (3.9), (3.10) are mapped by η to 0 for r = 1. For r > 1, we have
η(yr+1ψr) = (yr+1 − y1)ψr = (yr+1ψr − ψry1) = ψr(yr − y1) = η(ψryr),
where the second equality is due to (3.8) and the third one is due to (3.9). Relations (3.8)
and (3.9) for r > 1 are checked similarly. 
Lemma 6.5. Let z be an indeterminate, and view F [z] as a graded algebra with deg(z) = 2.
We have a graded algebra isomorphism RΛ0δ ⊗ F [z] ∼−−→Rδ given by a⊗ zm 7→ η(a)ym1 for
all m ≥ 0 and a ∈ RΛ0δ .
Proof. By Lemma 6.3 and the defining relations of Rδ, the element y1 centralises η(R
Λ0
δ ).
Hence, it follows from Lemma 6.4 that we have a graded unital algebra homomorphism
ξ : RΛ0δ ⊗ F [z]→ Rδ defined as in the statement of the lemma.
By an observation in [17, §1.3.2] (cf. (3.23)), there is a unital algebra homomorphism
Rδ → RΛ0δ ⊗ F [z] given by
(6.5) e(i) 7→ e(i)⊗ 1, ψr 7→ ψr ⊗ 1, yt 7→ yt ⊗ 1 + 1⊗ z
for i ∈ Iδ, 1 ≤ r < e, 1 ≤ t ≤ e. By Theorem 4.1, we have e(i) = 0 in RΛ0δ for i ∈ Iδ \I∅,1,
so the map (6.5) factors through Rδ. It is easy to check that the resulting homomorphism
Rδ → RΛ0δ ⊗ F [z] is both a left and a right inverse to ξ. 
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Using the fact that Rδ is nonnegatively graded and Proposition 5.4, we immediately
deduce the following result.
Corollary 6.6. The map η restricts to a vector space isomorphism from (RΛ0δ ){0,1} onto
(Rδ){0,1}. Moreover, (Rδ){0,1} =
∑
i∈I∅,1
∑
v∈Se Fψve(i).
Let K be the left ideal of Rδ generated by the set {yk − yt | 1 ≤ k, t ≤ e}. For i ∈ Iδ,
1 ≤ r < e and 1 ≤ r, t ≤ e, we have (yk − yt)ψre(i) = ψre(i)(ysr(k) − ysr(t)). Hence, K is
a 2-sided ideal of Rδ.
Lemma 6.7. Let z be an indeterminate. The F -linear map (Rδ){0,1} ⊗ F [z] → Rδ/K
given by a⊗ zm 7→ ay¯m1 +K is an isomorphism of vector spaces.
Proof. Using Proposition 5.4, we see that the image of K in RΛ0δ ⊗F [z] under the inverse
of the isomorphism of Lemma 6.5 is equal to (RΛ0δ ){2}⊗F [z]. Hence, the map (RΛ0δ ){0,1}⊗
F [z]→ Rδ/K given by a⊗ zm 7→ η(a)ym1 +K is an isomorphism of vector spaces. Due to
Corollary 6.6, the result follows. 
6.3. A homomorphism from RΛ0δ o Sd to eδdRdδeδd. Fix an arbitrary integer d ≥ 0.
Let V be the 2-sided ideal of Rδd generated by the set
{e(i(1) . . . i(d)) | (i(1), . . . , i(d)) ∈ (Iδ)×d \ (I∅,1)×d}.
Let U be the 2-sided ideal of Rdδ generated by {e(i) | i ∈ Idδ \ Ed} (cf. (3.24)), so that
Rdδ = Rdδ/U . Define Rδd to be the image of Rδd under the natural projection Rdδ  Rdδ.
Lemma 6.8. We have:
(i) Ueδd = RdδV;
(ii) U ∩Rδd = V;
(iii) Rdδeδd is a free right Rδd-module with basis {ψw | w ∈ D (e
d)
de }.
Proof. (i) By Lemma 4.5, V ⊂ U . Hence, RdδV ⊂ Ueδd , as Veδd = V. By Corollary 3.6,
Rdδeδd =
∑
w∈D(ed)de
ψwRδd . Since Rδd =
∑
i(1),...,i(d)∈I∅,1 e(i
(1) . . . i(d))Rδd + V, we have
Rdδeδd =
∑
i∈Ed e(i)Rdδeδd+RdδV. Hence, for any i ∈ Idδ\Ed, we have e(i)Rdδeδd ⊂ RdδV.
Since U = ∑i∈Idδ\Ed Rdδe(i)Rdδ, the inclusion Ueδd ⊂ RdδV follows.
(ii) and (iii) follow from (i) and Corollary 3.6. 
Due to Lemma 6.8(ii), Rδd is naturally identified with Rδd/V. Hence, the isomorphism
ιδd : R
⊗d
δ
∼−−→Rδd induces an algebra isomorphism ι : R⊗dδ ∼−−→Rδd .
Throughout the rest of the section, symbols of the form ψr, ψw, ϕr, ϕw, e(i), eα and
yt that would previously be interpreted as elements Rde represent their images in Rdδ. It
follows from Lemma 4.5 that, if i(1), . . . , i(d) ∈ Ie, then we have e(i(1) . . . i(d)) = 0 in Rdδ
unless i(1), . . . , i(d) ∈ I∅,1. Hence,
(6.6) eδd =
∑
i(1),...,i(d)∈I∅,1
e(i(1) . . . i(d)).
For 1 ≤ r < d, let
(6.7) wr = ((r − 1)e+ 1, re+ 1)((r − 1)e+ 2, re+ 2)) · · · (re, (r + 1)e) ∈ Sde.
This element is fully commutative (cf. the proof of Lemma 6.2), so σr := ψwr ∈ Rdδ is well
defined in the sense that it does not depend on the choice of a reduced expression for wr.
Let Bd be the subgroup of Sde generated by the elements wr, 1 ≤ r < d. Then we have a
group isomorphism o : Sd → Bd, sr 7→ wr, and Bd ⊂ (ed)D (e
d)
ed (cf. [21, §4.1]).
For each u ∈ Sd, choose a reduced expression u = sr1 · · · srm and define σu = σr1 · · ·σrm .
We may assume that σu = ψo(u), as the decomposition o(u) = wr1 · · ·wrm can be refined
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to a reduced expression for o(u) in Sde. Note that σueδd = eδdσu for all u ∈ Sd. We have
{1, . . . , de} = ⊔dr=1Xr, where Xr := {(r − 1)e+ 1, . . . , re}.
Lemma 6.9. (i) We have eδdRdδeδd =
∑
u∈Sd σuRδd.
(ii) For all u ∈ Sd, we have σueδd ∈ (Rdδ){0}.
(iii) The algebra eδdRdδeδd is nonnegatively graded.
Proof. For (ii), it is enough to consider the case when u = sr for some r ∈ {1, . . . , d −
1} because each σr centralises eδd . The fact that σreδd is homogeneous of degree 0 is
easily verified using (6.6). Part (iii) follows from (i) and (ii) because Rδd = ι(R
⊗d
δ ) is
nonnegatively graded.
Thus, it remains only to prove (i). By Theorem 3.5(i), we haveRdδeδd =
∑
w∈D(ed)de
ψwRδd .
If w ∈ Bd, say, w = o(u), then eδdψwRδd = eδdσuRδd = σuRδd . So it will suffice to prove
the following claim: if w ∈ D (ed)de \Bd, then eδdψwRδd = 0.
If not, then by (6.6) there exist i(1), . . . , i(d) ∈ I∅,1 such that w(i(1) . . . i(d)) = j(1) . . . j(d)
for some j(1), . . . , j(d) ∈ I∅,1. Since w ∈ D (ed)de \ Bd, there exist k ∈ {1, . . . , d} and
t ∈ {2, . . . , e} such that w((k − 1)e + 1)) ∈ Xl and w((k − 1)e + t) ∈ Xm for some
m > l. Let such k, t be chosen so that m is greatest possible. Let r ∈ {1, . . . , d} be such
that w((r − 1)e + 1) = (m − 1)e + 1 (note that w−1((m − 1)e + 1) ≡ 1 (mod e) because
the only zeros in i(1) . . . i(d) occur in positions with numbers congruent to 1 modulo e).
Note that r 6= k, as (k − 1)e + 1 and (r − 1)e + 1 have distinct images under w. By
maximality of m, we have w(Xr) ⊂ Xm, whence w(Xr) = Xm. This contradicts the fact
that w((k − 1)e+ t) ∈ Xm. 
Recall the ideal K of Rδ defined in §6.2 and let
K =
d∑
r=1
ι(R
⊗r−1
δ ⊗K ⊗R⊗d−rδ ) ⊂ Rδd .
In other words, K is the 2-sided (or, equivalently, left) ideal of Rδd generated by the
elements of the form (yr − yt)eδd with r, t ∈ Xk for 1 ≤ k ≤ d. We have a natural
isomorphism
(6.8) (Rδ/K)
⊗d ∼−−→Rδd/K, (x1 +K)⊗ · · · ⊗ (xd +K) 7→ ι(x1 ⊗ · · · ⊗ xd) +K
for x1, . . . , xd ∈ Rδ.
Let J = eδdRdδK, so that J is a left ideal of eδdRdδeδd . The map Rδd → eδdRdδeδd/J
given by a 7→ a+J has kernel K and image (Rδd +J )/J . For any a+J ∈ eδdRdδeδd/J
and b ∈ Rδd , the product (a+ J )(b+ J ) = ab+ J is well-defined. Thus, eδdRdδeδd/J is
naturally an (eδdRdδeδd , (Rδd+J )/J )-bimodule. It follows from Lemmas 6.8(iii) and 6.9(i)
that eδdRdδeδd/J is free as a right (Rδd + J )/J -module with basis {σu + J | u ∈ Sd}.
In particular, (Rδd + J )/J is a free right (Rδd + J )/J -submodule of eδdRdδeδd/J . The
subspace (Rδd + J )/J also has an F -algebra structure arising from the isomorphism
Rδd/K ∼−−→(Rδd +J )/J , b+K 7→ b+J , and the right (Rδd +J )/J -module structure on
(Rδd +J /J ) induced by this algebra structure coincides with the aforementioned module
structure. These facts are used repeatedly in the sequel.
Define
S = ((Rδ){0,1})⊗d ⊂ R⊗dδ and
T =
∑
u∈Sd
σuι(S) ⊂ eδdRdδeδd .
24 ANTON EVSEEV
Note that T is a graded vector subspace of Rdδ. For all 1 ≤ r ≤ d, set
zr = y(r−1)e+1eδd + J ∈ (Rδd + J )/J
These elements commute and generate the subalgebra F [z1, . . . , zd] of (Rδd + J )/J .
Lemma 6.10. Let z˜1, . . . , z˜d be algebraically independent indeterminates. Consider the
F -algebra F [z˜1, . . . , z˜d], graded by the rule deg(z˜r) = 2 for 1 ≤ r ≤ d.
(i) The F -linear map FSd ⊗ S ⊗ F [z˜1, . . . , z˜d] → eδdRdδeδd/J given by u ⊗ a ⊗ g 7→
σuι(a)g(z1, . . . , zd) (for u ∈ Sd) is an isomorphism of vector spaces.
(ii) The F -linear map T ⊗ F [z˜1, . . . , z˜d] → eδdRdδeδd/J given by t ⊗ g 7→ tg(z1, . . . , zd)
is a graded vector space isomorphism.
Proof. Part (i) is established by combining Lemma 6.7, the isomorphism (6.8) and the fact
that {σu + J | u ∈ Sd} is a free generating set of eδdRdδeδd/J as a right (Rδd + J )/J -
module. The map in part (ii) is easily seen to be a graded homomorphism. The fact that
it is bijective clearly follows from (i). 
Corollary 6.11. We have (eδdRdδeδd){0,1} ⊂ T .
Proof. This follows from Lemmas 6.9(iii) and 6.10(ii). 
If µ = (µ1, . . . , µl) is a composition of dδ, let ι¯µ : Rµ1 ⊗ · · · ⊗Rµl → Rdδ be the compo-
sition of ιµ with the natural projection Rdδ  Rdδ. Fix an integer r such that 1 ≤ r < d.
Let S(r) = e⊗r−1δ ⊗ (Rδ){0,1} ⊗ (Rδ){0,1} ⊗ e⊗d−r−1δ ⊂ S.
Lemma 6.12. We have ϕwreδd + J ∈ σr(zr − zr+1)e + ι(S(r))F [zr − zr+1].
Proof. Let β : R2δ → Rdδ be the algebra homomorphism defined by
β(x) = ι¯δr−1,2δ,δd−r−1(e
⊗r−1
δ ⊗ x⊗ e⊗d−r−1δ ).
We use Lemma 6.2 and apply β to both sides of (6.3). It follows from (6.6) and the
relation (3.5) that eδdβ(ψv)eδd = 0 in Rdδ for all v ∈ D (e
2)
2e \ {1, w1}, as the set {1, e+ 1}
is not v-invariant for any such v and every element of I∅,1 has 0 as its first entry. Since
eδdϕwreδd = ϕwreδd , we conclude that
ϕwreδd + J ∈ ψwr(zr − zr+1)e + Y,
in eδdRdδeδd/J where Y = (β(R′δ2) + J )/J . It follows from the definition of J (and ofK) together with Corollary 3.9 applied to R′δ2 that
Y ⊂
∑
v∈S(e,e)
β(ψveδ2)F [zr − zr+1].
By Corollary 6.6, we have β(ψveδ2)+J ∈ β(ιδ2((Rδ){0,1}⊗(Rδ){0,1}))+J for all v ∈ S(e,e),
and the result follows. 
Observing that deg(ϕwreδd) = 2e, deg(σreδd) = 0, S
(r) = (S(r)){0,1,2} and deg(zr −
zr+1) = 2, we deduce from Lemma 6.12 that
(6.9) ϕwreδd + J = τr(zr − zr+1)e + r(zr − zr+1)e−1
for some elements τr ∈ σreδd + ι(S(r){0}) ⊂ eδdRdδeδd and r ∈ ι(S
(r)
{2}) ⊂ Rδd , which are
determined uniquely due to Lemma 6.10(ii). By considering degrees, we see that r ∈
ι(e⊗r−1δ ⊗ (Rδ){1} ⊗ (Rδ){1} ⊗ e⊗d−r−1δ ).
For 1 ≤ t ≤ d, define a graded algebra homomorphism ηt : RΛ0δ → Rδd by ηt(x) =
ι(e⊗t−1δ ⊗ η(x) ⊗ e⊗d−tδ ), where η : RΛ0δ → Rδ is given by Lemma 6.4. Note that, by
Corollary 6.6, we have (Rδ){1} = η((R
Λ0
δ ){1}), and hence
(6.10) r ∈ ηr((RΛ0δ ){1})ηr+1((RΛ0δ ){1}).
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Remark 6.13. For any i(1), . . . , i(d) ∈ Iδ, the element σre(i(1) . . . i(d)) is the image of the
element of Rdδ represented by the following Khovanov–Lauda diagram:
i
(1)
1 i
(1)
2 i
(1)
e i
(r−1)
1
i
(r−1)
2
i
(r−1)
e i
(r)
1 i
(r)
2 i
(r)
e
i
(r+1)
1
i
(r+1)
2
i
(r+1)
e
i
(r+2)
1
i
(r+2)
2
i
(r+2)
e i
(d)
1 i
(d)
2 i
(d)
e
(cf. Remark 3.1). Any element of S(r) (including r) is a linear combination of the images
of diagrams of the form
i
(1)
1 i
(1)
2 i
(1)
e i
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e
where i(1), . . . , i(d) ∈ Iδ and A,B are diagrams representing elements of Rδ.
Now we can state the main result of this section. The equalities in parts (i)–(iv) of the
following theorem are between elements of Rdδ.
Theorem 6.14. For 1 ≤ r < d, we have:
(i) τ2r = eδd;
(ii) τrτr+1τr = τr+1τrτr+1 if r < d− 1;
(iii) τrτt = τtτr if 1 ≤ t < d and |t− r| ≥ 2.
(iv) if x ∈ RΛ0δ , then ηr(x)τr = τrηr+1(x) and ηr+1(x)τr = τrηr(x).
(v) yre+1eδd ∈ τry(r−1)e+1τr +T , where T is the unital subalgebra of eδdRδdeδd generated
by T ∪ K.
Remark 6.15. If one of parts (i),(ii),(v) of Theorem 6.14 holds for d = 2, then it holds
in general, and if part (iv) holds for d = 3, then it holds in general. This may be
seen by applying the graded algebra homomorphism ζr,l : Rlδ → Rdδ induced by the map
Rlδ → Rdδ, x 7→ ι¯δr−1,lδ,δd−r−l+1(e⊗r−1δ ⊗ x ⊗ e⊗d−r−l+1δ ), with l = 3 for part (iv) and
l = 2 for the other parts. (The fact that this map factors through Rlδ follows easily
from the description of Ed in §3.3.) In particular, it follows from the definitions that
τr = ζr,2(e
⊗r−1
δ ⊗ τ1 ⊗ e⊗d−r−1δ ).
Due to Lemma 6.10(ii), we have eδdRdδeδd/J =
⊕
m≥0 T (F [z1, . . . , zd]{2m}). Define
the linear map pim : eδdRdδeδd/J → eδdRdδeδd/J as the projection onto the component
T (F [z1, . . . , zd]{2m}). We write τ = τ1,  = 1 and σ = σ1.
Proof of Theorem 6.14(iv). We include only the proof of the first equality in part (iv), as
the proof of the second one is similar. Due to Remark 6.15, we may (and do) assume that
d = 2 and r = 1. First, we consider the case when e > 2. Due to Proposition 5.4 and
Lemma 5.5(ii), it is enough to prove the desired equality for all x ∈ B0 unionsqB1, where B0,B1
are as in Proposition 5.4. Thus, we may assume that x = ψwj,ie(i) for some i, j ∈ I∅,1 with
je ∈ {ie, ie+1, ie−1}. Note that x = ϕwj,ie(i) because the entries of i are pairwise distinct
(cf. (6.1)). We view wj,i as an element of S2e via the embedding Se → S2e, sk 7→ sk,
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and we denote by w′j,i the image of wj,i under the embedding Se → S2e, sk 7→ se+k
(for 1 ≤ k < e). By definitions of ϕw1 and ηt, we have η1(e(i))ϕw1 = ϕw1η2(e(i)). Since
wj,iw1 = w1w
′
j,i and w1 ∈ (e,e)D (e,e)2e , using (6.2), we obtain
η1(x)ϕw1eδd = ϕwj,iη1(e(i))ϕw1 = ϕw1ϕw′j,iη2(e(i)) = ϕw1η2(x)eδd .
Using (6.9), we deduce the following equalities in R2δ/J :
η1(x)
(
τ(z1 − z2)e + (z1 − z2)e−1
)
= τ(z1 − z2)eη2(x) + (z1 − z2)e−1η2(x)
= τη2(x)(z1 − z2)e + η2(x)(z1 − z2)e−1,(6.11)
where the second equality follows from relations (3.8), (3.9), (3.10).
We claim that pie(η1(x)(z1− z2)e−1) = 0. If deg(x) = 0, then η1(x) ∈ ι(S{2}), and the
claim follows. If deg(x) = 1, then, using (6.10) and Corollary 6.6, we have
(6.12) η1(x) ∈ η1((RΛ0δ ){2})η2((RΛ0δ ){1}) ⊂ K,
where the second inclusion follows from the fact that η((RΛ0δ ){2}) = F{ψwj,i(ye− y1)e(i) |
i, j ∈ I∅,1}. This concludes the proof of the claim. A similar argument shows that
pie(η2(x)(z1−z2)e−1) = 0. Hence, applying pie to Equation (6.11) and using Lemma 6.10(ii),
we obtain
pi0(η1(x)τ + J ) = pi0(τη2(x) + J ).
By Corollary 6.11, we have η1(x)τ, τη2(x) ∈ T . Thus, η1(x)τ = τη2(x) by Lemma 6.10(ii).
Now assume that e = 2. This case is treated by a direct calculation, as follows. First,
note that eδ2 = e(0101) and that
(6.13) ψ1eδ2 = 0 = ψ3eδ2 .
Indeed, ψ3e(0101) = e(0110)ψ3 = 0 because (0110) /∈ E2, and the other equality is proved
similarly. We have
ϕw1eδ2 = ϕ2ϕ1ϕ3ϕ2e(0101) = ψ2ϕ1e(0011)ϕ3ϕ2 = ψ2(ψ1(y1 − y2) + 1)e(0011)ϕ3ϕ2
= ψ2ψ1ϕ3e(0011)ϕ2(y1 − y3) + ψ2ϕ3e(0011)ϕ2,(6.14)
where the last equality is due to Lemma 6.1(iii). Further,
ϕ3e(0011)ϕ2 = (ψ3(y3 − y4) + 1)ϕ2e(0101) = ψ3ψ2e(0101)(y2 − y4) + ψ2e(0101).
Substituting this into (6.14), we obtain
ϕw1eδ2 = (ψ2ψ1ψ3ψ2(y1 − y3)(y2 − y4) + ψ2ψ1ψ2(y1 − y3) + ψ2ψ3ψ2(y2 − y4) + ψ22)eδ2 .
Since ψ22eδ2 = −(y2 − y3)2eδ2 by (3.11), we deduce that
(6.15) ϕw1eδ2 + J = (σ − 1)(z1 − z2)2 + (ψ2ψ1ψ2 + ψ2ψ3ψ2)(z1 − z2).
Now by the braid relations (3.12) and by (6.13), we have
ψ2ψ1ψ2eδ2 + J = (ψ1ψ2ψ1 + 2y2 − y1 − y3)eδ2 + J = z1 − z2.
Similarly, ψ2ψ3ψ2eδ2 + J = z1 − z2. Substituting the last two identities into (6.15), we
obtain ϕw1eδ2 + J = (σ + 1)(z1 − z2)2, whence τ = (σ + 1)eδ2 .
By Proposition 5.4, it is enough to show that η1(x)τ = τη2(x) for each x ∈ {eδ2 , y2eδ2}.
For x = eδ2 , this is clear, whereas for x = y2eδ2 , we have
η1(x)τ = (y2 − y1)(ψ2ψ1ψ3ψ2 + 1)eδ2
= ψ2ψ1y3ψ3e(0011)ψ2 − ψ2y1ψ1e(0011)ψ3ψ2 + (y2 − y1)e(0101)
= (ψ2ψ1(ψ3y4 − 1)ψ2 − ψ2(ψ1y2 − 1)ψ3ψ2 + y2 − y1)e(0101)
= (ψ2ψ1ψ3ψ2y4 − ψ2ψ1ψ2 − ψ2ψ1ψ3ψ2y3 + ψ2ψ3ψ2 + y2 − y1)e(0101)
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=
(
σ(y4 − y3) + y2 − y1 − (ψ1ψ2ψ1 + 2y2 − y1 − y3)
+(ψ3ψ2ψ3 − 2y3 + y2 + y4)
)
e(0101)
= (σ + 1)(y4 − y3)e(0101) = τη2(x)
by (3.8), (3.9), (3.10), (3.12) and (6.13). 
Lemma 6.16. The set J is a 2-sided ideal of eδdRdδeδd.
Proof. Clearly, it suffices to show that KeδdRdδeδd ⊂ J . By Lemma 6.9(i), it is enough to
prove that Kσreδd ⊂ J whenever 1 ≤ r < d (as K is a 2-sided ideal of Rδd). It follows from
Proposition 5.4 that K is generated, as a left ideal of Rδd , by the set
⋃d
t=1 ηt((R
Λ0
δ ){2}).
Also, σreδd ∈ τr+Rδd . By Theorem 6.14(iv), we have ηt((RΛ0δ ){2})τr = τrηsr(t)((RΛ0δ ){2}) ⊂J for 1 ≤ t ≤ d, and the result follows. 
Set H = ι ◦ (η⊗d) : (RΛ0δ )⊗d → Rδd , so that H(x1 ⊗ · · · ⊗ xd) = η1(x1) · · · ηd(xd) for all
x1, . . . , xd ∈ RΛ0δ .
Lemma 6.17. (i) The unital subalgebra of eδdRdδeδd generated by τ1, . . . , τd−1 is con-
tained in T{0}.
(ii) The unital subalgebra of eδdRdδeδd generated by {τ1, . . . , τd−1} ∪ ι(S) is contained in
T + J .
Proof. By Corollary 6.11, we have τr1 · · · τrm ∈ (eδdRdδeδd){0} ⊂ T{0} for any r1, . . . , rm ∈
{1, . . . , d− 1}, which proves (i).
Let S = H((RΛ0δ )
⊗d). It follows from the definition of η that ι(S) ⊂ S . By Theo-
rem 6.14(iv), S τr = τrS for 1 ≤ r < d. Hence, the subalgebra defined in (ii) is contained
in the sum of the subspaces of the form τr1 · · · τrmS with r1, . . . , rm ∈ {1, . . . , d− 1}. We
have
(6.16) T{0}ι(S) =
∑
u∈Sd
σuι(S{0})ι(S) =
∑
u∈Sd
σuι(S) = T,
where the first equality holds by Lemma 6.9(i). For 1 ≤ r ≤ d, we have ηr((RΛ0δ ){2}) ⊂ K
by Proposition 5.4. Hence, S ⊂ ι(S) +K ⊂ ι(S) + J . Therefore,
τr1 · · · τrmS ⊂ τr1 · · · τrmι(S) + J ⊂ T{0}ι(S) + J ⊂ T + J . 
By Lemma 6.16, we have a natural algebra structure on eδdRdδeδd/J .
Lemma 6.18. For 1 ≤ t ≤ d, the equality ztϕwreδd = ϕwrzsr(t) holds in eδdRdδeδd/J .
Proof. We have
ztϕwreδd = y(t−1)e+1ϕwreδd + J = ϕwry(sr(t)−1)e+1eδd + J = ϕwrzsr(t),
where the second equality is due to Lemma 6.1(iii). 
Proof of Theorem 6.14 (i),(ii),(iii),(v). Part (iii) is clear from the definitions. For the
remaining parts, we will repeatedly use Lemma 6.18 without explicit reference. By Re-
mark 6.15, we may assume that r = 1. We consider part (i). By Lemma 6.1(v),
(6.17) ϕ2w1eδd + J = (−1)e(z1 − z2)2e.
On the other hand, by (6.9),
ϕ2w1eδd + J = (τ(z1 − z2)e + (z1 − z2)e−1)ϕw1
= (−1)eτϕw1(z1 − z2)e + (−1)e−1ϕw1(z1 − z2)e−1
= (−1)eτ2(z1 − z2)2e + (−1)eτ(z1 − z2)2e−1(6.18)
+ (−1)e−1τ(z1 − z2)2e−1 + (−1)e−12(z1 − z2)2e−2.
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By Lemma 6.17(ii), we have τ, τ, 2 ∈ T + J . Therefore, applying pi2e to the right-hand
sides of (6.17) and (6.18), we obtain (z1 − z2)2e = τ2(z1 − z2)2e. By Lemma 6.17(i), we
have τ2 ∈ T , whence τ2 = eδd by Lemma 6.10(ii).
For (ii), writing ν0 = τ1, ν1 = 1, ν
′
0 = τ2, ν
′
1 = 2, we have
ϕw1ϕw2ϕw1eδd + J =
∑
a∈{0,1}
νa(z1 − z2)e−aϕw2ϕw1
=
∑
a∈{0,1}
νaϕw2ϕw1(z2 − z3)e−a
=
∑
a,b∈{0,1}
νaν
′
b(z2 − z3)e−bϕw1(z2 − z3)e−a
=
∑
a,b∈{0,1}
νaν
′
bϕw1(z1 − z3)e−b(z2 − z3)e−a
=
∑
a,b,c∈{0,1}
νaν
′
bνc(z1 − z2)e−c(z1 − z3)e−b(z2 − z3)e−a.
By Lemma 6.17(ii), we have νaν
′
bνc ∈ T +J in all cases. Hence, pi3e fixes the summand
corresponding to a = b = c = 0 and sends the other 7 summands to 0, so
pi3e(ϕw1ϕw2ϕw1eδd + J ) = τ1τ2τ1(z1 − z2)e(z1 − z3)e(z2 − z3)e.
A similar computation yields
pi3e(ϕw2ϕw1ϕw2eδd + J ) = τ2τ1τ2(z1 − z2)e(z1 − z3)e(z2 − z3)e.
By Lemma 6.1(ii), we have ϕw1ϕw2ϕw1 = ϕw2ϕw1ϕw2 . By Lemmas 6.17(i) and 6.10(ii),
the equality τ1τ2τ1 = τ2τ1τ2 follows.
For (v), we compute
ϕw1z1ϕw1 = ϕ
2
w1z2 = (−1)e(z1 − z2)2ez2
using (6.17) and, on the other hand,
ϕw1z1ϕw1 = (τ(z1 − z2)e + (z1 − z2)e−1)z1ϕw1
= τz1ϕw1(z2 − z1)e + ϕw1z2(z2 − z1)e−1
= (−1)eτy1τ(z1 − z2)2e + (−1)eτz1(z1 − z2)2e−1 + ϕw1z2(z2 − z1)e−1
= (−1)eτy1τ(z1 − z2)2e + (−1)eτz1(z1 − z2)2e−1
+ (−1)e−1τz2(z1 − z2)2e−1 + (−1)e−12z2(z1 − z2)2e−2.
Hence, using Lemma 6.17(ii) (and the equality z1 = z1), we obtain
(−1)e(z1 − z2)2ez2 = pi2e+1(ϕw1z1ϕw1) = pi2e+1((−1)eτy1τ(z1 − z2)2e),
whence, by Lemma 6.10(ii), we have z2 = pi1(τy1τ + J ). Since deg(τy1τ) = 2, it follows
that τy1τ + J = z2 + (x + J ) for some x ∈ T{2}. Hence, ye+1 − τy1τ ∈ T + J . By
Lemma 6.9(i), J = ∑u∈Sd σuK ⊂ TK, and (v) follows. 
Write I(∅,1)
d
= {(i(1) . . . i(d)) | i(1), . . . , i(d) ∈ I∅,1}. Note that eδd =
∑
i∈I(∅,1)d e(i) by
Lemma 4.5. Recall that (RΛ0δ )
⊗d and FSd are identified with subalgebras of RΛ0 oSd, and
recall the homomorphism H : (RΛ0δ )
⊗d → Rδd defined before Lemma 6.17.
Corollary 6.19. (i) There is a graded unital algebra homomorphism
Θ: RΛ0δ oSd → eδdRdδeδd
given by Θ(a) = H(a) and Θ(sr) = τr for all a ∈ (RΛ0δ )⊗d and 1 ≤ r < d.
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(ii) Suppose that ω : eδdRdδeδd  A is a unital algebra homomorphism onto an algebra
A such that for all i ∈ I(∅,1)d we have ω(y1e(i)) ∈ F{ω((ye − y1)e(i))}. Then the
composition ω ◦Θ: RΛ0δ oSd → A is surjective.
Proof. The fact that Θ is a homomorphism follows directly from Theorem 6.14(i)–(iv).
Since H is graded and deg(sr) = 0 = deg(τr) for 1 ≤ r < d, we see that Θ is graded as
well.
For (ii), observe that ι(S) ⊂ imH ⊂ im Θ, whence σreδd ∈ τr + ι(S) ⊂ im Θ for
1 ≤ r < d. By Lemma 6.9(i) and Corollary 6.6, the algebra eδdRdδeδd is generated by
the subset T ∪ F [y1, . . . , yde]eδd . Further, T =
∑
u∈Sd σuι(S) ⊂ im Θ (cf. (6.16)), so it is
enough to show that ω(yleδd) ∈ im(ω ◦Θ) whenever 1 ≤ l ≤ de. Note also that K = K≥2
and K{2} ⊂ imH because K{2} is generated by ι(S){0} and the elements of the form
(yt− yt′)e(i) with t, t′ ∈ {(k− 1)e+ 1, . . . , ke} for some k ∈ {1, . . . , d} and i ∈ I(∅,1)d , and
all such elements (yt − yt′)e(i) belong to imH by definition of η.
Let T be defined as in Theorem 6.14(v); then T{2} ⊂ im Θ. Now we prove by induction
on r that ω(yre+1eδd) ∈ im(ω ◦ Θ) for all r = 1, . . . , d. The case r = 1 holds by the
hypothesis, and the inductive step follows from the fact that yre+1eδd−τry(r−1)e+1τr ∈ T{2}
for 1 ≤ r < d, which is derived from Theorem 6.14(v) by considering degrees. Since
K{2} ⊂ imH, it follows that ω(yleδd) ∈ im(ω ◦Θ) for all l, as claimed. 
7. Surjectivity of the homomorphism
Let Hρ,d be a RoCK block of residue κ. We have constructed all the maps in the
diagram (3.26): the homomorphism Ω is defined after Proposition 4.11, and Θ is defined
by Corollary 6.19(i). Thus, we have a graded unital algebra homomorphism Ξ = Ξ(d) :=
Ω ◦ rotκ ◦ Θ: RΛ0δ o Sd → Cρ,d. Due to Proposition 4.12, in order to complete the proof
of Theorem 3.4, we only need to show that Ξ is surjective. First, we state and prove
Proposition 7.2, which applies to the case when d = 1. Using Corollary 6.19(ii), we will
then deduce surjectivity of Ξ in the general case in §7.3.
7.1. The case d = 1. In this subsection, we assume that ρ is a Rouquier e-core of residue κ
for the integer 1, write C = Cρ,1 and consider the homomorphism Ξ := Ξ
(1) : RΛ0δ → C. By
Proposition 4.12, we have qdimC = qdim(RΛ0δ ), and hence C = C{0,1,2} by Proposition 5.4.
For i ∈ Ie, define e′(i) = ∑j∈Iρ,0 e(ji) ∈ RΛ0|ρ|+e. Set
f = BK|ρ|+e(fρ,1) =
∑
j∈Iρ,0, i∈I∅,1+κ
e(ji) ∈ RΛ0|ρ|+e;
the second equality follows from (3.21) and Proposition 4.11(ii). By the definitions, the
map Ξ: RΛ0δ → Cρ,1 is given by
(7.1) e(i) 7→ e′(i+κ), ψr 7→ ψ|ρ|+rf, yt 7→ (y|ρ|+t − y|ρ|+1)f
for i ∈ Iδ, 1 ≤ r < e and 1 ≤ t ≤ e. By Proposition 4.11, the algebra C is generated by
the set
{e′(i+κ) | i ∈ I∅,1} ∪ {ψ|ρ|+rf | 1 ≤ r < e} ∪ {y|ρ|+rf | 1 ≤ r ≤ e}.
It follows that Ξ restricts to a surjective vector space homomorphism from (RΛ0δ )<2
onto C<2, which is seen to be an isomorphism by comparing dimensions. In particular,
RΛ0δ /(R
Λ0
δ ){2} ∼= C/C{2} as graded algebras.
Lemma 7.1. For all i ∈ I∅,1, we have dim(e′(i+κ)C{2}e′(i+κ)) = 1.
Proof. Recall the notation introduced before Lemma 4.13. By Theorem 4.1 and Lemma 4.3,
qdim(e′(i+κ)RΛ0cont(ρ)+δe
′(i+κ)) =
∑
t,u q
deg(t)+deg(u) where the sum is over all pairs (t, u) ∈
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Std′e(ρ, d)×2 such that Shape(t) = Shape(u) and, if β(t) = (t≤|ρ|, s) and β(u) = (u≤|ρ|, r),
then is = ir = i. By Lemmas 4.13 and 4.14 (together with Theorem 4.1), this sum is
equal to qdim(RΛ0cont(ρ))
∑
s,r q
deg(s)+deg(r), where the sum is over all pairs (s, r) of standard
tableaux such that is = ir = i and Shape(s) = Shape(r). Dividing by qdim(RΛ0cont(ρ)) and
using the isomorphism (4.8), we deduce that qdim(e′(i+κ)Ce′(i+κ)) =
∑
s,r q
deg(s)+deg(r),
and the result follows by Lemma 5.2. 
Proposition 7.2. For every i ∈ I∅,1, we have (y|ρ|+e − y|ρ|+1)e′(i+κ) 6= 0 in RΛ0cont(ρ)+δ,
and hence y|ρ|+1e′(i+κ) ∈ F (y|ρ|+e − y|ρ|+1)e′(i+κ).
If the first statement of the proposition holds, then, by Lemma 7.1, e′(i+κ)C{2}e′(i+κ) =
F (y|ρ|+e − y|ρ|+1)e′(i+κ) for any i ∈ I∅,1, and the second statement of the proposition
follows. So we only need to prove the first statement.
Proof of Proposition 7.2 for e ≥ 3. It is well known that the algebra RΛ0d+e ∼= H|ρ|+e is
symmetric (see e.g. [31, Corollary V.5.4]). Hence, writing f = BK|ρ|+e(fρ,1), we see
that fRΛ0cont(ρ)+δf = fR
Λ0
|ρ|+ef is symmetric as well by [31, Theorem IV.4.1]. Further,
by Proposition 4.9 and the isomorphism (4.8), the algebra C := Cρ,1 is Morita equiva-
lent to fRΛ0cont(ρ)+δf , whence C is also symmetric by [31, Corollary IV.4.3]. Thus, C is
isomorphic to C∗ := HomF (C,F ) as a (C,C)-bimodule. Note that we have a grading on
C∗ defined in the usual way: for n ∈ Z and ξ ∈ C∗, we have ξ ∈ C∗{n} if and only if
ξ|CZ\{−n} = 0.
Note that C has only one block, i.e. is indecomposable as a (C,C)-bimodule. This
follows, for example, from the fact that the indecomposable algebra Hρ,1 is Morita equiva-
lent to fρ,1Hρ,1fρ,1 by Proposition 8.2((ii)⇔(iii)) proved below and hence is Morita equiv-
alent to C. (Alternatively, using Proposition 5.4, one can show without difficulty that
Z(RΛ0δ /(R
Λ0
δ ){2})){0} is 1-dimensional, so Z(C){0} must also be 1-dimensional because
C/C{2} ∼= RΛ0δ /(RΛ0δ ){2}.) By [1, Lemma 2.5.3], it follows that C∗ ∼= C〈n〉 as graded
(C,C)-bimodules for some n ∈ Z. Since C = C{0,1,2} with C{2} 6= 0 and C∗ = C∗{0,−1,−2},
we have n = −2. The graded isomorphism C ∼−−→C∗〈2〉 of (C,C)-bimodules sends 1 to
some element ξ ∈ (C∗){−2} such that the bilinear form C×C → F given by (a, b) 7→ ξ(ab)
is symmetric and non-degenerate.
Let i ∈ I∅,1. Since e ≥ 3, we can find j ∈ I∅,1 such that je ∈ {ie + 1, ie − 1}. Then
ψwi,je(j) is a non-zero element of (R
Λ0
δ ){1} by Proposition 5.4. Hence, Ξ(ψwi,je(j)) 6= 0, so
there exists a ∈ C{1} such that ξ(Ξ(ψwi,je(j))a) 6= 0. Since the bilinear form in question is
symmetric and Ξ(ψwi,je(j)) = e
′(i+κ)Ξ(ψwi,je(j)), we have ξ(Ξ(ψwi,je(j))ae
′(i+κ)) 6= 0,
so we may assume that a = e′(j+κ)ae′(i+κ). Now the subspace e′(j+κ)C{1}e′(i+κ) =
Ξ(e(j)(RΛ0δ ){1}e(i)) is 1-dimensional and is spanned by Ξ(ψwj,ie(i)) by Proposition 5.4.
This implies that
0 6= Ξ(ψwi,je(j))Ξ(ψwj,ie(i)) = Ξ(ψwi,jψwj,ie(i)) = ±Ξ(yee(i)) = ±(y|ρ|+e−y|ρ|+1)e′(i+κ),
where the penultimate equality holds by Lemma 5.5(i). 
7.2. A calculation involving the Brundan–Kleshchev isomorphism. In order to
prove Proposition 7.2 for e = 2, we will compute BK|ρ|+e(T|ρ|+1fρ,1). For later use in
Section 9, we begin with a more general set-up and for now let the integers e ≥ 2 and
d ≥ 1 be arbitrary.
Choose and fix an integer N large enough so that for every w ∈ Sde and i ∈ Idδ we have
deg(ψwe(i))+N > 2. Let Λ = N(Λ0 + · · ·+Λe−1) ∈ P+. It follows from Theorem 3.5 that
the 2-sided ideal of Rdδ generated by {yNt edδ | 1 ≤ t ≤ de} has a zero component in degree
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m for all integers m ≤ 2. This ideal is the kernel of the canonical projection Rdδ  RΛdδ,
which therefore restricts to a vector space isomorphism on each m-component for m ≤ 2.
Let R
Λ
dδ be the quotient of R
Λ
dδ by the two-sided ideal generated by {e(i) | i ∈ Idδ \ Ed}
(cf. the definition of Rdδ in §3.3). As usual, denotes the natural projections Rde → Rdδ
and RΛde  R
Λ
dδ. As in §6.3, symbols that would ordinarily represent elements of Rde,
will denote instead their images in Rdδ. In the rest of this subsection and in Section 9,
we abuse notation by identifying (Rdδ)≤2 with (RΛdδ)≤2 and (Rdδ)≤2 with (R
Λ
dδ)≤2. In
particular, BKΛde(Tr){0,1,2}eδd is viewed as an element of Rdδ for 1 ≤ r < de.
Lemma 7.3. Assume that e = 2. If 1 ≤ r ≤ d, we have
BKΛ2d(T2r−1){0,1,2}eδd =
{
(1 + y2r−1 − y2r)eδd if charF = 2,(
−1 + y2r−y2r−12
)
eδd if charF 6= 2.
Proof. By Lemma 6.3 and the statements after Lemma 6.8, ψ2r−1eδd = 0. Note that
eδd = e(0101 . . . 01). Hence, by (3.14), we have BK
Λ
2d(T2r−1)eδd = −P1(y2r−1, y2r)eδd .
Using the formulas (3.16) and (3.18) for P1, one concludes the proof by an easy calculation
(note that ξ = −1 if charF 6= 2). 
Proof of Proposition 7.2 for e = 2. As in the statement of the proposition, we consider
the case when d = 1 and assume all the notation of §7.1. Note that i = (01), so i+κ
is either (01) or (10), and f := BK|ρ|+e(fρ,1) = e′(i+κ). It follows from (3.14) and
the definitions of Ω and rotκ that BK|ρ|+2(T|ρ|+1){0,1,2}f = Ω(rotκ(BKΛ2 (T1){0,1,2}eδ)) and
that BK|ρ|+2(T|ρ|+1)f belongs to the unital subalgebra of fR
Λ0
|ρ|+2f generated by the set
{y|ρ|+1f, y|ρ|+2f} and hence to C (note that we have ψ|ρ|+1f = rotκ(Ω(ψ1eδ)) = 0). Since
C = C{0,1,2}, we see that BK|ρ|+2(T|ρ|+1)f = Ω(rotκ(BKΛ2 (T1){0,1,2}eδ)). Assume for con-
tradiction that (y|ρ|+2−y|ρ|+1)f = 0. Using Lemma 7.3, we deduce that BK|ρ|+2(T|ρ|+1)f =
Ω(rotκ(eδ)) = −f . Hence, T|ρ|+1fρ,1 = −fρ,1.
Note that T|ρ|+1 commutes with fρ,1. Let us view H|ρ|+2 and M := fρ,1H|ρ|+2fρ,1 as
H2-modules with T1 acting via left multiplication by T|ρ|+1. It follows from the identity
just proved that M is a direct sum of 1-dimensional simple H2-modules. On the other
hand, M must be projective because it is a direct summand of H|ρ|+2, which is a free
H2-module with basis {Tw | w ∈ (1|ρ|,2)D|ρ|+2}. This is a contradiction because the only
indecomposable projective H2-module is H2 itself (note that H2 is isomorphic to the
truncated polynomial algebra F [x]/(x2)). 
7.3. Conclusion of the proof of Theorem 3.4. We return to the case when d ≥ 1 is
arbitrary and Hρ,d is a RoCK block of residue κ. As usual, write f = BK|ρ|+de(fρ,d). Let
i ∈ I(∅,1)d (see the definition before Corollary 6.19), and write e′(i) = ∑j∈Iρ,0 e(ji) ∈
fRΛ0|ρ|+def . For 1 ≤ r ≤ e, we have (Ω ◦ rotκ)(yre(i)) = y|ρ|+re′(i+κ). Applying the map
x 7→ ι|ρ|+de|ρ|+e (x)e′(i) to the second statement of Proposition 7.2, we see that y|ρ|+1e′(i+κ) ∈
F (y|ρ|+e− y|ρ|+1)e′(i+κ). Hence, by Corollary 6.19(ii), the graded algebra homomorphism
Ξ: RΛ0δ oSd → Cρ,d is surjective, whence it is an isomorphism by Proposition 4.12. The
proof of Theorem 3.4 is complete.
8. Two observations
8.1. Another formula for the idempotent fρ,d. Let ρ be a Rouquier core for an integer
d ≥ 0. If O is an integral domain, t ∈ O× and 1 ≤ r ≤ d, let βr : He(O, t)→ H|ρ|+ed(O, t)
be the unital algebra homomorphism defined by Tj 7→ T|ρ|+(r−1)e+j , 1 ≤ j < e. As before,
32 ANTON EVSEEV
for n ≥ m ≥ 0, we view Hm(O, t) as a subalgebra of Hn(O, t) via the embedding Tj 7→ Tj ,
1 ≤ j < m.
If 1 ≤ r ≤ d, let b(r)∅,1 = βr(b∅,1). Note that the idempotents b(1)∅,1, . . . , b(d)∅,1 commute with
fρ,d and with each other. Turner [33, Chapter IV] considers the idempotent fρ,db
(1)
∅,1 · · · b(d)∅,1
rather than fρ,d (cf. also [6, Section 4]), but the following proposition shows that this makes
no difference.
Proposition 8.1. In any RoCK block Hρ,d, we have fρ,db(1)∅,1 · · · b(d)∅,1 = fρ,d.
Proof. As in [11, Section 5], let O = F [t](t−ξ), the localisation of the polynomial ring F [t]
at the ideal (t− ξ)F [t], and consider the field of fractions K = F (t) of O. For any n ≥ 0,
we have Hn ∼= Hn(O, t)/(t−ξ)F [t]Hn(O, t). Since t is not a root of unity in K, the algebra
Hn(K, t) is semisimple, with {Sλ,K,t | λ ∈ Par(n)} being a complete set of non-isomorphic
simple modules (see [11, Theorem 4.3]). For every partition λ of n, let bλ be the primitive
central idempotent of Hn(K, t) such that bλSλ,K,t = Sλ,K,t. For any (pi, l) ∈ Ble(n), let
b˜pi,l =
∑
λ∈Pare(pi,l) bλ; further, let b˜
(r)
∅,1 = βr(b˜∅,1). It follows from the results of [11, Section
5] together with [11, Lemma 4.6 and Theorem 4.7] that b˜pi,l ∈ Hn(O, t) and that bpi,l is the
image of b˜pi,l under the canonical projection Hn(O, t)  Hn; further, b(r)∅,1 is the image of
b˜
(r)
∅,1 under the canonical map H|ρ|+de(O, t)  H|ρ|+de.
If λ, µ and ν are partitions with |λ| = |µ|+ |ν|, let cλµν be the corresponding Littlewood–
Richardson coefficient (see e.g. [14, Section 2.8]). It follows from [12, Proposition 13.7(iii)]
that the Littlewood–Richardson rule holds for the algebras Hn(K, t): if λ, µ and ν are par-
titions such that |λ| = |µ|+|ν| and if we identifyH|µ|(K, t)⊗KH|ν|(K, t) with the parabolic
subalgebra generated by {Tj | 1 ≤ j < |µ| or |µ| < j < |λ|} of H|λ|(K, t) in the obvious
way, then the H|µ|(K, t)⊗KH|ν|(K, t)-module Sµ,K,t⊗K Sν,K,t appears in the restriction of
Sλ,K,t to H|µ|(K, t)⊗K H|ν|(K, t) with multiplicity cλµν . Let 1 ≤ r ≤ d, µ ∈ Pare(ρ, r − 1),
λ ∈ Pare(ρ, r) and ν ∈ Par(e) \ Pare(∅, 1). By Lemma 4.3 and the standard combinatorial
description of the Littlewood–Richardson coefficients, we have cλµν = 0, so S
µ,K,t⊗K Sν,K,t
is not a summand of the restriction of Sλ,K,t to H|ρ|+(r−1)e(K, t)⊗K He(K, t). Therefore,
bλbµβr(bν) = 0. Summing over all such λ, µ, ν, we deduce that b˜ρ,r−1b˜ρ,r(1 − b˜(r)∅,1) = 0,
whence b˜ρ,r−1b˜ρ,r b˜
(r)
∅,1 = b˜ρ,r−1b˜ρ,r. Applying the projection onto H|ρ|+de and using the
statements at the end of the previous paragraph, we see that bρ,r−1bρ,rb
(r)
∅,1 = bρ,r−1bρ,r.
The result follows (cf. (1.5)). 
8.2. A condition for Morita equivalence. Let Hρ,d be a RoCK block.
Proposition 8.2. The following are equivalent:
(i) fρ,dD 6= 0 for all simple Hρ,d-modules D.
(ii) fρ,dHρ,dfρ,d is Morita equivalent to Hρ,d.
(iii) d < charF or charF = 0.
If these statements hold, then Hρ,d is Morita equivalent to H∅,1 oSd.
Proof. For a finite-dimensional algebra A, denote by `(A) the number of isomorphism
classes of simple A-modules. The equivalence between (i) and (ii) follows from the general
properties of idempotent truncations recalled in §1.1. In view of those properties and
Theorem 1.1, statement (ii) holds if and only if `(Hρ,d) = `(H∅,1 oSd).
Recall that, for an integer p ≥ 2, a partition λ = (λ1, . . . , λs) is said to be p-restricted
if λj − λj+1 < p for 1 ≤ j < s and λs < p. The simple Hn-modules are parameterised
by the e-restricted partitions of n, and for any (pi, l) ∈ Ble(n), the simple Hpi,l-modules
are parameterised by the e-restricted elements of Pare(pi, l); see [10, Theorem 7.6] and [11,
Theorem 4.13].
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Suppose that A is a finite-dimensional algebra over a field k such that k is a splitting field
for A, and let m = `(A). If char k = p > 0, let RPk be the set of p-restricted partitions; if
char k = 0, let RPk be the set of all partitions. Then a well-known argument shows that
`(A oSd) is the number of tuples (λ1, . . . , λm) of elements of RPk such that
∑m
j=1 |λj | = d;
see, for example, [25, Appendix]. The number of e-restricted partitions in Pare(∅, 1) is
equal to e − 1. Combining these facts, we see that `(H∅,1 o Sd) is the cardinality of the
set Yd of all tuples (λ
1, . . . , λe−1) of elements of RPF such that
∑e−1
j=1 |λj | = d.
Each partition λ ∈ Pare(ρ, d) corresponds to a tuple (λ(0), . . . , λ(e−1)), where the def-
inition of λ(i) is given before Lemma 4.13. It is easy to see that such a partition λ is
e-restricted if and only if λ(e−1) = ∅ (cf. [9, Lemma 4.1(1)]). Hence, `(Hρ,d) = |Xd| where
Xd is the set of all tuples (λ
1, . . . , λe−1) of partitions such that
∑
i |λi| = d. Observe that
Yd ⊂ Xd. Note that, for a prime p, all partitions of an integer n are p-restricted if and
only if n < p. Hence, if (iii) holds, then Yd = Xd and so `(H∅,1 oSd) = `(Hρ,d); otherwise,
`(H∅,1 oSd) < `(Hρ,d). This proves the equivalence between (ii) and (iii).
The last assertion of the proposition is an immediate consequence of Theorem 1.1. 
9. Alternative descriptions of the isomorphism
In this section, we assume all the notation and conventions of §6.3 and work again with
the algebra eδdRdδeδd for a fixed d ≥ 0. We have constructed elements τr ∈ σreδd + ι(S(r){0})
for 1 ≤ r < d satisfying the relations of Theorem 6.14. We show that such elements τr are
in some sense unique and use this fact to give alternative descriptions of τr.
9.1. A uniqueness result.
Lemma 9.1. Let 1 ≤ r < d. Suppose that an element τ ′ ∈ σreδd + ι(S(r){0}) satisfies the
following property:
(i) if e > 2, then ηr(x)τ
′ = τ ′ηr+1(x) for all x ∈ (RΛ0δ ){0,1};
(ii) if e = 2, then (y2r − y2r−1)τ ′ = τ ′(y2(r+1) − y2r+1).
Then τ ′ = τr.
Proof. To simplify notation, we will assume that r = 1: the proof in the general case is
obtained by a straightforward modification of the one below (cf. Remark 6.15). We write
τ = τ1. By the hypothesis and Theorem 6.14(iv), τ
′ = τ + ι(a) for some a ∈ S(1){0}. Recall
that we have an algebra isomorphism ι : R
⊗d
δ
∼−−→Rδd , defined after Lemma 6.8.
In the case when e = 2, it follows from the hypothesis and Theorem 6.14(iv) that
(y2 − y1)ι(a) = ι(a)(y3 − y4). Moreover, we have (RΛ0δ ){0} = F{1} by Proposition 5.4,
whence S{0} = 1 by Corollary 6.6, so a must be a scalar multiple of the identity. By the
same Proposition and Lemma 6.5, we have (y2 − y1)eδ 6= 0 in Rδ, whence the elements
(y2 − y1)eδd = ι((y2 − y1)eδ ⊗ e⊗d−1δ ) and (y4 − y3)eδd = ι(eδ ⊗ (y2 − y1)eδ ⊗ e⊗d−2δ ) are
linearly independent. Hence, a = 0, so the lemma holds for e = 2.
Assuming that e > 2, note that a satisfies η1(x)ι(a) = ι(a)η2(x) for all x ∈ (RΛ0δ ){0,1}.
Using Corollary 6.6, we identify (RΛ0δ ){0,1} with (Rδ){0,1}. Then a = ι(a
′⊗e⊗d−2δ ) for some
a′ ∈ (RΛ0δ ){0} ⊗ (RΛ0δ ){0} . Further, we have (x⊗ eδ)a′ = a′(eδ ⊗ x) for all x ∈ (RΛ0δ ){0,1}.
We will prove that a′ = 0 (and hence τ = τ ′) by considering a′(eδ ⊗ e(i)) for each
i ∈ I∅,1. First, consider the case when ie = ie−1 ± 1. Since deg(a) = 0, we have
a′(eδ ⊗ e(i)ψe−1) ∈ (RΛ0δ )⊗ (RΛ0δ ){1}. On the other hand,
a′(eδ ⊗ e(i)ψe−1) = a′(eδ ⊗ e(i)ψe−1)(eδ ⊗ e(se−1i))
= (e(i)ψe−1 ⊗ eδ)a′(eδ ⊗ e(se−1i)) ∈ RΛ0δ ⊗ (RΛ0δ ){0},
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whence a′(eδ⊗e(i)ψe−1) = 0. Now, as e > 2, it follows easily from Proposition 5.4 that the
linear map from (RΛ0δ ){0}e(i) to (R
Λ0
δ ){1}e(se−1i) given by c 7→ cψe−1 is injective. Hence,
a′(eδ ⊗ e(i)) = 0.
Finally, let i ∈ I∅,1 be arbitrary. Using Lemma 5.1, one can easily show that there
exists j ∈ I∅,1 such that je = ie and je−1 ∈ {je ± 1}. By the case considered previously,
a′(eδ ⊗ e(j)) = 0. We have ψwi,jψwj,ie(i) = e(i) (see the proof of Lemma 5.5), and hence
a′(eδ⊗e(i)) = a′(eδ⊗ψwi,je(j)ψwj,i) = (ψwi,je(j)⊗eδ)a′(eδ⊗e(j))(eδ⊗ψwj,ie(i)) = 0. 
9.2. An explicit formula for τr. Using Lemma 9.1, we can give (without a complete
proof) an explicit formula for τ = τ1 when d = 2. For e = 2, we have already shown in the
proof of Theorem 6.14(iv) that τ = (σ+ 1)e(0101), where we set σ := σ1. For arbitrary e,
(9.1) τ = σeδ,δ +
∑
i,j∈I∅,1
ie=je
(−1)ie+1η1(ψwj,i)η2(ψwi,j )e(ij),
where ie is viewed as an element of Z via the identification of I with {0, 1, . . . , e− 1}. For
example, for e = 3 we have
τ = σeδ,δ − e(012012) + e(021021).
It is possible to show that the right-hand side τ ′ of (9.1) satisfies η1(x)τ ′ = τ ′η2(x)
for all x ∈ (RΛ0δ ){0,1} by technical calculations using the defining relations of R2δ, and
consequently that τ ′ = τ by Lemma 9.1. These calculations are not included in the
present paper, but equivalent calculations have been independently done by Kleshchev and
Muth [22, Section 6] for KLR algebras of all untwisted affine ADE types (cf. Remark 3.10).
For arbitrary r and d, we have τr = ζr,2(e
⊗r−1
δ ⊗ τ ⊗ e⊗d−r−1δ ) (cf. Remark 6.15).
9.3. A formula for τr via Hecke generators. Let e ≥ 2 and d ≥ 1, and assume
all the notation and conventions introduced in §7.2 prior to Lemma 7.3. From now on,
we identify HΛde with R
Λ
de via the isomorphism BK
Λ
de. As usual, for each w ∈ Sde let
Tw = Tj1 · · ·Tjm ∈ HΛde, where w = sj1 · · · sjm is a reduced expression. Recall the elements
wr ∈ Sde defined by (6.7).
Proposition 9.2. We have τr = (−1)e(eδdTwreδd){0} whenever 1 ≤ r < d.
It follows from (3.14) that (eδdTwreδd){0} = ζr,2((eδ,δTw1eδ,δ){0}). Hence, the general
case of Proposition 9.2 follows from the case when d = 2 and r = 1 (cf. Remark 6.15). We
begin the proof of the proposition in that case with two lemmas.
Recall the power series Pi, Qi ∈ F [[y, y′]] given by (3.16)–(3.19), and write P (0)i and
Q
(0)
i for the constant coefficients of Pi and Qi respectively. In particular, if ξ = 1, then
Q
(0)
i =

1 if i = 0,
1− i−1 if i /∈ {0, 1,−1},
2 if e 6= 2 and i = −1,
1 if e 6= 2 and i = 1,
1 if e = 2 and i = 1,
and if ξ 6= 1, then
Q
(0)
i =

1− ξ if i = 0,
ξ(ξi−1 − 1)/(ξi − 1) if i /∈ {0, 1,−1},
ξ(ξ−2 − 1)/(ξ−1 − 1)2 if e 6= 2 and i = −1,
1 if e 6= 2 and i = 1,
1/(ξ − 1) if e = 2 and i = 1.
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One easily checks (using the fact that e is prime if ξ = 1) that
(9.2) Q
(0)
0 Q
(0)
1 · · ·Q(0)e−1 = −1.
Lemma 9.3. Assume that d = 2. Then (−1)e(eδ,δTw1eδ,δ){0} ∈ σ1eδ,δ + ι(S{0}).
Proof. Let j(1), j(2) ∈ I∅,1, and let w1 = ste2 · · · st2st1 be a reduced expression for w1, so
that
(9.3) (eδ,δTw1e(j
(1)j(2))){0} = (eδ,δT ie2 · · ·T i1e(j(1)j(2))){0}.
Applying (3.14) to the terms T i1 , . . . , T ie2 in this order and using the relations (3.2)
and (3.5), we decompose the right-hand side of (9.3) as a sum of 2e
2
terms; these terms
correspond to the choice of either the first or the second summand of (3.14) at each of the e2
steps. The term corresponding to choosing the first summand in every case is a{0}, where
a = ae2 · · · a1, ak = ψtkQi(k)tk −i(k)tk+1
(
y
i
(k)
tk
, y
i
(k)
tk+1
)
for each k, and i(k) = (i
(k)
1 , . . . , i
(k)
2e ) =
stk−1 · · · st1(j(1)j(2)). By Theorem 3.5(ii), the sum b of the other 2e
2 − 1 terms belongs to
(
∑
w∈S2e, w<w1 eδ,δψwRδ,δ){0} ⊂ (Rδ,δ){0} = ι(S{0}), where the containment follows from
the claim in the proof of Lemma 6.9.
Using Lemma 6.9(ii), since each of j(1), j(2) is a permutation of (0, . . . , e− 1), we have
a{0} =
( ∏
i,j∈I
Q
(0)
i−j
)
ψw1e(j
(1)j(2)) = (−1)eσ1e(j(1)j(2))
by (9.2) and the definition of σ1. Therefore, (eδ,δTw1e(j
(1)j(2))){0} = a{0}+b ∈ (−1)eσ1eδ,δ+
ι(S{0}), and the lemma follows by summing over all j(1), j(2) ∈ I∅,1. 
Lemma 9.4. Let 1 ≤ r ≤ d. The element X(r−1)e+1eδd of RΛdδ commutes with eδd and
with each of T jeδd whenever (r − 1)e+ 1 ≤ j < de. Also, T (r−1)e+t commutes with eδd if
1 ≤ t < e.
Proof. By (3.15), the element X(r−1)e+1 belongs to the subalgebra of R
Λ
de generated by
{e(i) | i ∈ Idδ}∪{y(r−1)e+1}, and each T l (1 ≤ l < de) belongs to the subalgebra generated
by {e(i) | i ∈ Idδ} ∪ {ψl, yl, yl+1}. Hence, each of the elements X(r−1)e+1 and T (r−1)e+t
(1 ≤ t < e) commutes with eδd .
By the defining relations of HΛde, it is clear that X(r−1)e+1 commutes with T j for
(r − 1)e + 1 < j < de. Thus, it only remains to show that X(r−1)e+1T (r−1)+1eδd =
T (r−1)e+1X(r−1)+1eδd . By the defining relations (3.2)–(3.6), X(r−1)e+1eδd commutes with
y(r−1)e+1, y(r−1)e+2 and the elements e(i) for i ∈ Idδ. Moreover, we have ψ(r−1)e+1eδd = 0
due to Lemma 4.5 and the statement after Lemma 6.8. By an observation in the previous
paragraph, the required identity follows. 
Proof of Proposition 9.2. By the discussion following the statement of the proposition, we
may (and do) assume that d = 2 and r = 1. Whenever 1 ≤ t ≤ 2, define elements
X˜t,l ∈ RΛdδ for 1 ≤ l ≤ e as follows:
(i) if ξ = 1, then X˜t,1 = 0 and X˜t,l+1 = T (t−1)e+lX˜t,lT (t−1)e+l + T (t−1)e+l for 1 ≤ l < e;
(ii) if ξ 6= 1, then X˜t,1 = 1 and X˜t,l+1 = ξ−1T (t−1)e+lX˜t,lT (t−1)e+l for 1 ≤ l < e.
We claim that
X(t−1)e+leδ,δ = (X˜t,l +X(t−1)e+1)eδ,δ if ξ = 1,(9.4)
X(t−1)e+leδ,δ = X˜t,lX(t−1)e+1eδ,δ if ξ 6= 1(9.5)
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for 1 ≤ l ≤ e and 1 ≤ t ≤ 2. These equalities can be proved by induction on l: the base
case l = 1 is clear, and, for ξ 6= 1, the inductive step l→ l+ 1 is proved, using the defining
relations of HΛ2e and Lemma 9.4 as follows:
X(t−1)e+l+1eδ,δ = ξ−1T (t−1)e+lX(t−1)e+lT (t−1)e+leδ,δ
= ξ−1T (t−1)e+lX˜t,lX(t−1)e+1eδ,δT (t−1)e+leδ,δ
= ξ−1T (t−1)e+lX˜t,lT (t−1)e+lX(t−1)e+1eδ,δ
= X˜t,l+1X(t−1)e+1eδ,δ.
The proof of the inductive step for ξ = 1 is similar and is left as an exercise.
Let t ∈ {1, 2}. It follows from Lemma 9.4 that X˜t,l commutes with X(t−1)e+1eδ,δ for 1 ≤
l ≤ e. Using this observation, Equations (9.4)–(9.5) and the fact that (X(t−1)e+1 − 0ˆ)eδ,δ
is nilpotent for t = 1, 2 (cf. Theorem 3.2(ii) and (3.13)), we see that
(9.6) ηt(e(i))R
Λ
dδeδ,δ = {v ∈ RΛdδeδ,δ | (X˜t,l − iˆl)Lv = 0 for L 0 and all l = 1, . . . , e}
whenever i ∈ I∅,1. For 1 ≤ l < e, we have
(9.7) TlTw1 = Tslw1 = Tw1se+l = Tw1Te+l
since `(slw1) = `(w1) + 1. It follows easily by an inductive argument that
(9.8) X˜1,lTw1 = Tw1X˜2,l
for all l = 1, . . . , e. By (9.6) and (9.8), we have eδ,δTw1η2(e(i))R
Λ
dδeδ,δ ⊂ η1(e(i))RΛdδeδ,δ,
whence eδ,δ(Tw1){0}η2(e(i)) = η1(e(i))(Tw1){0}η2(e(i)) for all i ∈ I∅,1. A similar argument
(with (9.6) replaced by an analogous statement where eδ,δR
Λ
dδ is viewed as a right module
over Rdδ) establishes the first equality in the following equation:
(9.9) η1(e(i))(Tw1){0}eδ,δ = η1(e(i))(Tw1){0}η2(e(i)) = eδ,δ(Tw1){0}η2(e(i)).
Assume first that e > 2. By (3.14), we have
(9.10) ψ(t−1)e+lηt(e(i)) = ((T (t−1)e+l){0,1} + P
(0)
il−il+1)(Q
(0)
il−il+1)
−1ηt(e(i))
whenever 1 ≤ l < e since the left-hand side is homogeneous of degree 0 or 1. Let
τ ′ = (−1)e(eδ,δTw1eδ,δ){0} ∈ (RΛdδ){0} = (Rdδ){0}. Recall that eδ,δRdδeδ,δ is nonnega-
tively graded by Lemma 6.9(iii). It follows from (9.9) that η1(e(i))τ
′ = τ ′η2(e(i)) for all
i ∈ I∅,1. By (9.10), (9.7) and degree considerations, we have η1(ψle(i))τ ′ = τ ′η2(ψle(i))
whenever 1 ≤ l < e and i ∈ I∅,1. By Lemmas 9.1 and 9.3 together with the fact that
(RΛ0δ ){0,1} is contained in the subalgebra generated by the elements of the form e(i) and
ψle(i) for e(i) ∈ I∅,1 and 1 ≤ l < e, we have τ1 = τ ′.
Finally, consider the case when e = 2. By Lemma 7.3, we have
(y2t − y2t−1)eδ,δ =
{
((T 2t−1){0,1,2} + 1)eδ,δ if charF = 2,
(2(T 2t−1){0,1,2} + 1)eδ,δ if charF 6= 2.
for t = 1, 2. Using this formula, Equation (9.7), Lemma 9.4 and degree considerations, we
obtain (y2− y1)(eδ,δTw1eδ,δ){0} = (eδ,δTw1eδ,δ){0}(y4− y3), and hence τ1 = (eδ,δTw1eδ,δ){0}
by Lemmas 9.1 and 9.3. 
Let Hρ,d be a RoCK block of residue κ. We identify RΛ0|ρ|+de with H|ρ|+de via the
isomorphism BK|ρ|+de. Thus, H|ρ|+de becomes a graded algebra, and C = Cρ,d becomes a
graded subalgebra ofH|ρ|+de. If 1 ≤ r < d, define w′r =
∏e
j=1(|ρ|+(r−1)e+j, |ρ|+re+j) ∈
S|ρ|+de (cf. (6.7)).
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Proposition 9.5. The restriction of the graded algebra isomorphism Ξ: H∅,1 oSd ∼−−→C
defined in Section 7 to FSd may be described as follows: Ξ(sr) = (−1)e(fρ,dTw′rfρ,d){0}
whenever 1 ≤ r < d.
Proof. We may assume that the integer N determining Λ in §7.2 is chosen to be large
enough so that RΛ0|ρ|+de = (R
Λ0
|ρ|+de)≤2N−2. By definition, Ξ(sr) = Ω(rotκ(τr)). We de-
fine R̂Λdδ to be the quotient of R
Λ
dδ by the two-sided ideal generated by {e(i) | i ∈
Idδ \ Ed,κ} and identify (R̂dδ){0,1,2} with (R̂Λdδ){0,1,2} (cf. §7.2). It follows from (3.14)
that the automorphism of RΛdδ given by (3.25) fixes Tkedδ whenever 1 ≤ k < de, so
by Proposition 9.2 we have rotκ(τr) = (−1)erotκ((eδdTwreδd){0}) = (−1)eeδd(T̂wr){0}eδd ,
where ̂ : Rdδ  R̂dδ is the natural projection. By the choice of N , the map ω : Rdδ →
RΛ0cont(ρ),dδ of Proposition 4.11 induces a homomorphism ω
Λ : RΛdδ → RΛ0cont(ρ),dδ. It fol-
lows from (3.14) that ωΛ(Tkedδ) = ι
|ρ|+de
|ρ| (econt(ρ))T|ρ|+kecont(ρ)+dδ whenever 1 ≤ k < de.
Therefore, ωΛ(Twredδ) = ι
|ρ|+de
|ρ| (econt(ρ))Tw′recont(ρ)+dδ, and so, as Ω(êδd) = fρ,d, we have
Ω(eδd(T̂wr){0}eδd) = (fρ,dTw′rfρ,d){0}. 
Theorem 9.6. Suppose that ξ = 1, and let f = fρ,d. Then we have a graded algebra
isomorphism Hρ,0 ⊗ (H∅,1 oSd) ∼−−→ fH|ρ|+def given as follows:
a⊗ (b⊗r−1∅,1 ⊗ Tlb∅,1 ⊗ b⊗d−r∅,1 ) 7→ aT|ρ|+(r−1)e+lf for 1 ≤ r ≤ d, 1 ≤ l < e,
a⊗ sr 7→ a(fTw′rf){0} for 1 ≤ r < d
for all a ∈ Hρ,0.
Proof. Due to (4.8) and Proposition 3.3, it is enough to show that we have an isomorphism
from H∅,1 oSd onto C given by
b⊗r−1∅,1 ⊗ Tlb∅,1 ⊗ b⊗d−r∅,1 7→ T|ρ|+(r−1)e+lf for 1 ≤ r ≤ d, 1 ≤ l < e,(9.11)
sr 7→ (fTw′rf){0} for 1 ≤ r < d.(9.12)
We identify H∅,1 with RΛ0δ via BKe, so that b∅,1 = eδ. For 1 ≤ r ≤ d, 1 ≤ l < e and
i ∈ Iδ, we have
Ξ(e⊗r−1δ ⊗ e(i)⊗ e⊗d−rδ ) =
∑
e(ji(1) . . . i(r−1)(i+κ)i(r+1) . . . i(d)),
Ξ(e⊗r−1δ ⊗ ψleδ ⊗ e⊗d−rδ ) = ψ|ρ|+(r−1)e+l
∑
e(ji(1) . . . i(r−1)(i+κ)i(r+1) . . . i(d)),
Ξ(e⊗r−1δ ⊗ (yl − yl+1)eδ ⊗ e⊗d−rδ ) =
(y|ρ|+(r−1)e+l − y|ρ|+(r−1)e+l+1)
∑
e(ji(1) . . . i(r−1)(i+κ)i(r+1) . . . i(d)),
where each sum is over all j ∈ Iρ,0 and i(1), . . . , i(r−1), i(r+1), . . . , i(d) ∈ I∅,1+κ . Hence, by
Theorem 3.2(i)(iii), we have Ξ(b
⊗(r−1)
∅,1 ⊗ Tlb∅,1 ⊗ b⊗(d−r)∅,1 ) = T|ρ|+(r−1)e+lf . By Proposi-
tion 9.5, it follows that the composition of Ξ with the automorphism of H∅,1 o Sd that
sends sr to (−1)esr for all r and is the identity on H⊗d∅,1 is given by (9.11)–(9.12). 
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