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Zusammenfassung: 
Wahrend Textgeneratoren ausschlieI31ich auf das Medium Sprache zuriickgreifen, nutzen 
Intellimedia-Prasentationssysteme die individuellen Starken unterschiedlicher Medien, wie 
Text, Graphik, Gestik und Animation, fiir die Informationsdarbietung. Die aus kommu-
nikationstheoretischer Sicht allgemeinere Aufgabe wirft einerseits neue interessante Pro-
bleme auf, etwa die Selektion und die Koordination von Medien, fiihrt aber andererseits 
zu einer umfassenderen Behandlung von Fragestellungen, die bereits von der Textgenerie-
rung her bekannt sind. Dieses Papier stellt die erste Generation von sprachverarbeiten-
den Intellimedia-Prasentationssystemen vor, skizziert die neuen Problemstellungen und 
beschaftigt sich insbesondere mit der Frage, inwiefern sich Methoden zur Textgenerierung 
verallgemeinern lassen, damit sie fiir die Informationsprasentation mit mehreren Medien 
anwendbar sind. 
Abstract: 
While text generators exclusively rely on a single medium, intellimedia presentation sy-
stems take advantage of the individual strength of several media, such as text, graphics, 
gestures and animations, to present information. On the one hand, new interesting pro-
blems arise in the broader context of multimedia communication, in particular the sel-
ection and the coordination of media. On the other hand, this research leads to a more 
general treatment of problems already known from text generation. The paper discusses 
the first generation of NL processing intellimedia presentation systems and sketches the 
new problems. Particular emphasis is given to the question of how to generalize methods 
for text generation in such a way that they become useful for the production of multimedia 
presentations, too. 
• Die vorliegende Arbeit wurde im Rahmen des vom BMFT geforderten Projekts WIP durchgefiihrt. 
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1 Einfiihrung 
Multimedia-Systeme, in denen unterschiedliche Medien wie beispielsweise Graphik, Spra-
che, Musik und Animation zur Informationsprasentation zur Verfiigung stehen, sind seit 
Ende der 80er Jahre unaufhaltsam auf dem Vormarsch. Ein Gang iiber eine beliebige Com-
puterfachmesse zeigt, daB immer mehr Anbieter Multimedia-Systeme in ihre Angebotspa-
lette aufnehmen und eingefiihrte Produkte urn gewisse Multimedia-Funktionen erweitern. 
Solche Funktionen umfassen die Darstellung, Speicherung, Verbreitung bis hin zur Er-
zeugung und Verarbeitung multimedialer Dokumente. Fiir die Informationsprasentation 
bietet die Unterstiitzung mehrerer Medien nicht nur Wahlmoglichkeit, sondern vor al-
lem auch Kombinierbarkeit. Multimedia-Systeme sind besonders dann attraktiv, wenn 
sich Information erst durch eine geschickt gewahlte Kombination mehrerer Medien ef-
fektiv darbieten laBt, wobei unter Effektivitat leicht verstandlich, schnell wahrnehmbar, 
einpragsam, ansprechend usw. zu verstehen ist - je nach Zweck einer Prasentation. 
lntelligente Priisentationssysteme als Komponenten von Benutzerschnittstellen zu Hil-
fesystemen, Expertensystemen oder intelligenten Betriebswarten del' nachsten Genera-
tion zielen darauf ab, vorliegendes Wissen benutzerspezifisch und der jeweiligen Prasen-
tationssituation angemessen auszuwahlen und darzubieten. Dies setzt ein hohes Mal3 
an Flexibilitat bei der Informationsprasentation voraus; unterschiedliche Benutzer in un-
terschiedlichen Situationen erfordern fast immer unterschiedliche Prasentationen. Weil 
es im allgemeinen ext rem aufwendig - wenn nicht gar unmoglich - ist, potentielle Be-
nutzer und Prasentationssituationen vollstandig zu antizipieren und dafur entsprechende 
Prasentationen vorzubereiten, ist es naheliegend, diese erst bei Bedarf unter Beriicksich-
tigung der aktuellen Gegebenheiten zu erzeugen. Diesel' Gedanke fiihrt zum intelligenten, 
im Idealfall universell einsetzbaren Prasentationsexperten, del' neben fachspezifischem 
Prasentationswissen iiber grundlegende kommunikative Fahigkeiten verfiigt. Ein solches 
Prasentationssystem ware sowohl fiir den Benutzer als auch fiir den Ersteller einer Anwen-
dung vorteilhaft. Wahrend der Benutzer auf ihn individuell abgestimmte Prasentationen 
erwarten darf, wird der Ersteller wesentlich entlastet, da er sich auf die eigentlichen Pro-
bleme der Anwendung konzentrieren kann. 
Intellimedia-Priisentationssysteme (IMP-Systeme) stehen fiir den Versuch, Multimedia-
Technologie ftir eine intelligente Informationsprasentation zu nutzen. Dazu geniigt es 
alb-dings nicht, eine Workstation mit den technischen Notwendigkeiten fiir den Einsatz 
multipler Medien auszurtisten. Die Schwierigkeit besteht vielmehr darin, die individuellen 
Starkcn del' zur Verfiigung stehenden Medien geschickt einzusetzen und unterschiedliche 
Medien in einer Multimedia-Prasentation in konsistenter und koharenter Weise zu inte-
grieren. DaB es sich hierbei keinesfalls urn eine triviale Aufgabe handelt, laBt sich anhand 
zahlreicher mehr oder weniger miBgliickter Multimedia-Prasentationen belegen. Zu den 
Beispielen zahlen gedruckte illustrierte Gebrauchsanweisungen, in denen Bilder nichts 
zum Verstandnis beitragen, wenn nicht gar Verwirrung stiften, ebenso wie die vielen, 
aufwendig gestalteten Computerprasentationen, die den Benutzer letztendlich einer nicht 
zu bewaltigcnden Reiziiberftutung aussetzen. Urn die zur Verfiigung stehenden Medien 
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optimal einsetzen zu konnen, muB ein IMP-System zum einen die medienspezifische Enko-
dierung von Information beherrschen - tritt also sowohl als Textautor, Graphikdes igner, 
Drehbuchautor, Komponist usw . in Erscheinung. Zum anderen kommt ihm die Rolle 
des Medienkoordinators zu, der iihnlich einem Desktoppublisher verschiedene Medien in 
einem Dokument integriert . 
Aus der Sicht der Textgenerierung sind IMP-Systeme aus zwei Grlinden interessant. 
Zum einen macht Sprache als eines der wichtigsten Kommunikationsmedien Textgenerato-
ren zu unentbehrlichen Komponenten von IMP-Systemen. Zum anderen haben Verfahren 
zur Textgenerierung zunehmend an Reife gewonnen, so daB es erfolgversprechend ist , zu 
untersuchen, inwiefern sich die dort entwickelten Ansatze auch fur den allgemeineren Fall 
der Informationspriisentation mit mehreren Medien libertragen lassen. In den letzten 
Jahren wurden in einer Reihe von Projekten ausgehend von Fragestellungen der Textge-
nerierung Systeme entwickelt, die neben Sprache auch Medien wie Graphik, Gestik und 
animierte Darstellungen heranziehen. 
2 Erste Protoypen 
Aus funktionaler Sicht liiBt sich jedes der bisher entwickelten sprachverarbeitenden IMP-
Systeme in das in Abbildung 1 gezeigte allgemeine Schema einpassen. Aufgabe eines 
IMP-Systems ist es, die von einer Anwendung bereitgestellte Information (Pfeil a) ei-
nem(r) Benutzer(gruppe) zu libermitteln (Pfeil b), wobei dem System unterschiedliche 
Medien zum Aufbau von Priisentationen zur Verfligung stehen. 
Die einzelnen Systeme sind zuniichst einmal hinsichtlich der vorgesehenen Anwen-
dung voneinander zu unterscheiden. Zum einen gibt es Systeme, die als Informationssy-
stem konzipiert sind. Hierzu ziihlen: ALFresco [Stock 91], das dem Benutzer Informa-
tion liber italienische Fresken vermittelt, das von Kerpedjiev (vgl. [Kerpedjiev 92]) ent-
wickelte System zur Priisentation meteorologischer Daten, die Dokumentationssysteme 
EDWARD [Claassen 92], IDAS (Intelligent Documentation Advisory System, [Reiter et 
al. 92]) und IGiNG (Integrating Graphics and Natural Language Generation, [Dilley et 
al. 92]), die Auskunft iiber Dateien, Rechneranlagen oder Konferenzen geben, das kar-
tographische Informationssystem 12 (Integrated Interfaces, [Arens et al. 91]) sowie die 
Wegauskunftssysteme AIMI (vgl. [Maybury 91]) und VITRA-GUIDE (vgl. [Herzog et 
al. 93]). Zum anderen wurden Systeme als Schnittstellen zu Experten- oder Hilfesyste-
men entwickelt. XTRA (eXpert TRAnslator, [Allgayer et al. 89]) ist ein Zugangssy-
stem zu einem Expertsystem, das den Benutzer beim Ausflillen eines Steuerformulars 
unterstiitzt. CUBRICON (the CUBRC Intelligent CONversationalist, [Neal & Shapiro 
91]) ist als intelligente Benutzerschnittstelle zu einem militiirischen Planungssystem kon-
zipiert. COSPS [Marks 91J und SAGE (a System for Automatic and Graphical Ex-
planation, [Roth et al. 91]) generieren Erkliirungen fiir quantitative Modelle, z.B. im 
Bereich Projektmanagement oder im Finanzwesen . MMI2 (A Multi-Modal Interface for 
Man Machine Interaction with Knowledge-Based Systems, [Wilson et al. 92]) ist eine 
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Abbildung 1: Schema fur IMP-Systeme 
Schnittstelle zu einem Konfigurierungssystem von Computernetzwerken. PEA (Program 
Enhancement Advisor, [Moore & Swartout 90]) ist mit einem Expertensystem gekop-
pelt, das Vorschlage zur Optimierung von Lispprogrammen liefert. COMET (COordi-
nated Multimedia Explanation Testbed, [Feiner & McKeown 91]) und \VIP (Wissensba-
sierte Informationsprasentation [Wahlster et al. 91; Wahlster et al. 92; vVahlster et al. 93; 
Andre et al. 93al) ubermitteln Instruktionen fur die Montage, Bedienung und Reparatur 
technischer Gerate, wobei vorgesehen ist, daB die mitzuteilende Information von einem 
Diagnose- oder Hilfesystem bereitgestellt wird. 
Ein augenscheinliches Vergleichskriterium sind die von den Systemen untersti.itzten 
Prasentationsmedien. Neben statischen Medien wie Text und Graphik, die in allen Syste-
men in irgendeiner Form zum Einsatz kommen, werden in einigen Systemen auch dynami-
sche Medien unterstutzt. Beispielsweise prasentiert ALFresco dem Benutzer Information 
uber italienische Fresken nicht nur durch Einzelbilder, sondern auch durch kurze Video-
sequenzen . Die Generierung von animierten Darstellungen wird u.a. fi.ir die Systeme 
VITRA-GUIDE und eine Erweiterung von COMET angestrebt. 
Je nachdem ob Interaktion zwischen Prasentationssystem und Benutzer bzw. einem 
Anwendungssystem vorgesehen ist, sind Pfeil c bzw. Pfeil d instantiiert (vgl. Abbildung 
1). Die Systeme XTRA, CUBRICON, ALFresco, MMI2, 12, PEA und IDAS verfugen 
sowohl uber eine Generierungs- als auch eine Analysekomponente. U m komplizierte Refe-
renzprobleme bei der Analyse von naturlicher Sprache zu umgehen, wurde fur die Systeme 
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12 , PEA und IDAS keine naturlichspraehliehe Analysekomponente entwiekelt. Stattdessen 
werden dem Benutzer Menus oder sogar hypertext-ahnliehe Sehnittstellen angeboten. 
Untersehiede sind auch hinsichtlieh der Fahigkeit festzustellen, ein und dieselbe In-
formation in Abhangigkeit untersehiedlieher Generierungsparameter (Pfeil e) situations-
gerecht zu prasentieren. Beispielsweise konnen im WIP-System Generierungsparame-
ter wie Zielsprache (englisch/deutsch), Benutzergruppe (Experte/Laie) und Dokument-
typ (Handbueh/Bildschirmprasentation) vor dem PrasentationssyntheseprozeB eingestellt 
werden. 
Desweiteren sind gravierende Unterschiede in Bezug auf die zugrundeliegenden Ver-
arbeitungsprozesse und Systemarchitekturen auszumaehen. Hierauf wird in den naehfol-
genden Kapiteln naher eingegangen. 
3 Zentrale Verarbeitungsprozesse 
Der Weg von einem kommunikativen Ziel bis hin zur Multimedia-Prasentation laBt sieh in 
mehrere Arbeitschritte unterteilen. Zu den grundlegenden Aufgaben, die ein IMP-System 
zu bevvaltigen hat, zahlen: 
• Festlegung und Strukturierung des Inhalts 
Hier ist zu unterscheiden, ob das Anwendungssystem den Inhalt mehr oder \ve-
niger vorgibt, so daB dieser "nur" noch zu strukturieren ist, oder ob ausgehend 
von einem kommunikativen Ziel die mitzuteilende Information aus einer Wissens-
basis ausgewahlt werden muB. Was prasentiert wird, hangt nieht zuletzt auch von 
dem gewahlten Prasentationsmedium abo Wahrend Spraehe zahlreiehe Abstrak-
tionsmogliehkeiten bietet, ist ein Prasentator bei der bildlichen Wiedergabe von 
Information oftmals gezwungen, diese zu konkretisieren. Ebenso wie die Inhaltsaus-
wahl ist aueh die Strukturierung einer Multimedia-Prasentation nieht unabhangig 
von dem gewahlten Medium zu sehen . 
• Koordinierte Verteilung der Information auf die versehiedenen Medien 
Urn untersehiedliehe Medien so zu kombinieren, daB ihre individuellen Starken op-
timal genutzt werden, miissen geeignete Kriterien gefunden werden, nach denen 
die mitzuteilende Information auf unterschiedliehe Generatoren verteilt wird. Hier-
bei gilt es auch, das richtige MaB an Komplementaritat und Redundanz zwischen 
den verwendeten Prasentationsmedien zu finden. Eine komplementar gestaltete 
Prasentation, die keinerlei redundant kodierte Information enthalt, wirkt meist in-
koharent. Wird dagegen zuviel in unterschiedlichen Medien "paraphrasiert", besteht 
die Gefahr, daB sich der Benutzer nach ktll·zer Zeit auf ein Medium konzcntrieri und 
moglieherweise Information iibersieht. 
• Medienspezifisehe Inhaltsrealisierung 
Hierunter falIt die Realisierung der mitzuteilenden Information dureh die unter-
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schiedlichen Generatoren, wobei die Generierungsergebnisse so aufeinander abzu-
stimmen sind, daB sich die Medien in ihrer Wirkung gegenseitig verstiirken. Bei-
spiels weise ist darauf zu achten, daB die Ergebnisse del' einzelnen Genel'atol'en struk-
turell vel'triiglich sind und daB auf die Ergebnisse anderel' Generatoren Bezug ge-
nommen wird . 
• Integration der Generierungsergebnisse in einer Ausgabe 
Wiihrend das Layout bei der Textgenerierung bisher weitgehend vernachliissigt wurde, 
wird es in IMP-Systemen als wichtiger Informationstriiger genutzt. Liegen die Er-
gebnisse unterschiedlicher Generatoren vor, miissen diese unter Beriicksich tigung 
riiumlicher und zeitlicher Constraints in einer multimedialen Ausgabe integriert und 
dem Benutzer priisentiert werden . 
4 Ansatze zur Textgenerierung als methodologische Basis 
Obwohl die Generierung von Multimedia-Priisentationen neue Probleme aufwirft, fiillt 
eine groBe Ahnlichkeit zu Fragestellungen auf, die bereits in mehreren Arbeiten zur Text-
generierung thematisiert wurden. Hierzu ziihlen Verfahren zur Planung des Inhalts und 
del' Struktur von Texten. 
4.1 Generierung von Text-Bild-Kombinationen als zielgerichtete Tatigkeit 
A lIsgehend von einer sprechakttheoretischen Sichtweise wird nicht nur die Generierung von 
Texten, sondern allgemein die Generierllng von Multimedia-Priisentationen als kommuni-
kative Handlllng zur Erl'eichung von Zielen aufgefafit. In [Andre & Rist 90b] wurde dieser 
Ansatz erstmals fiir die Generierung von Text-Bildkombinationen ausgearbeitet. Kom-
munikative Handlungen kannen sich wiederum aus anderen kommunikativen Handlungen 
zusarnmensetzen. Die Bliitter der entstehenden hierarchischen Stl'uktur sind element are 
Sprechakte (vgl. [Searle 80l) oder Bildakte (vgl. [Kjorup 78]). Beispiele fiir Sprechakte 
sind 8ehaupten, AuiJordern oder Bitten, wiihrend Handlungen wie Annotieren, Darstel-
len oder Hervorheben zu den Bildakten ziihlen. Durch die mit den einzelnen Handlungen 
assoziierten Ziele ergibt sich neben einer hierarchischen Handlungsstruktur auch eine hier-
archische Struktur von Zielen (intentionale Struktur). Dabei tragen die Handlungen, die 
zur Erreichung eines untergeordneten Ziels dienen, zur Erreichung iibergeordneter Ziele 
bei. 
Abbildung 2 zeigt einen aus einer Bedienungsanleitung entnommenen Dokumentaus-
schnitt und die ihm zugrundeliegende intentionale Struktur. Mit dies em Dokumentalls-
schllitt so il erreicht werden, daB der Benlltzer die Verschlufikappe eines Wasserbehiilters 
cnLi'crnt. Dieses Ziel spiegelt sich im wesentlichen durch die verbale Aufforderung "Ent-
('emen Sie die VerschluBkappe" wider. Aufgrund del' Aufforderung weifi der Benutzer, daB 
der Prasentator macht.e, daB er die VerschluBkappe entfernt. Ob er jedoch dazu in del' Lage 
ist oder den Wiinschen des Prasentators nachkommen machte, ist damit nicht unbedingt 
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sichergestellt. Diese beiden Ziele sollen durch das Bild und die verbale AuBerung "urn 
den Wasserbehalter zu flillen" erreicht werden. Auch den einzelnen Bildteilen konnen 
bestirnrnte Ziele zugeordnet werden. Beispielsweise so11 durch die beiden Pfeile sicher-
gestellt werden, daB der Benutzer den Bewegungsverlauf der von ihm auszuflihrenden 
Handl ungsschri t te kennt. 
Elllfernen Sie die Verschluj1-
kappe; um den Wasserbe-
hillter ZJJ fii/len! 
(Bel User (Goal System 
(Done User remove-I))) 
(Bel User (Causes 
remove-l state-I» 
I 
(Done User 
remove-I) 
(Cando User remove-I) 
(Bel User (plan 
remove-l 
seauence·turn·lift·l )) 
(Cando User 
identify-cover-I) 
I 
c:> (Bel User (Trajectory 
turn· 1 traj·turn-l» 
(Bel User (Trajectory 
lift· 1 traj-lift-l» ~ I c.....,..- I t 
(Goal User (Done 
User remove-I» 
(Bel User (Step 
remove-I fiU-i) 
I 
"um dell Wasserbe-
hillter ZJJ filllell ,, ' 
Abbildung 2: Intentionale Struktur eines Dokumentausschnitts 
4.2 Ein erweiterter Kobiirenzbegriff fur Text-Bild-Kombinationen 
Mehrere Textlinguisten haben Koharenz durch Relationen zwischen einzelnen Diskursseg-
menten charakterisiert (vgl. [Grimes 75; Hobbs 78; Mann & Thompson 87]) . Ein Text 
wird nur dann als koharent betrachtet , wenn er in Segrnente zerlegt werden kann, die 
durch bestimmte Relationen miteinander verbunden sind. Beispielsweise haben Mann 
und Thompson ausgehend von einer urnfangreichen Analyse der rhetorischen Struktur 
koharenter Texte etwa 25 solcher Relationen identifiziert, die die Grundlage der von ihnen 
entwickelten Rhetorical Structure Theory (RST) bilden. Zu den RST-Relationen zahlen 
beispielsweise Enablement, Nlotivation, Condition oder Elaboration. 1m Hinblick auf einen 
verallgemeinerten Koharenzbegriff stellt sich die Frage, welche Beziehungen zwischen den 
Dokumentteilen einer koharenten multimedialen Prasentation bestehen. 
In kognitionspsychologischen Arbeiten wurde untersucht, welche Rolle ein bestimmtes 
Bild in Bezug auf eine begleitende Textpassage spielt. Beispielsweise hat Levin [Levin et 
al. 87] funf Grundfunktionen von Bildern erkannt: Representation, Organization, Interpre-
tation, Transformation und Decoration. Bei der Untersuchung von Lehrbuchern schrieben 
Hunter und Kollegen (vgl. [Hunter et al. 87]) Bildern vor allem die Funktionen Embellish, 
Reinforce, Elaborate, Summarize und Compare zu. Bandyopadhyay [Bandyopadhyay 90] 
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unternahm den Versuch, die von Hobbs [Hobbs 7S] vorgeschlagenen Koharenzrelationen 
auf Bilder zu ubertragen. 
Leider sind die von den Text-Bild-Forschern vorgeschlagenen Definitionen sehr allge-
mein gehalten. Daruberhinaus wird nur die Funktion von ganzen Bildern betrachtet, d.h. 
es wird nicht untersucht, aus welchen Teilen sich ein Bild zusammensetzt und welche Rolle 
diese fur die Gesamtinterpretation spielen. Urn jedoch eine vollstandige Beschreibung der 
gesamten Prasentationsstruktur zu erhalten, rnussen auch die Beziehungen zwischen ein-
zelnen Bildteilen und zwischen Bildteilen und Text explizit reprasentiert werden. 
Untersuchungen illustrierter Dokurnente (vgl. [Andre & Rist 93; Arens et al. 93b; 
Roth & Mattis 90]) zeigen, daB sich Beziehungen zwischen Bildern/Bildteilen untereinan-
der und zwischen Bildern/Bildteilen und Text oft durch die von Textlinguisten gefunde-
nen Relationen beschreiben lassen. Beispiele sind Elaboration bei Haupt- und Nebenbil-
dern, Sequence bei Bildfolgen oder Interpretation bei einem Bild und der dazugehorigen 
Erklarung irn Text. Andererseits gibt es Relationen, wie beispiels\veise Concession oder 
Condition, die nicht ohne wei teres bildlich ausdruckbar sind. Schlie51ich treten Relationen 
auf, die in keiner der oben angegebenen Arbeiten zur Textkoharenz zu finden sind, etwa 
die Relation Label zwischen einern Text und seinern Titel oder zwischen Bildobjekten und 
ihrer Beschriftung. 
Entfernen Sie dle VerschilljJ-
koppe, urn den Wasserbe· 
hiiller zu fiillen! 
Request 
I 
"Entfemen Sie die 
VerschllljJkoppe" 
Instruct 
Enable Motivate 
~ 
. "tun den Wasserbehiilter 
Provlde·Backgrou nd zu fiil/en" 
I 
Inform-Cause-Result 
Describe-State Describe-Action ~ 
: ~l!l: 
Describe-Trajectory Describe-Trajectory 
I I 
c......... t 
Abbildung 3: Rhetorische Struktur des Dokurnentausschnitts aus Abbildung 2 
Abbildung 3 zeigt die rhetorische Struktur des Dokurnentausschnitts aus Abbildung 2. 
Das Dokurnent setzt sich zusarnrnen aus einer Aufforderung, einern Motivationsteil und 
einern Teil, der die Ausfuhrung der Handlung errnoglichen solI. Auch den einzelnen Bild-
teilen konnen unterschiedliche rhetorische Funktionen zugeordnet werden. Beispielsweise 
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dient die Darstellung der Espressomaschine als Hintergrund fiir den Rest des Bildes . 
4.3 Ansatze zur Strukturierung von Text-Bild-Kombinationen 
Wie in den vorangegangenen Abschnitten dargelegt, folgen Bilder und Text-Bild-Kom-
binationen ahnlichen Strukturierungskriterien wie Text. Insbesondere ist eine Text-Bild-
Kombination charakterisiert durch ihre intentionale Struktur, die die Ziele des Prasen-
tators widerspiegelt, und ihre rhetorische Struktur, die durch rhetorische Relationen be-
stimmt wird. 
Es bietet sich daher an, Ansatze zur Textstrukturierung nicht nur zur Organisation 
der textuellen Teile einer multimedialen Prasentation, sondern zur Strukturierung der 
gesamten Prasentation zu verwenden. Ein wesentlicher Vorteil eines einheitlichen Struk-
turierungsansatzes ist darin zu sehen, dafi nicht nur Beziehungen innerhalb eines Me-
diums, sondern auch Beziehungen zwischen Teilen in unterschiedlichen Medien explizit 
reprasentiert werden konnen. In Systemen wie SAGE [Roth et al. 91], in den~n me-
dienspezifische Verfahren zur Inhaltsstrukturierung zum Einsatz kommen, geht hingegen 
der Zusammenhang zwischen Text und Graphik verloren. 
In COMET werden zur Strukturierung der Gesamtprasentation Schemata verwendet 
(vgl. [McKeown et al. 90]), die McKeown urspriinglich zur Strukturierung von Texten 
(vgl. [McKeown 85]) entwickelte. Schemata beschreiben den prototypischen Aufbau von 
Prasentationen mit Hilfe von rhetorischen Pradikaten, die die Beziehungen zwischen den 
Teilen einer Prasentation reprasentieren. Beim Aufbau einer Multimedia-Prasentation 
wird ausgehend von einem Prasentationsziel (z.B. 'der Benutzer solI wissen, wie man ein 
bestimmtes Gerat bedient') ein Schema selektiert . Wahrend der Traversierung des Sche-
mas wird Information aus einer Menge von vorselektierten Propositionen ausgewahlt. Das 
Ergebnis wird dann an einen Mediakoordinator iibergeben, der fiir die einzelnen Teile be-
stimmt, welcher Generator sie verarbeiten solI. 
Schemata konnen als das Ergebnis eines Kompilierungsprozesses aufgefafit werden, bei 
dem nur noch das iibergeordnete Ziel und die einzelnen Schritte zur Erreichung dieses Ziels 
iibrigbleiben. Welchen Effekt einzelne Teile eines Schemas auf den Benutzer haben und 
in welcher Beziehung diese Teile zueinander stehen, wird nicht explizit reprasentiert. Aus 
diesem Grund stellen Schemata ein effizientes Mittel zur Dokumentstrukturierung da.r. 
Probleme treten jedoch auf, wenn der Benutzer eine Systemaufierung nicht versteht. Auf 
Schemata basierende Systeme haben dann nur noch die Moglichkeit, ein anderes Schema 
auszuwahlen. Sie sind nicht in der Lage, nur auf einen Teil des zum Schema korrespon-
dierenden Textes oder Bildes naher einzugehen (siehe auch [Paris 91]). 
Neben schemabasierten Ansatzen werden bei der Synthese multimedialer Dokumente 
planbasierte Ansatze verwendet, die auf Erweiterungen von Textplanungsansatzen (vgl. 
[Moore & Paris 89; Maybury 89]) beruhen. Urn multimediale Prasentationen zu pla.nen, 
fafit man die zu Beginn dieses Kapitels eingefiihrten kommunikativen Handlungen als 
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Operatoren eines Planungssystems auf. Beim PlanungsprozeB wird ausgehend von einem 
kommunikativen Ziel, z.B. der Benutzer soll in der Lage sein, eine bestimmte Aktion aus-
zufiihren, nach Planungsoperatoren gesucht, deren Effekt dieses Ziel subsumiert . Wird ein 
solcher Planungsoperator gefunden, so werden die Ausdriicke im Rumpf als neue Teilziele 
bearbeitet. Handelt es sich dabei urn element are Sprechakte oder Bildakte, so werden 
diese an die medienspezifischen Generatoren iibergeben. 
Wie in [Moore & Paris 89] gezeigt wurde, ermoglichen es planbasierte Ansatze, so-
wohl die Intention, die ein Sprecher mit einer AuBerung verfolgt, als auch die rhetorischen 
Beziehungen zwischen AuBerungen aufzuzeichnen, vorausgesetzt es werden entsprechende 
Planoperatoren definiert, die intention ale mit rhetorischen Zielen in Verbindung bringen. 
Prasentationen lassen sich dadurch individuell auf einen Benutzer abstimmen. Beispiels-
weise konnte man in dem Dokumentausschnitt aus Abbildung 2 das Bild weglassen, falls 
sichergestellt ist, daB der Benutzer weiB, wo sich die VerschluBkappe befindet und wie sie 
ZlI entfernen ist. Dariiberhinaus lassen sich Teile einer Prasentation nachbessern, falls sich 
hcrausstellt, daB diese fiir den jeweiligen Benlltzer unverstandlich sind. Teilt del' Benutzer, 
nachdem ihm der Dokllmentausschnitt aus Abbildung 2 prasentiert wurde, dem System 
mit, daB er die Verschluf3kappe nicht finden kann, so konnte das System versuchen, das 
Objekt durch bestimmte Merkmale eindeutig zu charakterisieren, und z.B. einen Satz wie 
"Die VerschluBkappe ist die rote Kappe links unter dem Deckel" generieren. Bei einem 
schemabasierten Ansatz kann das System zwar ein neues Schema auswahlen, urn dem 
Benutzer das Auffinden der VerschluBkappe zu ermoglichen. Es kann jedoch passieren, 
daB wieder ein Bild generiert wird, da das System nicht in der Lage ist, zu erkennen, daB 
dieses Ziel bereits als Teilziel bearbeitet wurde und ein Bild nicht zum Erfolg fiihrte. 
Planungsbasierte Ansatze fiir die Synthese multimedialer Dokumente werden u.a. in 
den Systemen WIP [Andre & Rist 90b] und AIMI [Maybury 91] verwendet. Wahrend je-
doch in [Maybury 91J die Mediumselektion erst an den Blattern des entstehenden Baumes 
erfolgt, konnte in [Andre & Rist 93J gezeigt werden, daB es Planer dieses Typs ermoglichen, 
gleichzeitig Inhalte auszuwahlen, zu strukturieren und auf die medienspezifischen Gene-
ratoren zu verteilen, wenn die Planoperatoren entsprechende Constraints ftir die Medi-
lImselektion enthalten. 
5 Medienkoordination 
Urn zu verhindern, daB die Ergebnisse der verschiedenen Generatoren beziehungslos ne-
beneinander stehen, diirfen die Generatoren nicht isoliert voneinander betrieben werden. 
Es reicht also nicht, unterschiedliche Generatoren zu einem IMP-System zusammenzufas-
sen, man muB deren Arbeit auch koordinieren . Hierunter niJlt die Verteilung der Informa-
tion auf verschiedene Generatoren, die Verzahnung der einzelnen Generierungsprozesse 
sowie die Integration der Generierungsergebnisse in einer multimedialen Ausgabe. 
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5.1 Auswahl von Prasentationsmedien 
Ausgehend von der Frage, welches Medium oder welche Medienkombination welche Art 
von Information am besten ubertragt, wird in den meisten Ansatzen die zu prasentierende 
Information nach verschiedenen Gesichtspunkten klassifiziert. 
Beispielsweise geht COMET von sechs Informationstypen (location, physical attribu-
tes, abstract actions, connectives, simple and compound actions) aus (vgl. [Feiner & 
McKeown 91]). Fur raumliche Information und physikalische Attribute ist als Prasen-
tationsmedium Graphik vorgesehen,wahrend fur abstrakte Aktionen und Konnektiva 
Text verwendet wird. Zur Prasentation von einfachen und zusammengesetzten Aktionen 
werden beide Medien herangezogen. Eine feinere Klassifikation wird im WIP System 
verwendet (vgl. [Andre & Rist 93]). Dort stehen insgesamt sieben Informationstypen 
(concrete, abstract, spatial, covariant, temporal, quantification, negation) mit bis zu zehn 
Untertypen zur Verfiigung. Desweiteren wird zwischen zehn kommunikativen Funktionen 
(attract-attention, compare, elaborate, enable, elucidate, label, motivate, evidence, backgro-
und, summarize) unterschieden, die ebenfalls die Mediumselektion beeinflussen. 
Statt Informationstypen bestimmten Medien zuzuordnen, besteht die Moglichkeit , so-
wohl die Information als auch die zur Verfiigung stehenden Medien und Prasentationstech-
niken nach bestimmten Merkmalen zu charakterisieren und die Auswahl der Medien uncl 
der Prasentationstechniken auf der Grundlage dieser Klassifikation durchzufiihren. Diese 
Vorgehensweise wurde von Bertin [Bertin 67] fiir die Gestaltung von Graphiken gewahlt, 
dann von Mackinlay [Mackinlay 86] und spater von Roth [Roth et al. 91] hir die automa-
tische Generierung von Geschaftsgraphiken aufgegriffen. In [Arens et al. 93b] wird eine 
ahnliche Vorgehensweise nicht nur fiir die Auswahl von Prasentationstechniken, sondern 
auch fiir die Mediumselektion eines IMP-Systems vorgeschlagen. Die fiir die Auswahl 
relevante Information wird dabei in einem Und-Oder-Abhangigkeitsnetzwerk dargestellt. 
Aufgrund der wenigen Merkmale, anhand derer die Medien klassifiziert werden, benotigt 
aber auch dieser Ansatz bei der Generierung speziellere Auswahlregeln (vgl. [Vossers 91]) 
wie sie etwa in WIP und COMET Verwendung finden. 
Wahrend fur die Auswahl zwischen Text und Graphik bisher nur einfache Heuristiken 
bekannt sind, liegen fiir die Auswahl zwischen mehreren Prasentationstechniken bereits 
auf tieferen Inferenzen beruhende Ansatze vor. Beispielsweise wircl in clem System APT 
[Mackinlay 86] bei cler Auswahl von Prasentationstechniken anhancl von formalen Kri-
terien gepriift, welche Information durch eine spezielle Prasentationstechnik vermittelt 
werden kann (J(riterium der Expressivitiit) und wie wirkungsvoll diese Tcchnik die zu 
iibermittelnde Information prasentiert (J( rite7'ium der Effektivitiit). Casner [Casner 91] 
beschreibt einen Ansatz, bei dem die Selektion von Prasentationstechniken auf der Gruncl-
lage von perzeptuellen Faktoren erfolgt. Das von ihm entwickelte System BOZ analysiert 
zunachst die yom Benutzer durchzufiihrende Aufgabe (z .B. Temperaturunterschiede zu er-
kennen) und formuliert eine entsprechende perzeptuelle Aufgabe (z.B. Langenunterschiede 
zu erkennen), indem die logischen Operatoren in der Aufgabenbeschreibung durch perzep-
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tuelle Operatoren ersetzt werden. Anschlie13end wird eine graphische Darstellung entwor-
fen, die die Daten in der Graphik so strukturiert, da13 sie aIle erforderlichen perzeptuellen 
Operatoren unterstiitzt und gleichzeitig die visuelle Suche minimiert. 
Zusammenfassend la13t sich sagen, daB in den meisten Systemen die Mediumselek-
tion in erster Linie yom Informationstyp abhangt. Weitere Faktoren sind die Ziele des 
Prasentators, Betriebsmittelbeschrankungen, Benutzerklasse und Benutzeraufgabe. Schwie-
rig wird der Auswahlproze13 vor aHem dann, wenn sich mehrere Faktoren gegenseitig beein-
flussen. Beispielsweise stellten Bieger und Glock [Bieger & Glock 86] in einem Performanz-
test fest, da13 Versuchspersonen Instruktionen zwar schneller verstehen, wenn raumliche 
Information graphisch dargestellt wird, den Versuchspersonen jedoch mehr Fehler un-
terlaufen als bei rein text uellen Prasentationen. In diesem Fall ware zumindest eine 
Gewichtung der Ziele des Prasentators erforderlich. 
5.2 Generierung von Querverweisen und multimedialen Referenzen 
Urn Prasentationen koharent zu gestalten, mussen die einzelnen Generatoren ihre Ergeb-
nisse aufeinander abstimmen. Wichtige Beispiele hierfur sind Querverweise und multime-
diale ReJerenzen. 
Querverweise wie "der linke Bildteil" oder "Abbildung x" stellen Verbindungen zwi-
schen Dokumentteilen in unterschiedlichen Medien her und tragen damit wesentlich zur 
Koharenz einer Multimedia-Prasentation bei. Eine multimediale Referenz liegt vor, wenn 
auf mehr als ein Medium zuruckgegriffen wird, urn auf eine Entitat der Diskurswelt zu ver-
weisen . Typische Beispiele sind natiirlichsprachliche Au13erungen der Form "die im Bild 
grtin markierte Schraube" oder von natlirlichsprachlichen Au13erungen begleitete Zeige-
gesten. Wird unter Verwendung verschiedener Medien auf die frlihere Darstellung einer 
Ent iUit Bezug genommen, so handelt es sich urn einen multimedialen QuenJenveis. In den 
meisten Fallen wird von Text auf Graphik oder andere Textteile verwiesen, jedoch auch 
mit Hilfe graphischer Mittel lassen sich Querverweise realisieren. Beispiele hierflir sind 
Pfeile, die von einem Bildteil zum entsprechenden Text zeigen. 
Multimediale Referenzausdriicke bieten die Moglichkeit, zusatzliche Attribute zur Ab-
grenzung eines Objekts von seinen Alternativen zu verwenden. Hierunter fallen Attribute 
des Objekts im Bild, deren Interpretation sowie die raumliche Lage des Objekts relativ 
zum Bild oder zu anderen Bildobjekten. Wird auf die Interpretation eines Bildattri-
buts vcrwiesen, so mu13 sichergestellt sein, da13 der Benutzer diese kennt. Beispielsweise 
wird ein Ausdruck der Form "der Flu13 oben links auf der Karte" nur dann verstanden, 
wenn der Benutzer in der Lage ist, bestimmte Bildteile als FluBdarstellungen zu erken-
nen. Darliberhinaus sollte aus dem Kontext eindeutig hervorgehen, ob es sich bei den 
verwendeten Attributen urn Welt- oder Bildattribute handelt. Verwirrung beim Benutzer 
konnte insbesondere dann entstehen, wenn sich Welt- und Bildattribute widersprechen. 
I-Iaufig werden bei der Generierung von Querverweisen und multimedialen Referenzen 
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raumliche Relationen verwendet. Da sich sowohl die Anordnung von Bildobjekten als auch 
die Anordnung von Textblocken und Bildern nicht vorhersehen laBt, ist es unmoglich, 
raumliche Relationen vorab in einer Wissensbasis abzulegen. Einige IMP-Systeme wie 
COMET und WIP verfiigen daher iiber Lokalisierungskomponenten, urn die Lage von 
Bildobjekten absolut im Bild (absolute Lokalisation) oder relativ zu anderen Bildobjek-
ten (relative Lokalisationen) zu berechnen. Neben elementaren (z.B. "der Knopf links im 
Bild") konnen mit diesen Komponenten auch zusammengesetzte Lokalisationen (z.B. "der 
Knopf oben links im Bild") generiert werden. 1m Gegensatz zu COMET [McKeown et 
al. 92] werden in WIP Objekte auchin Bezug auf Bildteile (z.B. die Ecken) oder Objekt-
gruppen lokalisiert (vgl. [Wazinski 91; Wazinski 92]). 
Eine wichtige Voraussetzung fiir die Generierung von Querverweisen ist die explizite 
Reprasentation des sprachlichen und des piktoriellen Kontextes. 1m System CUBRICON 
[Neal & Shapiro 91] ist der sprachliche Kontext durch eine Fokusliste von Entitaten und 
Propositionen repasentiert, auf die sprachlich oder mit Hilfe von Zeigegesten verwiesen 
wird. Zur Reprasentation des piktoriellen Kontext wird ein Display-Modell verwend'et, das 
dariiber Buch fiihrt, weIche Entitaten sichtbar sind, in weIchem Fenster sie sich befinden 
und welche Fenster auf dem Bildschirm zu sehen sind. Auch XTRA reprasentiert nicht 
nur den sprachlichen Kontext, sondern verwaltet auch eine Datenstruktur fiir die Graphik, 
auf die wahrend des Dialogs Bezug genommen wird (vgl. [Reithinger 92bl). In der Steuer-
domane ist dies eine Formularhierarchie, die die Positionen und GroBen der Formularfelder 
enthalt sowie deren geometrischen und logischen Zusammenhang. Dariiberhinaus werden 
die Verbindungen zwischen Teilen des Formulars, z.B. region437, und den entsprechen-
den Konzepten in der Wissensbasis, z.B. wohnort, reprasentiert. Wahrend die Systeme 
XTRA und CUBRICON auf unterschiedliche Kontextmodelle fiir den sprachlichen und 
den piktoriellen Kontext zuriickgreifen, verwendet das System EDWARD [Claassen 92] 
ein einheitliches Modell, das verschiedene Typen von Kontextfaktoren, wie z.B. Stellung 
im Satz oder Sichtbarkeit auf dem Bildschirm, beriicksichtigt. WIP unterscheidet sich von 
den oben genannten Systemen dadurch, daB die Semantik von Bildinhalten nicht nur auf 
Objektebene (z.B. daB die Bildkonstituente pic-ob-l das Weltobjekt w-obj-l darstellt), 
sondern auch auf Merkmalsebene (z.B. daB die Eigenschaft 'ist-rot' eines Bildobjekts die 
Eigenschaft 'ist-defekt' eines Bauteils darstellt) beschrieben wird (vgl. [Rist & Andre 92b; 
Rist & Andre 92al). Urn die semantische Bezieh:mg zwischen Bildteilen/Bildrelationen 
und Objekten/Relationen zu beschreiben, wird in Anlehnung an [Mackinlay 86] ein zwei-
stelliges Pradikat der Form (Enkodiert <graphisches Mittel> <information» verwendet. 
Eine Menge soIcher Enkodierrelationen bildet dann eine semantische Beschreibung eines 
Bildes, auf deren Grundlage Inferenzprozesse durchgefiihrt werden konnen. 
Da sich Bildattribute wahrend des Generierungsprozesses andern konnen, ist zu ge-
wahrleisten, daB der piktorielle Kontext standig aktualisiert wird. Wahlt der Graphikge-
nerator beispielsweise aufgrund zusatzlicher Auftrage eine andere Perspektive, so ist zu 
priifen, ob bereits berechnete raumliche Relationen noch aktuell sind. 
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5.3 Raumliche uod zeitliche Koordioatioo der Ausgabe 
Eine weitere Koordinationsaufgabe ist die Integration der einzelnen Generatorergebnisse 
in einer multimedialen Ausgabe. Hierunter £allt die riiumliche Anordnung von Textblocken 
und Bildern durch eine Layoutkomponente. Einer solchen Komponente kommt nicht nur 
die Aufgabe zu, Text- und Bildteile in einer moglichst ansprechenden Form auf die zur 
Verfugung stehenden Dokumentseiten oder Bildschirmfenster zu verteilen (kiinstlerisches 
Layout), sondern auch inhaltliche Zusammenhiinge zu vermitteln (Junktionales Layout). 
Beispielsweise kann die rhetorische Struktur eines Dokuments mitunter sehr effektiv durch 
das Layout ubertragen werden. Daher mussen neb en linguistischen Constraints (Wort-
wahl, Festlegung syntaktischer Strukturen usw.) zur sprachlichen Wiedergabe von rheto-
rischen Relationen (vgl. [Scott & Sieckenius de Souza 90]) auch graphische Constraints 
(Plazierung, Abstand usw.) definiert werden (vgl. [Hovy & Arens 91; Graf 92]), die die 
rhetorische Struktur des Dokuments reflektieren. Fur eine Reihe von rhetorischen Rela-
tionen sind bereits Designheuristiken bekannt. Beispielsweise werden Bilder, die durch 
'Sequence' oder 'Contrast' zueinander in Beziehung stehen, vorzugsweise nebeneinander 
angeordnet. FaBt eine Graphik den Text zusammen, so sollte sie unter dem Text stehen, 
dient sie hingegen zur Einfuhrung in ein Gebiet, so ist sie nach Moglichkeit uber dem 
Text zu plazieren. 
Wird dem Benutzer Information mit Hilfe dynamischer Medien vermittelt (z.B. ge-
sprochene Sprache, Zeigegesten und animierte Darstellungen), so sind die Ausgabe der 
Generatorergebnisse nicht nur raumlich, sondern auch zeitlich zu koordinieren. Beispiels-
weise ist festzulegen, zu welch em Zeitpunkt eine bestimmte Zeigegeste beginnen soIl und 
wievicl Zeit sie in Anspruch nehmen darf. Bisher beschiiftigen sich erst wenige Arbeiten 
mit der Koordination dynamischer Medien. Erste Ideen zur zeitlichen Koordination ge-
sprochener Sprache und animierter Darstellungen werden in [Andre et al. 87], [Feiner et 
al. 93] und [Andre et al. 93b] beschrieben. 
6 Aufbau von IMP-Systemen 
13eim Entwurf eines IMP-Systems ist eine adiiquate Behandlung der Abhiingigkeiten zwi-
schen den durchzufuhrenden Entscheidungsprozessen zu gewiihrleisten. 
A us der Textgenerierung ist bekannt, daB es iiuBerst schwierig ist , Inhalte zu planen, 
ohne uber sprachliches vVissen zu verfugen. Ein streng sequentielles Modell, in dem Infor-
mation ausschliefilich von der inhaltsfestlegenden Komponente zur inhaltsrealisierenden 
I\omponente flieBt, hat sich als unangemessen erwiesen, da die inhaltsfestlegende Kom-
ponent.e alle Entscheidungen der inhaltsrealisierenden Komponente antizipieren muBte 
(siehe auch [Reithinger 92a]). Dieses Problem verscharft sich, wenn wie in allen oben ge-
nannten Systemen fur die Inhaltsrealisierung getrennte Komponenten verantwortlich sind 
(z.B. ein Text-, ein Graphik- und ein Gestengenerator)' deren Entscheidungsprozesse die 
inhalt.sfestlegende Komponente nicht antizipieren kann. 
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Ahnliche Probleme treten bei der Inhaltsplanung, der Inhaltsstrukturierung und der 
Mediumselektion auf. Einerseits hangt die Wahl eines geeigneten Prasentationsmedium 
weitgehend von der Art und der Struktur der zu prasentierenden Information ab (siehe 
auch [Andre & Rist 90a; Arens et al. 93b; Roth & Mattis 90]). Andererseits werden 1n-
haltsauswahl und Inhaltsstrukturierung durch frlihere Entscheidungen bei der Wahl der 
Prasentationsmedien beeinflufit. Beispielsweise wird visuelle Information benogtigt, urn 
mit graphischen Mitteln auf ein Objekt zu verweisenj wird hingegen auf dasselbe Objekt 
textuell Bezug genommen, ist diese Information moglicherweise irrelevant. 
Neben Abhangigkeiten zwischen Inhaltsfestlegung, Inhaltsrealisierung und Mediumse-
lektion sind Abhangigkeiten zwischen medienspezifischen Generatoren zu beriicksichtigen. 
Informationsflufi soUte daher nicht nur zwischen der inhaltsfestlegenden und den inhalts-
realisierenden Komponenten, sondern auch zwischen einzelnen Generatoren moglich sein. 
Wahrend liber die Art der Entscheidungsprozesse eines IMP-Systems weitgehend Ei-
nigkeit herrscht, stehen unterschiedliche Verarbeitungsmodelle zur Diskussion. 
In COMET wird beim Entwurf einer Prasentation zunachst eine baumartige Struktur 
aufgebaut, die den Aufbau der zu generierenden Prasentation widerspiegelt. Dieser Struk-
turbaum wird von den medienspezifischen Generatoren monoton erweitert - Revisionen 
aufgrund der Mediumselektion sind nicht vorgesehen . Den Abhangigkeiten zwischen Text-
und Graphikgenerierung wurde mehr Aufmerksamkeit gewidmet. Beispiele hierflir sind 
die Abstimmung von Bild- und Satzgrenzen sowie die Generierung von Querverweisen. 
Urn die Kommunikation zwischen Text- und Graphikgenerierung zu erleichtern, wird die 
mitzuteilende Information in einer einheitlichen Reprasentationssprache an die beiden Ge-
neratoren libergeben. Da beide Generatoren von derselben Reprasentationssprache aus-
gehen, konnen sie sich gegenseitig Information liber ihre Entscheidungen und Ergebnisse 
mitteilen, indem sie die 1nhaltsspezifikation mit Annotationen versehen. Jeder Generator 
hat damit Zugriff auf die Ergebnisse anderer Generatoren und kann seine eigenen Ergeb-
nisse entsprechend darauf abstimmen. 
Arens und Kollegen [Arens et al. 93a] beschaftigen sich mit Abhangigkeiten zwi-
schen Inhaltsstrukturierung und Mediumselektion. Sie vertreten die Auffassung, daB 
die Bestimmung eines geeigneten Mediums erst dann moglich ist, wenn die Diskurs-
struktur vollstandig vorliegt. Daher schlagen sie eine strikte Trennung von Planungs-
und Mediumauswahlprozessen vor. Wahrend des Planungsprozesses wird zunachst die 
Diskursstruktur des zu generierenden Dokuments vollstandig aufgebaut. Diese ist im 
wesentlichen durch die kommunikativen Ziele des Prasentators und den mitzuteilenden 
Inhalt bestimmt. AnschlieBend erfolgt anhand spezieller Regeln [Arens et al. 93b] die 
Mediumauswahl. Nach der Mediumauswahl wird die Diskursstruktur von unten nach 
oben durchlaufen, wobei anhand von Transformationsregeln die Diskursstruktur in eine 
prasentationsnahe Struktur (Priisentationstruktur) liberflihrt wird. Problematisch an c1ie-
sem Ansatz ist, daB diese Prasentationsstruktur offensichtlich keinerlei Einfluf3 auf die 
Diskursstruktur hat. Zwar wird die Auswahl des Mediums von der Diskursstruktur bein-
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fiufit, Inhalte werden allerdings unabhiingig vom Medium ausgewiihlt. 
Urn Abhiingigkeiten zwischen Inhaltsselektion, Inhaltsstrukturierung und Mediums-
elektion zu beriicksichtigen, ist es jedoch notwendig, die einzelnen Prozesse enger als 
in den oben beschriebenen Systemen miteinander zu verzahnen. Wie bereits erliiutert 
wird in WIP fiir aIle drei Prozesse ein einheitlicher Planungsmechanismus verwendet. Er 
ermoglicht es, die Mediumselektion schon wahrend der Inhaltsfestlegung durchzufiihren 
und nicht erst danach wie beispielsweise in den obigen Systemen. Inhaltsrealisierung 
und Inhaltsfestlegung werden hingegen von separaten Komponenten, die auf unterschied-
liche Wissensbasen zugreifen, iibernommen. Die Modularisierung ermoglicht einerseits 
Parallelverarbeitung, macht jedoch andererseits Interaktion zwischen den Komponenten 
notwendig. Ahnlich wie in COMET erfolgt die Kommunikation zwischen den einzelnen 
Komponenten iiber den Designplan, auf den aIle Komponenten Lese- und Schreibzugriff 
haben. 
7 Schlu6bemerkung 
Die Verfiigbarkeit neuer Medien eroffnet neue Wege der Informationsprasentation und 
wirft neue interessante Fragestellungen auf, wie beispielsweise die Verteilung der Informa-
tion auf verschiedene Medien sowie die Koordination von Medien untereinander. Anderer-
seits treten Probleme auf, die bereits von der Textgenerierung her bekannt sind. Eine zen-
trale Feststellung <lieses Papiers ist, daB sich multimediale Prasentationen nach ahnlichen 
Prinzipien strukturieren lassen wie reine Texte. Konzepte, wie Sprechakte und rhetori-
sche Relationen, die sich bereits fiir die automatische Generierung von Text als erfolgreich 
erwiesen haben, sind auch fiir die Generierung von multimedialen Prasentationen brauch-
bar. Aus diesem Grund konnen Methoden zur Planung des Inhalts und del' Struktur von 
Texten im Hinblick auf die Generierung von multimedialen Prasentationen verallgemeinert 
werden. Tatsiichlich hat del' Forschungsbereich Textgenerierung einen wesentlichen Anteil 
an del' Entwicklung del' ersten Generation von IMP-Systemen. Inwiefern eine eingehen-
dcre Deschiiftigung mit den zahlreichen noch unzureichend gelosten Aufgabenstellungen 
anregende Impulse fiir die Textgenerierung bringen wird, bleibt abzuwarten . 
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