In this paper we derive the signal model for TDM-MIMO channel sounding and report analytical investigations showing that the above DFER extension requires selection of switching modes (SMs) tailored to the array characteristics. The SM of a switched array is the temporal order in which the array elements are switched. In fact, the traditionally used SMs of uniform linear and planar arrays where the elements are switched according to their natural spatial ordering prove to be inappropriate as they lead to an ambiguity in the joint estimation of DF and directions. We also introduce the concept of normalized sidelobe level (NSL) associated to the SM of a switched array. We show that minimizing the NSL is a sensible criterion for the identification of SM leading to DF and direction estimates with nearly optimum performance in terms of root mean square estimation error. Finally experimental investigations illustrate the impact of the SM of a uniform planar array on the behaviour of the DF and direction of arrival estimates computed with the ISI-SAGE algorithm.
I. INTRODUCTION
Deploying multiple-element antennas at the transmitter (Tx) and the receiver (Rx) combined with space-time coding can substantially increase the capacity of mobile radio communication systems [4] , [5] and [6] . A system or technique using multiple-element Tx and Rx antennas is called a multiple-input multiple-output (MIMO) system or technique. The design and optimization of MIMO communication systems require realistic models of the propagation channel that incorporate dispersion in direction or equivalently space selectivity jointly at both Tx and Rx sites. High-resolution parameter estimation has become an essential tool to extract the critical model parameters from measurement data. The improved-searchand-initialization space-alternating generalized expectationmaximization (ISI-SAGE) algorithm [2] , [3] has recently been proposed for joint estimation of the polarization matrix, relative delay, Doppler frequency (DF), direction, i.e. azimuth and co-elevation angles, of departure (DoD), and direction of arrival (DoA) of propagation paths between the Tx site and the Rx site. Experimental investigations in [2] , [3] demonstrate the high potential of the algorithm for detailed propagation studies.
MIMO channel sounders commonly operate in a timedivision multiplex (TDM) mode in order to save hardware equipment and reduce the effort to calibrate the system. The sounding signal is fed successively at the ports of the array elements at the Tx, and while any one of these elements transmits, the ports of the antenna elements at the Rx are sensed successively. We understand an element pair to be a pair containing an element of the Tx array in first position and an element of the Rx array in second position. A measurement cycle denotes the process where all element pairs are switched once. A cycle interval is the period separating the beginning of two consecutive measurement cycles. The separation between the beginning of two consecutive sensing periods within one measurement cycle is called the switching interval. The cycle rate and the switching rate are the inverses of the cycle interval and the switching interval respectively. Notice that the ratio of the switching rate to the cycle rate is at least equal to the product of the element numbers of the two arrays.
It was traditionally believed, that the maximum absolute DF that can be estimated using the TDM-MIMO sounding technique equals half the cycle rate. Therefore, by keeping the switching rate unchanged, large element numbers in the arrays result in a low cycle rate and consequently lead to a small DF estimation range (DFER). However, a recent study [1] has shown that the maximum absolute DF that can be estimated using the TDM-MIMO sounding technique actually equals half the switching rate. This enlarged DFER is independent of the element numbers of the arrays.
In this paper, we show that the extension of the DFER proposed in [1] may result in an ambiguity in the estimation of the DF and directions (DoD and DoA). The estimates of the path parameters are computed in the maximization (M-) step of the ISI-SAGE algorithm to be the solution that maximizes a given objective function. The ambiguity occurs when this objective function exhibits multiple maxima. This situation may happen when the DFER is enlarged from minus to plus half the switching rate depending on the switching mode (SM) and the characteristics (e.g. the layouts and the element radiation patterns) of the arrays. The SM of an array describes the temporal order in which the array elements are switched. This paper analyses the impact of the SMs of the arrays in TDM-MIMO sounding on the joint estimation of DF and directions using the ISI-SAGE algorithm by means of theoretical and experimental investigations combined with Monte-Carlo simulations.
The paper is organized as follows. The MIMO radio channel model is introduced in Section II. Section III presents the signal model for TDM-MIMO channel sounding. In Section IV the objective function used in the M-step of the ISI-SAGE algorithm is derived. Investigations of a case study considering TDM-SIMO (single-input multiple-output) channel sounding with a uniform linear array give insight into the ambiguity problem and the necessary and sufficient conditions for it to occur. In Section V the impact of the SM on the root mean square estimation errors (RMSEEs) of the DF and DoA estimates is assessed via Monte Carlo simulations. In Section VI experimental investigations compare the performance of the DF and DoA estimators when applying the conventionally used SM and an optimized SM to a uniform planar array. Finally, concluding remarks are addressed in Section VII.
II. SIGNAL MODEL FOR MIMO SYSTEMS
Let us consider the propagation environment depicted in Fig.  1 . A certain number, L, of waves propagate along different paths from the M 1 antenna elements forming Array 1 to the M 2 antenna elements forming Array 2. Along its path a wave interacts with a certain number of scatterers. We use the index k ∈ {1, 2} for the arrays. Following [7] , we assume that the far-field condition holds, and that the elements of Array k are confined in a region R k , in which the plane wave approximation is accurate. A coordinate system is specified at an arbitrary origin O k in R k . The individual locations of the elements of Array k are determined by the vectors
T denote the (complex baseband representation of the) signal vector at the input of Array 1. Here, [·] T is the transpose operator. The contribution of the th wave to the outputs of Array 2 can be written in vector notation as
In this expression, θ .
is a vector whose entries are the parameters characterizing the th path: Ω 1, , Ω 2, , τ , ν , and α denote, respectively its DoD, DoA, propagation delay, DF, and complex weight (or gain). We describe a direction as a unit vector Ω with initial point anchored at the reference location, or equivalently as the terminal point of this vector, i.e. a point located on a unit sphere centered at the reference point. Then, Ω is uniquely determined by its spherical coordinates
T . The angles φ and θ are referred to as respectively the azimuth and the co-elevation of Ω. The M k -dimensional complex vector c k (Ω) represents the response of Array k to a wave impinging from direction Ω. Provided coupling effects between the array elements are negligible,
is the complex electric radiation patterns of the mth element in Array k, and λ 0 denotes the carrier wavelength.
The signal vector Y (t) .
T representing the outputs of Array 2 is given by
where
T is standard M 2 -dimensional complex temporally and spatially white Gaussian noise, and N 0 is a positive constant.
III. TDM CHANNEL SOUNDING TECHNIQUE
Sounding of the propagation channel is performed in a TDM mode according to the time structure depicted in Fig.  2 . As depicted in Fig. 1 Fig. 2 is irrelevant in the subsequent investigations. The motivation for introducing this interval can be found in [7] . One measurement run consists of I cycles.
To characterize the SM of a switched array, we first need to define a (spatial) indexing of the array elements which is then kept fixed. The natural element indexing for a uniform linear array is according to the element spatial ordering, starting at one end. Similarly the natural element indexing of a uniform planar array is determined first by the order of the element row and then by the element order inside its row. The SM of an array during one cycle is entirely defined by a permutation of the element indices. Let η k (i, ·) denote (the permutation describing) the SM of Array k during the ith cycle. Referring to Fig. 2 , the beginning of the interval when the element pair (m 1 ,m 2 ) is switched in the ith cycle is t i,m1,m2 
Following the same notation as in [7] , the scalar signal at the output of Sw2 reads
where W (t) denotes standard complex white Gaussian noise and q 2 (t) is an indicator function, i.e. with range {0,1}, which takes value one if, and only if, some element of Array 2 is switched by Sw2. Moreover,
T u(t−τ ), with u(t) denoting the signal at the input of Sw1. The M 2 dimensional vector-valued functions q k (t) characterize the timing of Swk. More specifically, the m k th entry of q k (t) is an indicator function which takes value one, if and only if, Swk switches the m k th element of Array k [7] .
IV. OBJECTIVE FUNCTION USED IN THE ESTIMATION OF THE DF AND THE DIRECTIONS A. TDM-MIMO Channel Sounding
According to [7] at each iteration of the ISI-SAGE algorithm, the parameter estimates of the th path are updated successively in the M-step of the algorithm. This step computes the argument maximizing an objective function |z(θ ;x )|,
and | · | denotes the norm of the scalar or the vector given as an argument. Notice that the objective function coincides with the maximum-likelihood estimate (MLE) ofθ in a one-path scenario, in which casê
, withθ denoting the current estimate of θ , is an estimate of the so-called admissible hidden data X (t) = s(t; θ ) + N0 2 q 2 (t)W (t) calculated in the expectation (E-) step of the ISI-SAGE algorithm. The reader is referred to [8] for the properties of the SAGE algorithm and the related terminology.
In the subsequent analysis of the behavior of the objective function versus the DF, the DoD and DoA we make the following four simplifying assumptions: (A) The antenna elements are isotropic; (B) The phase change due to the DF within T s is neglected, i.e. the term exp{−j2πν t} in (5) is set equal to 1. As shown in [1] this effect can be easily included into the model and its impact on the performance of the DF estimate proves to be negligible; (C) We assume that the remaining interference contributed by the waves , = {1, . . . , L}/{ } in the estimatex (t) computed in the E-step of Path is negligible, i.e.x (t) = s(t; θ ) + N0 2 q 2 (t)W (t). Under this assumption, the M-step of Path is derived based on an equivalent signal model where only Path is present. If we further focus the attention on one particular path, which without loss of generality is selected to be Path 1, then (3) with L = 1 is the equivalent signal model for the derivation of the M-step of Path 1. In this case,x 1 (t) = y(t) and the MLE of θ 1 is computed in the M-step. For notational convenience we shall drop the indexing for the parameters of Path 1 in the sequel; (D) As the focus is on the estimation of the DF, DoD, and DoA, we further assume that the ISI-SAGE algorithm has perfectly estimated the delay of Path 1 or has knowledge of it. As a result z(θ; y) reduces to a function of Ω 1 , Ω 2 , and ν according to
The notation (·) designates the true value of the parameter given as an argument. Under the above assumptions, by dropping a constant term and normalizing by 1 IM1M2 , (6) can be cast as
with the notational convention(·) . 
The noise term V (ν, Ω 1 , Ω 2 ) can be derived analogously to V (ν) in [1] . Notice that the expressions in the arguments of the exponential terms in the summands of S i (Ω 1 ,ν) and T i (Ω 2 ,ν) reveal respectively a coupling depending on η 1 (i, ·) in the estimation of the DoD and the DF and a coupling depending on η 2 (i, ·) in the estimation of the DoA and the DF.
B. Case Study: TDM-SIMO Channel Sounding with Uniform Linear Array
In this subsection we investigate in detail the above mentioned coupling and in particular how the SM affects the objective function of the DF and direction MLEs. To keep the discussion simple we restrict the attention to a special case where Array 1 consists of one element (M 1 = 1) and Array 2 is uniform and linear. In this case, the DoD cannot be estimated and (7) reduces to
We investigate the behavior of the absolute value of (9) in the noiseless case (V (ν, Ω 2 ) = 0). Array 2 consists of M 2 equidistant isotropic elements with locations r 2,m2 = [ . The parameter ω can be interpreted as a spatial frequency. It can be also written as ω = cos(ψ) where ψ is the angle between the impinging direction and the array axis. This angle is the only characteristic of the incident direction that can be uniquely determined with a linear array.
The absolute value of (9) reads in this case
If the SM is cycle-independent, the right-hand expression in (10) factorizes according to
We investigate the impact of different SMs on (11) for the setting of the TDM-SIMO system and the one-wave scenario specified in Table I . The wave is incident perpendicular to the array axis and its DF is 0 Hz. Notice that from (10) the behaviour of the objective function only depends on the DF deviation from the true DF so that the choice of the latter within the range (− ]. Thus, if this SM is used, the DFER has to be restricted to the above interval in order to avoid the ambiguity problem. Fig. 3(d) as side-lobe stripes at the loci of the maxima of |G(ν)| when the SM is cycle-independent. As exemplified by Fig. 3 (e) this pattern vanishes completely when using a cycle-dependent SM. Furthermore, the side-lobes of the third depicted objective function have much lower magnitude than those of the second objective function.
This study shows that in the worst case (using the identity SM), the operational DFER is (− objective function. This impact is investigated in more detail in Section V.
C. Analysis of the Ambiguity Effect for the Case Study
In this subsection we derive a necessary and sufficient condition for a cycle-independent SM to lead to an objective function exhibiting multiple maxima. We also show that modulo-type SMs (and among them the identity SM) cause the ambiguity problem when the cycle repetition rate R is integer.
The function z(ν,ω; y) in (10) is of the form
T r + πωm 2 . Whenω = 0 andν = 0, |z(ν,ω; y)| equals its maximum value 1. However, a necessary and sufficient condition for |z(ν,ω; y)| = 1 to hold is that all the phases in the double sum are congruent modulo 2π. This will be the case if, and only if,
and
Hence |z(ν,ω; y)| exhibits multiple maxima if, and only if, the system of equations defined by (12) and (13) has one or more non-trivial solutions (ν,ω) ∈ (− In the sequel, we focus on cycle-independent SMs. In this case η 2 (i, m 2 )−η 2 (i+1, m 2 ) = 0 and (12) reduces toνT cy
, where Z is the set of integers. Inserting this identity in (13) yields
. Hence, provided the SM is cycle-independent, a necessary and sufficient condition for the ambiguity problem to occur is that the equation system (14) has at least one non-trivial solution 
RM2
2 ] \ {0}. Notice that this result is in accordance with the 8 maxima (corresponding to the 7 non-trivial solutions plus the trivial solution) that can be observed in Fig. 3(c) . RMSEEs ofν (solid curves) andψ (dotted curves) versus γo computed using the setting given in Table I for different SMs. The dashed and the dash-dotted lines represent the CRLBs ofν andψ respectively. The curves with symbols ♦, , , have been obtained using 3 cycle-independent SMs and 1 cycle-dependent SM leading to NSL = 0.85, 0.80, 0.58, and 0.28 respectively.
V. PERFORMANCE SIMULATIONS
The theoretical investigations of the study case reported in the previous subsection show that the SM strongly affects the side-lobes of the objective function of the DF and DoA MLEs. As a consequence the SM will also affect the robustness of the estimators toward noise since this robustness directly depends on the magnitudes of the side-lobes.
We define the normalized side-lobe level (NSL) associated with a SM to be the magnitude of the highest side-lobe of the corresponding objective function. It is obvious that objective functions with NSL equal to one have multiple maxima and therefore lead to an ambiguity in the estimation of DF and DoA, whereas objective functions with NSL less than 1 have a unique maximum.
We show by means of Monte-Carlo simulations that the NSL associated with a SM can be used as a figure of merit of this SM for the optimisation of the performance of the DF and DoA MLEs. The parameter setting of the considered scenario is the same as that used in the case study (see Table I ). Fig. 4 depicts the RMSEEs of the MLEsν andψ versus the output signal-tonoise ratio γ o .
for four SMs leading to NSLs equal to 0.28, 0.58, 0.80, and 0.85 respectively. The symbol P in the above expression denotes the transmitted signal power. The RMSEEs are compared to the corresponding individual Cramér-Rao lower bounds (CRLBs) calculated in [8] assuming parallel SIMO channel sounding.
As shown in Fig. 4 all curves exhibit the same behavior, i.e. when γ o is larger than a certain threshold, γ th o , the RMSEEs ofν andψ are close to the corresponding CRLBs. When γ o < γ th o , the RMSEEs increase dramatically as already shown in [1] . Further simulations show that γ th o increases along with the NSL. This behavior can be explained as follows: The probability of the event that the maximum of any side-lobe of the objective function is higher than the maximum of its mainlobe is larger when these side-lobes have high magnitudes. Notice that the threshold effect is well-known in non-linear estimation such as frequency estimation [9] .
We can use the RMSEE curve of the DF MLE under the hypothesis that all other parameters but the complex gain of the path are known as a benchmark for the DF MLE performance when all path parameters are unknown. This curve is indeed a lower bound for the RMSEE curve of the latter DF estimates. Monte Carlo simulations not reported here show that this benchmark curve exhibits a threshold γ close to the CRLB ofν for γ o > γ th o . From Fig. 4 we observe that the threshold γ th o of the RMSEE curve ofν obtained for the SM leading to NSL=0.28 is 0.5 dB apart from that of the benchmark curve. Hence, the former threshold is close to the minimum achievable threshold. This observation confirms that the NSL is a suitable figure of merit for the selection of "good" SMs, i.e. leading to MLEs operating close to optimum.
VI. EXPERIMENTAL INVESTIGATIONS
In this section, we present experimental investigations that illustrate the impact of the SM on the objective function used in the ISI-SAGE algorithm to estimate the DF and DoA of propagation paths based on measurement data. The measurements were performed with the TDM-MIMO channel sounder PROPSound [10] . The Tx array consisted of 3 conformal sub-arrays of 8 dual-polarized patches uniformly spaced on a cylinder together with a uniform rectangular 2 × 2 sub-array of 4 dual-polarized patches placed on top of the cylinder (M 1 =54). At the Rx a 4×4 planar array with 16 dual-polarized patches was used (M 2 =32). The spacing between the Rx array elements and the elements of the four Tx sub-arrays is half a wavelength. The selected carrier frequency was 2.45 GHz. The sounding signal was a pseudo-noise (PN) sequence of length K = 255 chips with chip duration T c = 10 ns. The sensing interval coincided with one period of the PN-sequence, i.e. T s = KT c = 2.55 µs. The transmitted power was 100 mW.
The Rx array was mounted outside a window on the 3rd floor of the Elektrobit AG building in Bubikon, Switzerland. The Tx array was mounted on the roof of a van moving with approximately 8 m/s away from the building. The measurements were performed twice along the same route with different settings of the sounding equipment (see Table  II ). The van was driving at approximately the same velocity during both measurement recordings to ensure propagation scenarios with almost identical DFs. The azimuth of arrival (AoA), the elevation of arrival (EoA) and the DF of the LOS path can be calculated from the location of the Rx as well as the position and the velocity of the van to be approximately ] in Scenario II. These intervals were then selected as the corresponding DFERs for the two scenarios. As explained later, the SM at the Tx is irrelevant in the investigated situation. At the Rx, we apply a patch-wise identity SM in Scenario I and a patch-wise optimized SM in Scenario II. The term "patch-wise" indicates that the two elements of each patch are always switched consecutively. This is done to mitigate phase noise effect for accurate polarization estimation.
The ISI-SAGE algorithm is applied to the measurement data to estimate the individual parameter vectors of L = 4 propagation paths using I = 4 measurement cycles. The parameter estimates of the four paths are initialized successively with a Non-Coherent Maximum Likelihood (NC-ML) technique described in [3] . Once the initialization is completed, the Eand M-steps of the ISI-SAGE are performed as described in [7] . It can be shown that the objective function used for the joint initialization ofν andΩ 2, after the initial delay estimatê τ (0) has been computed is similar to the absolute value of (9) with τ =τ (0) andx (t) = y(t) − −1 =1 s(t;θ (0)). Since at that stage, the DoD of the th path has not been estimated yet, the NC-ML technique is used to initializeν andΩ 2, jointly. The SM at the Tx is irrelevant when this method is applied. Hence, we can use the initialization procedure of the ISI-SAGE algorithm to experimentally investigate scenarios similar to the case study described in Subsection IV-B. The differences between the experimental scenarios and the case study are as follows: (1) the SIMO antenna system considered in the case study is replaced by a MIMO system in the experimental scenario; (2) a uniform planar array with dualpolarized elements is used instead of a uniform linear array; (3) the array elements are not isotropic; (4) in the calculation ofx (t) the contribution of the waves but the th one were either not or only partially cancelled.
In the sequel we restrict the attention to the LOS path indexed = 1. To visualize the behavior of the objective function versus ν 1 , we compute
with z(ν 1 , Ω 2,1 ; y) given in (9) . Notice that T i (Ω 2,1 ,ν 1 ) (see (8) ) depends on the real response of the Rx array, i.e. includes the radiation patterns of the elements in the array. Inserting (9) with the noise term omitted in the definition of F (ν 1 ) we obtain
with T (ν 1 ) . = max
Ω2,1
T (Ω 2,1 ,ν 1 ). The second line follows similarly to (11) since the SM is cycle-independent. Hence, the SM only affects F (ν 1 ) via |T (ν 1 )| 2 . The right hand expression in (15) will be useful for understanding the behavior of F (ν 1 ) computed from the measurement data. This function is plotted versus ν 1 ranging in (−81.3 Hz, 81.3 Hz] in Fig. 5 (top) ]. This behavior is due to the identity SM used for the 4 × 4 planar array. In Scenario II, PE(F (ν 1 )) exhibits a dominant lobe and multiple side-lobes with significant lower amplitude. The width of the main lobe is in accordance with the analytically derived value of
M2
1 Tr for the separation between the zero points of the main lobe.
In case the DFER is extended to (− ] in Scenario I, the maximum of F (ν 1 ) is located at −97.604 kHz in the initialization step (as shown in Fig. 5 (bottom) ), and stays at this value after 4 iterations. The AoA and EoA estimates are respectively 70 o and 2 o . These estimates are obviously artifacts that result due to the identity SM used at the Rx array.
Notice that the high side-lobes at the boundary of the DF estimation range are due to the patch-wise switching of the arrays. When the DF is very low compared to the switching rate as it is the case here, the resulting phase-shift due to the DF between consecutive sensing intervals of the elements of a patch is close to zero, which leads to an effective doubling of T r . As a result, the graph of PE(F (ν 1 )) exhibits two segments of similar shape as shown in Fig. 5 (bottom) .
The above investigations show experimentally the ambiguity effect that occurs when the DFER is extended to (− and the identity SM combined with a planar array is used. It also demonstrates that this problem is avoided by appropriately selecting the SM.
VII. CONCLUSION In this contribution we investigate the behavior of the Doppler frequency (DF) and direction estimates obtained with the ISI-SAGE algorithm [2] and [3] when the scheme is used in combination with TDM-MIMO channel sounding.
Theoretical analysis combined with simulations show that when the DF estimation range (DFER) is selected to be from minus to plus half the switching rate as proposed in [1] the switching modes (SMs) of the arrays have to be selected suitably. It is shown that traditionally used SMs of uniform linear and planar arrays where the elements are switched according to their natural spatial ordering are inappropriate as they lead to an ambiguity in the joint estimation of DF and directions. The investigations also reveal that the objective function of the DF and direction estimates and in particular the levels of its side-lobes are strongly affected by the choice of the SM.
We propose to associate to any SM the so-called normalized side-lobe level (NSL) of the objective function resulting from selecting this SM. Monte Carlo simulations show that the NSL is a sensible figure of merit for the identification of SMs leading to DF and direction estimates performing close to optimum in terms of root mean square estimation error.
The above theoretical studies are confirmed by experimental investigations using the ISI-SAGE algorithm. These investigations show that consecutive switching of the two elements of dual polarized patches in an array reduce the DFER by a factor two. However this reduction is in practice irrelevant as the switching rate implemented in measurement equipments is usually several orders of magnitude larger than the maximum Doppler frequency observable in radio propagation environments.
