Abstract-Training of support vector machines (SVMs) requires to solve a linearly constrained convex quadratic problem. In real applications, the number of training data may be very huge and the Hessian matrix cannot be stored. In order to take into account this issue, a common strategy consists in using decomposition algorithms which at each iteration operate only on a small subset of variables, usually referred to as the working set. Training time can be significantly reduced by using a caching technique that allocates some memory space to store the columns of the Hessian matrix corresponding to the variables recently updated. The convergence properties of a decomposition method can be guaranteed by means of a suitable selection of the working set and this can limit the possibility of exploiting the information stored in the cache. We propose a general hybrid algorithm model which combines the capability of producing a globally convergent sequence of points with a flexible use of the information in the cache. As an example of a specific realization of the general hybrid model, we describe an algorithm based on a particular strategy for exploiting the information deriving from a caching technique. We report the results of computational experiments performed by simple implementations of this algorithm. The numerical results point out the potentiality of the approach.
where 2 R`, Q is an`2`positive semidefinite matrix, e 2 Rì s the vector with components e i = 1, i = 1; . . . ;`, y 2 f01; 1g`, and C is a positive scalar. The generic element qij of the matrix Q is given by y i y j K(x x x i ; x x x j ), where K(x x x; z z z) = (x x x) T (z z z) is the kernel function related to the nonlinear function that maps the data from the input space into the feature space.
We assume that the number`of training data is huge and the Hessian matrix Q cannot be fully stored so that standard methods for quadratic programming cannot be used. Hence, the adopted strategy to solve the SVM problem is usually based on the decomposition of the original S. Lucidi and L. Palagi are with the Dipartimento di Informatica e Sistemistica "Antonio Ruberti,"Sapienza Università di Roma, 00185 Roma, Italy (e-mail: lucidi@dis.uniroma1.it; palagi@dis.uniroma1.it).
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Formally, starting from a feasible point k , at the current iteration k, the index sets of the variables is partitioned into two subsets:
• W , called working set, with cardinality jW j = q 2;
• W = f1; . . . ;`g n W ;
(for notational convenience, we omit the dependence on k). ).
The selection rule of the working set strongly affects both the speed of the algorithm and its convergence properties.
In computational terms, the most expensive step at each iteration of a decomposition method is the evaluation of the kernel to compute the columns of the Hessian matrix, corresponding to the indices in the working set W . To reduce the computational time, a commonly adopted strategy is based on the use of a caching technique that allocates some memory space (the cache) to store the recently used columns of Q, thus avoiding in some cases the recomputation of these columns. Hence, to minimize the number of kernel evaluations and to reduce the computational time, it is convenient to select working sets containing as much elements corresponding to columns stored in the cache memory as possible.
On the other hand, to guarantee the global convergence of a decomposition method, the working set selection cannot be completely arbitrary but must satisfy suitable rules, for instance, those based on the "maximum violation" of the optimality conditions (see, e.g., [9] , [10] , and [13] ). However, "maximum violation" rules are not designed to fully exploit the information of the matrix cache. Therefore, the study of decomposition methods specifically designed to couple both the theoretical aspects and an efficient use of a caching strategy is of interest and has motivated recent papers (see, e.g., [7] ).
Here we define a general convergent hybrid decomposition model which embeds the "maximum violation" selection rule to guarantee theoretical properties and allows an arbitrary choice (even in the size) of the working set provided that a suitable condition is satisfied. Due to its generality, the resulting class of algorithms may lead to several practical schemes where the degree of freedom introduced in the general framework could be fruitfully employed by means of a caching technique. As an example, we present a specific algorithm derived by the general decomposition framework. Even if the focus of this brief is mainly theoretical, we perform numerical experimentations of two particular implementations of the proposed algorithm.
This brief is organized as follows. In Section II, we describe a commonly adopted decomposition scheme, the most violating pair (MVP) algorithm, related to our hybrid approach. In Section III, we present the general hybrid decomposition scheme. The specific algorithm derived by the general model is described in Section IV. The results of computational experiments are reported in Section V, with comparisons with the-state-of-the-art methods. In the Appendix, we report the proof of convergence of the proposed hybrid decomposition algorithm and some related technical results. 
II. THE MOST VIOLATING PAIR ALGORITHM
In this section, we recall briefly a decomposition algorithm scheme based on the "maximum violation" of the optimality conditions, which play an important role in the definition of working set selection rules. In fact, the popular and efficient convergent decomposition methods SVM light [9] and LIBSVM [2] , [3] use the information deriving from the violation of the optimality conditions.
Since the feasible set is compact, problem (1) admits solution. Moreover, as f is convex and the constraints are linear, a feasible point 3 is a solution of problem (1) if and only if the Karush-Kuhn-Tucker (KKT) conditions are satisfied.
In [10] , KKT conditions have been written in a quite compact form that has been used to define a convergent decomposition algorithm. In particular, let us introduce in a feasible point the index sets R( ) = fi : i < C; yi = 1g [ fi : 0 < i; yi = 01g S( ) = fi : i < C; yi = 01g [ fi : 0 < i; yi = 1g:
We report the KKT conditions in the following proposition. Proposition 1 (Optimality Conditions [10] ): A feasible point 3 is a solution of problem (1) 
Given a feasible point , which is not a solution of problem (1), a pair i 2 R( ); j 2 S( ) such that
is said to be a violating pair. A very simple decomposition method for SVM is the sequential minimal optimization (SMO) algorithm [17] . SMO-type algorithms select at each iteration working set of size exactly two, so that the updated point can be analytically computed, and this eliminates the need to use an optimization software. It has been shown in [8] that SMO-type algorithms have strict decrease of the objective function if and only if the working set is a violating pair. However, the use of generic violating pairs as working sets is not sufficient to guarantee convergence properties of the sequence generated by a decomposition algorithm.
A modified version of SMO has been proposed in [10] , where the two members in the working set are those corresponding to the "maximal violation" of the KKT conditions.
More specifically, given again a feasible point , which is not a solution of problem (1), let us define
Taking into account the KKT conditions as stated in (3), a pair i 2 I( ); j 2 J( ) most violates the optimality conditions, and therefore, it is said to be a maximal violating pair.
A SMO-type algorithm using maximal violating pairs as working sets is usually called most violating pair (MVP) algorithm which is formally described below.
Algorithm MVP

Data. A feasible point
0 .
Inizialization. Set k = 0.
While (stopping criterion not satisfied)
2) Set W = fi k ; j k g, compute the solution 3) Set k = k + 1.
end while
MVP algorithm can be viewed, in turn, as a special case of the SVM light algorithm [9] , which is based on a specific procedure for choosing the q elements of the working set, q being any even number. The convergence properties of SVM light algorithm have been proved in [13] and in [14] under suitable convexity assumptions.
III. A GENERAL HYBRID ALGORITHM MODEL (HMVP)
In this section, we present our hybrid scheme designed to connect the MVP strategy with the possibility of arbitrarily choosing, at any iteration and under suitable conditions, the new updated point. The basic idea is to use, as a reference value, the value of the objective function obtained by the MVP strategy. Any point that allows a sufficient decrease with respect to this value can be accepted as the new iterate. The general hybrid model can be formally described as follows.
Algorithm Model HMVP
Data. A feasible point
0 , a real > 0, an integer p 1.
2) Set W = fi k ; j k g, compute the solution 
3) If
0 < i < C and 0 < j < C (4) then find k+1 s.t. f ( k+1 ) f ( k ) 0 k k+1 0 k k p (5) else set k+1 = k . 4) Set k = k + 1.
end while
Starting from the current point k , the "reference" point k is computed according to the MVP strategy. If the two updated variables are not at the bounds [see condition (4)] then any arbitrary point which provides a sufficient reduction of the function value can be chosen as the new iterate. Note that, provided that (4) is satisfied, a way to find k+1 satisfying (5) is to solve a subproblem using an arbitrary large working set including the MVP pair. A similar strategy of selection of the working set has been proposed in [18] , where computational issues have been deeply investigated and the effectiveness of the strategy has been shown. However, theoretical aspects about convergence have not been analyzed.
In [7] , a convergent hybrid SMO-type method, the hybrid maximumgain (HMG) algorithm, has been proposed which exploits information in the cache in a different way with respect to HMVP. In fact, it switches from a working set selection rule based on the MVP to one which uses greedily second-order information taken from cached kernel matrix entries. More specifically, when both members fi; jg of the preceding working set W k01 are "sufficiently far" from the bounds, the reduction of the objective function in correspondence to all combinations fi; hg and fj; hg, with h = 1; . ..;`, is evaluated and the best one is selected. Thus, the algorithm profits from the kernel cache provided that, as reasonable, the cache always contains the two columns of the matrix Q corresponding to W k01 . The wide and deep computational experience described in [7] has pointed out the effectiveness of the algorithm. The convergence properties of algorithm HMVP are described in Proposition 2, whose proof is quite long and it is reported in the Appendix together with some related technical results. Here, we just summarize the main ideas underlying the algorithm and hence its convergence analysis.
-By definition, an MVP (i k ; j k ) is such that 
In this case, which is related to part a) of the proof of Proposition 2, from (6), (7), and the optimality conditions of Proposition 1, we can realize that to obtain the convergence towards optimal solutions we must ensure that
Condition (5) is sufficient to guarantee that (8) holds, and this is formally proved by Proposition 9.
-If the reference point k does not satisfy condition (4), then condition (7) is not guaranteed, so that we necessarily set k+1 = k ; this case corresponds to part b) of the proof of Proposition 2, which essentially follows the convergence analysis of algorithm MVP developed in [13] and successively in [16] . Proposition 2: Assume that algorithm HMVP does not terminate, and let f k g be the sequence generated by it. Then, every limit point of f k g is a solution of problem (1).
Concerning the convergence rate of Algorithm HMVP we can prove that it has the same linear convergence of algorithm MVP. This can be proved by exploiting the results stated in [5] for SMO-type decomposition methods using a more general rule which includes the MVP one. Assume that algorithm HMVP does not terminate, and let f k g be the sequence generated by it. Then, there are c < 1 and
Proof: By repeating the same reasonings used to prove [5, Th. 7
and 8] we have that there exist c < 1 and k such that for all k k we have f (
, so that the thesis follows from (5).
IV. A SMO-TYPE REALIZATION OF ALGORITHM HMVP
As said before, algorithm model HMVP allows to define particular algorithms using working sets of size larger than two (see [15] for an example of such an algorithm).
In this section, we present a specific realization of algorithm HMVP that falls in the SMO-type class where the information of the matrix cache can be advantageously exploited. In the algorithm, we use the letter W to indicate the MVP working set and the letter w to indicate the second working set that is used to define the updated point. 
end while
The strategy of algorithm HMVP-1 is that of performing, when possible, a two-step minimization with respect to two different pairs of variables. The former corresponds to the maximum violating pair, and the latter corresponds to a pair of columns stored in the cache memory and must be related to a violating pair at the reference point k (otherwise, we would necessarily have k+1 = k ). Note that the updated point can be analytically determined, furthermore, at most two columns of the Hessian matrix (those corresponding to the maximum violating pair) must be possibly recomputed.
We also observe that a different rule to choose a pair of columns fs k ; t k g in the cache memory, from random to "smart," may correspond to drastically different numerical performance of the algorithm. In particular, in Section V, we describe two simple and effective strategies.
In order to prove the global convergence of algorithm HMVP-1 it is sufficient to show that it is a specific realization of algorithm HMVP. Formally, we can state the following proposition.
Proposition 4: Assume that Q is a symmetric positive-semidefinite matrix that algorithm HMVP-1 does not terminate and let f k g be the sequence generated by it. Then, every limit point of f k g is a solution of problem (1) .
Proof: From (9) and Proposition 7 in the Appendix, we have that there exists > 0 such that
so that condition (5) holds and hence algorithm HMVP-1 is a specific realization algorithm HMVP. Then, the thesis follows from Proposition 2. 
V. COMPUTATIONAL EXPERIMENTS
In this section, we report the numerical results obtained by two simple SMO-type implementations of algorithm HMVP-1. In particular, in step 3a) of algorithm HMVP-1, we consider two possible selection rules of the pair of columns fs k ; t k g in the cache memory. The first one, corresponding to algorithm HbiMVP, uses only first-order information and selects the pair fs k ; t k g by means of the MVP rule applied to indices in the cache, namely, we have that s k 2 R( k ), t k 2 S( k ), Q s ; Q t are in the cache, and
for any i 2 R( k ) such that Q i is in the cache, and
for any j 2 S( k ) such that Qj is in the cache. The second one, corresponding to algorithm HbiMVP 2 , selects the pair fs k ; t k g according to the second-order selection rule of [4] applied to the indices in the cache. Thus, we have that s k is determined as above, while the other index t k is selected in such a way that fs k ; t k g yields, among all combinations fs k ; jg, with j 2 S( k ) and such that Qj is in the cache, the maximum reduction of the objective function ignoring the box constraints. Both HbiMVP and HbiMVP 2 have been implemented, for a fair comparison, by suitably modifying the available C++ code of LIBSVM (see [3] ). Performances of HbiMVP have been compared with those of LIBSVM 2.71, which also uses only first-order information, being an efficient implementation of the MVP algorithm. Performances of HbiMVP 2 have been compared with those of two algorithms using second-order information: LIBSVM 2.86 [4] and algorithm HMG [7] . The performances of all the algorithms have been tested on eight large dimensional test problems. We have used the radial Gaussian kernel K(u; z) = e 0(ku0zk =2 ) , and the values of the kernel parameter and of the regularization parameter C have been determined by a grid search selecting those values that give the smallest error on the test data set. Details of the eight data sets can be found in Table I. For each data set, we report the name, the number`of training examples, the dimension n of the input space, and the selected values of the parameters C and .
All the experiments have been carried out on a 3.00-Ghz Pentium 4, and without shrinking. The size of the cache was fixed to 256 MB. In all the experiments, we record the number of iterations (ni), number of column evaluations of the matrix Q (K ev ), and the required central processing unit (CPU) time (runtime) expressed in seconds. We also report the value of the optimal objective function in order to evaluate the precision of the algorithm.
The results are reported in Tables II and III. The best values (in terms of computational time) are in boldface. In case of a difference on the CPU time below 10% we declare a parity among algorithms and all the values are highlighted. From Table II , it turns out that HbiMVP is Now we recall the following result (see [13] and [14] ).
Proposition 7:
Assume that Q is a symmetric positive-semidefinite matrix and W is a working set of size two. Let We state and prove the following propositions. W is a solution of (2). Proposition 9: Assume that algorithm HMVP does not terminate and let f k g be the sequence generated by it. Then, we have
and
Proof: First, we have (see Proposition 7)
and, by the instructions of the algorithm, we can write
As k belongs to the feasible compact set for all k and f is bounded below on it, from (17), we get
From (16) and (18), we obtain that (14) is proved. 
If K 1 is an infinity subset, then from (18) and (19), we obtain k k 0 k+1 k ! 0 for k ! 1, k 2 K 1 , which implies, together with (14) , that k k+1 0 k k ! 0 for k ! 1, k 2 K1. If K2 is an infinity subset, then using (18) and (20) and j k+m(k) 2 S k+m(k) :
Note that the satisfaction of condition (4) 
Since i k+m(k) and j k+m(k) belong to the finite set f1; . . . ; lg, we can extract a further subset of K that we relabel again with K, such that i k+m(k) = i, j k+m(k) = j for all k 2 K. 
Taking limits in (26), using (23), and recalling (25), we can write
, which contradicts (21). b) The proof of this part can be derived along the same line of part b) of the proof of Proposition 6 in [16] . For sake of space, we do not repeat it here. The full detailed proof can be found in [15] .
