Robust and nonparametric methods for skewed data.. by Van der Veeken, Stephan




Robust and nonparametric methods for skewed data
Stephan Van der Veeken
Dissertation presented in partial
fulﬁllment of the requirements for
the degree of Doctor
in Sciences
December 2010Robust and nonparametric methods for skewed data
Stephan Van der Veeken
Jury: Dissertation presented in partial
Prof. Dr. Mia Hubert, advisor fulﬁllment of the requirements for
Prof. Dr. Christophe Croux, co-advisor the degree of Doctor
Prof. Dr. Michiel Debruyne in Sciences
Prof. Dr. Catherine Dehon
Prof. Dr. Irène Gijbels
Prof. Dr. Peter Rousseeuw
Prof. Dr. Wim Schoutens
December 2010© Katholieke Universiteit Leuven – Faculty of Sciences
Address, B-3001 Leuven (Belgium)
Alle rechten voorbehouden. Niets uit deze uitgave mag worden ver-
menigvuldigd en/of openbaar gemaakt worden door middel van druk,
fotocopie, microﬁlm, elektronisch of op welke andere wijze ook zonder
voorafgaande schriftelijke toestemming van de uitgever.
All rights reserved. No part of the publication may be reproduced in any
form by print, photoprint, microﬁlm or any other means without written
permission from the publisher.
Legal depot number D/2010/10.705/68
ISBN number 978-90-8649-376-0Voorwoord
Het is inmiddels ruim vier jaar geleden dat ik voor het eerst het departement
Wiskunde betreden heb. Met enige argwaan werd ik daar ontvangen. Men
was het immers niet echt gewend dat ingenieurs enige interesse toonden
voor onderzoek in wiskunde. Vermits het masterprogramma wiskunde dat
jaar verlengd was van 1 naar 2 jaar, waren er geen pas afgestudeerde
wiskundigen. Er heerste dus een grote schaarste in nieuwe nederlandstalige
assistenten. Vermits ik als ingenieur enige basiskennis wiskunde had en
voornamelijk wegens mijn grondige kennis van de Nederlandse taal, werd er
uiteindelijk besloten mij te kans te bieden om vier jaar onderzoek te doen
aan dit departement. Ik ben de mensen die mij destijds die gelegenheid
geboden hebben dan ook erg erkentelijk.
Wetenschappelijk onderzoek vergt een beetje creativiteit, doorzettingsver-
mogen en voornamelijk een goede begeleiding. Mijn promotor prof. Mia
Hubert heeft mij gedurende heel mijn doctoraat uitstekend begeleid. Ik
wens haar dan ook hartelijk te bedanken voor alle onvoorwaardelijke hulp
die ik van haar gekregen heb. Vooral op momenten dat het wat minder
goed vorderde, heeft zij mij steeds opnieuw kunnen motiveren. Ook zou ik
graag de leden van de jury willen bedanken voor de kritische lezing van het
manuscript.
Om goed te kunnen functioneren is een aangename werksfeer uiteraard
zeer belangrijk. Gelukkig was daaraan op de afdeling statistiek geen
gebrek. Ik wil dan ook graag al mijn directe collega’s bedanken voor
de vele aangename koﬃepauzes. In het bijzonder denk ik aan Lieven
Desmet, Dina Vanpaemel, Anneleen Verhasselt, Geert Vandamme en mijn
buro-genote Ilaria Prosdocimi met wie ik vele gezellige momenten heb
mogen doorbrengen. Philip Eyckens wil ik graag bedanken voor de vele
iii
wetenschappelijke en politieke discussies tijdens de lunchpauze.
De laatste 4 jaren in Leuven waren voor nooit zo leuk geweest zonder
aangename huisgenoten. Dankzij Robin Peters en Paul Lepoutre heb ik
gedurende mijn doctoraat kunnen genieten van een onovertroﬀen huiselijke
gezelligheid.
Voor de nodige ontspanning kon ik steeds bij vrienden terecht. Als ik mijn
ganse studiecarrière beschouw zijn dat er wel wat. Toch misschien een lijstje
van diegenen die me het meest zullen bijblijven: Alexander Carpentier,
Benoit Willems, Vincent en Bernard Floré, Pieter Vande Putte, Steven
Renier, Yannick Peeters, Philippe Hoste, Bram Van Tongerloo, Nick Van
Praag, Nick Bila, Frederic Huynen, Ben Swerts, David Martens, Patrick
Fransen, Koen Laisnez, Cedric Gillebert, Philip Ursi, Michael Demeyere,
Koen en Luc Rochtus, Frederik Herten, Charlotte Spyns, Anne Nolens,
Camille Depuydt, Anne-Valerie Deman, Soﬁe Van de Velde, Astrid Vanhoof,
Sarah Van Praag, Valentijn De Boe, Thomas Spaas, Jeroen Deconinck,
Jeremi Van den Berghe, Pieter Wauters en Xavier Woot de Trixhe. Bedankt
voor alle gezellige diners, quiz-avonden, vakanties en culturele activiteiten.
Mijn ouders wil ik graag bedanken voor alle kansen die ze mij gegeven
hebben, de onvoorwaardelijke steun en het luisterend oor. Ook mijn jongere
broer Philip verdient een vermelding voor zijn niet aﬂatende bezorgdheid.
Tenslotte wil ik mijn vriendin Laura bedanken voor alle steun tijdens dit
doctoraat en de vele mooie momenten die we samen al beleefd hebben.Nederlandse samenvatting
De meeste klassieke methoden in statistiek zijn gebaseerd op assumpties die
in de praktijk vaak niet voldaan zijn. Vaak wordt er immers verondersteld
dat gegevens een bepaalde waarschijnlijkheidsverdeling volgen. Indien
deze veronderstelling niet gemaakt wordt, spreekt men van een niet-
parametrische methode. Een ander vaak voorkomend probleem is de
aanwezigheid van uitschieters. Een uitschieter is een observatie die ver van
de rest van de gegevens ligt. Uitschieters kunnen door toeval voorkomen
maar zijn vaak ook te wijten aan meetfouten. Een robuuste methode zorgt
ervoor dat de invloed van deze uitschieters zo klein mogelijk is. Het doel
van dit proefschrift is het ontwikkelen van robuuste en niet-parametrische
methoden voor asymmetrisch verdeelde gegevens.
Het onderwerp van Hoofdstuk 1 is het detecteren van uitschieters in
multivariaat scheve verdelingen. De meeste methoden voor het detecteren
van uitschieters in multivariate gegevens zijn gebaseerd op de veronder-
stelling dat de onderliggende verdeling elliptische symmetrie vertoont. In
dit hoofdstuk wordt een methode ontwikkeld die ook voor asymmetrisch
verdeelde gegevens werkt. De voorgestelde methode is een veralgemening
van de Stahel-Donoho outlyingness (Maronna and Yohai, 1995) voor
elliptisch symmetrische verdelingen. De outlyingness van een observatie is
een maat die uitdrukt hoe ver een bepaalde observatie verwijderd is van het
centrum van een verdeling. Vermits er gewerkt wordt met een ’projection
pursuit’ aanpak, zijn enkel univariate schattingen voor locatie en schaal
nodig om de outlyingness van een multivariate observatie te berekenen. De
outlyingness wordt gecorrigeerd voor scheefheid door gebruik te maken van
de medcouple (Brys et al., 2004), een robuuste maat voor scheefheid. Zo
bekomen we een nieuwe maat van outlyingness: de ’adjusted outlyingness’.
Observaties met een hoge adjusted outlyingness worden dan beschouwd als
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uitschieters.
In Hoofdstuk 2 wordt de adjusted outlyingness gebruikt voor classiﬁcatie.
Als voor een observatie kan bepaald worden wat de adjusted outlyingness
is ten opzichte van een populatie, kan men ook zeggen of het al dan
niet waarschijnlijk is dat de desbetreﬀende observatie tot die populatie
behoort. Het opstellen van een regel om een nieuwe observatie toe te
wijzen aan één van de k beschouwde populaties, noemt men een classiﬁcatie
probleem. Vele van de bestaande classiﬁcatie methoden vereisen elliptische
symmetrie van de verschillende populaties. In dit hoofdstuk worden, op
basis van de adjusted outlyingness, classiﬁcatiemethoden opgesteld voor
scheve verdelingen.
De belangrijkste bijdrage van de eerste 2 hoofdstukken is het uitbreiden
van bestaande methoden voor scheef verdeelde gegevens. Hierbij is het
van groot belang dat de scheefheid zo nauwkeurig mogelijk geschat wordt.
De gebruikte scheefheidsschatter is de medcouple. In Hoofdstuk 3 wordt
onderzocht of het mogelijk is om deze scheefheidsschatting en andere
schatters die op kwantielen gebaseerd zijn, te verbeteren. In het bijzonder
wordt onderzocht of het mogelijk is om de gemiddelde kwadratische fout
te verkleinen door de schatter te berekenen op basis van de kwantielen van
een gladde verdelingsfunctie in plaats van de empirische kwantielen. Voor
verschillende schatters blijkt dit inderdaad mogelijk, mits een goede keuze
van de bandbreedte die gebruikt wordt om een gladde verdelingsfunctie te
bekomen.
In Hoofdstuk 1 en 2 werden klassieke methoden aangepast voor scheefheid.
Een andere mogelijkheid is het transformeren van scheef verdeelde gegevens
naar symmetrische gegevens en vervolgens de klassieke methoden toepassen
op de getransformeerde gegevens. De meest gebruikte Box-Cox trans-
formatie voor univariate gegevens is echter gevoelig voor uitschieters en
vereist dat de gegevens positief zijn. In Hoofdstuk 4 wordt beschreven
hoe dergelijke transformaties op een robuuste manier kunnen uitgevoerd
worden. De voorgestelde aanpak combineert de Yeo-Johnson transformatie
voor reële waarden met de maximum trimmed likelihood methode (Hadi
and Luce˜ no, 1997). Ook uitbreidingen voor multivariate gegevens worden
behandeld.Contents
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Statistics deals with gaining information from data. In practice, data often
contain some randomness or uncertainty. Statistics handles such data using
methods of probability theory. Most of these methods, rely on assumptions
that are not always met in practice. In particular, it is often assumed that
data follow a certain probability distribution. Even if the distributional
assumptions are valid for the majority of the data, the presence of outliers
can inﬂuence dramatically the outcome of the classical methods.
An outlier is an observation that lies far away from the rest of the data.
Outliers can occur by chance in any distribution, but they are often
indicative of measurement error. Robust statistics is the art of minimizing
the inﬂuence of outliers. The aim is to ﬁt a model that is followed by the
majority of the data.
In order to deﬁne which observations are outlying, one needs to specify a
model. Often, normality is assumed. A very popular tool to detect outliers
in univariate distributions is the boxplot, which relies on this assumption of
normality. Hubert and Vandervieren (2008) proposed a so called ’adjusted
boxplot’ that is suitable to detect outliers in skewed distributions. In order
to construct this boxplot, the skewness of the distribution needs to be
estimated. This is done by means of the medcouple, a robust estimator
of skewness (Brys et al., 2004). One of the goals of this dissertation is
to construct an outlier detection rule for multivariate skewed distributions
based on this adjusted boxplot.
Chapter 1 deals with the detection of outliers in multivariate skewed
distributions. To detect outliers in multivariate data, it is common practice
to estimate the location and scatter of the data by means of robust
estimators. All these estimators assume that the data are generated from
12 Introduction
an elliptical distribution, among which the multivariate gaussian is the most
popular one. Consequently these outlier detection methods will not work
appropriately when data are skewed. Our method is inspired by the Stahel-
Donoho estimator (Maronna and Yohai, 1995). This estimator is based
on the outlyingness of the data points, which is essentially obtained by
projecting the observations on many univariate directions and computing a
robust center and scale in each projection. In order to adjust for skewness,
the Stahel-Donoho outlyingness is replaced by the adjusted outlyingness
(AO). The method is based on the adjusted boxplot for skewed data
(Hubert and Vandervieren, 2008) and essentially deﬁnes for univariate data
a diﬀerent scale on each side of the median. This scale is obtained by
means of the medcouple (Brys et al., 2004). In the second step of our
outlier detection method, we declare an observation as outlying when its
adjusted outlyingness is ’too’ large. As the distribution of the AO’s is in
general not known, we apply again the adjusted boxplot outlier rule.
In Chapter 2, the concept of ’adjusted outlyingness’ is used for classiﬁcation.
If we can determine for an observation whether it is outlying with respect
to a given population, it is also possible to say whether or not that
observation is likely to belong to that population. This is essentially what
is called a classiﬁcation problem: given a random sample from a group of
k populations, constructing a rule to classify a new observation into one
of the k populations. Many of the existing classiﬁcation methods rely on
quite strict distributional assumptions such as multivariate normality, or at
least elliptical symmetry. Proposals for skewed data are hardly available.
An interesting approach is based on the concept of depth, and has been
proposed in Ghosh and Chaudhuri (2005). A new observation is assigned
to the population in which it attains maximal depth. Most common
robust depth functions include Tukey’s halfspace depth (Tukey, 1975) and
Liu’s simplicial depth (Liu, 1990). The resulting classiﬁers achieve a good
classiﬁcation performance (especially when outliers are present) but they
have the drawback that data outside the convex hull of every group will
have zero depth, and then the classiﬁcation becomes ambiguous. In this
chapter, we propose classiﬁcation rules based on the adjusted outlyingness,
which is related to projection depth (Zuo and Serﬂing, 2000). Hence, it can
be seen as an extension of the projection depth classiﬁers for elliptical data.
In low dimensions this leads to robust classiﬁers which can more easily
be computed. A ﬁrst and most straightforward approach corresponds to
assigning an observation to the group for which it attains minimal AO.Introduction 3
Instead of looking at the value of the AO of a new observation, it is also
possible to consider the relative position of this AO with respect to the
AO-values of the diﬀerent groups. This relative position can be deﬁned
as a rank or as a signed adjusted outlyingness. Simulation results and an
application to a real data set show that this modiﬁcation results in lower
misclassiﬁcation errors when the group sizes are unequal.
Moreover, for high-dimensional data, the adjusted outlyingness also allows
for a generalization of the ’Soft Independent Modelling by Class Analogy’
method (SIMCA) (Wold, 1976). To construct our new method, we combine
robust PCA for skewed data (Hubert et al., 2009) with the robust RSIMCA
method for elliptical data (Vanden Branden and Hubert, 2005).
The most important contribution of the ﬁrst 2 chapters is the extension of
existing outlier detection rules and classiﬁers to skewed distributions. In
order to achieve this goal, it is of major importance to estimate the skewness
as accurately as possible. The skewness estimator we used is the medcouple.
One of the main questions addressed in Chapter 3, is whether it is possible
to improve this skewness estimate, but also other estimators that are based
on quantiles are studied. The quality of an estimator depends on the bias
and the variance. The bias of an estimator is the diﬀerence between an
estimator’s expectation and the true value of the parameter being estimated.
The variance of an estimator expresses how far the estimator lies on average
from its expected value. The lower the bias and the variance, the better.
The mean squared error (MSE) of an estimator combines variance and bias
into one single quantity that expresses the diﬀerence between an estimator
and the true value of the quantity being estimated. In order to determine
whether one estimator is better than another, minimal MSE is often used
as a criterion.
In order to reduce the variance and the mean squared error (MSE), the
estimators are based on a smoothed distribution function instead of the
empirical distribution function. It is shown by Fernholz (1997) that
smoothing the empirical distribution function with an appropriate kernel
can reduce the variance and MSE of estimators. A kernel smoother is a
statistical technique for estimating a real valued function f(x) by using its
noisy observations, when no parametric model for this function is known.
We apply this technique in order to smooth a distribution function F(x).
The estimated function is smooth, and the level of smoothness is determined
by a single parameter: the bandwidth. As was shown by Brys et al. (2004),4 Introduction
the medcouple has a rather high variance for small samples. The main
goal of this chapter is to reduce the variance and MSE of the medcouple,
but also other quantile-based estimators such as the quartile skewness are
considered.
The ﬁrst proposals to use kernel smoothing for distribution estimates date
back to Nadaraya (1964) and Azzalini (1981). As was already mentioned,
kernel smoothing requires the choice of a bandwidth. An appropriate choice
of this parameter is of major importance, as over- or undersmoothing
can dramatically aﬀect the bias and variance of the estimate. In order
to determine the bandwidth, several methods are available. Sarda (1993)
proposed a crossvalidation selection procedure, but this method has several
drawbacks as was shown by Altman and Leger (1995). Bowman et al. (1998)
came up with another crossvalidation procedure that turned out to perform
much better. More recently, Hansen (2004) showed that the optimal
bandwidth only depends on the roughness of the ﬁrst derivative of the
density, which can be estimated by kernel density estimation methods. We
will construct two bandwidth selection procedures based on these proposals.
In Chapter 1 and 2, classical methods were adapted for skewness. Another
possible solution is to transform asymmetric data to symmetry and apply
the classical methods on these transformed data. Chapter 4 describes
how transformations can be done in a robust way. The most famous
transformation is the one proposed by Box and Cox (1964). This
transformation has the drawback that it can only be applied to positive
values. Yeo and Johnson (2000) proposed a more general transformation
that can handle all real values. The estimation of the transformation
parameter relies on maximum likelihood (ML) equations. It is generally
known that ML-estimates are very sensitive for outliers. Therefore, a
maximum trimmed likelihood approach is followed (Hadi and Luce˜ no, 1997).
One of the possible applications of the robust transformation is outlier
detection. On the robustly transformed data, outlier detection methods
for symmetric data can be applied. This new method is compared with
two other methods for outlier detection: the classical and the adjusted
boxplot. The advantages and drawbacks of the diﬀerent methods are
illustrated on real and simulated data. These methods can also be extended
to multivariate data by combining them with projection pursuit (Hubert
and Van der Veeken, 2008).
Transformations to multivariate symmetry are also considered. They haveIntroduction 5
the advantage that the correlation between the diﬀerent variables is taken
into account. The disadvantage of this approach is the computational
complexity which grows quickly with the increase in dimensions.List of Publications
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Outlier detection for skewed
data
1.1 Introduction
In order to detect outliers in multivariate data, it is common practice to
estimate the location and scatter of the data by means of robust estimators.
Well-known high-breakdown and aﬃne equivariant estimators of location
and scatter are e.g. the MCD-estimator (Rousseeuw, 1984), the Stahel-
Donoho estimator (Stahel, 1981; Donoho, 1982), S-estimators (Rousseeuw
and Yohai, 1984; Davies, 1987) and MM-estimators (Tatsuoka and Tyler,
2000). Their high-breakdown property implies that the estimators can
resist up to 50% of outliers, whereas their aﬃne equivariance allows for any
aﬃne transformation of the data (such as rotations, rescaling, translations).
In order to classify the observations into regular points and outliers, one
can then compute robust Mahalanobis-type distances, and use a cutoﬀ value
based on the distribution of these distances, see e.g. (Rousseeuw and Leroy,
1987; Maronna et al., 2006; Rousseeuw et al., 2006). All these estimators
assume that the data are generated from an elliptical distribution, among
which the multivariate gaussian is the most popular one. Consequently
these outlier detection methods will not work appropriately when data
are skewed. A typical way to circumvent this problem is then to apply
a symmetrizing transformation on some (or all) of the individual variables.
Common examples are the logarithmic transformation or, more general, a
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Box-Cox transformation (Rayens and Srinivasan, 1991). This is certainly
often a very useful approach, especially when the transformed variables can
also be well interpreted. However, this procedure needs more preprocessing,
is not aﬃne invariant and leads to new variables which are not always well
interpretable. Moreover, the standard Box-Cox transformation is based on
maximum likelihood estimation and consequently not robust to outliers.
How transformations can be robustiﬁed is studied in greater detail in
Chapter 4.
In this Chapter we propose an automatic outlier detection method for
skewed multivariate data, which is applied on the raw data. Our method
is inspired by the Stahel-Donoho estimator (Maronna and Yohai, 1995).
This estimator is based on the outlyingness of the data points, which are
essentially obtained by projecting the observations on many univariate
directions and computing a robust center and scale in each projection.
The observations are then weighted according to their outlyingness and
the robust Stahel-Donoho estimates are obtained as a weighted mean and
covariance matrix (see Section 1.2.4 for the details).
In the ﬁrst step of our procedure we adjust the Stahel-Donoho outlyingness
to allow for asymmetry, which leads to the so-called adjusted outlyingness
(AO). The method is based on the adjusted boxplot for skewed data (Hubert
and Vandervieren, 2008) and essentially deﬁnes for univariate data a
diﬀerent scale on each side of the median. This scale is obtained by means
of a robust measure of skewness (Brys et al., 2004).
In the second step of our outlier detection method, we declare an
observation as outlying when its adjusted outlyingness is ’too’ large. As
the distribution of the AO’s is in general not known, we apply again the
adjusted boxplot outlier rule. All details are provided in Section 1.2.
In Section 1.3 we show how our approach can be used to easily obtain two
graphical representations of bivariate data that reﬂect well their center and
shape. Section 1.4 is devoted to a simulation study. Finally we show in the
appendix that the adjusted outlyingness of univariate data has a bounded
inﬂuence function, which reﬂects its robustness towards outliers.
It is well known that skewness is only an issue in small dimensions. As the
dimensionality increases, the data are more and more concentrated in an
outside shell of the distribution, see e.g. Hastie et al. (2001). Hence, only
low-dimensional data sets with at most 10 variables are considered. OfOUTLIER DETECTION FOR SKEWED DATA 9
course, it is possible that data are represented in a high-dimensional space,
but in fact are close to a low-dimensional space. Dimension reduction
methods are then very helpful preprocessing techniques. One could for
example ﬁrst apply a robust PCA method as in Hubert et al. (2005), and
then apply our new outlier detection method on the principal components
scores. A somewhat more reﬁned approach is recently proposed in Hubert
et al. (2009), based on the work presented here.
1.2 Outlier detection for skewed data
1.2.1 Outlier detection for skewed univariate data
Since our proposal is based on looking for outliers in one-dimensional
projections, we ﬁrst describe how we detect outliers in skewed univariate
data. This problem has been addressed in Hubert and Vandervieren (2008),
where a skewness-adjusted boxplot is proposed. Let Xn = {x1,x2,...,xn}
be an independent and identically distributed random sample drawn from
an absolutely continuous distribution function F(x) with density f(x). As
usual, the population quantile function Q(p) is deﬁned as:
Q(p) = inf {x : F(x) > p} (0 < p < 1).
which we denote by Qp. Accordingly, the estimator of Qp has been chosen
to be the empirical quantile ˆ Qp = inf {x : Fn(x) > p}, with Fn(x) the
empirical distribution function. The standard boxplot (Tukey, 1977) is
constructed by drawing a line at the sample median med(Xn), a box from
the ﬁrst ˆ Q0.25 to the third ˆ Q0.75 quartile, and whiskers w1 and w2 from
the box to the furthest non-outlying observations. These observations are
deﬁned as all cases inside the interval
[ ˆ Q0.25 − 1.5 IQRn, ˆ Q0.75 + 1.5 IQRn] (1.1)
with the interquartile range IQRn = ˆ Q0.75 − ˆ Q0.25. For data coming
from a normal distribution, the probability to lie beyond the whiskers is
approximately 0.7%. However, if the data are skewed, this percentage can
be much higher. For example, in the case of the lognormal distribution
(with µ = 0 and σ = 1), this probability is almost 7%. In Hubert
and Vandervieren (2008), the whiskers are adjusted such that for skewed10 OUTLIER DETECTION FOR SKEWED DATA
data, much less data points fall outside the whiskers. This is obtained by
replacing the interval (1.1) into
[ ˆ Q0.25 − 1.5exp(−4MCn) IQRn, ˆ Q0.75 + 1.5exp(3MCn) IQRn] (1.2)
if MCn > 0 and
[ ˆ Q0.25 − 1.5exp(−3MCn) IQRn, ˆ Q0.75 + 1.5exp(4MCn) IQRn]
for MCn < 0. Here, MC stands for the medcouple which is a robust measure
of skewness (Brys et al., 2004). It is deﬁned as
MCn = MC(Xn) = med
xi<med(Xn)<xj
h(xi,xj)
with med(Xn) the sample median, and
h(xi,xj) =
(xj − med(Xn)) − (med(Xn) − xi)
xj − xi
.
Remark that at symmetric distributions F, MC(F)=0 and hence equa-
tion (1.2) reduces to equation (1.1) from the standard boxplot. It has been
shown in Brys et al. (2004) that the MC on one hand has a good ability to
detect skewness, and on the other hand attains a high resistance to outliers.
It has a 25% breakdown value, and a bounded inﬂuence function. This
means that up to 25% of the regular data can be replaced by contamination
before the estimator breaks down, whereas adding a small probability mass
at a certain point has a bounded inﬂuence on the estimate. Moreover, the
medcouple can be computed fast by an O(nlogn) algorithm.
Note that the adjusted boxplot only corrects for skewness and not for heavy-
tailness. Recently, Snijders (2010) proposed an adjustment for Pareto-type
distributions based on a robust estimation of the extreme value index
(Hubert et al., 2010). However, such a procedure has several drawbacks.
The most important is the decrease in robustness due to the fact that the
robust estimator of the extreme value index has a relatively high bias, even
at small percentages of contamination. Another disadvantage is the fact
that the model complexity increases. This leads to a higher variability of
the whisker lengths, due to the variability of the tail measures.
To illustrate the diﬀerence between the standard and the adjusted boxplot,




























































Figure 1.1: Geological data: (a) Standard boxplot; (b) Adjusted boxplot.
geological survey on the composition in agricultural soils from 10 countries
surrounding the Baltic Sea (Reimann et al., 2000). Top soil (0-25 cm)
and bottom soil (50-75 cm) samples from 768 sites were analyzed. As
an example, we consider the MgO-concentration which was apparently
quite skew (MCn = 0.39). The original and the adjusted boxplot are
shown in Figure 1.1. We see that the standard boxplot marks many
observations as possible outliers, whereas the adjusted boxplot ﬁnds no
cases with abnormally high concentration of magnesium oxide. There are 15
observations that lie under the lower whisker, but they are clearly boundary
cases.
1.2.2 From the adjusted boxplot to the adjusted outlyingness
The adjusted boxplot introduced in the previous section now allows us to
deﬁne a skewness-adjusted outlyingness for univariate data. According to
Stahel (1981) and Donoho (1982), the outlyingness of a univariate point xi
is deﬁned as
SDOi = SDO(1)(xi,Xn) =
|xi − med(Xn)|
mad(Xn)12 OUTLIER DETECTION FOR SKEWED DATA
where med(Xn) is the sample median and
mad(Xn) = b med(|xi − med(Xn)|) (1.3)
the median absolution deviation. The constant b = 1.483 is a correction
factor which makes the MAD unbiased at the normal distribution. Note
that instead of the median and the MAD also other robust estimators of
location and scale can be used (Gervini, 2002; Hubert et al., 2005). The
outlyingness of a data point tells us how far the observation lies from
the center of the data, standardized by means of a robust scale. In this
deﬁnition, it does not matter whether the data point is smaller or larger
than the median. However, when the distribution is skewed, we propose
to apply a diﬀerent scale on each side of the median. More precisely the
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xi−med(Xn)
w2−med(Xn) if xi > med(Xn)
med(Xn)−xi
med(Xn)−w1 if xi < med(Xn)
(1.4)
with w1 and w2 the lower and upper whisker of the adjusted boxplot applied
to the data set Xn. Again note that, at symmetric distributions, AOi
reduces asymptotically to SDOi.
This adjusted outlyingness is illustrated in Figure 1.2. Observation x1 has
AO1 = d1/s1 = (med(Xn) − x1)/(med(Xn) − w1), whereas for x2 we have
AO2 = d2/s2 = (xi − med(Xn))/(w2 − med(Xn)). So although x1 and x2
are located at the same distance from the median, x1 has a higher value of
outlyingness, because the scale on the lower side of the median is smaller
than the scale on the upper side. Note that SDO(1) and AO(1) are location
and scale invariant, hence they are not aﬀected by changing the center
and/or the scale of the data.
As the AO(1) is based on robust measures of location, scale and skewness, it
is resistant to outliers. In theory, a resistance up to 25% of outliers can be
achieved, although we noticed in practice that the medcouple often has a
substantial bias when the contamination is more than than 10%. Moreover,
it can be shown that the inﬂuence function (Hampel et al., 1986) of the
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Figure 1.2: Illustration of the univariate adjusted outlyingness.
1.2.3 Outlier detection for multivariate data
Consider now a p-dimensional sample Xn = (x1,...,xn)′ with xi =
(xi1,...,xip)′. The Stahel-Donoho outlyingness of xi is then deﬁned as
SDOi = SDO(xi,Xn) = sup
a∈Rp
SDO(1)(a′xi,Xna). (1.5)
Deﬁnition (1.5) can be interpreted as follows: for every univariate direction
a ∈ Rp, we consider the standardized distance of the projection a′xi of
observation xi to the robust center of all the projected data points. Suppose
now that SDO(xi,Xn) is large, then there exists a direction in which the
projection of xi lies far away from the bulk of the other projections. As
such, one might suspect xi being an outlier.
It is clear from its deﬁnition that the SD outlyingness does again not
account for any skewness, and hence it is only suited for elliptically
symmetric data. To allow skewness, we analogously deﬁne the adjusted
outlyingness of a multivariate observation xi as
AOi = AO(xi,Xn) = sup
a∈Rp
AO(1)(a′xi,Xna). (1.6)
Note that in practice, the AO can not be computed by projecting the
observations on all univariate vectors a. Hence, we should restrict ourselves
to a ﬁnite set of random directions. Many simulations have shown that
considering m = 250p directions yields a good balance between ’eﬃciency’14 OUTLIER DETECTION FOR SKEWED DATA
and computation time. Random directions are generated as the direction
perpendicular to the subspace spanned by p observations, randomly drawn
from the data set as in Maronna and Yohai (1995). As such, the AO
is invariant to aﬃne transformations of the data. Moreover, in our
implementation we always take ∥a∥ = 1, although this is not required
as AO(1) is scale invariant.
Once the AO is computed for every observation, we can use this information
to decide whether an observation is outlying or not. Unless for normal
distributions, for which the AO′s (or SDO′s) are asymptotically χ2
p
distributed, the distribution of the AO is in general unknown (but typically
right-skewed as they are bounded by zero). Hence we compute the adjusted
boxplot of the AO-values and declare a multivariate observation outlying if
its AOi exceeds the upper whisker of the adjusted boxplot. More precisely,
our outlier cutoﬀ value equals
cutoﬀ = ˆ Q0.75 + 1.5exp(3MCn) IQRn (1.7)
where ˆ Q0.75 is the third quartile of the AOi and similarly for IQRn and
MCn.
Remark 1 Note that the construction of the adjusted boxplot and the
adjusted outlyingness does not assume any particular underlying skewed
distribution (only unimodality), hence it is a distribution-free approach.
For univariate skewed data, several more reﬁned robust estimators and
outlier detection methods are available, see e.g. (Marazzi and Ruﬃeux,
1999; Markatou et al., 1998; Victoria-Feser and Ronchetti, 1994), but then
one needs to assume that the data are sampled from a speciﬁc class of
skewed distributions (such as the gamma distribution). Our approach is in
particular very useful when no information about the data distribution is
available and/or when an automatic and fast outlier detection method is
required.
Remark 2 A similar outlier detection method has also been proposed
in Brys et al. (2005) to robustify independent component analysis (ICA).
However, in Brys et al. (2005) a diﬀerent deﬁnition of adjusted outlyingness
was used, by replacing the constants 3 and 4 in (1.2) by 4 and 3.5, yielding
[ ˆ Q0.25 − 1.5exp(−3.5MCn) IQRn, ˆ Q0.75 + 1.5exp(4MCn) IQRn] (1.8)OUTLIER DETECTION FOR SKEWED DATA 15
for right-skewed distributions (and similarly for left-skewed data). Def-
inition (1.8) yields a larger fence than when we apply our current
deﬁnition (1.2). This aﬀects both the scale estimates in (1.4) as well as
the cutoﬀ value (1.7) which separates the regular points from the outliers.
When the proportion of contamination is small, which is the typical problem
in the context of ICA, such a rule will work very well. Compared to our
current approach, it will even often misclassify less regular observations
as outliers. However, when the contamination percentage is larger (say 5-
10%), the medcouple will show more bias and the factor e4MC might become
too large, resulting in whiskers that might mask some or all of the outliers.
Therefore, in the general setting considered here, we prefer to work with
the new rules.
Remark 3 Note that the concept of ’robustness towards outliers’ can
become ambiguous in the context of skewed distributions. Assume that
a large majority of observations is sampled from a symmetric distribution,
and that some smaller group (at most 25%) is outlying. When the outliers
are located far from the regular points, a robust estimator of skewness
should be able to detect the symmetry of the main group. An outlyingness-
approach based on such a robust estimator of skewness, combined with
robust estimators of location and scale, can then be able to ﬂag the outlying
measurements. When the same methodology would be used with non-
robust estimators of location, scale and skewness, the outlyingness-values
would be aﬀected by the outliers (e.g. yielding a high value of skewness,
and an inﬂated scale) such that the outlying group could be masked. This
diﬀerence between a robust and non-robust approach also applies when
the majority group has an asymmetric distribution. In such a situation,
outliers could for example give the impression that the whole distribution
is highly asymmetric, whereas this might not hold for the large majority. If
on the other hand there are no outliers and the whole distribution is indeed
skewed, a robust estimator of skewness should also be able to detect the
asymmetry. This is why we prefer to work with the medcouple. In Brys
et al. (2003), it is shown that the MC is not too conservative (such that
asymmetry of the main group can be found) but robust enough (asymmetry
due to outliers is detected when the outliers are far enough in the tails of
the distribution).
However, when the outliers are located not very far in the tails of the main
distribution, the distinction between the regular and outlying points might16 OUTLIER DETECTION FOR SKEWED DATA
become very small. From our point of view, no estimator (robust or not)
can then be able to make the correct distinction. If one then presumes that
the asymmetry is caused by the outliers, and that the main group has a
symmetric distribution, we advise to compare the AO-values with the SD-
values (or any other outlier detection method for symmetric data). If the
conclusions are very diﬀerent, it is then up to the analyst to decide whether
he/she believes in the symmetry of the main group or not.
Remark 4 Throughout this chapter, a distribution-free approach is
followed. Another method would be to assume that the data come out
of a parametric class of distributions. Outliers can then be found as data
points with a small probability of occurrence under the robustly estimated
distribution. One of the possibilities is to use the multivariate skew t-
distribution that was introduced by Azzalini and Capitanio (2002). Among
the broad class of skew elliptical family, the multivariate skew t-distribution
oﬀers great ﬂexibility for adapting itself to a very wide range of practical
situations (Azzalini and Capitanio, 2002). The use of this distribution for
outlier detection implies the estimation of location (p-dimensional vector),
scatter (p ∗ p matrix) and shape (p-dimensional vector). As explained
in Azzalini and Genton (2008), the kurtosis can be accommodated by a
suitable chosen tail parameter. One possible disadvantage is that there is
only one parameter that regulates the tail behavior of all variables. If, for
example, one variable has Gaussian tails whereas another has Cauchy tails,
then the single tail parameter has to provide a compromise between those
two tail behaviors. The main disadvantage of this approach is that the
estimation of the parameters relies on the maximum likelihood estimation
(Azzalini and Genton, 2008), a method that is very sensitive to outliers.
The robust estimation of these parameters would be an interesting topic
for further research.
1.2.4 Example
We reconsider the geological data set of Section 1.2.1, and now consider the
variables that measure the concentration of MgO, MnO, Fe2O3 and TiO2.
Hence, n = 768 and p = 4. The medcouple of the individual variables is
0.39, 0.2, 0.26 and 0.14 respectively, which clearly indicates the presence
of skewness in this data set. Moreover the adjusted boxplots of the four
variables marked several observations as (univariate) outliers.OUTLIER DETECTION FOR SKEWED DATA 17
When we apply our outlier detection method based on the AO, we ﬁnd 9
observations that exceed the outlier cutoﬀ. Figure 1.3 plots the AO-values
on the vertical axis, together with the adjusted boxplot cutoﬀ (1.7). We
see that two cases are really far outlying, whereas ﬁve observations have a
somewhat larger AO, and the other two are merely boundary cases. For
this data set we also computed the robust distances
RDi =
√
(x − ˆ )′ ˆ Σ−1(x − ˆ ) (1.9)
with ^  and ˆ Σ the Stahel-Donoho estimates of location and scatter. The
SD estimator is deﬁned by assigning a weight to every data point, inversely
proportional to its outlyingness, and computing the weighted mean and






with ϕ1 the gaussian density and c = χ2
p,0.9 the 90% quantile of
the χ2 distribution with p degrees of freedom. This weight function
decreases exponentially for SDO2
i > c and accords relatively high weights
for (squared) SDO values smaller than c.
Figure 1.3(a) shows the robust SD distances on the horizontal axis, together
with the common cutoﬀ value
√
χ2
p,0.99 (since the robust distances are
approximately χ2
p distributed at normal data). We see that the SD
estimator detects four clear outliers (indicated with a large dot), but also
yields a huge number of observations outside the outlier cutoﬀ value. From
the χ2
p quantile plot of the robust SD distances in Figure 1.3(b), we can
deduce that the robust distances are not χ2
p distributed (as the data are
skewed), and hence the cutoﬀ value is not appropriate.
In Figure 1.4 we show several pairwise scatterplots indicating the observa-
tions with outlying AO value. The four outliers with highest robust SD
distance are marked with a large dot. The remaining ﬁve observations
with outlying AO are marked with a star. These scatterplots show the
multivariate skewness in the data, and illustrate why these nine cases are
diﬀerent from the others. Figures 1.4(a) and (c) are the most informative
ones, and demonstrate that the outliers merely have outlying (x1,x2)
and/or (x2,x4) measurements.18 OUTLIER DETECTION FOR SKEWED DATA

















































Figure 1.3: (a) Adjusted outlyingness versus Stahel-Donoho robust
distances; (b) χ2
p-quantile plot of the SD distances.
1.3 Graphical representations for bivariate data
For bivariate data, the AO-values can be used to easily obtain two graphical
representations of the data that well reﬂect their center and shape.
1.3.1 Contour plot
The ﬁrst representation consists of a contour plot of the adjusted
outlyingness values. To illustrate such a contour plot, we consider the
bloodfat data from Hand et al. (1994). For 371 male patients, data
were collected on the concentration of plasma cholesterol and plasma
triglycerides. The units are mg/dl. For 51 patients, there was no evidence
of heart disease. For the remaining 320 patients there was evidence of
narrowing of the arteries. Only those last 320 data points are used in
the analysis. Both the SD and the adjusted outlyingness of the data are
computed. Using cubic interpolation (by means of the Matlab function
interp2), contour plots of the two outlyingness measures are constructed.
These plots are shown in Figure 1.5. We see that the contours of the AO
show the underlying skewed distribution very well. On the other hand, the
inner contours of the SDO values are more elliptical.GRAPHICAL REPRESENTATIONS FOR BIVARIATE DATA 19



























































Figure 1.4: Several scatterplots of the geological data with outliers marked.
1.3.2 Bagplot
The bagplot is introduced in Rousseeuw et al. (1999) as an extension of
the boxplot for bivariate data. Just as the boxplot, the construction of the
bagplot relies on a ranking of the data points. This ranking is based on the
concept of halfspace depth, which was introduced in Tukey (1975). The
halfspace depth of a bivariate point x is deﬁned as the smallest number of
data points, lying in a closed halfplane bounded by a line through x. Using
this halfspace depth, a bivariate equivalent of the median can be deﬁned
as the point (not necessarily an observation) with the highest depth, called
the Tukey median. If this point is not unique, the center of gravity of the
deepest depth region is taken (see Rousseeuw et al. (1999) for more details).
The bagplot consists of the Tukey median, the bag and the fence. The bag
contains the 50% data with highest depth. The fence is deﬁned by inﬂating20 OUTLIER DETECTION FOR SKEWED DATA






































Contourplot of adjusted outlyingness










































































Figure 1.5: Contourplots of the (a) adjusted outlyingness and (b) Stahel-
Donoho outlyingness of the bloodfat data.
the bag (relative to the Tukey median) by a factor 3. All observations
outside the fence are considered to be outliers. The outer loop consists
of the convex hull of the non-outlying observations. In Figure 1.6(a), the
bagplot of the bloodfat data is shown. We clearly see the skewness in the
data, as the Tukey median (indicated with the + symbol) does not lie in
the center of the (dark-colored) bag, which itself is not elliptically shaped.
Also the light-colored loop is skewed and separates the three outliers (with
star symbol) from the other observations. As illustrated in this example,
the bagplot is very useful to show the shape of bivariate data as the
halfspace depth does not make any distributional assumptions. Moreover
the bagplot is equivariant to aﬃne transformations. Its only drawback is
its computational complexity, which is O(n2(logn)2). For larger datasets,
the computation time can be reduced by drawing a random subset from
the data and performing the computations on this smaller data set. This
approach has been proposed and applied in Rousseeuw et al. (1999). This
explains why the bagplot of the bloodfat data in Rousseeuw et al. (1999),
based on a random subset of size 150, is slightly diﬀerent from Figure 1.6(a)
which uses all observations.
The concept of adjusted outlyingness allows us to make a similar bagplot in
much lower computation time. Instead of the Tukey median, we mark the
observation with lowest adjusted outlyingness, and we deﬁne the bag as the
convex hull of the half sample with lowest outlyingness. If we look at the
bagplot based on AO in Figure 1.6(b), we see that it is very similar to theGRAPHICAL REPRESENTATIONS FOR BIVARIATE DATA 21

















































Bagplot based on halfspacedepth

















































Bagplot based on Adjusted Outlyingness
(a) (b)
Figure 1.6: Bagplots based on (a) halfspacedepth (b) adjusted outlyingness.
depth-based bagplot and the same observations are classiﬁed as outliers. As
the AO-values can be computed in O(mnplogn) time with m the number
of directions considered, and as we usually set m = 250p, this approach
thus yields a fast alternative to the depth-based bagplot. Note however
that an important diﬀerence between the two approaches is their robustness.
The location estimate based on halfspacedepth has a breakdown point of at
least 1/(1+p) in dimension p (Donoho and Gasko, 1992), while the adjusted
outlyingness shows already a considerable bias at a contamination of 10%
and breaks down at 25%. Therefore, in case that a large amount of outliers
is expected, it is preferable to use the depth-based bagplot.
Note that there exist alternative graphical representations of bivariate data,
such as those based on kernel density estimation. As kernel methods
concentrate on local properties, they are in particular suitable to detect
multimodality. However, the notion of outlier is diﬀerent from what we
have used in this paper. Kernel methods will consider isolated points as
outliers, whereas we try to detect observations which are far away from the
bulk of the data. We refer to Rousseeuw et al. (1999) for an overview of
alternative graphs and more discussion.
The AO-based bagplot can easily be extended to higher dimensions, as long
as the software accurately supports high-dimensional graphs. To visualize
multivariate data, we can alternatively also construct a bagplot matrix as
in Rousseeuw et al. (1999). This is illustrated in Figure 1.7 for the geological
data of Section 1.2.4. On the diagonal we have plotted the adjusted boxplot22 OUTLIER DETECTION FOR SKEWED DATA
of each variable, whereas the other cells of the matrix contain the AO-
bagplot of each pair of variables.
Figure 1.7: Bagplot matrix of the geological data.
1.4 Simulation study
In this section we want to study the outlier detection ability of our approach
by means of a simulation study. To this end we have generated data from
a multivariate skew-normal distribution (Azzalini and Dalla Valle, 1996).
A p-dimensional random variable Z is said to be standard skew-normalSIMULATION STUDY 23
distributed SNp(˜ Ω,) if its density function is of the form
f(z) = 2ϕp(z; ˜ Ω)Φ(′z) (1.10)
where ϕp(z; ˜ Ω) is the p-dimensional normal density with zero mean and
correlation matrix ˜ Ω, Φ is the c.d.f. of the standard normal distribution
and  is a p-dimensional vector that regulates the skewness. The mean











1 + ′˜ Ω
˜ Ω. (1.12)
By adding a location vector  and a scale matrix W = diag(ω1,...,ωp),
with all ωj > 0, we obtain the skew-normal random variable
X =  + WZ ∼ SNp(,Ω,) with Ω = W ˜ ΩW. (1.13)
Note that if  = 0, the skew-normal density reduces to the standard
normal density. In our simulations we set Ω = Ip the identity matrix,
and  a vector with elements equal to 10 or 4. For p = 2 we used
 = (10,4)′, for p = 5 we set  = (10,10,4,4,4)′, whereas for p = 10 we
took  = (10,10,10,10,10,4,4,4,4,4)′. Outliers are randomly generated
from a normal distribution with Ip/20 as covariance matrix and a center
located along the −1p direction (all components equal to -1). This is on
purpose not the direction of maximal directional skewness (Ferreira and
Steel, 2006), but just a direction in which there is a considerable amount
of skewness. The contamination was chosen to be clustered as from the
simulation study in Brys et al. (2005) this setting appeared to be the
most diﬃcult to handle. It is very likely that for our proposed outlier
detection method, clustered contamination will also be the most diﬃcult
to deal with, since this type of contamination often results in a maximal
bias of the estimates (Huber, 1964; Martin et al., 1989; Chen and Tyler,
2002; Adrover and Yohai, 2002). The following explanation might help the
intuitive understanding of the underlying mechanism. In a ﬁrst step, all
the data are projected on diﬀerent directions. In case that the outliers are24 OUTLIER DETECTION FOR SKEWED DATA
concentrated, they will attain a very high (univariate) outlyingness in the
same projection. The accurate calculation of the (univariate) outlyingness
becomes diﬃcult in this projection since the median, the mad and the
medcouple will be considerably biased. In case that the concentrated
contamination is projected close to the center of the distribution, this
might result in a serious underestimation of the scale in that projection.
If the contamination is more scattered, its inﬂuence on the estimates in the
diﬀerent projections will be smaller.
We considered situations with 1% or 10% contamination in data sets of size
n = 200,500 and 1000. An example of such a simulation data set with 10%











































Figure 1.8: Density plot of simulated data from a skew-normal distribution
and 10% outliers.
We compare two methods for outlier detection. The ﬁrst is our approach
based on the AO-values, as introduced in Section 1.2.3. For comparison,
the second approach is based on the SD outlyingness. It would have been
possible to use the robust distances from the SD estimator. However,
as we have noticed in the previous sections and in our simulations, thisCONCLUSION AND OUTLOOK 25
method always yields a huge number of observations that are (erroneously)
indicated as outliers. This stems from the fact that the SD method assumes
symmetry in the deﬁnition of the outlyingness, as well as in the use of the
χ2
p cutoﬀ value. To eliminate the eﬀect of the cutoﬀ value, we therefore
consider another outlier detection approach, obtained by applying our
adjusted boxplot rule to the SD outlyingness. So the two methods used
in this simulation study only diﬀer in the deﬁnition of the outlyingness,
and not how they deﬁne outliers. This makes it more easy to quantify the
improvements arising from the skewness adjustment in the outlyingness.
In Figures 1.9-1.11 we report some results of our simulation study. The
left ﬁgures present the percentage of outliers that were detected by the two
methods, as a function of the distance of the center of the outliers from the
origin. The ﬁgures to the right show the percentage of regular observations
that were erroneously classiﬁed as outliers.
In two dimensions (Figure 1.9), it is clear that the AO method outperforms
the SD approach considerably with respect to the detection of the correct
outliers. The improvement becomes even more apparent as the sample
size increases. Both methods are comparable in misclassifying regular
observations.
In ﬁve dimensions (Figure 1.10), the gain of the skewness adjustment is still
present and again more pronounced when n increases. In ten dimensions
(Figure 1.11) on the other hand, both methods are comparable. This is
again because the data considered here do not expose a lot of skewness in
10 dimensions. To illustrate, Figure 1.12(a) shows for one of our simulated
data sets (n = 1000) in 10 dimensions a histogram of the (absolute) MC
values on 10000 projections. For a two-dimensional data set, we obtain
Figure 1.12(b). We see that the skewness on average is much smaller when
p = 10. Consequently the AO-values will be very similar to the SDO-values.
1.5 Conclusion and outlook
In this chapter we have proposed an outlier detection method for
multivariate skewed data. The procedure is based on the skewness-adjusted
outlyingness, is distribution-free and easy to compute. Moreover, we have
presented contourplots and a bagplot based on the AO to visualize the26 OUTLIER DETECTION FOR SKEWED DATA


























































































































































2D 10% outliers in a sample of size 500
S.D.
Adjusted

































































Figure 1.9: Simulation results for two-dimensional data of size n = 200 and
n = 500.
distribution of bivariate data. Simulations and examples on real data have
illustrated that our method outperforms robust methods that are designed
for elliptical data.
Appendix: Inﬂuence function
In this section we derive the inﬂuence function of the adjusted outlyingness
of a univariate continuous distribution F with density f. This inﬂuence
function describes the eﬀect on the adjusted outlyingness of a point
x ∈ I R when we put an inﬁnitesimally small contamination in a point
z ∈ I R (Hampel et al., 1986). More precisely, consider the contaminatedCONCLUSION AND OUTLOOK 27











































5D 10% outliers in a sample of size 200
S.D.
Adjusted












































































































5D 10% outliers in a sample of size 500
S.D.
Adjusted

































































Figure 1.10: Simulation results for 5-dimensional data of size n = 200 and
n = 500.
distribution
Fϵ,z = (1 − ϵ)F + ϵ∆z
for small ϵ. The distribution ∆z is the Dirac distribution which puts all
probability mass at the point z. Then the inﬂuence function of an estimator






Here, T is the univariate adjusted outlyingness in some x. Therefore,
the inﬂuence function depends both on the position of the contamination28 OUTLIER DETECTION FOR SKEWED DATA





























































































































































10D 10% outliers in a sample of size 1000
S.D.
Adjusted

































































Figure 1.11: Simulation results for 10-dimensional data of size n = 200 and
n = 1000.
as well as on the position of the observation in which the adjusted
outlyingness is computed. We compute the inﬂuence function at a skew-
normal distribution with, according to Azzalini and Dalla Valle (1996),
density function:
fα(z) = 2ϕ1(z)Φ(αz).








1 + x2 dx.
We derive the IF at the skew-normal distribution F = F1 with the skewness
parameter α equal to 1. This distribution has Med(F) = Φ−1(1/
√
2) withCONCLUSION AND OUTLOOK 29


















Figure 1.12: Histogram of the absolute MC values on all projections for a
simulated data set of dimension (a) 10 and (b) 2.
Φ(z) the gaussian cumulative distribution function. Another choice of α
could have been considered as well, but then the median can only be
obtained by numerical integration. The theoretical value of the medcouple












Solving this equation gives as result that the population medcouple equals
0.021. To compute the inﬂuence function, two diﬀerent cases now have to
be considered: points located on the lower side of the median and points
on the upper side. Consider ﬁrst x < Med(F). The adjusted outlyingness
is then deﬁned as:
AO(1)(x,F) =
MedF − x
MedF − Q0.25 + 1.5e−4MCIQR
(since the skew-normal has MC > 0). When we contaminate F, we may





AO(1)(x,Fϵ)|ϵ=030 OUTLIER DETECTION FOR SKEWED DATA










Expressions for the inﬂuence function of quantiles can e.g. be found
in Huber (1981), whereas the inﬂuence function of the medcouple is given
in Brys et al. (2004). The inﬂuence function for points located at the upper
side of the median is calculated in a similar way. The resulting function
is plotted in Figure 1.13. Since all the inﬂuence functions that appear
in expression (1.15) are bounded, the inﬂuence function of the adjusted
outlyingness is bounded (in z) as well, showing its robustness. Note that
the adjusted outlyingness AO(1)(x,F) is not bounded in x due to the factor
Med(F) − x. This is not a surprising result since the outlyingness of an
observation can be made arbitrary large by moving the point further away
from the median. However, when x is ﬁxed, the eﬀect of contamination in
any point (even in z = x) is bounded. Mathematically, the derivative with
respect to z tends to a constant.
For the multivariate Stahel-Donoho covariance estimator at spherical
distributions, a closed form of the inﬂuence function exists (Debruyne and
Hubert, 2009). For estimators based on the multivariate AO at asymmetric
distributions, no theoretical results are available. The main reason why it
is probably very hard to ﬁnd such an inﬂuence function is the fact that
the univariate adjusted outlyingness uses a diﬀerent scale at both sides of
the median. This results in a discontinuity and in order to have a closed
form for the inﬂuence function, continuity is often a required condition. In
order to verify the robustness of the AO at a given ﬁxed location in the
distribution, it is possible to calculate the sensitivity curve. The sensitivity
curve of the adjusted outlyingness of a bivariate distribution F at a ﬁxed




















position of the contamination
position in the distribution
Figure 1.13: Inﬂuence function of the univariate adjusted outlyingness at
a skew-normal distribution.
where z = (z1,z2)′ is the position of the contamination. Figure 1.14 shows
the sensitivity curve of the adjusted outlyingness of a bivariate skew-normal
distribution with mean vector (0 0)′, covariance matrix I2 and shape vector
(3 3)′ at a ﬁxed location (0 0)′. The sensitivity curve at ﬁxed location
(0 3)′ is shown on Figure 1.15. Both sensitivity curves are very irregular
























Figure 1.14: Sensitivity curve of the adjusted outlyingness of a bivariate
skew-normal distribution with mean vector (0 0)′, covariance matrix I2 and
































Figure 1.15: Sensitivity curve of the adjusted outlyingness of a bivariate
skew-normal distribution with mean vector (0 0)′, covariance matrix I2 and
shape vector (3 3)′ at a ﬁxed location (0 3)′.Chapter 2
Classiﬁcation for skewed data
2.1 Introduction
Given a random sample from a group of k populations, constructing a
rule to classify a new observation into one of the k populations is a
widely studied problem, known as classiﬁcation, discriminant analysis and
supervised learning. Many of the proposed classiﬁcation methods rely on
quite strict distributional assumptions such as multivariate normality, or
at least elliptical symmetry. Examples include the most popular ones,
such as Fisher’s linear discriminant rule (LDA) and classical quadratic
discriminant analysis (CQDA) (Johnson and Wichern, 1998). A second
drawback is that these classical procedures are sensitive towards outliers.
Therefore, over the last years, several robustiﬁcations have been proposed.
One group of methods relies on robust estimators of location and scatter,
and consequently implicitly assume elliptical symmetry (He and Fung,
2000; Hubert and Van Driessen, 2004; Croux and Dehon, 2001).
Proposals for skewed data are hardly available. An interesting approach
is based on the concept of depth, and has been proposed in Ghosh and
Chaudhuri (2005). A new observation is assigned to the population
for which it attains maximal depth. Most common robust depth func-
tions include Tukey’s halfspace depth (Tukey, 1975) and Liu’s simplicial
depth (Liu, 1990). The resulting classiﬁers achieve a good classiﬁcation
performance (especially when outliers are present) but they have the
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drawback that data outside the convex hull of every group will have zero
depth, and then the classiﬁcation becomes ambiguous. Moreover they are
hard to compute. For example, the computation of the Tukey depth has
O(np−1 logn) time complexity (Rousseeuw and Struyf, 1998). For simplicial
depth, an O(nlog(n)) algorithm exists in p = 2 dimensions (Rousseeuw
and Ruts, 1996), an O(n2) algorithm in p = 3 dimensions and an O(n4)
algorithm in p = 4 dimensions (Cheng and Ouyang, 2001). For higher
dimensional spaces, there are no known algorithms faster than O(np+1).
In this chapter, we propose classiﬁcation rules based on the adjusted
outlyingness, which is related to projection depth (Zuo and Serﬂing, 2000).
Hence, it can be seen as an extension of the projection depth classiﬁers
studied in Dutta and Ghosh (2010) for elliptical data. In low dimensions
this leads to robust classiﬁers which can more easily be computed.
A ﬁrst approach corresponds to assigning an observation to the group for
which it attains minimal AO. Instead of looking at the value of the AO of
a new observation, it is also possible to consider the relative position of this
AO with respect to the AO-values of the diﬀerent groups. This relative
position can be deﬁned as a rank or as a signed adjusted outlyingness.
Simulation results and an application to a real data set show that this
modiﬁcation results in lower misclassiﬁcation errors when the group sizes
are unequal.
Moreover, for high-dimensional data, the AO also allows for a general-
ization of the ’Soft Independent Modelling by Class Analogy’ method
(SIMCA) (Wold, 1976). To construct our new method, we combine robust
PCA for skewed data (Hubert et al., 2009) with the robust RSIMCA
method for elliptical data (Vanden Branden and Hubert, 2005). In
Section 2.2 we focus on the low-dimensional case. We introduce new
classiﬁcation rules, report simulation results and apply our method on a
real data set. Section 2.3 contains the methodology and the results for
high-dimensional data, whereas Section 2.4 concludes.LOW DIMENSIONAL DATA 35
2.2 Low dimensional data
2.2.1 Construction of the classiﬁcation rule
Outlyingness
We assume we have sampled observations from k diﬀerent classes Xj, j =
1,...,k. The data belonging to group Xj are denoted by x
j
i for i =
1,...,nj. The dimension of the data space is p and is assumed to be much
smaller than the sample sizes. More comments on the dimension are given
at the end of this section.
Our new classiﬁcation rule is deﬁned as follows: for each new observation
y to be classiﬁed, we ﬁrst compute its adjusted outlyingness with respect
to each group Xj. Then we assign y to the group for which its adjusted
outlyingness is minimal.
The adjusted outlyingness is introduced in Brys et al. (2005) and studied
in detail in Hubert and Van der Veeken (2008). It generalizes the
Stahel-Donoho outlyingness towards skewed data. We ﬁrst describe the
concepts of outlyingness for an observation x
j




nj}. For univariate data x
j
i, the Stahel-Donoho outlyingness is








where med(Xj) is the median of the data and s(Xj) is a robust scale
estimate such as the median absolute deviation, which is deﬁned in (1.3).
For skewed distributions, a diﬀerent scale is used on both sides of the
median. First we measure the amount of skewness by means of the
medcouple (MC), a robust measure of skewness (Brys et al., 2004). For
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where c1 corresponds to the smallest observation greater than ˆ Q0.25 −
1.5 · exp(−4 · MCn) · IQRn and c2 to the largest observation smaller than
ˆ Q0.75 + 1.5 · exp(3 · MCn) · IQRn. The notations ˆ Q0.25 and ˆ Q0.75 stand
for the ﬁrst and third quartile of the data, and IQRn = ˆ Q0.75 − ˆ Q0.25
is the interquartile range. If MCn(Xj) < 0, the adjusted outlyingness is
computed on the inverted data −Xj.
In order to deﬁne the adjusted outlyingness for a multivariate data point
x
j
i, the data are projected on all possible directions a and the AO(1) is
computed. The overall AO
j











As the AO is based on robust measures of location, scale and skewness, it
is resistant to outliers. In theory, a resistance up to 25% of outliers can be
achieved, although we noticed in practice that the medcouple might become
quite sensitive to contamination of more than 10%. Moreover, it can be
shown that the inﬂuence function of the univariate AO is bounded (Hubert
and Van der Veeken, 2008).
Since in practice it is impossible to consider all possible directions a,
we compute the AO(1) in m = 250p directions. This yields an overall
computation time of O(mnlogn) (using the fast O(nlogn) algorithm to
compute the MC (Brys et al., 2004)). Random directions are generated
as the direction perpendicular to the subspace spanned by p observations,
randomly drawn from the data set. As such, the AO is invariant to aﬃne
transformations of the data. Note that this procedure can only be applied
in our classiﬁcation setting when p < nj, and when the dimension p is not
too large (say p < 10). Otherwise taking 250p directions is insuﬃcient and
more directions are required to achieve good estimates. We do not consider
this as an important drawback of our rule as it is well known that skewness
is only an issue in small dimensions. As the dimensionality increases, theLOW DIMENSIONAL DATA 37
data are more and more concentrated in an outer shell of the distribution
(Hastie et al., 2001). Of course, the algorithm can be easily adapted to
search over more than m directions, but this will come at the cost of more
computation time.
New robust classiﬁcation method
To apply our new classiﬁcation rule, we now have to deﬁne the outlyingness
of a new observation y w.r.t. each group Xj. One approach would
be to compute this outlyingness AO(y, ˇ Xj) according to (2.4), with ˇ Xj
the augmented data set ˇ Xj = {x
j
1,...,xj
nj,y}. This would of course
become computationally very demanding when many new observations
need to be classiﬁed, as then the augmented data set is modiﬁed for each
new observation and the median, the IQR and the medcouple have to
be recomputed each time on every projection. Hence, we compute the
outlyingness of y w.r.t. a ﬁxed data set which does not include y. A
natural candidate is of course Xj itself. However, we obtain better results
when we ﬁrst remove the outliers from Xj. As explained in Hubert and
Van der Veeken (2008), this can be easily performed by ﬁrst computing
the adjusted outlyingness of all observations AO
j
i in group Xj. Then the
univariate outlyingness of every AO
j
i (i = 1,...,nj) is computed. Formally












i) and OSi > 1 (or equivalently with AO
j
i > c2). Those
observations are removed from X
j
i , yielding ˜ X
j
i . By removing the outliers
in each group, we obtain less biased estimates for the AO of the new
observations with respect to that group. This leads to a more accurate
classiﬁcation. To compute the outlyingness of a new case y, we then
consider AO(y, ˜ Xj), so we ﬁxed the median, IQR and medcouple of the
projected outlier-free data from group j. We now consider the following
classiﬁcation rules:
• Rule 1: The observation y is assigned to the group j for which
AO(y, ˜ Xj) is minimal. (In case of ties, which occurs with zero
probability, we randomly assign the datum to one of the groups
involved.)38 CLASSIFICATION FOR SKEWED DATA
• Rule 2: Let rj











i 6 AO(y, ˜ Xj)).
The observation y is then assigned to the group j for which rj
y is
minimal. In case of ties, rule 1 is applied.
• Rule 3: To measure the position of AO(y, ˜ Xj) within the { ˜ AO
j}, we
do not use the rank, but a distance which is related to the deﬁnition
of the univariate AO given in (2.3). Let in general
SAO(1)(x,X) = AO(1)(x,X) sign(x − med(Xj))
be the signed adjusted outlyingness of an observation x with respect
to a univariate data set X. The observation y is then assigned to the
group j for which SAO(1)(AO(y, ˜ Xj),{ ˜ AO
j}) is minimal.
2.2.2 Simulation results
In order to illustrate the classiﬁcation improvement by accounting for
skewness, we performed a simulation study. In the ﬁrst simulation settings,
we only consider equal group sizes. In these simulations, rule 1 is compared
with other existing classiﬁcation methods. The diﬀerence between rule
1, 2 and 3 is only an important issue if group sizes are unequal. The
diﬀerence in performance between the three rules is illustrated in the last
simulation setting where also unequal group sizes are considered. In all
simulation settings, clean data were generated from a multivariate skew-
normal distribution (Azzalini and Dalla Valle, 1996):
X ∼ SNp(,Ω,)
as deﬁned in (1.13). We also consider contaminated training data, in which
ε = 5% or ε = 10% of the observations come from a normal distribution.
First we consider the two-class problem (k = 2). With 1p=(1,1,...,1)′ ∈
Rp, we can describe the diﬀerent simulation settings as follows:
1. (a) p = 2,n1 = n2 = 250,X1 ∼ SN2(02,I2,5 · 12),X2 ∼ SN2(2 ·
12,I2,5 · 12).LOW DIMENSIONAL DATA 39
(b) Outliers: ε = 10% observations from X1 ∼ N2(−2.5·12,0.2·I2).
2. (a) p = 3,n1 = n2 = 500,X1 ∼ SN3(03,I3,5 · 13),X2 ∼ SN3(2 ·
13,I3,5 · 13).
(b) Outliers: ε = 10% observations from X1 ∼ N3(−2.5·13,0.2·I3).
3. (a) p = 5,n1 = n2 = 500,X1 ∼ SN5(05,I5,10 · 15),X2 ∼
SN5(15,I5,10 · 15).
(b) Outliers: ε = 10% observations from X1 ∼ N5(−15,0.1 · I5).
From each population we randomly generate nj training observations and
nj/5 test data. On the training data we apply 5 classiﬁers:
• Classical Quadratic Discriminant Analysis (CQDA).
• Robust Linear Discriminant Analysis (RLDA) by means of the
MCD (Hubert and Van Driessen, 2004).
• Robust Quadratic Discriminant Analysis (RQDA) by means of the
MCD (Hubert and Van Driessen, 2004).
• The new classiﬁer based on minimal Adjusted Outlyingness (Rule 1).
• Least squares Support Vector Machines (LS-SVM) classiﬁcation
(Suykens et al., 2002) with radial basis function (RBF).
The ﬁrst three programs are available in the Matlab library LIBRA (Ver-
boven and Hubert, 2005), whereas the LS-SVM classiﬁer is computed
with LS-SVMlab (www.esat.kuleuven.ac.be/sista/lssvmlab) (Suykens et al.,
2002). We have added the LS-SVM classiﬁer since it is a popular classiﬁer
for many complex nonlinear problems. Because of the computational
complexity of halfspace depth and simplicial depth and as they do not
provide a classiﬁcation in case of ties (equal depth to several groups), we
did not include these maximum depth based classiﬁers. The results of
the simulations are summarized in terms of average misclassiﬁcation errors.
The misclassiﬁcation error is deﬁned as the overall proportion of wrongly
classiﬁed observations in the test sets. The results listed in Table 2.1 are
average misclassiﬁcation errors with their respective standard errors over
100 simulations.40 CLASSIFICATION FOR SKEWED DATA
ε CQDA RLDA RQDA Rule 1 LS-SVM
2D 0% 0.0141 0.0175 0.0185 0.0086 0.0090
(0.0012) (0.0013) (0.0013) (0.0008) (0.001)
10% 0.0233 0.0164 0.0152 0.0088 0.0092
(0.0018) (0.0014) (0.0014) (0.001) (0.001)
3D 0% 0.0084 0.0093 0.0115 0.0042 0.0045
(0.0009) (0.0011) (0.0009) (0.0006) (0.0007)
10% 0.0166 0.0204 0.0201 0.0105 0.0157
(0.0009) (0.001) (0.0011) (0.0006) (0.001)
5D 0% 0.0281 0.0307 0.0313 0.0238 0.0291
(0.0013) (0.0013) (0.0014) (0.0012) (0.0011)
10% 0.0387 0.0315 0.0308 0.0252 0.0272
(0.0012) (0.0012) (0.0012) (0.0014) (0.0009)
Table 2.1: Simulation results for the two-class problem on asymmetric
distributions.
In all situations, we see that our new method outperforms the classical and
robust methods that are based on elliptical symmetry. The performance
is also slightly better than using the LS-SVM classiﬁer. However, the
main diﬀerence between these two approaches lies in the computation time.
Whereas to apply our method based on the adjusted outlyingness, we only
need to choose the number of directions a in (2.4) for computational reasons,
the LS-SVM method requires the choice of two hyperparameters (the width
of the RBF kernel, and the regularization constant). If a 10-fold cross-
validation approach is followed as implemented in the LS-SVMlab, we need
e.g. 3442 seconds to perform the classiﬁcation problem (2a) with LS-SVM.
On the other hand the AO-classiﬁer (Rule 1) only needs 7.4 seconds when
250p = 750 directions are considered. Note that, in order to decrease the
large computation time of LS-SVM in our simulations, for each simulation
setting, we have ﬁrst estimated the hyperparameters on 10 training data
sets and we computed their average value. We then performed the 100
replications with these ﬁxed values for the hyperparameters. We also
simulated some symmetric distributions. For this, we used the following
setting:
4. (a) p = 2,n1 = n2 = 250,X1 ∼ N2(02,I2),X2 ∼ N2(2 · 12,I2).
(b) Outliers: ε = 10% observations from X1 ∼ N2(10 · 12,0.2 · I2).
5. (a) p = 3,n1 = n2 = 500,X1 ∼ N3(03,I3),X2 ∼ N3(2 · 13,I3).LOW DIMENSIONAL DATA 41
(b) Outliers: ε = 10% observations from X1 ∼ N3(10 · 13,0.2 · I3).
6. (a) p = 5,n1 = n2 = 500,X1 ∼ N5(05,I5),X2 ∼ N5(15,I5).
(b) Outliers: ε = 10% observations from X1 ∼ N5(5 · 15,0.1 · I5).
The results listed in Table 2.2 are the average misclassiﬁcation errors with
their respective standard errors over 100 simulations. Here, we notice
that the average misclassiﬁcation error for our new method is somewhat
higher than for the other robust methods which are designed for elliptical
distributions. But contrary to CQDA, we see that our AO method is not
highly aﬀected by outliers. Note that the optimal error rates are 0.0787
for the 2D-setting, 0.0416 for the 3D-setting and 0.1318 for the 5D-setting.
The results obtained by the robust methods RLDA and RQDA are quite
close to these optimal values.
ε CQDA RLDA RQDA Rule 1 LS-SVM
2D 0% 0.0763 0.0762 0.0777 0.0821 0.0801
(0.0028) (0.0027) (0.0026) (0.0029) (0.0024)
10% 0.1545 0.0808 0.0795 0.0839 0.0825
(0.0052) (0.0026) (0.0026) (0.0026) (0.0025)
3D 0% 0.0421 0.0426 0.0430 0.0448 0.0435
(0.0015) (0.0014) (0.0014) (0.0015) (0.0015)
10% 0.1327 0.0432 0.0429 0.0452 0.0449
(0.0036) (0.0014) (0.0014) (0.0014) (0.0014)
5D 0% 0.1310 0.1308 0.1325 0.1465 0.1339
(0.0025) (0.0025) (0.0024) (0.0026) (0.0024)
10% 0.2122 0.1340 0.1363 0.1572 0.1391
(0.0038) (0.0025) (0.0025) (0.0025) (0.0024)
Table 2.2: Simulation results for the two-class problem on symmetric
distributions.
Table 2.3 lists the results for the three-class problem (k = 3). As LS-SVM
cannot directly cope with more than two groups, we have not included it in
our comparison. Here, the data from the ﬁrst two groups were generated
as before, and a third group was added. Outliers are now generated in each
group.
7. (a) p = 2,n3 = 250,X3 ∼ SN2((3,−1)′,I2,(5,−5)′)
(b) Outliers: 5% observations from X1 ∼ N2(−2·12,0.2·I2), 5% of
X2 ∼ N2((8,0)′,0.2 · I2) and 5% of X3 ∼ N2((0,8)′,0.2 · I2).42 CLASSIFICATION FOR SKEWED DATA
(c) Idem as (b) but with 10% outliers in each group.
8. (a) p = 3,n3 = 500,X3 ∼ SN3((3,−1,3)′,I3,(5,−5,5)′)
(b) Outliers: 5% observations from X1 ∼ N3(−2·13,0.1·I3), 5% of
X2 ∼ N3((6,0,1)′,0.1·I3) and 5% of X3 ∼ N3((0,6,1)′,0.1·I3).
(c) Idem as (b) but with 10% outliers in each group.
9. (a) p = 5,n3 = 500,X3 ∼ SN5(0.5 · 15,I5,−10 · 15)
(b) Outliers: 5% observations from X1 ∼ N5(−1.5·15,0.1·I5), 5% of
X2 ∼ N5(3·15,0.1·I5) and 5% of X3 ∼ N5((4,4,4,0,0)′,0.1·I5).
(c) Idem as (b) but with 10% outliers in each group.
ε CQDA RLDA RQDA Rule 1
2D 0% 0.0234 0.0254 0.0193 0.0117
(0.001) (0.0011) (0.0012) (0.0012)
5% 0.0341 0.0228 0.0170 0.0127
(0.0015) (0.0013) (0.0011) (0.0011)
10% 0.0613 0.0229 0.0161 0.0135
(0.0011) (0.0011) (0.0012) (0.0018)
3D 0% 0.0228 0.0240 0.0191 0.0120
(0.0006) (0.0008) (0.0008) (0.0008)
5% 0.0304 0.0209 0.0181 0.0127
(0.001) (0.0006) (0.0006) (0.0007)
10% 0.0452 0.0215 0.0183 0.0165
(0.0014) (0.0009) (0.0008) (0.0008)
5D 0% 0.0125 0.0135 0.0141 0.0106
(0.0006) (0.0008) (0.0007) (0.0007)
5% 0.0179 0.0140 0.0144 0.0114
(0.0008) (0.0008) (0.0008) (0.0007)
10% 0.0234 0.0143 0.0149 0.0120
(0.0007) (0.0007) (0.0006) (0.0008)
Table 2.3: Simulation results for the three-class problem on asymmetric
distributions.
Also here we can conclude that we achieve lower misclassiﬁcation errors by
adjusting for skewness.
In Figure 2.1, we illustrate the diﬀerent classiﬁers by plotting the data
generated in setting 7(b). The white region marks the set of test data that
will be classiﬁed in class 3, the light-colored region indicates the data thatLOW DIMENSIONAL DATA 43


























Figure 2.1: Class acceptance regions for the three-classes simulation data
(case 7(b)) for the four classiﬁers : (a) Classical Quadratic Discriminant
Analysis (CQDA), (b) Robust Linear Discriminant Analysis (RLDA),
(c) Robust Quadratic Discriminant Analysis (RQDA), (d) Adjusted
Outlyingness (Rule 1).
will be classiﬁed in class 1, whereas the dark-colored region visualizes the
classiﬁcation region of class 2. We see in Figure 2.1(a) that CQDA does
not separate properly the regular observations in the three groups, as the
classiﬁcation rules are attracted by the outliers. The robust methods RLDA44 CLASSIFICATION FOR SKEWED DATA
in Figure 2.1(b) and RQDA in Figure 2.1(c) are clearly less inﬂuenced by the
outlying cases, but still misclassify some observations that lie in between the
groups. The AO classiﬁer (Rule 1) shown in Figure 2.1(d) yields very precise
classiﬁcation boundaries. In order to illustrate the diﬀerence between rule
1, 2 and 3, following simulation settings are used:
1. (a) p = 2,X1 ∼ N2(02,[1 − 0.5;−0.5 1]),X2 ∼ SN2(−2.12,I2,5.12)
(b) 5% observations from the second group replaced with observa-
tions from N2(−3.12,0.2I2)
2. (a) p = 3,X1 ∼ N3(03,[1 − 0.5 0;−0.5 1 0;0 0 1]),X2 ∼
SN3(−2.13,I3,5.13)
(b) 5% observations from the ﬁrst group replaced with observations
from N3(−3.13,0.2I3).
3. (a) p = 5,X1 ∼ N5(05,I5),X2 ∼ SN5(−1.5.15,I5,5.15)
(b) 5% observations from the ﬁrst group replaced with observations
from N5(−3.15,0.2I5)
In the ’equal group size’ setting, we use n1 = n2 = 500. We also perform
the simulation with unequal group sizes, by taking n1 = 100 and n2 = 500.
From each population, we randomly generate nj training observations and
100 test data. On the training data, we apply the three diﬀerent classiﬁers
as deﬁned in Section 2.2.1. The results of the simulations are summarized
in terms of average misclassiﬁcation errors. The misclassiﬁcation error
is deﬁned as the overall proportion of wrongly classiﬁed observations in
the test sets. The results listed in Table 2.4 and Table 2.5 are average
misclassiﬁcation errors with their respective standard errors over 100
simulations.
In case that the two groups are of equal size, we see that the three methods
have a very comparable performance. Adding 5% outliers does not inﬂuence
the results signiﬁcantly. However, when the group sizes are unequal, the
new rules 2 and 3 clearly outperform the ﬁrst rule. This is due to the fact
that the distribution of the outlyingnesses is diﬀerent in both groups. The
second and third rule adjust for this diﬀerence. The diﬀerences between
the rules 2 and 3 are not signiﬁcant in this simulation setting (following
t-test).LOW DIMENSIONAL DATA 45
ε Rule 1 Rule 2 Rule 3
2D 0% 0.0737 0.0751 0.0758
(0.0018) (0.0019) (0.0019)
5% 0.0744 0.0751 0.0756
(0.0021) (0.0021) (0.0021)
3D 0% 0.0440 0.0449 0.0451
(0.0015) (0.0016) (0.0016)
5% 0.0425 0.0437 0.0425
(0.0015) (0.0015) (0.0015)
5D 0% 0.0737 0.0749 0.0758
(0.0015) (0.0017) (0.0018)
5% 0.0736 0.0735 0.0767
(0.0016) (0.0016) (0.0019)
Table 2.4: Simulation results for equal group sizes.
ε Rule 1 Rule 2 Rule 3
2D 0% 0.1047 0.0882 0.0876
(0.0033) (0.0026) (0.0026)
5% 0.0991 0.0797 0.0818
(0.0032) (0.0024) (0.0023)
3D 0% 0.0986 0.0527 0.0534
(0.0032) (0.0015) (0.0015)
5% 0.0965 0.0533 0.0499
(0.0032) (0.0018) (0.0017)
5D 0% 0.2298 0.0930 0.0909
(0.0042) (0.0026) (0.0028)
5% 0.2284 0.0956 0.0916
(0.0041) (0.0023) (0.0028)
Table 2.5: Simulation results for unequal group sizes.
2.2.3 Example
The data used in this example come from the Belgian Household Survey of
2005. The Household Survey is a multi-purpose continuous survey carried
out by the Social Survey Division of the Belgian National Institute of
Statistics which collects information on people living in private households
in Belgium. The main aim of the survey is to collect data on a range
of topics such as education, welfare, family structure and health. One of
the most important direct applications of the survey is the computation
of the evolution of the purchasing power. Therefore, quite some data on46 CLASSIFICATION FOR SKEWED DATA
income and expenditure are collected. We selected a subset of 11 variables
from the data set. The most important variable is the yearly income of
the correspondent. The other variables are all expenditures on diﬀerent
types of goods such as health, food and leisure. It is generally known that
the percentage of income spent on a speciﬁc type of good is a function of
the yearly revenue of an individual. A good is called a luxury good if the
relative amount of income spent on it is an increasing function of the income.
If the function is constant, one deals with normal goods. In the case of
inferior goods the function decreases. This means that the spending pattern
changes with the yearly income of a person. In order to avoid correcting
factors for family size, only single persons are considered. This group
of single persons consists of 174 unemployed and 706 (at least partially)
employed persons. With our analysis we try to determine whether a person
is employed or not by looking at his or her spending pattern and income.
In this section we only consider the variables ’Income’ and ’Expenditure
on durable consumer goods’ (which are luxury goods). Figure 2.2(a) is a
scatterplot of the data indicating both groups. As the group of employed
people is highly spread out, we have also plotted the lower left part of the
data (Figure 2.2(b)), in which both groups can be better distinguished. We
notice the skewness in both classes, as well as some overlap between the
groups.
Both groups are 100 times randomly split into a training set and a test set
which contains 10 datapoints. Rule 1 results in an average misclassiﬁcation
error of 0.2580 with a standard error of 0.0099. Due to the the fact that
the group sizes are quite diﬀerent, this result is worse than the error rate
of 0.2075 (s.e. 0.0091) that is obtained by RQDA. However, rules 2 and 3
outperform this result. Rule 2 gives an average misclassiﬁcation error of
0.1655 (s.e. 0.0082) and rule 3 an average misclassiﬁcation error of 0.1855
(s.e. 0.0086). This is in line with the simulation results.
2.3 High dimensional data
2.3.1 Construction of the classiﬁcation rule
In order to classify high-dimensional data, the analysis often starts with
applying a dimension reduction technique such as Principal ComponentHIGH DIMENSIONAL DATA 47








































































































































Figure 2.2: Scatterplot of expenditure on durable consumer goods versus income:
(a) complete data set; (b) observations with a yearly income and expediture smaller
than 50000 euro.
Analysis (PCA) on the whole data set. Next, discriminant analysis for
low-dimensional data is applied on the resulting PCA-scores, as in Hubert
and Engelen (2004) where a robust PCA is followed by RQDA to classify48 CLASSIFICATION FOR SKEWED DATA
mice with diﬀerent therapies for cancer based on high-dimensional NMR
spectra. However, it is not always useful to perform one single PCA on
the entire data set, as the optimal subspaces and the dimensionality of
the diﬀerent classes Xj can be diﬀerent. A way to deal with such classes
of diﬀerent dimensionality is the so called ’Soft Independent Modelling by
Class Analogy’ (SIMCA) method. The idea behind SIMCA (Wold, 1976)
is to apply a (classical) PCA in each group, thereby retaining within each
group a suﬃcient number of principal components to account for most
of the variation. For each new observation y, we can then compute its
projection within the PCA-subspace of group j, denoted by ˆ yj. Roughly
speaking, the SIMCA classiﬁcation rule is then obtained by combining the








and the score distance (SD). The score distance is the Mahalanobis distance
measured in the PCA-subspace. For a new observation y, the score distance




Here tj = (Pj)′(y − ¯ xj) is the score of y with respect to the jth class,
Pj the matrix of the loadings of group j, Lj the diagonal matrix of the
eigenvalues and ¯ xj the empirical mean of the observations of Xj. Since
the SIMCA method is based on classical PCA, it is inherently sensitive to
outliers. In order to robustify SIMCA, the RSIMCA classiﬁer has been
developed (Vanden Branden and Hubert, 2005). This classiﬁer is mostly
based on the robust PCA method ROBPCA (Hubert et al., 2005). The
ROBPCA method uses concepts from the Stahel-Donoho outlyingness and
the MCD estimator, and consequently it is mostly suited for elliptically
distributed data.
As we want to account for skewness, we propose a classiﬁcation method
which is similar to RSIMCA, but which is based on a robust PCA
approach for skewed data (Hubert et al., 2009) as well as on the adjusted
outlyingness (2.4). The method, denoted as RSIMCA-AO, consists of the
following steps:
1. First we apply ROBPCA for skewed data within each group. This is
done in the following steps:HIGH DIMENSIONAL DATA 49
(a) We compute the AO of all observations in Xj. Then we take
the set Ih of the hj (with [nj/2] 6 hj 6 nj) data points with
smallest AO, and we compute their mean ˆ 0(Xj) and covariance
matrix ˆ Σ0(Xj). Note that hj should be smaller than the number
of non-outlying objects in Xj. In our examples we have always
set hj = 0.9nj but this can of course be modiﬁed if a smaller
number of regular observations is too be expected.
(b) In each group we reduce the dimension by projecting all data
on the lj-dimensional subspace V
j
0 spanned by the ﬁrst lj
eigenvectors of ˆ Σ0(Xj).
(c) For each observation x
j













  with ˆ x
j
i the projection of x
j
i on the subspace
V
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0 . We then obtain an improved robust subspace estimate V
j
1
as the subspace spanned by the lj dominant eigenvectors of ˆ Σ1,







OD. The cutoﬀ value c
j
OD is the largest OD
j
i smaller
than ˆ Q0.75 {OD}+1.5·exp(3·MCn{OD})·IQRn{OD}. Here OD
is the set {OD
j
i,i = 1,...,nj}. Next, we project all data points
of all groups on their respective PCA subspace V
j




(d) We compute the AO
j
i of the ˆ x
j
i. Similar to the low-dimensional
case, we retain the estimates of the median, the median absolute
deviation (1.3) and IQR in each direction.
2. To classify a new observation y, we consider two distances. First, we
look at the orthogonal Euclidean distance ODj(y), as in (2.5), of y
to the subspace V
j
1 . Next, we compute the adjusted outlyingness AO
of ˆ yj with respect to the ˆ x
j
i. As explained in Section 2.2.1 we reduce
the computation time by using the results from deriving the AO
j
i. To
make sure that none of these two distances dominates the other, both
measures are rescaled. For the OD we use c
j
OD, whereas for the AO
we deﬁne c
j
AO, with AO = {AO
j
i,i = 1,...,nj}, as the largest AO
j
i
smaller than ˆ Q0.75{AO}+1.5exp(3·MCn {AO})IQRn {AO}. Finally,
similarly as in (Vanden Branden and Hubert, 2005), we consider a
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Observation y is now classiﬁed into the group j for which (2.6) is
minimal. The parameter γ ∈ [0,1] determines the relative weight that
is given to both distance measures. If there is no prior information
on the relative importance of both measures, γ can be chosen in such
a way that the misclassiﬁcation error is minimized.
Remark 1 The computation of the AO in step 1(a) is carried out in
the space spanned by the datapoints. When p > nj, a preliminary SVD
decomposition of Xj leads to a dataspace of dimension r 6 nj − 1. As
r will generally still be large, the computation of the AO’s can no longer
be done as in the low-dimensional setting. First note that in the PCA-
setting, we further assume that the data can be well represented in a lower
dimensional space k ≪ r, so the intrinsic problem is still low-dimensional.
Secondly, we do not need an aﬃne equivariant AO-measure anymore, but
only a procedure which is orthogonally equivariant. Therefore, we generate
m = min(250p,2500) directions a through 2 datapoints and then take the
maximum of the AO(1)’s on those projections.
Remark 2 The choice of γ will require the evaluation of the classiﬁer
for a range of γ-values, by means of a test set or cross-validation. If a
training and a validation set are available, the PCA models are constructed
for the training set, whereas the classiﬁcation rules are evaluated for the
validation set. It is important to check whether the validation set has the
same characteristics as the training set. This implies that we should verify
whether the same PCA models, as those constructed from the training
data, are appropriate. For each validation point from group l, we compute
its adjusted outlyingness within and its orthogonal distance to the PCA
subspace estimated from the lth training group. If the lth validation set is
a representative sample from the lth population, these distances should be
comparable with those of the training set.
If a validation set is not available and the given data set is small, it
is recommended not to split the data into a training and a validation
set. In this case, we ﬁrst estimate the PCA models from the full data
set, and evaluate the classiﬁcation rule by means of leave-one-out cross-
validation. If the whole RSIMCA-AO method needs to be redone for each
observation, the leave one out cross-validation would become very timeHIGH DIMENSIONAL DATA 51
consuming. Therefore, we could make an approximation inspired by the
fast cross-validation algorithm described in Hubert and Engelen (2007).
After the removal of an observation x
j
i from a certain group, step 1(a)
requires the subset of the hj −1 observations with smallest AO. Instead of
recalculating the AO of all observations an approximation is made. If the
removed observation belongs to the set Ih, it is removed. Else, the point
with the largest outlyingness is deleted from Ih. The updated subset is
denoted by Ih,−i.
2.3.2 Simulation results
To illustrate the eﬀectiveness of the skewness adjustment, RSIMCA-AO is
compared to SIMCA and RSIMCA method in a simulation study. First we
consider an outlier-free situation. In p = 500 dimensions, three groups of
observations are generated from a skew normal distribution. The ﬁrst group
has its center at 0p=(0,0,...,0)′ ∈ Rp. The covariance matrix has the three
ﬁrst canonical vectors as dominant directions, and they explain 98% of the
variability. The skewness vector  is set to (2,0p−1)′. The second group
has its center in (5,0p−1)′ and has only two important directions (the ﬁrst
and the second canonical vector) yielding 94% explanation of the variance.
The skewness parameter equals (10,0p−1)′. The center of the third class is
located at (−5,0p−1)′. Its ﬁrst four directions explain 95% of the variance,
while its skewness parameter is (−10,0p−1)′. From each group we generate
400 training data and 80 validation cases.
Table 2.6 summarizes the results of applying the three diﬀerent classiﬁers.
Average misclassiﬁcation errors (and corresponding standard errors) are
reported over 100 simulations, for 11 equidistant γ values in [0,1]. Note that
all methods require to choose the number of principal components within
each group. Here, we have used l1 = 3,l2 = 2 and l3 = 4 according to the
true dimensionality of the data. We see that, in this outlier-free setting,
the performance of SIMCA and RSIMCA is very comparable. RSIMCA-AO
gives better results over a broad range of γ-values and attains the minimal
classiﬁcation error of 0.0484 at γ = 0.3. The result for γ = 0.2 is very close
with an error of 0.0488.
In order to illustrate the robustness towards outliers, we next introduced
5% orthogonal outliers in the ﬁrst group and the second group and 5% bad
leverage points in the third group (a precise deﬁnition of the types of outliers52 CLASSIFICATION FOR SKEWED DATA
is given in Hubert et al. (2009)). The outliers follow the same distributions
as the regular observations but their center is changed to (0,0,0,5,0496)′ for
the ﬁrst group, (5,0,−5,0497)′ for the second group and (0,0,0,0,10,0495)′
for the last group. It is known that orthogonal contamination lifts the
classical PCA subspace towards the outliers and that bad leverage points
tilt the subspace to accommodate all the outliers. From Table 2.7 we see
indeed that the contamination has a high impact on the performance of
classical SIMCA. The robust methods are quite resistant towards outliers.
Again RSIMCA-AO obtains the smallest misclassiﬁcation error, with the
minimal value of 0.0511 at γ = 0.2.
γ SIMCA RSIMCA RSIMCA-AO
0 0.2099 0.2055 0.2112
(0.0024) (0.0024) (0.003)
0.1 0.0737 0.0814 0.0851
(0.0016) (0.0017) (0.0022)
0.2 0.0569 0.0571 0.0488
(0.0015) (0.0014) (0.0014)
0.3 0.0657 0.0628 0.0484
(0.0014) (0.0014) (0.0014)
0.4 0.0780 0.0715 0.0558
(0.0014) (0.0014) (0.0017)
0.5 0.1040 0.0923 0.0667
(0.0017) (0.0016) (0.0024)
0.6 0.1337 0.1178 0.0833
(0.002) (0.0021) (0.0024)
0.7 0.1759 0.1616 0.1228
(0.0019) (0.0019) (0.0033)
0.8 0.2560 0.2320 0.1788
(0.0018) (0.0019) (0.0024)
0.9 0.3248 0.3167 0.2786
(0.0006) (0.001) (0.0013)
1 0.3394 0.3391 0.3393
(0.0006) (0.0005) (0.0004)
Table 2.6: Simulation results for uncontaminated high-dimensional data.
2.3.3 Example
We reconsider the social data example from Section 2.2.3 but now we
take all 11 variables into account: Income and expenditures on clothing,HIGH DIMENSIONAL DATA 53
γ SIMCA RSIMCA RSIMCA-AO
0 0.2171 0.2091 0.2078
(0.0022) (0.0023) (0.0028)
0.1 0.1455 0.0787 0.0748
(0.0025) (0.0018) (0.0019)
0.2 0.1437 0.0631 0.0511
(0.0021) (0.0016) (0.0015)
0.3 0.1540 0.0693 0.0561
(0.0019) (0.0016) (0.0017)
0.4 0.1663 0.0795 0.0649
(0.0022) (0.0014) (0.0016)
0.5 0.1937 0.1047 0.0834
(0.0023) (0.0018) (0.0022)
0.6 0.2304 0.1375 0.1133
(0.0025) (0.0019) (0.0024)
0.7 0.2790 0.1807 0.1455
(0.0029) (0.0019) (0.0028)
0.8 0.3344 0.2560 0.2162
(0.0015) (0.0017) (0.0027)
0.9 0.3414 0.3252 0.2984
(0.0007) (0.0007) (0.0023)
1 0.3410 0.3388 0.339
(0.0007) (0.0005) (0.0005)
Table 2.7: Simulation results for contaminated high-dimensional data.
alcoholic drinks, durable consumer goods, energy, food, health, leisure,
nonalcoholic drinks, transport and housing. On this data set we apply
SIMCA, RSIMCA and RSIMCA-AO. For each method we retained three
principal components in each group. For RSIMCA-AO e.g. this explained
87% percentage of the variation of the ﬁrst group, and 89% of the second
group. On Figure 2.3 the average misclassiﬁcation errors are plotted as a
function of γ (based on 10 random splits into training and test set). It can
be clearly seen that the skewness adaptation gives smaller misclassiﬁcation
errors for all values of γ.54 CLASSIFICATION FOR SKEWED DATA































Figure 2.3: Average misclassiﬁcation errors for the social data as a function of γ,
with diﬀerent classiﬁcation methods.
2.4 Conclusion and outlook
In this chapter we have shown how classical and robust classiﬁers for
elliptical data can be adjusted for skewness. In the low-dimensional case we
adapt the maximum depth classiﬁcation method by using the concept of
adjusted outlyingness. This is a fast projection pursuit procedure which
does not need any tuning parameter. Only for its computation, the
number of projections needs to be chosen. Note that when the sample
sizes are highly diﬀerent among the classes, some easy modiﬁcations to this
classiﬁcation rule can be made, leading to even smaller misclassiﬁcation
errors.
For high-dimensional data, we modify the RSIMCA approach by using a
robust PCA method for skewed data for dimension reduction and the AO
within the PCA subspaces. Simulation results and an application on a real
data set show the beneﬁts of these new procedures.Chapter 3




The aim of this chapter is to construct methods for reducing the variance
and the mean squared error (MSE) of diﬀerent univariate robust estimators
that are based on quantiles. In order to achieve this goal, the estimators
are based on a smoothed distribution function instead of the empirical
distribution function. It is shown by Fernholz (1997) that smoothing the
empirical distribution function with an appropriate kernel and bandwidth
can reduce the variance and MSE of estimators. As was shown by Brys
et al. (2004), the medcouple has a rather high variance for small samples.
The main goal of this chapter is to reduce the variance and MSE of the
medcouple, but also other quantile-based estimators such as the quartile
skewness are considered.
The ﬁrst proposals to use kernel smoothing for distribution estimates date
back to Nadaraya (1964) and Azzalini (1981). Kernel smoothing requires
the choice of a bandwidth. An appropriate choice of this parameter is of
major importance, as over- or undersmoothing can dramatically aﬀect the
bias and variance of the estimate. In order to determine the bandwidth,
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several methods are available. Sarda (1993) proposed a cross-validation
selection procedure, but this method has several drawbacks as was shown
by Altman and Leger (1995). Bowman et al. (1998) came up with another
cross-validation procedure that turned out to perform much better. More
recently, Hansen (2004) showed that the optimal bandwidth only depends
on the roughness of the ﬁrst derivative of the density, which can be
estimated by kernel density estimation methods. We will construct two
bandwidth selection procedures based on these proposals.
In Section 3.2, the diﬀerent estimators under study are deﬁned, as well as
their variance-reduced variants. A small simulation shows that a suitable
bandwidth choice can indeed considerably reduce the MSE of quantile
estimators. The diﬀerent bandwidth selection procedures are explained
in Section 3.3. These optimal bandwidths are used in a simulation study
in Section 3.4 in order to illustrate the possible reduction in MSE for the
diﬀerent estimators deﬁned in Section 3.2. Section 3.5 illustrates on a
simulated example how an improvement in estimation of skewness leads to
a more accurate outlier detection procedure.
3.2 Description of the method
In this chapter we study the estimation of quantiles and quantile-
based estimators. Let Xn = {x1,x2,...,xn} be an independent and
identically distributed random sample drawn from an absolutely continuous
distribution function F(x) with density f(x). The population quantile
function Q(p) is deﬁned as:
Q(p) = inf {x : F(x) > p} (0 < p < 1).
which we denote by Qp. Accordingly, the estimator of Qp has been chosen
to be the empirical quantile ˆ Qp = inf {x : Fn(x) > p}, with Fn(x) the
empirical distribution function. The interquartile range is, as already
deﬁned in the beginning of Chapter 1:
IQRn = ˆ Q0.75 − ˆ Q0.25.
The quartile and octile skewness are extensively described in Brys et al.
(2003). On a ﬁnite sample, these estimators are calculated as follows:DESCRIPTION OF THE METHOD 57
QSn(F) =
( ˆ Q0.75 − ˆ Q0.5) − ( ˆ Q0.5 − ˆ Q0.25)
ˆ Q0.75 − ˆ Q0.25
and
OSn(F) =
( ˆ Q0.875 − ˆ Q0.5) − ( ˆ Q0.5 − ˆ Q0.125)
ˆ Q0.875 − ˆ Q0.125
.




with med(Xn) the sample median and where for all xi ̸= xj the function h
is given by:
h(xi,xj) =
(xj − med(Xn)) − (med(Xn) − xi)
xj − xi
. (3.2)
All the above mentioned estimates are based on quantiles. This means that
they can be estimated based on the empirical distribution function Fn(x),












1 if x − xi > 0
0 otherwise.
(3.3)
When F is continuous, it is more natural to use a smooth random function
as estimator of F since there is a substantial lack of eﬃciency, caused by the
variability of individual order statistics. The empirical distribution function












In this expression, K(t) is a distribution function having a density k(t) that
is symmetric around zero and h is a bandwidth that controls the degree58 REDUCING THE MEAN SQUARED ERROR OF QUANTILE-BASED ESTIMATORS BY
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of smoothness. Since the choice of K is much less important than the
choice of a suitable bandwidth, we will only consider the integral of the















2 for |t| <
√
5
1 for t >
√
5.
It is the aim to investigate whether it is possible to reduce the bias and
variance of these estimators by replacing the empirical distribution function
Fn(x) by its smoothed equivalent ˜ Fn,h(x). A quantile Qp that is estimated
based on the smoothed distribution function ˜ Fn,h(x) is denoted as ˜ Qp. This
quantile ˜ Qp is found as the solution of the following equation:
˜ Fn,h(x) − p = 0. (3.4)
Under the condition that F(x) has continuous derivatives f(x) and f′(x),
it can be proved (Azzalini, 1981) that as n → ∞ and h → 0 ,
E( ˜ Fn,h(x)) = F(x) +
1
2
h2f′(x)µ2(k) + o(h2) (3.5)
and














−∞ t2k(t)dt and c1 =
∫ +∞
−∞ tk(t)K(t)dt. For the above
deﬁned Epanechnikov kernel, µ2(k) is equal to 1.
A larger bandwidth thus results in a smaller variance but it has the
withdrawal that the bias increases. Expression (3.5) indicates that the bias
depends partially on f′(x). For a unimodal distribution, f′(x) is positive
for x-values smaller than the mode, and negative for x-values larger than
the mode. This suggests that the bias will be positive for small x-values
and negative for large x-values. This can be seen on Figure 3.1 where
the solid line represents the population distribution function of a Γ(1,10)-
distribution. The probability density function of a Γ(α,β)-distribution is
given by:
f(x,α,β) = xβ−1 e−x/α
Γ(β)αβ for x > 0 and α,β > 0 (3.7)DESCRIPTION OF THE METHOD 59












Figure 3.1: Population (solid line), empirical (step function) and smoothed
(dotted line) Γ(1,10)-distribution function based on a sample of 100
observations.
where α is a scale parameter, β regulates the shape and Γ is the Gamma-
function.
The step function is the empirical distribution function based on a random
sample of 100 observations and the dotted line is a smoothed version of
this empirical distribution function. The bandwidth was chosen according
to the further derived plug-in criterion.
The smoothed quantiles are determined by solving equation (3.4) in an
iterative way by means of the MATLAB function fzero. A more rough but
faster way of ﬁnding the quantiles is by linear interpolation between the
grid points in which the smoothed distribution function is evaluated. It
is not investigated how many grid points are needed in order to achieve a
result that is comparable to that of the iterative method. The smoothed
versions of the octile and quartile skewness are calculated by replacing the
empirical quantiles by the smoothed quantiles. For the calculation of the
medcouple, we consider two diﬀerent methods:60 REDUCING THE MEAN SQUARED ERROR OF QUANTILE-BASED ESTIMATORS BY
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1. Based on the original sample with n observations, a bandwidth for
smoothing the distribution function is chosen. In a grid of 2n − 1
equidistant points between 0 and 1, the inverse of the smoothed
distribution function is calculated. These 2n − 1 points can be
considered as a new artiﬁcial sample on which the medcouple will
be calculated. Simulations have shown that taking more points does
not change the MSE signiﬁcantly and only results in an increase in
computation time. We call this estimator the extended medcouple
( ˜ MC(Xn)) and deﬁne it formally as:










2. The sample median is replaced by the median of the smoothed
distribution function: ˜ F−1
h,n(0.5). This estimator is called the smoothed







(xj − ˜ F−1




Remark It is also possible to take the smoothed median of the hs(xi,xj).
However, this has a very small inﬂuence on the MSE of MCs since there
are a lot more hs(xi,xj)-values than x-values. Therefore, the ﬁnite sample
median of h(xi,xj) lies very close to its smoothed equivalent.
In order to illustrate that smoothing can result in a decrease in MSE, a
small simulation is done. The estimators are calculated s times on a sample
of size n = 100. The estimates are denoted as ˆ θj. Tables 3.1 and 3.2
report the estimated bias, variance and MSE for diﬀerent quantiles of a
Γ(1,10)-distribution, which is deﬁned in expression (3.7), as a function ofDESCRIPTION OF THE METHOD 61
the bandwidth. The bias, the variance and the MSE of an estimator ˆ θ of θ







ˆ bias(ˆ θ) = θ − θ (3.9)





(θ − ˆ θj)2 (3.10)
ˆ MSE(ˆ θ) = ˆ bias
2
(ˆ θ) + ˆ var(ˆ θ). (3.11)
Only bandwidths between 0.25 and 2 times n−1/3IQR are considered,
since Azzalini (1981) has shown that the optimal bandwidth lies in this
interval for almost all distributions. Larger bandwidths result in a lower
variance but a higher absolute value of the bias. As was stated above,
lower quantiles tend to have a negative bias, while the smoothed estimate
of higher quantiles has a positive bias if the bandwidth is large enough.
However, a suitable choice of the bandwidth leads to a reduction in MSE.
bandwidth ˜ Q0.10 ˜ Q0.25
(∗n−1/3IQRn) bias variance MSE bias variance MSE
0.25 0.0040 0.1445 0.1445 0.0028 0.1208 0.1208
0.5 -0.0202 0.1350 0.1354 0.0011 0.1212 0.1212
0.75 -0.0249 0.1196 0.1202 -0.0114 0.1154 0.1156
1 -0.0835 0.1190 0.1260 -0.0339 0.1027 0.1038
1.25 -0.1665 0.1077 0.1355 -0.0342 0.1061 0.1073
1.5 -0.2398 0.0980 0.1555 -0.1082 0.0985 0.1102
1.75 -0.3223 0.1090 0.2129 -0.1224 0.0913 0.1063
2 -0.4436 0.0981 0.2949 -0.1726 0.0896 0.1194
sample 0.0239 0.1468 0.1473 0.0273 0.1351 0.1359
Table 3.1: Bias, variance and MSE of ˜ Q0.10 and ˜ Q0.25 of a sample of size
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bandwidth ˜ Q0.75 ˜ Q0.90
(∗n−1/3IQRn) bias variance MSE bias variance MSE
0.25 -0.0147 0.2462 0.2465 -0.0102 0.4441 0.4442
0.5 0.0435 0.2142 0.2161 -0.0203 0.4268 0.4272
0.75 0.0192 0.2055 0.2059 0.0711 0.4413 0.4464
1 0.0589 0.2020 0.2055 0.0902 0.3892 0.3973
1.25 0.0862 0.1877 0.1951 0.1392 0.3678 0.3872
1.5 0.1217 0.1755 0.1903 0.1783 0.3363 0.3681
1.75 0.1831 0.1786 0.2121 0.3002 0.3397 0.4298
2 0.2671 0.1866 0.2580 0.3621 0.3154 0.4465
sample -0.0146 0.2356 0.2358 -0.0084 0.4364 0.4365
Table 3.2: Bias, variance and MSE of ˜ Q0.75 and ˜ Q0.90 of a sample of size
100 from the Γ(1,10)-distribution for diﬀerent bandwidths.
3.3 Bandwidth selection procedures
It is common to use the mean integrated squared error (MISE) as a global




( ˜ Fh,n(x) − F(x))2dx (3.12)
An optimal smoothing parameter can be deﬁned as the value that minimizes
this MISE. This value is, of course, unknown in practice. As shown by Jones
(1990), asymptotically, if n → ∞ and h → 0
MISE(h) =
∫ +∞



















In case of the Epanechnikov-kernel c1 =0.2875. If the last term in (3.13) is
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The optimal asymptotic MISE is then given by
MISE(h0) =
∫ +∞




41/3n4/3R1/3 + o(h4) (3.17)
which is lower than that of the empirical distribution function, which is
equal to the ﬁrst term of expression (3.17). The improvement over the
empirical distribution function disappears as n → ∞ at a rate of n−4/3.
This suggests that smoothing results in a considerable improvement in
case of small samples. The improvement of the smoothed distribution is
inversely proportional to R. This means that smaller gains are expected for
steeper functions. The less rough the distribution, the larger the optimal
bandwidth.
Remark The criterion we have chosen is the minimization of the MISE.
It is also possible to select a bandwidth that minimizes the MSE of a given
quantile. However, for every quantile, the optimal bandwidth is diﬀerent
(Sheather and Marron, 1990). In case that only one quantile needs to be
estimated, this is a very appropriate approach. Since the main goal of this
chapter is the reduction of the MSE of the medcouple, this approach is less
suitable because of the large number of diﬀerent quantiles that need to be
estimated.
3.3.1 The plug-in method
From equation (3.16) it follows that the optimal bandwidth depends on
the unknown roughness R. To estimate R, we need an estimate of
f′(x) which is obtained by numerical diﬀerentiation of an estimate of
f(x). Outliers might have a large inﬂuence on the estimate of f(x).
Therefore, for the calculation of f(x), all observations outside the interval
[ ˆ Q0.25 − 3SIQRL, ˆ Q0.75 + 3SIQRU] are left out of the data set. The
boundaries SIQRL = ˆ Q0.5 − ˆ Q0.25 and SIQRU = ˆ Q0.75 − ˆ Q0.5 are the
lower and upper semi-interquartile range. The use of these boundaries
was suggested by Kimber (1990), in order to construct an adjusted boxplot
for skewed data.
The density function f of this restricted dataset Xnr that consists
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bandwidth (Silverman, 1986):





with ˆ σ the standard deviation. This standard plug-in bandwidth relies on
the assumption of normality of the data which is in general not met. Since
this bandwidth is only used in order to determine the roughness R which
is needed for the calculation of the ﬁnal bandwidth, the ﬁnal result is not













where the xi are the observations of the restricted data set Xnr. The
choice of the kernel is also here of smaller importance than the choice of







Using this density estimate ˆ f(x), the unknown roughness R is calculated
by means of numerical diﬀerentiation and integration based on a grid of
100 equidistant points between the minimum and the maximum of the
restricted dataset. Filling in this estimate of R in expression (3.16) results
in an estimate for the optimal bandwidth for smoothing the distribution
function. We call this method the plug-in method, since it is based on an
initial plug-in bandwidth.
3.3.2 Cross-validation
A second possibility is to choose the bandwidth by means of a cross-
validation procedure. This approach has ﬁrst been proposed by Sarda




[ ˜ Fh,n;−i(xi) − Fn(xi)]2 (3.21)SIMULATION 65
where ˜ Fh,n;−i(xi) is the kernel estimator computed in xi with bandwidth h,
by leaving out xi. The bandwidth minimizing this criterion is then selected.
Altman and Leger (1995) proved that this criterion is asymptotically




[ ˜ Fh,n(xi) − Fn(xi)]2 (3.22)
They also proved that the expected value of the derivative of this criterion
with respect to the bandwidth h is asymptotically positive. This result
implies that, for suﬃciently large samples, the criterion tends to pick the
smallest bandwidth of the proposed grid. This result is conﬁrmed by
simulations we performed on Γ-distributions of diﬀerent shape. Bowman
et al. (1998) proposed an alternative cross-validation procedure. A natural
characterization of each observation is I(x − xi) whose expectation is




[I(x − xi) − ˜ Fh,n;−i(xi)]2dx (3.23)
This Dxi(h) is determined by means of numerical integration in a grid of





The optimal smoothing parameter is deﬁned as the h that minimizes this
function.
Note that the plug-in method requires only one density estimation, one
numerical diﬀerentiation and one numerical integration. The second
method is computationally much more demanding since it requires n
numerical integrations for a grid of h-values. For a sample of 100
observations, the plug-in method only needs 0.014s to calculate the
bandwidth. The cross-validation procedure takes 32.8s if a grid of 20 h-
values is considered.
3.4 Simulation
In order to illustrate the reduction in variance and MSE of the diﬀerent


































Figure 3.2: Selected bandwidths by the plug-in and the cross-validation
method for a Γ(1,5)-distribution without (left) and with 5% right
contamination (right).
Γ-distributions. The probability density function of the Γ-distribution is
given in expression (3.7). We consider three diﬀerent values for β: 1, 5
and 10 (the larger the skewness parameter, the more symmetric). The
scale parameter α is always 1. All simulations are repeated 100 times. The
average bias, variance and mean squared error of the diﬀerent estimators are
tabulated for the bandwidths obtained by the diﬀerent bandwidth selection
procedures. The population values of all estimators are very diﬃcult to
compute analytically. Therefore, they are determined as the average over
100 random samples of size 50000 in case of the medcouple and of size
1000000 for all other estimators. The contamination at the left is generated
from a N(−5,1)-distribution, the contamination at the right side comes
from a N(30,1)-distribution. The sample size is always 100.
Figure 3.2 shows boxplots of the selected bandwidths by the plug-in and
the crossvalidation method for a Γ(1,5) distribution without and with 5 %
right contamination. The plug-in method tends to select a lower bandwidth
and the variance of the selected bandwidths is a lower than for the cross-
validation method.
3.4.1 Quantiles and the inter quartile range
As an example a simulation is done for the median. The ﬁnite sample result
is calculated on the empirical distribution function. The results in TableSIMULATION 67
3.3 show a slight improvement of the MSE for the plug-in method. The
cross-validation method performs poorly due to the larger bandwidth that
results in a considerable bias.
Distribution method bias variance MSE
Γ(1,1) sample -0.0099 0.0103 0.0103
plug-in 0.0077 0.0101 0.0100
cross-validation 0.1068 0.0084 0.0197
Γ(1,5) sample -0.0001 0.0514 0.0509
plug-in 0.0439 0.0444 0.0459
cross-validation 0.0984 0.0556 0.0652
Γ(1,10) sample -0.0874 0.1172 0.1223
plug-in -0.0505 0.0888 0.0894
cross-validation 0.1447 0.0979 0.1189
Table 3.3: Bias, variance and MSE of the median for diﬀerent bandwidth
selection procedures.
For the calculation of the interquartile range, the diﬀerence of a positively
and a negatively biased smoothed quantile is made. This leads to an overall
higher bias and even to a higher MSE. This eﬀect is enhanced by the
presence of outliers as can be seen on Figures 3.3 and 3.4. Tables 3.4, 3.5
and 3.6 indicate that the plug-in method and the cross-validation method
perform poorly. Only in a few cases, there is a considerable reduction in
MSE. We can conclude from these results that, due to the above described
bias enlargement, the estimation of the IQR is not improved by smoothing.
Distribution method bias variance MSE
Γ(1,1) sample -0.1778 0.0225 0.0539
plug-in -0.1505 0.0213 0.0437
cross-validation -0.0149 0.0275 0.0274
Γ(1,5) sample 0.0185 0.1198 0.1201
plug-in 0.1418 0.0844 0.1036
cross-validation 0.4068 0.0917 0.2572
Γ(1,10) sample -0.0594 0.2514 0.2524
plug-in 0.2085 0.1965 0.2380
cross-validation 0.6623 0.1842 0.6227
Table 3.4: Bias, variance and MSE of the IQR for diﬀerent bandwidth
selection procedures.68 REDUCING THE MEAN SQUARED ERROR OF QUANTILE-BASED ESTIMATORS BY
SMOOTHING
Distribution method bias variance MSE
Γ(1,1) sample 0.0005 0.0371 0.0367
plug-in 0.0010 0.0306 0.0302
cross-validation 0.2018 0.0376 0.0783
Γ(1,5) sample 0.3322 0.1493 0.2582
plug-in 0.4603 0.1269 0.3375
cross-validation 0.8838 0.1930 0.9742
Γ(1,10) sample 0.3848 0.2871 0.4323
plug-in 0.6210 0.2390 0.6222
cross-validation 1.1914 0.1995 1.6157
Table 3.5: Bias, variance and MSE of the IQR for diﬀerent bandwidth
selection procedures (5% right contamination).
Distribution method bias variance MSE
Γ(1,1) sample -0.1678 0.0239 0.0519
plug-in -0.1551 0.0230 0.0468
cross-validation -0.0272 0.0274 0.0282
Γ(1,5) sample 0.0851 0.0981 0.1043
plug-in 0.2498 0.0673 0.1291
cross-validation 0.6621 0.1506 0.5890
Γ(1,10) sample 0.1413 0.2461 0.2636
plug-in 0.4168 0.2187 0.3902
cross-validation 1.0085 0.2187 1.2359
Table 3.6: Bias, variance and MSE of the IQR for diﬀerent bandwidth
selection procedures (5% left contamination).
3.4.2 Quartile skewness and octile skewness
For both the quartile skewness and the octile skewness the bias of nominator
and denominator have the same sign and order of magnitude. Therefore,
the overall bias of the estimator will be smaller than in case of the IQR.
The simulation results in Tables 3.7 to 3.12 show that a considerable
reduction in MSE is achieved for both bandwidth selection procedures. The
plug-in method results in a reduction in MSE for all distributions while the
cross-validation performs poorly at the Γ(1,1)-distribution. The plug-in
method has the additional advantage that its computation is much less
demanding.SIMULATION 69











Figure 3.3: Population (thick line) and smoothed Γ(1,10)-distribution
function (dashed line), empirical (stair-function) and smoothed distribution
function (solid line) with 5 % right outliers.
Distribution method bias variance MSE
Γ(1,1) sample -0.0179 0.0197 0.0198
plug-in -0.0185 0.0082 0.0085
cross-validation -0.1417 0.0007 0.0208
Γ(1,5) sample -0.0106 0.0160 0.0161
plug-in -0.0197 0.0043 0.0047
cross-validation -0.0465 0.0004 0.0026
Γ(1,10) sample 0.0149 0.0175 0.0177
plug-in -0.0135 0.0034 0.0035
cross-validation -0.0392 0.0006 0.0022
Table 3.7: Bias, variance and MSE of the Quartile Skewness for diﬀerent












Figure 3.4: Population (thick line) and smoothed Γ(1,10)-distribution
function, without (dashed line) and with 5% right outliers (solid line).
Distribution method bias variance MSE
Γ(1,1) sample 0.0391 0.0175 0.0189
plug-in 0.0334 0.0094 0.0104
cross-validation -0.1298 0.0005 0.0174
Γ(1,5) sample 0.0406 0.0183 0.0198
plug-in 0.0218 0.0043 0.0047
cross-validation 0.0246 0.0004 0.0011
Γ(1,10) sample 0.0304 0.0172 0.0179
plug-in 0.0175 0.0038 0.0040
cross-validation -0.0006 0.0006 0.0006
Table 3.8: Bias, variance and MSE of the Quartile Skewness for diﬀerent
bandwidth selection procedures (5% right contamination).
3.4.3 The medcouple
As was already described, we consider two diﬀerent methods for the
calculation of the medcouple. The result of the ﬁrst method is called
the extended medcouple while the second method leads to the smoothedSIMULATION 71
Distribution method bias variance MSE
Γ(1,1) sample -0.0151 0.0141 0.0143
plug-in -0.0276 0.0056 0.0064
cross-validation -0.1707 0.0007 0.0299
Γ(1,5) sample -0.0162 0.0174 0.0176
plug-in -0.0303 0.0037 0.0046
cross-validation -0.0782 0.0004 0.0065
Γ(1,10) sample -0.0339 0.0151 0.0161
plug-in -0.413 0.0029 0.0046
cross-validation -0.0585 0.0006 0.0040
Table 3.9: Bias, variance and MSE of the Quartile Skewness for diﬀerent
bandwidth selection procedures (5% left contamination).
Distribution method bias variance MSE
Γ(1,1) sample -0.0254 0.0129 0.0134
plug-in -0.0547 0.0091 0.0120
cross-validation -0.2023 0.0032 0.0441
Γ(1,5) sample -0.0116 0.0113 0.0114
plug-in -0.0330 0.0054 0.0064
cross-validation -0.0709 0.0012 0.0063
Γ(1,10) sample -0.0089 0.0121 0.0121
plug-in -0.0248 0.0048 0.0053
cross-validation -0.0628 0.0017 0.0057
Table 3.10: Bias, variance and MSE of the Octile Skewness for diﬀerent
bandwidth selection procedures.
Distribution method bias variance MSE
Γ(1,1) sample 0.0578 0.0109 0.0142
plug-in 0.0315 0.0082 0.0091
cross-validation 0.1482 0.0036 0.0255
Γ(1,5) sample 0.0751 0.0090 0.0146
plug-in 0.0471 0.0054 0.0075
cross-validation -0.0149 0.0019 0.0021
Γ(1,10) sample 0.0694 0.0128 0.0175
plug-in 0.0513 0.0062 0.0088
cross-validation 0.0235 0.0021 0.0027
Table 3.11: Bias, variance and MSE of the Octile Skewness for diﬀerent
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Distribution method bias variance MSE
Γ(1,1) sample -0.0139 0.0086 0.0087
plug-in -0.0738 0.0070 0.0124
cross-validation -0.2548 0.0036 0.0686
Γ(1,5) sample -0.0284 0.0116 0.0123
plug-in -0.0660 0.0049 0.0092
cross-validation -0.1399 0.0012 0.0208
Γ(1,10) sample -0.0637 0.0108 0.0147
plug-in -0.0809 0.0046 0.0111
cross-validation -0.1123 0.0017 0.0143
Table 3.12: Bias, variance and MSE of the Octile Skewness for diﬀerent
bandwidth selection procedures (5% left contamination).
medcouple.
extended medcouple smoothed medcouple
Dist. bias variance MSE bias variance MSE
Γ(1,1) sample -0.0205 0.0145 0.0148 -0.0205 0.0145 0.0148
plug-in -0.0441 0.0071 0.0090 -0.0371 0.0118 0.0130
CV -0.1710 0.0013 0.0305 -0.0757 0.0076 0.0133
Γ(1,5) sample -0.0079 0.0112 0.0112 -0.0079 0.0112 0.0112
plug-in -0.0268 0.0037 0.0043 -0.0139 0.0083 0.0084
CV -0.0579 0.0006 0.0040 -0.0075 0.0070 0.0071
Γ(1,10) sample 0.0052 0.0127 0.0128 0.0052 0.0127 0.0128
plug-in -0.0195 0.0029 0.0032 -0.0046 0.0077 0.0077
CV -0.0496 0.0009 0.0034 -0.0377 0.0041 0.0055
Table 3.13: Bias, variance and MSE of the Medcouple for diﬀerent
bandwidth selection procedures.
As can be seen in tables 3.13, 3.14 and 3.15, the ﬁrst method clearly
outperforms the second. The plug-in method is doing slightly better than
the cross-validation since a reduction in MSE is achieved for all distributions
while the cross-validation method leads to a very high bias at the Γ(1,1)-
distribution.SIMULATION 73
extended medcouple smoothed medcouple
Dist. bias variance MSE bias variance MSE
Γ(1,1) sample 0.0417 0.0131 0.0147 0.0417 0.0131 0.0147
plug-in 0.0152 0.0073 0.0074 0.0258 0.0121 0.0127
CV -0.1420 0.0011 0.0212 -0.0248 0.0079 0.0085
Γ(1,5) sample 0.0567 0.0119 0.0150 0.0567 0.0119 0.0150
plug-in 0.0322 0.0036 0.0046 0.0412 0.0085 0.0102
CV -0.0170 0.0007 0.0010 0.0182 0.0061 0.0064
Γ(1,10) sample 0.0492 0.0139 0.0162 0.0492 0.0139 0.0162
plug-in 0.0347 0.0034 0.0046 0.0407 0.0103 0.0118
CV 0.0134 0.0009 0.0011 0.0554 0.0088 0.0119
Table 3.14: Bias, variance and MSE of the Medcouple for diﬀerent
bandwidth selection procedures (5% right contamination).
extended medcouple smoothed medcouple
Dist. bias variance MSE bias variance MSE
Γ(1,1) sample -0.0642 0.0122 0.0162 -0.0642 0.0122 0.0162
plug-in -0.0939 0.0046 0.0133 -0.0706 0.0098 0.0147
CV -0.2361 0.0011 0.0568 -0.1321 0.0093 0.00267
Γ(1,5) sample -0.0454 0.0123 0.0143 -0.0454 0.0123 0.0143
plug-in -0.0692 0.0031 0.0079 -0.0603 0.0098 0.0134
CV -0.1204 0.0005 0.0150 -0.082 0.0079 0.0146
Γ(1,10) sample -0.0582 0.0125 0.0158 -0.0582 0.0125 0.0158
plug-in -0.0760 0.0025 0.0083 -0.0646 0.0083 0.0124
CV -0.0963 0.0007 0.0101 -0.0705 0.0092 0.0142
Table 3.15: Bias, variance and MSE of the Medcouple for diﬀerent
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3.5 Robustness issues
3.5.1 Sensitivity to outliers















Figure 3.5: Smoothed (solid line) and empirical (step function) Γ(1,5)-
distribution function with 5%, 20% and 40% contamination from a N(30,1)-
distribution (based on a sample of 100 observations).
On Figure 3.5 the smoothed and the empirical Γ(1,5)-distribution function
with 5%, 20% and 40% contamination is shown. The contamination
comes from a N(30,1)-distribution and the sample size is 100. The
bandwidth selection method used for smoothing is the plug in method.
This method uses the IQR for the bandwidth selection. Since the IQR has
a breakdown point of 25%, the chosen bandwidth at 40% contamination will
be inaccurate. Using the median absolute deviation (1.3) instead of the IQR
could increase the robustness of the plug-in bandwidth selection method.
It can be seen on Figure 3.5 that the smoothed distribution functions are
very close to the empirical distribution function for contamination of 5%
and 20%. This implies that estimators that are based on quantiles of the
smoothed distribution, will have a bias that is comparable to the bias of
estimators that are based on the empirical quantiles.ROBUSTNESS ISSUES 75
3.5.2 Outlier detection
In Chapter 2, the adjusted boxplot was proposed as a tool for outlier
detection in case of skewed data. In order to construct this adjusted boxplot,
the medcouple is calculated on the sample. This example illustrates that
a more accurate outlier detection can be achieved by using the extended
medcouple instead of the medcouple. We consider 45 observations from
a Γ(1,1)-distribution to which 5 outliers from a N(15,0.01)-distribution
are added. The following table gives the number of detected outliers
and the number of falsely classiﬁed regular observations for the diﬀerent
methods. The reported results are an average of 100 simulations. For
each distribution, the adjusted boxplot classiﬁes a certain fraction of the
regular observations as outliers. For a Γ(1,1)-distribution this fraction is
0.28%. This is the fraction of outliers that the adjusted boxplot reports for
an outlier-free population. Therefore, the values in the second column of
Table 3.16 are to be compared with 0.14 (0.28% of 50). The closer to this
value, the better.
Method detected outliers falsely classiﬁed
regular observations
Adjusted boxplot 4.41 1.48
ﬁnite sample MC
Adjusted boxplot 4.71 0.40
extended MC
(plug-in)
Adjusted boxplot 5 0.60
extended MC
(crossvalidation)
Table 3.16: Detected outliers and falsely classiﬁed regular observations
by the adjusted boxplot based on diﬀerent methods of estimating the
medcouple.
From Table 3.16, it is clear that the extended medcouple gives better
results than the original adjusted boxplot. If the extended medcouple is
determined using the cross-validation bandwidth, all outliers are detected
but too many regular observations are falsely classiﬁed. If the extended
medcouple is determined using the plug-in bandwidth, not all outliers are
detected but less regular observations are falsely classiﬁed.76 REDUCING THE MEAN SQUARED ERROR OF QUANTILE-BASED ESTIMATORS BY
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3.6 Conclusion
Calculation of quantile-based estimators on a smoothed distribution
function instead of the empirical distribution function, can lead to a
considerable reduction in mean squared error. However, the smoothed
quantile estimator is in most cases biased. Some estimators, as the IQR,
are calculated as the diﬀerence between a positively and a negatively biased
smoothed quantile. This leads to an overall high bias, which makes the IQR
a less suitable estimator to compute on a smoothed distribution. When we
use the plug-in method this bias could possibly be reduced. The plug-in
method computes the optimal bandwidth h by estimating f′(x). But, then
we can use these quantities not only to compute h0 but also the second
term of (3.5). This means that, instead of living with the existing bias, we
can eliminate (or at least reduce) the bias by correcting ˜ Fh,n by subtracting
this term from it. This would probably improve the estimates of the IQR.
The skewness estimators we considered suﬀer much less from these bias
enhancement eﬀects. Smoothing implies the choice of a bandwidth. In this
chapter, two bandwidth selection procedures were considered: a plug in
and a cross-validation method. Simulations show that the plug-in method
performs better than the cross-validation approach. It has the additional
advantage that its computation has a much lower complexity.Chapter 4
A robust transformation to
normality
4.1 Introduction
In many statistical problems, normality of the data is at least a very useful
property. However, in general data do not come from a normal distribution.
In Chapters 1 and 2, we corrected classical methods for skewness. In
this Chapter we investigate whether it is possible to transform univariate
skewed data to normality. The most famous transformation is the one
proposed by Box and Cox (1964). This transformation has the drawback
that it can only be applied to positive values. Yeo and Johnson (2000)
proposed a more general transformation that can handle all real values. The
estimation of the transformation parameter relies on maximum likelihood
(ML) equations. It is generally known that ML-estimates are very sensitive
for outliers. Therefore, a maximum trimmed likelihood (MTL) approach is
followed (Hadi and Luce˜ no, 1997).
One of the possible applications of the robust transformation is outlier
detection. On the robustly transformed data, outlier detection methods
for normally distributed data can be applied. This new method is
compared with two other methods for outlier detection. The ﬁrst is the
classical boxplot, which is based on the assumption of normality. At
asymmetric distributions, the boxplot is not appropriate. The second
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method, the adjusted boxplot, is more broadly applicable since it accounts
for asymmetry. It is a distribution-free method, which is based on a robust
measure of skewness, the medcouple (Brys et al., 2004). The advantages
and drawbacks of the diﬀerent methods are illustrated on real and simulated
data. These methods for univariate outlier detection can also be extended
to detect outliers in a multivariate data set by combining them with
projection pursuit (Hubert and Van der Veeken, 2008).
Transformations to multivariate normality are also considered. They have
the advantage that the correlation between the diﬀerent variables is taken
into account. The disadvantage of this approach is the computational
complexity which grows quickly with the increase in dimensions.
Note that our aim is to robustly estimate the transformation parameter
that makes the non outlying data as close to normal as possible. The
MTL approach can be seen as a quite complicated way of achieving this
goal. A simpler approach relies on the fact that the expected value of the
medcouple at a normal distribution is equal to 0. A very straightforward
way of ﬁnding a suitable transformation parameter is to transform the data
for a grid of parameter values and to select the parameter value for which
the transformed data have an estimated medcouple that lies the closest to
0. However, this is a less suitable approach in case that the data are highly
contaminated. Since the medcouple has considerable bias in that case, it is
not guaranteed that the selected transformation parameter transforms the
non outlying data to the most symmetric distribution.
4.2 Description
4.2.1 The Yeo-Johnson transformation
In statistics, data transformation refers to the application of a deterministic
mathematical function to each point in a data set. Each data point
xi is transformed to ψ(xi), where ψ is a continuous invertible function.
Transformations can be applied in order to make the data closer to normal.
The most famous transformation to normality is the power transformationDESCRIPTION 79
introduced by Box and Cox (1964):
ψ(λ,x) =
{
(xλ − 1)/λ if λ ̸= 0 and x > 0
log(x) if λ = 0 and x > 0.
This transformation has the drawback that it can only be applied to positive
values. In case that there are negative values, the data need to be shifted.
To overcome this problem, Yeo and Johnson (2000) proposed the following
more general power transformation:
ψ(λ,x) =

   
   
((x + 1)λ − 1)/λ if λ ̸= 0 and x > 0
log(x + 1) if λ = 0 and x > 0
−((−x + 1)2−λ − 1)/(2 − λ) if λ ̸= 2 and x < 0
−log(−x + 1) if λ = 2 and x < 0.
(4.1)
If x is strictly positive, then the Yeo-Johnson transformation is the same
as the Box-Cox power transformation of (x + 1). If x is strictly negative,
then the Yeo-Johnson transformation is the Box-Cox power transformation
of (−x + 1) but with power (2 − λ). With both negative and positive
values, the transformation is a mixture of these two, so diﬀerent powers
are used for positive and negative values. In this latter case, interpretation
of the transformation parameter is diﬃcult, as it has a diﬀerent meaning
for positive and negative values of x. Therefore, it is sometimes preferred
to ﬁrst shift the data and then to use the Box-Cox transformation. The
main disadvantage of the shifted Box-Cox transformation (with a data
driven choice of the shift parameter) is the fact that proﬁle maximum
likelihood is an unsuitable method to determine the parameters (Koekemoer
and Swanepoel, 2008). Therefore, the Yeo-Johnson method is preferred.
The diﬀerence between the Box-Cox transformation and the Yeo-Johnson
transformation for diﬀerent values of λ can be seen on Figure 4.1.
The aim is now to ﬁnd the power λ that makes the original data as close
to Gaussian as possible. The parameter λ is calculated as the solution of
maximum likelihood equations.
Let x1,x2,...,xn be an i.i.d. sample from a continuous univariate distribution
and denote the transformed sample as ψ(λ,x1),ψ(λ,x2),...,ψ(λ,xn). It is
further assumed that, for some λ, the transformed observations can be
treated as normally distributed with some mean µ and variance σ2. The
contribution of an observation xi to the loglikelihoodfunction is l(θ,xi),80 A ROBUST TRANSFORMATION TO NORMALITY





































































Figure 4.1: (a) Box-Cox and (b) Yeo-Johnson transformations for diﬀerent
values of λ.
with θ = (λ,µ,σ2)′. Under these assumptions, the loglikelihoodfunction is





















For λ ﬁxed, ˆ µ(λ) and ˆ σ2(λ) correspond to the mean and the variance of
the transformed data. The maximum likelihood estimate ˆ λ of λ is then
obtained by maximizing the proﬁle loglikelihood function.DESCRIPTION 81
4.2.2 Robust transformations
When outliers are present in the data set the maximum likelihood
estimation can give very bad results: one single outlier can already turn the
estimate into something completely worthless. We propose to estimate θ
by means of the maximum trimmed likelihood estimator (Hadi and Luce˜ no,
1997; Neykov and Neytchev, 1990). Since the likelihood is scalar valued,
the observations can be ordered according to their contributions to the
likelihood function. For a given θ:
l(θ,x1) > l(θ,x2) > ... > l(θ,xn) (4.2)
where l(θ,xi) is the contribution of the ith observation to the likelihood
function.
As θ changes, the ordering might also change. In that case, the indices
are changed in order to make sure that (4.2) still holds. The idea of the
MTL-estimator is to ﬁnd the θ for which the sum of the h (n/2 < h 6 n)






The trimming proportion is n−h
n . The trimmed maximum likelihood
method has been proved to be a robust technique, since its breakdown
point in several models has been shown to be at least n−h
n (Dimova and
Neykov, 2004; Vandev and Neykov, 1998).
The parameters µ and σ2 are determined by the subset of h observations (h-
subset) and the value of λ. Therefore, maximization problem (4.3) reduces
to ﬁnding the λ and the h-subset that maximizes the likelihood. For each
value of λ, there is a subset of h observations for which the sum of the
contributions to the likelihood is maximal. We call this subset the optimal
subset (of h observations at a ﬁxed λ). The aim is to ﬁnd the λ that has
an optimal subset for which the corresponding sum of the contributions to
the likelihood is maximal.
With λ ﬁxed, the estimation of µ and σ2 corresponds to the LTS location
and variance estimates of the transformed data (Cheng, 2005). This result
implies that the optimal subset for a ﬁxed λ is the interval for which the
transformed observations have minimal variance. Following algorithm is82 A ROBUST TRANSFORMATION TO NORMALITY
used to calculate the transformation parameter. In a ﬁrst step the data are





where the subscript orig is used to denote the original sample. This is not
really necessary but, since the transformation curves are more curved in the
neighborhood of 0, it gives the advantage that a smaller range of λ-values
can be used. In this Chapter, λ-values between 0 and 2 are used. In this
way, the identical transformation (λ = 1) lies in the middle of the interval.
For a grid of g diﬀerent λ-values between 0 and 2:
• Transform the data xi to ψ(λ,xi). The time complexity of this step
is O(n). The distance between the grid points is taken equal to 0.1,
so g = 21.
• For the initially speciﬁed h, calculate ˆ µh and ˆ σ2
h, the LTS estimates of
location and variance of the ψ(xi,λ). This corresponds to the mean
and variance of the h-sequence with the smallest variance. The time
complexity of this step is O(nlog(n)).
In a second step, a cubic spline is ﬁtted through the above calculated
trimmed likelihood values in the diﬀerent grid points. This spline function
is then evaluated in a ﬁner grid in the neighborhood of the λ-value with
the highest corresponding likelihood. The grid point in which the spline
function attains its maximal value corresponds to the optimal value for λ
and is denoted as ˆ λopt. The advantage of the proposed two step approach
is that, once the coeﬃcients of the spline function are known, evaluation
in the ﬁne grid can be done very quickly. Since the spline interpolation
has a complexity of O(n), the overall time complexity of this procedure is
O(nlog(n)).
In the following example, it is shown that the maximum trimmed likelihood
method is clearly better than trimming the original data and applying the
maximum likelihood method afterwards. The data are randomly generated
from a normal distribution with mean 0 and variance 1 and afterwards, an
inverse Yeo-Johnson transformation is applied on them:DESCRIPTION 83
ψ−1(λ,y) =

   
   
(λy + 1)1/λ − 1 if λ ̸= 0 and y > 0
exp(y) − 1 if λ = 0 and y > 0
−((λ − 2)y + 1)1/(2−λ) + 1 if λ ̸= 2 and y < 0
1 − exp(−y) if λ = 2 and y < 0.
Since λ = 0.2 was chosen, applying a Yeo-Johnson transformation with
parameter 0.2 should yield the original normal distribution. To 950
regular observations, a contamination of 50 observations is added. The
contamination is normally distributed with mean -4 and variance 0.1. A
kernel density estimate of the original data is shown on Figure 4.2(a).
Applying the ML method results in ˆ λ = 0.83 (Figure 4.2 (b)). Trimming 5%
on both sides yields a ˆ λ = 0.48 (Figure 4.2 (c)). Trimming 5% observations
with the lowest likelihood gives a ˆ λ = 0.18 (Figure 4.2 (d)), which is very
close to 0.20. The maximum trimmed likelihood methodology results in
biased estimates in case that a too high trimming percentage is chosen.
Consider the same data as in the above mentioned example but without
contamination. The ML method gives a transformation parameter of 0.2.
Applying the MTL method with a trimming percentage of 10% results in
a ˆ λ = 0.6. For the example with the 5% contamination, trimming the 10%
with the lowest likelihood results in ˆ λ = 0.48. This is the same result as
was obtained by trimming 5% of the data on both sides. The reason is
that in this case both methods end up with the same subset. In general,
too high trimming percentages result in λ-values closer to 1 because the
method takes only the most symmetric part of the distribution into account.
Therefore, it would be useful to ﬁnd a data driven way for choosing the
trimming percentage. This would be a very interesting topic for further
research.
For a normally distributed data set without contamination, the MTL
method always ﬁnds a transformation parameter that is close to 1,
regardless of the chosen trimming percentage. This is illustrated on
Figure 4.3, where the transformation parameter is plotted as a function
of the size of the subset h. The data set consists of 1000 observations from
a standard normal distribution.84 A ROBUST TRANSFORMATION TO NORMALITY










































Figure 4.2: Kernel density estimates (Gaussian kernel with corresponding
default bandwidth) of (a) the original data, (b) the transformed data
after applying the traditional maximum likelihood , (c) the transformed
data with trimming before applying maximum likelihood and (d) the
transformed data after applying the maximum trimmed likelihood.
4.3 Outlier detection for univariate data
There are many possible procedures for univariate outlier detection. The
most well known is probably the traditional boxplot rule. The major
drawback of this approach is the fact that it assumes normality of the
distribution. For asymmetric distributions, the boxplot can give very
bad results. This problem has been addressed in Chapter 1, where it
is explained how the boxplot can be adjusted for skewness. In order to
construct the adjusted boxplot, the skewness needs to be estimated. TheOUTLIER DETECTION FOR UNIVARIATE DATA 85











































Figure 4.3: Transformation parameter ˆ λ (for a data set of 1000 observations
from a standard normal distribution) found by the MTL method as a
function of the size of the subset h.
robust skewness estimator that is used is the medcouple. It has been shown
in Brys et al. (2004) that the MC has good robustness properties. However,
when the contamination percentage increases, the MC becomes very biased.
Therefore, the adjusted boxplot is an unreliable outlier detection tool for
highly contaminated data sets.
Another possible outlier detection method is to robustly transform the data
to a distribution which is as close to normal as possible and applying
the traditional boxplot rule afterwards. This method can handle highly
contaminated data since it does not suﬀer from the above mentioned bias
problem. Since we are not really interested in the boxplot as such, we can
also adopt the following strategy.
First calculate the optimal transformation parameter ˆ λopt as a solution
of the MTL problem with a certain trimming percentage. If a too high
trimming percentage was chosen, the h-subset does not contain all regular
observations. In order to take into account the non outlying observations
(that were not included in the h-subset) for the calculation of the mean and86 A ROBUST TRANSFORMATION TO NORMALITY
the variance of the transformed data, the following strategy can be used:




[ti − ˆ µ(ˆ λopt)]2
ˆ σ2(ˆ λopt)
.
In case that the ti follow a normal distribution with mean ˆ µ(ˆ λopt) and
variance ˆ σ2(ˆ λopt), the r2
i,1 should asymptotically follow a χ2
1-distribution.
However, ˆ σ2(ˆ λopt) is not the best estimate for the variance of ti since it
does (in general) not include all non outlying observations. If the r2
i,1 are









In this expression, χ2
1,h/n corresponds to the (h
n)th quantile of the χ2
1-
distribution. This consistent estimate of the variance can be used to
recalculate the standard scores:
r2
i,2 =








k)2)2 if |x| 6 k
0 if |x| > k.
The parameter k is chosen equal to 3.14 because this corresponds (at the
normal distribution) to an eﬃciency of 80%. The weight given to an
observation ti is denoted as wi. Using this weights, the ﬁnal estimates








med|ti − ˆ µﬁnal|.
These ﬁnal estimates of µ and σ are then used to calculate the ‘transformed
outlyingness’:
TOi =
ti − ˆ µﬁnal
ˆ σﬁnal
.OUTLIER DETECTION FOR UNIVARIATE DATA 87
If the transformed data are close to normal, the TO2
i are approximatively
χ2




can be considered as potential outliers. However, not every distribution
can be transformed to a normal one. If the transformation did not make
the data close to normal, the above proposed cutoﬀ might be unsuitable.
In that case an alternative strategy can be followed. If the ti are not
normally distributed, the TOi are also asymmetrically distributed. A
robust transformation can make the TOi closer to normal. On these
transformed TOi’s, a classical outlier detection rule such as the boxplot
can be applied.
4.3.1 The Condroz data
The Condroz data (Goegebeur et al., 2005) contain the acidity (pH-value)
and the Calcium content of soil samples, collected in diﬀerent communities
of the Condroz region in Belgium. As in Hubert and Vandervieren (2008),
we focus on a subset of 428 samples with a pH-value between 7 and 7.5.
Applying a robust transformation (5% trimming) on the Condroz-data
results in ˆ λ = 0.44. On the histograms in Figure 4.4, it can be seen clearly
that the transformed data are much more symmetric.









Histogram of Condroz data












histogram of transformed condroz−data (5% trimming)
(a) (b)
Figure 4.4: Histogram of (a) the original and (b) the robustly transformed
Condroz data.
On Figure 4.5, it is shown how many outliers are detected with the χ2-
cutoﬀ and the traditional boxplot applied on the robustly transformed
’transformed outlyingnesses’. Applying a robust transformation (5%88 A ROBUST TRANSFORMATION TO NORMALITY
trimming) on the TOi results in ˆ λ = 0.89. This means that the TOi are
quite symmetrically distributed. On the left side of the distribution, both
methods indicate the same 3 observations as potential outliers. In the right
tail, the χ2-cutoﬀ marks 15 observations as potential outliers. The boxplot
indicates only 6 potential outliers. This is the same result as obtained
by Hubert et al. (2010) and Vandewalle et al. (2007), where the outlier
detection was based on a robust estimator of the tail index. The outliers
appeared to be measurements from communities at the boundary of the
Condroz region and hence, can be considered to be sampled from another
distribution. On the histogram of the original data, it can also be seen that
there are in fact 6 clear outliers in the upper tail. In this case, the boxplot
gives a better result than the χ2-cutoﬀ.














































boxplot of the robustly transformed TO
(a) (b)
Figure 4.5: Outlier detection on the transformed Condroz data with (a)
the χ2 cutoﬀ and (b) the boxplot.
4.3.2 The Coal data
As a second example, we consider the time between coal mining disas-
ters (Jarret, 1979). This data set contains 190 time intervals, measured
between explosions in coal mines from the 15th of March 1851 until the
22nd of March 1862. The histogram of the original data shows clearly that
the data are right skewed. This is not really surprising since the length of a
time interval has a lower bound of 0 and no upper bound. Applying a robust
transformation with a trimming percentage of 5% results in ˆ λ = 0. TheOUTLIER DETECTION FOR UNIVARIATE DATA 89
histograms of the original and the transformed data are shown in Figure 4.6.
The transformed data are clearly much closer to normal.









Histogram of Coal data












Histogram of transformed Coal data (5% trimming)
(a) (b)
Figure 4.6: Histogram of (a) the original and (b) the robustly transformed
Coal data.
Figure 4.7 shows the traditional boxplot, the upper whisker of the adjusted
boxplot and the cutoﬀ value found by the transformation method. This
cutoﬀ was calculated on the transformed data. Afterwards, an inverse
transformation is applied on the cutoﬀ value in order to use it on the
original data. The traditional boxplot indicates that there are 12 outliers
in the tail, while for the adjusted boxplot only 3 observations exceed the
upper whisker. Our transformation method detects 5 outliers, which is
somehow in between the two other methods. The fact that the adjusted
boxplot indicates only 3 outliers indicates that 5% trimming might have
been too much.
4.3.3 Simulated data from skewed distributions
To compare the diﬀerent methods of outlier detection in a more detailed
way a simulation study has been done on 10 diﬀerent distributions with
varying skewness. The diﬀerent distributions and their respective skewness
are found in Table 4.1. As a measure of skewness, the third standardized










Figure 4.7: Numbers of outliers in the Coal data, obtained by the boxplot,















Table 4.1: Diﬀerent considered distributions and their respective skewness
(third moment).OUTLIER DETECTION FOR UNIVARIATE DATA 91
Performance at uncontaminated data
Since we want to have an idea of the expected value of the exceeding
proportions, we consider relatively large samples. For each of the
distributions, 100 samples of size 1000 were generated randomly. Figure 4.8
indicates the average amount of upper and lower outliers found by
the diﬀerent methods: the boxplot, the adjusted boxplot and the
transformation method. For the transformation method that relies on the
MTL, 3 diﬀerent trimming percentages are considered: 5%, 10% and 25%.
For uncontaminated data, the adjusted boxplot is clearly the best outlier
detection method for outliers in the right tail. The diﬀerences between
the diﬀerent methods is of smaller importance for outliers in the left tail.
Because of the fact that the bias of the MTL-estimates increases if the
chosen trimming percentage lies further from the true outlier percentage,
high trimming percentages can give very bad results at uncontaminated
data sets. Especially in the right tail, many regular observations are
classiﬁed as outliers by the boxplot and by the transformation method
with a high trimming percentage.
Performance at contaminated data
To the regular observations that come out of the distributions listed in
Table 4.1, 5 to 10% outliers are added. The upper contamination is
normally distributed with µ located at Q0.99+1.5(Q0.99 − Q0.5) and has
a standard deviation of (Q0.99 − Q0.5)/20. The lower contamination is
normally distributed with µ located at Q0.01-1.5(Q0.5 − Q0.01) and has a
standard deviation of (Q0.5 − Q0.01)/20. The sample size is always 1000
and simulations are repeated 100 times.
For the case of 5% upper contamination, it can be seen on Figure 4.9
that the adjusted boxplot is still the most suitable outlier detection
rule. However, the MTL-approach with 10% trimming gives also more
or less acceptable results. It can be clearly seen that too high trimming
percentages give also in this case bad results. At some distributions, the
adjusted boxplot classiﬁes regular observations from the left tail as outliers
while the transformation method sees them as regular observations. This92 A ROBUST TRANSFORMATION TO NORMALITY




























































































































Figure 4.8: Outliers at (a) the right and (b) the left side, found with the
boxplot, the adjusted boxplot and the transformation method for diﬀerent
trimming percentages at uncontaminated distributions.OUTLIER DETECTION FOR UNIVARIATE DATA 93
means that in some applications, it is possible that the transformation
method is more suitable.
On Figure 4.10, it can be seen that the adjusted boxplot starts performing
poorly at higher contamination fractions. In the case of 10% upper
contamination, the adjusted boxplot is unsuitable for almost all of the
distributions. In the case that most of the outliers are detected, also an
unacceptable amount of regular observations is classiﬁed as outliers. The
25% trimming results also in incorrect outcomes. The performance of the
MTL would get better in case that a lower percentage is chosen.
Figure 4.11 shows the results for 10% left contamination. The left
contamination is found by the adjusted boxplot and the transformation
method. The traditional boxplot performs extremely bad in this case.
The only problem is the fact that all methods indicate too many regular
observations as outliers. If the contamination is located close to the rest of
the data, all methods encounter problems detecting the left outliers.94 A ROBUST TRANSFORMATION TO NORMALITY






























































































































Figure 4.9: Outliers at (a) the right and (b) the left side, found with the
boxplot, the adjusted boxplot and the transformation method for diﬀerent
trimming percentages at distributions with 5% upper contamination.OUTLIER DETECTION FOR UNIVARIATE DATA 95


































































































































Figure 4.10: Outliers at (a) the right and (b) the left side, found with the
boxplot, the adjusted boxplot and the transformation method for diﬀerent
trimming percentages at distributions with 10% upper contamination.96 A ROBUST TRANSFORMATION TO NORMALITY



























































































































Figure 4.11: Outliers at (a) the right and (b) the left side, found with the
boxplot, the adjusted boxplot and the transformation method for diﬀerent
trimming percentages at distributions with 10% lower contamination.TRANSFORMATIONS TO MULTIVARIATE NORMALITY 97
4.4 Transformations to multivariate normality
Facing multivariate distributions, two diﬀerent approaches can be followed.
The ﬁrst and the most straightforward is to transform the marginal
distributions. In case that there is a strong correlation between the
variables, transforming the marginal distributions might give unsatisfactory
results. Another possible problem is the presence of multivariate outliers.
Multivariate outliers might fall in the middle of the marginal distributions,
which can make them undetectable by univariate methods.
The above mentioned problems can be solved by a multivariate approach:
in p dimensions we search for the transformation that makes the data as
close to a multivariate normal distribution as possible. This multivariate
approach was proposed by Hernandez and Johnson (1980) for the multi-
variate Box-Cox transformation. As in the univariate case, the method is
robustiﬁed by using MTL. The method is brieﬂy described and illustrated
with one example. A more extensive study of the diﬀerences between
univariate and multivariate transformations would be a good topic for
further research.





ip )′ be the vector of the transformed random variables, with
x
(λj)
ij deﬁned as the Yeo-Johnson transformation of xij. The matrix of all
the transformed observations is denoted as Y. Further, let ϕµ,Σ be the
probability density function of the p-variate normal distribution with mean
vector µ and covariance matrix Σ. It is now assumed that there exists a
combination Λ = (λ1,...,λp)′ for which the transformed data are normally
distributed with mean vector µ and covariance matrix Σ. If Θ = (µ,Σ,Λ),


















sign(yij)log(|yij| + 1).98 A ROBUST TRANSFORMATION TO NORMALITY
In this expression: Ξ = µ′.Ip.
We apply the same strategy as in the univariate case and estimate the
transformation parameters on a subset of h observations, by means of
the MTL method. It can be proven (Cheng and Biswas, 2008) that
this corresponds to the MCD-estimator of location and scatter of the
transformed data.
The following example illustrates the proposed method. Consider 800 data
points from a multivariate normal distribution with mean vector µ1 = (0,0)′






To these 800 regular observations, 200 outliers are added. These outliers
come from a multivariate normal distribution with meanvector µ2 =






Figure 4.12(a) is a contour plot of a kernel density estimate of the
original data. Applying the multivariate transformation with a trimming
percentage of 20%, we obtain (ˆ λ1, ˆ λ2)′ = (1,1)′. Since this is the identical
transformation, the density is not plotted. Transforming the marginal
distributions results in (ˆ λ1, ˆ λ2)′ = (0.7,1.3)′. On Figure 4.12(b), it can
be seen clearly that the univariate approach turns the originally symmetric
bivariate distribution into an asymmetric one.
4.5 Outlier detection for multivariate data
4.5.1 The projection pursuit approach
For multivariate data, it is possible to use projection pursuit in order to
detect outliers. In a ﬁrst step, data xi ∈ Rp are projected on diﬀerent
directions a. In each direction, the ”transformed outlyingness” (deﬁned
in Section 4.3) is calculated. The overall transformed outlyingness ofOUTLIER DETECTION FOR MULTIVARIATE DATA 99
Density of the original data










Density of transformed data (univariate approach)











Figure 4.12: Kernel density estimates of the transformed data after
applying (a) a multivariate and (b) a univariate transformation.
an observation xi is then deﬁned as the maximal absolute value of the




The more directions one considers, the more accurate the value of overall
outlyingness. Of course it is impossible to take into account every possible
direction in Rp. We consider 250p diﬀerent directions. Random directions
are generated as the direction perpendicular to the subspace spanned by p
observations, randomly drawn from the data set as in Maronna and Yohai
(1995).
Then, the transformed outlyingness of the overall outlyingnesses of all the
observations is calculated. The observations with an outlying value of
overall outlyingness are considered as multivariate outliers. This outlier
detection method is computationally demanding in high dimensions. Since
the overall time complexity of the robust transformation is O(gnlog(n)) and
projecting the data on a direction has a O(np) complexity, the calculation
of the transformed outlyingness has a complexity of O(gpnlog(n)).
We reconsider the example studied in Section 1.3.1: the bloodfat data (Hand
et al., 1994). This data set consists of 371 male patients whose
concentration of plasma cholesterol and plasma triglyceride is measured
in mg/dl. There are 2 groups in the data: patients suﬀering from a heart
disease and healthy patients. In order to avoid to end up with a bimodal100 A ROBUST TRANSFORMATION TO NORMALITY
distribution, the 51 healthy patients are excluded. For the remaining
320 data points, the above deﬁned overall transformed outlyingness is
calculated.
The overall transformed outlyingness can also be used in order to construct
a bagplot. The bagplot was introduced in (Rousseeuw et al., 1999) as an
extension of the boxplot for bivariate data. The construction of the bagplot
is explained in Section 1.3.2. In Figure 4.13(a) the bagplot of the bloodfat
data is shown. We clearly see the skewness in the data, as the Tukey median
(indicated with the + symbol) is not located in the center of the (dark-
colored) bag, which itself is not elliptically shaped. Also the light-colored
loop is skewed and separates the three outliers (with star symbol) from the
other observations. As illustrated in this example, the bagplot is very useful
to show the shape of bivariate data as the halfspace depth does not make
any distributional assumptions. Moreover the bagplot is equivariant to
aﬃne transformations. Its only drawback is its computational complexity,
which is O(n2(logn)2).
The concept of transformed outlyingness allows us to make a similar
bagplot. Instead of the Tukey median we mark the observation with lowest
transformed outlyingness, and we deﬁne the bag as the convex hull of the
half sample with lowest transformed outlyingness. All observations with an
outlying value of overall transformed outlyingness are marked as outliers
and the fence is deﬁned as the convex hull of the non outlying observations.
In every direction, 1% of the observations was trimmed. If we look at the
bagplot based on TO in Figure 4.13(b) we see that it is very similar to
the depth-based bagplot. The transformed outlyingness has the advantage
that it is faster to compute than the Tukey depth.OUTLIER DETECTION FOR MULTIVARIATE DATA 101

















































Bagplot based on halfspacedepth
(a)











bagplot based on transformed outlyingness
(b)
Figure 4.13: Bagplot of the bloodfat data based on (a) halfspacedepth and
on (b) transformed outlyingness .102 A ROBUST TRANSFORMATION TO NORMALITY
4.5.2 The transformation method approach
A very straightforward alternative to the above proposed projection
pursuit strategy is to use the multivariate robust transformation. On
the transformed data, outlier detection methods based on MCD can be
applied. This is illustrated in the following example. The data come from
the Belgian household survey of 2005 and describe single women’s yearly
expenditure on clothing as a function of their income. The data set contains
578 observations. Since it is impossible that expenditure exceeds income,
these data are skewed. The original data are shown on Figure 4.14.




















Figure 4.14: Women’s yearly expenditure on clothing as a function of their
annual income in euro.
For the multivariate transformation a trimming percentage of 5% was
chosen. This leads to ˆ Λ = (0.4,0.3)′. Transforming the marginals, leads
to ˆ Λ = (0.6,0)′. Figures 4.15(a) and 4.15(b) give the results of both the
univariate as the multivariate approach. For p variables and a large sample
size, the squared Mahalanobis distances of the observations to the mean
vector are distributed as χ2 with p degrees of freedom, if the data come
from a multivariate normal distribution. In a χ2-QQ-plot, the empirical
quantiles of the squared Mahalanobis distances are plotted against theOUTLIER DETECTION FOR MULTIVARIATE DATA 103




































Transformation of the marginals




































Figure 4.15: (a) Univariate and (b) multivariate transformation of the
clothing expenditure data.
quantiles of the χ2 distribution with p degrees of freedom. If the points
in the QQ-plot lie approximately on a straight line, this indicates that the
squared Mahalanobis distances are χ2 distributed. On the χ2-QQ-plots in
Figures 4.16(a) and 4.16(b) it can be seen that the multivariate approach
results in a slightly more symmetric distribution. The robust distances are
obtained by the MCD-estimator on a subset of size 0.95*n.
On Figure 4.17, it can be seen that the univariate and the multivariate
approach indicate diﬀerent data points as potential outliers. We compare
them to the bagplot on Figure 4.18. The bagplot considers all observations
outside the bag as potential outliers. The observations marked in blue are,
following the projection pursuit method, potential outliers. The projection
method is done with 5% trimming in every direction for the calculation
of the overall transformed outlyingness. For the robust transformation of
the overall transformed outlyingnesses, the same percentage was chosen.
The projection pursuit and the bagplot give very comparable results. The
outcome of the multivariate transformation method lies rather close to
the two other methods. The univariate transformation method, on the
other hand, diﬀers quite a lot from the other methods. This is not really
surprising since this is the only method that denies the covariance between
the variables.104 A ROBUST TRANSFORMATION TO NORMALITY



















































Figure 4.16: χ2-QQ-plots for (a) the univariate and (b) the multivariate
approach.









































Figure 4.17: Outliers found by (a) the univariate and (b) multivariate
method.CONCLUSION 105



















Bagplot of clothing data
Figure 4.18: Outliers found by the bagplot (marked with a star) and by
the projection pursuit (in blue).
4.6 Conclusion
In order to transform univariate skewed distributions to normality, we
proposed a maximum trimmed likelihood approach. It has been shown
that this method is highly resistant to outliers. One of the main drawbacks
is the fact that the estimates are biased in case that an unsuitable
trimming percentage is chosen. A data driven way of choosing the trimming
percentage would be an interesting topic for further research. One of the
possible applications of the robust transformation is outlier detection. It
is shown on real and simulated data sets that the transformation approach
is a very good alternative for the adjusted boxplot. The main advantage
is its higher resistance to outliers. Robust transformations to multivariate
normality are also considered. They are particularly useful in the presence
of multivariate outliers. These multivariate transformations can, just as in
the univariate case, be used as a ﬁrst step of an outlier detection method
that assumes symmetry. The transformation method is compared to the
bagplot, a bivariate equivalent of the boxplot.Chapter 5
Conclusion
The main goal of this dissertation was to construct robust methods that can
handle skewed data. In Chapter 1, we have proposed an outlier detection
method for multivariate skewed data. The procedure is based on the
skewness-adjusted outlyingness. Moreover, we have presented contourplots
and a bagplot based on the AO to visualize the distribution of bivariate
data. Simulations and examples on real data have illustrated that our
method outperforms robust methods that are designed for elliptical data.
This skewness-adjusted outlyingness is also used in Chapter 2, where we
constructed robust classiﬁcation methods for skewed data.
In the low-dimensional case we adapted the maximum depth classiﬁcation
method by using this concept of adjusted outlyingness. This is a fast
projection pursuit procedure which does not need any tuning parameter.
Only for its computation, the number of projections needs to be chosen.
Note that when the sample sizes are highly diﬀerent among the classes, some
easy modiﬁcations to this classiﬁcation rule can be made, leading to even
smaller misclassiﬁcation errors. For high-dimensional data we modiﬁed the
RSIMCA approach by using a robust PCA method for skewed data for
dimension reduction and the AO within the PCA subspaces. Simulation
results and an application on a real data set show the beneﬁts of these new
procedures.
The aim of Chapter 3 was to improve the accuracy of quantile-based
estimators. In order to achieve this goal, the estimators are calculated
on a smoothed distribution function instead of the empirical distribution
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function. It is shown that this technique can lead to a considerable
reduction in mean squared error. However, the smoothed quantile-
estimator is in most cases biased. Some estimators, as the IQR, are
calculated as the diﬀerence between a positively and a negatively biased
smoothed quantile. This leads to an overall high bias, which makes the
IQR a less suitable estimator to compute on a smoothed distribution. A
technique to reduce this bias would be an interesting topic for further
research. The skewness-estimators we considered suﬀer much less from
these bias-enhancement eﬀects. Smoothing implies the choice of a
bandwidth. The two bandwidth selection procedures that were considered
are a plug-in and a cross-validation method. Simulations show that the
plug-in method performs better than the cross-validation method. It has
the additional advantage that its computation has a much lower complexity.
In Chapters 1 and 2, traditional methods were adapted for skewness and
robustiﬁed. Another way of dealing with skewness is to eliminate it by a
suitable (robust) transformation. The advantages and drawbacks of this
approach are studied extensively in Chapter 4.
In order to transform univariate skewed distributions to symmetry, we
proposed a maximum trimmed likelihood approach. It has been shown
that this method is highly resistant to outliers. One of the main drawbacks
is the fact that the estimates are biased in case that an unsuitable
trimming percentage is chosen. A data driven way of choosing the trimming
percentage, would be an interesting topic for further research. One of the
possible applications of the robust transformation is outlier detection. It
is shown on real and simulated datasets that the transformation approach
is a very good alternative for the adjusted boxplot. The main advantage
is its higher resistance to outliers. Robust transformations to multivariate
normality are also considered. They are particularly useful in the presence
of multivariate outliers. These multivariate transformations can, just as in
the univariate case, be used as a ﬁrst step of an outlier detection method
that assumes symmetry. The transformation method is compared to the
bagplot, a bivariate equivalent of the boxplot.
All algorithms and programs mentioned in this dissertation are available at
http://wis.kuleuven.be/stat/robust.html as part of LIBRA: Matlab Library
for Robust Analysis (Verboven and Hubert, 2005).Bibliography
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