Abstract-Improper Gaussian signaling has the ability over proper (conventional) Gaussian signaling to improve the achievable rate of systems that suffer from interference. In this paper, we study the impact of using improper Gaussian signaling on the performance limits of the underlay cognitive radio system by analyzing the achievable outage probability of both the primary user (PU) and secondary user (SU). We derive the exact outage probability expression of the SU and construct upper and lower bounds of the PU outage probability which results in formulating an approximate expression of the PU outage probability. This allows us to design the SU signal by adjusting its transmitted power and the circularity coefficient to minimize the SU outage probability while maintaining a certain PU quality-of-service. Finally, we evaluate the derived expressions for both the SU and the PU and the corresponding adaptive algorithms by numerical results.
I. INTRODUCTION
T HE innovative progress of wireless technology results in a proliferation of attractive wireless devices and diversity of services. In this era of the massive demand for data throughput and traffic, the shortage of spectrum resources can limit significantly the wireless network performance. Cognitive radio (CR) is a hierarchical dynamic spectrum access technique that can meet the market demand and solve the spectrum scarcity problem. In CR, the secondary user (SU), i.e. unlicensed user, is allowed to access the spectrum as long as it does not affect the transmission quality of the primary user (PU), i.e., licensed user. This can be achieved by either defining transmission periods for the SU as in the interweave technique or by limiting the SU power to avoid unacceptable interference levels at the PU as in the underlay technique [1] . Adopting the underlay technique steers the research focus to mitigate the interference received at the PU end from the SU.
Mitigating the interference in communication systems is a challenging research problem and has received much attention, recently. It is well-known that statistical signal characteristics affect significantly the maximum achievable rate. As oppose to the conventional proper Gaussian signaling, which imposes complex signal with uncorrelated real and imaginary components and equal power for each component, improper Gaussian signaling is known to increase the achievable rate over interference channels systems [2] , [3] . The term proper signaling was introduced in information theory for the first time by Neeser and Massey in [4] , where they defined new second order statistics quantity called pseudocovariance to fully describe the impropriety of any complex random variable besides the well known conventional covariance. According to their definition, the random variable is said to be proper if the pseudo-covariance vanishes. In [5] - [7] , Picinbono et al. introduced the foundation study of improper complex random vectors and processes. In [8] , Schreier and Scharf introduced a comprehensive analysis of the second order statistics of improper random vectors and processes. An overview study of the impropriety role in statistical signal processing modeling and its possible benefits in estimation, detection and time-series analysis was presented by Adali et al. in [9] . A test of the impropriety of complex signals, which is used in different systems such as communication and biomedical systems, was proposed in [10] , [11] and a bound measures the degree of impropriety was introduced in [12] . Hence, the following communication signals are classified as improper, pulse amplitude modulation, offset quaternary phase-shift keying, binary phase-shift keying, Gaussian minimum shift keying and the resultant signals from imbalance between the in-phase and quadrature components. To study the impact of improper Gaussian signaling on communication systems, Cadambe et al. investigated the usefulness of this signaling scheme for interference alignment in wireless networks [2] . They were the first who expected the usefulness of this fundamental idea and its possible applications in communication systems. In [13] , Taubök studied the influence of improper Gaussian signaling on information theoretic quantities such as entropy, divergence and capacity. Recently, improper Gaussian signaling was applied to communication networks that suffer from interference in order to improve the performance of two user single-input single-output systems [14] , K -user multiple-input single-output systems [15] , K -user multiple-input multiple-output systems [3] , Z -interference channels [16] , and multiple-input multipleoutput systems with Z -interference channel [17] .
The achievable rate performance of CR systems using proper Gaussian signaling was studied in [18] , [19] . On the other hand, the achievable rate of underlay CR systems that employ improper Gaussian signaling was studied in [20] , [21] . In [20] , Lameiro et al. assumed that the PU uses proper Gaussian signaling, since there is no control upon it, on the other hand, the SU was designed to use improper Gaussian signaling. Moreover, the SU was assumed to have access to the instantaneous channel state information (CSI) of both the PU and SU communication channels. The instantaneous achievable rate of both the PU and SU systems were derived, then the SU power and the circularity coefficient were adjusted to maximize the SU rate while achieving the PU quality-of-service (QoS). In [21] , Gaafar et al. explored the spectrum sharing chances of SU, using improper Gaussian signaling, with full-duplex PU based on the availability of instantaneous CSI of all links at the SU side.
In this paper, we study the outage probability of the underlay CR system employing improper Gaussian signaling at the SU side 1 . We first derive a closed form expression of the SU outage probability. Then, upper and lower bounds, and an approximate expression of the outage probability for the PU are derived. In contrast to [20] , [21] , where perfect CSI of all links is assumed to be known at the SU nodes, we assume a more practical scenario, where only average CSI is available at the SU nodes. We then adjust the SU power and the circularity coefficient to maximize the SU rate while satisfying the PU QoS.
The rest of the paper is organized as follows. In Section II, we describe the CR system model. Section III studies the outage probability for the PU and SU in the CR system. In Section IV, we adjust the SU signal parameters to maximize the SU rate while satisfying the PU QoS. Then, we validate the performance of the derived bounds and investigate the outage probability performance of SU through simulation examples in Section V. Finally, we conclude the paper in Section VI.
Notation: |·| denotes the absolute value operator and E denotes the statistical expectation.
II. SYSTEM DESCRIPTION

A. Preliminaries
Consider a zero mean scalar random variable x whose conventional variance is defined as σ 2 x = E[|x| 2 ], and its pseudovariance is defined asσ 2 [23] A complex random variable is called proper if its pseudo-variance is equal to zero, otherwise it is called improper.
Definition 2: [17] The impropriety degree of x is measured by the circularity coefficient that is expressed as
where 0 ≤ C x ≤ 1. If C x = 0, we say that the signal is proper, and if C x = 1, we have maximally improper signal.
B. Underlay Cognitive Radio System
In this section, we assume a spectrum sharing system consisting of a SU pair of one transmitter and one receiver that coexist with another licensed communication pair of the PU as 1 Part of this paper is accepted for presentation in the ISIT conference [22] . Fig. 1 . Underlay CR system model. depicted in Fig. 1 . The communication channels via all links are modeled as Rayleigh fading channels and the noise random variables at the receiver ends are modeled as zero mean white Gaussian additive random variable with variances σ 2 . The SU transmitter needs to adjust its power p s without affecting the PU QoS. The received signal, denoted as y p , at the PU can be mathematically expressed as
where p p is the PU transmitted power, x p is the PU transmitted symbols, which is assumed to be proper Gaussian signal, x s is the SU signal with circularity coefficient C x , p s is the SU transmitted power, h p is the fading channel coefficient of the PU transmission, g s is the SU interfering channel coefficient to the PU and n p is the noise at the PU receiver. Similarly, the SU receiver suffers from an interference that results from the primary network. Thus, the SU received signal, denoted as y s , may be expressed as,
where h s is the SU direct link channel coefficient, g p is the PU interfering channel coefficient to the SU and n s is the noise at the SU. Throughout the paper, we assume the interference channel affecting the PU is not strong in order to satisfy its QoS requirement. In addition, we assume the PU interference on the SU is weak so that the SU can operate without the need to increase its power which may violate the PU QoS. Therefore, we deal with the interference signals as noise at both ends. As a result of employing the improper Gaussian signaling at the SU, the achievable rate of the PU is expressed as [15] , [20] ,
where C y p and C I p are the circularity coefficients of the received and interference-plus-noise signals at the PU, respectively, which are given by
From (4) and (5), we observe that the PU rate where the SU employs improper Gaussian signaling is higher than its counterpart with proper Gaussian signaling. In the latter, the second term in (4) vanishes, while in the former it gives always a positive value which increases the rate of the PU. After some manipulations, R p ( p s , C x ) can be rewritten as
(6) For the SU, the circularity coefficient of the interference term equals zero, thus the SU achievable rate reduces to [15] , [20] 
For simplicity, one may rewrite
Throughout this paper, we assume the availability of the average CSI of all links at the SU side. Such an assumption is more practical than the perfect knowledge of CSI at the SU side in [20] , [21] . The average CSI depends on the path loss and shadowing, which can be measured based on the environment and the distance between the nodes [24] 2 .
III. OUTAGE PROBABILITY ANALYSIS
The error performance achieved by the optimal coding and decoding strategies is limited by the so-called outage probability. In this section, the overall outage probability of our system is analyzed in detail.
A. Secondary User Outage Probability
Let R 0,s be defined as the target rate of the SU channel. The outage probability of the SU, P out,s , is defined as
Substituting (8) in (9), we get
2 The distances between the SU and the PU nodes can be estimated by using the received signal from the PU nodes, or knowing the location of the licensed base station or access points which is fixed and known for all nodes. The distance between the direct link PU transmitter and receiver can be computed using the law of cosines, where the distance between the SU transmitter and the PU receiver is estimated during the PU uplink transmission. Alternatively, one can know the distance through exchanging some information between the PU and the SU for monitoring purposes [25] .
where s = 2 2R 0,s − 1, γ s = |h s | 2 /σ 2 is an exponential random variable that represents the direct-channel-to-noise-ratio of the SU with mean E{γ s } = γ s , and I p = g p 2 /σ 2 is an exponential random variable with mean E{I p } = I p that represents the interference-channel-to-noise-ratio of the PU on the SU. By solving the inequality inside the probability of (10), one can show that the conditional SU outage probability (conditioned on I p ) is given by
where γ s o represents the non-negative root that satisfies the inequality in (10) and is expressed as
where
By averaging (11) over the exponential statistics of I p , we obtain
For C x = 0, the above outage probability reduces to the proper Gaussian signaling scheme that is expressed as
On the other extreme, the maximally improper signaling scheme, i.e., when C x → 1, yields
B. Primary User Outage Probability
Similar to the above subsection, our goal here is to find a closed form for the PU outage probability in terms of the signal and channels parameters. Let R 0, p be defined as the target rate of the SU channel. The outage probability of the PU,
Substituting (6) in (16), we get
where p = 2 2R 0,p − 1, γ p = h p 2 /σ 2 is an exponential random variable that represents the direct-channel-to-noise-ratio of the PU with mean E{γ p } = γ p and I s = |g s | 2 /σ 2 is an exponential random variable with mean E{I s } = I s that represents the interference-channel-to-noise-ratio of the SU on the PU. By solving the inequality that appears inside the probability of (17), one can show that the conditional PU outage probability (conditioned on I s ) is given by
where γ p o represents the root that satisfies the inequality in (17) and is found to be
and
. Averaging (18) over the statistics of I s , we get
After changing the variables, z = p s u in (20), we obtain the reformulated PU outage probability integral as
Unfortunately, it is very difficult to obtain a closed form expression for the aforementioned PU integral for any value of C x , except for the case when C x = 0, i.e., for proper Gaussian signaling. In this scenario, the PU outage probability simplifies to
For values of 0 < C x ≤ 1, i.e., for improper Gaussian signaling schemes, we will resort to deriving lower and upper bounds of the PU outage probability to study the PU outage probability behavior limits.
1) Lower Bound of the PU Outage Probability:
First, we simplify the PU outage probability integral in (21) as
One way to lower bound the PU outage probability is by using the fact that for z ≥ 0, we have
In this case, we may lower bound
Note that the lower bound in (25) reduces to the PU outage probability exact expression in (22) at C x = 0.
2) Upper Bound of the PU Outage Probability:
One can derive an upper bound for z ≥ 0, by using the fact that 1
However, the drawback of using such bound is that the dependency of the outage expression on the impropriety parameter C x vanishes and results in a loose PU outage probability upper bound. To obtain a tighter bound, we split the integral in (23) as follows
where (a) follows from using the fact that for z ≥ 0 we have (
1+ p s z ) ≥ 0 in the first integral, and the fact that for z ≥ α, we have (
in the second integral. By evaluating the integrals, we get
. (27) From (27), we observe that the upper bound reduces to the outage probability of the PU under proper Gaussian signaling assumption (22) , i.e., P UB out,p ( p s , 0, α) = P out,p ( p s , 0). The best upper bound can be obtained by finding the value of α that minimizes
which can be found by solving the following equation
3) Approximate Expression of the PU Outage Probability: To find a more tractable expression than (27) , we consider the following approximate outage probability expression, denoted byP out,p ( p s , C x , α), which coincides with (27) at α 1,
This approximate outage probability expression reduces to the exact expression at
, which is found to be
≥ 0. This observation proves thatP out,p ( p s , C x , α) is monotonically increasing in α. As a result, it is interesting to compare the behavior of P out,p ( p s , C x , α) with the upper bound, the lower bound and the exact PU outage probability expressions. As for the lower bound comparison, we expressP out,p ( p s , C x , 0) in terms of the lower bound (25) as follows
Then, one can prove that for all values of α ≥ 0, the approximate PU outage probability expression is upper-bounded by P UB out,p ( p s , C x , α) (see Appendix A). Now, we summarize the interesting characteristics ofP out,p as follows: Hence, one can prove that there exists a unique value of α, say α * that makesP out,p ( p s , C x , α) equivalent to the exact PU outage probability, i.e.,P out,
To further clarify this point, we plot the lower bound, upper bound, approximate and exact expression versus α in Fig. 2 . A good estimate of P out,p ( p s , C x ) can then be evaluated using P out,p ( p s , C x , α) at α = α UB where α UB is computed from (29) .
IV. ADAPTIVE SIGNAL DESIGN
In this section, we propose an approach to improve the SU outage performance by adjusting the SU signal parameters p s and C x while maintaining predetermined PU QoS represented by an outage probability threshold for a target rate R 0,p . Note that the licensed spectrum is assumed to be assigned only to the authorized users, i.e. PUs. However due to other factors such as frequency reuse in cellular networks, there might be a received aggregate interference from other cells. In this scenarios, the PU may protect itself against possible interference sources and adjust the transmitted power to achieve the required transmission quality. From the PU point of view, the system is designed to achieve a maximum outage probability, say P out,th , considering an acceptable interference margin power, say P int [26] . The design value of P int is computed according to the communication network characteristic for a target PU link budget. In this case, P out,th is expressed in terms of P int (assuming the interference sources are all symmetric Gaussian distributed to reflect the worst case scenario) as P out,th = Pr log 2 
where I max = P int /σ 2 is defined as the maximum allowable interference-to-noise ratio at the PU receiver end. Although the PU is unaware of any other users that use its spectrum locally, i.e., in its coverage area, it may be subjected to aggregate interference sources as occurs in cellular networks.
As a result, primary transmitters tend to consider suitable interference power margin to keep a specific QoS as discussed in [26] . As such, the PU must adjust its power according to the following relation,
It is important to note that the SU has to consider the PU design conditions while adjusting its signal parameters. For our design purpose, we consider first the proper Gaussian signaling scheme as a benchmark, and then we propose three different designs based on the PU lower-bound, upper-bound and approximate outage probability expressions. This will be introduced in the sequel.
A. Proper Gaussian Signaling Design
For the proper signaling scheme, the SU system adjusts its transmission power, p s , to suppress its interference on the PU in order to maintain its required QoS level. Specifically, p s needs to be computed such that P out,p ( p s , 0) satisfies a predefined outage threshold P out,th for a given target rate, R 0,p , i.e.,
After some simplifications, the value of p s that satisfies (35) can be shown to be expressed as
From (36), one can conclude that the SU may access the spectrum, while maintaining the PU QoS requirements, if the following condition is satisfied
otherwise, the SU must remain silent. The condition in (37) is valid as long as the maximum marginal interference-tonoise ratio is strictly greater than zero, i.e., I max > 0 (see(33)). Moreover, it indicates that the PU is not fully loaded 3 . Since I max represents the maximum interference temperature at the PU side, then limiting I max is equivalent to maintaining the PU outage probability at P out,th [27] . However, this one-to-one relation is only valid for proper Gaussian interference source(s). In the remaining of this paper, we do not design the cognitive radio system based on I max because this one-to-one relation with P out,th is not valid for improper Gaussian interference source(s). Therefore, we adopt the outage probability for a target rate to reflect the PU QoS constraint.
B. Improper Gaussian Signaling Design
For the improper Gaussian signaling scheme, we have an additional design parameter, C x , which controls the signal impropriety. We expect to have an infinite ( p s , C x ) pairs that satisfy the PU QoS. This design flexibility gives us the opportunity to target another objective to optimize while maintaining the PU performance requirements.
In this work, the SU signal parameters p s and C x are adaptably computed to minimize the SU outage probability while satisfying the PU QoS, i.e., P out,p ( p s , C x ) ≤ P out,th . For this purpose, we formulate the following optimization problem,
where p s,max is the maximum allowable SU transmitter power.
To solve this problem, we use the PU outage probability expressions derived in the previous section to formulate simpler versions of it. We start by using the PU lower-bound in (25) to relax the optimization problem in (38). Although this relaxation violates the PU constraint, it can lead the reader to understand the trend of the improper signal design in such systems. This idea will be then applied to both the upper bound and the approximate expressions of the PU outage probability which requires complex computations.
1) Lower-Bound-Based Design:
Thanks to the simplified PU lower bound expression obtained in (25) , the first constraint in (38) can be relaxed in terms of p s and
F (C x ) represents the maximum allowable SU power that can be used to meet the PU QoS after relaxation, i.e., P LB out,p ( p s , C x ) = P out,th . Based on (33), one can easily observe that the inequality exp − p (0) > 1 − P out,th is always valid, which means that the SU may transmit as long as I max > 0. As a result, the relaxed optimization problem of (38) can be rewritten as
Now, one can prove that F (C x ) is a monotonically increasing function in C x (see Appendix B). If min F (0) , p s,max = p s,max , then the solution is given by (36). On the other hand, when min F (C x ) , p s,max = F (C x ) the problem can be solved by using the monotonic properties of the objective function and the constraints. Since P out,s ( p s , C x ) is monotonically decreasing in p s (See Appendix C for the proof), then p s should be assigned the maximum value of the constraint to minimize the SU outage probability, i.e., p s = F (C x ). Therefore, the improper Gaussian signaling optimization problem (40) simplifies to
To solve (41), first we note that P out,s (C x ) is monotonically decreasing in C x as shown in Appendix D, while F (C x ) is monotonically increasing in C x . Thus, the SU can achieve lower outage if improper signal with the maximum possible transmitted power of F (C x ) is used. As a result, the SU power solution is p s,max and the corresponding C x is given by
where C * x is the solution of the equation p s,max = F (C x ) and is expressed as
where p s,PGS is the SU power computed based on proper Gaussian signaling design (36). The solution tells us that the performance improvement of the improper Gaussian signaling scheme over the proper Gaussian signaling scheme occurs when the SU increases its transmitted power. To summarize, the benefits of employing the improper signaling scheme exists if I max > 0 and F (0) < p s,max are satisfied simultaneously. In addition, the benefit of using such a scheme increases with the increase of I s . In this case, the SU with the proper Gaussian signaling scheme reduces its transmitted power to meet the PU QoS, while switching to improper Gaussian signaling allows the SU to increase its power without affecting the PU QoS. The aforementioned lower-bound-based solution shows that C x goes to 1 with the increase of the available power budget as can be observed from (43). However, this result may violate the PU QoS especially for large I s and very small exp − p (0) − 1 − P out,th , i.e., I max is very small . In order to avoid such violations on the PU, we adopt the upper bound outage probability derived in Section III to design p s and C x in the following subsection.
2) Upper-Bound-Based Design: To provide a robust design of the SU signal parameters, we need to use the upper bound outage probability expression in the design process to satisfy the outage probability constraint in (38). As such, the upper bound expression can be used to simplify the new overfilled design problem by imposing P UB out,p ( p s , C x ) = P out,th . In this problem, p s can not be expressed in terms of C x , while C x can be expressed in terms of p s as
where UB ( p s ) is defined as
with W{.} is defined as the Lambert-W function [28] , and
To compute the signal parameters that minimize the SU upper bound outage probability, we consider the following simplified optimization problem to compute p s
Unfortunately, the optimization problem in (47) is not simple compared with the lower-bound based optimization problem (41) solved in the previous subsection, which has some interesting monotonic characteristics. On the other hand, we can not prove similar characteristics in the upper-bound based problem. However, inspired by the solution trend of the previous problem, the SU power allocation can be expressed as
where p UB s (.) is the inverse function of (44) and is evaluated numerically. Then, the corresponding C x is computed from
3) Approximate Outage Probability Based Design: In this subsection, we use the PU approximate expression evaluated at α UB to obtain a tight approximation to the exact PU outage probability. Although, we can not guarantee that the approximate expression provides upper or lower bound approximation, we want to have an idea about the benefits that can be reaped from the improper Gaussian signaling in our proposed model. First we relax the PU outage probability in (38), similar to the upper bound based design, by imposingP out,p ( p s , C x , α UB ) = P out,th . After this relaxation, the PU outage probability constraint can be rewritten in terms of C * x that is expressed in terms of p s as
where Ap ( p s ) is defined as 
(52) As can be seen from (50), C Ap x ( p s ) has a similar expression to the upper bound based design, which makes the optimization problem non-tractable. Thus, we follow the same upper bound based solution and use the approximate expression in (50) to find p s and C x from (48) and (49).
As for the computation complexity, the approximate based design has the same complexity as the upper bound based design. Both methods compute the circularity coefficient using the evaluation of Lambert-W function. In addition, the computation of p s at C x = 1 needs the numerical inverse evaluation of (44) or (50) for the upper bound or the approximate expression based methods, respectively. Each expression needs to compute the Lambert-W function several times according to number of iterations used to evaluate the inverse function. For example, if we use the bisection method in numerical computation, then the complexity is O log 2 λ , where λ is the interval range that captures the solution and is the solution accuracy [29] . On the other hand, the computation of C x in the lower bound based design has a closed form expression expressed in (43).
V. NUMERICAL RESULTS
In this section, we provide numerical results to assess the accuracy of the derived PU outage probability expressions and compare between different design methods. The comparison is done by monitoring both the gain of the SU outage probability performance and the fulfillment of the PU outage probability. After showing that the improper Gaussian signaling system design based on the approximate outage probability gives acceptable performance with respect to other bounds, we compare it with proper Gaussian signaling system design. Throughout this comparison, we highlight the effects of different system parameters on the benefit of the improper Gaussian signaling based system over the proper Gaussian signaling based system. In the following subsections, we use the simulation parameters listed in Table I , unless otherwise specified.
A. PU Outage Probability
To investigate the impact of different parameters on the tightness of the upper bound, the lower bound, the approximate expressions to the exact one, we introduce the following simulation examples.
Example 1: In the first example, we study the PU outage probability versus γ p assuming different SU interference in Fig. 3 . A comparison between the exact PU outage probability, the lower bound, the upper bound and the approximate expressions versus γ p for I s = 0, 5, 10, 15 dB. Fig. 4 . A comparison between the exact PU outage probability, the lower bound, the upper bound and the approximate expressions versus R 0,p for I s = 0, 5, 10, 15 dB. Fig. 3 . At low I s , the upper bound is found to be closer to the exact PU outage probability than the lower bound. As I s increases, the gap between the upper bound and the exact PU outage probability increases. With further increment of I s , the situation of the lower and the upper bounds with respect to the exact PU outage probability reverses, where the lower bound becomes tighter to the exact PU outage probability than the upper bound. When it comes to the approximate PU outage probability, α is evaluated from the optimal upper bound condition in (29) . The approximate expression represents almost the same performance of the exact PU outage probability for different γ p and I s .
Example 2: In this example, we evaluate the performance of different PU outage probability expressions versus R 0,p for different I s in Fig. 4 . At very low values of R 0,p , the upper bound, lower bound and the approximate PU outage probability provide nearly the same performance as the PU exact outage probability expression. The same observation can be observed at high R 0,p and low I s , i.e., I s = 0 dB. At the other ranges of R 0,p and I s , the relative performance of different PU outage probability expressions are the same as in simulation example 1.
Example 3: The third simulation example compares the PU outage probability expressions with the exact PU outage probability versus C x for different R 0,p in Fig. 5 . All the PU outage probability expressions achieve nearly the same performance as the exact PU outage probability for C x ≤ 0.6. For 0.6 < C x ≤ 1, the lower bound becomes closer to the exact PU outage probability than the upper bound. Similar to the previous examples, the approximate PU outage probability gives a close performance to the exact outage probability for different R 0,p .
B. Comparison Between the Design Methods
In this subsection, we compare between the SU performance improvement using the proper Gaussian design and the improper Gaussian design based on the lower bound, the upper bound, and the approximate PU outage probability expressions. In addition, we monitor the fulfillment of the PU performance by plotting the PU outage probability versus γ p . The PU outage probability expression is evaluated numerically using (21) based on the signal parameters obtained from different design methods.
Example 4: Under the assumption of I s = 5 dB, we observe that the improper Gaussian signaling system achieves better performance than the proper Gaussian signaling system at medium and high γ p values as shown in Fig. 6 . The performance improvement increases as the PU channel improves because having good PU channel permits using more power at the SU side. Both the upper bound based design and the approximate based design achieve nearly the same performance, while the lower bound based design achieves a slight better performance than other methods at an expected violation of the PU outage as can be observed in Fig. 6 . On the other hand, both the upper bound and approximate based designs meet the PU outage probability QoS requirement. Fig. 6 . A comparison between the SU outage probability that uses proper Gaussian design, lower bound based design, the upper bound based design, and the approximate based design at I s = 5 dB. Fig. 7 . A comparison between the SU outage probability that uses the proper Gaussian based design, lower bound PU outage probability based design, upper bound based design, and the approximate based design at I s = 10 dB.
Example 5:
In this example, we assume higher SU interference on the PU, where I s = 10 dB. We observe that the impact of high I s on both the PU and the SU becomes different from the low I s case, as can be seen in Fig. 7 . First, from the SU side, the best performance is achieved by the lower bound based design but at a violation cost of the PU outage performance. As for the approximate based design, it achieves a very close performance to the lower bound based design while meeting PU outage constraints. On the other hand, the performance of the upper bound based design degrades and achieves the same performance as the SU outage probability of the proper Gaussian system design. Interestingly, the upper bound based design reaps the improper Gaussian design benefit through a further protection of the PU outage probability, as shown in Fig. 7 . Thus, in order to investigate the benefit of improper versus proper on the SU outage, we adopt the approximate based design in the following subsection. 
C. Improper Versus Proper Gaussian Signaling
In this subsection, we explore the role of adopting improper Gaussian signaling in improving the underlay cognitive radio performance. For this purpose, we introduce different simulation examples to investigate the impact of system parameters in reaping the benefits of adopting the improper Gaussian signaling. Throughout the following numerical results, we compare the SU outage probability of both schemes proper and improper Gaussian signaling based on the approximate PU outage probability.
Example 6: Fig. 8 plots the SU outage probability for both improper and proper Gaussian signaling systems versus γ s assuming different values of I s . At low SU interference levels on the PU, i.e., I s = 0 dB, the proper Gaussian signaling system tends to use its maximum power budget, thus the improper Gaussian signaling scheme reduces to the proper one. As I s increases, the proper Gaussian signaling system uses less power to satisfy the PU QoS. On the other hand, the improper Gaussian signaling system uses more power and compensates its impact on the PU by increasing C x . Interestingly, the proper Gaussian signaling scheme degrades significantly with increasing I s , while the improper Gaussian signaling scheme has immunity against I s . As for γ s , both the proper and the improper Gaussian signaling schemes improves with the increase of γ s .
Example 7: In this example, we study the SU outage probability for both signaling schemes versus I p assuming different R 0,p values at I s = 5 dB, as shown in Fig. 9 . First, we observe that the improper Gaussian signaling system has a room for improvement over the proper signaling system because of the moderate value of SU interference on the PU. Second, the improvement decreases with the increase of I p , where the PU interference channel impact becomes dominant in the SU outage performance. Finally, low PU rate requirements, allows creating more coverage opportunities for the SU especially when the improper Gaussian signaling system is adopted. In conclusion, as the PU rate requirement decreases and/or the PU interference impact on the SU decreases, the improper Gaussian signaling system has increased benefits over the proper one.
Example 8: In this example, we study the joint impact of R 0,s and I s on the improvement performance of improper Gaussian signaling system over the proper Gaussian signaling system as shown in Fig. 10 . Similar to the earlier results, very low I s makes both proper and improper Gaussian signaling systems have the same performance, while the improvement occurs at high I s values. As for the SU rate impact, the improvement is observed to be in the middle values range of the SU rate at I s = 5, 10 dB.
VI. CONCLUSION
In this paper, we studied the outage probability of underlay cognitive radio system with improper Gaussian signaling scheme. We derived closed form expression for the SU outage probability and tight bounds for the PU. Based on the derived expressions and using the average CSI, we adjusted the SU power and circularity coefficient to improve its performance measured in terms of the outage probability while satisfying the PU QoS and meeting the SU power budget. For many practical scenarios that we considered in this paper, our simulation results show that the benefit of improper Gaussian signaling scheme over the proper Gaussian signaling increases as the interference-to-noise ratio of the SU to the PU increases for a specific SU target rate.
First, one can show easily that p αx α+1 is monotonically decreasing in α, thus we have
1+α ≥ α p (C x ) for α ≥ 0, which results in exp − (α + 1)
From (53) and (54), we obtain exp (−α (C x ))
Based on the monotonicity characteristic of p (x) in α, we obtain
By adding (55) and (56), we obtain exp − (α + 1) p (0) 
is found to be expressed as 
can be found from 
where g (C x ) and y (C x ) are defined as
Now, we test the behavior of g (C x ) through the evaluation of 
To judge on the behavior of g (C x ), we substitute p (C x ) in (67) obtaining
Since p (C x ) > 0 and exp − p (0) > 1 − P out,th , then g (C x ) is monotonically increasing with respect to C x . As for y (C x ), the ∂ y(C x ) ∂C x is found to be
which proves that y (C x ) is a monotonically increasing function. Therefore, from (65)-(69), P out,s is proved to be monotonically decreasing with respect to C x .
