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Abstract
Generalizing the Hyers–Ulam–Rassias stability theorem [Th.M. Rassias, On the stability of linear map-
ping in Banach spaces, Proc. Amer. Math. Soc. 72 (1978) 297–300] to the space of Schwartz distributions,
we introduce a concept of approximately additive Schwartz distributions and prove that every approximately
additive distribution can be approximated by linear functions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Generalizing the Hyers–Ulam stability problem [11,12], the following Hyers–Ulam–Rassias
stability problem [16]∥∥f (x + y) − f (x) − f (y)∥∥ ε(‖x‖p + ‖y‖p) (1.1)
was proposed for p < 1. Later, Z. Gajda considered the above inequality for p > 1 [8]. In the
previous paper [2] we have considered a distributional analogue of the inequality (1.1) for the
particular values p = 4,6,8, . . . .
In this paper we prove the result in [2] for all values p  0, p = 1 which completely gener-
alizes the above stability problem in the space S ′(Rn) of Schwartz tempered distributions and
we also extend the problem to the space D′(Rn) of Schwartz distributions. We refer the reader
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theorems. As a matter of fact we consider a slightly more general inequality than (1.1):∥∥f (x + y) − f (x) − f (y)∥∥ψ(x, y) (1.2)
where ψ is a homogeneous function of degree p  0, p = 1 and its distributional analogue,
‖u ◦ A − u ◦ P1 − u ◦ P2‖ψ(x, y), (1.2′)
where A(x,y) = x + y, P1(x, y) = x, P2(x, y) = y, x, y ∈ Rn and u ◦ A, u ◦ P1 and u ◦ P2 are
the pullbacks of u in S ′ or F ′ by A, P1 and P2, respectively. Also the inequality ‖v‖ ψ(x, y)
in (1.2′) means that |〈v,ϕ〉| ‖ψϕ‖L1 for all test functions ϕ defined on R2n. For the pullback
of generalized functions we refer to [10, Chapters V–VI]. We call a distribution satisfying (1.2′)
an approximately additive distribution of order p.
Note that if p < 0, the right-hand side of (1.2′) makes no sense in the spaces of Schwartz
(tempered) distributions. If p = 1, it is known that the above result false even in the classical
case [8]. Thus it suffices to consider the case p  0, p = 1.
As the results we prove that every solution u in D′(Rn) of the inequality (1.2′) can be approx-
imated by a linear function in the sense that there exists a unique a ∈ Cn such that
‖u − a · x‖ 1|2p − 2|ψ(x, x), 0 p < 1 or p > 2,
‖u − a · x‖ 1
2p − 2
(
ψ(x, x) + ψ(2x,0) + 2pψ(x,0)), 1 < p  2.
As direct consequences of the results we obtain the Hyers–Ulam–Rassias stability (1.1) in the
spaces of (tempered) distributions: Every solution u in D′(Rn) of the inequality
‖u ◦ A − u ◦ P1 − u ◦ P2‖ ε
(|x|p + |y|p)
satisfies
‖u − a · x‖ 2ε|2p − 2| |x|
p, 0 p < 1 or p > 2,
‖u − a · x‖ ε(2
p+1 + 2)
2p − 2 |x|
p, 1 < p  2,
where | · | denotes the Euclidean norm.
2. Main theorems
The stability problem (1.2′) can be controlled more efficiently in the space of tempered distri-
butions than does in the space of distribution as we can see later. Thus we first prove that every
solution u in D′(Rn) of the inequality (1.2′) belongs to the space of tempered distributions.
Consider a smooth function δ on Rn such that
supp δ ⊂ {x ∈ Rn: |x| 1},
δ  0 and
∫
n
δ(x) dx = 1.
R
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(u ∗ δt )(x) = 〈uy, δt (x − y)〉 is a smooth function in Rn and (u ∗ δt )(x) → u as t → 0+ in the
sense of distributions, that is, for every test functions ϕ,
〈u,ϕ〉 = lim
t→0+
∫
(u ∗ δt )(x)ϕ(x) dx.
From now on we denote by ψ(x, y) or ψ(z) a continuous homogeneous function on R2n of
degree p  0, p = 1, that is, ψ(rz) = rpψ(z) for all r  0, z ∈ R2n.
Lemma 2.1. Let u ∈D′(Rn) satisfies the inequality
‖u ◦ A − u ◦ P1 − u ◦ P2‖ψ(x, y). (2.1)
Then u ∈ S ′(Rn).
Proof. Convolving δt (x)δs(y) in each side of (2.1) the inequality (2.1) is converted to the fol-
lowing stability problem:∣∣(u ∗ δt ∗ δs)(x + y) − (u ∗ δt )(x) − (u ∗ δs)(y)∣∣Φ(x,y, t, s) (2.2)
for x, y ∈ Rn, t, s > 0, where Φ(x,y, t, s) = [ψ(ξ,η) ∗ (δt (ξ)δs(η))](x, y).
From (2.2) it is easy to see that
f (x) := lim sup
t→0+
(u ∗ δt )(x)
exists.
Letting y = 0 in (2.2), we have∣∣(u ∗ δt ∗ δs)(x) − (u ∗ δt )(x) − (u ∗ δs)(0)∣∣Φ(x,0, t, s). (2.3)
Fix x and let t = tn → 0+ so that (u ∗ δtn)(x) → f (x) in (2.2) to get∣∣(u ∗ δs)(x) − f (x) − (u ∗ δs)(0)∣∣Φ(x,0,0+, s). (2.4)
From the inequalities (2.2)–(2.4) and the triangle inequality we have∣∣f (x + y) − f (x) − f (y)∣∣Φ(x,y, t, s) + Φ(x + y,0, t, s) + Φ(x + y,0,0+, t)
+ Φ(x,0,0+, t)+ Φ(y,0,0+, s)
for all x, y ∈ Rn, t, s > 0. Letting t, s → 0+ in the above inequality, we have∣∣f (x + y) − f (x) − f (y)∣∣ψ∗(x, y) (2.5)
where ψ∗(x, y) = ψ(x, y) + 2ψ(x + y,0) + ψ(x,0) + ψ(y,0). Using the fact that ψ∗(x, y) is
a homogeneous function of degree p  0 and following the same approach as in the proof of the
stability (1.1), we can verify that there is a linear function a · x such that∣∣f (x) − a · x∣∣ 1|2p − 2|ψ∗(x, x). (2.6)
Let s = sn → 0+ so that (u ∗ δsn)(0) → f (0) in (2.4). Then we have∥∥u − f (x)∥∥ψ(x,0) + ∣∣f (0)∣∣ψ(x,0) + ψ(0,0). (2.7)
From (2.6) and (2.7) we have
‖u − a · x‖ Ψ (x)
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S ′(Rn). 
Now we may consider the inequality (1.2′) in the space S ′(Rn) of tempered distributions. We
employ the n-dimensional heat kernel
Et(x) = (4πt)−n/2 exp
(
−|x|
2
4t
)
, t > 0.
It is easy to see that the semigroup property of the heat kernel
(Et ∗ Es)(x) = Et+s(x) (2.8)
holds for convolution. This semigroup property will be very useful later.
Let u ∈ S ′(Rn). Then the Gauss transform
u˜(x, t) = 〈uy,Et (x − y)〉, x ∈ Rn, t > 0,
of u is well defined and is a smooth function in Rn × (0,∞) since Et(x) belongs to the Schwartz
space S(Rn) for each t > 0. Furthermore u˜(x, t) → u as t → 0+ in the sense that for every
ϕ ∈ S(Rn),
〈u,ϕ〉 = lim
t→0+
∫
u˜(x, t)ϕ(x) dx.
Since ψ(z) is a continuous homogeneous function on R2n of degree p  0 the Gauss trans-
form
ψ˜(z, t) :=
∫
ψ(ξ)Et (z − ξ) dξ,
is well defined. Also it is well known that ψ˜(z, t) → ψ(z) locally uniformly as t → 0+. Further-
more, ψ˜(z, t) satisfies the weakhomogeneity property
ψ˜
(
rz, r2t
)= rpψ˜(z, t) (2.9)
for all r  0.
We first consider the inequality (1.2′) for 0  p < 1 or p > 2. For this case we need the
following lemma.
Lemma 2.2. Let Ψp be the summations
Ψp(z, t) :=
{∑∞
k=0 2−k−1ψ˜(2kz,2kt), 0 p < 1,∑∞
k=1 2k−1ψ˜(2−kz,2−kt), p > 2.
Then we have
Ψp(z, t) → 1|2p − 2|ψ(z) (2.10)
locally uniformly as t → 0+.
Proof. For the case 0 p < 1 we can write
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∣∣∣∣
∞∑
k=0
2−k−1
∣∣ψ˜(2kz,2kt)− ψ(2kz)∣∣
=
∞∑
k=0
2(p−1)k−1
∣∣ψ˜(z,2−kt)− ψ(z)∣∣.
Now the convergence (2.10) follows immediately from the above inequality since ψ˜(x, y, t) →
ψ(x, y) locally uniformly as t → 0+. For the case p > 2 we write∣∣∣∣Ψp(z, t) − 12p − 2ψ(z)
∣∣∣∣
∞∑
k=1
2k−1
∣∣ψ˜(2−kz,2−kt)− ψ(2−kz)∣∣
=
∞∑
k=1
2(1−p/2)k−1
∣∣ψ˜(2−k/2z, t)− ψ(2−k/2z)∣∣.
Thus the convergence (2.10) for p > 2 also follows immediately from the above inequality. 
Now we prove the main theorem for 0 p < 1 or p > 2.
Theorem 2.2. Let u in D′(Rn) satisfies the inequality
‖u ◦ A − u ◦ P1 − u ◦ P2‖ψ(x, y) (2.11)
where ψ(x, y) is nonnegative, continuous and homogeneous of degree 0 p < 1 or p > 2. Then
there exists a unique a ∈ Cn such that
‖u − a · x‖ 1|2p − 2|ψ(x, x). (2.12)
Proof. First note that the pullback u ◦ A can be written in a transparent way as
〈
u ◦ A,ϕ(x, y)〉= 〈u,∫ ϕ(x − y, y) dy〉
for all test functions ϕ defined on R2n. Convolving in each side of (2.11) the tensor product
Et(ξ)Es(η) of n-dimensional heat kernels as a function of ξ , η we can write[
(u ◦ A) ∗ (Et(ξ)Es(η))](x, y) = 〈u ◦ A,Et (x − ξ)Es(y − η)〉
=
〈
uξ ,
∫
Et(x − ξ + η)Es(y − η)dη
〉
= 〈uξ , (Et ∗ Es)(x + y − ξ)〉
= 〈uξ ,Et+s(x + y − ξ)〉
= u˜(x + y, t + s).
Also the pullbacks u ◦ P1 and u ◦ P2 can be written as
〈
u ◦ P1, ϕ(x, y)
〉= 〈u,∫ ϕ(x, y) dy〉,
〈
u ◦ P2, ϕ(x, y)
〉= 〈u,∫ ϕ(x, y) dx〉,
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(u ◦ P1) ∗
(
Et(ξ)Es(η)
)]
(x, y) = u˜(x, t),[
(u ◦ P2) ∗
(
Et(ξ)Es(η)
)]
(x, y) = u˜(y, s),
where u˜(x, t) is the Gauss transform of u.
Thus the inequality (2.11) is converted to the following stability problem involving the Gauss
transform of u:∣∣u˜(x + y, t + s) − u˜(x, t) − u˜(y, s)∣∣Φ(x,y, t, s) (2.13)
for all x, y ∈ Rn, t, s > 0, where Φ(x,y, t, s) = [ψ(ξ,η) ∗ (Et (ξ)Es(η))](x, y).
It is obvious that Φ(x,y, t, t) = ψ˜(x, y, t) and a simple calculation shows that Φ has the
weakhomogeneity property
Φ
(
rx, ry, r2t, r2s
)= rpΦ(x, y, t, s). (2.14)
We first consider the case 0 p < 1. Replacing in (2.13) y by x, s by t and dividing the result
by 2, we have∣∣2−1u˜(2x,2t) − u˜(x, t)∣∣ 2−1ψ˜(x, x, t)
for all x ∈ Rn, t > 0. Making use of the induction argument and triangle inequality, we have
∣∣2−nu˜(2nx,2nt)− u˜(x, t)∣∣ n∑
k=0
2−k−1ψ˜
(
2kx,2kx,2kt
)= Ψp(x, x, t) (2.15)
for all n ∈ N, x ∈ Rn, t > 0.
Replacing x, t by 2mx, 2mt , respectively in (2.15) and dividing the result by 2m it follows
from the weakhomogeneity property of Ψp(x, y, t) that∣∣2−n−mu˜(2n+mx,2n+mt)− 2−mu˜(2mx,2mt)∣∣ 2−mΨp(2mx,2mx,2mt)
= 2(p−1)mΨp
(
x, x,2−mt
)
.
Since the right-hand side of above inequality tends to 0 locally uniformly as m → ∞,
Lm(x, t) := 2−mu˜
(
2mx,2mt
)
is a Cauchy sequence which converges locally uniformly.
Now we verify that L(x, t) = limm→∞ Lm(x, t) is the unique function satisfying∣∣u˜(x, t) − L(x, t)∣∣ Ψp(x, x, t), (2.16)
L(x + y, t + s) − L(x, t) − L(y, s) = 0 (2.17)
for all x, y ∈ Rn, t, s > 0. Indeed, the inequality (2.16) follows immediately from (2.15). Replac-
ing x, y, t , s by 2mx, 2my, 2mt , 2ms in (2.13), respectively, dividing the result by 2m and letting
m → ∞, Eq. (2.17) follows immediately from the property (2.14) of ψ˜ . To prove the uniqueness
of L(x, t), let M(x, t) be another function satisfying (2.16) and (2.17). Then it follows from
(2.16), (2.17) and the triangle inequality that for all n ∈ N,∣∣L(x, t) − M(x, t)∣∣ 2n−1∣∣L(nx,nt) − M(nx,nt)∣∣
 2n−1Ψp(nx,nx,nt)
 2np−1Ψp
(
x, x,n−1t
)
. (2.18)
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uniqueness.
Now we consider the case p > 2. For this case, replacing both x, y by x2 , both t , s by
t
2
in (2.13), we have∣∣u˜(x, t) − 2u˜(2−1x,2−1t)∣∣ ψ˜(2−1x,2−1x,2−1t)
for all x ∈ Rn, t > 0. By induction argument and triangle inequality we have
∣∣u˜(x, t) − 2nu˜(2−nx,2−nt)∣∣ n∑
k=1
2k−1ψ˜
(
2−kx,2−kx,2−kt
)= Ψp(x, x, t)
for all n ∈ N, x ∈ Rn, t > 0. Using the equality
Ψp
(
2−mx,2−mx,2−mt
)= 2− p2 mΨp(2−m2 x,2−m2 x, t)
and following same method as in the case 0 p < 1 ( just replacing n by −n), we see that
L(x, t) := lim
m→∞ 2
mu˜
(
2−mx,2−mt
)
is the unique function satisfying (2.17) and∣∣u˜(x, t) − L(x, t)∣∣ Ψp(x, x, t). (2.19)
Now it is well known that every continuous (measurable, or locally bounded) solution L(x, t) of
the Cauchy equation (2.17) has the form
L(x, t) = a · x + bt
for some a ∈ Cn, b ∈ C.
Note that Ψp(x, x, t) has at most polynomial growth. Also by Lemma 2.2, Ψp(x, x, t) →
1
|2p−2|ψ(x, x) locally uniformly as t → 0+. Thus it follows that for all test functions ϕ,∫
Ψp(x, x, t)ϕ(x) dx →
∫ 1
|2p − 2|ψ(x, x)ϕ(x) dx,
as t → 0+.
Therefore, letting t → 0+ in (2.16) and (2.19), we have
‖u − a · x‖ 1|2p − 2|ψ(x, x).  (2.20)
As a direct consequence of Theorem 2.2, we have the following.
Corollary 2.3. Let 0 p < 1 or p > 2. Then every solution u ∈D′(Rn) of the inequality
‖u ◦ A − u ◦ P1 − u ◦ P2‖ ε
(|x|p + |y|p) (2.21)
has the form
u = a · x + q(x)
where q(x) is a measurable function satisfying |q(x)|  2ε|2p−2| |x|p . In particular, if p = 0 we
have the result [3].
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polynomial growth. Thus every solution u of the inequality (2.11) has the form
u = a · x + q(x),
where |q(x)| 1|2p−2|ψ(x, x). 
Remark. We mention the remaining cases p < 0 and 1  p  2. If p < 0, the right-hand side
of (2.21) does not define a distribution and the inequality (2.21) makes no sense. If p = 1, it
is known that the above result is false even in the classical case [8]. If 1 < p  2, the method
employed in the proof of Theorem 2.2 does not work. For this reason we consider this case
separately.
Theorem 2.4. Let ψ(x, y) be nonnegative, continuous and homogeneous of degree 1 < p  2
and let u ∈D′(Rn) satisfies the inequalities
‖u ◦ A − u ◦ P1 − u ◦ P2‖ψ(x, y).
Then there exists a unique a ∈ Cn such that
‖u − a · x‖ 1
2p − 2
(
ψ(x, x) + ψ(2x,0) + 2pψ(x,0)).
Proof. We may start with the inequality∣∣u˜(x + y, t + s) − u˜(x, t) − u˜(y, s)∣∣Φ(x,y, t, s) (2.22)
for all x, y ∈ Rn, t, s > 0, where Φ(x,y, t, s) = [ψ(ξ,η) ∗ (Et (ξ)Es(η))](x, y).
It follows from the inequality (2.22) that
U(x) := lim sup
t→0+
u˜(x, t)
exists since Φ(x,y,0+, s) := limt→0+ Φ(x,y, t, s) exists. Letting y = 0 and t → 0+ so that
u˜(x, t) → U(x) in (2.22), we have∣∣u˜(x, s) − U(x) − u˜(0, s)∣∣Φ(x,0,0+, s). (2.23)
From the inequality (2.22) and (2.23) we have∣∣U(x + y) − U(x) − U(y)∣∣Φ(x,y, t, s) + Φ(x + y,0,0+, t + s)
+ Φ(x,0,0+, t)+ Φ(y,0,0+, s)+ Φ(0,0, t, s) (2.24)
for all x, y ∈ Rn, t, s > 0. Since limt,s→0+ Φ(x,y, t, s) = ψ(x, y), letting t, s → 0+ in (2.24) we
have ∣∣U(x + y) − U(x) − U(y)∣∣ψ∗(x, y) (2.25)
where ψ∗(x, y) = ψ(x, y) + ψ(x + y,0) + ψ(x,0) + ψ(y,0). Now since ψ∗(x, y) is a homo-
geneous function of degree p > 1 it follows from (2.25)∣∣U(x) − 2nU(2−nx)∣∣ 1
2p − 2ψ
∗(x, x). (2.26)
From (2.26) we see that L(x) := limn→∞ 2nU(2−nx) is the unique function satisfying
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2p − 2ψ
∗(x, x). (2.28)
Since L is continuous, it follows from (2.23) and (2.28),∣∣u˜(x, s) − a · x − u˜(0, s)∣∣Φ(x,0,0+, s)+ 1
2p − 2ψ
∗(x, x). (2.29)
Since lims→0+ u˜(0, s) = 0, letting s → 0+ in (2.29), we have
‖u − a · x‖ 1
2p − 2
(
ψ(x, x) + ψ(2x,0) + 2pψ(x,0)). (2.30)
This completes the proof. 
Corollary 2.5. Let 1 < p  2. Then every solution u ∈D′(Rn) of the inequality
‖u ◦ A − u ◦ P1 − u ◦ P2‖ ε
(|x|p + |y|p)
has the form
u = a · x + q(x)
where |q(x)| ε(2p+1+2)2p−2 |x|p .
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