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Zeros of a polynomial of ζ(j)(s)
TOMOKAZU ONOZUKA
Abstract
We give results on zeros of a polynomial of ζ(s), ζ ′(s), . . . , ζ(k)(s). First,
we give a zero free region and prove that there exist zeros corresponding to
the trivial zeros of the Riemann zeta function. Next, we estimate the number
of zeros whose imaginary part is in (1, T ). Finally, we study the distribution
of the real part and the imaginary part of zeros, respectively.
1 Introduction
The Riemann zeta function ζ(s) is one of the most important functions in number
theory, and its importance comes from its relation to the distribution of primes.
The theory of the Riemann zeta function has a famous conjecture, which is the
Riemann hypothesis. The Riemann hypothesis states that all of the nontrivial
zeros of the Riemann zeta function are located on the critical line <(s) = 1/2.
If the Riemann hypothesis is true, many conjectures in number theory hold.
Therefore a lot of mathematicians study the zeros of the Riemann zeta function.
Derivatives of the Riemann zeta function are also important because of the
relation between its nontrivial zeros and the Riemann hypothesis. Speiser [16]
proved that the Riemann hypothesis is equivalent to ζ ′(s) having no zeros in 0 <
<(s) < 1/2. Levinson and Montgomery [12] proved that the Riemann hypothesis
implies that ζ(k)(s) has at most a finite number of non-real zeros in <(s) < 1/2
for k ≥ 1. In the case k = 2, 3, Yildirim [19] showed that the Riemann hypothesis
implies that ζ ′′(s) and ζ ′′′(s) have no zeros in the strip 0 ≤ <(s) < 1/2.
Zeros of derivatives of the Riemann zeta function was investigated by Berndt
[1] and Levinson and Montgomery [12]. Berndt [1] gave a formula of the Riemann-
von Mangoldt type for ζ(k)(s) with k ≥ 1. For function f(s), let Nf(s)(T1, T2) be
the number of zeros of f(s) counted with multiplicity in the region T1 < =s < T2.
Then the Riemann-von Mangoldt formula states that for sufficiently large T, we
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have
Nζ(s)(0, T ) =
T
2pi
log
T
2pi
− T
2pi
+O(log T ). (1.1)
Berndt [1] generalized this formula for ζ(k)(s) with k ≥ 1;
Nζ(k)(s)(0, T ) =
T
2pi
log
T
4pi
− T
2pi
+O(log T ). (1.2)
Hence the number of zeros of ζ(k)(s) is asymptotically equal to the number of
zeros of ζ(s) in 0 < =(s) < T .
One of the most interesting objects of ζ(s) is the distribution of the real part
of nontrivial zeros. In 1914, Bohr and Landau [2] showed that most of nontrivial
zeros of ζ(s) lie near the critical line. The real part of zeros of ζ(k)(s) was also
studied by Levinson and Montgomery [12]. They showed
2pi
∑
T<γ(k)<T+U
(
β(k) − 1
2
)
= kU log log
T
2pi
− U log (log 2)
k
21/2
+O
(
U2
T log T
)
+O (log T ) (1.3)
for 0 < U < T and k ≥ 1, where ρ(k) = β(k) + iγ(k) denotes the zeros of ζ(k)(s).
This estimate implies that zeros of ζ(k)(s) would be mainly located in the right
half plane <(s) > 1/2. They also considered zeros near the critical line. Let
N−k (c, T ) denote the number of zeros of ζ
(k)(s) in 0 < =(s) < T , <(s) < c.
Similarly, N+k (c, T ) denotes the number of zeros of ζ
(k)(s) in 0 < =(s) < T ,
<(s) > c. Then, they [12] estimated
N+k
(
1
2
+ δ, T
)
+N−k
(
1
2
− δ, T
)
= O
(
T log log T
δ
)
, (1.4)
for δ > 0 uniformly. When δ = (log log T )2/ log T , by (1.2), we have
N+k
(
1
2
+ δ, T
)
+N−k
(
1
2
− δ, T
)
= O
(
Nζ(k)(s)(0, T )
log log T
)
.
Hence similar to zeros of ζ(s), most of zeros of ζ(k)(s) are also clustered around
<(s) = 1/2.
On the other hand, the imaginary part of zeros of ζ(k)(s) was also investigated.
In the case k = 0, for x > 1, Landau [9] proved∑
0<γ(0)<T
xρ
(0)
= −Λ(x) T
2pi
+O(log T ) = o(Nζ(s)(0, T )), (1.5)
where Λ(x) is the von Mangoldt Λ function if x is an integer, and otherwise
Λ(x) = 0. Since most of <(ρ(0)) are close to 1/2, we have roughly
x1/2
∑
0<γ(0)<T
exp(iγ(0) log x) ≈
∑
0<γ(0)<T
xρ
(0) ≈ o(Nζ(s)(0, T ))
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for any x > 1. By this estimate, {γ(0) mod 2pilog x}γ(0)>0 might be regarded as
an uniformly distributed sequence. Actually, it is known that {αγ(0)}γ(0)>0 is
uniformly distributed modulo one for any non-zero real α. This fact was first
proved by Rademacher [15] under the Riemann hypothesis. After then, Elliot [4]
remarked that this result holds unconditionally, and Hlawka [5] finally proved it
unconditionally.
Formulas (1.1)-(1.5) were generalized by many mathematicians. For a ∈ C,
Landau [3] gave a formula of the Riemann-von Mangoldt type for ζ(s)− a;
Nζ(s)−a(1, T ) =

T
2pi
log
T
2pi
− T
2pi
+O(log T ) (a 6= 1),
T
2pi
log
T
4pi
− T
2pi
+O(log T ) (a = 1).
(1.6)
The author [14] considered ζ(k)(s)− a and gave a formula;
Nζ(k)(s)−a(1, T ) =
T
2pi
log
T
2pi
− T
2pi
+O(log T )
for k ≥ 1 and a 6= 0. (The case k = 0 was given by Landau, and the case a = 0
was given by Berndt as mentioned above.) Furthermore Koutsaki, Tamazyan,
and Zaharescu [7] studied linear combinations of ζ(j)(s), and they proved
Nf(s)(0, T ) =
T
2pi
log
T
2pi
− T
2pi
+O(log T ),
where f(s) = c0ζ(s) + c1ζ
′(s) + · · ·+ ckζ(k)(s) with c0, . . . , ck ∈ R and c0, ck 6= 0.
In addition, Nakamura [13] studied polynomials of derivatives of zeta functions
by using the universality theorem, and he proved that for any 1/2 < σ1 < σ2 < 1,
there exists a constant C such that P (s) has more than CT zeros in σ1 < <(s) <
σ2 and 0 < =(s) < T , where P (s) is a polynomial of derivatives of the Riemann
zeta function. As a generalization of (1.3) and (1.4), Levinson [11] proved that
for sufficiently large T , T 1/2 ≤ U ≤ T , δ = (log log T )2/ log T and a ∈ C, we have
N+ζ(s)−a
(
1
2
+ δ;T, T + U
)
+N−ζ(s)−a
(
1
2
− δ;T, T + U
)
= O
(
U log log T
δ
)
,
(1.7)
where N+f(s) (c;T1, T2) and N
−
f(s) (c;T1, T2) are defined as the number of zeros of
f(s) in {s ∈ C | T1 < =(s) < T2,<(s) > c} and {s ∈ C | T1 < =(s) < T2,<(s) <
c}, respectively. He proved (1.7) with δ = (log log T )2/ log T , in addition, he noted
that this result can be generalized for any small δ > 0. In the proof of (1.7), he
gave an estimate of the sum 2pi
∑
T<γa<T+U
(βa + b) for b > 2 (see [11, Lemma
5]), where ρa = βa + iγa denotes the zeros of ζ(s)− a. Calculating
2pi
∑
T<γa<T+U
(βa + b)− 2pi
(
b+
1
2
)
Nζ(s)−a(T, T + U),
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we can deduce a generalization of (1.3). As a generalization of (1.7), the author
gave an estimate
N+
ζ(k)(s)−a
(
1
2
+ δ;T, T + U
)
+N−
ζ(k)(s)−a
(
1
2
− δ;T, T + U
)
= O
(
U log log T
δ
)
,
(1.8)
for δ = (log log T )2/ log T , α > 1/2 and Tα ≤ U ≤ T . Let ρ(k)a = β(k)a + iγ(k)a
denote the zeros of ζ(k)(s)− a. Similar to Levinson’s proof, in the proof of (1.8),
the sum 2pi
∑
T<γ
(k)
a <T+U
(β
(k)
a +b) was estimated for large b, so we can also deduce
a generalization of (1.3) for zeros of ζ(k)(s)− a. Finally, we will see analogues of
(1.5). Steuding [17] proved that for any positive real number x 6= 1, we have∑
0<γa<T
xρa =
(
α(x)− xΛ
(
1
x
))
T
2pi
+O(T
1
2
+ε), (1.9)
where α(x) is a coefficient of the series
ζ ′(s)
ζ(s)− a =
∑
d∈2−nN (n∈N)
α(d)
ds
(1.10)
for x ∈ Z and α(x) = 0 for x /∈ Z if a 6= 1. If a = 1, α(x) is also the coefficient
of (1.10) for 2nx ∈ Z with some n ∈ N. If 2nx /∈ Z for any n ∈ N, α(x) = 0. The
author also considered an analogue of (1.5). For any k ∈ N, a ∈ C and x > 1, we
have∑
1<γ
(k)
a <T
xρ
(k)
a (1.11)
=

T
2pi
∑
l≥0
n0,...,nl≥2
x=n0···nl
(−1)k(l+1)
al+1
(log n0)
k+1(log n1 · · · log nl)k +O(log T ) (a 6= 0),
T
2pi
∑
l≥0
n0≥2
n1,...,nl≥3
x=n0···nl/2l+1
( −1
(log 2)k
)l+1
(log n0)
k+1(log n1 · · · log nl)k +O(log T ) (a = 0).
(1.12)
If a 6= 0, the summation of the right-hand side is zero for x /∈ Z, and if a = 0
and 2nx /∈ Z for any n ∈ N, the summation of the right-hand side is zero. From
(1.9) and (1.11), {αγa} and {αγ(k)a } are uniformly distributed modulo one for any
non-zero real α, respectively (see [17][10]).
In this paper, we treat a polynomial consisting of ζ(s), ζ ′(s), . . . , ζ(k)(s). For
k,M ∈ N, dlj ∈ N ∪ {0} and cj ∈ C \ {0}, we put
F (s) :=
M∑
j=1
cjζ
(0)(s)d0jζ(1)(s)d1j · · · ζ(k)(s)dkj .
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We assume that F (s) is not a constant function, that is, at least one of dlj
is nonzero. At the International Congress of Mathematicians in 1900, Hilbert
pointed out that ζ(s) does not satisfy any algebraic differential equation of finite
order, so F (s) is not a constant function if at least one of dlj is nonzero. We
define the first degree of F (s) as
deg1 (F (s)) := max
1≤j≤M
k∑
l=0
dlj .
Especially, we have
deg1
(
ζ(0)(s)d0jζ(1)(s)d1j · · · ζ(k)(s)dkj
)
:=
k∑
l=0
dlj . (1.13)
The second degree of F (s) is defined by
deg2 (F (s))
:= max
{
k∑
l=0
ldlj
∣∣∣∣∣ deg1 (ζ(0)(s)d0j · · · ζ(k)(s)dkj) = deg1 (F (s)) , 1 ≤ j ≤M
}
.
By (1.13), the definition deg2 can be rewritten as
deg2 (F (s)) = max
{
k∑
l=0
ldlj
∣∣∣∣∣
k∑
l=0
dlj = deg1 (F (s)) , 1 ≤ j ≤M
}
Similar to (1.13), we have
deg2
(
ζ(0)(s)d0jζ(1)(s)d1j · · · ζ(k)(s)dkj
)
:=
k∑
l=0
ldlj .
In order to obtain a functional equation for F (s) (see Lemma 2.3), we need an
assumption ∑
j∈J
cj 6= 0, (1.14)
where J is defined by
J :=
{
j ∈ [1,M ]
∣∣∣∣∣ deg1
(
ζ(0)(s)d0j · · · ζ(k)(s)dkj) = deg1 (F (s)) ,
deg2
(
ζ(0)(s)d0j · · · ζ(k)(s)dkj) = deg2 (F (s))
}
.
We study zeros of F (s). Hereafter we set s = σ + it and ρF = βF + iγF denotes
the zeros of F (s). The first result gives a zero free region for F (s).
Theorem 1.1. Let F (s) satisfy (1.14). For ε > 0, there exist real numbers
E1Fε = E1F and E2F such that F (s) 6= 0 on
{s ∈ C | σ ≤ E1F , |s+ 2n| ≥ ε (n ∈ N)} ∪ {s ∈ C | σ ≥ E2F }.
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The second result gives zeros near the real axis. We define the region Cn,ε as
Cn,ε := {s ∈ C | |s+ 2n| < ε}.
Theorem 1.2. Let F (s) satisfy (1.14). For any ε > 0, there exists a positive
integer N = NF,ε such that F (s) has exactly deg1(F (s)) zeros in Cn,ε for each
n ≥ N .
Spira [?] proved that there is a Ck such that ζ
(k)(s) has exactly one real zero
in (−1 − 2n, 1 − 2n) with 1 − 2n ≤ Ck. Levinson [11] pointed out that ζ(s) = a
has exactly one root in the neighborhood of s = −2n for large n. Theorem 1.2 is
a generalization of these results. The third theorem counts the number of zeros
of F (s) in 1 < t < T . To state the theorem, we define nF as follows;
F (s) =
∞∑
n=nF
ηn
ns
(ηnF 6= 0).
Note that F (s) can be expressed as a Dirichlet series since every ζ(j)(s) has the
Dirichlet series expression
∑
n≥1(− log n)j/ns. (In this paper, we define (− log 1)0 =
1.)
Theorem 1.3. Let F (s) satisfy (1.14). For large T , we have
NF (s)(1, T ) =
deg1(F (s))T
2pi
log
T
2pie
− T
2pi
log nF +O(log T ).
The fourth and the fifth results describe the real part of zeros of F (s).
Theorem 1.4. Let F (s) satisfy (1.14). For large T , α > 1/2 and Tα ≤ U ≤ T ,
we have
2pi
∑
T<γF<T+U
(
βF − 1
2
)
= deg2(F (s))U log log T + U log
∣∣∣∣∣
∑
j∈J cj
ηnF /n
1/2
F
∣∣∣∣∣+O
(
U
log T
)
. (1.15)
Theorem 1.5. Let F (s) satisfy (1.14). For large T , α > 1/2 and Tα ≤ U ≤ T ,
we have
N+F (s)
(
1
2
+ δ;T, T + U
)
+N−F (s)
(
1
2
− δ;T, T + U
)
= O
(
U log log T
δ
)
,
(1.16)
for δ > 0 uniformly.
From Theorem 1.4, if deg2(F (s)) is positive, zeros of F (s) would be mainly
located in the right half plane <(s) > 1/2. If deg2(F (s)) = 0, the distribution
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of the zeros depends on |∑j∈J cj | and |ηnF /n1/2F |. If |∑j∈J cj | > |ηnF /n1/2F |, the
zeros would be mainly located in <(s) > 1/2. If |∑j∈J cj | < |ηnF /n1/2F |, the zeros
would be mainly located in <(s) < 1/2. Finally if |∑j∈J cj | = |ηnF /n1/2F |, the
main terms of (1.15) vanish, so we can not obtain the sign of
∑
(βF − 1/2).
By Theorem 1.5, most of zeros of F (s) are close to the critical line. Although
“nontrivial zeros of F (s)” are generally not on the critical line, F (s) has the
property of the Riemann zeta function whose nontrivial zeros are close to the
critical line. (Here “nontrivial zeros of F (s)” means that the zeros of F (s) with
|γF | > 1.)
Next, we see the main results on the imaginary parts of zeros of F (s).
Theorem 1.6. Let F (s) satisfy (1.14). For real number x > 1 and large T , we
have ∑
1<γF<T
xρF =
(
α(F ′/F )(s)(x)
) T
2pi
+O(log T ),
where α(F ′/F )(s)(x) is a coefficient of the series
F ′
F
(s) =
∑
d∈n−nF N (n∈N)
α(F ′/F )(s)(d)
ds
(1.17)
for x ∈ n−nF N with some n ∈ N and α(F ′/F )(s)(x) = 0 for x /∈ n−nF N.
When F (s) = ζ(k)(s)−a, the series (1.17) is given in [14, Lemma 4.1]. Similar
to the proof of [14, Lemma 4.1], we can also give the series (1.17) for any F (s).
From this theorem, we can deduce the following corollary.
Corollary 1.7. Let F (s) satisfy (1.14). The sequence {αγF }γF>1 is uniformly
distributed modulo one for any non-zero real α.
2 Lemmas and Fundamental Results
In this section, we prove some lemmas and fundamental results on the zeros of
F (s). Theorem 1.1 and Theorem 1.2 are proved in this section.
Lemma 2.1. For any ε > 0, we have ηn = O(n
ε).
Proof. For sufficiently large σ, we have
cjζ
(0)(s)d0jζ(1)(s)d1j · · · ζ(k)(s)dkj
= cj
( ∞∑
n=1
(− log n)0
ns
)d0j ( ∞∑
n=1
(− log n)1
ns
)d1j
· · ·
( ∞∑
n=1
(− log n)k
ns
)dkj
=:
∞∑
n=1
η
(j)
n
ns
.
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Since log n = O(nε) holds for any small ε > 0, the coefficient η
(j)
n can be estimated
as ∣∣∣η(j)n ∣∣∣ nε ∑
n1n2···nd0j+···+dkj=n
1 nεd(n)d0j+···+dkj ,
where d(n) is the number of the divisors of n. It follows from d(n) = O(nε) that
we have η
(j)
n = O(nε). Hence we have ηn = η
(1)
n + · · ·+ η(M)n = O(nε).
Lemma 2.2. For sufficiently large σ, we have
F (s) =
ηnF
nsF
+O((nF + 1)
−σ).
Proof. Since
F (s) =
ηnF
nsF
+
ηnF+1
(nF + 1)s
+
∑
n>nF+1
ηn
ns
,
it is enough to prove that the last term can be bounded by O((nF + 1)
−σ). By
Lemma 2.1, we have∑
n>nF+1
ηn
ns

∫ ∞
nF+1
x−σ+εdx (nF + 1)−σ
because of the estimate (nF + 1)
1+ε = O(1).
Lemma 2.3. Let F (s) satisfy (1.14). For any c > 1 and ε > 0, the following
equation holds in the region {s ∈ C | σ > c, |s− (2n− 1)| ≥ ε (n ∈ N)};
F (1− s)
=
∑
j∈J
cj
 (− log s)deg2(F (s)) {2(2pi)−sΓ(s) cos pis
2
ζ(s)
}deg1(F (s))(
1 +O
(
1
| log s|
))
.
Proof. By [14, Lemma 2.1], we have the functional equation for ζ(l)(s)
ζ(l)(1− s) = (− log s)l2(2pi)−sΓ(s) cos pis
2
ζ(s)
(
1 +O
(
1
| log s|
))
.
We note that this equation holds not only in {s ∈ C | σ > c, |t| ≥ 1} but also in
{s ∈ C | σ > c, |s − (2n − 1)| ≥ ε (n ∈ N)}, since [14, (8)] is valid in the latter
region. Multiplying this equation several times, we have
ζ(0)(1− s)d0jζ(1)(1− s)d1j · · · ζ(k)(1− s)dkj
= (− log s)
∑k
l=0 ldlj
{
2(2pi)−sΓ(s)(log s)k cos
pis
2
ζ(s)
}∑k
l=0 dlj
(
1 +O
(
1
| log s|
))
.
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By Stirling’s formula , we estimate
ζ(0)(1− s)d0jζ(1)(1− s)d1j · · · ζ(k)(1− s)dkj
 | log s|
∑k
l=0 ldlj
{∣∣∣ s
2pie
∣∣∣σ−1/2 exp(|t|(pi
2
− | arg(s)|
))}∑kl=0 dlj
where arg(s) ∈ (−pi/2, pi/2). Thus the main term of F (s) is the terms whose
index is in J .
(Proof of Theorem 1.1) By Lemma 2.3, we set
F (1− s)
=
∑
j∈J
cj
 (− log s)deg2(F (s)) {2(2pi)−sΓ(s) cos pis
2
ζ(s)
}deg1(F (s))(
1 +O
(
1
| log s|
))
=: A1(s) +A2(s).
We can easily check A1(s) 6= 0 in {s ∈ C | σ > c, |s− (2n− 1)| ≥ ε (n ∈ N)}. It
follows from A2(s) = O(|A1(s)/ log s|) that |A2(s)| < |A1(s)| holds for sufficiently
large σ. Hence there exists E1Fε = E1F such that F (1− s) = A1(s) + A2(s) 6= 0
for σ ≥ 1− E1F and |s− (2n− 1)| ≥ ε (n ∈ N).
By Lemma 2.2, we set
F (s) =
ηnF
nsF
+O
(
(nF + 1)
−σ) =: B1 +B2
for large σ. There exists E2F such that |B1| > |B2| holds for σ ≥ E2F . Because
of B1 6= 0, {s ∈ C | σ ≥ E2F } is a zero free region for F (s). 
(Proof of Theorem 1.2) In the proof of Theorem 1.1, we checked |A2(s)| <
|A1(s)| for large σ and |s − (2n − 1)| ≥ ε (n ∈ N). Applying Rouche´’s theorem,
F (1− s) and A1(s) has the same number of zeros in {s ∈ C | |s− (2n− 1)| < ε}
for large n ∈ N. The function A1(s) has exactly deg1 (F (s)) zeros at s = 2n− 1.
Therefore, F (1−s) has exactly deg1 (F (s)) zeros in {s ∈ C | |s−(2n−1)| < ε}.
Lemma 2.4. There exist complex numbers AF , BF and non-negative integers
NF ,mF such that the following equations hold;
(s− 1)NFF (s) = eAF+BF ssmF
∏
ρF 6=0
ρF : zeros of F (s)
(
1− s
ρF
)
es/ρF ,
F ′(s)
F (s)
= − NF
s− 1 +BF +
mF
s
+
∑
ρF 6=0
ρF : zeros of F (s)
(
1
s− ρF +
1
ρF
)
.
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Proof. Since
ζ(k)(s) =
k!
2pii
∫
|z−s|=a
ζ(z)
(z − s)k+1dz
and
ζ(s) exp(|s|1+ε),
we have
ζ(k)(s) exp(|s|1+ε)
for any small ε > 0 and large |s|. Therefore we also have
F (s) exp(|s|1+ε).
F (s) is holomorphic on C\{1}, because of the continuation of ζ(s). We assume
that F (s) has a pole of order NF at s = 1. Then (s−1)NFF (s) is an entire function
and is of order 1. Hence by the Hadamard factorization theorem, the lemma is
valid.
Lemma 2.5. Let F (s) satisfy (1.14). For sufficiently large T , we have
NF (s)(T, T + 1) log T.
Proof. By Lemma 2.2, we have
F (s)− ηnF
nsF
= O
(
(nF + 1)
−σ) .
Thus there exists a constant D ≥ E2F such that |F (s) − ηnF /nsF | ≤ |ηnF /nsF |/2
holds for σ ≥ D. By the triangle inequality, we have
|F (s)| ≥ |ηnF /nsF |/2 (2.1)
for σ ≥ D. By [14, (12)], we have F (s)  |t|deg1(F (s))µ(σ)+ε if µ(σ) satisfies
ζ(s) |t|µ(σ)+ε. This function µ(σ) satisfies the inequality
µ(σ) ≤

0 (σ ≥ 1),
1/2− σ/2 (0 < σ < 1),
1/2− σ (σ ≤ 0).
By Jensen’s theorem, we have∫ D−E1F+2
0
n(r)
r
dr
=
1
2pi
∫ 2pi
0
log
∣∣∣F (D + iT + (D − E1F + 2) eiθ)∣∣∣ dθ − log |F (D + iT )| ,
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where n(r) is the number of zeros of F (s) counted with multiplicity in the circle
with center D + iT and radius r. Since F (s)  |t|deg1(F (s))µ(σ)+ε, there exists a
constant D1 > 0 such that
log
∣∣∣F (D + iT + (D − E1F + 2)eiθ)∣∣∣ ≤ D1 log T.
Since |F (D + iT )| ≥ |ηnF /nDF |/2, there exists a constant D2 such that
log |F (D + iT )| ≥ D2.
Because of
∫ D−E1F+2
0 (n(r)/r)dr ≥ 0, we have∫ D−E1F+2
0
n(r)
r
dr  log T. (2.2)
On the other hand, we have∫ D−E1F+2
0
n(r)
r
dr ≥
∫ D−E1F+2
D−E1F+1
n(r)
r
dr
≥ n(D − E1F + 1)
∫ D−E1F+2
D−E1F+1
1
r
dr. (2.3)
From (2.2) and (2.3), we have
NF (s)(T, T + 1) ≤ n(D − E1F + 1) log T.
Lemma 2.6. Let F (s) satisfy (1.14). Let σ1 and σ2 be real numbers with σ1 < σ2.
For s ∈ C with σ1 < σ < σ2 and large t, we have
F ′(s)
F (s)
=
∑
|γF−t|<1
1
s− ρF +O(log t).
Proof. Similar to estimate (2.1), we have
|F (E + it)| ≥ 1
2
|ηnF |
nEF
and
|F ′(E + it)| ≤ 2 |ηnF ′ |
nEF ′
for sufficiently large E. Hence, we have
F ′(E + it)
F (E + it)
≤ 4 |ηnF ′ |/n
E
F ′
|ηnF |/nEF
 1.
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By Lemma 2.4, we have
F ′(s)
F (s)
=
∑
ρF 6=0
ρF : zeros of F (s)
(
1
s− ρF +
1
ρF
)
+O(log t)
for σ1 < σ < σ2 and large t. Substituting s = E + it, we have
O(log t) =
∑
ρF 6=0
ρF : zeros of F (s)
(
1
E + it− ρF +
1
ρF
)
.
Therefore we have
F ′(s)
F (s)
=
∑
ρF 6=0
ρF : zeros of F (s)
(
1
s− ρF +
1
E + it− ρF
)
+O(log t)
=
 ∑
|γF−t|<1
+
∑
ρF 6=0
|γF−t|≥1
( 1s− ρF + 1E + it− ρF
)
+O(log t).
For σ1 < σ < σ2 and |γF − t| ≥ 1, we have∣∣∣∣ 1s− ρF + 1E + it− ρF
∣∣∣∣ 1|t− γF |2
Hence by Lemma 2.5, we have∑
ρF 6=0
|γF−t|≥1
(
1
s− ρF +
1
E + it− ρF
)
= O(log t).
By Lemma 2.5, we also have∑
|γF−t|<1
1
E + it− ρF = O(log t).
Lemma 2.7. Let F (s) satisfy (1.14). For sufficiently large σ and |t| ≥ 1, we
have
F ′
F
(1− s) = O(| log s|).
Proof. Since
d
ds
(
ζ(0)(s)d0jζ(1)(s)d1j · · · ζ(k)(s)dkj
)
=
k∑
a=0
dajζ
(a)(s)daj−1ζ(a+1)(s)
∏
0≤l≤k
l 6=a
ζ(l)(s)dlj ,
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we have deg1(F
′(s)) ≤ deg1(F (s)) and deg2(F ′(s)) ≤ deg2(F (s)) + 1. By Lemma
2.3, we have
F ′(1− s) = O
(
| log s|deg2(F (s))+1
∣∣∣(2pi)−sΓ(s) cos pis
2
ζ(s)
∣∣∣deg1(F (s))) . (2.4)
Note that we do not assume the condition (1.14) for F ′(s). If F ′(s) does not
satisfy this condition, the main term in Lemma 2.3 vanishes. Then, F ′(1 − s)
can be bounded by the error term in Lemma 2.3. Therefore (2.4) also holds in
this case. Dividing (2.4) by F (1− s) and applying Lemma 2.3, we obtain Lemma
2.7.
3 Proof of Theorem 1.3
In this section, we prove Theorem 1.3. By Cauchy’s theorem, we have
NF (s)(1, T ) =
1
2pi
=
(∫ E′2F+i
E′1F+i
+
∫ E′2F+iT
E′2F+i
+
∫ E′1F+iT
E′2F+iT
+
∫ E′1F+i
E′1F+iT
)
F ′(s)
F (s)
ds
=:
1
2pi
(J1 + J2 + J3 + J4),
for sufficiently large E′2F ≥ E2F and sufficiently small E′1F ≤ E1F .
The first term J1 does not depend on T , so we have J1 = O(1).
By Lemma 2.2, the second term is estimated as
1
2pi
J2 =
1
2pi
[arg(F (s))]
E′2F+iT
E′2F+i
=
1
2pi
[
arg(ηnF n
−s
F ) +O(1)
]E′2F+iT
E′2F+i
.
Hence we have
1
2pi
J2 = − T
2pi
log nF +O(1).
Next, we estimate J3. Applying Lemma 2.6, we have
J3 = =
∫ E′1F+iT
E′2F+iT
∑
|γF−t|<1
1
s− ρF ds+O
(∫ E′1F+iT
E′2F+iT
log t ds
)
= =
∑
|γF−T |<1
∫ E′1F+iT
E′2F+iT
1
s− ρF ds+O (log T ) .
For each integral, we change the path of integration. If γF < T , then we change
the path to the upper semicircle with center ρF and radius 1. If γF > T , then
we change the path to the lower semicircle with center ρF and radius 1. Then all
integrals are bounded by O(1). Therefore, by Lemma 2.5, we have
J3 =
∑
|γF−T |<1
O(1) +O (log T ) = O(log T ).
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Finally, we consider J4. Since arg(F (E
′
1F + i)) does not depend on T , we have
J4 = [arg(F (s))]
E′1F+i
E′1F+iT
= − arg (F (E′1F + iT ))+O(1).
By Lemma 2.3, we have
arg
(
F (E′1F + iT )
)
= deg1(F (s))T log(2pi) + deg1(F (s)) arg Γ(1− E′1F − iT ) +O(1)
By Stirling’s formula, we have
arg Γ(1− E′1F − iT ) = −T log
T
e
+O(log T ).
Hence we have
J4 = deg1(F (s))T log
T
2pie
+O(log T ).
Therefore we have
NF (s)(1, T ) =
1
2pi
(J1 + J2 + J3 + J4)
=
deg1(F (s))T
2pi
log
T
2pie
− T
2pi
log nF +O(log T ).

4 Proofs of Theorem 1.4 and Theorem 1.5
Lemma 4.1. For U  1, sufficiently large T  U and a real number b < D (D
is defined in the proof of Lemma 2.5), we have
2pi
∑
T<γF<T+U
βF>b
(βF − b) =
∫ T+U
T
log |F (b+ it)| dt− U log
∣∣∣∣ηnFnbF
∣∣∣∣+O(log T ).
Proof. For a real number b with b < D, by Littlewood’s lemma, we have
2pi
∑
T<γF<T+U
βF>b
(βF − b)
=
∫ T+U
T
log
∣∣∣∣∣F (b+ it)ηnF /nb+itF
∣∣∣∣∣ dt−
∫ T+U
T
log
∣∣∣∣∣F (D + it)ηnF /nD+itF
∣∣∣∣∣ dt
+
∫ D
b
arg
F (σ + i(T + U))
ηnF /n
σ+i(T+U)
F
dσ −
∫ D
b
arg
F (σ + iT )
ηnF /n
σ+iT
F
dσ (4.1)
where we take the logarithmic branch of arg(F (s) /(ηnF /n
s
F )) as arg(F (s) /(ηnF /n
s
F ))→
0 as σ →∞. We define the function G(s) by
G(s) :=
F (s)
ηnF /n
s
F
.
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Because of the choice of D, we have <(G(s)) ≥ 1/2 for σ ≥ D. Furthermore we
define HT (s) by
HT (s) :=
G(s+ iT ) +G(s+ iT )
2
.
Then we have HT (σ) = <(G(σ+ iT )). When HT (σ) has n zeros in σ ∈ [b,D], we
can estimate the argument
| argG(σ + iT )| ≤ pin+O(1)
for σ ∈ [b,D]. Thus we estimate the number of zeros of HT (σ). Let n′D(r) denote
the number of zeros of HT (s) in the circle with center D and radius r. By Jensen’s
theorem, we have∫ D−b+1
0
n′D(r)
r
dr
=
1
2pi
∫ 2pi
0
log
∣∣∣HT (D + (D − b+ 1) eiθ)∣∣∣ dθ − log |HT (D)|
As mentioned in the proof of Lemma 2.5, we have F (s)  |t|deg1(F (s))µ(σ)+ε, so
we also have HT (s) |t+ T |deg1(F (s))µ(σ)+ε. Hence we have∫ D−b+1
0
n′D(r)
r
dr = O(log T ).
On the other hand, we have∫ D−b+1
0
n′D(r)
r
dr ≥
∫ D−b+1
D−b
n′D(r)
r
dr ≥ n′D(D − b)
∫ D−b+1
D−b
1
r
dr.
Hence finally we obtain
| argG(σ + iT )|  n′D(D − σ) ≤ n′D(D − b) log T
for σ ∈ [b,D]. From this estimate, we can bound the third and fourth terms of
(4.1) by O(log T ).
Now, we estimate the second term of (4.1). By Cauchy’s integral formula, we
have∣∣∣∣∫ T+U
T
logG (D + it) dt
∣∣∣∣
≤
∣∣∣∣∫ V
D
logG (σ + iT ) dσ
∣∣∣∣+ ∣∣∣∣∫ T+U
T
logG (V + it) dt
∣∣∣∣+ ∣∣∣∣∫ D
V
logG (σ + i(T + U)) dσ
∣∣∣∣
(4.2)
for sufficiently large V > D. By Lemma 2.2, we have
logG(σ + it) = O
(
(1 + 1/nF )
−σ) .
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Thus we have ∫ T+U
T
logG (V + it) dt U(1 + 1/nF )−V → 0
as V →∞. The first term of (4.2) is estimated as∫ ∞
D
logG (σ + iT ) dσ  (1 + 1/nF )−D  1.
Similarly, The third term of (4.2) is also bounded by O(1). Hence the second
term of (4.1) is O(1).
Lemma 4.2. Let α > 1/2. For Tα ≤ U ≤ T , we have
2pi
∑
T<γF<T+U
βF>1/2
(
βF − 1
2
)
 U log log T.
Proof. By the previous lemma, it is enough to prove that there exists a constant
A such that ∫ T+U
T
log
∣∣∣∣F (12 + it
)∣∣∣∣ dt ≤ AU log log T.
We estimate |F (s)| as a product of sum of zeta functions;
|F (s)| ≤
M∑
j=1
|cj |
∣∣∣ζ(0)(s)∣∣∣d0j ∣∣∣ζ(1)(s)∣∣∣d1j · · · ∣∣∣ζ(k)(s)∣∣∣dkj
≤
 M∑
j=1
|cj |
(1 + k∑
l=0
∣∣∣ζ(l)(s)∣∣∣)deg1(F (s)) .
Hence we have∫ T+U
T
log
∣∣∣∣F (12 + it
)∣∣∣∣ dt ≤ deg1(F (s))∫ T+U
T
log
(
1 +
k∑
l=0
∣∣∣∣ζ(l)(12 + it
)∣∣∣∣
)
dt+O(U).
For any positive numbers v0, . . . , vk, we can bound
≤ deg1(F (s))
vmin
∫ T+U
T
log max
(
1,
∣∣∣∣ζ(0)(12 + it
)∣∣∣∣v0 , . . . , ∣∣∣∣ζ(k)(12 + it
)∣∣∣∣vk) dt+O(U)
where vmin := min{v0, . . . , vk}. By Jensen’s inequality, we have
≤ deg1(F (s))
vmin
U log
(
1
U
∫ T+U
T
max
(
1,
∣∣∣∣ζ(0)(12 + it
)∣∣∣∣v0 , . . . , ∣∣∣∣ζ(k)(12 + it
)∣∣∣∣vk) dt)+O(U)
≤ deg1(F (s))
vmin
U
log
(
1 +
1
U
∫ T+U
T
∣∣∣∣ζ(0)(12 + it
)∣∣∣∣v0 dt+ · · ·+ 1U
∫ T+U
T
∣∣∣∣ζ(k)(12 + it
)∣∣∣∣vk dt)+O(U).
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Hence, it remains to prove that there exists a positive number vj such that∫ T+U
T
∣∣∣∣ζ(j)(12 + it
)∣∣∣∣vj dt U log T (4.3)
for each 0 ≤ j ≤ k. By [6, Claim] and [18, Theorem 7.4], we have
∫ T+U
T
∣∣∣∣∣ζ(j)ζ
(
1
2
+ it
)∣∣∣∣∣
1/(2j)
dt U
√
log T
and ∫ T+U
T
∣∣∣∣ζ (12 + it
)∣∣∣∣2 dt U log T.
Applying Ho¨lder’s inequality∫ T+U
T
∣∣∣∣ζ(j)(12 + it
)∣∣∣∣vj dt
≤
(∫ T+U
T
∣∣∣∣∣ζ(j)ζ
(
1
2
+ it
)∣∣∣∣∣
pvj
dt
)1/p(∫ T+U
T
∣∣∣∣ζ (12 + it
)∣∣∣∣qvj dt)1/q
with vj = 2/(4j + 1), p = 1 + 1/(4j) and q = 4j + 1, we have∫ T+U
T
∣∣∣∣ζ(j)(12 + it
)∣∣∣∣vj dt (U√log T)1/p (U log T )1/q  U log T.
Thus we obtain (4.3).
Lemma 4.3. Let α > 1/2 and Tα ≤ U ≤ T . Then we have
N+F (s)
(
1
2
+ δ;T, T + U
)
= O
(
U log log T
δ
)
for δ > 0 uniformly.
Proof. From Lemma 4.2, we have∑
T<γF<T+U
βF>1/2+δ
(
βF − 1
2
)
≤
∑
T<γF<T+U
βF>1/2
(
βF − 1
2
)
 U log log T.
On the other hand, we have∑
T<γF<T+U
βF>1/2+δ
(
βF − 1
2
)
≥ δN+F (s)
(
1
2
+ δ;T, T + U
)
.
By these estimates, we obtain the lemma.
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Lemma 4.4. Let F (s) satisfy (1.14) and α > 1/2. For sufficiently small b, large
T and Tα ≤ U ≤ T , we have
2pi
∑
T<γF<T+U
(βF − b)
= deg1(F (s))
(
1
2
− b
){
(T + U) log
T + U
2pi
− T log T
2pi
− U
}
+ deg2(F (s))U log log T + U log
∣∣∣∣∣
∑
j∈J cj
ηnF n
−b
F
∣∣∣∣∣+O
(
U
log T
)
.
Proof. We use Lemma 4.1. By Lemma 2.3, the integrand in Lemma 4.1 can be
calculated as
log |F (b+ it)| = log
∣∣∣∣∣∣
∑
j∈J
cj
∣∣∣∣∣∣+ deg2(F (s)) log | log(1− b− it)|
+ deg1(F (s)) log |χ(b+ it)|+ deg1(F (s)) log |ζ(1− b− it)|+O
(
1
log(1− b− it)
)
(4.4)
where χ(s) = 2spi−1+s sin(pis/2)Γ(1− s). By equations
log | log(1− b− it)| = log log t+O
(
1
log t
)
and
log |χ(s)| =
(
1
2
− σ
)
log
∣∣∣∣ t2pi
∣∣∣∣+O(1t
)
,
we have∫ T+U
T
log |F (b+ it)| dt = U log
∣∣∣∣∣∣
∑
j∈J
cj
∣∣∣∣∣∣+ deg2(F (s)) {(T + U) log log(T + U)− T log log T}
+ deg1(F (s))
(
1
2
− b
){
(T + U) log
T + U
2pi
− T log T
2pi
− U
}
+ deg1(F (s))
∫ T+U
T
log |ζ(1− b− it)|dt+O
(
U
log T
)
.
Similar to the estimate of the second term of (4.1), we can estimate∫ T+U
T
log |ζ(1− b− it)|dt 1.
Moreover we can easily check
T (log log(T + U)− log log T ) = O
(
U
log T
)
.
Applying Lemma 4.1, we obtain Lemma (4.4).
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(Proof of Theorem 1.4) By Theorem 1.3 and Lemma 4.4, we have
2piNF (s)(T, T + U) = deg1(F (s))
{
(T + U) log
T + U
2pie
− T log T
2pie
}
− U log nF +O(log T )
and
2pi
∑
T<γF<T+U
(βF − b)
= deg1(F (s))
(
1
2
− b
){
(T + U) log
T + U
2pie
− T log T
2pie
}
+ deg2(F (s))U log log T + U log
∣∣∣∣∣
∑
j∈J cj
ηnF n
−b
F
∣∣∣∣∣+O
(
U
log T
)
.
Hence we have
2pi
∑
T<γF<T+U
(
βF − 1
2
)
= 2pi
∑
T<γF<T+U
(βF − b)−
(
1
2
− b
)
2piNF (s)(T, T + U)
= deg2(F (s))U log log T + U log
∣∣∣∣∣
∑
j∈J cj
ηnF n
−1/2
F
∣∣∣∣∣+O
(
U
log T
)
.

Lemma 4.5. Let F (s) satisfy (1.14), α > 1/2, and Tα ≤ U ≤ T . Then we have
N−F (s)
(
1
2
− δ;T, T + U
)
= O
(
U log log T
δ
)
for δ > 0 uniformly.
Proof. We decompose the summation as
2pi
∑
T<γF<T+U
(βF − b)
= 2pi
∑
T<γF<T+U
βF>1/2+δ
{(
βF − 1
2
)
+
(
1
2
− b
)}
+ 2pi
∑
T<γF<T+U
1/2−δ≤βF≤1/2+δ
{(
βF − 1
2
)
+
(
1
2
− b
)}
+ 2pi
∑
T<γF<T+U
βF<1/2−δ
(βF − b) .
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By Lemma 4.2, we have
2pi
∑
T<γF<T+U
(βF − b) ≤ O(U log log T ) + 2pi
(
1
2
− b
)
N+F (s)
(
1
2
+ δ;T, T + U
)
+ 2pi
(
1
2
− b
)(
NF (s)(T, T + U)−N+F (s)
(
1
2
+ δ;T, T + U
)
−N−F (s)
(
1
2
− δ;T, T + U
))
+ 2pi
(
1
2
− δ − b
)
N−F (s)
(
1
2
− δ;T, T + U
)
.
By Theorem 1.3, we have
2pi
∑
T<γF<T+U
(βF − b) ≤ deg1(F (s))
(
1
2
− b
)
U log T
− 2piδN−F (s)
(
1
2
− δ;T, T + U
)
+O(U log log T ). (4.5)
By Lemma 4.4, the left-hand side is
2pi
∑
T<γF<T+U
(βF − b) = deg1(F (s))
(
1
2
− b
)
U log T +O (U log log T ) . (4.6)
From (4.5) and (4.6), we have
N−F (s)
(
1
2
− δ;T, T + U
)
≤ O
(
U log log T
δ
)
.
Since N−F (s) (1/2− δ;T, T + U) is positive, we finally obtain
N−F (s)
(
1
2
− δ;T, T + U
)
= O
(
U log log T
δ
)
.
By Lemma 4.3 and Lemma 4.5, we obtain Theorem 1.5.
5 Proofs of Theorem 1.6 and Corollary 1.7
(Proof of Theorem 1.6) For sufficiently large U, V > 0 and U > c′ > c > 1,
by Cauchy’s integral formula, we have∑
1<γF<T
xρF
=
1
2pii
(∫ −c′+i
−U+i
+
∫ V+i
−c′+i
+
∫ V+iT
V+i
+
∫ −c′+iT
V+iT
+
∫ −U+iT
−c′+iT
+
∫ −U+i
−U+iT
)
xs
F ′
F
(s)ds
=:
1
2pii
(K1 +K2 +K3 +K4 +K5 +K6).
Note that the constant c is defined in the statement of Lemma 2.3.
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The second term K2 does not depend on T , so we have K2 = O(1).
By using the series expansion (1.17), we have
K3 =
∑
d∈n−nF N (n∈N)
α(F ′/F )(s)(d)
∫ V+iT
V+i
(x
d
)s
ds
= Tiα(F ′/F )(s)(x) +
∑
d 6=x
α(F ′/F )(s)(d)
[
(x/d)s
log(x/d)
]V+iT
V+i
+O(1)
= Tiα(F ′/F )(s)(x) +O(1).
Similar to the estimate on J3 in Section 3, the fourth term can be bounded
by K4 = O(log T ).
Applying Lemma 2.7, we have
K5 = O
(∫ −U
−c′
xσ| log(1− σ − iT )||dσ|
)
= O(log T ),
K1 = O(log T ),
and
K6 = O
(
x−UT | log(1 + U − iT )|)
uniformly for large U . Hence taking U →∞, we obtain K1+K5+K6 = O(log T ).

(Proof of Corollary 1.7) To prove Corollary 1.7, we use Weyl’s criterion;
Lemma 5.1 (Weyl’s criterion). A sequence {xn} ⊂ R is uniformly distributed
modulo one if, and only if, for any integer m 6= 0,
lim
N→∞
1
N
N∑
n=1
e2piimxn = 0.
See [8, Theorem 2.1] for the proof.
By Theorem 1.1 and Theorem 1.5 with δ = (log log T )2/ log T and U = T , we
have
∑
T<γF<2T
∣∣∣∣βF − 12
∣∣∣∣ =
 ∑
T<γF<2T
|1/2−βF |≤δ
+
∑
T<γF<2T
|1/2−βF |>δ
∣∣∣∣βF − 12
∣∣∣∣
= O
(
T (log log T )2
)
+O
(
T
log T
log log T
)
. (5.1)
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Substituting 2−lT for T and adding (5.1) all l = 1, 2, . . . , l0 with suitable l0, we
obtain ∑
1<γF<T
∣∣∣∣βF − 12
∣∣∣∣ = O(T log Tlog log T
)
= o
(
NF (s)(1, T )
)
.
Since
ey − 1 =
∫ y
0
etdt = O (|y|max{1, ey})
for y ∈ R, we have
|x1/2+iγF − xβF+iγF | ≤ xβF
∣∣∣e(1/2−βF ) log x − 1∣∣∣ ∣∣∣∣βF − 12
∣∣∣∣max{xβF , x1/2}| log x|.
Hence for each x > 1, we have
1
NF (s)(1, T )
∑
1<γF<T
|x1/2+iγF − xβF+iγF |  x
E2F | log x|
NF (s)(1, T )
∑
1<γF<T
∣∣∣∣βF − 12
∣∣∣∣
= O
(
1
log log T
)
.
Thus by Theorem 1.6, for each x > 1, we have
1
NF (s)(1, T )
∑
1<γF<T
xiγF =
1
NF (s)(1, T )
x−1/2
∑
1<γF<T
x1/2+iγF
=
1
NF (s)(1, T )
x−1/2
∑
1<γF<T
xβF+iγF +O
(
1
log log T
)
= O
(
1
log log T
)
.
Substituting x = e2pimα, we obtain
1
NF (s)(1, T )
∑
1<γF<T
e2piimαγF = O
(
1
log log T
)
,
when mα is positive. Considering complex conjugate, we can also estimate the
case when mα is negative. Hence we obtain Corollary 1.7.

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