In this paper we prove some superconvergence of a new family of mixed finite element spaces of higher order we introduced in [ETNA, Vol.37, pp.189-201, 2010]. Among all the mixed finite element spaces having optimal order of convergence on quadrilateral grids, this space has the smallest unknowns. However, the scalar variable is only suboptimal in general; thus we have employed a post-processing technique for the scalar variable. As a byproduct, we have obtained a superconvergence on rectangular grid. The superconvergence of velocity variable naturally holds and can be shown by a minor modification of existing theory, but that of a scalar variable requires a new technique, especially for k = 1.Numerical experiments are provided to support the theory.
1. Introduction. Mixed finite element methods (MFEM) for elliptic problems [20, 18, 10, 3, 4, 5, 1, 6, 7, 8] have been developed for a more accurate approximation to some physical quantities, such as velocity of a fluid in the porous media equations or the stress in the elasticity equations, etc. The derivation of mixed finite element method is based on the introduction of a new variable obeying physical law, for instance, Darcy's law between pressure and velocity variables in porus media problems. Although introducing a new variable in MFEM requires an additional equation which represents the physical law, it allows us to compute the new physical variable and the primal variable simultaneously.
During the study of mixed finite element methods, one often observes an unexpectedly higher order convergence than the optimal order, called a superconvergence. There are quite a few results in this direction [11, 13, 12, 14, 15] . For example, a superconvergence between the finite element solution and the projection of exact solution is proved in [14, 11, 13] . The error between the finite element solution and the exact solution are usually measured in discrete norm along Gauss lines and shown in [11, 13, 12, 15] .
Recently we have introduced a new family of mixed finite elements on quadrilateral grids in [19] , lying between Raviart-Thomas (RT) [20] and Brezzi-Douglas-Fortin-Marini (BDFM) spaces. This new element shows optimal order O(h k+1 ) in the velocity variable and suboptimal order O(h k ) for pressure variable when essentially quadrilateral grid is used(of course the pressure variable is also optimal if rectangular grid is used). Thus we have used a post-processing for pressure to obtain optimal order for pressure in case of quadrilaterals. While there are many results on the superconvergence of vector variable, the superconvergence of pressure variable are rare, see [15, 12] .
In this paper we shall prove the superconvergence of our mixed finite elements. Superconvergence for velocity variable easily follows as our space contains BDFM space. However, for pressure variable, we need a new technique to prove the superconvergence. When k = 1, our result shows one order higher than [21] .
The organization of this paper is as follows: In the next section, we present basic materials necessary to study MFEM, and briefly explain our elements. In section 3, we present the post-processing scheme and the superconvergence. Finally, numerical results are given in section 4 which support our theory.
Mixed finite element.
Let Ω be a bounded polygonal domain in R 2 with the boundary ∂Ω. We consider the following second-order elliptic boundary value problem:
where κ = κ(x) is a symmetric and uniformly positive definite matrix. Let us introduce a vector variable u = −κ∇p and reformulate the problem (2.1) in the mixed form
in Ω, (2.2) p = 0, on ∂Ω.
For any domain Ω, we let L 2 (Ω) be the set of all square integrable functions on Ω equipped with the usual inner product (·, ·) Ω . Let H i (Ω) = W i,2 (Ω) be the Sobolev spaces of order i = 0, 1, · · · , with obvious norms and let W = L 2 (Ω). Now, let H i (Ω) be the space of vectors u = (u, v) each of whose component lies in H i (Ω), i = 0, 1, · · · . For both of the spaces H i (Ω) and H i (Ω), i = 0, 1, 2, · · · , we shall denote the norms(semi-norms) by · i,Ω (| · | i,Ω ), or · i (| · | i ) when no confusion arises.
. Then we have the following variational form for (2.2):
This problem has a unique solution pair (u, p) ∈ V × W . Now we consider finite element methods. From now on, we assume the domain can be partitioned into rectangles. For each h > 0, let T h = {K} be a partition of the domainΩ into closed rectangles whose side is bounded by h. Assume that we have some finite dimensional spaces V h ⊂ V and W h ⊂ W based on these grids. Then the corresponding finite dimensional problem becomes: 1] be the reference element. We define V h (K) and W h (K) as follows:
5)
where F K :K → K is an affine map and P K :
Finally we define
The most common example is RT [k] given by Raviart and Thomas [20] , wherê
Here, Q i,j (Ω) for any domain Ω is the space of polynomials of degree i and j in each variable. For later use, we shall denote by P k (Ω) the space of polynomials of total degree k on Ω. For detailed descriptions of MFEM and other spaces like Brezzi-Douglas-Marini (BDM), BDFM spaces [3, 4] . For these spaces, the following results are well-known:
be the solution of (2.3) and u h and p h be the solution of (2.4). Then
2.1. A new mixed finite element spaces. In this subsection, we briefly describe the new mixed finite element spaces that we developed in [19] . First let S k be a subspace of RT [k] space of order k, where the two elements (x k+1ŷk , 0) T , (0,x kŷk+1 ) T are replaced by the single element (x k+1ŷk , −x kŷk+1 ) T . Let R k be the space of all polynomials in each variable up to degree k + 1 except constant multiple of the term x k+1ŷk+1 . Then the mixed finite element we study for quadrilateral grids is based on the pair (S k , R k−1 ) for k ≥ 1. Definê
as reference spaces for our element and define V h and W h through (2.7) and (2.8) . For the unisolvence of this element, let Ψ k (K) be an subspace of
Then we have the following lemma [19] :
uniquely determineû.
These conditions also determines the projection Π h : H k+1 (Ω) → V h . For the mixed finite space (S k ,R k−1 ) the following estimates are proved in [19] :
(Ω) and p ∈ H k+1 (Ω) be the solution of (2.3) and u h and p h be the solution of (2.4). Then
where j = k + 1 for rectangle grid and j = k for quadrilaterals.
These estimates show an optimal order of convergence for the vector variable u, but a loss of order for the scalar variables p for quadrilaterals. To obtain the optimal order for p, we employ a local post-processing scheme. In the next section we shall discuss the local post-processing scheme and prove its superconvergence.
3. Superconvergence. Basically there are two kinds of superconvergence results. One is the superconvergence between certain projection and finite element solution. This is usually measured in L 2 -norm. Another type of superconvergence is between the true solution and finite element solution. This is usually measured in some discrete L 2 -(semi) norm such as measured along Gauss lines. Most analyses are for vector variables and relatively few articles deal with the scalar variable.
We need two kinds of discrete inner products: one for scalar and the other for vector variable. For an element K = [a, b] × [c, d], let x 1 , x 2 , · · · , x k and y 1 , y 2 , · · · , y k be the Gaussian points in [a, b] and [c, d], respectively. Define discrete inner product for H 1+ǫ (K)(ǫ > 0) by
where w i , i = 1, · · · , k are the weights of Gaussian quadrature rules. The corresponding norms are:
For the vector variable u = (u, v) ∈ (H 1+ǫ (K)) 2 , we define
These notations naturally extend for functions defined on Ω. We state known superconvergent results in mixed finite elements. First we consider the vector variable. The following results are known in [11, 13, 14, 16] . In fact, they were originally shown for RT [k] , but later generalized to BDF M [k+1] element in [11] . Since our space contains BDF M [k+1] , they hold for our spaces with minor modification. 
We now present some results for scalar variable. First let Φ h be the L 2 -projection onto the space W h . 
Proof. The first result is given in [11, 14] and the second one is in [16] .
Remark 3.1. Since our pressure space R k−1 contains the pressure space W h of BDF M [k+1] , the proof in [11] carries over to our space and the result (3.10) also holds for our space with a minor modification. But the result of type (3.11) holds only for RT [k] space.
3.1. Post-processing. This post processing technique is similar to [21] and is primarily intended to improve suboptimal convergence of scalar variable for quadrilateral case. But for the case of rectangular element, we obtain superconvergence. (One order higher than the result in [21] for k = 1.) Given the solution (u h , p h ) of (2.4), we define a new pressure solution, p # h ∈W h locally on each element K ∈ T h as follows:
Remark 3.2. We could have used P k+1 (K) in the definition ofW h (K) for all k ≥ 1. But since the smaller space Q 1,1 (K)( P 2 (K)) works for the optimal order when k = 1, we replaced it by the smaller space Q 1,1 (K). Instead, the proof requires a special treatment, which we present separately below. Now we prove superconvergence of p # h at Gauss points. LetΦ K denote the L 2projection ontoW h (K) for all k ≥ 1. In particular, when k = 1,Φ K is the same as Φ K , the L 2 -projection onto Q 1,1 (K). In general,Φ K is the L 2 -projection onto P k+1 (K). Then we have Lemma 3.3. If p ∈ H 3 (K) and ψ ∈ Q 1,1 (K), then we have
(3.14)
Proof. LetK = [−1, 1]×[−1, 1] be the reference element. For a fixed ψ ∈ Q 1,1 (K) define a linear functional on, say H k+1 (K) by
Then it is clear that the norm of this functional satisfies
We show that this functional vanishes forp ∈ P 2 (K). Since ΦK preserves functions in Q 1,1 (K), it suffices to assumep ∈ {x 2 ,ŷ 2 }. First we assumep =x 2 . The case whenp =ŷ 2 can be handled exactly the same way. Since the Legendre polynomials on [−1, 1] are
we see ΦK(x 2 ) = c 0 for some constant and hence ∇(ΦK (x 2 )) = 0. Thus ∇(ΦKp −p), ∇ψ g2 = −∇p, ∇ψ g2 .
Now we claim
−∇p, ∇ψ g2 = 0. 
Now transformation back to K and use (3.16 ) to obtain the appropriate order :
Lemma 3.4. We have that for k ≥ 2,
The same result also holds when the L 2 -norm is replaced by Gauss norm || · || g k+1 . Proof. First we consider the following functional on a reference elementK: Define
Then this functional vanishes on P k+1 . Hence by Bramble-Hilbert lemma, we have that
Now we apply the scaling argument.
Therefore, the proof is complete.
Then we have for k ≥ 1.
Proof. We have
When k = 1 we have, by (3.8) , (3.14) , ||∇q|| 2 g2 ≤ Ch 2 p 3,K ||∇q|| g2 + Ch 3 |u| 3 ||∇q|| g2 , while for k > 1 we obtain by (3.8) and (3.18) . ||∇q|| 2 g k+1 ≤ Ch k+1 ( p k+2,K ||∇q|| g k+1 + h|u| k+2,K ||∇q|| g k+1 ). This completes the proof. Theorem 3.6. We have for k ≥ 1
Proof. By triangle inequality we have
By Poincaré inequality, we have by Lemma 3.5
Now by (3.10), (3.23) through (3.25), the proof is complete.
Numerical Experiment.
In this section we present some numerical experiments when k = 1. Throughout the numerical computations we solve problem (2.4) on the unit squareΩ = [0, 1] × [0, 1].
As a first example, we let κ = I M , the identity matrix, and for the second we let
In these two examples, p(x, y) = (x − x 2 )(y − y 2 ) is the exact solution. As a third example, we choose a (scalar) discontinuous coefficient:
with the exact solution p(x, y) = x − 1 2 y − 1 2 sin (2πx) cos 2πy + 1 2 π /κ. In each table, the first two columns show the results of pressure and velocity of our scheme without post processing, while the third column is the result of scalar variable after post-processing.
The numerical results for the case κ = I M are shown in Table 4 .1. For this particular example, we got the solution exact up to machine accuracy. Table 4.2 show  an excellent agreement with the theory while table 4.3 shows the result for a problem with discontinuous coefficients, in which case the result also matches with the theory. 
