We provide improved bounds on the symmetric capacity of the binary channnels in terms of their Bhattacharyya parameters.
I. INTRODUCTION
In [1] , Arikan introduced the revolutionary concept of channel polarization. As a tool to prove the capacity achieving property, the bounds on the symmetric capacity in terms of the Bhattacharyya parameter are utilized. In this paper, we provide improvements on these relationships. Specifically, the lower bound on I(W ) is improved from log(2/(1 + Z(W )) to
and the tighter upper bound
is provided as an improvement on 1 − Z 2 (W ) log(2) of [1] . The bounds are compared in Figures 1 and 2 . 
II. NOTATION
We consider binary input N -ary output discrete channels, which we denote as W . The transition probabilities are N -ary vectors P and Q whose components are defined as Since they are probability mass functions, they satisfy n p n = n q n = 1. All logarithms are base e. The objective of this paper is to derive strong relationships between two parameters of interest, namely Definition 1 (Symmetric Capacity): The symmetric capacity of binary input channel W is defined as in [1] 
and Definition 2 (Bhattacharyya Parameter): The Bhattacharyya parameter of the channel W is defined as
These parameters have specific forms for the binary output channels as defined next. Definition 3 (Binary Entropy Function): The binary entropy function is defined as
and likewise Definition 4 (Binary Bhattacharyya Parameter): The binary Bhattacharyya parameter is defined as
The symmetric capacity has the following equivalent expression which we prefer to work on
(3)
III. IMPROVED LOWER BOUND
Theorem 1: For any p ∈ [0, 1]
Proof of Theorem 1. Rather than proving the statement directly, we prefer to work on an equivalent problem and then reach the desired conclusion. Formally speaking, we claim, for any positive numbers x and y such that xy ≤ 1, the following property holds
The equivalence of (4) and (5) is revealed once the correspondence p → x x+y is substituted in (5). As for the equivalent setting, let α 0 xy and without loss of generality, let x ≤ y. Then, the task reduces to show that the maximum value of the function
We show that the function f is monotone non-decreasing over the domain of interest and hence the maximum is attained at the end point x ⋆ = √ α 0 . Since the function is continuous and wellbehaving, we use the standard differential calculus approach, i.e., we show that the first order derivative of f is non-negative over the interval of interest. The calculations are simple but to keep the analysis tractable, we define the auxiliary parameters u
x + α0 x and t x u = x 2 x 2 +α0 . Both parameters are implicit functions of x and the first order derivative u ′ is to be understood as du dx , which, incidentally, satisfies u ′ = (2t−1)/t. Since f (x) = u H b x u , the first order derivative is given by
Here, we used the chain rule for derivatives and the fact that the first order derivative of the binary entropy function with respect to its argument is given by
. Substituting the expressions given for the auxiliary parameters and applying basic algebraic manipulations yield
The restriction on t is imposed by definition and it can be deduced from the monotone behavior of the function h(x) = x 2 x 2 +α0 . As for the function g(t), we see that g(0) = g(1/2) = 0. Therefore, it is sufficient to show that g(t) is concave on (0, 1/2] and thus stays positive over the open interval (0, 1/2). To show that the function g is indeed concave, we inspect the second order derivative g ′′ (t) = (2t − 1)/(t − t 2 ). Since t ∈ (0, 1 2 ], we see that g ′′ (t) < 0 over this region and hence g(t) is a concave function with value 0 at its end points, which proves the fact that g(t) is non-negative over the interval (0, 1/2], so is f ′ (x). Finally, since f (x) is an non-decreasing function over x ∈ (0,
Corollary 1: The symmetric capacity has the following lower bound
Proof of Corollary 1. By definition
as claimed.
IV. IMPROVED UPPER BOUND
As in the previous case, we first propose and prove a relationship between H b (p) and Z b (p) and then utilize the result so as to obtain the bound for the general case.
Lemma 1: For any p ∈ [0, 1], the following holds
Proof of Lemma 1. Consider the function g 0 (p) 1] . It suffices to show that the function is non-negative over the interval [0, 1/2] since g 0 (p) = g 0 (1 − p). We resort standard differential calculus methods as before and to this end, we evaluate the first and the second derivatives of g 0 as
We start by characterizing the behavior of the second order derivative function g 2 . It start to rise from −∞ at p = 0 and crosses the x-axis at p 0 = (3 − √ 6)/6 and returns to zero at p 1 = 1/2. This implies that, as p increases starting from 0, the first order derivative function g 1 starts to decrease from positive infinity until it reaches the local minimum at p 0 with g 1 (p 0 ) = log(5 + 2 √ 6) − √ 6. Then, finally, it climbs steadily until it settles to value zero at p 1 = 1/2. All in all, it crosses the x-axis only once in the interval (0, 1/2), at a location residing in the interval (0, p 0 ). In other words, the function g 0 attains a local maximum over the interval (0, p 0 ). It starts to increase from g 0 (0) = (0) until it attains the aforementioned local maximum and finally drops back to zero at p 1 = 1/2. Therefore, the function g 0 (p) is always non-negative over the interval [0, 1/2] and by symmetry as well as over [0, 1]. This completes the proof.
Lemma1 provides the basis for the following theorem.
Theorem 2: The symmetric capacity has the following upper bound
Proof of Theorem 2. Using the equivalent expression presented in (3) along with the bound (7) we get
where f (x) = log(1 + x 2 ). Since the second order derivative f ′′ (x) = 2(1−x 2 )/(1+x 2 ) 2 is positive over the interval [0, 1), the function f is convex over this interval. As the range of the binary Bhattacharyya parameter coincides with this interval, we can invoke the Jensen's Inequality to get
