We consider a stochastic variant of the NP-hard 0/1 knapsack problem in which item values are deterministic and item sizes are random variables with known, arbitrary distributions. These distributions depend on a common random variable θ denoting the state of the nature. We assume that if we fix a value of θ, then the size variables are independent. So θ induces a limited dependency among the sizes of different items. Items are placed in the knapsack sequentially, and the act of placing an item in the knapsack instantiates its size. The goal is to compute a policy that maximizes the expected value of items successfully placed in the knapsack, where the final overflowing item contributes no value. We consider both nonadaptive policies (that designate a priori a fixed permutation of items to insert) and adaptive policies (that can make dynamic decisions based on the instantiated sizes of items placed in the knapsack thus far). Our work characterizes the benefit of adaptivity. For this purpose we use a measure called the adaptivity gap: the supremum over instances of the ratio between the expected value obtained by an optimal adaptive policy and the expected value obtained by an optimal non-adaptive policy. We study this measure as a function of the cardinality of the support of θ. Assuming that the support of θ has at most k values, we show a lower bound of Ω(k) and an upper bound of O(k) on the adaptivity gap in our model. We also introduce Ω(ln k) lower bound and O(ln k) upper bound for the case, where the following two additional assumptions hold. The first assumption is stochastic monotonicity of the sizes in terms of θ and the second is that the prior distribution of θ is uniform. We show that both assumptions are vital, i.e., one assumption without the other does not bring us to a sub-linear adaptivity gap. We further show that in the last O(ln k) upper bound on the price of adaptivity we cannot replace the assumption of stochastic monotonicity with the weaker assumption that the item sizes are positively correlated.
Introduction
The deterministic knapsack problem is a well studied NP-hard problem, where the input consists of a set of n items characterized by non-negative values v 1 , . . . , v n and non-negative sizes s 1 , . . . , s n , and the goal is to find a maximum-value subset of these items whose total size is at most one. See [12, 11] for surveys of results on the knapsack problem. Despite its theoretical importance, the deterministic knapsack problem fails to capture many realistic scenarios. In many practical applications, the apriori information regarding item sizes is stochastic, so, a deterministic model does not fit in these cases.
There are different ways to add additional assumptions of stochastic behavior to the original (deterministic) knapsack problem (see e.g. [9, 13, 5, 7] ). In this work we follow the definition of the STOCHASTIC KNAPSACK PROBLEM (SKP) from [5] . We assume that item values are deterministic but the size of each item is a random variable with a known, arbitrary distribution (different items may have different distributions of sizes). Unlike [5] , we assume that the sizes are functions of a random variable θ which denotes the state of the nature, and fixing a value of θ the item's sizes are (conditionally) independent. So θ induces a limited dependency among the sizes of distinct items. The actual size of an item is unknown until we instantiate it by attempting to place it into the knapsack.
We are not aware of previous results for this model with the assumption of dependence on the state of the nature. However, we believe that it is a very natural assumption. For example, in the classic interpretation of the problem where we would like to pack items into a knapsack of some given volume, we can think of θ as temperature conditions which affect all items.
With a goal of maximizing the expected value of items successfully placed in the knapsack, we seek to design a solution policy for sequentially inserting items until the capacity is eventually exceeded. When the capacity overflows for the first time, we stop inserting items to the knapsack. Formally, a solution policy is a mapping specifying the next item to insert into the knapsack given the history of the instantiated sizes of items in the knapsack and the set of remaining (uninstantiated) available items. Solution policy is an algorithm that implements this mapping, and we can visualize such an algorithm in terms of a decision tree, as shown in Figure 1 . The policy could be adaptive or non-adaptive. An adaptive policy can use the information about the instantiated sizes of items placed in the knapsack thus far. A non-adaptive policy does not use this kind of information and is a permutation of the items.
It is NP-hard to compute optimal adaptive and nonadaptive policies for the stochastic knapsack problem, because both of these problems reduce to the classical knapsack problem in the deterministic case. There are approximation algorithms to approximate the optimal adaptive policy and the optimal non-adaptive policy (see e.g. [2] ). Note that the implementation of adaptive policies is much more difficult than the implementation of non-adaptive policies, as for example the memory that is needed to encode an adaptive policy need not be finite. Thus, the restriction to non-adaptive policies is useful, and the goal of this work is to examine the extent to which the performance of the system deteriorates due to this constraint. For the instance in (a) where P (θ = 1) = P (θ = 2) = 1/2 and unit value for each item, an optimal nonadaptive policy inserts items in the order 3, 4, 1 (or 3, 4, 2), and achieves an expected value of 2.5. An optimal adaptive policy has an expected value of 3. Therefore, the adaptivity gap of this instance is 6/5.
In this work we consider the benefit of adaptivity [5] . For this purpose we examine a measure, called the adaptivity gap, defined as the supremum ratio between the expected value of an optimal adaptive policy and the expected value of an optimal non-adaptive policy, where the supremum is over all possible instances in our model. We suggest to study this metric in our model as a function of the cardinality of the support Θ of θ. Assuming that |Θ| ≤ k, we show that the adaptivity gap in this model is linear in k. More precisely, we show a lower bound of k and an upper bound of 4k on the adaptivity gap of the Stochastic Knapsack problem. We next consider the special case of our model in which we add the assumption that the size of each item is a stochastically monotone increasing function of θ. This assumption leaves the adaptivity gap as Θ(k), but having an additional assumption that the prior distribution of θ is uniform, we are able to get an improved Θ(ln k) bound on the adaptivity gap. We further show that relaxing the monotonicity requirement, and replacing it with the condition that the item sizes are positively correlated, does not allow sub-linear bounds on the adaptivity gap. All our results are asymptotically best possible.
Literature review. In our work we follow the framework of Dean, Goemans and Vondrák from [5] (see also [3] ). They considered SKP with deterministic values and stochastic independent scalar sizes, where the goal is to find a subset of items maximizing the total value such that the total size will not exceed 1. They showed a non-adaptive 4-approximation algorithm for the optimal adaptive solution 1 , a non-adaptive (2 + ε)-approximation algorithm for inputs in which all items are small items, and presented an adaptive (3 + ε)-approximation algorithm. The last (3 + ε)-approximation algorithm was recently improved by Bhalgat, Goel, and Khanna [2] to a (
In a later work [4] a d-dimensional generalization of SKP, namely Packing Integer Program (PIP), was studied. In PIP each item is characterized by a random d-dimensional non-negative vector size and the capacity is also some non-negative d-dimensional vector. They showed tight bounds on the adaptivity gap for set packing and b-matching, and also showed how to find efficiently non-adaptive policies approximating the adaptive optimum. For general Stochastic PIP, they proved that a simple greedy algorithm provides an O(d)-approximation to the adaptive optimum. They also studied hardness of approximation in this set-up. They proved that it is PSPACE-hard to find the optimal adaptive policy for Stochastic PIP for any fixed dimension d ≥ 2.
Note that [3, 4, 5] assume that the sizes of the items are independent random variables, and thus their results do not apply to our model. Since the publication of these papers, the study of the benefit of adaptivity in different contexts became more popular (see e.g. [6, 8, 1, 10] ).
Definitions. Consider the following knapsack problem:
An instance I consists of a collection of n items characterized by value and size. For each item j, v j ≥ 0 denotes its value and s j ≥ 0 denotes its size. We assume that for all j, v j is deterministic, while s j is a random variable with a known, arbitrary distribution. Distributions of different items may be different. Moreover, we assume that s j = s j (θ) where θ is a random variable denoting the state of the nature, with support Θ = Supp(θ) = {1, 2, . . . , k} and probability function π such that π i = P (θ = i). We assume that the variables s j 's are conditionally independent given θ. That is, {(s j |θ = i)} n j=1 is a set of independent random variables, for every realization i of θ. Note that the model of [5] is the special case of our model, where Θ, the support of θ, consists of a single element. When the value i of θ is known, we denote the instance as I i . In this case the meaning of I i is similar to the meaning of the instance in [5] . When we do not assume a specific value of θ, we will use the notation I(θ) or simply I. In this case the instance is random with respect to θ, i.e., for different realizations of θ we have different (stochastic) instances.
For any policy P (adaptive or non-adaptive), we denote by val(P) the value obtained for all successfully inserted items. If P is an adaptive policy, then val(P) is a random variable resulting from the random process of executing P. We denote by ADAP T (I) = max P E[val(P)] the optimum expected value obtained by an adaptive policy for instance I. In general there might be instances in which there is no optimal adaptive policy. In such instances the notion of ADAP T (I) should be the supremum over all adaptive policies of E[val(P)]. In the sequel, we assume that there is a maximizer (that is the supremum is attained by some adaptive policy). However, if this is not the case, we can replace an optimal adaptive policy by an adaptive policy whose expected value is close to ADAP T (I) (up to an additive error of ε). This does not change our results, and thus we prefer to keep the presentation for the case in which the maximum is attained. A non-adaptive policy is a permutation of the items
, where the maximum is over all permutations O, the optimum expected value obtained by a non-adaptive policy for instance I.
In this work we restrict ourselves to instances I in which both ADAP T (I) and N ON ADAP T (I) are non-zero. This is without loss of generality because if ADAP T (I) = 0 then also N ON ADAP T (I) = 0, and otherwise (i.e., if both are zero) then there is an adaptive optimal policy which is non-adaptive, and this case is less interesting because it means that there is a zero probability to succeed to insert a single item into the knapsack. The adaptivity gap is AdapGap = sup I
ADAP T (I)

N ON ADAP T (I)
, where the supremum is taken over all instances of the Stochastic Knapsack problem.
When we consider a specific instance I, we let the adaptivity gap of I be AdapGap(I) =
ADAP T (I) N ON ADAP T (I)
. The adaptivity gap is the worst-case (over all I) of the adaptivity gap of I. Note that the study of the adaptivity gap, is not related to computational efficiency. The quantities ADAP T (I) and N ON ADAP T (I) are defined in terms of optimal policies, and not ones which can be computed. Observe that an optimal adaptive policy might be quite complicated in structure; for example, there are adaptive policies which cannot be encoded using finite space.
We next define the performance guarantee of an (approximation) algorithm A. Let A(I) denote the expected value of the solution returned by algorithm A on the instance I. We say that the performance guarantee of A is sup I
ADAP T (I)
A (I) . Note that the performance guarantee of a non-adaptive algorithm bounds from above the adaptivity gap. This is so because every non-adaptive algorithm A satisfies N
ON ADAP T (I) = max O E[val(O)] ≥ E[val(A)] = A(I), and therefore we have sup I ADAP T (I)
N ON ADAP T (I) ≤ sup I ADAP T (I) A(I)
.
An upper bound of O(k) on the adaptivity gap
In this section we will show the upper bound of O(k) on the adaptivity gap in our model. For this purpose we will present a non-adaptive algorithm that uses the simplified greedy algorithm of Dean, Goemans and Vondrák [5] as a black box sub-routine. We will show that the performance guarantee of our algorithm is at most 4k, and thus the adaptivity gap of this model is at most 4k.
Preliminaries
We describe some of the results of [5] . As mentioned above, in their model the item sizes are independent random variables. Therefore, these results are for an instance that does not depend on θ, such as I i for some
, that is the effective value of j. This effective value of j is an upper bound on the expected value that a policy can gain if it attempts to insert j to the knapsack.
, where the items are indexed in a non-increasing order of w j /µ j .
Their proof of the adaptivity gap is based on analyzing the following simplified greedy algorithm which outputs a non-adaptive policy.
Simplified greedy algorithm.
Compute the value of
Ψ(1) = n k=1 w k k−1 j=1 (1 − µ j ).
Choose a permutation of the items as follows:
• If there is an item j such that w j ≥ Ψ(1)/2, then insert first item j, and continue in an arbitrary order.
• Otherwise, sort the items according to the greedy order 
Our algorithm
We next present our algorithm. Recall that I i is the resulting instance when the value i of θ is known, and Θ = {1, 2, . . . , k} is the support of θ.
Theta simplified greedy algorithm.
1. For all i = 1, 2, . . . , k, find the permutation of items O i using the simplified greedy algorithm applied to instance I i , and calculate its expected value denoted as GREEDY (I i ).
Choose the permutation
From the definition of this algorithm we obtain the following lemma.
Lemma 3
The expected value, T CGREEDY , of our policy O * satisfies:
Our main result of this section is the following theorem which follows by lemmas 3 and 5.
Theorem 6 Theta simplified greedy algorithm has a performance guarantee of 4k. Therefore, the adaptivity gap in our model is O(k).
3 A lower bound of Ω(k) on the adaptivity gap
In this section we introduce an example that shows a lower bound of k on the adaptivity gap in our model. 
., k}, i.e., θ ∼ U (k).
Remark 7 Since for every value of θ the total size of any pair of items from {1, 2, . . . , k} is at least 2, even if an algorithm knows the value of θ in advance, it cannot insert successfully more than one item of non-zero value.
Lemma 8 An optimal adaptive policy has an expected value of 1.
Proof. Consider the following adaptive policy. First, it inserts item 0 and thus uses at most ε of the knapsack's capacity. Then, the algorithm knows the value of θ, and inserts an item of size 1 − ε. Clearly, the expected value of this policy is 1. By remark 7, it is best possible. j 2 , j 3 , . . . , j k+1 ) be a non-adaptive policy. If j 1 = 0, then after the policy inserts j 1 the residual capacity of the knapsack is at least 1 − ε. Then with probability 1 k (if θ = j 2 ) the policy inserts successfully j 2 , and with probability 1 − 1 k (if θ = j 2 ) the policy terminates. By remark 7 the policy will not succeed to insert any of the items j 3 , . . . , j k+1 . Thus the expected value of O is 1 k . The proof for the case j 1 = 0 is similar.
Lemma 9 Any non-adaptive policy has an expected value of
By lemmas 8 and 9, the following holds.
Theorem 10
The adaptivity gap in our model is at least k.
Stochastically Monotone Model
In this section we consider the special case of our model in which we assume stochastic monotonicity. Let X and Y be two random variables such that 
. We will show that the adaptivity gap of SMM for a given prior distribution π is Θ (d(π) ). Using this result, we conclude that in the general case, the adaptivity gap in the SMM is linear in k, but for a uniform prior, the adaptivity gap of SMM drops to Θ(ln k).
Upper Bound on the Adaptivity Gap in SMM
We will show that the adaptivity gap in SMM is at most 4 · d(π).
where the inequality follows by lemma 4.
The instance I i consists of the independent random variables s j |θ = i. Therefore, we can apply the results of [5] to conclude that Adapt(I i ) ≤ 4 · N onAdapt(I i ), and conclude the following.
Corollary 12 Adapt(I)
The following result appears e.g. in [14] . 
Lemma 13 [Theorem 1.A.3, [14]] (a) If X ≤ st Y and g is an increasing [decreasing] function, then
g(X) ≤ st g(Y ) [g(X) ≥ st g(Y )]. (b) Let X 1 , X 2 ,ψ : R m → R, one has ψ(X 1 , X 2 , . . . , X m ) ≤ st ψ(Y 1 , Y 2 , . . . , Y m )
Proposition 14 For every non-adaptive policy O and every
Proof. Without loss of generality we assume that O inserts the items according to the order 1, 2, ..., n. Let
v j · P (j fits the knapsack|θ = i), to prove the proposition it is sufficient to show that for all j, the probability of item j to fit the knapsack given θ = i is larger than the probability of this event given θ = i .
We define ψ q (y 1 , . . . , y n ) = q j=1 y j which is an increasing function. The random variables s 1 , . . . , s n are conditionally independent given θ. By definition 1 for all j, s(j)|θ = i is stochastically smaller than s(j)|θ = i . Therefore by proposition 14 (part (b)) for all j, ψ j (s 1 , . . . , s n )|θ = i is stochastically smaller than ψ j (s 1 , . . . , s n )|θ = i . Thus P (j fits the knapsack|θ
Proposition 15 For all i, N onAdapt(I) ≥ N onAdapt(I i ) · F i , and in particular, N onAdapt(I)
Proof. As a non-adaptive policy, we could choose the policy O * i , that is the optimal non-adaptive solution for instance I i . Therefore, for all i, N onAdapt(
where the second inequality holds by proposition 14. Therefore, for all i, we have N onAdapt
Theorem 16 Given the prior π, for every instance I we have
Proof. By corollary 12 and proposition 15 we conclude the following.
Adapt(I) N onAdapt(I)
≤ 4 · k i=1 N onAdapt(I i ) · π i max j {F j · N onAdapt(I j )} ≤ 4 · k i=1 N onAdapt(I i ) · π i F i · N onAdapt(I i ) = 4 · k i=1 π i F i = 4d(π).
Lower Bound on the Adaptivity Gap in SMM
Next, we present an example of SMM instance with adaptivity gap that is at least d(π). Therefore, we will conclude that the adaptivity gap in SMM is Θ(d(π)). 
Lemma 18 An optimal adaptive policy has an expected value of d(π).
Proof. Consider the following adaptive policy. First, it inserts item 0 and thus uses at most ε of the knapsack's capacity. Then, the algorithm knows the value i * of θ, and inserts item i * with size of 1 − ε and value of 1 F i * . Clearly, the expected value of this policy is
. By remark 17, it is best possible.
Lemma 19 Every non-adaptive policy has an expected value of 1. j 2 , j 3 , . . . , j k+1 ) be a non-adaptive policy. If j 1 = 0, then after the policy inserts item j 1 the residual capacity of the knapsack is at least 1 − ε. Then, with probability F j 2 (if θ ≤ j 2 ) the policy inserts successfully j 2 , and with probability 1 − F j 2 (if θ > j 2 ) the policy terminates. By remark 7, the policy does not succeed to insert any of the remaining items. Thus, the expected value of O is 
Lemma 21 Consider the function d(π)
Clearly,
The second part of the lemma follows using
Recall that uniform prior is not sufficient to obtain a sub-linear bound on the adaptivity gap in the general model of SKP (i.e., without the monotonicity assumption), and thus we need the combination of the two assumptions (both stochastic monotonicity and uniform prior) in order to obtain an improvement of the bound on the adaptivity gap.
Positively correlated item sizes
In this section we consider the following additional assumption on instances in our general SKP model. We assume that without conditioning on θ, the random sizes are positively correlated. For the definition of positive correlation, we use the common Pearson product-moment correlation coefficient. Therefore,
> 0, for all j = j . We say that a set S of random variables are positively correlated if each pair X, Y ∈ S is positively correlated. Moreover, to show that a set of random variables are positively correlated, it suffices to prove that they have non-zero and finite variances and that the covariance of each pair from this set is (strictly) positive.
Note that if the set of item sizes are stochastic monotone increasing functions of θ, and conditioning on the value of θ they become independent, then they are positively correlated (assuming that the sizes have finite and non-zero variances). Therefore the assumption that the set of item sizes are positively correlated is a weaker assumption than the assumption of the stochastic monotonicity. We further assume that the prior distribution of θ is uniform. We call this special case of SKP the CORRELATED GENERAL MODEL WITH UNIFORM PRIOR (CGM-UP).
In this section, we show that using this weaker assumption of positive correlation, the resulting adaptivity gap in our model of SKP remains Ω(k) even if we assume the uniform prior assumption (this is with respect to the O(ln k) upper bound on the adaptivity gap for the SMM with uniform prior model). We first note that in Example 1, the covariance of sizes of items 1 ≤ i < i ≤ k is negative, and hence this example does not prove the claim. To show the result, we modify the example as follows. For each item j ∈ {0, 1, . . . , k}, we let its size be s * j = s j + δ * , where δ * is defined to be a random variable that is independent of s j for all j and its distribution is over two values, that is δ * gets value δ ≥ 1 with probability 0.5 and 0 with probability 0.5, where the value of δ is a large enough number. The distribution of the parameter θ is uniform, i.e., θ ∼ U (k).
Note that the instance of this example is with probability 1 2 the same instance as in Example 1. We will show that this example is indeed an example of CGM-UP and that the resulting adaptivity gap in this example is Ω(k).
Lemma 22 For large enough value of δ, the instance of example 3 belongs to the CGM-UP model.
Proof. It suffices to show that given a pair of items j and j (j = j ) we have cov(s * j , s * j ) > 0 (as the variance of each item size is clearly positive and finite). 4 . Therefore, it suffices to show that δ 2 ≥ −4Cov(s j , s j ) for some δ. Since the absolute value of Cov(s j , s j ) is bounded by the maximum of V ar(s j ) and V ar(s j ) and all the variances are finite, there exists a value of δ that satisfies the last inequality for all j = j , and the claim holds.
Lemma 23 The adaptivity gap of the instance in Example 3 is Ω(k).
Proof. Consider the adaptive policy of Example 1. If δ * = δ, then the first item does not fit into the knapsack, and the policy gains nothing. If δ * = 0, then the (expected) value of the policy is 1. Therefore, the expected value of this policy is 1 2 . A non-adaptive policy also gains nothing if δ * = δ. However, if δ * = 0, it cannot gain more than 1 k (in expectation over the random variable θ). Therefore, its expected value is at most 1 2k . The last two lemmas show that the adaptivity gap in the CGM-UP model is Ω(k), and as it is a special case of the SKP model, we conclude the following result.
Theorem 24
The adaptivity gap in the CGM-UP model is Θ(k).
Concluding remarks
In this work we extended the definitions of the adaptivity gap for knapsack problems to realistic scenarios where the item sizes are correlated. In our model the sizes of items depend on a global random variable which is common to all items. This global random variable is the so-called state of nature, and we assume that its support has k elements.
We showed that for this model the adaptivity gap is Θ(k), and if we assume both that the item sizes are stochastically monotone and the prior distribution of the global variable is uniform, then the adaptivity gap drops to Θ(ln k). We showed that using only one of these assumptions is not sufficient for getting a sub-linear bound on the adaptivity gap, and even using the uniform distribution assumption together with the assumption that the item sizes are positively correlated does not lead to a sub-linear bound on the adaptivity gap.
Finally, our asymptotically tight bounds (which grow to infinity when k grows to infinity) show that the extension of our model for the case where θ is a continuous variable, does not lead to provable bounds (namely, the adaptivity gap will be linear in the number of items, which is a disappointing result in this setting).
