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Abstract In network science, researchers often use mutual information to understand the difference be-
tween network partitions produced by community detection methods. Here we extend the use of mutual
information to covers, that is, the cases where a node can belong to more than one module. In our proposed
solution, the underlying stochastic process used to compare partitions is extended to deal with covers, and
the random variables of the new process are simply fed into the usual definition of mutual information.
With partitions, our extended process behaves exactly as the conventional approach for partitions, and
thus, the mutual information values obtained are the same. We also describe how to perform sampling and
do error estimation for our extended process, as both are necessary steps for a practical application of this
measure. The stochastic process that we define here is not only applicable to networks, but can also be
used to compare more general set-to-set binary relations.
PACS. XX.XX.XX No PACS code given
1 Introduction
Many complex phenomena can be characterized by inter-
connected networks of basic parts: the network nodes. In
order to gain in understanding of these complex phenom-
ena, researchers often start by grouping nodes in non-
overlapping modules, forming a so-called network parti-
tion. As there are many automatic ways of creating parti-
tions from a raw network, partitions of the same network
generated by different methods are frequently compared
using one popular measure of similarity: the mutual infor-
mation (MI)[1,2,3,4,5,6,7]. But partitions are not always
the most appropiate way of defining functional compo-
nents, as many phenomena can be better understood if,
instead of partitions, the more general structure of cover
is allowed, where modules of the network can overlap or
form nested hierarchies. Researchers have developed meth-
ods that can automatically detect those structures [8,9,10,
11], but carrying along the mutual information as a sim-
ilarity measure has proven more difficult, as we explain
next.
When comparing two partitions, the mutual informa-
tion is calculated by taking all the pairs of modules (x, y),
one from each partition, and counting the number of com-
mon nodes that these modules have. The count, divided
by the total number of nodes in the network and denoted
as p(x, y), is used together with the fraction of nodes p(x)
and p(y) that each of the modules x and y holds in its re-
spective partition. These fractions are disguised as prob-
abilities in the mutual information formula[12]:
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log2
(
p(x, y)
p(x)p(y)
)
. (1)
We identify this way of calculating the MI as the counting
approach.
We call two partitions or covers equivalent if they are
different only in the choice of module’s names (Fig. 1).
In the counting approach, if the two compared partitions
are equivalent, the mutual information reaches a maxi-
mum value equal to the Shannon’s entropy of the frac-
tions p(x) and p(y): I(X;Y ) = H(X) = H(Y ). This hap-
pens because, for any two pair of modules x and y, either
they contain exactly the same nodes, and thus p(x, y) =
p(x) = p(y) 6= 0, or they have no common nodes at all
and p(x, y) = 0.
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With covers, the problem is that it is not evident what
to count: the fractions used by the counting approach
don’t play well as probabilities any longer. For example,
if one insists on using the fractions, the equality between
MI and entropy won’t be valid for two equivalent covers
(Fig 1).
Nonetheless, there are ways of comparing covers in-
spired by the mutual information. For example, the au-
thors of [1] see a node belonging to a module as a yes-
or-no fact, independent of everything else in the network
and reflected on a binary vector. Starting from the concept
of mutual information, they use this vector to ultimately
produce a clustering-similarity measure. Being an approxi-
mation, expressions equivalent to Eq. 1 are used indirectly.
Consequently, when their procedure is applied to singly-
assigned nodes in partitions, the values obtained are not
the same as in the conventional counting approach.
Here we take another course. For us, if a node is in
many modules, we consider only one of those modules
at a time, depending on an assumed context, such that
different contexts can yield different node-module mem-
berships. If we were talking about a person, for example,
we would implicitly consider her part of a particular so-
cial group, depending on together with whom we mention
her: a friend, a colleague, or a relative. We use this context
principle to derive a stochastic process that disambiguates
multiple memberships and yields module pairs, one single
module from each cover and context. The probabilities of
these pairs can be used straightforwardly in the mutual
information formula (Eq. 1). Thus, we don’t require any
changes to the mutual information definition, and our re-
sults are compatible with the counting approach. We call
the obtained stochastic process extended.
The rest of this work is organized as follows. In sec-
tion 2, we re-introduce the counting approach as a simple
stochastic process, which justifies our intention of keeping
it as a limit case when comparing covers which happen
to be partitions. In section 3, we extend this stochastic
process to covers. We complement section 3 with an Ap-
pendix that introduces the extended process using basic
set theory, independet of the network concepts that we
use in the main part of the paper. Section 4 shows that
our extended process is sensitive to several kinds of differ-
ences between covers. Finally, in section 5 we explain how
to control the error in the simulation procedure used to
calculate our new measure.
2 Partitions and normalized MI
Here we show how comparing partitions is reduced to
comparing random variables, and justify the counting ap-
proach conventionally used. In this and the following sec-
tion, we will be assisted by a metaphor. In the metaphor,
a caddie is choosing nodes with uniform probability from
the network. Meanwhile, two players are in possession of
each of the partitions. The players observe each node han-
dled by the caddie, and announce the module that the
node belongs to, according to their respective partition.
The modules that each player reports are taken as the
random variables X and Y , whose probabilities we will
use in the mutual information formula (Eq. 1). Because
the caddie is drawing nodes with uniform probability, the
probabilities of the random variables X and Y and the
joint probability of any given pair can be calculated ex-
actly as the proportion of nodes in each module and the
fraction of nodes common to the pair of modules, respec-
tively. Therefore, the counting approach can be framed as
the MI of a stochastic process. We will call this stochastic
process conventional, and we will keep it as a limit case
occurring when we compare partitions using our extended
process. We will define the extended process in the next
section, but first, we will discuss the issue of normaliza-
tion.
Normalization is required for getting a convenience in-
dicator: one where 0 means no similarity and the value 1 is
special because it means that the random variables are in-
terchangeable, or, in our case, that the partitions or covers
are equivalent. There are two ways in which normalization
is normally done[13]. In the first one, the mutual informa-
tion is divided by the average of the Shannon’s entropies,
while in the second one, it is divided by the maximum of
the entropies. We advocate for using the maximum as the
divisor because of the following. Suppose that four ran-
dom variables X,Y ,Z and W have Shannon’s entropies
H(X) = 10, H(Y ) = 15, H(Z) = 10 and H(W ) = 2 .
Furthermore, suppose the MI between X and any other of
the two variables is 2. If the average is chosen as the divi-
sor, the average-normalized MI between X and the rest of
the variables would be I¯a(X;Y ) = 4/25,Ia(X;Z) = 1/5,
Ia(X;W ) = 1/3. The variable W gets a higher score than
all of the others just because its entropy is lower, while
Z gets a higher score than Y just because its entropy is
similar to X’s. In other words, Y is correctly penalized
for overdescribing, but W is wrongly rewarded for over-
simplifying. Using the maximum entropy as a divisor, on
A. Viamontes Esquivel, M. Rosvall: Comparing covers 3
C
B
A D
E1 2
C
B
A D
E1' 2'
      1     2
1'         
2'         
3
3
1
1
a) b) c)
Figure 1. Why the counting approach can not be readily extended to covers. The cover in (a) is compared with itself (b);
the only difference between the two subfigures is in module names (1 and 2 vs 1′ and 2′). The number of common nodes for
each pair of modules is shown in (c). Despite these two covers being equivalent with regard to node memberships, the mutual
information (Eq. 1) calculated with the fractions from the counting approach is not equal to Shannon’s entropy.
the other hand, we would get instead In(X;Y ) = 2/15,
In(X;Z) = 1/5, and In(X;W ) = 1/5, which is more rea-
sonable. Therefore we take the maximum as the divisor:
In(X;Y ) =
I(X;Y )
max {H(X), H(Y )} (2)
3 The stochastic process for covers
Here we look at how to extend the stochastic process de-
fined in the previous section to cases where a node can be-
long to multiple modules. Appendix A complements this
section with a shorter and conventional exposition of the
same subject, suitable for readers familiar with very basic
set theory.
In covers, a node can be associated with more than one
module. When that happens, we use the context set by the
memberships of other nodes to highlight just one module
of the first node at a time. This is similar to a person
associated with the groups family and work singling out
the group work in the presence of colleagues.
In the players’ metaphor that we introduced before,
this disambiguation mechanism allows the players to ar-
rive at single modules, and, if the covers are equivalent,
at matching answers. Because each player should be blind
to what the other one does, he needs to base his actions
on common information that he receives from the caddie.
We call our particular way of structuring this common
information interleavings. Interleavings are the simplest
representation of context that works with the membership
relation between nodes and modules in a cover. Each inter-
leaving consists of an ordered sequence of nodes, where be-
tween two consecutive nodes an operation bit is inserted.
This bit represents the choice between one of two set op-
erations: set intersection or set difference. Each node ap-
pears exactly once in the interleaving, so, when looking to
the nodes alone, we see a permutation of nodes. As for the
operation bits, they are randomly chosen with equal prob-
ability: taken alone they look like a random binary vector
drawn from a uniform distribution. Figure 2(b) shows the
first few elements of an example of interleaving, where the
nodes have been represented with uppercase letters and
the operation bits have been represented with the opera-
tion’s usual mathematical symbols.
Let’s see how a stochastic process can use the context
provided by an interleaving to arrive at a unique module of
the cover. Now, instead of handing nodes, the caddie pro-
duces an entire interleaving each time. When each player
sees the first node of the interleaving, he will build a set
with all the modules of that node, according to his cover.
In the example of Fig. 2, both players get the set {1, 2}.
These sets will need to be disambiguated using the rest of
the interleaving, and thus the players will keep them. If a
player’s set contains only one module, he will output that
module and finish. Otherwise, the player will use the next
set operation and node from the interleaving. He uses the
operation over his sets of modules and the incoming node’s
set of modules. If the player gets a non-empty result, he
will replace his set with this result set. In Fig. 2(c) we see
that the first player can end almost inmediatly, using the
modules that node F has according to the first cover .
However, as Fig. 2(d) shows, the other player has to keep
going until he executes the intersection with the modules
of node H. As long as no two modules in the same cover
share exactly the same nodes, the process always ends in
such a way that both players select a unique module. A
proof of this is shown in Appendix B.
From this definition of the extended process, it is straight-
forward to use Eq. 2 to arrive at a value of the mutual in-
formation. The most efficient way of obtaining the prob-
abilities for Eq. 2 is generating random interleavings with
the computer and doing the disambiguation process de-
scribed above. This is an approximate procedure, there-
fore, in section 5 we give additional details about how to
perform the sampling and bound the error.
In summary, the differences between the conventional
process and the extended one that we have introduced
here, is that the first samples one node at a time, while
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Figure 2. Illustration of how the new stochastic process works by looking at two example covers. Subfigure (a) shows the
two covers, made by a common set of nodes A,B,C,D,E,F,G,H. Subfigure (b) shows an arbitrary interleaving of those nodes,
alternating nodes and set operations. Subfigures (c) and (d) show the set operations outcome; the dotted portion of the line in
subfigure (d) represents steps that do not remove modules, while the operations that contribute to the result are shown with a
solid line.
the second exploits the context created by the rest of the
node-module assignments in the network. As we hinted be-
fore, interleavings are just one of many possible structures.
If a particular community detection method outputs more
information associated with nodes or modules, that infor-
mation could probably be put to good use. For example,
it could influence the sampling of nodes or operations.
4 Behavior of the MI for cover differences
In the following sub-sections, we consider only a very ba-
sic aspect of the normalized mutual information (NMI):
namely, that it is sensitive to differences in covers due to
partition structure, hierarchies and/or overlaps.
The first thing to note is that, for any given partition
A, its normalized mutual information with itself, accord-
ing to both the conventional and the extended process will
be 1. This property will remain valid for covers in general
using the extended process.
Next we examine how this maximal value degrades
when A is compared with a cover which is obtained from
A according to some process: simple module division, in-
troduction of a hierarchy, or introduction of overlapping
modules.
1 2 1 2
3
(a) (b)
(c)
1 2
3
(d)
1 2
Figure 3. Several example covers. The reference cover in (a),
is a partition made by two modules, denoted by 1 and 2, (b)
shows a cover which is different just by splitting the previous
one’s module 2 in two new modules: 2 and 3. In (c) a very
simple hierarchy is shown, with module 3 containing some of
the nodes of module 2. Finally, in (d) the nodes between the
discontinuous line fringe belong (overlap) to both module 1
and 2. The comparison of the first partition with any of the
other cases yields values of the NMI lower than 1.
4.1 Sensitivity to module splitting
If two partitions are compared, the values of the mutual
information determined by both the conventional and the
extended process are the same. That’s because the ex-
tended process will be able to decide an output module
using just the first node from each interleaving. There-
fore, the observations below will apply to both processes.
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Given a partition A , if A′ is obtained from A by split-
ting1 one of its clusters (see Fig. 3 (a) and (b) ), the mu-
tual information between A and A′ will be the Shannon’s
entropy of A, because A′ determines A completely; thus
H(A|A′) = 0 and I(A;A′) = H(A) − H(A|A′) = H(A).
However, normalization according to Eq. 2 will give the
value
H(A)
max{H(A), H(A′)}
and because H(A′) > H(A), the NMI will be less than
1.
4.2 Sensitivity to introduction of hierarchies
We consider the case where the cover A′ is obtained from
A by creating a new module with a subset of nodes, all of
which are also already part of another module. In Fig. 3,
an example would be subfigures (a) and (c). Because this
case considers multiple modules per node, in this and the
following sections we will be only speaking of the extended
process.
We show that the comparison of A and A′ will result
in decreased NMI. One of the conditions for an NMI of
less than 1 is the one we exploited in the previous section:
that the random variables have different entropy.
Let’s consider the outcome of the stochastic process
for nodes of module 3 (and thus 1) in Fig. 3 (c). These
nodes belong to two modules, so the disambiguation pro-
cess will consume more of the interleaving, and will yield
either module 3 or module 1. In all those cases, the cover
in Fig. 3(a) will still yield module 1. So, the cover with
hierarchies will produce a random variable with greater
entropy than the partition in Fig. 3(a). However, because
by looking to Fig.3 (c) one can always predict the outcome
of the process for (a), these two covers again have the
same mutual information, and the normalization in Eq. 2
will yield a value minor than 1. Therefore, the structure
of the random variables for the extended process penalizes
differences in hierarchies.
4.3 Sensitivity to introduction of overlaps
For overlaps, the mutual information itself is reduced: if
we use the extended process over the covers in Fig. 3(a)
and Fig. 3(d), upon seeing a node that belongs to module
1 Splitting in a non-trivial way: the parts can not be empty.
2 in Fig. 3(d), it is not possible to determine unequivocally
what will be the resulting module for the cover in Fig. 3(a).
Thus, the MI between the two covers is less than the en-
tropy of the partition in Fig. 3(a), and the obtained NMI
value is less than 1.
5 Simulation and error control
The number of interleavings for the extended process grows
very fast with the number of nodes and modules, so it is
no longer practical to evaluate exactly the proportions of
possible outcomes. But we can actually do the simulation
with a computer program in an efficient way. That is, we
can generate random interleavings and apply the disam-
biguation procedure described in section 3 and Appendix
A, getting as many pair of modules as needed to reach
a good estimate of the NMI. When we do the simulation
process, the most likely outcomes will be, by definition,
the ones with bigger contributions to the mutual infor-
mation matrix {p(x, y)}x∈X,y∈Y , and this will help us to
bound the error.
We will call each individual act of choosing a random
interleaving, applying the disambiguation procedure to it
and getting a pair of modules an event. As explained be-
fore, we will count together events that yield the same pair
of modules.
The NMI, as calculated by Eq. 2, is a function of the
joint probabilities of events, denoted by p(x, y). Also, the
marginals p(x) and p(y), and the entropies H(X) and
H(Y ), are calculable from the joint probabilities. Because
the joint probabilities are the basic input to all the calcu-
lations, it is convenient to rename them introducing vari-
ables θ1, . . . θm . Each θi denotes the true probability of
an event yielding a particular pair of modules. This way,
it is possible to write In as a function application result
In = f (θ1, . . . θm), where f is given by equations 1 and 2.
We don’t have any of the true probability values θi.
Instead, we count the number ζi of events correspond-
ing to θi , and the total number of events N during the
simulation: N =
∑m
i=1 ζi. This count allows us to eval-
uate f using frequencies, and obtain an estimate I˜n =
f
(
ζ1
N , . . .
ζm
N
)
of the NMI. Because the value I˜n is a ran-
dom variable, we can at best give a probabilistic estimate
of the error
∣∣∣I˜n − In∣∣∣ . That is, given a risk  and an error
tolerance e, we simulate as many events N as needed for
Pr
(∣∣∣I˜n − In∣∣∣ < e) ≥ 1−  (3)
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We need to relate the error
∣∣∣I˜n − In∣∣∣ with ζ1, . . . , ζm
and N . If we consider f as approximately linear inside of a
small hypercube η centered at (θ1, . . . , θm) and spanning∣∣∣θi − ζiN ∣∣∣ in each dimension, we can get an approximation
for
∣∣∣I˜n − In∣∣∣. Using first-order Tylor expansion and, in
order to arrive at a worst case, taking absolute values, we
get:
∣∣∣I˜n − In∣∣∣ ≤ m∑
i=1
∣∣∣∣∂In∂θi ·
(
ζi
N
− θi
)∣∣∣∣ (4)
In practice we replace
∣∣∣∂In∂θi · (θi − ζiN )∣∣∣ by a finite differ-
ence equivalent:
∂In
∂θi
·
(
ζi
N
− θi
)
≤ ∂In
∂θi
·
(
ζi
N
− θfari
)
≈
f(
ζ1
N
, . . . ,
ζi
N
, . . .
ζm
N
)− f( ζ1
N
, . . . , θfari , . . .
ζm
N
) (5)
where instead of θi we use a worst-case probability θfari .
We say that this is a worst-case probability because it is
the probability value farthest from ζiN that would make
the count ζi probable enough to satisfy the risk condition
(Eq. 3).
To obtain θfari , we exploit the fact that each count ζi
is approximately distributed following a binomial around
the true probability: ζi ∼ B (N, θi). We assume a so-called
component risk ξ, which we will shortly link to , and solve
the inverse problem of finding a θfari such that:
Prob (X ≤ ζi) = ξ/2
given that X ∼ B(N, θfari ). (6)
This way, getting an event count in the interval be-
tween ζi and N − ζi will have probability 1 − ξ, accord-
ing to B(N, θfari ). When we account for all the variables
ζ1, . . . ζm, the probability of being inside the hypercube η
will be (1 − ξ)m. Equating this with the complement of
our risk
1−  = (1− ξ)m
and then doing first-order Taylor approximation assuming
that  is small enough, we obtain ξ ≈ /m. We can use
this value of ξ to solve for θfari in Eq. 6. Then, substituting
upwards in Eq. 5 and then in Eq. 4 we get the error’s upper
bound. In this way, all that we need is to simulate enough
events as for this error’s upper bound to fall below e.
6 Conclusions
We have defined a stochastic process that extends the use
of mutual information to compare covers of networks and
that in the limit case of network partitions yields the same
results of the conventional process for partitions.
A notable characteristic of our extended process is that
it only uses the membership relationships between nodes
and modules. As appendix A shows, the extended process
can be stripped from the network terminology and intro-
duced instead using mathematical set-algebra. In other
words, our extended process is not restricted to networks,
but can be used to compare two binary set relations with
a common finite domain.
There are many ways of defining similarity, and a single-
number measure like ours can not possibly encompass all
of them. Depending on what features researchers want to
highlight when making comparisons, different measures
must come into play. Nevertheless, the methodology of
constructing random variables aware of the features that
need to be compared, and then comparing the random
variables using mutual information, can be adapted to
more specific requirements.
We have made the source code of our implementation
available at http://www.tp.umu.se/~alcides/.
We were supported by the Swedish Research Council grant
2009-5344.
A Formal definition of the extended process
This appendix extends the exposition in section 3 with
formal notations and definitions.
The term “cover” that we used in the main text is
just an alias for binary relation. That is, a cover M is a
binary relation between a finite set of “nodes” E and a set
of “modules” L. Using set notation: M ⊂ E × L, where
“×” denotes Cartesian product. Given a node e ∈ E, we
will use the term `M (e) to refer to the set of modules
associated with e. That is, a module l ∈ `M (e) if and only
if (e, l) ∈M .
We define an interleaving iE of E as the ordered se-
quence
iE = [e0, b1, e1, . . . , b‖E‖−1, e‖E‖−1],
where [e0, e1, . . . e‖E‖−1] forms a permutation of E (that
is, all the elements of E in a particular order) and bi is
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either 0 or 1. We reserve the capital I+E to denote the set
of all posible interleavings with elements of E. Note that
the cardinality of this set is (‖E‖)!× 2‖E‖−1.
For any given M ⊂ E × L, we define a function JM
that takes an interleaving and returns a subset of modules:
JM : I
+
E → P(L). Here P(·) denotes the power set of
“·”. We define JM
(
[e0, b1, e1, . . . , b‖E‖−1, e‖E‖−1]
)
as the
result S‖E‖ of applying the following procedure: start with
S0 = `M (e0). If Sk has been calculated, calculate Sk+1 in
the following way, for k = 0, 1, 2 . . . , ‖E‖ − 1
Sk+1 =

s∗ if s∗ * ∅ and bk = 1
s− if s− * ∅ and bk = 0
Sk otherwise
(7)
where
s∗ = Sk
⋂
`M (ek)
and
s− = Sk \ `M (ek)
Note that JM
(
[e0, b1, e1, . . . , b‖E‖−1, e‖E‖−1]
) ⊆ `M (e0).
For our definition, we don’t need the entire set I+E , but
rather the subset IE,M such that i ∈ IE,M if and only if
‖JM (i)‖ = 1. If an element i belongs to IE,M , we say that
JM is well defined for i. In the next section we discuss
under which conditions I+E is equal to IE,M .
Now it is straightforward to define the extended stochas-
tic process: given two covers M1 ⊂ E × L1 and M2 ⊂
E × L2 over the same set of elements E, we assume the
existence of a random variable with values over IE =
IE,M1
⋂
IE,M2 , such that all values of IE have the same
probability. We can apply the functions JM1 and JM2 over
IE . The result are the modules JM1(IE) and JM2(IE),
which in turn can be considered random variables over
the set of modules L1 and L2. We define the MI of the
two coversM1 andM2 as the mutual information between
JM1(IE) and JM2(IE).
B Conditions under which the extended
process yields only one module as response
The function JM defined in Appendix A may yield either
a set with one element, or a set with more elements. In this
Appendix, we prove that if every pair of modules of the
cover is different regarding the nodes they contain, then
the function JM will yield a set with just one element.
First we observe that the sequence of intermediate re-
sults defined by Eq. 7 and corresponding to a particular
interleaving [e0, b1 . . . , b‖E‖−1, e‖E‖−1] is non-increasing:
Sk+1 will either have as many elements as Sk or fewer,
and evidently, Sk+1 ⊆ Sk. Now we examine a final set
F = S‖E‖, whose cardinality is greater than 1. Because the
family of sets Sk is non-increasing, we have that F ⊂ Sk
for k = 0, 1, . . . , ‖E‖− 1. If the set F was conserved in all
the ‖E‖−1 operations prescribed by Eq. 7, it means that:
for set intersection operations: F was always present in
the set `M (ek) for k = 1, . . . e‖E‖−1 and thus not elim-
inated, or it was not present at all (in any of its mem-
bers), and the operation was discarded because it re-
sulted in the empty set.
for set difference operations: F was never present in the
set `M (ek) for k = 1, . . . e‖E‖−1 and thus not elim-
inated, or it was present but the operation was dis-
carded because it resulted in an empty set. That means
that all the elements of F were in `M (ek).
These two branches converge in the fact that the set F
was always present or absent as a whole in each of the
sets `M (ek) , and because each interleaving contains all
the nodes, every module present in the set F had exactly
the same nodes.
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