The UN Sustainable Development Goals allude to the importance of infrastructure quality in three of its seventeen goals. However, monitoring infrastructure quality in developing regions remains prohibitively expensive and impedes efforts to measure progress toward these goals. To this end, we investigate the use of widely available remote sensing data for the prediction of infrastructure quality in Africa. We train a convolutional neural network to predict ground truth labels from the Afrobarometer Round 6 survey using Landsat 8 and Sentinel 1 satellite imagery.
INTRODUCTION
Basic infrastructure availability in developing regions is a crucial indicator of quality of life [33] . Reliable infrastructure measurements create opportunities for effective planning and distribution of resources, as well as guiding policy decisions on the basis of improving the returns of infrastructure investments [39] . Currently, the most reliable infrastructure data in the developing world comes from field surveys, and these surveys are expensive and logistically challenging [11] . Some countries have not taken a census in decades [40] , and data on key measures of infrastructure development are still lacking for much of the developing world [18, 20] . Overcoming this data deficit with more frequent surveys is likely to be both prohibitively costly, perhaps costing hundreds of billions of U.S. dollars to measure every target of the United Nations Sustainable Development Goals in every country over a 15-year period [21] , and institutionally difficult, as some governments see little benefit in having their performance documented [20, 37] .
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Sewerage
Electricity Piped Water Fig. 1 . We compare the labels for sewerage, electricity, and piped water, in the top row, with our predictions for these variables in the bottom row. Positive labels are shown in blue and negative labels in green.
One emerging technology for the global observation of infrastructure quality is satellite imagery. As satellite monitoring becomes more ubiquitous, with an increasing number of commercial players in the sector, improvements in spatial and temporal resolution open up new applications, uses, and markets [28] , including the possibility to monitor important sustainability outcomes at scale. Additionally, satellite imagery can observe developing countries that do not have significant prior data, containing a wealth of observations that can be harnessed for social development applications [20] , including infrastructure assessment.
Such rich and high quality image data enable advanced machine learning techniques to perform sophisticated tasks like object detection and classification, and deep learning in particular has shown great promise [2, 12, 13, 16] . While a number of recent papers discuss the use of deep learning on satellite imagery for applications in land use cover [2] , urban planning [3] , environmental science [6] , etc. [25, 34, 42] , many unanswered questions remain in the field, particularly in the application of deep learning to social and economic development.
Our contributions in this paper are to both the applied deep learning literature and to socioeconomic studies involving remote sensing data. We propose a new approach to using satellite imagery combined with field data to map infrastructure quality in Africa at the 10m and 30m resolution. We explore multiple infrastructure outcomes, including but not limited to electricity, sewerage, piped water, and road to identify the remote sensing predictability of different infrastructure categories on a continental level. Prediction maps for three outcomes are given in Figure 1 . We show that, through fine tuning a pretrained convolutional neural network (CNN), our models achieve 0.881, 0.862, 0.739, and 0.786 area of the receiver operating characteristic (AUROC) scores on these outcomes and perform better than nighttime lights intensity (nightlights) and OpenStreetMap (OSM). Our primary datasets are a combination of 10m and 30m resolution satellite imagery from Sentinel 1 and Landsat 8 respectively as well as the georeferenced Afrobarometer Round 6 survey encompassing 36 countries in Africa. Our work provides the ability to assess infrastructure in an accurate and automated manner, to supplement the spatial extent of field survey data, and to generate predictions in unseen regions.
To the best of our knowledge, we are the first to use CNNs with Sentinel 1 imagery for social development research.
Organization of Paper
The remainder of the paper is organized as follows. Section 2 (Related Work) discusses recent applications of machine learning on satellite imagery and contextualizes previous work in infrastructure quality detection. Section 3 (Data)
describes the survey data and satellite imagery data sources. Section 4 (Methodology) introduces the problem formulation and modeling techniques used in this paper. Section 5 (Experimental Results) presents the performance of our model. Section 6 (Baseline Models) benchmarks our model performance against three baselines. In Section 7 (Generalization Capabilities) we explore a few settings that test the deployment potential of the model, including its performance on urban and rural enumeration areas, as well as performance in countries that the model was not originally trained on. In Section 8 we discuss conclusions and future work.
RELATED WORK
The application of CNNs to land use classification can be traced back to the work of Castelluccio et al. [7] and Penatti et al. [32] who trained deep models on the UC Merced land use dataset [41] , which consists of 2100 images spanning 21
classes. Similar early studies on land use classification that employ deep learning techniques are the works of Romero et al. [36] and Papadomanolaki et al. [31] . In Liu et al. [24] a spatial pyramid pooling technique is employed for land use classification using satellite imagery. These studies adapted architectures pre-trained to recognize natural images from the ImageNet dataset, such as VGGNet [38] , to fine-tune them on their much smaller land use data. A more recent
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A few recent works, which are related to infrastructure detection through deep learning, inspire us to use additional data sources such as OSM [15] to support our investigation. One project that is closely related to our investigation is DeepOSM 1 , in which the authors take the approach of pairing OSM labels with satellite imagery obtained from Google
Maps and use a convolutional architecture for classification. In [43] , the authors show that their model can achieve a precision of 0.74 and recall of 0.70 on building detection, training CNNs on 0.3 meter resolution OSM images. Their CNN consisted of 7 identical blocks of of filtering, pooling, and convolutional layers. Mnih and Hinton [26, 27] built satellite image models for road detection, and they obtain almost 0.8 precision and 0.9 at best case in one urban area.
Recently, [2] predicted land use classes in urban environments with 0.7 to 0.8 accuracy, commenting on the inherent difficulty in the task of understanding high-level, subjective concepts of urban planning from satellite imagery.
Compared to prior work, our key contributions are that we train the first wide scale classifier of infrastructure quality via deep learning and publicly available satellite imagery on 11 infrastructure quality outcomes, and that we are able to achieve state-of-the-art performance in predicting infrastructure accessibility on a large imagery dataset in Africa.
DATA
This project relates two data sources in a supervised learning setting: survey data from Afrobarometer as ground truth infrastructure quality labels, and satellite imagery from Landsat 8 and Sentinel 1 as input sources. Conducted over 2014 and 2015 across 36 countries in Africa, the Afrobarometer Round 6 survey collected surveyorassessed quality indicators about infrastructure availability, access, and satisfaction based on respondent data 2 [5] . The dataset surveys 7022 enumeration areas with 36 attributes regarding various aspects of welfare, infrastructure quality, and wealth. [30] . Afrobarometer data from previous rounds dates back to 1999; our application used only Round 6, but adding other rounds represents valuable further work. Each survey response is an aggregate of face-to-face surveys in the enumerated area, which can encompass a city, village, or rural town, and between 1200 and 2400 samples are collected over all enumeration areas for each country. Each country in the Round 6 survey has between 150 and 300 enumeration areas. Each enumeration area is georeferenced with its latitude and longitude, and we center a satellite image for each enumeration area around these coordinates [1] . Figure 2 shows the spatial distribution of all enumeration areas.
Afrobarometer Round 6
The Afrobarometer Round 6 survey includes 11 binary infrastructure outcomes, with each denoting the availability and quality of that infrastructure in the enumeration area. We primarily focus on highlighting results in electricity, sewerage, piped water, and road for their novel contributions. We show results on all binary outcomes except for cellphone and school due to their high class imbalances. Due to the variation of class balances across all variables we assess performance on multiple metrics and stress AUROC due to its insensitivity to class imbalances. This helps assess comparability in performance between the outcomes. 
Satellite Imagery
Two primary sources of satellite observations were used, both offering coverage of most of the enumeration areas. The satellite data is temporally consistent with the survey data, from 2014 and 2015. For a given enumeration area with sampling location (latitude, longitude) at the center, we collect 500 × 500 pixel images. 
METHODOLOGY
Problem Formulation
The infrastructure detection task is a multi-label binary classification problem. The input is a satellite image X and the outputs are binary labels Y 1 , ..., Y k ∈ {0, 1}, corresponding to quality indicators of different infrastructure outcomes.
We optimize the mean binary cross entropy loss
where p(Y i = j |X ) is the probability that the model predicts that input X has label j for infrastructure outcome Y i .
Model
We train deep learning models to learn useful representations of data from input imagery. Convolutional Neural Networks (CNNs) have been particularly successful in vision tasks and have also been demonstrated to perform well on satellite imagery [2, 6, 20, 40] . For all experiments in the paper, we train a Residual Neural Network (ResNet) architecture [16] . The following describe further specifications of our model:
ResNet. ResNet has achieved state-of-the-art results in ImageNet [16] , and its main contribution over previous convolutional neural networks is learning residual functions in every forward propagation step with reference to the layer inputs. We posit that this is useful in satellite imagery analysis for retaining low-level features in high-level classifications. We train an 18 layer network.
Transfer Learning. Instead of training the network from random initializations, we initialize our network weights with those of a ResNet pre-trained on ImageNet [23] . Even though the weights are initialized on an object recognition task, this approach has been demonstrated to be effective in training on new tasks compared with initializing using random weights [29] and useful for learning low-level features like edges in satellite imagery.
Multi Channel Inputs. ImageNet architectures originally take inputs with three channels corresponding to RGB values. However, Landsat 8 and Sentinel 1 have six and five bands respectively. We change the first convolution layer in the network to have greater than three input channels by extending the convolutional filters to further channels. The number of output channels, stride, and padding for the first layer is the same as in the original ResNet. With Landsat 8, we initialize the RGB band parameters of the first layer layer with the same parameters as in the pre-trained ResNet weights, and initialize the non-RGB bands with Xavier initialization [14] . With Sentinel 1, which does not include RGB bands, we initialized three bands with the pretrained RGB channel weights, and the other two with Xavier initialization.
In Xavier initialization, each weight W is sampled uniformly from
where n in is the input dimensions of the convolutional filter and n out is the number of neurons in the next layer.
Data Processing
Our pipeline includes several data processing steps and augmentation strategies:
Unique Geocoded Images in Test Set. Each enumerated area in the Afrobarometer survey has a unique geocode field, and enumerated areas with the same geocode field have substantial spatial overlap. To ensure that there is no spatial overlap between images observed in the training set and in the test set, we enforce that only points with a unique geocode appear in the test set.
Cropping. Our satellite images are ingested at 500 × 500 pixel bounding boxes. We try downsampling, cropping at random regions, and cropping around the center pixel to 224 × 224 pixels, and we find that the latter has best performance and convergence.
Horizontal Flipping. To augment the limited size of our dataset, at training time we rotate the image around the x-axis with 50% probability.
Normalization. We normalize our data channel-wise to zero mean and unit standard deviation. 
Training
We train independent models for Landsat 8 and Sentinel 1. Our models are trained with multi-label classifiers as well as single-label classifiers, and we report the higher performance for each variable. We train the network end-to-end using
Adam optimizer with β 1 = 0.9 and β 2 = 0.999 [22] . We train the model with a batch size of 128, and we update our weights with a decaying learning rate of 0.0001. The model weights are regularized with L2 regularization of 0.001.
Due to the limited size of our dataset, we evaluate our model on all the data with K-fold cross validation where K = 5, producing a train-test split for every fold with 80% training and 20% testing. We train a model for each fold, predict values on the test set, and once every fold has been tested compute our evaluation metrics.
EXPERIMENTAL RESULTS
Evaluation Metrics
Performance of the model was evaluated by a number of metrics: accuracy, F1-score, precision, recall, and AUROC [10] .
F1 is calculated as the harmonic mean of precision and recall. AUROC corresponds to the probability that a classifier will rank a randomly chosen positive example higher than a randomly chosen negative example and generally ranges between 0.5 being a random classifier and 1.0 being a perfect predictor.
Classification Results
In Table 2 we show the classification results our model achieves on each category. Landsat 8 performs better than Sentinel 1 on every category; we show results for Sentinel 1 on our four highest scoring categories. The first column displays the proportion of images that have label 1 in that category to compare with the accuracy our model achieves.
On electricity and sewerage, our best model achieves AUROC greater than 0.85. In particular, the model achieves an F1 score of 0.873 on electricity. Our model does not perform as effectively on other variables, such as market stalls, health clinic, and police station. This is not surprising since Landsat 8 and Sentinel 1 operate at a resolution lower than that needed to resolve individual objects that signify the presence of these facilities. With the better performing categories, the imagery still cannot resolve individual electricity lines, roads, or water tanks at 30m resolution; however, the structures in aggregate might contribute to different spectral signatures. This means that the classification is likely relying on large-scale proxies, such as urban sprawl and geographical features, that correlate with the class values.
BASELINE MODELS
We compare our model performance with several baselines of different input sources. To evaluate the difficulty of the task, we also compare against an ideal baseline that uses (expensive to collect) survey labels to make predictions. We suggest that the oracle defines a reasonable notion of great performance on this dataset. Fig. 3 . Visualization of four satellite imagery sources we use in this paper. Each image is centered around the same geolocation. From left to right: Landsat 8 (multispectral), Sentinel 1 (synthetic aperture radar), DMSP (coarse nightlights), and VIIRS (nightlights). We find that when coupled with the neural network architectures we considered, Landsat 8 is the most informative source of information about infrastructure quality, followed by Sentinel 1.
Nightlights Intensity
Jean et al. [20] used nighttime light intensities as a proxy for poverty level. Since poverty and infrastructure are closely related, we use nighttime lights as a baseline predictor for infrastructure level. For example, we expect nightlight intensity to be a good proxy for electricity access. We use nighttime light intensity data from the Defense Meteorological Satellite
Program (DMSP) [8], imaged in 2013 with a resolution of 30 arc-seconds, and Visible Infrared Imaging Radiometer
Suite (VIIRS) [9] , imaged in 2015 with a resolution of 15 arc-seconds.
For each survey response, we take a 7 × 7 DMSP or 14 × 14 VIIRS patch of pixels centered on the geolocation. For both sources, this corresponds to roughly a 6km square, which matches the area coverage of the cropped Landsat images we used in our best model. Figure 3 visualizes all four satellite imagery sources used in this paper for one geolocation.
We run a logistic regression classifier for each response variable using cross-validated parameters, and we take the prediction of the better-performing nightlights satellite for each variable. Table 3 shows full results from this baseline.
As expected, nightlights perform quite well at predicting electricity (AUROC of 0.79), and has some predictive power with water, sewerage and roads. However, its performance in other outcomes is only slightly better than random chance (AUROC only a little better than 0.5). Using nightlights thus offers only a limited window into infrastructural provisions by proxying human activity as light emissions and fails to attend to facilities that may be present without such evidence.
OpenStreetMap
OpenStreetMap (OSM) is a collaborative project for creating a map of the world with crowdsourced information. Users and organizations upload georeferenced tags about anything they would like to identify on the map. OSM contains a wealth of information on infrastructure where it is available. However, because of its crowdsourced nature, the data is less reliable compared to professional surveys [17] .
For each enumeration area in a 15km × 15km bounding box around the center geocoordinate, we extract the total number of highways and buildings in OSM. We expand the set of input features for every area with several non-linear transformations on these counts, including loд, square root, and highway-to-building ratios. We normalize each feature to zero mean and unit standard deviation, and then train logistic regression, support vector machine, and random forest classifiers on the set of input features. The logistic regression performs best.
We display results in AUROCs between 0.62 and 0.77, indicating good performance at discriminating high vs. low infrastructure quality enumeration areas across the African continent.
Spatial Interpolation
We also compute the baseline performance on the infrastructure outcomes using spatial interpolation methods. For each enumeration area we consider how predictive its latitude and longitude are of each infrastructure variable nonparametrically. We uniformly sample 80% of the enumeration areas as the training set, and for each survey response in the test set use nearest neighbor grid interpolation, which labels the example with the label of its closest neighbor.
We take the infrastructure value of the neighbor as our predicted value.
Our spatial interpolation model achieves better performance than Nightlights and OSM models but has lower performance compared with the Landsat 8 models on the highest performing infrastructure outcomes, especially in electricity and sewarage. This indicates that though geographic location is a non-negligible predictor of infrastructure development, satellite imagery is able to extract deeper and more useful insights. Additionally, since spatial interpolation methods are one long-established approach in survey data interpolation [35] , we suggest that our model can be used to improve how survey samples are interpolated to larger regions. 
Cross-label Predictions
Finally, we construct an oracle baseline to assess the discriminatory performance between the high quality infrastructure labels. In this baseline, we use all observed variables in the survey data to predict one held-out variable. That is, if there are n infrastructure quality variables, we learn parameters W i j such that for all i, j ≤ n,
where σ is the sigmoid function. We optimize Y i andỸ i with cross-entropy loss. We find that infrastructure categories have high predictability between the infrastructure labels, show in Table 3 . Electricity, piped water, and sewerage achieve 0.89 AUROC.
These results offer a useful comparison for our model. If our model achieves performance similar to the oracle's, then its predictive power is as potent as if it predicted a set of concrete infrastructure labels that were correlated with the target outcome variable. Additionally, the oracle represents the predictive performance using expensive and limited survey data, whereas satellite imagery is cheap and widely available. Our best model on electricity, piped water, and road performs comparably to the oracle.
GENERALIZATION CAPABILITIES
Ultimately, we are interested in deploying our deep learning approach to provide high-resolution maps of infrastructure quality that can be updated frequently based on relatively inexpensive remote sensing data. To this end, we evaluate the generalization capabilities of the model where we attempt to make predictions on data the model has not been explicitly trained on.
Urban-Rural Split
Each enumeration area in the Afrobarometer Round 6 survey is classified as being urban or rural. Urban and rural areas in Africa have significantly different infrastructural provisions. Urban areas are associated with improved water, and access to sanitation facilities is twice as great in urban areas compared with rural areas [4] . Additionally, urban and rural areas have large visual differences in the satellite imagery that make them likely to be correlated with the other infrastructure metrics.
We measure the simple matching coefficient over all enumeration areas between the urban/rural variable and several To address the concern that our model might be classifying the urban and rural indicators as a proxy for infrastructure quality, we evaluate the performance of our model on infrastructure variables within the urban and rural classes. Table   4 shows the classification results on our best performing infrastructure metrics when the model is trained on only urban or rural areas. The AUROC scores are lower for all infrastructure variables, but not by enough to suggest that the model in the original classification task is exclusively learning to classify based on the urban/rural category. The AUROC of our highest performing outcome electricity drops from 0.88 across both classes to 0.76 in the urban class and 0.82 in the rural class.
Country Hold-out
In the original classification task, we sample our training and test sets uniformly among all 36 countries. With high probability, every country has data points that appear in the training set. However, we would also like to know whether deploying our model in an unobserved country leads to similarly strong classification results.
We perform an experiment where we validate our model on new countries that it has not trained on before. In this experiment, we train on the enumeration areas of 35 countries, holding out one country, and then test our model on the enumeration areas of the held-out country. Table 5 shows the results on held-out countries Uganda, Tanzania, and Kenya, three of the countries with the most representation in the Afrobarometer survey. We train with strong regularization values to prevent overfitting on the trained countries. The results are not as strong as with the uniform sampling strategy; for example, we go from AUROC of 0.853 on electricity on the test set when training with uniform sampling to AUROC of 0.637 on Ugandan enumeration areas when Uganda is held-out. However, this is expected as the sample space of satellite images differ between countries, so enumeration areas between countries likely have geographic differences that make the salient features for classification less predictive.
Fine-tuning Held-out Countries
Though the results for the country hold-out experiments suggest that the model does not immediately generalize to new countries, we aim to show that transfer learning with a small, labeled sample in a new country generalizes those predictions to a significantly larger sample if the distribution of the training sample is representative.
In this experiment, we repeat the procedure of the country hold-out experiments, but fine-tune the trained model on samples of the held-out countries. We train with L2 regularization of 0.1 and with different proportions of uniformly sampled data from the held-out country, from 0% up to 80%, where the lower end (0%) is equivalent to the hold-out experiment, and the upper end (80%) trains with the same amount of data as if the country was trained on in the initial training phase. We freeze the weight updates of the ResNet's parameters to obtain the final layer as visual features and then train a logistic regression with those features to predict the class label. We require the training and testing distribution to have the same proportion of positive labels.
Manuscript submitted to ACM Our best results on Uganda, Tanzania, and Kenya show that when each of these countries is held out, only 20% of the country's data is needed to yield approximately the same AUROC as if the country was sampled uniformly in the training set. Additionally, training with 80% of the country's data yields test scores as good as or better than the average of all the other countries that the model was trained on, with AUROC up to 0.96 and accuracy up to 92%. Figure 5 shows the AUROC results for Uganda, Tanzania, and Kenya on the electricity category as a function of the amount of data trained on. These results suggest that the model can be fine-tuned on limited data in a new country to good performance on a much larger test set in that country.
CONCLUSION AND FUTURE WORK
Data on infrastructure quality outcomes in developing countries is lacking, and this work explored the use of globally available remote sensing data for predicting such outcomes. Using Afrobarometer survey data, we introduced a deep learning approach that demonstrates good predictive ability.
We experimented with Landsat 8 (multispectral) and Sentinel 1 (SAR) data, and obtained the best overall performance on Landsat 8. We believe the superior performance of Landsat 8 when compared to Sentinel 1 follows from Landsat 8 having RGB bands, allowing it to better use the ResNet's pretrained parameters. Sentinel 1 has no RGB bands.
We found the best performance on electricity, sewerage, piped water and road. Accuracy far surpasses balance and random prediction, and the AUROC scores are greater than 0.85 on electricity and sewerage. The model significantly outperforms the OSM and nearest neighbor interpolation baselines on these two variables by an average of 0.1 AUROC.
Results also surpass the nightlights baseline. Furthermore, these results are on par with the oracle baseline, indicating that the model is making meaningful and accurate predictions. Intuitively, and as our models show, these variables are feature-defined structures and infrastructure systems that are uniquely distinguishable from satellite imagery. Figure 1 shows the distribution of all test set predictions for sewerage, electricity, and piped water.
The first two images from left to right in Figure 3 show sample satellite images where our model predicted a true positive and a false positive respectively for access to piped water; the former shows clear indication of high activity with a large swath of developed buildings and roads, while the latter may have confused the model due to a high concentration of activity at the center of the image. Similarly the right two images show true and false positive predictions for electricity. These predictions both demonstrate a similar proclivity for developed areas of buildings and roads.
We found poor performance on outcomes like market stalls, health clinic, and police station; such outcomes barely outperformed random guessing and often underperformed OSM baseline results. This make sense as there are few features to resolve the presence of these particular buildings from satellite imagery, and OSM data may offer more insightful features.
The model exhibits high confidence in most predictions and training performance is significantly better than testing performance but we do not observe total overfitting. Hyperparameter tuning was not able to resolve these issues while maintaining optimal model performance. Turning towards the data, we found that images can appear highly similar even if they have different classifications. Possible solutions to this problem include both more data and deeper, more flexible models, although without sufficient data, the latter approach risks overfitting.
Our results demonstrate an exciting step forward in remote sensing and infrastructure mapping, far surpassing the OSM baseline. However, this task is presently underexplored, and we believe further improvements could be made. More local to the model, Sentinel 1 performance could likely be improved and more data could provide superior performance.
Furthermore, transfer learning from other datasets, such as OSM, to these tasks offers a potential way to create a more effective model by learning to associate ground-level features and other observations with satellite imagery.
Within the more general task of infrastructure mapping, we have also identified valuable future work. First, using the previous rounds of Afrobarometer, this model could be tested on its ability to generalize temporally. The ability to extrapolate how infrastructure has developed over time using contemporaneous imagery would be another exciting step in development. Second, a model that simultaneously trains using images from different satellites is worthy of further investigation. Third, the 10m and 30m resolution imagery used in this project is far from the resolution of today's satellites. We expect that higher resolution data would lead to better results and believe such an approach worthy of investigation. Finally, a model that could take into account prior beliefs about infrastructure availability could offer a powerful tool for practical use.
For all these endeavors, data will form a core issue. The quality of a deep model heavily relies on adequate data available, and a large focus should be towards making better use of existing image and survey data, through strong cataloging and collating efforts. However, our results demonstrate the proof of concept that satellite imagery can be used to predict infrastructure quality.
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