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Abstract: In the study of nonlinear boundary value problems it has been observed that bifurcations may take place 
which are not local to the origin in function space. In such problems the analysis of the bifurcation and the 
computation of solutions is complicated by the nonlocal nature of the bifurcation and the multiplicity of solutions. In 
this work a model problem exhibiting this phenomena, which has been of recent interest, is numerically studied. The 
method of alternative problems i  employed to provide a complete numerical description of the bifurcation occurring 
in the model problem. 
1. Introduction 
The nonlinear boundary-value problem 
u"+f (u )=0,  Ixl <Z,  (1.1) 
u( + L) = 0, (1.2) 
where f(u)~ -u (u -  a)(u- b), with 0 < a < ½b, has been the focus of some recent investiga- 
tions for several reasons. For instance we may arrive at problem (1.1)-(1.2) by looking for steady 
states of a reaction diffusion equation. In such a case one is of course interested in the number of 
solutions and their stability properties [13,14]. The problem above also provides us with an 
example of a nonlinear boundary-value problem admitting, along with the zero solution, two 
nontrivial (positive) solutions for some values of the length parameter L. Indeed what has been 
referred to as a spontaneous bifurcation [13] takes place at a critical value L 0 > 0. By this we 
mean that for 0 < L < L 0 there is only the trivial solution and for L 0 < L < + oo there are also 
two nontrivial solutions which do not lie in small neighborhoods of the zero function, and cannot 
be connected to zero on a bifurcation diagram. Hence the bifurcation analysis is not local to the 
origin in function space. In this paper we show that regardless of this fact standard bifurcation 
methods [2,3,4,5], and in particular the method of reduction to finite dimensional problems, can 
be used to numerically describe the bifurcation that takes place in this problem. More precisely 
we show that a two-sheeted surface of bifurcating solutions, in the parameter space 
{(a, L, ul) :0 < a < ½b, L > 0, u 1 ~ R}, can be determined numerically, thus giving a complete 
numerical description of the solution set of (1.1)-(1.2) and its bifurcations. We also show that for 
most values of a < ½b the point L0 at the bifurcation occurs, as well as portions of the branches 
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Phase portrait for the 2-dimensional problem u'  = v, v'  = u( u - 0.3)(u - 1). 
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Fig. 2. Portraits of the stable and unstable manifolds for the rest point (0, 0) and (1, 0) of the system u ' - -v ,  
v" = u(u  - a ) (u  -1 ) .  
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of nontrivial solutions for L > L 0, can be determined by considering an associated 1-dimensional 
problem. 
Near the value a = ½b higher dimensional problems must be considered and computations 
become less stable. This is to be expected since at a--½b the phase portrait changes so 
completely that, for any a > ½b and regardless of L, there is only the trivial solution. This can be 
most easily seen by considering phase portraits for the system u '=v,  v '=  u(u -a ) (u -b ) ,  
which is equivalent o (1.1). Trajectories of the system coincide with the energy curves, 
v 2 + F(u)  = c, where F ' (u )  =f(u) .  Figure 1 shows the phase portrait when a = 0.3 and b = 1. 
Any solution of (1.1) which also satisfies (1.2) corresponds to a trajectory starting at a point P on 
the positive v-axis, ending at a point Q on the negative v-axis, and taking 'time' 2L to complete 
the journey. As a increases to ½b and beyond, the phase portrait changes radically. In Fig. 2 we 
show this transition. Clearly when a >I ½b there are no orbits connecting the positive v-axis with 
the negative v-axis and hence no candidates for solutions of (1.1)-(1.2). 
Since the phase plane techniques used in [14] cannot be applied to nonhomogeneous or 
multidimensional problems we feel that a numerical study that employs a method which does 
extend to both of these cases is warranted. In a related paper [11] we continue this study by 
considering a 2-dimensional nonlinear elliptic problem in which the same type of bifurcation of 
(positive) solutions occurs. The question of existence of solutions for this type of problem has 
received a considerable amount of attention in the literature (cf. [9]). 
2. Reduction to a finite-dimensional problem 
We may employ a scaling argument to eliminate one of the parameters a, b, or L. If we set 
?t = u/b,  ~ = a/b ,  ~ = bx, and L = bL we then obtain (1.1)-(1.2) again with b = 1. Therefore we 
may assume henceforth that b = 1. For convenience we shall also translate the independent 
variable ~ = x + L so that our problem becomes 
u"+f (u) - -O ,  0<x<2L,  (2.1) 
u(O) = u(2L  ) = O, (2.2) 
where f (u )  = -u (u  - a)(u - 1). 
Due to the symmetry of any solution about the vertical ine x = L we see that u is a solution 
of (2.1)-(2.2) if and only if 
and 
"-L¢ol f2L[u,,(x)+f(u(x))] Sill[ (2n--2.ff,1) qrx ] dx=0,  
for all integers n >t 1. We define a projection operator 
~v [ (2n -  X)~rx] 1 f02t-u(x)sin[ (2n -  a)~rx] 
P ,u = sin , u.  = Z dx,  
n~1 
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and consider the equivalent system of equations 
U1~ + ( I - PN)f(UoN + Ul,v) = 0, (2.3) 
Uofv + Plv f ( Uo lv + U, N ) = 0, (2.4) 
in which Uol v = Plvu and U1N = ( I  -- P,v)U. Let X~ = { u ~ Hol(0, 2L): u( L - x) = u( L + x), 0 < 
x < L, and PNu -= 0} and identify R N with the vector space spanned by the functions in[(2n -
1)'rrx/2L], n = 1, . . . ,  N. Define an operator T(Uo~, U1N), T: R u × X u ~ X?v, by negating the 
left-hand side of (2.3). It is easy to see that, with Uo~ held fixed, the operator T( U0.v, • ) : X~, ---, X~, 
satisfies (compare [2,6,12]) 
(T(UoN, U1N) -- T(UoN , VIN), U1N- VIN ) 
t t 2 ----[[VxN- VINIIL:<0.Zt.)--(f(Uom+ U,N) - - f (Uou+ PIN), U ,N-  V, lv) 
>~ mini , ,  (1 8)[ (2N+ 1)~r] 2 ] 2L +½(a a 2 1)IIUIN V~N 2 
for any real number 8, 0 < 8 < 1. 
Lemma 2.1. For each L > 0 and 0 < a < 1 there is an integer N >t 0 such that T( Uox. . ) : X,v ---' X~- 
is a continuous monotone and coercive operator. Consequently there is a continuous mapping 
, :  R ~ --+ X u defined implicitly by T(U0. v, "r(U0.v) ) = 0; that is UON and UIN = z(Uox) satisfy (2.3). 
When N = O, Pu is the null projection and the zero solution is unique. 
Proof. We observe that it is sufficient o find N, such that (1 - 6)(2N + 1)2'rr2/4L2 + ½(a - a z - 
1) >/8. But this can always be arranged by choosing N >/0 so that 
[ (2N+ 1)~r] 2 
2L + ½(a-a2-1)>0 (2.5) 
and then choosing 8 > 0 sufficiently small. 
We now use the above lemma to reduce the system of equations (2.3)-(2.4) (and hence the 
original problem) to a finite dimensional problem. Since UON and U1N = *(U0~-) automatically 
satisfy (2.3) any solution of 
J (  Uou ) = Uo; ¢ + PNf( UoN + ~'(U02v) ) =0  (2.6) 
will determine a solution u of (2.1)-(2.2) according to the decomposition Pxu= U0N and 
( I  - P~r)U = 'r(Uou). Conversely any solution u of (2.1)-(2.2) must have this decomposition (cf. 
[2,4,12]). [] 
Lemma 2.2. The nonlinear boundary value problem (2.1)-(2.2), has a solution u if and only if 
Uou = P~u satisfies the N-dimensional problem (2.6), in which case Ulu = (1 -  PN)u =- z(Uos ). 
Remarks. (1) The addition of a nonhomogeneous term in (2.1)-(2.2) requires almost no change in 
our analysis, provided that it is symmetric about the center line x = L. Without the symmetry the 
analysis is still valid when all the harmonics are included in Fourier series. 
(2) The analysis above applies directly to more general nonlinearities f (u) ,  in particular to 
any f~ C~(R) having the property that f ' (u )  is bounded above. 
M. W. Smile)' / Spontaneous bifurcation 183 
3. Numerical determination of bifurcating solutions 
If in equation (2.6) we can take N = 1 the original problem will have been reduced to a scalar 
problem. Determining the solution of (2.1)-(2.2) would then be equivalent o determining the 
zeros of a scalar function J (a ,  L, -) : R --, R. In particular we can define J (a ,  L, u~) by taking 
the inner product of the left-hand side of (2.6) with the function - s in (~rx /2L) :  
~r 2 1 sin(-~-~) +1"(ul) s in( -~-~)dx.  (3.1) J (a,  L, u l )= ( - )u l -Z fo2L f (u  1 rx ~rx 
Lemma 3.1. I f  0 < L < L m = 3~r¢~/2~a 2 - a + 1 then (2.1)-(2.2) can be reduced to the scalar 
problem J( a, L, ua) = O, where J( a, L, .) : R ~ R is defined in (3.1). 
Proof. Inequality (2.5), with N = 1, is equivalent o L < L m. [] 
In attempting to describe the bifurcation that takes place in (2.1)-(2.2), via (3.1), we consider 
J to be a function defined for a ~ (0, ½), L ~ R +, and u 1 ~ R. We are then interested in how the 
number and location of zeros u 1 ~ R changes as a, /_, vary. Of course for a particular value of 
the parameter a the bifurcation point L 0 may be larger than Lm, so that (3.1) does not contain 
the desired information. However numerical results show that it is only when a approaches ½ 
that this occurs. In this case the methods described in the next section must be employed. 
To evaluate J(a, L, Ul) we need first to determine the function ~-(ul) by solving the 
fixed-point equation (2.3). Once I- has been computed a simple quadrature will provide the 
desired value. 
In Fig. 3 we have plotted the graphs of J(a, L, u~) for various values of L with a = 0.30 held 
fixed. As L increases the graphs are seen to attain successively lower relative minimums. The 
bifurcation takes place (approximately) at L o = 4.885 with u 1 = 0.74. For L 0 < L < L m = 
9.1830... there are two nonzero solutions u~-, u~- of J(a, L, u l )=0,  and therefore two 
nontrivial solutions, 
u+(x)=u~ sin(~rx)+l"(u~) and u- (x )  ffiu~ s in(crx)+~'(u-1) ,  
of (2.1)-(2.2). To determine the values u~, u~-, for a particular value of a and L, one must solve 
the nonlinear scalar equation J(a, L, ul) = 0. This can be done in a variety of ways including 
for instance Newton's method. The modified Newton's method discussed in the next section also 
applies to the present situation. 
Initial approximations are certainly required since there are multiple solutions. These can be 
obtained graphically as described above or more easily by considering the polynomial equation 
generated by the standard Galerkin approximation procedure. Equivalently we set ~- -- 0 on the 
left in (3.1) to obtain the cubic polynomial Q(a, L, ux) - -u l (au  2 - f lu  1 + y) where ot = ~, 
/3 = 8(a + 1)/3~, y ffi a + ~r2/4L 2. The cubic equation Q(a, L, ul) = 0 defines the Galerkin 
approximation(s), u= u 1 sin( ¢rx/2L ), and has two positive zeros provided that L>Lc= 
3¢r2V~/2~64(a + 1) 2 - 271r2a. These approximation turn out to be quite good for most values of 
a.  
In a related paper [7] the lower bound ~r / (1 -  a) has been established for L 0. Numerical 
computations how that the value L c,  at which the Galerkin approximation solution set 
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Fig. 3. Graphs of J(a, L, u) as a function of u, with a = 0.3 and various values of L. 
bifurcates, is a lower bound that well approximates the true critical value L 0. In Fig. 4 we have 
plotted these various constants as functions of 0 < a < 1. Fig. 4 shows that the bifurcation point 
and portions of the upper and lower branches of the bifurcation graphs can usually be computed 
by solving the scalar problem J(a, L, ux) = 0. 
4. Continuation algorithms and numerical results 
When L becomes larger than L,,,, or when a approaches the critical value ½, a 1-dimensional 
reduction is not available. However, the reduction to a N-dimensional problem (for N >/2) is 
still possible, where N is often small. In any event we are faced with the problem of solving an 
equation of the form J(a, L, u 1 . . . . .  u~v) --0, where (as we show below) J :  (0, ½) × R ÷ × R 'v~ 
R ~' and is obtained from (2.4). Our numerical results show in fact that this equation defines a 
2-manifold of solutions in {(a, L, u 1 . . . .  , uiv) ~ (0, ½) × R + × R ~'} c R 2+~'. Below we shall 
consider the projection of this manifold onto the 3-dimensional parameter space {(a, L, u]) ~ (0, 
½) × R ÷ × R }. This projection is seen to be a two-sheeted surface in a, L, ul-space. 
To numerically solve the equation J = 0 we employ a two stage iteration scheme that was 
originally proposed in [1] (see also [3,10,12]). This algorithm could be called a modified Newton 
method. In the first stage of the algorithm we solve the auxiliary equation (2.3) as a fixed-point 
equation in Ul~v, with U0~ held fixed. According to Lemma 2.1 this equation should be uniquely 
solveable. With Ul~, computed, (2.4) is then considered with U1, v = ~-(U0~ ) assumed constant. 
This enables us to treat (2.4) with greater efficiency as we shall describe below. By holding a, L 
and U1N fixed we may then solve (2.4) by using Newton's method. Once U0~ has been 
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Fig. 4. Graphs of the various constants L 0, LG, L,. and "~/(1 - a) as functions of a on the interval (0, 1). 
determined in this way, the second stage is complete and we return to the first stage. The 
two-stage cycle is then repeated until convergence takes place. It should be observed that each 
stage is itself an iterative algorithm. 
According to Lemma 2.2, any multiplicity of solutions in the original boundary value problem 
(2.1)-(2.2) must be inherited by the finite-dimensional problem (2.6). Hence we must expect hat 
any algorithm used in the second stage of the iteration scheme to be only locally convergent. 
Therefore good initial approximations are needed, and can be provided for example by 
continuation methods or the Galerkin approximation. 
Let us consider the problem of solving the second equation (2.4) more precisely. Let 
z = (u 2, ua ... . .  us) denote a (N-  1)-vector of Fourier coefficients. If we multiply the left-hand 
side of (2.6) by - s in [ (2 j -  1)~x/2L] we obtain (with U(x) = U[u 1, z](x) = UON + l"(U0~v)) the 
equation 
1 z](x))s in[  ]de=O,  I<~j<~N, (4.1) fo%( tu, ' Xju+- Z ~'E 
where hj = [(2j - 1)'rr/2L] 2. Since f(u) = -u(u  - a)(u - 1) we may also write (4.1) in the form 
Jj(a, L, u 1, z )= 0, where 
Jj(a, L, ul, z)=hyUj+ I3,j(ul, z)-(1+a)I2,y(Ul ,  z) +aIl,j(ul, z), (4.2) 
the values lp,y, for p = 1, 2, 3 and j = 1 . . . . .  N, being defined by 
I fo2L[U[u,, zl(x)lP sin[ (2j--X)'x ] Ip.j(u,, z)--  "~ ~'/~ dx. (4.3) 
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Thus (2.6) becomes a Eucl idean space equat ion J (a,  L, u 1, : )=  0, where J ' (0 ,  ½)× R+x R N 
-..-~ R N" 
After reducing the number of independent variables by two, for instance by fixing a and L, 
we may solve J = 0 numerically by using Newton's method. However, calculation of the 
derivative a~-/O( u 1, z) may be expensive, and is not actually needed. By assuming that ~-( UoN ) = ¢0 
is a constant map we have the modified problem of solving F(a, L, u 1, z )= 0, where F:(0,  ½) 
X R + X R N -+ R N is defined by (with Uo(x ) = Uo[ux, z](x), ~'0 ~ Xlv fixed, and j - -  1 . . . . .  N)  
[ l Fj(a,L, ul, z )=k ju j - -  ~ f(Uo[ul, z](x)+zo(X))sin (2 j -  1)~rx 2L dx. (4.4) 
Clearly however the zeros of F and J may not be the same, and hence we use the two stage 
iteration scheme to full advantage. Once a zero for F is found, we return to the first stage and 
solve (2.3) to update our approximation of "r 0 = "r(U0), with U 0 fixed and equal to the new found 
zero of F. 
An equation to be solved by Newton's method can be obtained from F(a, L, u x, z) = 0 by 
holding any two of the three variables a, L, u 1 at fixed values. Thus we can solve F(y, z) = O, 
where y is the remaining free variable (either a, L or ul). Since ~- is assumed constant, the 
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curves for the boundary-value problems (--  - -  - - )  Bifurcation curves for the Galerkin polynomial equation. 
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matrix (aF/a(y,  z)) is easily computed in any of the three cases. With this flexibility it is 
possible to continue along the surface of solutions in a, L, u:, z-space in any direction, and thus 
in effect to navigate about the surface. 
We have used these ideas to produce the bifurcation curves presented in Fig. 5. These curves 
are actually trace curves of the (projected) surface J = 0 of bifurcating solutions in a, L, 
u:-space, with traces taken in vertical planes determined by a = constant. We have plotted along 
with these curves the bifurcation (trace) curves for the corresponding Galerkin approximation 
equation Q(a, L, ul) -- 0. In both cases we have used linear interpolation between umerically 
generated points on the respective curves. Spectral methods were used in implementing the 
algorithms described briefly above for the boundary value problem. Solutions were then checked 
by calculating max{ ri: 1 ~< i ~< M} where ri = (u~+ 1- 2u,. + u~_l)/h +f(u~) is the ith component 
of the finite difference residual vector. Relative to the interval (0, 2L) these values were on the 
order of 10-3 or smaller, with M = 64 in almost all of the calculations. 
Most of the data points on the curves in Fig. 5 were computed by continuation i  u 1, with a 
held fixed throughout the computations. The value of L was successively incremented and then 
held fixed thus producing points along the upper or lower branches of the curves. The turning 
points were computed by continuation i  L, with a again held fixed throughout and u 1 being 
incremented and fixed during successive computations. For a nearly equal to the critical value 
either of these approaches becomes computationally unstable and one must use a continuation 
algorithm in the variable a. The instability results from the fact that the 2-sheeted surface of 
solutions in a, L, u:-space becomes nearly flat on the side facing the vertical plane a -- ½ At the 
same time this forces stability when F(a, L, ul, z) = 0 is to be solved for the variable a, with L 
and u~ fixed, since the variations in the parameter a run perpendicular to a nearly flat surface. 
We conclude from our investigations that when (2.1)-(2.2) is equivalent to the N-dimensional 
problem (2.7), there is a 2-manifold in R 2+~, of bifurcating solutions of (2.1)-(2.2) determined by 
the equation J (a, L, u 1 . . . . .  u~v) --- 0. By projecting onto the 3-dimensional space {(a, L, ul) 
(0, ½)x R÷× R} we obtain a surface which describes the bifurcation of the solution set of 
(2.1)-(2.2) as (a, L) varies in (0, ½)× R ÷. The points on these surfaces can be obtained by 
implementing the two stage iteration scheme described above, and hence both nontrivial 
solutions of (2.1)-(2.2) can be obtained for (a, L) in that region of the a, L-plane where 
multiple solutions exist; this region { L > L0(a)} is outlined in Fig. 4. Moreover our computa- 
tions show that the (projected) surface of solutions of (2.1)-(2.2) is well approximated both 
quantitatively and qualitatively by the surface of solutions of the Galerkin polynomial equation 
Q(a, L, ul) = O, where Q(a, L, ul) = u:(otu 2 - flu 1 + "y) with a -- I, fl = 8(a + 1)/3~r, and "t -- 
a + ('rr//2L) 2. In fact the surface Q(a, L, u : )= 0 is qualitatively identical to the (projected) 
surface J(a, L, u:, z) -- O, where J is defined in (4.2). 
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