Modeling processes and model testing processes are discussed as parts of the model life cycle, and the tasks of these processes and their relations are highlighted. Of particular interest is the model validation process, which ensures that the model closely simulates what the real system does. A collection of validation techniques is presented to facilitate a systematic check of model performance from various perspectives. Under the qualitative category, a few graphical techniques are presented to help a visual examination of the differences between the simulation and the observation. Under the quantitative category, several statistical measures are discussed to quantify the goodness of fit; to achieve a higher level of confidence about model performance, a simultaneous statistical inference technique is proposed that tests both model accuracy and precision. As an illustrative example, these validation techniques are comprehensively applied to test an enhanced macroscopic simulation model, KWaves, in a systematic manner.
Simulation has become an increasingly important means of solving real-world problems. To apply a simulation model successfully, the "correctness" or "credibility" of the model is crucial, and some testing processes must be performed to ensure the quality of the model. In the traffic simulation community, the number of simulation models and software is growing fast, each of which possesses some merits. Generally, validation of these models is largely conducted through the use of some customized procedures. There has been a consensus in the community that a set of shared rules and procedures needs to be established to guide model calibration and validation. A number of efforts have been identified in this direction (1) (2) (3) (4) (5) . Benekohal (1) suggested a procedure for validating microscopic models and applied this procedure to CARSIM. The basic idea of the procedure is a two-stage, two-level testing procedure in which validations at the conceptual stage and the computerized/operational stage are carried out at two levels: microscopic and macroscopic. Similar to Benekohal's approach, Rao and Owen (2) also proposed a two-stage framework consisting of conceptual validation and operational validation. The operational validation involves two levels of statistical tests: a two-sample t-test and a two-dimensional two-sample Kolmogorov-Smirnov test. Rakha et al. (3) and Hellinga (4) gave a rigorous definition of the terminology of model testing and proposed a framework for the systematic verification, validation, and calibration of traffic simulation models. Particularly, they delineated the responsibilities that should be assumed by parties for model development and specified detailed steps that signify the beginning of the next testing process. Hourdakis et al. (5) aimed at microscopic models and adopted a goodness-of-fit measure called Theil's inequality coefficient, on which a three-stage calibration process was developed.
Considering that model testing involves many stages, such as verification, calibration, validation, and accreditation, it is difficult to cover all the details of these stages in a single paper while still providing enough details on how to conduct these tests. This paper focuses on techniques of performing model validation-a critical testing process that compares the model output with real-world system behavior.
The paper is organized in the following sequence. A general discussion of a model life cycle is first presented, in which modeling processes and testing processes are defined and their relations are illustrated. Next, issues arising from validating traffic simulation models are identified and validation techniques are summarized. In particular, a simultaneous inference technique is proposed to conduct quantitative evaluation of model performance. Then, an illustrative example is provided to demonstrate the application of these validation techniques. Finally, the paper is summarized and some pertinent conclusions are identified.
MODEL LIFE CYCLE
The fundamental problem that concerns everyone, including the model developers, the model users, and the decision makers who indirectly use the model, is the "correctness" or "credibility" of the model that is addressed throughout the model life cycle. There are generally four stages in a model life cycle. The first stage concerns problem definition, which involves observing the real system and the interactions among its various components, collecting data on its behavior, and determining the inputs (variables that are readily available and come at relatively cheap cost) and outputs (variables that are of primary interest, but usually hard to obtain) of the system. The second stage concerns model conceptualization, which involves making several pertinent assumptions on the components and the structure of the system, establishing the association between model inputs and outputs, and developing some theory to explain the system behavior. The association and the theory or both can be deterministic or stochastic, with the former always giving the same responses to the same input while the responses in the latter case vary. The third stage concerns model implementation. This is the computerized representation of the conceptual model. It involves choosing an appropriate developing platform, developing various algorithms, selecting proper programming languages, and coding the algorithms to realize the conceptual ideas. The fourth stage is model application. The models are usually used to help solve real-world problems or serve as a tool to assist decision making. However, rarely do models solve all the problems in a single round. Bugs and limitations that have gone unnoticed during previous testing processes are discovered during the application process and necessitate one or several more rounds or even a total overhaul.
Accompanying the modeling processes are a series of testing processes that ensure the accuracy and correctness of the model. Conceptual validation is the comparison of the real system to the conceptual model. This involves determining whether the assumptions, association, and theory underlying the conceptual model are correct and whether the abstraction and representation of the realworld problems are "reasonable" for the intended purpose of the model. Model verification is concerned with building the model correctly. It assures that the conceptual model is reflected accurately in the computerized representation. Model calibration is an iterative process of comparing the model to actual system behavior and using the discrepancies between the two, and the insights gained, to improve the model. More specifically and to make a distinction with validation, calibration is more concerned with estimating and improving the values of various constants and parameters in the model structure, and this process is repeated until model accuracy is judged to be acceptable. Model validation is concerned with building the correct model. The goal of validation process is to produce a model that represents true system behavior closely enough for the model to be used as a substitute for the actual system for the purpose of experimenting with the system. Model accreditation determines if a model satisfies a specified model accreditation criterion according to a specified process, and if it is reliable enough to be used by managers and other decision makers.
The above modeling and testing processes as well as their relations are summarized in Figure 1 . The dashed line means possible modification on previous stages.
Considering that issues on model calibration have been covered comprehensively in Hourdakis et al. (5) , this paper focuses on model validation-a testing process that involves various techniques to compare the model output with the real system behavior. More specifically, the following discussion is made with validating traffic simulation models in mind, though this discussion can be adapted for other models as well.
VALIDATION OF TRAFFIC SIMULATION MODELS

Issues of Validating Traffic Simulation Models
Traffic simulation model validation is not about selecting the best among several alternatives or about testing the goodness of fit between two random samples. It is about comparing two processes, the simulated and the observed, and checking how one approximates the other. To apply various techniques to make the comparison, one has to first define measures of performance (MOPs)-target variables on which the model assessment is based. In the traffic simulation community, MOPs that are often employed include flow, density, speed, queue length, waiting time, delay, throughput, and so forth.
After the target variables have been determined, one needs to use proper techniques to show how the simulated values compare with the observed values. This can be done qualitatively by presenting the two in the same figure so that discrepancies are readily discernable, and also quantitatively by employing mathematical proof of correctness.
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Life Cycle In quantitative traffic model validation, there are at least three salient problems. First, in some cases the timing, or ordering, of the samples is very important. For example, traffic density of an urban freeway is typically high around 8:00 a.m., but a peak in the night is rarely seen. This implies a frequent concern with testing the goodness of fit (GOF) between two time series processes, that is, the simulation and the observation over time. Second, in some cases the samples are correlated. For example, the traffic density at the next step is a result, at least in part, of the traffic density at previous steps. Correlation is usually a problem in performing statistical tests, which typically require random samples. Third, a traffic model can be a deterministic one in which no randomness is involved. Unlike stochastic models in which statistical analysis is often employed to study the average behavior of the model, our interest here is to check whether the model makes proper responses at the right times. The preceding problems show that regular statistical tests may not be sufficient and a quantitative evaluation procedure has to be carefully devised to deal with these problems. The following section presents various validation techniques that are available.
Techniques of Validating Traffic Simulation Models
The idea of model validation largely stems from the software engineering community and numerous techniques have been proposed. Balci (6 ) compiled a taxonomy that classifies these techniques into four categories: informal, static, dynamic, and formal. Considering that most of the techniques come from the software engineering discipline and address both verification and validation, Sargent (7) Since the traffic system is generally an observable system, the first column is of interest. In this section, a list of frequently used techniques is presented and their relative merits are briefly discussed. In addition, a quantitative technique is proposed that is relatively new to the traffic simulation community but has been proven to be very useful in addressing the previously mentioned problems.
Qualitative Techniques
Qualitative techniques, also known as subjective, visual, or informal techniques on some other occasions, are typically performed on the basis of visual comparison of the predicted and observed data in various graphs and plots. It is a generally accepted and fairly reliable means to evaluate model performance and identify problems. However, the downside of this approach is also obvious: its result is also qualitative and fuzzy. This is also the reason it is necessary to employ quantitative techniques to provide complementary information.
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Qualitative techniques generally include, but are not limited to, the following:
• Series plot, where values of the target variable are plotted against their observation number (e.g., time-series or space-series).
• Contour plot, where a curve links all the points in x-y space having the same z value in a x-y-z coordinate system. For example, a density contour may visualize congested regions in time-space domain if the density for congestion is properly defined.
• Surface plot, where data points are graphed in a threedimensional space. This plot contains the most detailed information and can be reduced to the previous two plots by cutting the surface.
• Diagonal plot, where observed values are plotted against the simulated values and an ideal fit would be a 45°line. Sometimes a transformation might be necessary to stretch or squeeze data points so that they are aligned evenly along the line.
• Histogram, where the frequency of errors is displayed and a favorable outcome generally shows a bell shape with most errors centered around 0. All the above techniques fall into the category of "Comparison using graphical displays" in the matrix above.
• Animation, where a graphical interface plays back what happened during simulation and this falls in the category of "Exploration of model behavior" in the matrix above. Animation can be used to examine the "reasonableness" of the model behavior, and it may also provide useful information if one makes a side-by-side comparison with real-world video.
Quantitative Techniques
Quantitative techniques, also known as objective, numerical, or formal techniques on some other occasions, quantify the difference between the simulated and the observed. Depending on how much confidence is expected, quantitative validation can be performed with the use of statistical measures and statistical inference.
Statistical Measures
Suppose there are two processes X (the simulated) and Y (the observed):
where n is the sample size. Let residuals Z be the paired difference between the two processes:
A lot of statistical measures are available to quantify the difference. The following is a frequently employed subset of the total.
• Mean error (ME ): ME is computed as
Obviously, a drawback of this measure is that positive and negative errors can cancel out each other and result in a small ME while the simulated substantially differs from the observed, so this measure is not a very good indicator of overall fit and should be used with caution.
• Mean absolute error (MAE ): MAE is computed as
This fixes the problem of ME by flipping negative errors to the positive side. However, MAE might "de-emphasize" outliers as compared to root-mean-square error.
• Mean squared error (MSE) and root-mean-square error (RMSE):
MSE is computed as and RMSE is computed as Generally, MSE and RMSE are frequently used goodness-of-fit measures.
All the preceding statistics measure error in absolute terms. However, in some cases, the relative error might be more informative because it is more readily interpretable. The following are some examples:
• Mean percentage error (MPE ):
• Mean absolute percentage error (MAPE):
• Root-mean-square percentage error (RMSPE ):
All the preceding statistics are about the mean of the residuals. It is sometimes desirable to show how spread out the residuals are, and measures often employed are variance (VAR) and standard deviation (SD), a measure of the scatter or variability about the mean in a series of data points:
Statistical Inference Although the statistical measures provide some information on the GOF between the simulated and the observed, researchers are often faced with such questions as "How much confidence should be given to these measures?" As their names suggested, those measures on means are all "on average," that is, 50% of time they are true and 50% of time they are false. Very often, one needs a higher level of confidence when interpreting simulation result and this has to be done by statistical inference.
In response to the three problems posed at the beginning of this section, the remainder of this section and the following section discuss a statistical inference technique used to address these issues. The first problem pertains to the ordering of data points, which means the sequence of simulated results has to match the observed results. This problem can be solved by pairing the two groups of data. For example, rather than working on the raw data as two groups, the
and SD where ,
Ni, Leonard, Guin, and Williams 23 residuals are worked on after pairing the simulated and the observed, such as the Z i 's above. In this way, the ordering of data has been automatically accounted for. The second problem is the correlation/ autocorrelation in the raw data as well as the residuals. Correlation/ autocorrelation is usually a problem in performing statistical tests because they typically require random/independent samples. To circumvent the problem of autocorrelation, the effective sample size has to be reduced and the reduction in the number of independent observations has implications for hypothesis tests. For example, if a series has a sample size of 100 and a first-order autocorrelation (dependence on lag-1 only) of 0.50, the effective sample size after first-order adjustment would be 33 (8) (i.e., two-thirds of the raw data is wasted), and this does not guarantee that autocorrelation has been eliminated from the resulting data. Fortunately, a batch means technique, which is discussed in the next section, can reasonably deal with autocorrelation and still make full use of the raw data.
The last problem has to do with the meaning of goodness of fit. GOF may have different meanings in different contexts and the nuance may not be easily captured. For example, in model validation, GOF often means how close the model output approximates the observation, whereas in statistics, GOF typically means whether two sets of observations could reasonably have come from the same distribution. What makes things even more complicated is that model validation often involves statistical tests and the two meanings of GOF are easily mixed. Therefore, one must be clear about which one is needed. Traffic simulation model validation frequently calls for the former meaning of GOF. The next section discusses a simultaneous inference technique, which involves statistical tests on both model accuracy and precision, to ensure that our assessment of model performance is objective and informative.
SIMULTANEOUS INFERENCE TECHNIQUE
Generally, the objectives of quantitative model validation are the following:
• Objective A: Test whether the model is capable of replicating the real system with sufficient accuracy (i.e., the simulation is unbiased). This translates to testing whether the mean of modeling error is statistically different from zero.
• Objective B: Keep in mind that the passing of the test in A is only a necessary condition for a good model because large positive and negative errors can cancel each other and still yield a zero mean.
Hence it is important to check whether the variance of the modeling error is reasonably small (i.e., whether the model is capable of replicating the real system with sufficient precision).
• Objective C: With Tests A and B combined, one is fairly confident about drawing a conclusion. However, something has to be done to address the problem of correlation/autocorrelation before performing the above tests. Otherwise their validity can be undermined substantially.
With these considerations in mind, simultaneous statistical tests are devised based on the following two hypotheses:
• Hypothesis 1. The prediction is unbiased. This is intended to address Objective A.
• Hypothesis 2. Modeling error is reasonably small. This is intended to address Objective B.
The batch means estimator for variance σ 2 is V B : Thus and they are nearly independent. Therefore,
The batch means confidence interval is constructed as
It can be shown that, as m → ∞ while b is held constant, the coverage of the confidence interval → 1 − α. On the other hand, to minimize the mean squared error of V B as an estimator of σ 2 , b >> m is desirable. Therefore, when choosing m and b, there are two competing criteria and one has to properly trade off between the two based on his or her goals. It is interesting to note that there is also an overlapping batch means technique where two consecutive batches overlap. Comparing with regular batch means technique, overlapping batch means technique has larger b for the same n and m. In this way, more degrees of freedom are obtained at some cost of correlation, and this translates to a shorter confidence interval. Because this technique is not our main interest, it will not be discussed in detail here.
Simultaneous Statistical Inference Technique
On the basis of the analysis at the beginning of this section, the simultaneous hypotheses are formally made as follows: To address Objective C, the above tests are going to be performed by using the batch means technique (9), which is particularly designed to handle correlation/autocorrelation in samples. To facilitate subsequent discussion, the batch means technique is presented below.
Batch Means Technique
Suppose there are two processes as above where X is the steady-state simulation output and Y is the observation in the field. Their residuals are computed as Z i = X i − Y i , i = 1, 2, . . . , n. Notice that Z might be a nonidentically independently distributed (non-IID) process. For example, it can be correlated so that the samples are not independent, or it can be nonstationary because its variability increases as X and Y get large. Generally, there is no uniform treatment to turn a nonstationary process stationary. However, if the process exhibits some special pattern, a log transformation might be helpful to serve our purpose. Considering that traffic flow measurements such as density, flow, speed, and queue length often take positive values and a log transformation happens to lead to a nice feature of percentage error measurement at a predetermined confidence level, this transformation deserves special note and hence serves as the basis of the following discussion. If, luckily, process Z is already stationary before transformation, the general idea about the following procedure still applies, except that no transformation is needed and the measurement of error is in absolute terms rather than percentage.
. . , n, and assume this makes process Z stationary. Next, let's address the problem of nonindependence by batching the data where m is the batch size and b is the number of batches. Obviously, n = m × b.
For each batch, its batch mean is used as the "representative" of the batch
If m is large enough, batch means are approximately normally distributed, that is, . Here, independence is roughly achieved because most Z i 's in one batch are nearly independent of most Z i 's in another batch for large m. Identical distribution is also achieved by central limit theorem, considering being in steady state by assumption and stationary Z i 's after transformation.
Next, one estimates the mean of process Z,µ = E[Z], and constructs a batch means confidence interval for it. The batch means estimator for µ is the grand mean Z - otice that the above equations are derived from the geometric means of the simulated and observed batches, so interpretation of the simultaneous statistical test has to be based on batches. The t test implies that, if , there is strong evidence that E [Z -im ] is statistically different than 0 (i.e., the expected value of the geometric mean of the simulated is statistically different than that of the observed). Otherwise, the opposite is accepted. The chi-squared test can be translated to a confidence interval. Since one can reasonably assume that Z -im 's are normally distributed, the confidence interval for the ratio of the geometric mean of the simulated and the observed can be constructed as with a predetermined small number ⑀. This actually gives us a type of percentage error with confidence level of (1 − α).
APPLICATION OF VALIDATION TECHNIQUES
This section serves as an illustration of the application of the previously mentioned validation techniques. An enhanced KWaves model is used to demonstrate the application. The original KWaves model was proposed by Newell (10) (11) (12) , which is equivalent to the conceptual model shown in Figure 1 . Newell did not conduct any test on the effectiveness on his model and this conceptual validation was done by Son (13) and Hurdle and Son (14) . To be able to apply this model, Leonard (15 ) coded the original model in software GTWaves, which is equivalent to the computerized model. Later on, this model was enhanced and enabled to handle network traffic, which corresponds to a modification of the conceptual model as indicated by the horizontal dashed arrow in Figure 1 . The enhanced model was totally reimplemented on the basis of Java and XML technologies, resulting in a new computerized model that serves as the illustrative example on which the application of the above validation techniques is going to be demonstrated.
This example simulates kinematic waves at the freeway corridor of GA-400 (a toll road but "freeway by design" as far as our test site is concerned) in Atlanta, Georgia. Starting from somewhere near Kimball Bridge Road to the north and ending at somewhere near Pitts Road to the south, the test site includes four on-ramps and four offramps as shown in Figure 2 . Observation stations (video cameras) are deployed along the study site approximately every 1 ⁄ 3 mi, but only a few strategic stations are shown. Both main line and ramps are monitored. A station consists of a few detectors with each detector collecting data on a single lane. Numbers starting with "400" in the figure correspond to real observation stations and other numbers show illustrative locations of merges and diverges (i.e., they are not
observation stations). Data are collected from the field every 20 s and, to smooth out local variation while still achieving fine resolution, are merged into 5-min bins, which are typically adopted in traffic studies. Usable information in the data set includes vehicle counts and time mean speeds. Although density and occupancy are provided in the raw data, analysis shows that they are generally inaccurate and inappropriate to be used in the test. On the other hand, space mean speed is unavailable, so density has to be synthesized from flow and time mean speed based on the fundamental relationship between speed, flow, and density. Considering that this is a freeway scenario where speed variance is relatively small and that this simulation is performed at macroscopic level, this synthesis approach is acceptable.
Three categories of input data are involved in the simulation: link geometry data (link length and number of lanes), traffic characteristics data (capacity, free flow speed, and jam density), and origindestination (O-D) flows. Link length and number of lanes are measured in the field; capacity, free flow speed, and jam density are obtained from speed-flow plot of observations at each link; O-D flows are generated from link flow by using the RPE O-D estimator proposed by Nihan and Davis (16 ) . The computerized model outputs various measures of effectiveness (MOEs), including traffic density which is the aforementioned target variable based on which model validation is going to be performed.
Data used for the test were collected on Friday, October 11, 2002, from 05:50:00 to 19:20:00. Results of the comparison between simulation output and field observation are presented as follows. Figure 3 shows a subset of density versus time curves for links of the test site. These are actually time-series plots that show the variation of density over time. The solid lines are observed density and the dashed lines are simulated/predicted density. The y-axis is density in vehicles per kilometer per lane (veh km pl) and the x-axis is time of day in hh:mm:ss format. These plots provide detailed information on how model simulation approximates the real system in continuous temporal domain but discrete spatial domain. Figure 4 shows density contours for traffic condition on the main line based on density level of 28 veh km pl, which is chosen as the delineator of congested and uncongested regions. The x-axis represents location nodes running from north (left) to south (right) and the y-axis is time of day. Bear in mind that this density contour presents only limited information for the following reasons. First, it involves only the freeway main line which is usually the main interest of traffic engineers. Second, it shows a binary choice plotcongested or uncongested regions. Much of the depth information is hidden. Despite these limitations, this figure provides a perfect opportunity to view the formation and dissipation of queues and to compare the extents and shapes of the predicted and observed congestion areas. The figure shows the predicted density contour in dashed lines and the observed contour in solid lines. The enclosed areas can be interpreted as the congested regions. Of course, one can reasonably view the contour lines as the trajectory of queues. The figure shows a morning peak and an afternoon peak. The morning peak appears approximately between 7:00 and 8:30 and extends from the downstream end backwards up to Node 6103. At about 6:50, the morning queue starts to build up passing Node 4001128. About 40 min later, the queue reaches Node 6103. The queue then starts to dissipate and reaches somewhere at the downstream of Node 5103 at 8:15. In the next 15 min, the queue swiftly shrinks to Node 4001128 and disappears before 9:05. The afternoon peak is much smaller in scale. It lasts from 17:15 to 17:55 and spans three links between Nodes 5102 and 6104. There are some slight dis-crepancies between the simulated and the observed contours. For example, the simulated morning peak builds up a little bit earlier and shrinks a little bit later than the observed one. On the other hand, the simulated afternoon peak fails to capture a minor queue. Given these, the density contour shows a good agreement between the simulation and the observation.
Density surface is a continuous three-dimensional graph of density, which gives the most detailed information about density in the time-space domain. In Figure 5 , the x-axis is location/nodes, the y-axis is time of day, and the z-axis is density in vehicles per kilometer per lane. Visual comparison of the two surfaces shows that they are very similar to each other except the sharp spike of the observed surface. Again, the formation and dissipation of the queues are easier to read and all findings in the previous paragraph apply here. Figure 6 is a scatter plot of the simulated density against the observed density. Sometimes the data points may exhibit a funnel shape with smaller variability when density is low and higher variability as density gets large, or the data points are clustered at one end of the line. To stretch out the figure, a transformation is often made. This figure shows densities after natural log transformation, so the "ln" leading the coordinate captions means "natural log" while the "ln" in the unit of density means "lane." The purpose of this plot is to pull together all data points, regardless of time and space, and see whether the predicted density is consistently close to the observed density. The ideal fit would be a 45°line that runs from the bottom left to the upper right. The figure shows such a pattern with data points densely clustered along the 45°line. Figure 7 shows the histogram of residuals (i.e., the plot of frequency of prediction/modeling error). In this example, there are 2,592 samples and a group interval of 1 veh km pl is used. Normally, the residuals should be distributed in a bell shape (i.e., more points around 0 and the rest balanced at both sides). The figure confirms such a pattern.
To apply the simultaneous statistical inference technique, values of batch size (m) and number of batches (b) have to be carefully selected. If the sample population is limited, one needs to trade off between two competing criteria, that is, m needs to go infinity while holding b constant to get a true (1 − α) coverage of confidence interval and b needs to be as large as possible to minimize the mean squared error of V B as an estimator of σ 2 . Empirical studies recommend that, to have better coverage of confidence interval, one needs to get at least about 30 batches. In this case, there is a total of 2,592 samples. If the number of batches is set at 32, the batch size will be 81. This corresponds to dividing samples for each link into two batches with each containing a peak (morning or afternoon Interpretation of the results can be as follows. If the predicted density is compared with the observed density based on batches of the specified size, the difference of the two will be zero in approximately statistically different than 0). But if it is accepted that the ⑀ is reasonably small, the variance of the ratio of the simulated value to the observed value will be less than or equal to this number in approximately 95 out of every 100 trials. This also translates to a 95% confidence interval of (−0.068126, 0.082017) × 100% for percentage modeling error.
As a point of interest, traditional statistical tests are performed on the basis of observed density, Y i , and simulated density, X i . Basic statistic measures show that RMSE of the residuals is 4.37 and RMSPE is ±11%, which provides not only a poorer coverage but also only 50% confidence compared with our approach. The result of a two-sample paired t-test supports the same conclusion as our approach and provides a 95% confidence interval of (−0.1140838, 0.2291890). Considering that the mean of observed density is about 16.25, this confidence interval translates to a percentage interval of roughly (−0.007, 0.014) × 100%. A two-sample KolmogorovSmirnov goodness-of-fit test shows that the distributions of observed and simulated densities are not statistically different. However, one must be very careful with these statistical test results. The twosample t-test pools all samples together and the sample size increases dramatically. That is why a much tighter confidence interval results. On the other hand, this test fails to address problems of nonindependent and nonstationary samples that may significantly undermine the power of statistical inference. Unfortunately, it turns out that these problems do exist in our data. As for the goodness-of-fit test, it tests only the cumulative distribution functions (cdf ) of the observed density and the simulated density regardless of the timing or ordering of each sample. Therefore, it is not the type of goodness of fit that must be considered.
CONCLUSION
Although there are over 100 traffic simulation models, papers on model calibration and validation are relatively few. This paper segments a model life cycle into four stages and fits various testing processes in the picture. To maintain focus, this paper discusses only techniques for model validation-a testing process that compares the model output with the real system behavior. Validation of a traffic simulation model is typically characterized by the following considerations. First, the timing of samples might be important, such as the case of a time series process. Second, the model output might be correlated, which affects the way in which statistical inference is made. Third, a good fit might be based on how the simulated process approximates the observed, rather than the GOF of their distributions. These considerations should drive the selection of validation techniques.
Model validation generally includes qualitative and quantitative techniques. This paper compiles a list of qualitative validation techniques and the relative merits of these techniques are briefly discussed. Quantitative validation is typically performed statistically. For example, one can measure model fit by some statistical measures and/or making statistical inference. This paper presents a list of the commonly used statistical measures of GOF, together with their formulae and cautions when applying them. On the other hand, a simultaneous statistical inference technique is presented, which tests both the accuracy (preferably zero mean) and precision (preferably small variance) of the model output.
Correlation/autocorrelation is a typical problem of simulation output which can be addressed by the batch means technique. By batching the simulation outputs and making statistical tests based on the batch means, the information contained in the simulation output can be fully utilized while eliminating autocorrelation at the same time.
To illustrate the application of these techniques, results of validating KWaves, an enhanced model based on Newell's simplified theory of kinematic waves, are presented. These techniques help examine the model performance from various aspects in a systematic manner, and thus are very useful in model validation. Also, a brief comparison is made between the test results of traditional approaches and the approach proposed here, and the advantages of the latter approach are demonstrated.
It should be pointed out that validation techniques presented in this paper are not meant to be a complete list of those available. The endeavor of the authors was to contribute some ideas as well as promote the establishment of a commonly accepted practice of model testing in the traffic simulation community.
