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In 1798 J.-L. Lagrange published an extensive book on the solution of numerical equations. Lagrange
had developed four versions of a general systematic algorithm for detecting, isolating, and approximat-
ing, with arbitrary precision, all real and complex roots of a polynomial equation with real coefficients.
In contrast to Newton’s method, Lagrange’s algorithm is guaranteed to converge. Some of his powerful
ideas and techniques foreshadowed methods developed much later in geometry and abstract algebra.
For instance, in order to make a more efficient algorithm for isolating roots, Lagrange essentially
worked in a quotient ring of a polynomial ring. And to accelerate both the convergence and calculation
of his continued fraction expansions of the roots, he employed nonsimple continued fractions and
Mo¨bius transformations. C° 2001 Academic Press
En 1798 J.-L. Lagrange publie´ un important traite´ sur la re´solution d’e´quations nume´riques. Dans
ce traite´, Lagrange de´veloppe quatre versions d’un algorithme ge´ne´ral qui syste´matiquement de´tecte,
isole, et approxime, avec toute la pre´cision voulue, toutes les racines re´elles et complexes d’une e´quation
polynomiale a` coefficients re´els. Contrairement a` la me´thode de Newton, l’algorithme de Lagrange
converge toujours. Certaines de ses ide´es et techniques les plus brillantes ont ouvert la voie a` des
me´thodes en ge´ome´trie et en alge`bre de´veloppe´es beaucoup plus tard. Par exemple, pour augmenter
l’efficacite´ de son algorithme afin d’isoler les racines, Lagrange travaille essentiellement dans un
anneau quotient d’un anneau de polynoˆmes. De plus, dans le but d’acce´le´rer a` la fois la convergence
et les calculs de l’expansion des racines via des fractions continues, il emploie des fractions continues
non-simples ainsi que des transformations de Mo¨bius. C° 2001 Academic Press
1798 vero¨ffentlichte J.-L. Lagrange ein ausfu¨hrliches Buch u¨ber die Lo¨sung von numerischen
Gleichungen. Lagrange entwickelte vier Versionen eines allgemeinen systematischen Algorithmus fu¨r
die Identifizierung, Isolation, und beliebig genaue Approximation, aller reellen und imagina¨ren Wurzeln
einer Polynomgleichung mit reellen Koeffizienten. Im Gegensatz zu Newtons Methode konvergiert
Lagranges Algorithmus immer. Einige seiner machtvollen Ideen und Techniken waren Vorla¨ufer von
Methoden in der Geometrie und Algebra die erst viel spa¨ter entwickelt wurden. Zum Beispiel arbeit-
ete Lagrange im Grunde in einem Quotientenring eines Polynomringes um seinen Algorithmus fu¨r die
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Isolation von Wurzeln effizienter zu machen. Und um sowohl die Konvergenz wie auch die Berechnung
seiner Kettenbruchexpansion der Wurzeln zu beschleunigen benu¨tzte er nichteinfache Kettenbru¨che
und Mo¨biustransformationen. C° 2001 Academic Press
MSC subject classifications: 01A50; 65-03; 65H05; 65B66; 00A30.
Key Words: Lagrange; numerical approximation; continued fraction; algebraic congruence; polyno-
mial equation; abstract algebra; Mo¨bius transformation; Newton’s method; symmetric function.
1. INTRODUCTION
Joseph–Louis Lagrange’s work on the roots of algebraic equations extended over a sig-
nificant period of his professional life [Cajori 1910]. He saw the subject as divided into two
distinct parts, one concerned with numerical, the other with algebraic, solutions:
The solution of every determinate problem, in the final analysis, reduces to the solution of one
or more equations, whose coefficients are given in numbers, and which one can call numerical
equations: : : :
One should distinguish the solution of numerical equations from that which one calls in Algebra
the general solution of equations. The first is, properly speaking, an arithmetic operation, justified,
indeed, on the general principles of the theory of equations, but whose results are only numbers, where
one no longer recognizes the first numbers that served as the rudiments, and which retain no trace of
the particular different operations which produced them. The extraction of square and cube roots is the
simplest operation of this sort: it is the solution of numerical equations of the second and third degree,
in which all the intermediate terms are lacking: : : : [Lagrange 1808, pp. 13ff]
In 1769/1770 Lagrange published two large papers (see below) on numerical solutions of
equations, presenting theoretically complete algorithmic methods for finding all solutions
of real numerical polynomial equations. With regard to algebraic solutions, on the other
hand, in 1770 Lagrange published a long memoir entitled Re´flexions sur la Re´solution
Alge´brique des Equations, in which he surveyed and tried to extend existing work on the
old problem of solving algebraic equations by formulas involving radicals, and expressed
and supported his view that the situation beyond degree four looked unpromising. This
latter manuscript represents an important milestone in setting the stage for the later work
of Abel and Galois, whose new methods and discoveries confirmed the truth of Lagrange’s
pessimistic assessment about algebraic solutions, thus finishing a long story in the history
of mathematics [Laubenbacher & Pengelley 1999, Chap. 5; Tignol 1980].
Lagrange’s work on solutions of numerical equations, however, continued strongly for
decades longer. In 1795 he lectured extensively on this topic at the new Ecole Normale,
and these lecture notes were published [Dhombres et al. 1992, Lagrange 1898]. In 1798 he
published his definitive Traite´ de la Re´solution des Equations Nume´riques de Tous les Degre´s
(revised in 1808 [Lagrange 1808]), which essentially reproduced his large earlier papers
from 1769/1770 in six chapters, and added voluminous additional notes. This book presents
an exhaustive collection of methods for classifying, isolating, and approximating real and
complex roots of equations. The Traite´ has been discussed in some detail in [Hamburg
1976], as well as in [Cajori 1910, Chabert 1999, Struik 1986]. But his basic approximation
algorithm using continued fractions is now all but forgotten, even though it was accorded a
separate section in H. Weber’s Lehrbuch der Algebra [Weber 1894, pp. 445–447].
There are many ideas and techniques contained in the Traite´ that have not been discussed
in the secondary literature, and which we consider very significant for historical as well as
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mathematical reasons. We will explore here the significance of several particular features
of the Traite´.
In Section 2 we outline Lagrange’s principal algorithm. In Section 3 we present his
first two methods for finding a lower bound on the differences of the real roots of a given
real polynomial by computing the coefficients of an auxiliary equation, the “equation of
differences,” whose roots are the differences of all the distinct roots of the original equation.
Obtaining such a lower bound is a significant first step in any approximation algorithm that
allows the isolation of roots. Lagrange gives a very interesting algorithm using Newton’s
formulas for the power sums of the roots.
In Section 4 we analyze the other two methods Lagrange developed much later, first
published respectively in 1795 and 1798, to find such a lower bound more efficiently,
without actually computing the coefficients of the equation of differences. Our interest is
particularly in the historical significance of the final version of his technique. From a modern
point of view he clearly decides to work, to great practical advantage, in the quotient ring
of R[x] by the ideal generated by the original polynomial, one of the earliest instances of
this idea. It is not surprising that Lagrange should employ a theoretical algebraic approach
in order to improve his numerical algorithms; much has been written about his belief that
algebra is the central analytical tool in mathematical investigations (A. Dahan Dalme´dico in
[Dhombres et al. 1992, pp. 185–187] and C. Fraser in [Fraser 1987]), and this philosophical
approach to mathematics is used by Lagrange to clear advantage here. As we shall explain,
in the process he implicitly exploited algebraic congruences, one of the central concepts
of abstract algebra, 50 years before it made an explicit appearance in the work of Kummer
and Cauchy.
In Section 5 we discuss two improvements Lagrange made to his approximation algorithm
by continued fractions. One accelerates convergence by allowing nonsimple continued
fractions. The other explicitly uses Mo¨bius transformations (but long before Mo¨bius) to track
the iterative process, thereby speeding calculation by eliminating the need for successive
expansions of equations by substitutions similar to those in Newton’s method, and profiting
from the particular algebraic form of iterated Mo¨bius transformations. Throughout the paper
we use Lagrange’s notation as much as possible.
We thank the referees, along with Amy Dahan-Dalme´dico, Craig Fraser, Judith Grabiner,
Arthur Knoebel, Franz Lemmermeyer, Heinz Lu¨neberg, and Udai Venedem, for their very
helpful suggestions and references to source material, and He´le`ne Barcelo for translation
assistance.
2. THE ALGORITHM
In Chapters I–IV of the Traite´ Lagrange presents his algorithm for computing all roots
of a polynomial equation
f (x) D xm ¡ Axm¡1 C Bxm¡2 ¡ Cxm¡3 C ¢ ¢ ¢ D 0; (1)
where the coefficients A, B, C; : : : are real numbers. We briefly outline this algorithm as it
pertains to the real roots. To begin with, Lagrange assumes that (1) has only simple roots,
which can be achieved by dividing f by gcd( f; f 0). Furthermore, his algorithm focuses on
the positive roots, since the negative roots are just the positive roots of f (¡x).
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The essence of the algorithm divides into three key steps:
1. Find a lower bound 1 > 0 on the unsigned differences between the real roots of (1).
Lagrange proposes four methods for finding1, with and without explicit computation of the
auxiliary equation of differences whose roots are the differences between all ordered pairs
of distinct roots of (1). (Lagrange’s algorithm simultaneously detects and finds multiple
roots, so we assume all roots are simple.)
2. Use 1, along with possible rescaling of the domain of f , and techniques that bound
the magnitude of possible roots, to identify a set of integers p such that each interval
(p; p C 1) contains a unique real root, and every real root is contained in one of these
intervals. (Lagrange detects and dispenses here with integer roots, and discusses what to do
if there is more than one root between consecutive integers, e.g., by rescaling f .)
3. Use an alternative to Newton’s algorithm to approximate the root in (p; p C 1).
Lagrange’s approximation is by continued fractions, which has crucial advantages over
Newton’s method: it always converges to a root, and it provides an error estimate.
3. ISOLATING THE REAL ROOTS
The first step in Lagrange’s algorithm is to find a lower bound on the differences of
the real roots of (1). This is done by constructing an auxiliary equation, the equation of
differences, whose roots are the differences of all ordered pairs of distinct roots of (1). Any
lower bound on the positive real roots of this equation will provide a1 such that any interval
of length 1 will contain at most one real root of (1). Obviously, it is desirable to find the
largest possible lower bound, since it reduces the number of intervals to be checked for
roots. Lagrange presented two methods for finding the equation of differences in his papers
of 1769/1770, republished in [Lagrange 1808, Chap. 1]. The second method, building on
the first, uses a clever double application of symmetric functions and Newton’s formulas.
In order to derive the difference equation, let x be any fixed root of (1), x 0 any root, and
u D x 0 ¡ x : Substituting x 0 D x C u into (1), Lagrange obtains an equation
X C Y u C Zu2 C V u3 C ¢ ¢ ¢ C um D 0
in u, whose coefficients, functions of x , are X D f , Y D f 0, Z D 12 f 00, etc. Since f (x) D 0,
the constant term vanishes, and dividing by u we obtain
Y C Zu C V u2 C ¢ ¢ ¢ C um¡1 D 0: (2)
The roots of this equation are precisely all the differences between x and the other roots of
(1). Lagrange then proposes to eliminate x from equations (1) and (2) to obtain an equation
in u whose roots are the differences of all ordered pairs of distinct roots of (1). (While
Lagrange does not specify any particular method, he might have thought of, for instance,
Bezout’s elimination method [Zippel 1993].) As Lagrange says in the Traite´ [Lagrange
1808, p. 25], this method can sometimes be very laborious.
Lagrange then goes on to propose a second way of deriving the same equation of differ-
ences. Since for every root fi ¡ fl of this equation, fl ¡ fi is also a root, we see that this is an
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equation in u2. Substituting v D u2, we obtain the desired equation of differences, which
has degree n D m(m ¡ 1)=2:
D(v) D vn ¡ avn¡1 C bvn¡2 ¡ cvn¡3 C ¢ ¢ ¢ D 0: (3)
Next, Lagrange uses Newton’s formulas for the sums of powers of the roots of (1), in terms
of its coefficients. Let fi; fl; °; : : : be the roots of (1). Let
A1 D fi C fl C ° C ¢ ¢ ¢ ;
A2 D fi2 C fl2 C ° 2 C ¢ ¢ ¢ ;
A3 D fi3 C fl3 C ° 3 C ¢ ¢ ¢ ;
: : : :
Then Newton’s formulas are
A1 D A;
A2 D AA1 ¡ 2B;
A3 D AA2 ¡ B A1 C 3C;
A4 D AA3 ¡ B A2 C C A1 ¡ 4D
: : : :
Recall that the roots of equation (3) are the squares of differences of roots of (1). Let
a1 D (fi ¡ fl)2 C (fi ¡ ° )2 C (fl ¡ ° )2 C ¢ ¢ ¢ ;
a2 D (fi ¡ fl)4 C (fi ¡ ° )4 C ¢ ¢ ¢ ;
a3 D (fi ¡ fl)6 C ¢ ¢ ¢
: : : :
Lagrange observes (and elaborates in Note III) that one can express the ai in terms of the
Ai rather simply, using binomial coefficients:
a1 D m A2 ¡ 2 A
2
1
2
;
a2 D m A4 ¡ 4A1 A3 C 6 A
2
2
2
;
a3 D m A6 ¡ 6A1 A5 C 15A2 A4 ¡ 20 A
2
3
2
;
: : : :
And finally, he finds the coefficients of the equation of differences (3) in terms of the ai , by
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reversing Newton’s formulas:
a D a1;
b D aa1 ¡ aa2
2
;
c D ba1 ¡ aa2 C a3
3
;
: : : :
To illustrate this procedure, consider the example
f (x) D x3 ¡ 2x ¡ 5 D 0;
the equation Newton used to illustrate his method for approximating roots, and which
Lagrange uses as well [Lagrange 1808, p. 51f]. We obtain
A1 D 0; A2 D 4; A3 D 15; A4 D 8; A5 D 50; A6 D 91:
In turn, we compute
a1 D 12; a2 D 72; a3 D ¡1497:
Finally, we find the equation of differences:
D(v) D v3 ¡ 12v2 C 36v C 643 D 0:
Recall that in general our goal is to find a lower bound1 on the real roots of this equation
of differences. Replacing v by 1=v we are reduced to finding an upper bound on the roots
of the resulting equation. One such upper bound is the largest absolute value of the negative
coefficients, increased by one [Lagrange 1808, pp. 31–32] (also in [Lagrange 1898, p. 107]).
(This and another upper bound of Lagrange’s are discussed by A. Dahan Dalme´dico in
[Dhombres et al. 1992, pp. 243ff., 247f., 497].)
4. AN ABSTRACT ALGEBRA METHOD FOR FINDING 1
As Lagrange observes in Note IV of the Traite´ [Lagrange 1808, p. 146], either method
above for finding the equation D(v) D 0 is quite laborious, since in general its degree
is quite high relative to the degree of (1). In this section we discuss two more methods
he developed for finding 1 without explicitly computing D(v). The second builds from
the first, as happened with the previous two methods, and the final version is impressive,
allowing him always to work with polynomials of degree less than the degree of f , and
thus to find 1 much more effectively. Lagrange was pleased with this final approach, as
one can tell from his comment, added to the Introduction of the second edition of the Traite´
in 1808:
Since the first edition of this work in 1798, different methods for resolving numerical equations have
appeared; but the rigorous solution of the problem has remained at the same place to which I carried
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it, and up to now nothing has been found that could dispense with the search for a bound less than the
smallest difference between the roots, or which would be preferable to the means given in Note IV for
facilitating this search. [Lagrange 1808, p. 18]
The first of Lagrange’s two new methods for finding1 appears in his lectures from 1795
[Dhombres et al. 1992, pp. 245ff; Lagrange 1898, pp. 114ff], and is augmented to produce
the fourth method in Note IV of the Traite´ of 1798 [Lagrange 1808, pp. 146ff]. The idea
behind his final approach deserves our attention, since it amounts to working in the quotient
ring obtained from the polynomial ring R[x] by dividing out the ideal generated by f .
Even though the techniques of modular arithmetic were in the air at the time Note IV was
published, this method is a surprisingly early instance of implicit use of such algebraic con-
gruences. Algebraic congruences appear explicitly in two 1847 memoirs by A.-L. Cauchy
[Cauchy 1847a, Cauchy 1847b]. One goal in [Cauchy 1847b] is to construct the field of
complex numbers algebraically, as R[x]=(x2 C 1). There Cauchy builds on Kummer’s 1846
extension [Kummer 1846] of Gauss’ modular arithmetic. Kummer extends the notion to
congruences (with respect to an integer modulus only) between polynomial forms having
integer coefficients. Cauchy’s construction is based on extending these polynomial congru-
ences to polynomial moduli, thus making explicit an algebraic concept that Lagrange had
employed implicitly almost 50 years earlier, as we describe below. It would be interesting
to make a more systematic study of the evolution of this central algebraic concept during
this half-century.
We describe Lagrange’s second two methods largely using his notation in the Traite´. As
with earlier methods, from a fixed root x and arbitrary root x 0 D x C u, Lagrange derives
an equation of degree m ¡ 1 in u,
Y C Zu C V u2 C ¢ ¢ ¢ C um¡1 D 0;
where X D f , Y D f 0, Z D 12 f 00, V D 13 f 000, etc., all evaluated at x . Its roots are the dif-
ferences between x and all the other roots of (1). Setting
u D 1
i
;
and rewriting the resulting equation, he obtains an equation
im¡1 C Z
Y
im¡2 C V
Y
im¡3 C ¢ ¢ ¢ C 1
Y
D 0: (4)
Note that the coefficients of this equation in i depend on the root x . Our problem is now
reduced to finding an upper bound L > 0 for the roots of all the equations we obtain by
substituting the roots of (1) into (4). The desired lower bound for the differences between
the roots of (1) is then 1=L . Lagrange recognized that a big difficulty in carrying out this
program arises from the appearance of x in the denominator Y of the coefficients, since he
has no a priori means of finding lower bounds for the magnitude of Y at the roots of (1).
In the lectures published in 1795 he proposed achieving this by an elimination approach,
eliminating x between the equation for Y in terms of x and the original equation X D 0.
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This would provide an equation satisfied by different values of Y at the roots of X D 0,
from which one could obtain a lower bound on these values.
In Note IV of the Traite´, however, Lagrange admits that this too is very laborious
[Lagrange 1808, pp. 148–149], and says
Since then, it has occurred to me that one could always eliminate the unknown x of the polynomial
Y by multiplying it by a suitable polynomial of the same degree m ¡ 1, and make all the powers of x
higher than xm¡1 disappear, by means of the equation X D 0. [Lagrange 1808, p. 149]
Thus begins Lagrange’s excursion into computing in the ring R[x]=( f ), in order to get
around the problem Y poses in his denominators. Since we are going to substitute roots of
Eq. (1) into the coefficients of (4), Lagrange reasons that we may as well use Eq. (1) to
express xm in terms of the other monomials in f ; likewise for higher powers of xm . That is,
he essentially proposes to consider Eq. (4) as an equation in the ring R[x]=( f ) rather than
R[x].
Lagrange explains how to solve a system of linear equations to find the polynomial
» of degree m ¡ 1 such that »Y · K D gcd(X ;Y ) modulo the relation X D 0, i.e., in
R[x]=( f ). In the language of abstract algebra, since R[x] is a Euclidean domain, we can
find polynomials » and g in R[x] such that »Y C gX D gcd(X; Y ), yielding »Y · K D
gcd(X; Y ) in R[x]=( f ). If f has only simple roots, then K D gcd(X; Y ) is a nonzero
constant, and Eq. (4) becomes
im¡1 C » Z
K
im¡2 C »V
K
im¡3 C ¢ ¢ ¢ C »
K
D 0 (5)
in R[x]=( f ). Then Lagrange can obtain bounds, as before, on the original roots of (1), and
thereby on the roots of (5), whose coefficients, essentially the derivatives of f , are known
polynomials evaluated at these roots, and thus finally the desired bound L . He illustrates the
entire procedure on an example [Lagrange 1808, pp. 153ff]. We reproduce here the portion
of his example that deals with algebraic congruences in the quotient ring R[x]=( f ):
To give an example of the method we have just expounded, we apply it to the equation
x3 ¡ 7x C 7 D 0;
which we have solved in [Sect.] Nr. 27.
Therefore, here one has
X D x3 ¡ 7x C 7;
and the derived functions will be
X 0 D 3x2 ¡ 7; X 00 D 6x; X 000 D 6; X IV D 0:
Thus
Y D X 0 D 3x2 ¡ 7; Z D X
00
2
D 3x; V D X
000
2 ¢ 3 D 1;
and the equation in u will be of second degree.
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One will take for » the indeterminate polynomial of second degree
x2 C ax C b;
and, upon multiplying it by the polynomial Y , one will have
Y » D 3x4 C 3ax3 C (3b ¡ 7)x2 ¡ 7ax ¡ 7b:
But the equation X D 0 gives
x3 D 7x ¡ 7;
thus
x4 D 7x2 ¡ 7x :
Making these substitutions one will have
Y » D (3b C 14)x2 C (14a ¡ 21)x ¡ 21a ¡ 7b:
One therefore sets
3b C 14 D 0; 14a ¡ 21 D 0; ¡21a ¡ 7b D K ;
from which one obtains
a D 3
2
; b D ¡ 14
3
and K D 7
6
:
Therefore, since the quantity K is not zero, one concludes first that the equation has no
multiple roots.
Now one has
» D x2 C 3x
2
¡ 14
3
;
and from this, by multiplying by Z D 3x and substituting for x3 its value,
Z» D 9x
2
2
C 7x ¡ 21:
So the two coefficients of the equation in i will be
27x2 C 42x ¡ 126
7
;
6x2 C 9x ¡ 28
7
;
it remains only to find a quantity equal to or greater than the greatest negative value that these
coefficients could assume, without knowing the value of x . That is to say, one can achieve this
by means of the limit of these values.
Lagrange ends Note IV by contrasting the algorithmic efficiency of his two approaches,
noting that the number of operations required for this new technique grows only as the
degree of the original equation, whereas the number of operations required to actually
calculate the coefficients of the equation of differences grows as the square of the original
degree.
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5. AN IMPROVED CONTINUED FRACTION APPROXIMATION
AND M ¨OBIUS TRANSFORMATIONS
The basic idea of Lagrange’s approximation method for the roots of (1) is quite easy to
explain [Lagrange 1808, Chap. 3]. Suppose we have located an interval (p; p C 1); p an
integer, that contains a unique root. In Newton’s method, x then gets replaced by p C y in
(1), whereas Lagrange substitutes p C 1y and then expands the resulting equation to obtain
a new equation in y. Since y > 1, this new equation has a root that is greater than 1. Now,
using the same procedure, he finds an integer q ‚ 1 closest to, while not exceeding, that
root and substitutes q C 1z for y. Similarly, z D r C 1u , and so on. In this way he obtains a
sequence of integers p; q; r; : : : ‚ 1 such that
x D p C 1
y
; y D q C 1
z
; z D r C 1
u
; : : : :
Successive back substitution gives a continued fraction
x D p C 1
q C 1
rC 1
sC 1¢¢¢
whose convergents approximate the root x arbitrarily closely. Since it is a simple continued
fraction, it also provides an error estimate at each step, because consecutive convergents lie
on opposite sides of the limit, bracketing it.
In an effort to improve the speed of convergence of the continued fraction to the root
[Lagrange 1808, Chap. 6, Art. III, p. 101f], Lagrange introduces more general continued
fractions. The basic idea is that, if the root of (1) is closer to p C 1 than to p, he wants
to substitute (p C 1)¡ 1y instead of p C 1y . This results in nonsimple continued fractions,
which allow negative denominators. The denominators can now always be chosen to be
strictly greater than one in absolute value, thus producing faster convergence. They do not,
however, have the bracketing property of the simple continued fractions.
Lagrange embarks on a lengthy investigation of the convergence properties of nonsimple
continued fractions. In the process he introduces what we now call Mo¨bius transformations
of the various convergents in the algorithm. Specifically, after converting the convergents
into fractions, he states that
We have found in general [: : :] that, if !¯
!¯0 and
‰
‰0 are two consecutive fractions converging toward the
value of x , one has
x D ‰t C !¯
‰0t C !¯0 :
Hence, if one substitutes this expression for x into the equation in x whose root one seeks, then one has
a transformed equation in t , which is necessarily the same as that one obtained by making the successive
substitutions of p C 1y in the place of x , of q C 1z in place of y; : : :; and to get the following fraction
¾
¾ 0 , it is enough to find the integer closest to t , which we call k, so that
¾ D k‰ C !¯; ¾ 0 D k‰0 C !¯0: [Lagrange 1808, Chap. 6, Art. IV, p. 115]
These latter observations represent a significant improvement for implementing his ap-
proximation algorithm, allowing one to avoid completely the laborious simplification of
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the successive equations in y; z; : : : obtained by his substitutions. All approximations can
be found using the original equation (1). Specifically, let p be the closest integer to the root
(actually, the integer on either side of it may be chosen, if nonsimple continued fractions
are allowed), found by looking for a sign change in the value of f at consecutive nonzero
integers p; p C 1. Of course the sign change does not indicate which of p or p C 1 to select
for faster convergence (Lagrange explained earlier [Lagrange 1808, p. 109] how to make
sure one’s choice always produces fastest convergence), but either choice will produce a
solution (Lagrange also developed other much more sophisticated means of finding p than
looking for sign changes [Lagrange 1808, Chap. 6, Art. IV]). Let x D p C 1y ; jyj ‚ 1, or
choose jyj > 1 for fastest convergence.
Lagrange’s original algorithm now makes the substitution to obtain a new equation
f1 D ym C aym¡1 C ¢ ¢ ¢ D 0:
Then it finds an integer closest to the root y by again looking for sign changes of f1 at
consecutive integers. Instead, Lagrange proceeds as follows (we follow Lagrange, with
slightly modernized notation). Rewrite the substitution as a Mo¨bius transformation
x D p C 1
y
D py C 1
y C 0 D `(y):
Now, rather than calculating f1 and looking for sign changes at successive integers, one can
search for sign changes of f – ` at successive integers. This is much easier in practice, since
it is just the original polynomial evaluated at the Mo¨bius transformation of integers, which
is not hard to simplify sufficiently to look for sign changes. Having found the value of q, the
original algorithm would now substitute y D q C 1z into f1 and iterate the process to obtainf2. Instead, having found q directly from f , Lagrange first expresses this substitution as
y D qz C 1
z C 0 D ˆ(z)
and composes Mo¨bius transformations to obtain
x D ´ (z) D `ˆ(z) D (pq C 1)z C p
qz C 1 :
Note that p1 and
pqC1
q are the first two convergents of the continued fraction expansion of x .
Instead of calculating and searching f2(z) for a sign change at consecutive integers,
Lagrange points out that one can simply search f – ´ for a sign change at successive integers,
a task similarly easy to that for f – `, since the composition of Mo¨bius transformations is
again of the same type, and trivially computed from the previous convergents. It appears that
this improvement of Lagrange’s algorithm has not been investigated before, even though it
is analogous to the improvement that Raphson made [Chabert 1999, p. 175f] to Newton’s
method.
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6. CONCLUSION
We have outlined several aspects of Lagrange’s work on the solution of numerical equa-
tions that have not received much attention in the secondary literature. Yet they are significant
for historical as well as mathematical reasons.
Lagrange uses two powerful techniques that foreshadow much later developments in
geometry and algebra, namely Mo¨bius transformations and algebra in quotient rings. It
is telling that even in his numerical investigations, Lagrange’s thinking was principally
informed by new theoretical algebraic ideas. To our knowledge no study has been made of
the influence of these ideas on later developments.
Lagrange’s algorithmic method for solving numerical equations is not discussed in the
current numerical analysis literature, and we have been unable to find a detailed analysis of its
efficiency and a comparison with other commonly used methods. One significant advantage
that Lagrange’s continued fractions method has over, for instance, Newton’s method is that
it is certain to converge to a root. Lagrange also provided ways of accelerating convergence
and speeding calculation of the convergents. In a future paper we hope to investigate the
rate of convergence of Lagrange’s algorithm.
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