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Abstract
In this note, we present a broad class of 1
4
−BPS solutions to matrix theory, corresponding
to non-commutative cylinders of arbitrary cross-sectional profile in R8. The solutions provide a
microscopic description of a general supertube configuration. Taking advantage of an analogy
between a compact matrix dimension and the Hamiltonian of a 1-dimensional crystal, we use
a Bloch wave basis to diagonalize the transverse matrices, finding a distribution of eigenvalues
which smoothly trace the profile curve as the Bloch wave number is varied.
1 Introduction
The dimensional reduction of ten-dimensional U(N) super Yang Mills theory to 0+1 dimensions
has been seen to contain a remarkable structure. Since its original consideration in the 80’s [1],
it has emerged as the worldline theory of a collection of D0-branes, and more recently as a non-
perturbative definition of M-theory [2].
Central to its power is the non-commutative geometry of its 9 adjoint-valued scalars, which
are capable of describing not only point-like objects, but the extended branes of string theory and
M-theory [3, 4] as various “fuzzy” objects. However, understanding how the matrix model degrees
of freedom assemble themselves into such objects remains mysterious.1
In this note, we exploit an analogy between a compact matrix dimension and the Hamiltonian
of a one-dimensional crystal, to build a broad class of 14−BPS non-commutative cylinder solutions.
The analogy motivates a Bloch-wave basis which diagonalizes the transverse matrices, yielding
distributions of eigenvalues familiar from solid-state band theory, which appear as the shape of the
cylinder profile traced out by a continuum of eigenvalues in R8.
The solutions below provide a microscopic matrix model description of the general configuration
of supertubes.2 Supertubes [12] are bound states of D0 branes, fundamental string charge and
angular momentum, which by the Myers effect [13] puff-up into a tubular D2, supported by the
Poynting vector of crossed electric and magnetic Born-Infeld fluxes.
By demonstrating how the curves reemerge from the matrix eigenvalues, we learn a great deal
about these non-commutative objects and how matrix degrees of freedom reorganize themselves
into an extended object.
Though everything below is equally applicable to M(atrix)-theory, will use the language of Type
IIa.
2 The Matrix Theory
We consider the matrix theory Hamiltonian
H = tr(D0X
2
I − [XI ,XJ ]
2) + fermions
1For another recent view on this issue, see [5].
2See [6, 7, 8], for previous constructions in terms of operator algebras. See also [9, 10, 11] for related results.
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where I, J = 1 . . . 9, and D0X = ∂t + i[A0,X]. The gauge field A0 is non-dynamical, acting as an
auxiliary field to enforce the Gauss-law constraint
9∑
I=1
[XI ,D0XI ] = 0. (1)
To derive BPS conditions, we pick out a direction Z = X9, and rewrite the bosonic terms as
3
H = tr

 8∑
i=1
(D0Xi + i[Z,Xi])
2 +D0Z
2 −
8∑
i,j=1
[Xi,Xj ]
2 + C

 ≥ tr(C), (2)
C = −i
8∑
i=1
{D0Xi, [Z,Xi]}. (3)
The BPS solutions are those that saturate the inequality in (2), requiring the positive-definite terms
to vanish4
D0Xi + i[Z,Xi] = 0
D0Z = 0 (4)
[Xi,Xj ] = 0.
As discussed in [3, 6] such solutions preserve 8 supercharges.
3 Matrix Compactification
Since our interest is in translationally-invariant objects, we will consider solutions wrapped on a
circle of circumference L, with the understanding that non-compact solutions are recovered by going
to the covering space. Taylor [14] showed how to compactify a matrix dimension by quotienting
the covering space by discrete translations Z. N D0 branes in a compact dimension are described
by those states of an array of N ×∞ D0’s which transform under the generator T of Z as
T †ZT = Z + L
T †XiT = Xi.
3This is a generalization of [6], with two errors corrected.
4Recall that [A,B] is negative definite.
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Such matrices are infinite matrices of matrices, taking the form
Z =


. . . Z(2)† Z(1)† Z(0)− L Z(1) Z(2) . . . . . .
. . . . . . Z(2)† Z(1)† Z(0) Z(1) Z(2) . . .
. . . . . . . . . Z(2)† Z(1)† Z(0) + L Z(1) Z(2)
. . . . . . . . . . . . Z(2)† Z(1)† Z(0) + 2L Z(1)

 ,
or
Zmn = mLδmn +
∞∑
l=−∞
Z(l)δm,n+l, (5)
Ximn =
∞∑
l=−∞
Xi(l)δm,n+l, (6)
A0mn =
∞∑
l=−∞
A0(l)δm,n+l. (7)
The indeces m,n = −∞ . . .∞ label the copy of S1 in the covering space, and the objects Xµ(l) are
N × N matrices.5 Hermiticity requires Xµ(−l) = Xµ(l)†. The diagonal Lm term in Z indicates
the shifted positions of the mth image of the D0’s in the covering space, while the elements Xµ(l)
represent strings connecting a D0 and its lth image.
It is convenient to introduce a basis of shift-invariant matrices consisting of a 1N×N in each row
l spaces to the right of the diagonal, denoted by the symbol
(eilσ)mn ≡ δm,n−l,
and the “derivative” operator ∂
∂σ
defined by [ ∂
∂σ
, eilσ ] = ileilσ, represented by(
∂
∂σ
)
mn
= imδmn.
Equations (5 - 7) now take the form
Z = −iL
∂
∂σ
+ LAσ(σ),
Xi = Xi(σ),
A0 = A0(σ),
5We will use Xµ as shorthand for (A0, Xi, Z), and will frequently use an upper index X
i instead of Xi to avoid
crowding with the matrix indeces, with no metric sign-flip to be inferred.
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where
Xi(σ) =
∞∑
l=−∞
Xi(l)eilσ ,
and similarly for A0 and Aσ = Z(σ)/L.
In fact, this representation makes explicit the T-duality between D0’s and D1’s on S1. The
operator eiσ represents a coordinate along the D1’s wrapping S1, with the fields A0,σ and Xi(σ)
the familiar u(N)-valued gauge fields and scalars of 1+1 dimensional super Yang Mills theory. It is
also useful to note a relationship between D1-brane integration and D0-brane trace:∫
dσ tr (X(σ)) = tr (X(0))
=
tr(X)
tr(1)/N
, (8)
= Tr(X).
The last line defines Tr to be the trace over only a single copy of the D0 S1.
The T-dual picture is useful to gain intuition for BPS conditions of the matrix model. We see
that
[Z,Φ] = −iL
∂
∂σ
Φ+ [Aσ,Φ]
≡ LDσΦ
acts as the covariant derivative along the dual string, so that the BPS conditionsD0X
i+i[Z,Xi] = 0
translate to ω = −kσ, the requirement that modes propagate in only one direction on the string.
Similarly, the condition
D0Z = 0 =⇒ F = 0,
requiring that the D1 gauge connection is flat.
4 N = 1
The simplest case is that of a single D0 on S1, which nonetheless reveals a wealth of structure.
Since the adjoint representation of a U(1)-connection is trivial, the action upon Xi of a possible
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Wilson loop in Aµ is trivial, and we can choose a gauge in which Aσ = A0 = 0. The remaining
BPS conditions are then solved by
Xi(σ, t) =
∑
l
Xi(l)eil(σ−t). (9)
One can easily check that the Gauss-law constraint (1) is automatically satisfied, as any two matrices
that can be written as a function of σ commute. The general N = 1 solution to (4) is then specified
by the set of Xi(n), with Zmn = mLδmn and A
0 = 0.
4.1 The Bloch Wave Basis
Since [Xi,Xj ] = 0, we can make sense of these matrix configurations by diagonalizing the Xi. To
do so, we take advantage of an analogy between the form (6) of these matrices and the Hamiltonian
of a homogeneous, infinite, 1-dimensional crystal, due to their shared invariance under shifts Z.
According to the analogy, Xi(l) is understood as the coupling between a lattice site and its lth
nearest neighbor. We can then simply write down the Bloch wave eigenvector
vm = e
ims,
for which the continuous parameter s plays the role of the Bloch wave number. Amusingly, the
periodicity of wave number on the lattice k ∼ k + 2pi
b
is responsible for making s a periodic
coordinate, making the solutions tubular. The eigenvalues of this vector are simply found:
(Xiv)m =
∑
l,n
Xi(l)
(
eilσ
)
mn
vn
=
∑
l,n
Xi(l)δm,n−lvn
=
∑
l
Xi(l)vm+l (10)
=
(∑
l
Xi(l)eils
)
vm.
We see that the eigenvalues of Xi trace out a closed curve Xi(s) =
(∑
Xi(l)eils
)
in R8, whose
lth Fourier coefficient is nothing other than the matrix data Xi(l). It is now a simple matter
to construct the fuzzy cylinder of arbitrary cross-section in R8, by merely taking the Fourier
transform of its coordinates. There is nothing particularly mysterious about fuzzy cylinders, once
the appropriate Bloch wave basis is found.
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It should be noted that while the matrices Xi in eq. (9) are time-dependent in this gauge, time
evolution acts on the eigenvalue distributions, Xi(s, t) =
∑
Xi(l)ei(s−t) merely as a relabeling,
having no effect on the physical configuration. A gauge transformation could eliminate the time-
dependence altogether.
4.2 Relation to the Solutions of Bak and Lee
In [6], Bak and Lee presented the axially symmetric fuzzy cylinders, which they found by solving
the BPS and Gauss-law constraints with the algebra of the two-dimensional Euclidean group:
[X,Z] = −ilY,
[Y,Z] = ilX, (11)
[X,Y ] = 0.
The Casimir operator X2+Y 2 = ρ2 sets the radius of the cylinder. We can easily recover these solu-
tions, viewed as living on the full non-compact covering space, by solving the differential equations
implied by (11):
iL
∂
∂σ
X(σ) = −ilY (σ)
iL
∂
∂σ
Y (σ) = ilX(σ).
These are recognized as the equations of a circle, upon identifying the non-commutativity parameter
l with L, the periodicity scale, giving the non-vanishing coefficients
X(0) = x0, X(1) = ρ,
Y (0) = y0, Y (1) = iρ.
5 Generalization to N > 1
The Bloch wave diagonalization is easily generalized to the case of N > 1 D0 branes. The eigen-
vectors are vm = v0e
ims, with v0 an N -dimensional eigenvector of the N ×N matrix
Xi(s) =
∑
l
Xi(l)eils.
N disconnected fuzzy cylinders are achieved by choosing the Xi(l) = diag(xi(1)(l), . . . , x
i
(N)(l)), with
the xi(n)(l) the Fourier coefficients of the individual profiles.
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5.1 Wilson Loops
The diagonal case is not sufficiently general, however, as the U(N) gauge theory on the T-dual D1’s
can admit Wilson loops which permute the segments of string upon winding the dual S1. Rather
than setting Aσ to zero, we must take into account its zero modes, Aσ(0) ∈ SN , which can play
the important role of piecing together the N separate D1’s as σ → σ+2pi, to arrive at < N longer
strands.
Since any element ρ ∈ SN satisfies ρ
n = 1 for some n, we can eliminate a non-trivial Wilson
loop by going to the n-fold cover of the D1’s S1.6 The Wilson loop linking n D1 branes on a circle
of size 1/L is equivalent to a trivial connection with a single D1 brane living on a circle of size n/L.
We can therefore construct the N > 1 solutions by repackaging the matrices of the N = 1 solutions
on a circle of size L
n
For example, the non-trivial Wilson loop for two D0’s is the permutation ρ = (12), which ties
them into a single long loop. The solution is nothing but the N = 1 solution on L/2, repackaged
in an N = 2 form, schematically:
Z = . . .


(
L
2 0
0 L
) (
0 0
0 0
)
(
0 0
0 0
) (
3L
2 0
0 2L
)

 . . .
X = . . .


(
x(0) x(1)
x(1)† x(0)
) (
x(2) x(3)
x(1) x(2)
)
(
x(2)† x(1)†
x(3)† x(2)†
) (
x(0) x(1)
x(1)† x(0)
)

 . . .
This is a state with half a unit of F-charge.
Solutions with more than one multiwound string can be built by taking Xµ(σ) to be block-
diagonal, with the single-string solutions in each block.
6 Charges of the Solutions
If the solutions considered here are to be identified with supertubes, they must be shown to carry
the fundamental string charge and angular momentum of supertubes. It is again convenient to
think in terms of the T-dual picture, in which F-charge is the momentum along the circle, −i ∂
∂σ
.
6Note that the covering space of the D1 circle is not at all the same as the covering space of the D0 S1.
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That is,
Nf =
∫
dσ T 10 =
∫
dσ tr(∂0X
i∂σXi)
= −
∫
dσ tr(∂σX
i∂σXi) = −Tr(∂0X
i∂0Xi)
= −H.
We have used (8) and (4), to get a result obvious from the T-dual perspective, where F-charge is
momentum: These D0 brane configurations carry F-charge proportional to their energy.
The final ingredient for a supertube is angular momentum:
Jij = Tr(XiD0Xj −XjD0Xi) = Tr(Xi∂σXj −XjDσXi)
=
∫
dσ tr(Xi∂σXj −Xj∂σXi) = 2
∫
dσ tr(Xi∂σXj).
Taking Xi(s) = diag(x
(1)
i , . . . , x
(N)
i ), this becomes
Jij = 2
N∑
n=1
∫
dx
(n)
j x
(n)
i
= 2
N∑
n=1
A
(n)
ij .
The angular momentum in the (i, j)-plane is nothing but the area enclosed by the curves projected
onto that plane. It is intriguing that the area enclosed by the curve would be integer-quantized,
despite the commutativity of the operators defining that plane.
7 Conclusions
With the aid of a Bloch wave basis, we have constructed a wide class of quarter-BPS objects in
matrix theory: the non-commutative cylinders of arbitrary cross-section in R8. The Bloch wave
basis elucidates how the matrix degrees of freedom are reorganized into extended objects, with
the eigenvalues of the transverse matrices tracing a smooth curve. The solutions demonstrate a
number of interesting features, such as fractional F-charge and area quantization, and provide a
microscopic description of the most general supertube.
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