Abstract. This paper addresses to the problem of finding the (minimum) Euclidean distance between two linear varieties. This problem is, usually, solved minimizing a target function. We propose a novel approach: to use the Moore-Penrose generalized inverse of a matrix in order to find the Euclidean distance and, at the same time, going further by exhibiting the best approximation pair of points.
Introduction
The distance between two linear varieties has been dealt with in several papers: [2] , [4] and [5] . In [5] , only the distance is considered and the points that realize the distance are not exhibited. In [2] the best approximation points are found.
In this paper we present a novel method to obtain the Euclidean distance between two linear varieties. We go further than the usual: we exhibit the two points, on both varieties, that materialize the minimum distance. That our method may have several computational advantages is worth to be treated elsewhere.
The problem of finding the best approximation pair of points between two linear varieties V− → b and V− → c , is solved by using the Moore-Penrose generalized inverse of a matrix. Definition 1.1. The Moore-Penrose inverse M † of a real matrix M is the unique matrix that satisfies the following four equations:
(
where T stands for the matrix transposition. 
where
Then the Moore-Penrose generalized inverse gives the minimal least squares solution of a linear system of equations (see also [1] and [6] ).
Furthermore, as the matrix of the system to be solved is a column partitioned matrix formed by the matrices defining the linear varieties in the way of [4] , we can use MoorePenrose inverses of smaller matrices to find the Moore-Penrose inverse of the system matrix. In this manner, some computational advantages are expected to be obtained due to the fact that computing the Moore-Penrose inverse is difficult because, on one side it does not need to be a continuous function of the entries of the matrix [ (1) and V− → c is the
Problem (1) is equivalent to the problem
is a m × n real matrix, n = l 1 + l 2 and
Problem (2) is equivalent to find the least norm solution − → x * of the linear system of equations 
The above developments allow the formalization of our main result. Then, the best approximation pair (
where In order to make the most of the partitioned structure of the matrix A = B . . . C and in hopes of bettering the computational aspects, we have the following result.
