We investigated connections between the physiology of rat barrel cortex neurons and the sensation of vibration in humans. One set of experiments measured neuronal responses in anesthetized rats to trains of whisker deflections, each train characterized either by constant amplitude across all deflections or by variable amplitude ("amplitude noise"). Firing rate and firing synchrony were, on average, boosted by the presence of noise. However, neurons were not uniform in their responses to noise. Barrel cortex neurons have been categorized as regular-spiking units (putative excitatory neurons) and fast-spiking units (putative inhibitory neurons). Among regular-spiking units, amplitude noise caused a higher firing rate and increased cross-neuron synchrony. Among fast-spiking units, noise had the opposite effect: It led to a lower firing rate and decreased cross-neuron synchrony. This finding suggests that amplitude noise affects the interaction between inhibitory and excitatory neurons. From these physiological effects, we expected that noise would lead to an increase in the perceived intensity of a vibration. We tested this notion using psychophysical measurements in humans. As predicted, subjects overestimated the intensity of noisy vibrations. Thus the physiological mechanisms present in barrel cortex also appear to be at work in the human tactile system, where they affect vibration perception.
We investigated connections between the physiology of rat barrel cortex neurons and the sensation of vibration in humans. One set of experiments measured neuronal responses in anesthetized rats to trains of whisker deflections, each train characterized either by constant amplitude across all deflections or by variable amplitude ("amplitude noise"). Firing rate and firing synchrony were, on average, boosted by the presence of noise. However, neurons were not uniform in their responses to noise. Barrel cortex neurons have been categorized as regular-spiking units (putative excitatory neurons) and fast-spiking units (putative inhibitory neurons). Among regular-spiking units, amplitude noise caused a higher firing rate and increased cross-neuron synchrony. Among fast-spiking units, noise had the opposite effect: It led to a lower firing rate and decreased cross-neuron synchrony. This finding suggests that amplitude noise affects the interaction between inhibitory and excitatory neurons. From these physiological effects, we expected that noise would lead to an increase in the perceived intensity of a vibration. We tested this notion using psychophysical measurements in humans. As predicted, subjects overestimated the intensity of noisy vibrations. Thus the physiological mechanisms present in barrel cortex also appear to be at work in the human tactile system, where they affect vibration perception.
psychophysics | somatosensory cortex | vibration | whisker | finger A n effective approach to uncover how neuronal activity leads to sensation is to vary stimulation parameters while correlating changes in firing with changes in the percept (1) (2) (3) (4) (5) . In the present work, we measured changes in neuronal activity in rat somatosensory ("barrel") cortex induced by variation in vibration parameters and correlated these changes with perceptual reports from human subjects. The stimuli in the two cases were trains of whisker and skin vibration, respectively.
Isolated neurons respond more robustly to unpredictable (noisy) patterns of electrical stimulation than to repeating, periodic patterns (6) or constant inputs (7) . Synaptic transmission also can be enhanced by noise (8) . In a recent study of the effects of stimulus noise in rat barrel cortex, we found that whisker vibration trains containing temporal noise (irregularity in the sequence of interdeflection intervals) evoked a larger and more synchronous cortical response than did periodic vibration trains (9) . In the present work, to verify that response amplification by noise is a general property of the sensory system, we explored another stimulus feature: We compared cortical responses to trains that had constant amplitude vs. trains that had varying amplitude. We then investigated the perceptual impact of noise using psychophysical experiments in humans. We predicted that noise, by enhancing neuronal firing rates and/or firing synchrony in somatosensory cortex, would produce a systematic bias in the perceived intensity of noisy vibrations compared with noise-free vibrations.
Results
Neuronal Responses in Barrel Cortex. Stimulus trains consisted of 20 deflections (Fig. 1) , with equal interdeflection intervals (IDIs). The noisy train included single deflections with amplitudes 50, 75, 100, 125, and 150% as large as the mean amplitude of the matched constant-amplitude train.
Frequency Dependence and Amplitude Dependence of Neuronal
Response and the Effect of Noise. The magnitude of the barrel cortex response, averaged across neurons, was enhanced by the presence of amplitude noise. The frequency dependence and amplitude dependence of barrel cortex responses to constant and noisy stimuli is shown in Fig. 2 . At each recording site, the wholestimulus firing rate was calculated as the multiunit cluster's spike count (number of spikes between t 0 and t 20 +50 ms, where t 0 and t 20 are the peak times of the first and 20th deflections, respectively) divided by elapsed time; the rate then was normalized to 1 for constant-amplitude stimuli at 1 Hz, 100 μm. Firing rates were averaged across 170 recording sites in nine rats. Fig. 2A plots responses as a function of mean deflection amplitude, with different frequencies pooled. The whole-stimulus firing rate increased as deflection amplitude increased; noise enhanced the response magnitude for all stimulus amplitudes. Fig. 2B plots the same data as a function of frequency, pooling different mean deflection amplitudes. Two additional findings emerge. First, the whole-stimulus firing rate increased as the train frequency increased. Second, the effect of noise depended on train frequency: Responses to constant-amplitude and noisy trains were equivalent at 1 and 10 Hz (paired t test, P > 0.38), but responses were significantly greater for noisy trains at 20, 30, and 40 Hz (P < 0.002 at each frequency).
The phasic neuronal responses (spike count in a 20-ms window after each whisker deflection) also showed noise-induced enhancement (Fig. S1) . Furthermore, the cross-correlograms among neuronal clusters reveal more synchronous firing within the population in the presence of noise (Fig. S2) .
Effect of Noise on Neuronal Response to Individual Deflections.
Nonlinearity in the neuronal response as a function of deflection amplitude could contribute to the increased response to noisy trains. It would occur if the increase in response to deflections larger than the mean was of greater absolute magnitude than the decrease in response to deflections smaller than the mean (9) . To determine whether this nonlinearity caused the heightened response to noisy trains, we compared the neuronal activity for deflections of a given amplitude when such deflections were embedded in noisy versus constant-amplitude trains (Fig. 3) . In constant-amplitude trains, we obtained each point by computing the mean response across stimulus trains with one of the tested amplitudes (100, 150, 200, or 250 μm). In the noisy trains, we calculated responses by grouping together the deflections with To whom correspondence should be addressed. E-mail: diamond@sissa.it.
This article contains supporting information online at www.pnas.org/cgi/content/full/ 0914750107/DCSupplemental. amplitude matching each of the constant conditions. This analysis excluded data taken at 1 and 10 Hz, where the effect of noise was insignificant. Response was measured as the number of spikes within 20 ms after each whisker deflection, normalized to 1 for the 1-Hz, 100-μm constant-amplitude condition. We observed that the entire response curve shifted upward for noisy trains (Fig. 3) . Thus, the response of barrel neurons to whisker deflections of a given amplitude was larger when those deflections were presented in a noisy context. The heightened response was triggered specifically by whisker motion and did not persist in the interval between whisker deflections (Fig. S3 ).
Opposite Behavior of Excitatory and Inhibitory Neurons. One effect of noise might be to alter the balance between excitatory and inhibitory networks within cortex (10) , an alteration previously detected in response to temporal noise (9) . Neurons in barrel cortex can be categorized as regular-spiking units (RSUs) and fast-spiking units (FSUs), putative excitatory neurons and putative inhibitory neurons, respectively (11) . Given that fewer than 15% of neurons in barrel cortex are GABAergic (12), the results presented until now reflect mainly the activity of excitatory neurons. To test whether amplitude noise acts differently on distinct classes of neurons, we isolated 21 FSUs and 76 RSUs. The criterion for classification was spike duration shorter than 0.65 ms for FSUs and longer than 0.75 ms for RSUs, consistent with previous studies (11, 13) .
To quantify the consequences of noise, we used a firing-rate index I FR : (Fig. S4) .
The opposite effects of noise in putative excitatory and inhibitory neurons support the hypothesis that noise altered the balance between the two networks. The causal relationship could be as follows: The reduced response of inhibitory neurons to noisy inputs might release the remaining cortical population from suppression. More specifically, at frequencies equal to or above 20 Hz, the inhibitory network tended to fire less, and in a less synchronous manner, during noisy trains. This altered firing by the inhibitory network was accompanied by (and perhaps caused) an increased response magnitude and heightened coherence within the excitatory network. After observing the effect of temporal noise (9) and amplitude noise on neuronal responses (as discussed in the previous sections), we explored the perceptual impact of noise. Experiment 1 tested the ability of human participants (Fig. 5A ) to detect different levels of amplitude noise. (SI Results and Fig. S5 describe analogous experiments on the temporal noise.) For trains of 500-ms duration, subjects could detect 50% amplitude noise significantly better than chance (P = 0.046) but showed less sensitivity in detecting 25% noise (P = 0.073) and performed at chance for lower levels of noise (P ≥ 0.25). The results of experiment 1 were used to select levels of noise to be applied in experiments 2 and 3. We believe it was important that the noise be subliminal in experiments 2 and 3 so that subjects' decisions about the intensity of the vibrations were not confounded by their explicit perception of the vibrations' regularity. Therefore we chose 10% amplitude noise, below the detection threshold. Experiment 2: Effect of noise on perceived intensity. Fig. 5B illustrates the effect of 10% amplitude noise on subjects' judgment regarding intensity. Train duration was 500 ms. When the first train contained amplitude noise, subjects were significantly more likely to judge that train as having the higher intensity than when the second train contained amplitude noise. Pooling all data from different amplitude differences, the effect of 10% amplitude noise was significant across subjects (P = 0.02). Similarly, subjects reported trains containing temporal noise as having higher intensity than regular trains (Fig. S5) . Experiment 3: Effect of train duration on noise effects. In barrel cortex, the effect of noise disappeared by the end of the 1-s trial (Fig.  4B) , leading to the prediction, tested in experiment 3, that human subjects would not perceive noisy trains as having higher intensity if duration of the vibration increased. Fig. 5C shows that when vibration trains were of 0.5-s duration, subjects perceived the noisy train as having higher intensity (replicating the result of experiment 2), but when vibration trains were extended to 1.5 s duration, subjects no longer perceived the noisy train as more intense.
Discussion
Physiological Effects of Noise. The present results confirm the observation that neuronal firing rate measured over the whole stimulus train increases as either stimulus frequency or amplitude increases (9, 14-21). The major physiological result is that, among RSUs, the magnitude and synchrony of responses increases when the amplitude within the train is irregular, provided that the frequency is above 10 Hz. The effects of amplitude noise are remarkably similar to earlier findings concerning temporal noise (9) . Those experiments revealed that, at frequencies above 10 Hz, stimulus trains with an irregular sequence of IDIs evoked a larger and more synchronous barrel cortex response among RSUs than did frequency-matched periodic trains (9) . Thus, the excitatory network of barrel cortex exhibits larger responses and enhanced response synchrony when stimuli . Human subject performance in the intensity discrimination task. (A) (Upper) Stimulus presentation for human psychophysics. Subjects received stimulus pairs in which one train was noise-free and the other train contained amplitude noise. In the noise-detection experiment (experiment 1), the quantity of noise was 5%, 10%, 15%, 20%, 25%, and 50%. In experiments 2 and 3, the noisy train contained 10% amplitude noise. All stimuli had a mean frequency of 40 Hz. (Lower) Apparatus for human psychophysics. (B) The plot shows the percent of trials in which subjects reported the first vibration train as having higher intensity. Whether the two trains were of the same or different amplitudes, the presence of 10% amplitude noise in either the first or second train increased the likelihood of that train being judged as more intense. A1 and A2 are the amplitudes of the first and second trains of the stimulus pair, respectively. Error bars indicate SEM across subjects. (C) Although short noisy trains (0.5 s) induced an overestimation of the perceived intensity (consistent with experiment 2, as shown in B), long trains (1.5 s) did not show such an effect.
contain unpredicted variations in deflection features, whether the noise is in the temporal or amplitude domain.
The term "amplitude" varies according to stimulus design. In our experiments the duration of the pulse was fixed, so velocity and speed covary with amplitude: Amplitude noise also may be considered noise in velocity (or its absolute value, speed). Because of the robust encoding of stimulus velocity (15, 16) and the weaker encoding of pure amplitude (22) , our view is that velocity (speed) is the stimulus feature through which noise exerts its effects.
The augmented magnitude and temporal precision in responses to noisy stimuli may reflect the tuning of the sensory system to the most commonly encountered stimulus statistics. Rats generate exploratory whisker motion ("whisking") in the range of 5-15 Hz (23). Because noise has an effect only when the "carrier" frequency exceeds 10 Hz (Fig. 2B) , the sensory system may record whisking motion equally well, no matter whether it is periodic or irregular 24). On the other hand, during object contact, whisker motion can be characterized as an irregular vibration containing frequencies up to a few hundred Hz (25) (26) (27) (28) (29) (30) (31) (32) . The "noisiness" of such kinetic profiles would evoke a particularly robust and temporally precise cortical response. In addition, the fidelity of membrane potential variations to unpredictable whisker contacts in an awake mouse (33) might be comparable with the reliable spiking in response to the noisy stimulation in the present study. Enhanced response to unpredictable stimuli appears to generalize not only to different features within the vibrissal stimuli but also to other sensory modalities, as reviewed in ref. 9 .
Mechanisms of Noise Sensitivity. The interaction between inhibitory and excitatory networks seems to underlie noise effects. The preference of FSUs for constant-amplitude trains and the preference of RSUs for noisy-amplitude trains emerged at the same frequency (20 Hz) and at the same moment in the sequence of deflections (∼200 ms) (Fig. 4) . RSUs were more synchronized to each other during noisy trains, whereas FSUs were more synchronized during constant-amplitude trains (Fig. S4) . In summary, the behavior of the two neuron types was opposite in every way measured. We have argued previously (9) that periodic inputs might resonate with intrinsic oscillations of the membrane potential of inhibitory neurons (34, 35) more effectively than noisy inputs. Periodic inputs might drive the inhibitory network more, which would have the net effect of suppressing the excitatory network. An analogous argument can be made in the case of amplitude noise. Suppose that neurons in barrel cortex have sigmoidal input-output functions, where input is the strength of the sensory event (amplitude or speed of whisker movement), and output is spiking probability (figure 2b in ref. 16 ). In a noisy-amplitude train, some deflections would fall above and others below the threshold; the neurons would effectively "skip" some deflections, and the intrinsic resonance of inhibitory neurons would fail to become entrained. In contrast, a constant level of input above threshold would cause inhibitory neurons to spike for each deflection, allowing them to entrain over the course of the stimulus. By entraining inhibitory neurons, constant-amplitude trains would have the net effect of suppressing the excitatory network.
The intrinsic properties of regular-spiking neurons also could play a role. They appear to be particularly responsive to noisy membrane potential fluctuations in vitro (6, 7) and in vivo (36) . The enhanced responses and temporal precision in the presence of noise could be favored by these intrinsic properties.
Correlated Perceptual and Physiological Effects of Noise. Because, in primates, the animal's judgment of vibration frequencies is closely correlated with the spike count per trial in primary somatosensory cortex (37), we expected that the addition of noise would increase the perceived intensity of the vibrations presented to human subjects. We also predicted that the noise effects on perceived intensity would disappear with longer train duration, just as the noise effects on neuronal response disappear (Fig. 4B) . Both predictions were verified (Fig. 5) , allowing us to conclude that the facilitatory effects of noise generalize across species and have direct effects on perception. Noise also increased the synchrony of firing across neurons (Fig. S2) , and response synchrony, in addition to response magnitude, might cause subjects to overestimate the intensity of noisy stimuli.
In summary, shifts in stimulus parameters had matching effects on barrel cortex neuronal responses and human vibration judgment. This finding supports previous evidence that temporal noise interferes with discriminations of sinusoidal vibration frequency in human subjects (38) . However, the effects of noise could appear, at first glance, to be at odds with some earlier studies in primates. When monkeys were trained to indicate which of two successive vibrations had a higher frequency, the addition of temporal noise to the vibration altered neither the firing rates of primary somatosensory cortical neurons nor the judgments of stimulus intensity (37, 39, 40) . To find an explanation for this discrepancy, we decided to examine experiment duration. This analysis shows that the sensitivity of barrel cortex neurons to both amplitude and temporal noise was strong at the outset of a lengthy recording session but vanished by the end of the session (Fig. S6) . Thus, the sensory processing network altered its susceptibility to amplitude and temporal noise in a progressive manner during the course of the intensive stimulation regime. From this observation, we speculate that the cortex of monkeys after months of daily psychophysical testing might become stabilized in a noise-insensitive state (37, 39, 40) . Subjects in both our current and previous psychophysics experiments (38) , having never been exposed to the specific stimulus set, would be expected to show sensitivity to noise.
It is noteworthy that the effects of stimulus noise on perception were accounted for by the noise effects on excitatory neurons in rat cortex; effects of noise on inhibitory neurons were in the opposite direction to human perception. This finding suggests that the two classes of neurons have different contributions to sensory perception (41) . We speculate that inhibitory neurons act locally, whereas excitatory neurons, which are more commonly projection cells, convey information to other regions which, one stage at a time, inform the subject's conscious decision about the stimulus (42) . Perceptual judgments thus may be made on the basis of the output of the excitatory (projection) neuronal population.
Methods
Rat Electrophysiology. Subjects, surgery, and data acquisition. All experiments were in accordance with National Institutes of Health, international, and institutional standards for the care and use of animals in research. A summary of the experimental preparation is given below, and a detailed description is given in refs. 15 and 43. Nine adult (250-350 g) male Wistar rats were used. Anesthesia was induced by i.p. injection of urethane (1.5 g/kg). A 10 × 10 grid of electrodes 1.5 mm long with 400 μm tip-to-tip spacing (Cyberkinetics Inc) was inserted into the whisker region of the left somatosensory cortex (Fig. 1B) , identified by vascular landmarks and stereotaxic coordinates (43) . The depths of electrode penetrations were 700-1000 μm in all experiments, ensuring that recordings were made from the middle layers, presumably layer 4. Signals from all 100 electrodes were amplified simultaneously and filtered (gain 5,000; bandpass 250-7,500 Hz (Cyberkinetics Inc). A digital signal processor (Cyberkinetics Inc) extracted 1 ms of voltage (0.33 ms before and 0.67 ms after threshold crossing) and saved the waveform at 30,000 samples/s. The waveforms produced by a multiunit neuronal cluster at each channel were selected using spike-sorting programs, and their time stamps were saved for analysis. Earlier work showed that under these conditions each electrode captures the activity of a cluster of about three to five neurons (44) . Single units were selected from clusters for Fig. 4 and Figs. S4 and S6 E and F. Whisker deflections. A five-rung "ladder" of thin glass micropipettes was constructed and attached to a piezoelectric wafer (Morgan Matroc). With a micromanipulator the ladder was positioned adjacent to the right side of the rat's snout so that the five rungs lay just below the corresponding five rows of whiskers; each whisker shaft rested lightly on the ladder about 5 mm from the skin (Fig. 1B) . Whiskers were then cut 1 cm from the base.
Stimulus programming and data analysis were all performed in MATLAB (Mathworks) and LabView (National Instruments). Deflections had a truncated Gaussian form of 12-ms duration (Fig.1A) . The signal, generated at 10,000 samples/s, passed through a digital-to-analog converter (National Instruments) and was sent to an amplifier (gain = 40) to drive the piezoelectric wafer. Wafer motion (recorded by placing one rung of the ladder in an optic sensor) reliably followed voltage input. In previous measurements (9), the power spectrum had negligible amplitude above 400 Hz, and thus the stimulus did not contain high-frequency components that induce wafer resonance. Under identical conditions, the displacement of the whisker shaft smoothly "followed" the wafer movement (15) . Trains of whisker deflections with constant amplitude and amplitude noise. One trial consisted of a train of 20 deflections (Fig. 1A) , giving 19 IDIs per trial. A pause of 7 s was inserted between consecutive trials to allow cortical neurons to recover from any effects of the preceding stimulus train (45) .
The vibration frequency on each trial assumed a value of 1, 10, 20, 30, or 40 Hz, and mean amplitude assumed a value of 100, 150, 200, or 250 μm. Each train consisted either of deflections with constant amplitude or deflections with varying amplitude ("noisy-amplitude" trials) whose mean value was equal to that of a matching constant-amplitude train. Trains with amplitude noise were created by mixing values that included the mean amplitude but also included values 25% and 50% larger and smaller (Fig. 1A) . For example, a noisy-amplitude train matched to a 100-μm constant-amplitude train contained deflection amplitudes of 50, 75, 100, 125, and 150 μm. One noisy train included four deflections of each of the five possible amplitudes. This condition, referred to as "50% noise," was the only noise condition used in the physiological experiments (human psychophysics experiments used various conditions of noise). Every noisy trial had a pseudorandom sequence of deflection amplitudes, allowing each amplitude to be presented within different contexts. Because amplitude noise scaled with mean amplitude, the absolute amount of noise increased as mean amplitude increased.
The 40 different experimental conditions (five frequencies × four amplitudes × constant vs. noisy-amplitude) were presented in pseudorandom order with 30 trials per condition; a constant (or noisy) train with one frequency and amplitude was followed immediately by a noisy (or constant) train with the same frequency and amplitude. Receptive field mapping. Constant-amplitude 100-μm, 1-Hz deflections were applied to single whiskers to determine whether the neuronal cluster recorded at any given electrode had a statistically significant response to whisker movement and, if so, to identify the principal whisker and the response onset latency (44, 46) . Clusters with statistically significant responses and a clear principal whisker were selected for analysis of responses to the full stimulus set. Response onset latencies were in the range of 5-9 ms, indicating that recordings were taken from a cortical layer with direct thalamic input, as expected from inspection of the electrode array insertion depth (700-1,000 μm) during the experiment.
Human Psychophysics. First-year psychology students at the University of Sydney were previously unexposed to the stimulus set and were naïve as to the hypotheses tested. Eight, 14, and 8 subjects participated in experiments 1, 2, and 3 respectively. Subjects sat in front of an apparatus and rested a hand on a platform with the pad of the right index finger touching a steel rod 5 mm in diameter (Fig.  5A) . The rod was driven by a vibrotactile device (Type 4810 MiniShaker; Brüel & Kjaer). The timing and waveform of the vibrations were controlled using MATLAB and a National Instruments board. Each train contained 21 skin deflections, with each deflection having the shape of a truncated Gaussian waveform of 12-ms duration (a deflection shape identical to that used for the rat whiskers). The duration of the train of deflections (from the peak of the first deflection to the peak of the last deflection) always was 500 ms, giving a mean frequency of 40 Hz. The first train was presented 0.5 s after the subject responded to the previous trial, and the interval between trains within a trial was 0.5 s. Each trial contained one regular train (constant in both frequency and amplitude) and one train containing noise (Fig. 5A and  Fig. S5A ).
These stimulus conditions were used in three experiments, the first to ascertain subjects' sensitivity in detecting noise, the second to ascertain the effect of noise on perceived stimulus intensity for 0.5-s trains, and the third to compare the effect of noise in 0.5-s versus 1.5-s trains. In experiment 1, at the end of the second train, subjects judged which of the two trains contained noise. Using this two-interval forced-choice paradigm, we measured each subject's performance for stimuli containing 5, 10, 15, 20, 25, and 50% amplitude or temporal noise using 20 trials per noise level. The definition of noise level refers to the largest quantity of jitter in that train, as was the case for the whisker stimuli.
Based on subjects' thresholds for noise detection, experiment 2 used trains containing 10% amplitude noise (Fig. 5A ) or 20% temporal noise (Fig.  S5A) . Unknown to the subjects, in two-thirds of the trials, the two trains had equal mean frequency and mean amplitude; the presence of amplitude or temporal noise in one train was the only difference between them. In onethird of trials there was a 20% difference in the mean amplitudes. For these trials, the train containing noise was equally likely to have the higher or lower mean amplitude. The order of the noisy and regular vibrations varied randomly. At the end of the second train, subjects judged which of the two trains was "more intense." The trials that contained a real difference in stimulus intensity (20% difference in mean amplitude) were used as a control to confirm that subjects were carrying out the task correctly as an intensity judgment.
Experiment 3 tested the effect of amplitude noise in identical fashion to experiment 2, except that train duration was set to either 0.5 or 1.5 s.
