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In the zero temperature limit, the zero-point quantum fluctuations of certain degrees of freedom
(or quantum criticality) is claimed to describe the collective fluctuations of systems undergoing
a second-order phase-transition. To date, some of the best studied examples of quantum phase-
transitions, and concomitant anomalous physical behavior, involve f−electron magnetism in heavy-
fermion metals, where quantum criticality (QC) is ascribed to either the suppression of a spin-
density wave (SDW) ground-state or the Kondo-effect. Here, we unveil evidence for a quantum
phase-transition in CeCu2Ge2 which displays both an incommensurate spin-density wave (SDW)
ground-state, and a strong renormalization of the quasiparticle effective masses (µ) due to the
Kondo-effect. For all angles θ between an external magnetic field (H) and the crystallographic
c−axis, the application of H leads to the suppression of the SDW-state through a 2nd-order phase-
transition at a θ−dependent critical-field Hp(θ) leading to the observation of small Fermi surfaces
(FSs) in the paramagnetic (PM) state. For H‖c-axis, these FSs are characterized by light µs pointing
also to the suppression of the Kondo-effect at Hp with surprisingly, no experimental evidence for
quantum-criticality (QC). But as H is rotated towards the a-axis, these µs increase considerably
becoming undetectable for θ > 56◦ between H and the c-axis. Around Hap ∼ 30 T the resistivity
becomes ∝ T which, coupled to the divergence of µ, indicates the existence of a field-induced
QC-point at Hap (T = 0 K). This observation, suggesting FS hot-spots associated with the SDW
nesting-vector, is at odds with current QC scenarios for which the continuous suppression of all
relevant energy scales at Hp(θ, T ) should lead to a line of quantum-critical points in the H − θ
plane. Finally, we show that the complexity of its magnetic phase-diagram(s) makes CeCu2Ge2 an
ideal system to explore field-induced quantum tricritical and QC end-points.
PACS numbers: 71.10.Hf, 71.18.+y, 71.27.+a, 75.47.-m
INTRODUCTION
In the T → 0 K limit, the continuous suppres-
sion of an ordered-state, leads to a singularity de-
nominated quantum-critical point (QCP) which sepa-
rates ordered and disordered states.[1–3] For intermetal-
lic heavy-fermion compounds displaying an antiferromag-
netic ground-state, two types of QCPs were identified:
i) the suppression to zero temperature of a Fermi sur-
face (FS) instability which leads to a spin density wave
(SDW) ground state whose quantum-critical behavior is
described in terms of the fluctuations of the SDW or-
der parameter [4, 5] and ii) the continuous destruction
of the Kondo-effect at the AFM to paramagnetic transi-
tion, which seems to lead to a discontinuous change in the
Fermi surface volume across the QCP.[2, 6–9] Here, we
study the possibility of detecting magnetic field-induced
quantum-criticality in CeCu2Ge2 since both, its anti-
ferromagnetic SDW ground-state and the Kondo-effect,
can be suppressed by an external magnetic-field. If
the suppression of either energy scale was continuous,
the field would be expected to tune the system towards
a quantum-critical point, making CeCu2Ge2 an ideal
system for probing the universality of either quantum-
critical scenario. Regardless of the field orientation,
we find that both energy scales as well as the Kondo-
coherence temperature are seemingly continuously sup-
pressed by the field. However, at low temperatures this
does not necessarily lead to clear experimental evidence
for quantum-criticality except when the field is applied
along the a-axis. This would be at odds with the above
mentioned quantum-critical scenarios, for which the con-
tinuous suppression of all relevant energy scales should
necessarily lead to a quantum-critical point, and there-
fore to a line of quantum-critical points in the field as a
function of angle phase-diagram.
To date only few metallic systems such as YbRh2Si2,
CeCoIn5, CeRhIn5 or Sr3Ru2O7, have been claimed to
display a field-induced quantum critical point. Among
those, even fewer are appropriate for the study of the
Fermi surface evolution and associated quasi-particles
across a field-induced QCP through the de Haas van
Alphen effect. For example, in YbRh2Si2 the QCP oc-
curs at fields too small for the observation of the dHvA-
effect [1, 8]. In cleaner Sr3Ru2O7 single crystals the
QCP is “concealed” by the emergence of new electronic
phase,[10] while in CeRhIn5 the Fermi surface changes
quite abruptly[11] across a putative pressure-induced
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2QCP[12] which is difficult to understand within a con-
tinuous 2nd-order phase-transition scenario. In CeCoIn5
on the other hand, the the conventional Lifshitz-Kosevich
formalism would seem to break down upon approaching a
field-induced QCP with the renormalization of the quasi-
particle effective mass being spin dependent.[13] It is un-
clear at the moment if all quantum critical systems would
display similar behavior. As we show below, CeCu2Ge2
offers us with the opportunity of exploring QC behav-
ior in a SDW system characterized by strong Kondo-
coupling through the de Haas van Alphen-effect and in
the absence of the disorder inherent to alloys or the tech-
nical limitations imposed by high pressure measurements.
Both heavy-fermion intermetallics CeCu2Ge2 and
CeCu2Si2 crystallize in the ThCr2Si2 crystallographic
structure which is common to several Fe-pnictide super-
conductors and also to superconducting URu2Si2. These
compounds are characterized by Kondo “coherence” tem-
peratures, or the characteristic temperature below which
a Kondo lattice develops, ranging from 5 K (CeCu2Ge2)
to ∼ 20 K (CeCu2Si2).[14, 15] According to terahertz
spectroscopy, the development of a Kondo lattice in
CeCu2Ge2 leads to an enhancement, by one-order of
magnitude, in the carrier effective-mass upon cooling
from 3 K to values approaching 80 m0 at ∼ 1 K, where
m0 is the free-electron mass.[16] Although CeCu2Si2 dis-
plays a superconducting ground-state, [15, 17] claimed to
be unconventional and “magnetically mediated” due to
its proximity to an antiferromagnetic (AF) QCP (tuned
by pressure or composition), [18] CeCu2Ge2 develops
long-range incommensurate AF-order below a Ne´el tem-
perature TN ' 4.1 K.[19] In the CeCu2(GexSi1−x)2 se-
ries TN is observed to decrease continuously from 4.1
K (for x = 1) to . 1 K (for x = 0).[20] In CeCu2Si2
the type, or even the presence of AF-order (or supercon-
ductivity), is markedly dependent on the sample synthe-
sis protocol. [18, 21–24] According to neutron scatter-
ing [19, 25–27] the AF-order propagation vector for both
end compounds, and for concentrations in between, is in-
commensurate and close to QN= (0.25, 0.25, 0.5) [26], or
more preciselyQN= (0.285, 0.285, 0.54) according to Ref.
27, and ascribed to FS nesting.[25, 28] This magnetic
ground-state is determined by the splitting of the Ce 4f1
(J = 5/2) ground-state multiplet under the action of the
tetragonal crystalline electric-field (CEF), which accord-
ing to Ref. 29 leads to a ground-state doublet and an
excited quasi-quartet consisting of two doublets at 17.0
and 18.3 meV, respectively. For either compound the ap-
plication of pressure leads to the stabilization of super-
conductivity around a critical-pressure pc1 needed to fully
suppress AF, [30, 31] pointing to a pressure-tuned anti-
ferromagnetic QCP. Nevertheless, the maximum super-
conducting transition temperature Tc is observed around
pc2(> pc1) where the unit cell volume collapses [31–33],
an effect ascribed to an abrupt change in the valence of
Ce suggesting perhaps a second QCP at pc2.[34, 35]
Here, we show that the antiferromagnetic ground-state
of CeCu2Ge2 can be continuously suppressed by an exter-
nal magnetic field, regardless of its orientation, leading
to what seemingly is a 2nd-order phase-transition line in
the H − θ phase-diagram (where θ is the angle between
H and the c-axis). This transition leads to the obser-
vation, through the de Haas-van-Alphen-effect (dHvA),
of very small Fermi-surface pockets in the paramagnetic
state, with areas ranging from ∼ 1 to up to ∼ 1.4 %
of the area of the first Brillouin-zone (AFBZ), and which
are characterized by light effective masses ranging from
2.5 to 4.5 m0. This indicates the concomitant suppres-
sion of the Kondo-effect. For θ = 0◦ we cannot detect
any clear evidence for quantum-critical behavior around
the metamagnetic critical-field Hcp ∼ 19 T, such as non-
Fermi liquid behavior or severe effective mass renormal-
ization. These effective masses increase by an order of
magnitude as H is rotated towards the ab-plane, mak-
ing these frequencies undetectable when θ > 56◦. For
θ = 90◦, antiferromagnetism is suppressed through a se-
ries of metamagnetic transitions, revealing non-FL be-
havior at Hap ∼ 30 T. Therefore, quantum-criticality in
CeCu2Ge2 is tuned by two physical-parameters, field and
angle, and remarkably, not necessarily triggered by the
simultaneous suppression of the SDW order-parameter,
Kondo-effect and coherence temperature (Tcoh ∼ 5 K).
METHODS
Single crystals of CeCu2Ge2 were grown by a Cu-Ge
self-flux method. 99.99% pure Ce (AMES), 99.9999%
Cu (Furuuchi Chemical), and 99.999% Ge (Rare Metal-
lic Co.) were used as starting materials for the crystal
growth. A starting composition of Ce0.15Cu1.00Ge1.00
was arc-melted to produce an alloy button. This but-
ton was broken into small pieces and placed in an Al2O3
crucible, itself subsequently sealed in a quartz tube. The
ampule was heated up to 1200 ◦C and kept at this tem-
perature for three hours. This ampule was cooled to 825
◦C at a rate of -4 ◦C/h. The excess flux was centrifuged
at 825 ◦C to obtain the resulting single crystals. Sam-
ples were characterized by X-ray diffraction spectroscopy
and back Laue method. Electrical transport measure-
ments were performed through a conventional 4-terminal
configuration using a Lock-In method. Torque mag-
netometry was performed using a capacitive cantilever
beam method, whose capacitance was measured with an
Andeen-Hagerling bridge. Measurements were performed
either in a 3He cryostat, or in a dilution refrigerator, cou-
pled to the resistive Bitter magnets of the NHMFL. Tem-
perature was controlled by regulating either the 3He gas
pressure of the 3He cryostat, or the temperature of the
dilution fridge mixing chamber through the application
of a constant heating power.
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FIG. 1. a Resistivity ρxx as a function of H for a CeCu2Ge2 single-crystal at a temperature T = 0.5 K and for several angles θ
between H and the c-axis. Notice that for θ = 3◦ (or H nearly parallel to the c-axis) the positive magnetoresistance is followed
by negative one, and subsequently, by a sharp change in slope and subsequent positive magnetoresistance indicating a phase-
transition. Notice also that as θ increases additional structures are observable in ρxx indicating additional phase transitions.
b ρxx as a function of H and for several T s between 0.5 and 4.2 K. Just above the Ne´el transition, or at T = 4.2 K, ρxx(H)
decreases continuously as a function of H reaching at H = 34.5 T less than 50 % of its value at H = 0 T. This indicates the
field-induced suppression of spin-fluctuations. c Same as in b but for θ = 0◦ or for H‖ c-axis. Notice i) the pronounced negative
magnetoresistance at T = 4.0 K, i.e. nearly 100 % between H = 0 and 35 T, and ii) the observation of a single anomaly at lower
T s. d Magnetic torque τ normalized by H and as a function of H at T = 40 mK and for several angles θ. Blue and magenta
traces correspond to H-increasing and -decreasing sweeps, respectively. Notice that all the anomalies observed in the ρxx(H)
(indicated by red and cyan arrows) are associated with concomitant anomalies in τ(H, θ)/H at the same critical-field values.
For example, the sharp anomaly observed at H ∼ 20 T for (θ = 0◦), which defines the boundary between negative and positive
magnetoresistive behavior at high fields and which is displaced to ∼ 30 T when θ = 90◦, leads to a subsequent saturation
in τ(H, θ)/H. This is a strong indication for the suppression of the SDW-phase observed at H = 0 T. The subtraction of a
background unveils an oscillatory pattern in the paramagnetic (PM) region, or the de Haas van Alphen effect (red traces).
RESULTS AND DISCUSSION
Figure 1 a shows the in-plane resistivity ρxx for a
CeCu2Ge2 single-crystal as function of the field H and for
several angles θ between H and the c-axis of the crystal,
at a temperature T ' 0.5 K. For θ = 0◦ one observes pos-
itive magnetoresistance crossing-over towards a negative
one until a pronounced change in slope (signaled by cyan
arrows) is observed around Hcp ' 19 T which is indicative
of a phase-transition. As H is rotated towards the ab-
plane, this feature continuously moves to higher fields,
probably reflecting the anisotropy of the Lande´ g-factor.
Notice that for θ > 30◦ additional structures (signaled
by red arrows), i.e. new phase-transitions emerge in ρxx,
becoming very pronounced as θ → 90◦. Fig. 1 b shows
ρxx(H, θ = 90
◦) for several temperatures. For T = 4.2
K, or just above the Ne´el transition, ρxx(H, θ = 90
◦) dis-
plays pronounced negative magnetoresistance decreasing
by a factor of 2 when scanning the field from 0 to 35
T. This clearly indicates the field-induced suppression of
pronounced spin-fluctuations and associated carrier scat-
tering. As T is reduced, one observes the progressive de-
velopment of the previously shown series of anomalies in
ρxx(H, θ = 90
◦). Fig. 1 c shows ρxx(H, θ = 0◦) for a
second CeCu2Ge2 single-crystal and for several values of
temperature. At T = 4.0 K, ρxx(H, θ = 0
◦) decreases
by nearly one-order of magnitude, or more precisely by
∼ 940 % between 0 and 35 T, which again can only be
understood in terms of the field-induced suppression of
pronounced spin-fluctuations. Notice however, that at
low temperatures and above Hcp, ρxx(H, θ = 0
◦) shows
positive magnetoresistance indicating both the predomi-
nance of the orbital-effect and the near absence of scat-
tering mediated by spin-fluctuations (the same can be
4-2
-1
0
1
2
0 5 10 15 20 25 30 35
0
1
  ~ 700
d(
/H
)/d
H
 
(10
4  
pF
/T
2 )
T = 40 mK
CeCu2Ge2
d(
/H
)/d
H
 
(10
5  
pF
/T
2 )
H (T)
  ~ 70
FIG. 2. Derivative of the magnetic torque τ normalized by
the field H and as a function of H for two angles, i.e. θ = 70◦
and 7◦, which are displayed in the top and bottom panels,
respectively. Blue lines depict field-up sweeps while magenta
lines depict the field-down ones. Red arrows indicate the po-
sition of the sharp metamagnetic transitions preceding the
transition to the paramagnetic state which is indicated by
cyan blue arrows. Notice the absence of hysteresis concerning
the position in field for the transition towards the paramag-
netic state. In the bottom panel the sharp dips in the blue
trace are artifacts as discussed in the main text.
said for fields along the ab-plane when H > Hap ). There-
fore, at low temperatures pronounced spin fluctuations
leading to negative magnetoresistance would seem to re-
main confined to a narrow region in fields surrounding
Hcp, or H
a
p , as expected for putative QCPs. In order to
evaluate the nature of the phase-transitions, i.e. 1st- or
2nd-order, we performed a thermodynamic measurement,
or magnetic torque τ = M×H, where M is the sample’s
magnetization, as a function of H at T = 40 mK. Fig. 1 d
shows τ(H) normalized by H, or ∼M(H) for 3 represen-
tative angles; increasing field-sweeps are depicted by blue
lines, decreasing ones by magenta lines. Notice that i) for
θ = 70◦ several of the metamagnetic transitions occurring
at H < Hp are clearly hysteretic or 1
st-order in nature
(Fig. 2 below shows the derivative of τ/H where the hys-
teresis becomes more apparent), ii) the saturation of τ/H
above Hp(θ) indicates fully polarized moments or param-
agnetism (PM), and iii) that for each value in θ the tran-
sition at Hp(θ) (indicated by cyan arrows) occurs exactly
at the same field value for both field-up and down sweeps:
at such low T s the absence of hysteresis is a strong in-
dication for a 2nd-order phase-transition at Hp(θ). As
discussed below, the very small and apparent hysteresis
observed in τ(H, θ = 1◦) is an artifact produced by small
variations in temperature (up to ∼ 15 mK) associated
with different field-up and -down sweep rates, which still
lead to the exact same value for Hp(θ). Given that the
excited CEF quasi-quartet is located at very high ener-
gies with respect to the ground-state doublet, it is quite
unlikely that any of the observed metamagnetic transi-
tions would be due to crossings among CEF levels. One
is left with two scenarios i) “local-moment” metamag-
netism resulting from spin reorientations underH, and ii)
field-induced SDW transitions (FISDW) resulting from a
competition between the nesting vector and the inverse
of the magnetic wave-length, as the area of the electronic
orbit on the FS is required to accommodate an increas-
ing number of magnetic flux quanta, and as observed in
quasi-one-dimensional organic conductors.[36] The first
scenario would imply a plausible progressive suppres-
sion of the Kondo-effect, but the resulting local-moment
physics should lead to magnetization quasi-plateaus cor-
responding to stable spin-configurations within narrow
field windows, in contrast to what is seen. The sec-
ond scenario, only requires nearly nested two-dimensional
FSs which have indeed been predicted by band struc-
ture calculations.[28] In addition, the FS reconstructed
by the SDW transition is susceptible to the Zeeman ef-
fect, particularly in a strongly correlated material where
the Lande` g-factor is likely to be larger than 2. The con-
comitant magnetic field-induced FS deformation would
favor slightly distinct nesting-vectors at particular crit-
ical fields. Therefore, CeCu2Ge2 could correspond to
unique example of a moderately anisotropic material dis-
playing a cascade of FISDW transitions. Figure 1 d also
displays the oscillatory component superimposed onto
the τ(H) signal (red lines), or the dHvA-effect, obtained
by subtracting a polynomial background. We were not
able to detected the dHvA-effect within the Ne´el phase
which is probably a consequence of much heavier effective
masses, requiring even lower T s.
Figure 2 displays the derivative of the magnetic torque
τ normalized by the field H with respect to H and
as function of H at T ' 40 mK, to unveil the hys-
teresis or the absence of thereof, associated with some
of the metamagnetic transitions. The term “metamag-
netic is used here to indicate a super-linear increase in
τ/H ∝ M where M is the magnetization. Blue lines
depict data collected during field-up sweeps, while the
magenta lines correspond to the ones collected during
field-down sweeps. The metamagnetic transitions pre-
ceding the suppression of the SDW-state are indicated
by red arrows, while the transition towards the param-
agnetic state is indicated by cyan blue arrows. Notice
that the transitions indicated by the red arrows, lead to
5FIG. 3. a ρxx as a function of the temperature T , from the isothermal field scans in Fig. 1 b, and for several values of the
field applied along the in-plane a-axis. Red lines are fits to ρxx(T ) = ρ0 +AT
2, while the magenta line corresponds to a simple
linear fit, suggesting non-FL like behavior for fields close to the critical field Hap ' 30 T required to suppress the SDW -state.
b Same as in a but for H applied along the a-axis. In both Figs. a and b, the pink arrows indicate the onset of the phase-
transition towards the SDW ground-state. Cyan arrows indicate the position in T of the minima observed in ρxx(T,H) when
the PM-state is stabilized by H. Notice that the position in T of these minima increases as the H increases, indicating either a
magnetoresistive effect or another phase-transition at lower T s. c Contour plot of the exponent n = ∂ ln(ρxx(T )− ρ0)/∂ ln(T )
built from a complete set of ρxx(T,H) curves, such as the ones displayed in a. Notice the wide region in fields around H
a
p where
ρxx(T ) is ∝ T indicating i) the suppression of the AF-order and ii) the emergence of non-FL behavior as expected for a putative
QCP. The strongly hysteretic 1st-order transition in the vicinity of H = 10 T, also leads to an anomalous T -dependence for
ρxx(T ). d Same as in c but for H along the c-axis. Here, field values are limited to H . 9 T, since above this field ρxx(T ) can
no longer be described by a single power-law at low T s.
sharp features in ∂(τ/H)/∂H and in most cases, also to a
pronounced hysteresis which are indications for 1st-order
phase-transitions. Most importantly, for both orienta-
tions the transition towards the paramagnetic state is
clearly non-hysteretic, even at these low temperatures,
indicating they are 2nd-order in nature. In the bottom
panel, the anomalies or dips in the field-up sweep trace
(blue) are artifacts associated with the field-up sweep
pattern: H was increased at a higher rate than the one
used for the field-decreasing sweep trace. This higher
rate induces eddy currents in the probe and in the cryo-
stat leading to an increase in the temperature of the di-
lution refrigerator, i.e. by about ∼ 15 to 20 mK. Each
dip corresponds to moments in time where the sweep
rate was brought down to zero, leading to a momentary
decrease in temperature. Therefore, the apparent hys-
teresis between field-up and -down traces can be simply
attributed to the extreme sensitivity of the torque tech-
nique to small changes in T induced by the distinct field
sweep rates. We have expressly chosen both traces to
illustrate that even with these less than ideal circum-
stances, one does not detect any clear hysteresis in the
position in field where the phase-transition towards the
paramagnetic state occurs. This is a clear indication
for a 2nd-order phase-transition, which ought to become
quantum-critical in T → 0 K limit.
Figure 3 a displays the in-plane resistivity ρxx as a
function of T , as extracted from the isothermal field-
scans in Fig. 1, for a few field values applied along the
a-axis. As seen, at zero or low fields and at the lowest
T s, ρxx(T ) − ρ0 ∝ T 2 but for fields around Hap ∼ 30
T ρxx(T ) becomes linear in T therefore displaying the
characteristic non-Fermi liquid behavior observed around
QCPs resulting from the suppression of a SDW. [37] No-
tice that the ∆ρxx ∝ T 2, or conventional FL-behavior,
is recovered at higher fields (see 32 T trace), indicating
that one has driven the system away from the H − T
region dominated by the quantum-critical fluctuations.
6d
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FIG. 4. a T as a function of H‖a-axis phase-diagram for CeCu2Ge2. AF and PM indicates the antiferromagnetic (SDW) and
paramagnetic states, respectively. Red markers indicate the phase-boundary between the SDW and the PM-phase. Other lines
indicate 1st-order phase-transitions. Error bars depict the hysteresis associated with these transitions. The same graph shows
the evolution of the A = (ρxx(T ) − ρ0)/T 2 coefficient; notice how it decreases when going from the SDW to the PM state.
Red dotted line encircles the end-point of this 1st-order line. b H as a function of θ phase-diagram for CeCu2Ge2. Black
markers were extracted from τ(θ,H) at 40 mK, clear blue and grey markers from τ(θ,H) at 20 mK, while blue and magenta
markers were extracted from ρxx(θ,H) at 400 and 20 mK, respectively. Red dotted line encircles an area where a tricritical
point should exist, i.e. where a 1st-order transition line meets a 2nd-order one, and which should become a quantum tricritical
point in the T → 0 K limit. c Oscillatory component superimposed into the τ(H, θ = 1◦) in the PM-phase as a function of
inverse field H−1 and for several T s. d Fast Fourier transform (FFT) of the oscillatory signal(s) shown in c, indicating two
main peaks at Fα = 215 T and Fβ = 344 T, respectively, and another possible frequency at F ∼ 100 T. Inset: Magnitude of
the main FFT peaks, normalized by T and as a function of T . Red lines are fits to the Lifzhitz-Kosevich formula A/ sinhX
(where X = 2pi2kBT/~ωc = 14.69µT/H, with µ being the effective mass and H the average field value), from which we extract
the effective masses, µα = (2.5± 0.5)m0 and µβ = (4.5± 0.5)m0 respectively, where m0 is the free electron mass.
In contrast, as shown in Fig. 3 b for fields along the
c-axis, ρxx(T ) evolves from the T
2 dependence towards
a T−dependence which cannot be described by a sin-
gle power law: a minimum in ρxx(T ) emerges (cyan ar-
rows) and moves to higher T s as H increases, suggest-
ing either the emergence of another phase, concealing a
possible QCP, or a simple magnetoresistive effect. On
the other hand, in the Ne´el state the evolution of the
A = (ρxx(T ) − ρ0)/T 2 coefficient as a function of H‖c-
axis, does not provide any clear indication for the prox-
imity to a QCP, which is typically a power law depen-
dence; A ∝ (H−Hp)α with α ∼ −1.[37] A just decreases
slightly as H increases. To illustrate the evolution of
the exponent n = ∂ ln(ρxx − ρ0)/∂ lnT as a function of
both T and H, we generated contour plots from a num-
ber of ρxx(T ) traces acquired under fixed fields applied
either along the a- or the c-axis shown in Figs. 3 c and
d, respectively. As seen in Fig. 3 c, at H = 0 T FL
behavior or n ' 2 emerges below ∼ 2 K, but there are
two field regions, centred around ∼ 10 and ∼ 29.5 T
respectively, where one clearly sees that n ' 1. The
first region according to Figs. 1 and 2, corresponds to a
strongly hysteretic phase-transition which was previously
claimed to be associated with a possible quantum-critical
point for H‖[110]-direction where it takes place around
Hc ∼ 8 T.[27] As it is discussed below, this transition
for H‖[100]-direction corresponds to a 1st-order line in
the T − H diagram which at higher T s ends at a well-
defined end-point, where it becomes strictly 2nd-order
in nature.[38] As is also discussed below, this transition
disappears as H is tilted towards the c-axis, implying
that this end-point must move to T = 0 K at a cer-
tain angle, where it would become a quantum-critical
end-point. Thus, at low-T s the coexistence of non-FL
behavior likely due to QC-fluctuations, with a strongly
1st-order transition, would be an indication for its prox-
imity to a quantum-critical end-point (accessible upon
field rotation), and this would reconcile our observations
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FIG. 5. a Oscillatory component superimposed onto τ(H) measured within the paramagnetic phase of CeCu2Ge2 at an angle
θ = 56◦ and for several T s. At this angle the dHvA-signal is barely detectable, and in fact we could not clearly detect either
Fα or Fβ at higher angles. Given the very few oscillations observed within this limited inverse field range, the frequency must
be directly extracted from the oscillatory signal yielding F ' 270 T, or basically the average value between Fα(θ ∼ 0◦) and
Fβ(θ ∼ 0◦). b Carrier effective mass, as extracted from the temperature dependence of the dHvA amplitude in a and for
several field values. Notice that the extracted effective mass is nearly one order of magnitude higher than the masses extracted
for θ = 0◦. c Two examples of the effective mass extraction used to build Fig. b, i.e. Lifshitz-Kosevich fits of the amplitude
of the dHvA signal as a function of T for two field values. d µα as a function of θ. Red line is a fit to a single exponential
suggesting an exponential divergence of µα as θ approaches 90
◦. The same figure also shows Fα as a function of θ, where the
point at θ = 56◦ was extracted from a.
with those of Ref. 27.
The second region centred around Hap ∼ 29.5 T is
where τ/H reaches saturation or a PM-state due to the
suppression of the SDW-state, with the anomalous ex-
ponent indicating concomitant quantum-critical fluctua-
tions. For fields along the c-axis on the other hand, one
is forced to limit H to values < 10 T to extract a well-
defined n since above this field value, and within T ' 0.4
and 4 K, ρxx(T ) cannot be described by a single power
law.
Figures 4 a and 4 b show the resulting phase-diagrams
built from the torque and the transport measurements,
or the transition-temperatures as a functions of H ap-
plied along the a-axis, and the transition fields as func-
tions of θ, respectively. The discontinuity in the heat-
capacity,[39] as well as our transport and torque mea-
surements, indicate that the red line in Fig. 4 a, which
defines the boundary between PM and Ne´el states cor-
responds to a 2nd-order phase transition. All the other
lines correspond to either strong or weak 1st-order transi-
tions where the error bars indicate the hysteresis in field.
The same Fig. 4 a shows the A-coefficient as a func-
tion of H (green markers), which is proportional to the
quasiparticle-quasiparticle scattering cross-section. As
seen, the A-coefficient decreases by a factor of nearly ∼ 5
when going from the SDW to the PM state. Since at
H = 0, the A-coefficient is related to the electronic con-
tribution to the specific heat γ0 through the Kadowaki-
Woods ratio RKW = A/γ
2
0 such a decrease in A points
towards a severe reduction in the density of states at
the Fermi-level or equivalently, to a strong decrease in
quasiparticle effective-masses and electron-electron inter-
actions at the SDW to PM transition. In Fig. 4 b accord-
ing to our experimental evidence, the phase-boundary
between AF and PM states is 2nd-order in nature sug-
gesting the possibility of a quantum-critical line in the
H − θ diagram as well as the existence of a quantum-
tricritical point (in T → 0 K limit) at the angle where it
bifurcates.[40–42] All the other lines correspond to 1st-
order transitions, except for the gray line which results
from a very mild, barely detectable anomaly in τ/H. No-
tice that all these 1st-order lines disappear as H is rotated
towards the c-axis. This suggests that 1st-order transi-
tion end points, as for example the end of the brown line
8in Fig. 4 a which should be a 2nd-order phase transi-
tion point, might become a quantum-critical end point
(QCEP) in the T → 0 K limit as seen in Sr3Ru2O7,[38]
and as H is rotated towards the c-axis. In fact, the rela-
tive proximity to a QCEP upon rotation might perhaps
explain the anomalous exponent in the ρ(T ) around the
strong 1st-order transition observed at H ∼ 10 T.
Figure 4 c displays the dHvA signal superimposed onto
τ/H for an angle θ = 1◦ and for several T s. As seen the
dHvA amplitude shows a small T -dependence between 35
and 730 mK indicating relatively light effective-masses.
An analysis of the dHvA amplitude as a function of field,
does not unveil mass renormalization upon approaching
Hcp, as one would expect for the presence of quantum
critical fluctuations. The fast Fourier transform of the
oscillatory signal is displayed in Fig. 4 d, which reveals
two main peaks at Fα = 215 T (corresponding to a cross-
sectional area of ∼ 1 % of the AFBZ) and Fβ = 344
T (∼ 1.4 % of the AFBZ), with corresponding effective
masses µα = (2.5 ± 0.5) and µβ = (4.5 ± 0.8) m0, as
extracted from the Lifshitz-Kosevich fits shown in the
inset of Fig. 4 d. We could not detect these or other
frequencies for H < Hap , suggesting considerably heavier
effective masses in the Ne´el state. Relatively light masses
are in sharp contrast with those extracted from optical
conductivity [16] or with a γ0-coefficient approaching 200
mJ/K2mol.[39] Coupled to the sharp decrease of the A-
coefficient at Hap , light masses in the PM-state would
point to the suppression of the Kondo-effect at Hp(θ).
Since SDW related QCPs are claimed to lead to hot
spots on the Fermi surface associated with the nesting
vector,[1] we proceed to explore the θ dependence of the
dHvA effective masses. Both µα and µβ are observed to
increase considerably as θ increases towards the a-axis,
or as the component of electronic orbit perpendicular to
H explores the inter-planar direction, becoming unde-
tectable for θ & 56◦. As seen in Fig. 5 a, for θ = 56◦
the dHvA signal is very small (therefore noisier) show-
ing a more pronounced T -dependence when compared to
θ = 1◦. The envelope of the dHvA signal clearly indi-
cates beating between close frequencies, such as Fα and
Fβ , but the limited number of oscillations prevents an ac-
curate FFT extraction of the corresponding F s. A direct
reading yields F = 270 T, or an average value between
Fα and Fβ . The extraction of the corresponding effec-
tive mass µ, from the amplitude of the dHvA signal as a
function of T , and for several H values is shown in Fig.
5 b. The extracted µ values are one order of magnitude
larger than those extracted for θ = 1◦ suggesting also an
increase in µ as H → Hp, although the error bars are
too large to reach a definitive conclusion. Representative
Lifshitz-Kosevich fits are shown in Fig. 5 c. Finally, Fig.
5 d shows both µα and Fα as a function of θ, revealing
a severe renormalization of µα (red line is an exponen-
tial fit) as θ → 90◦, although the values for θ = 56◦
correspond to averages between the α and β orbits.
SUMMARY/CONCLUSIONS
In summary, we find that the Kondo and coherence
temperatures as well as the spin-density wave transition-
temperature can be suppressed by the application of an
external magnetic field through a second-order phase-
transition, regardless of its crystallographic orientation.
A priori this would suggest a few possibilities: i) A
2nd-order line in the H − θ phase diagram, leading to
a quantum-critical line where all relevant energy scales,
Ne´el, coherence and Kondo-temperatures collapse lead-
ing to a line of quantum critical points, ii) quantum-
criticality driven solely by the suppression of the Kondo-
effect, which is consistent with the light masses observed
in the PM-state for θ ∼ 1◦, and iii) QC driven solely
by the suppression of SDW-state leading to hot spots
on the Fermi surface associated with the nesting wave-
vector, and which would lead to heavy electron-masses.
Since we could not detect heavy masses, or non-FL be-
havior for fields along the c-axis or in wide angular win-
dow around it, our results are difficult to reconcile with
scenarios i) and ii). However, according to prevailing
quantum-critical scenarios a 2nd-order line in the field
as a function of angle phase-diagram, where all rele-
vant energy scales, in particular the spin-density wave
transition-temperature, are continuously suppressed by
the magnetic-field, should lead to a line of quantum crit-
ical points in the limit of zero temperature. Therefore,
our study unveiling non-Fermi liquid behavior and mass
divergence only when the field is aligned along the a-
axis is a clear challenge to our current understanding
of quantum criticality (in contrast to recent theoretical
progress in describing model a system [43]) and suggests
the existence of Fermi surface hot spots located nearly
along the kz direction most likely associated with a three
dimensional nesting wave-vector. Hence, in the limit
of very low temperatures the observation of a second-
order phase transition associated to the suppression of an
order-parameter by tuning a physical parameter, such as
magnetic field, would seem not to be a sufficient condi-
tion for the observation of quantum criticality.
We want to finish by emphasizing that the complexity
of the CeCu2Ge2 phase-diagram as a function of tem-
perature, field and angle, which suggests the possible ex-
istence of quantum tricritical and quantum-critical end
points associated with multiple 1st-order metamagnetic
transitions, will contribute to enrich our overall under-
standing of quantum criticality. For example, the re-
sults in Ref. 27 indicate a quantum phase-transition for
H ' 8 T applied along the [-110]-direction, which is ob-
served by us to become strongly 1st-order (albeit coex-
isting with non-Fermi liquid behavior) when H ' 10 T
is applied along the [100]-direction. This suggests the
existence of a QC end-point which can be accessed by
varying the field-orientation with respect to the crystal-
9lographic axes. However, it remains unclear at the mo-
ment, from ours as well as the results in Ref. 27, if such a
QC end-point would be directly accessed by varying tem-
perature and angle or if phase-formation would conceal
it.[10, 44] This aspect, as well as a full comparison be-
tween the overall physical properties observed at low tem-
peratures around H‖[−110] ' 8 T and H‖[100] ' 29.5 T
deserve future attention. As for quantum tri-critical
point(s) it is a concept claimed to be relevant for the
high-temperature superconductivity observed in the Fe
arsenide superconductors[45] or for the anomalous non-
Fermi liquid behavior observed in MnSi.[46] Insofar it has
been experimentally challenging to precisely tune either
system towards a putative quantum tri-critical point in
order to expose it and in this way confirm its conceptual
relevance. In contrast, through this study we learned that
we can in CeCu2Ge2 precisely access a tri-critical point
by tuning two non-thermal parameters namely field and
angle at very low temperatures. Hopefully, such a tun-
ability might allow us to unambiguously unveil a quan-
tum tri-critical point.
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