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It is proved that each matrix over a principal ideal ring is equivalent to some 
diagonal matrix. Partial results are obtained on the uniqueness of the diagonal 
form obtained. These results are obtained by specializing some general 
properties about simultaneous decompositions of a projective module and 
a homomorphic image of finite (composition) length over any ring. These 
general results are also specialized to obtain results about matrices and pro- 
jective modules over hereditary prime rings. 
INTRODUCTION AND BASIC DEFINITIONS 
To remove any possible ambiguity: Two 112 x 71 matrices A and B over a 
ring R are equivalent (notation: A N B) if there exist invertible matrices P 
and Q over R such that B = PA&. All rings considered will be assumed to 
have an identity element, and all modules to be unitary. 
The theorem that each matrix over R is equivalent to some diagonal matrix 
was proved-when R is the ring of integers-in 1861 by Henry J. Stephen 
Smith [Sm 11. (He also gave an explicit description of the diagonal matrix he 
obtained.) It was gradually extended by Dickson [D, p. 1731, Wedderburn [WI, 
van der Waerden [V, pp. 120-1251, and Jacobson [Jl, $51 to various commu- 
tative and noncommutative Euclidean domains and commutative PID’s 
(= principal ideal domains); and then to non-commutative PID’s by 
0. Teichmuller [Tj in 1937 (then in somewhat sharper form in Asano [A, p. 271 
and Jacobson [J2, p. 431). The theorem is also known when R is a PIR with 
minimum condition. In Section 4 of the present paper we establish the 
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theorem for an arbitrary PIR (precisely: a ring with 1 in which every l-sided 
ideal is principal). 
There are many diagonal matrices equivalent to a given matrix. To discuss 
uniqueness, we define the cokernel of A-for an m x n matrix A over a ring 
R- to be the right R-module 
coker A = R(m)/A*R(n) = R(“)/(the “column module” of A), 
elements of Rcrn) and Rfn) being written as columns. This, of course, equals 
the cokernel of the left multiplication map by A from R(“) to Rcnz). It is easy 
to see that A N B 3 coker A E coker B (isomorphism of right R-modules) 
for m x 71 matrices A and B over any ring R. The uniqueness assertion of the 
“Elementary Divisor Theorem” states that, when R is a commutative PID, 
(1) coker A g coker B G= A N B. 
When R is a non-commutative PID, implication (1) no longer holds (see 
the example at the end of Section 4); and, in fact, no canonical form seems to 
be known for matrices over a noncommutative PID. (As observed in [N], the 
concept of total divisors gives a canonical form for coker A, but not for the 
equivalence class of A.) Our best result along this lines is: Let A be an 
m x n matrix over a PID R and suppose that 
coker A E RIhR @ ... @ RId,R 
then, for some x in R, 
(dI # 0 and t = min{m, n>); 
(2) A N diag(x, d, , d3 ,..., dt)nxn and R/xR e R/d,R 
(a slightly more complicated statement, valid for arbitrary prime PIR’s is 
given in Section 4). Thus, whatever additional invariants (beyond coker A) 
are necessary to describe the equivalence class of A, they can all be “con- 
centrated” into a single entry of A. 
Note that the implication (1) does not require any diagonalizability to make 
sense. In fact, one of the main results of papers of Steinitz [St] and Krull [Kr] 
is that (1) holds over every commutative Dedekind domain. Implication (1) 
is also easily seen to hold over all semiperfect rings (see Section 4). 
In order to state the main module-theoretic results of this paper, we require 
three definitions. A pair of module homomorphisms f<: Mi + Vi (i = 1,2) 
are epivuht (notation: fi - fi) if th ere exist isomorphisms 6 and E such that 
the following diagram commutes: 
MI L U, 
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Thus, two m x n matrices A and B are equivalent if and only if the left 
multiplication maps by A and B from Rn) to Rm) are equivalent. 
A module U is uniquely presentable by a module P if there is an epimor- 
phismfi P -+t U such that every epimorphism of P onto U is equivalent to f. 
Finally, a module U is semi-primary if U is finitely generated and U/rad U 
is the direct sum of (a finite number of) simple modules. Thus every module 
of finite length is semiprimary. (This definition of “semiprimary” is more 
general than the one given in [L].) 
The main module-theoretic result of this paper is the “Lifting and 
Straightening” Theorem of Section 1, which deals with a module epimorphism 
where P is projective and U is semiprimary. For the main part of the theorem 
we suppose that, for each i, there is some epimorphism of Pi onto Vi and also 
some epimorphism of P, onto every lJi . Then the decomposition (3) of U 
can be “lifted” to a decomposition P = PI’ 0 ... @ P,,’ for which each 
f(Pi) = vi and Pi’ g P, ) 
or, as we will say more briefly: “The modules Pi in (3) can be isomorphically 
replaced to achieve f (Pi) = Ui .” Furthermore, these new summands Pi 
(that is, Pi’) can be chosen so that each restricted homomorphism f : Pi --H Vi 
is equivalent to an arbitrarily selected epimorphism of Pi onto U, EXCEPT 
POSSIBLY for the last one f: P, -++ U, . 
The existence of the lifted decomposition will eventually produce diagonal 
matrices. The question of unique presentability of U by P is reduced, by this 
theorem, to the same question for U, by P, . This phenomenon-that 
presentations can be “straightened” except possibly in one summand-will 
haunt the entire paper, and is responsible for the mysterious element x in 
the diagonal matrix (2) above. 
One possibly surprising corollary of the Lifting and Straightening Theorem 
is that, if PI and Pz are projective modules (over any ring), each of which 
can be mapped onto a module U of finite (composition) length, then U is 
uniquely presentable by PI @ Pz . 
In Section 3 we apply the Lifting and Straightening Theorem to study the 
structure of a homomorphism 01: N -+ P between finitely generated projective 
modules over hereditary noetherian prime rings with “enough” invertible 
ideals (mainly Dedekind prime rings). Specializing to the case that 01 is 
one-to-one, we obtain a simultaneous decomposition theorem for a projective 
module and an arbitrary submodule. Specializing to the case that N and P 
are free, we obtain some results on matrices, the main one being that, if A 
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and B are m x n matrices over a Dedekind prime ring with right projective 
cancellation, then 
coker A s coker B 3 [f 9 N [t y]. 
This extends a result which Asano proved for (non-commutative) PID’s 
[A, Thm 201. 
In Section 4 we further specialize to the case of matrices over a prime PIR 
(which is a special case of a Dedekind prime ring). The extension to arbitrary 
PIR’s then comes from a theorem of Goldie that such a ring is a direct sum of 
prime PIR’s and primary PIR’s with minimum condition. 
Additional historical remarks are given in (3.6). 
1. LIFTING AND STRAIGHTENING 
Consider a module epimorphism 
The basic technique for lifting and straightening the given decomposition 
of U (under suitable hypotheses) is developed in the four lemmas below. 
The first lemma amounts to a simple observation that direct summands of 
modules can be exchanged in a manner analogous to changing basis in a 
vector space. 
The main idea in the proof of the Lifting and Straightening theorem will 
then be to exchange the summand PI in (1) for a new PI (isomorphic to the 
old one) so as to “erase” the unknown image of PI in U (Lemma 1.2), then 
“build it up” so that f (PI) = U, (Lemma 1.3), and finally “straighten” it 
(Lemma 1.4) so that the restricted map f : PI -++ U, becomes equivalent to an 
arbitrarily specified epimorphism of PI onto U, . An inductive procedure will 
then complete the proof. 
(1.1) CHANGE OF BASIS LEMMA. Let M = X @ Y be a decomposition of a 
module. The following assertions about a submodule x’ of M are equivalent: 
(i) M = X’ @ Y, 
(ii) X’ = (1 + B)Xfor some 0 E hom(X, Y). 
When the conditions hold, X z X’ via 1 + 0. 
Proof. To prove that (i) implies (ii), let -0 be the projection map: 
M --+ Y given by (i). Then each x in X can be written x = x’ - e(x) for some 
x’ E X’. Therefore x’ = (1 + e)(x); so the restriction of 0 to X gives (ii). 
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The remaining assertions of the lemma are easy to verify. 1 
(1.2) ERASING LEMMA. Consider a module epimorphism 
(1) f: M = P @ N-H U (Pprojective), 
where f(N) = U. Th en P can be isomorphically replaced in (1) to achieve 
f(P) = 0. 
Proof. We want P’ E P such that M = P’ @ N and f (P’) = 0. Since P 
is projective there is a 6 such that the following diagram commutes: 
P 
Then f(1 + B)P = 0, so the Change of Basis Lemma allows us to take 
P’ = (1 + e>p. 1 
(1.3) BUILDING LEMMA. Consider a module epimorphism 
(1) f: M = P @ N + U (P projective, U semiprimary). 
Suppose that there is SOME epimorphism of P onto U. Then P can be isomor- 
phically replaced in (1) to achieve f (P) = U. 
Proof. Let v be the natural homomorphism of U onto U = U/rad U, 
and let P’ be any submodule of M. Then, since U is finitely generated, 
f (P’) = U if and only if vf (P’) = 0. Therefore we can assume that U = fl, 
that is, U is semisimple. Consequently, U has a decomposition 
(2) V@W=U, where f(P) = V and f(N) 2 W. 
By the Change of Basis Lemma, we seek 0: P + N such that 
(3) f(1 + B)P = u. 
It will suffice to find v: P ---t-f W such that 
(4) v(kerf 1 P) = W. 
For then we can use projectivity of P to find 0 making the following diagram 





N’ 7 W 
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Thenf(1 + B)P Sf(l + 6)(kerf 1 P) = W. Sincef(P) = V, we see that (3) 
holds. 
Finally, we obtain q~ satisfying (4). Recall the hypothesis that there is SOME 
epimorphism g: P -+-f U = V @ W, and let v: P --H P = P/(kerf n ker g) 
be the natural homomorphism. To keep the notation readable, we have written 
“kerf” for “ker(fj P).” Then define J and g by commutativity of the 
following diagram: 
P 
V ++?-- P = P/(kerf n kerg) -;++ V @ W 




p = (kerj) @ v’, 
I 
v= V’g V” 
where and 
Wr w”. 
= (kerg) 0 V” @ W”, 
Since the Krull-Schmidt Theorem holds for semisimple modules, (5) and (6) 
show that there is an epimorphism of kerj onto W”, hence onto W. This can 
be extended, by (5), to an epimorphism Q of P onto W. Then +(kerJ) = W, 
so v = $?v satisfies (4). 1 
(1.4) STRAIGHTENING LEMMA. Consider a module epimorphism 
(1) f:P=P,@P,- u (P projective, 7J semiprimary), 
and suppose, for each i, there exists SOME epimorphism gi; Pi -++ U. Then 
PI and Pz can be isomorphically replaced in (1) to achieve f (PI) = U and 
f (PJ = 0, with the restricted map 
(2) (f:P1--U)-g,* 
Proof. By the Building Lemma, P2 can be isomorphically replaced in (1) 
to achieve f (PJ = U; and, by the Erasing Lemma, PI can then be isomor- 
phically replaced to achieve f (PI) = 0. We now “rebuild” f (PJ to obtain (2). 
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Since PI is projective, there is a 6 to make the first diagram below commute. 
The second diagram then commutes, too, becausef(P,) = 0. 
Pl Pl ’ 
1+0 
‘+ (1 + e>p, 
Thus, by the Change of Basis Lemma, (1 + 0) PI will do for the “new” PI 
satisfying (2). 
Now thatf(P,) = U we can apply the Erasing Lemma to obtainf(P,) = 0, 
as desired. i 
(1 S) LIFTING AND STRAIGHTENING THEOREM. Consider a module epimor- 
phism 
Suppose that there is SOME epimorphism of each Pi onto Vi . Then the Pi 
can be isomorphically replaced in (1) to achieve f (Pi) = Vi for every i. 
Suppose further that there is some epimorphism of P,, onto each Pi with i < n. 
Then the isomorphic replacements of the Pi can be chosen in such a way that each 
of the Jirst n - 1 restricted maps f: Pi ++ Vi is equivalent to an arbitrarily 
specified epimorphism of Pi onto Vi . 
REMARK. If only “lifting” and no “straightening” is desired (that is, 
f (Pi) = Vi but no assertion about the equivalence class off: Pi - Vi), 
then the sum U, + U, + *a* in (1) need not be direct. The lifting theorem 
thus obtained extends [L, Theorem 1.21 by virtue of a more general definition 
of “semiprimary.” To obtain this form of the theorem, use the same proof 
given in [L], but substitute Building Lemma for [L, Lemma 1.41. 
Proof of (1.5). First we prove the version of the theorem which involves 
both lifting and straightening; and we begin with the case n = 2. Thus we are 
assuming the existence of epimorphisms: Pi - Vi (i = 1,2) and Pz --f-2 U, . 
Let 7rr : U - U, be the projection map given by U, @ U, = U. Then the 
Straightening Lemma, applied to 
(2) rrxf: PI @ Pz - u, 
allows us to isomorphically replace PI and Pz in (2) to achieve 
(3) ?f(PJ = U, and %f(Pz) = 0 
4w29/3-4 
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in (2), with rrrf: PI - U, equivalent to an arbitrarily specified epimorphism 
of PI onto U, . The relation ,f(P,) = 0 can be restated: 
(4) f PJ c u2 * 
We wish to achieve equality in (4). Now, Pz C f-‘( U,), and Pz is a direct 
summand of P. Therefore Pz is a direct summand off -I( U,); say, 
f-‘(U,) = P2 @L with LCP,. 
We can now apply the Building Lemma to the situation 
(5) f:f-‘(U,) = Pz @L-t+ u, 
(since there exists some epimorphism: Pz ++ U,) to isomorphically replace 
Pz by Pz' in (5) and achieve f (P2') = U, . 
By the Change of Basis Lemma, P2' = (1 + O)P, for some 8: Pz +L _C PI , 
and hence P = Pz' @PI. 
After renaming Pz , we achieve equality in (4). It remains to “erase” n1 
in the relation r,f(P,) = U, without changing the equivalence class of the 
map rlf: PI -++ U, . To do this use projectivity of PI to find v making the 
first diagram below commute: 
Pl Pl > 
lfP, 






pz T us Ul 
Commutativity of the second diagram then shows that (1 + 9’) PI is the 
desired replacement for PI; and this completes the desired lifting and straight- 
ening for n = 2. 
For n > 2, apply the case n = 2 to the situation 
(6) f:P=P,~(P,~...~P,)~~U,~(U,~...~U,)= U 
-- -- 
=p’ =U’ 
to obtain isomorphic replacements of PI and P' in (6) such that f (PJ = U, , 
f (P') = U’; and f: PI - U, in an arbitrarily specified equivalence class. 
Then write the new P' in the form Pi @ .** @ P,' with Pi' z Pi and repeat 
the above procedure, “splitting off” Pz' and lJ, , and so on. In this way we get 
to specify the equivalence class of every f: Pi + Ui except for i = n. 
To prove the “lifting only” version, start with (2), as before; and then 
obtain (3) by using the Building Lemma and then the Erasing Lemma. Then 
continue without any additional changes. i 
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(1.6) COROLLARY. Consider a module epimorphism 
Suppose that, for each i, there exists SOME epimorphism of Pi onto Vi and P, 
onto Ui . Suppose further that U, is uniquely presentable by P, . Then U is 
uniquely presentable by P. 
Proof. By the theorem we can suppose that each f (Pi) = Vi in (1). 
Let g be any other epimorphism: P ++ U. Then a second application of the 
theorem gives a decomposition P = P,’ @ ..* @ P,’ with each Pi s Pi , 
g(P’) = Ui , and 
(2) (g: P,’ - Vi) N (fi Pi - U,), for i= 1,2 ,..., n-l. 
Unique presentability of U, by P, gives (2) for i = n and hence shows 
f-g. I 
Setting n = 2 and U, = 0, we get: 
(1.7) COROLLARY. Let PI and Pz be any projective modules, each of which 
can be mapped onto a semiprimary module U. Then U is una$uely presentable by 
PI 0 pz. 
(1.8) EXAMPLE. In order to show that (1.7) actually has some content, 
we need an example of a semiprimary module U which has a pair of inequiv- 
alent presentations by some projective module P. In fact, there is a hereditary, 
noetherian, simple integral domain R which has a pair of maximal right 
ideals K and L such that R/K z R/L with K principal and L not principal 
(hence KR g Ln) (see [R & M, 5.18 and 5.171). 
It follows that R/K is not uniquely presentable by R; but (by (1.7)) is 
uniquely presentable by R @ R. 
Additional examples of uniquely presentable modules are afforded by the 
following simple result, which we will use later. 
(1.9) PROPOSITION. Let T be a 2-sided ideal of any ring R, and let H be any 
noetherian R-module. Then H/HT is uniquely presentable by H. 
Proof. Suppose HIHT z H/S and let f and g in the diagram below be 
the natural homomorphisms. Since (H/S)T = 0, we have S C HT. This 
shows that there is a map y making the diagram commute: 
H f+ HIHT 
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Let 6 be any isomorphism of H/HT onto HIS. Then 6y maps the noetherian 
module H/S onto itself, and hence is one-to-one. Hence y is also one-to-one. 1 
Given a presentation f: P - U, when does U have at least one decom- 
position which can be lifted to P? The second main result of this paper 
describes a class of presentations for which such a decomposition of U always 
exists. 
We will call a module local if it has exactly one maximal submodule. Such 
a module is necessarily cyclic and semiprimary. A module C is completely 
faithful if every non-zero submodule of every homomorphic image of C 
(including C itself) is faithful. Note that, according to this definition, the 
zero module is completely faithful (even though it isn’t faithful). A module of 
Jinite composition length is completely faithful ;f and only if all of its composition 
factors are faithful. 
(1.10) EXISTENCE THEOREM. Consider a module epimorphism 
(1) f: P = PI @ 1.. @ P, - U (Pprojective). 
Suppose U is a finite direct sum of local modules and a completely faithful 
semiprimary module, and that no Pi has finite (composition) length. Then the Pi 
can be isomorphically replaced in (1) to achieve 
(2) f(P) =f(PJ 0 **. Of(PJ 
and hence also 
(3) kerf = (kerf n PI) @ ... @ (kerf n P,). 
REMARK. A very special case of this theorem is that every presentation 
of a finite abelian group by a free abelian group is a direct sum of presentations 
of cylic groups (that is, the heart of the theorem that every matrix of integers 
can be diagonalized). 
Proof of the theorem. For an arbitrary module U let v: U- U = U/rad U 
be the natural homomorphism. Now let U be as in the theorem: 
(4) U=L@C with L = @L,, 
‘XEF 
where each L, is a local module, F is a finite set, and C is completely faithful. 
Furthermore, for any subset G of the index set F, define L, = @JDLEG L, . 
Note that, since L, is local, t;, is simple. Hence L (and therefore U) is semi- 
primary. In addition, since each Ea is simple: 
(5) For any decomposition e = X @ Y, there exist complementary 
subsets G and H of the index set F such that 
XgL, and YE& 
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Now return to the theorem. It will suffice to prove the theorem for n = 2, 
provided we can show thatf(P,) is a g ain of the form (4). Furthermore, by the 
Lifting and Straightening Theorem, it will suffice to display a decomposition 
(6) u = u, 0 u, 
such that there exists some epimorphism of each Pi onto Vi. 
Let rr be the projection map: U -HE given by placing “bars” on (4). Since 
L is semisimple and L = mf(P), 
(7) E = sTVf(Pl @ P2) = nVf(Pl) @ Y 
with Y _C nvf(P,). Since ?nif(PJ is semisimple, too, there is an epimorphism 
of Pz onto Y. 
Now choose sets G and H such that (5) holds, with X = mf(Pl). We claim 
that the desired decomposition (6) of U is 
(8) U=L,@(L,@C). 
We already know that Pz can be mapped onto Y, hence onto i& . Then, by 
the lemma below, Pz can be mapped onto LH @ C. 
Since it is even easier to show that PI can be mapped onto L, , the proof is 
now complete. 1 
Before stating the next lemma, we note that every semisimple module is 
the direct sum of unfaithful modules and a completely faithful module. 
(1.11) LEMMA. Let U be a semiprimary module, and write 
U/rad U = E @ c (C completely faithful). 
If a projective module P, which does not have jnite length can be mapped onto E, 
then it can also be mapped onto U. 
Proof. It will s&ice to find an epimorphism 8: P -++ e @ C, for then 
the projectivity of P shows that B can be lifted to a map 8’: P -+ U such that 
O’(P) + rad U = U. Since U is finitely generated, this shows that 6’(P) = U 
as desired. 
Let f: P -J? be the epimorphism mentioned in the hypothesis. 
To find 0 we can assume, by induction, that C is simple. Then we merely 
need a homomorphism 4: P -+ ~7 such that $(ker f) # 0; for the simplicity 
of C shows that (f + #)(ker f) = c and hence (f + g)(P) = z @ C’. 
To find #I, note that f is not one-to-one since z has finite length but P 
does not. Therefore there is a non-zero element p, E kerf. Since P is a sub- 
module of a free module, there is a map P: P -+ R such that V( pJ # 0. Then, 
since c is faithful, there is an element c,, E c such cO+ p,) # 0. Define # by 
4(p) = c,r( p) for all p E P. 1 
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(1.12) REMARR. A special case of the above lemma is the known result 
[R & El, Lemma 3.1(b)] that, ower a non-artinian ring R, ewery completely 
faithful module of Jinite length is cyclic. (Merely take P = R and L = 0.) 
Of course, a ring R has such modules (f 0) if and only if R is primitive. 
2. HNP RINGS: FINITELY GENERATED MODULES 
In this section we discuss som background material which will be needed 
in Sections 3 and 4. 
An HNP ring (= hereditary, noetherian prime ring) is a right and left 
noetherian prime ring in which every l-sided ideal is a projective module. 
Such a ring has a 2-sided total quotient ring Q which is simple artinianl 
[J, Chapter 21. A Dedekind prime ring R is an HNP in which every 2-sided 
ideal T # 0 is invertible in Q (that is, TT* = T*T = R for some subset T* 
of Q). If R is an HNP in which every 2-sided ideal merely contains an invertible 
ideal, we say that R has enough invertible ideals. 
The above definitions were given in the form which will be most useful 
in what follows. However, since the historical origin of this paper lies in the 
theory of commutative Dedekind domains, we mention an alternative defini- 
tion: A Dedekind prime ring R is a ring in which every left ideal and every 
right ideal # 0 is a progenerator in the category of left and right R-modules, 
respectively [R2]. 
We now summarize that part of the module theory over such rings which 
we will use later (see [R & El]). 
Every finitely generated module M over an HNP R has a unique largest 
submodule U of finite length (called the torsion submodule of M) and 
(2.1) M = U @ P with P projective. 
The module P is unique up to isomorphism, namely, P s M/U. 
If R has “enough” invertible ideals then the module U in (2.1) has a 
decomposition 
(2.2) U=L@C, 
where L is unfaithful and C is cyclic and completely faithful. Moreover L 
is a direct of uniwrial modules (= modules which have exactly one composition 
series). 
1 To avoid trivial complications we will always assume that R is not artinian, that is, 
R #Q. 
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Every finitely generated projective right module over an HNP R has a 
decomposition 
(2.3) P=P,@***@P,, 
where each Pi G some uniform right ideal of R (= a right ideal # 0 in which 
every two non-zero submodules have non-zero intersection). The number d 
of summands in (2.3) is an invariant of P (called its uniform rank) as is easily 
seen by considering the injective hull of P. The remaining invariants for the 
isomorphism class of P are not yet known. (An interesting example can be 
found in [We].) 
It is easily verified, by means of the decomposition (2.1), that: 
(2.4) A submodule N of a finitely gene-rated projective module P over an 
HNP is essential in P if and only ;f PIN has$nite length. 
We will need two more results: 
(2.5) Every uniform right ideal of a noetherian prime ring is isomorphic to a 
submodule of ev~y other ungorm right ideal [R & El, p. 691. 
(2.6) LEMMA. Let IR and JR be uniform right ideals, and T a 2-sided ideal 
# 0 in a Dedekind prime ring R. Then 
(i) R/T is a PIR with minimum condition, 
(ii) I/IT s J/ JT = cyclic, 
(iii) every R-module of jnite length which is a homomorphic image of I 
is cyclic and also is a homomorphic image of J. 
Proof. (i) is proved in [R & El, Theorem 3.3 (note that every 2-sided 
ideal in a prime ring is essential)]. The proof of (ii) will use the fact that for 
any essential right ideal E of R, E/ET z R/T [R & G, Lemma 3.5, or R2]. 
Since R is a HNP it has a decomposition (see (2.3)) 
RR=H1@Hz@***@Hd (each Hi = uniform). 
Since every uniform right ideal is isomorphic to a submodule of every other 
one, each Hi has a submodule E, z I. Then 
E=E,@E,@.**@E,rI(d) (= 0 d copies of 1) 
is essential in R, so 
(I/IT)cd) z E/ET z R/T = cyclic. 
This shows that I/IT is cyclic and 
(*I (I/IT)cd) g (J/ JT)@‘. 
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Now, I/IT has a composition series by (2.4). Thus the Krull-Schmidt 
theorem allows us to conclude (ii) from (*). 
Finally, to obtain (iii), let an epimorphism: I- U be given, with U of 
finite length. Then U = L 8 C where L is unfaithful-call its annihilator 
T-and C is completely faithful (by (2.2) above). Therefore there is an epi- 
morphism: I -++ L, and this can be factored through I/IT E ]I JT. 
Thus there is an epimorphism: J - L and hence (Lemma 1.11) an epi- 
morphism: J--n U = L @ C. By assertion (ii), L is cyclic, and hence a 
homomorphic image of R. Therefore, by (1.11) again, U = L @ C is also 
a homomorphic image of R, that is, cyclic. 1 
Finally, as in the commutative case: 
(2.7) LEMMA. Let P’ and P be finitely generated projective modules over a 
Dedekind prime ring R, and suppose that the uniform rank of P’ is less than that 
of P. Then P’ @ Kg P for some (finitely generated, projective) module K. 
Proof. In view of the decomposition (2.3) above, it suffices to prove that, 
given uniform right ideals I, J, and K of R, there is a uniform right ideal X 
such that 
(1) I@Xs J@K 
and this is [R & El, Theorem 2.21. 
3. HNP RINGS: MATRICES AND PAIRS OF MODULES 
We can think of our first result, by analogy with matrix theory, as a 
“reduction to the non-singular case.” 
(3.1) THEOREM. Let 01: N--t P be a homomorphism between projective right 
modules over an HNP R. Then there are decompositions 
(1) N = ker OL @ N, -% P, @ S, = P, 
where ol(N,) is an essential submodule of P, . Moreover, P, is a uniquely deter- 
mined submodule of P, S, is unique up to isomorphism (namely, s the projective 
part of P/or(N)) and the monomorphism cr: N, + P, is unaque up to equivalence. 
Proof. Since submodules of projective modules over R are again projective 
[C & E, p. 14, Thm. 5.41, al(N) is projective, and this results in the splitting 
of N in (1). Now, P/or(N) = P/or(N,) has a decomposition U @ S with U 
of finite length and S projective (by (2.1)). The kernel of the composed map 
P % P/or(N,) projection :bS 
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is a direct summand P, of P, and P, S or(N,). Furthermore the complementary 
summand S, in (1) is g S and P,/a(N,) s U, so or(N,) is essential in P, 
(by (2.4)). 
Note that, in any decompositions of the form (l), P, must be the full 
inverse image, in P, of the torsion submodule U of P/or(N). Thus P, is a 
uniquely defined submodule of P and a(N,) is a uniquely determined sub- 
module of P, . This establishes uniqueness up to equivalence of the mono- 
morphism ol: N, ---f P, as well as the uniqueness of S, (namely, S, r S). 1 
The above theorem reduces the problem of “taking apart” the homo- 
morphism CL: N --+ P to the case in which 01 is the inclusion map and N is 
an essential submodule of P. This case is dealt with in the next two results, 
which extend and sharpen [R & El, Theorem 3.121. 
(3.2) THEOREM. Let N be an essential submodule of a finitely generated 
projective module P over an HNP with “enough” invertible ideals, and choose 
any decomposition 
(1) P=P,@...@P, (each Pi uniform). 
Then the modules Pi can be isomorphically replaced in (1) to achieve 
N=(P,nN)@**-@(P,nN). 
Proof. Consider the natural homomorphism f: P - U = PIN. Since 
N is essential in P, U is a direct sum of local modules and a completely 
faithful module (by (2.4) and (2.2)). H ence the Existence Theorem (1.10) 
gives the desired result. fi 
Unfortunately, (3.2) provides no insight into the degree of choice we have 
in prescribing the submodules Pr n N. However, when R is a Dedekind 
prime ring we can specify all but one of the inclusion maps (Pi n N) -+ Pt 
up to equivalence: 
(3.3) THEOREM. Let N be an essential submodule of a finitely generated 
projective module P over a Dedekind prime ring R, and choose any decomposition 
(1) P = P1 @ --- @ Pd (each Pi uniform). 
In addition, choose any decomposition of P/N of the form 
(2) PIN g PI/K, 0 *** @ Pc/Ke . 
Then the modules Pi can be isomorphically replaced in (1) to achieve 
(3) N = (PI n N) @ -se @ (Pd n N) 
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with 
(4) (pi n N * Pi) - (Ki 3 Pi) 
for all i EXCEPT POSSIBLY i = d. 
Proof. Note that the submodules Ki in (2) exist because of (3.2). Thus 
there is a decomposition P/N = U, @ ‘.. @ U, such that, for each i, there 
is an epimorphism 
(5) Pi ++ Vi with kernel Kd . 
In order to apply the Lifting and Straightening Theorem we also need epi- 
morphisms: P, --++ Ui for each i; and, since every Pi is isomorphic to a 
uniform right ideal in the Dedekind prime ring R, these epimorphisms exist 
by Lemma (2.6)(iii). 
The desired conclusion now follows. 1 
(3.4) COROLLARY. Let N be an essential submodule of a f%tely generated 
projective module P over a Dedekind prime ring R; and let P’ be any projective 
R-module # 0. Then 
(i) P/N is uniquely presentable by P @ P’, 
(ii) if R is commutative, then P/N is uniquely presentable by P (even if N 
is not essential in P), 
Proof. Choose submodules Pi and Ki as in (1) and (2) of the previous 
theorem, and consider the natural homomorphism 
Since 0 is uniquely presentable by P’ and P’ can be mapped onto every Pi/K& 
(Lemma 2.6(iii)) and P/N has finite length, Corollary (1.6) gives (i). 
For (ii), note that, when R is a commutative Dedekind domain, then K, 
has the form P,,T for some (2-sided) ideal T of R; and hence P,/K,, is uniquely 
presentable by P,, (Proposition (1.9)). Th us we do not need the extra summand 
P’ to apply (1.6). This proves (ii) when N is essential in P. To remove the 
“essential” hypothesis, decompose the inclusion map Al: N -+ P as in (3.1) 
and then carry out a “reduction to the nonsingular case” as in the proof of 
(3.5) below (or see [L, Cor. 1.91). i 
Finally we have an application to matrices. A ring R has right projective 
cancellation if J @ KG J @L, for finitely generated projective right 
R-modules J, K, and L, only when K g L. 
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(3.5) THEOREM. Let A and B be m x n matrices over a Dedekind prime 
ring R with right projective cancellation. If coker A E coker B, then 
(“1” = the identity element of R). 
If R is commutative, then A N B. 
Proof. Let OL and /I: Rfn) --t Rtm) be left multiplication by A and B, 
respectively. We want to show that the maps 01 @ 1 and p @ 1 of Rtn) @ R 
into Rfnz) @ R are equivalent. Apply the decompositions given in Theorem 
(3.1). 
c9.x R(n) = ker 010 IV, -% P, @ S, = Rtrn), 
where OI(NJ is an essential submodule of P, . The horizontal rows of diagram 
(3) below are formed by taking the direct sum of (2& and (2), with the identity 
map: R -+ R, and then regrouping terms, while the broken vertical arrows 
denote sought-for isomorphisms: 
Rcn+l) = ker a @ (N, @ R) OrOl + (P, @ R) @ S, = R(m+l) 
Y Y Y 
(3) i” i”’ i”2 
Y Y 1 E2 
$ 
I3 j’ 
Rcn+l) = ker /3 @ (N, OR) eel + (Pe @ R) 0 Se = R(“+l) 
Part of the assertion of (3.1) is that S, g the projective part of coker 0~. Since 
coker A z coker B, we see that S, z S, . So let or in (3) be any isomorphism. 
Projective cancellation, applied to (3), shows that P, s Ps . Also, 
and the right-hand side of (4) is uniquely presentable by P, @ R (Corollary 
(3.4)). This provides the isomorphisms l s and 6, in (3) such that E~(OI @ 1) = 
(/3 @ 1) 6,. Then the existence of an isomorphism 6, in (3) follows from 
projective cancellation. 
The desired equivalence in then given by 6 = 6, @ 6, and E = Q @ l s . 
The “extra summand” R was inserted into (3) only to achieve unique 
presentability. When R is commutative this extra summand is not needed 
(since ol(N,) is essential in P2, this uses only that portion of (3.4)(ii) which 
was actually proved). Thus A - B. 1 
(3.6) HISTORICAL REMARKS. The “non-commutative” part of the preced- 
444 LEVY AND ROBSON 
ing theorem stems from a result of Fitting [F] which states that, if A,,, 
and %a are matrices over any ring R such that coker A g coker B, then 
n+P m-b n+P m-l-q 
(where I, is thep x p identity matrix). If left multiplication by A and B is 
one-to-one, then the two middle blocks of zeros can be omitted. 
(This “one-to-one” case of Fitting’s result is easily seen to be a special 
case of the “strong form” of Schanuel’s Lemma: If Pr/Kr z P2/K2 with Pl 
and Pz projective, then Kl @ P2 g Pl @ K, via some automorphism of 
PI OPz*) 
K. Asano then showed [A, pp. 27-281 that, if R is a (non-commutative) 
PID, and A and B are matrices of the same size, the conclusion can be 
improved to 
Our extension (3.5) of Asano’s result is valid, for example, over many maximal 
orders in central simple algebras over a commutative Dedekind domain 
[Re, $191. It is also valid over any P-adically complete Dedekind prime ring, 
but here the extra “1” is unnecessary (see Theorem 4.3). For an example in 
which this extra “1” cannot be dropped, see (4.6). 
In (3.7) we will show that our “projective cancellation” hypothesis cannot 
be dropped; and the same example shows that Fitting’s “extra zeros” cannot 
be omitted when projective cancellation fails in R. 
The “commutative” part of theorem (3.5) was proved by Steinitz [St] 
for the full ring of algebraic integers in any algebraic number field; and one 
gets the impression that his proofs will work over an arbitrary commutative 
Dedekind domain. However, he used a slightly different definition of equiv- 
alence. He calls two matrices A and B (NOT necessarily of the same size) 
equivalent (our notation: A wS B) if there exist matrices Pi and Qi (of 
appropriate size) such that 
(1) B = PIAQl and A = P,BQ, . 
One of his main results is (equivalent to the assertion): coker A E coker B * 
AwSB. 
At the very end of his second paper [St, p. 343 the last paragraph of $661 
he outlines a proof that, if A and B are matrices of the same size, then his 
equivalence implies the “unimodular” equivalence we are using. 
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The methods of the present paper do not appear to give any insight into 
Steinitz’s equivalence, even when R is a commutative Dedekind domain 
and A and B are matrices of the same size. Kaplansky [Ka] has several results 
related to this type of question (i.e., if Pi and Qi exist in (l), can they be 
chosen to be invertible ?) 
Krull [Kr] redid much of Steinitz’s work on modules and matrices over 
commutative Dedekind domains, but with still a diferent definition of 
equivalence. He calls matrices A and B (again NOT necessarily of the same 
size) equivalent (our notation: A wR B) if there exist invertible matrices P 
and Q and blocks of zeros of appropriate size such that 
and he writes this merely as B = PAQ. One of his main results is that 
coker A 2 coker B 3 A - z B, which also follows from our Theorem (3.5) 
by first adding enough zeros to A and B to make them the same size. Krull 
also proved that, if A and B have the same number n of columns, then Q can 
be chosen to be n x n. However, he does not comment on whether-if A 
and B also have the same number m of rows-P can be simultaneously chosen 
to have m rows. The reason seems to be that he (in fact, Stein&z, too) was 
more interested in modules than matrices; and his result about equality of 
the number of columns is equivalent to the assertion that, over a commutative 
Dedekind domain, a Jinitely generated module is uniquely presentable by any 
jinitely generated projective module which can be mapped onto it (see (3.4) and 
[L, Corollary 1.91). 
Results equivalent to the “simultaneous decomposition” theorems (3.2) 
and (3.3) were also proved in Steinitz’s and Krull’s papers (for commutative 
Dedekind domains). A weaker version, proved by Chevalley [Ch, appendix], 
does not discuss the degree of choice one has in selecting the summands. 
When a ring R has matrices which cannot be diagonalized, one can ask 
how close to diagonal form matrices can be brought, Levy [L’] has some results 
about this when R is a commutative Dedekind domain. 
Steinitz’s second paper [St] ends with a list of references to earlier work. 
Teichmuller [Tj also gives some references for results about the PID case. 
The most complete accounts we know for matrices over PID’s are Asano [A] 
and Jacobson [J2]. 
(3.7) EXAMPLES. To show that the “enough invertible ideals” hypothesis 
cannot be dropped in the “simultaneous decomposition theorem” (3.2), we 
observe that there is a hereditary, noetherian integral domain R which 
has an indecomposable module U of finite length which is not cyclic 
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[R & M, Theorem 6.31. If we take a presentation of this module of the 
form 
f:P=P,@...@P,+sU (every Pi s R), 
then it is clear that the Pi cannot be isomorphically replaced to achieve 
U = @f(Pl). However, it is conceivable that some other type of replacement 
is possible (e.g., U is a homomorphic image of some right ideal of R). 
To see the necessity for projective cancellation in (3.5), and also the 
necessity for the “extra zeros” in Fitting’s theorem (see (3.6)), let R be a ring 
in which 
(1) coker A E coker B =X ({ 19) - (,” i) for some t. 
We show that right projective cancellation holds in R. 
SoletJ@Kr J@Lwith J,K, and L finitely generated and projective. 
We can suppose (after adding an appropriate direct summand to J) that 
J@Kisfree,sayJ@KrR(“)zJ@L.ThenletAandBbenxn 
matrices corresponding to the endomorphisms a! and /3 of R(n) defined below: 
JOK~JOK JW~JOK 
j+k-+j, j+l+j. 
Then coker A E Kg coker B. If the implication (1) held, we would have 
Kg kercr = ker(a @ I)= ker(p @ 1) = ker/3rL. 
That is, projective cancellation holds. 1 
4. PRINCIPAL IDEAL RINGS 
A theorem of Goldie [Gl, or J, p. 451 states that every PIR is a finite direct 
sum of (non-artinian) prime PIR’s and artinian primary PIR’s; thus permitting 
arguments about matrices to be split into two cases. 
Recall (from (2.3)) that, if R is an HNP, then R, is the direct sum of (say) 
u uniform right ideals; and u is called the uniform rank of RR . The connection 
between HNP’s and PIR’s is given by: 
(4.1) LEMMA. Let R be a prime PIR. Then 
(i) R is a Dedekind prime ring, 
(ii) if u is the uniform rank of R, and NI ,. . . , N, are modules isomorphic 
to uniform right ideals of R, then @b, Ni z R, . 
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Proof. (i) To show that every right ideal J is projective, note first that J 
is a direct summand of an essential right ideal. Hence we can assume that J 
is essential, and hence has the form J = bR where b is regular [J, Lemma 2.8, 
p. 161; so Jr R, = projective. 
If T is any 2-sided ideal, then TR and RT are both essential in R. Hence 
T = bR = Rc with both b and c regular. Hence T is invertible. 
(ii) Now consider the direct sum &, Ni in question. By hypothesis, 
RR is a direct sum of u uniform right ideals. Since every uniform right 
ideal is isomorphically contained in every other (2.5) we can suppose that 
&, Ni is contained in R, and this makes it essential in R; so, as in (i), 
@r=lNig RR- 1 
We will denote by diag(d, ,..., dt)mxn where t = min{m, n}, the m x n 
diagonal matrix whose (i, i) entry is di and whose other entries are zero. 
(4.2) THEOREM. Over a PIR evuy matrix is equivalent to some diagonal 
matrix. 
Proof. It suffices to consider the cases where R is artinian primary and 
prime. 
In the first case the result is both known and easy to prove, for R is a full 
matrix ring over a ring S with only finitely many one-sided ideals, each of the 
form x”S = Sxn where XS = Sx is the radical of S, [J2, pp. 75, 761. It is 
therefore clear that matrices over S, and hence over R, can be diagonalized. 
Now let R be prime (and not artinian). Since R is a full matrix ring over an 
integral domain D [Gl; or J, p. 451 it is tempting to try the preceding argu- 
ment again. Unfortunately, D need not be a PID, so a different approach is 
needed. (For an example: The simple Dedekind domain R studied in [We] 
is not a PID; but the direct sum of any two right ideals # 0 is g R @ R. 
It follows from [J, Prop. 2.1 I] that the 2 x 2 matrix ring over R is a PIR.) 
Let (II: Rcn) -+ Rcrn) be left multiplication by a given m x n matrix A. 




with each Ni and Pi uniform and ol(Ni) C Pi . Refine (1) by writing ker 01 and 
S, as direct sums of uniform right ideals. This gives decompositions 
(2) 
nr 
R(“’ = @ Ni -% g Pi 
8-l i-l 
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where u is the uniform rank of RR . In addition, a(N,) C Pi for all i because 
a(Ni) = 0 when i > r. 
Group together the first u summands in (2). This gives the top row of (3). 
(3) 
The vertical isomorphisms exist by (4.1), and then the broken arrow is 
defined by commutativity of the diagram. This last homomorphism equals 
left multiplication by some unique element 4 of R. 
Repeat the procedure on the next u terms from (2), obtaining d2 and 
likewise d3 ,..., dt , where t = min{m, n}. Then group the remaining Ni or 
Pi , if any, into a free R-module. We have now built an equivalence 
A - G&4 ,..., ddmxn, 
which completes the proof. 1 
We now inquire into the uniqueness properties of the diagonal matrices 
thus obtained. In particular, we ask to what extent is the equivalence class of A 
determined by the module coker A ? 
We will consider primary and prime PIR’s separately since the results 
differ in these two cases. 
The primary case is easier, so we consider it first. Strangely, our result 
here is that coker A determines the equivalence class of A-but the result has 
little to do with PIR’s or diagonal matrices! Recall that a semipe@ct ring is a 
ring over which every left and right module has a projective cover [B, $21. 
For example, any ring with right or left DCC, any P-adically complete 
Dedekind prime ring (see [R & G]) or any commutative local ring is semi- 
perfect. 
(4.3) THEOREM. If A and B are m x n matrices over a semiperfect ring R, 
and coker A z coker B, then A N B. 
Proof. The important fact here is that, for every pair of epimorphisms f 
andg:P,++VR, with P Jinitely generated and projective, there is an auto- 
morph&t ‘p of P such that gp, = f. This is a conclusion much stronger than 






P2@P” = P 
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To prove this, use the fact that every finitely generated module over a semi- 
perfect ring has a projective cover to obtain the decompositions of P shown 
in (l), where PI and Pz are contained in the kernels off and g, respectively, 
and the restrictions off and g to P’ and P”, respectively, are projective covers 
[B, Lemma 2.31. By uniqueness of the projective cover we can find an iso- 
morphism v of P’ onto P” such that gp, = f. Since semiperfect rings satisfy 
projective cancellation [Wa, Theorems 1 and 2; and La, p. 76, Prop. 21, there 
is sonre isomorphism of Pi onto Pz; and its direct sum with y gives the desired 
automorphism of P. 
Now, in the diagram below, let cx and p be left multiplication by A and B, 
respectively, and f and g the natural homomorphisms. Then by the above 
result there is an automorphism E of Iitrn) making the right-hand square 
commute. 
R(n) A R(m) f,+ coker A (image OL = kerf) 
Y Y 18 Ic 1 
some given isomorphism 
5 $ + 
R(n) 6 R(m) --%+ coker B (image/3 = kerg) 
In particular E takes image 01 (= ker f) onto image /3 (= ker g), so a second 
use of the result above shows that 6 exists, too. 1 
We now consider prime PIR’s. Here it is not true that coker A s coker B 
implies A N B. An example for PID’s is given in (4.5). When R is not a 
domain Lemma (4.1) h s ows that projective cancellation will fail (except in the 
trivial case that R is a full matrix ring over a PID), so the counterexample 
given in (3.7) applies. 
Nevertheless, the next theorem shows that the missing invariants can all be 
combined into a single element of a diagonal matrix; and the corollary shows 
that in many cases these additional invariants disappear. 
Before stating the next theorem, we note that, by (4.2), if A is an vz x 1z 
matrix over a prime PIR R, then 
(*I coker A s RId,R @ *.. @ RIII,R @ Rcrnpt), 
where t = min{m, n}. 
(4.4) THEOREM. Let A be an m x n matrix over a prime PIR R with 
coker A given by (*) above. Choose the notation so that dl # 0, and, ;f any 
non-zero di is a zero-divisor, so too is dl . Then there is an element x E R with 
A - diag(x, 4,4 ,..., dt)mxn and R/xR s R/d,R. 
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Proof. We start by applying Theorems (3.1) and (3.2) to the left multipli- 
cation maps d,: RR --f RR , obtaining decompositions 
m 
where u is the uniform rank of RR , u(i) that of d,R, all of the cyclic summands 
in (2)i are uniform right ideals, and dingR Cp,R. 
Now let Al: Rcn) + R(m) be left multiplication by A and apply the two 
theorems again. 
Here the individual summands (as yet unspecified) are uniform and each 
o~(N,~) is an essential submodule of Pij . 
Our intention is to “match up,” as far as possible, the corresponding parts 
of (3) and &r (2), . We first consider the case in which A is square, so 
m=n=t. 
In (3), S, is the projective part of coker A, so comparison with @ (2), 
shows that @ij s,jR g S, . Letting Sij in (2), be the image of s,jR under this 
isomorphism we get 
(4) sijR s Sij for all (i, j). 
Comparing (3) and &, (2)$ ( remember: m = n = t) now shows that the 
number of summands Pii in (3) equals the number of summands pijR in 
@ (2), . Hence the subscripts on the Pij andpcjR run through the same index 
sets. The same is now true of Nij and nijR and hence of l&j and k,jR. 
Now, in Theorem (3.3) we showed that the Pij can be chosen isomorphic 
to any uniform right ideals whose direct sum is isomorphic to P, , and by 
Lemma 2.7 this means we can specify all but one of them up to isomorphism. 
So take the Pij to satisfy 
(5) p,R E Pij except possibly for (i,i) = (1, 1). 
Theorem (3.3) goes on to say that we can choose the Nij such that 
(6) (di: +R + p,iR) N (LX: Nij + Pij) except possibly for (i,i) = (1, 1) 
MATRICES AND PAIRS OF MODULES 451 
and 
(7) 
Similarly we can choose 
(8) k,R E Kij except possibly for (i, j) = (1, u( 1) + 1). 
(At this point we use the special hypothesis on di .) 
Now, if none of the exceptions allowed in (5) (6), and (7) occurs, then we 
have built an equivalence 
A N diag(d, ,..., d,),,, . 
If there are exceptions, they occur among the terms in (3) whose first subscript 
is 1. Grouping all those terms together gives 
where the isomorphisms with R, result from (4.1). Thus there is an element 
x E R such that 
(x: R + R) N (CC R + R). 
This, together with (7) and (2), , g uarantees that RlxR E R/d,R. Therefore 
the theorem is proved for square matrices. 
If m > rz, so t = n, then the proof is modified by obtaining a “pairing” 
between (3) and the direct sum of @ (2)$ with the map 0 -+ Rfrnmt). 
Similarly, if m > n we use the map Rcnet) -+ 0. 1 
(4.5) COROLLARY. Let A and D be m x n matrices over a PID R, where 
D = diag(4 ,..., ddmxn , t = min{m, n}, andsuppose that coker A s coker D. 
Then any one of the following conditions implies A N D: 
(i) some RIdiR, with di # 0, is uniquely presentable by R, 
(ii) some diR is a non-zero 2-sided ideal, 
(iii) R is simple and rank A 3 2. 
Proof. (i) Rearrange the di so that dl # 0 and then apply the theorem. 
Unique presentability of R/dIR by R guarantees that the 1 x 1 matrices [x] 
and [dl] are equivalent. 
(ii) By Proposition (1.9), (ii) is a special case of (i). 
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(iii) By hypothesis at least two of the di are non-zero. Now, since R is 
simple, every module of finite length is completely faithful; so, by (1.12) cyclic. 
Therefore A and D both have the same cokernel as some m x 11 diagonal 
matrix D’ one of whose diagonal entries is 1. Thus (ii) shows that A N 
D’ -D. i 
We note that (ii) covers the “classical” case when R is commutative. 
(4.6) EXAMPLES. We present some examples relative to the question 
(1) coker A g coker B : A - B 
when R is a PID. When A and B are 1 x 1 matrices, this becomes 
(2) 
? 
RIaR g RjbR Z- a N b. 
For our first example let R be the skew polynomial ring in an indeterminate 
x over the complex numbers C where XC = EX for c E C, E being the complex 
conjugate of c. It is shown in [JZ, pp. 29-301 that R is a PID. We show that, 
for a = x2 + /3i and b = x2 - /3i, /3 any non-zero real number, the answer 
to (2) is “fzo.” 
Suppose, first, that a - b, i.e., u(x2 - /3i)v = x2 + /Ii for invertible 
elements u, v of R. By considering degrees we see that u and v E C. However 
x2 commutes with all complex numbers, so the equation is impossible. 
Therefore a + 6. 
To see that RlaR s RlbR, note first that aR is not a 2-sided ideal. (If it 
were it would contain x(x2 + /3i) = x3 + x/?i = (x2 - fli)x and hence x.) 
Similarly bR is not 2-sided. 
But ab = x4 + p2< center R and so abR is a 2-sided ideal. Since a and b are 
(factorization) irreducible in R it follows that abR is a maximal 2-sided ideal. 
Hence RlaR and RIbR are simple modules not only over R but also over the 
simple artinian ring RlabR; and this shows they are isomorphic. [ 
(4.7) MISSING EXAMPLES. It would be desirable to have an example 
to show that the answer to question (1) of (4.6) is “no” for matrices of rank 
> 1. A natural attempt at such an example would be 
A= ; z [ 1 and B=ci], 
where a and b are as in the preceding example. Unfortunately, A N B, 
because 
coker A g RIabR gg coker B 
and so, by (4.5), A - diag(ab, 1) - B. 
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We also note that the example we gave for the failure of (2) was not caused 
merely by the fact that uR and bR are not 2-sided ideals. For, in the same 
PID R, (X + l)R and (X + c)R, w h ere c is any complex number # 1 but 
with 1 c 1 = 1, are distinct maximal right ideals and are not 2-sided. As 
above, one can check that 
R/(x + 1)R zs R/(x + c)R 
and, as proved in [J2, p. 471, (X + 1) N (x + c). 
We close this paper by suggesting that the reader prove, as an amusing 
exercise, the following result (using the proof of (4.5)(iii)). 
(4.8) COROLLARY. Over a simple PIR, every matrix is equivalent to a 
diagonal mat& with at most one entry d@rent from 0 and 1. 
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