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Abstract
We construct normalizable, semi-classical states for the previously
proposed model of quantum gravity which is formulated as a spec-
tral triple over holonomy loops. The semi-classical limit of the spec-
tral triple gives the Dirac Hamiltonian in 3+1 dimensions. Also,
time-independent lapse and shift fields emerge from the semi-classical
states. Our analysis shows that the model might contain fermionic
matter degrees of freedom.
The semi-classical analysis presented in this paper does away with
most of the ambiguities found in the initial semi-finite spectral triple
construction. The cubic lattices play the role of a coordinate system
and a divergent sequence of free parameters found in the Dirac type
operator is identified as a certain inverse infinitesimal volume element.
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1 Introduction
A critical test of any quantum model is the existence of a semi-classical limit.
This limit - its existence once established - should make contact to known
physics, explain qualitative and quantitative results, and thereby render cred-
ibility to the model. Most importantly, the semi-classical limit serves to con-
firm the operational interpretation of the observables of the model. Further-
more, as there exist infinitely many inequivalent quantizations of classical
2
field theories, the semi-classical limit often provides an important tool to
distinguish physical relevant models.
The semi-finite spectral triple over a configuration space of connections
constructed in [1] - [6] constitute a non-perturbative quantum model. The
spectral triple emerges from a fusion between noncommutative geometry [7, 8]
and canonical quantum gravity [9]-[11]. It involves an algebra of holonomy
loops and a Dirac type operator that resembles a global functional derivation
operator. Its existence - as a mathematical entity - was established in [4,
5]. Its interpretation in terms of a non-perturbative quantum field theory
is immediate since the interaction between the algebra and the Dirac type
operator reproduces the Poisson bracket of general relativity, formulated in
terms of Ashtekar variables, and of Yang-Mills theory.
What remained unresolved, in the papers [1] - [6], was the exact physical
interpretation of the spectral triple construction. It was not clear whether
the model should be understood in terms of gravity or Yang-Mills theory,
or something else. In particular, no substantial results concerning a semi-
classical limit were obtained.
In this paper we make the first steps towards a semi-classical analysis.
Drawing on results by Hall [12, 13] concerning coherent states on compact
Lie-groups, we construct semi-classical states over the configuration space of
connections. This analysis enlightens us on two fronts:
First, at a conceptual level, the semi-classical analysis entails a clearer
physical interpretation of the semi-finite spectral triple. In particular, we
find that the Dirac type operator descents, in this limit, to a Dirac Hamilto-
nian on a 3+1 dimensional ultra-static space-time. Through a careful analysis
of the Poisson structure of general relativity we first obtain an interpreta-
tion of the constituents of the Dirac type operator as quantized triad field
operators. In short, the Dirac type operator appears as an infinite sum of
quantized triad field operators. In the semi-classical limit, these triad opera-
tors entail classical triad fields which appear in the classical Dirac operator.
The special class of semi-classical states constructed in this paper suggest
an interpretation as one-fermion states for a spinor field on the ultra-static
space-time. This interpretation has, however, a problem since the scalar
product induced on this space depends on the choosen coordinates. Never-
theless, we believe that our analysis indicates that the semi-finite spectral
triple should be understood in terms of quantum gravity coupled to quan-
tized matter fields. Indeed, if the time-scale is chosen appropriately, then the
scalar product becomes coordinate independent.
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Second, at a more technical level, the semi-classical analysis resolves sev-
eral questions and ambiguities concerning the construction of the semi-finite
spectral triple. For instance, the triple is build over a countable system of
nested graphs. In [5] it was clear that the construction would work for a large
class of such systems of graphs and no mechanism was found to single out
one system of graphs from another. Furthermore, it was also clear that two
spectral triples, based on different systems of graphs, would constitute en-
tirely different models. This ambiguity is resolved through the semi-classical
analysis: we find that a system of cubic lattices is singled out as ”natural”
with an interpretation as a choice of a coordinate system. This coordinate
system is made to coincide with the coordinate system used to write down
the Ashtekar variables and their Poisson bracket.
Moreover, the construction of the Dirac type operator involves an infi-
nite series of free parameters which is required to diverge in order for the
operator to have a compact resolvent. In the papers [1] - [6] no clear physi-
cal interpretation of these parameters were found. Again, the semi-classical
analysis resolves this ambiguity: it identifies the series of free parameters as
the inverse infinitesimal, Euclidean volume element, the divergence arising
through a continuum limit where the volume elements approach zero.
Clearly, the introduction of finite graphs breaks diffeomorphism invari-
ance. In loop quantum gravity [9]-[11], which is also based on an inductive
system of graphs [14]-[16], the philosophy is to include all5 possible graphs
and thereby restore the symmetries in the inductive limit of graphs and
Hilbert spaces. This renders the limiting Hilbert space non-separable, some-
thing which probably obstructs the construction of a spectral triple [1]. In
this paper we find that the constructed semi-classical limit does not depend
on finite parts of the inductive system of lattices. Thus, in this limit the
lattices seemingly dissapear and the symmetries, broken by the initial choice
of graphs, are restored. This means that the expressions for the classical
Dirac operator and the Dirac Hamiltonian, found in the semi-classical limit,
are coordinate covariant.
The finding that cubic lattices are singled out by the semi-classical analy-
sis plays well with recent results by Flori and Thiemann which state that, in
loop quantum gravity, only lattices with cubic topology give the right semi-
classical limit [17].
5to be precise, all piece-wise analytic graphs.
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This paper is organized as follows: In section 2 we briefly review noncom-
mutative geometry and Connes work on the standard model. In section 3 we
introduce Ashtekar variables together with their dual variables, the loop and
flux variables. In section 4 we then review the construction of the semi-finite
spectral triple. First, a spectral triple is constructed on a fixed graph, and
subsequently a continuum limit of spectral triples is taken over an infinite
system of ordered graphs. In section 5 we comment on the underlying space
of generalized connections and section 6 is concerned with a careful analysis
of the relationship between the spectral triple construction and the Poisson
bracket between flux and loop variables. Finally, section 7 is concerned with
the semi-classical states. In section 8 we give a conclusion.
2 Noncommutative geometry
It is a central observation in noncommutative geometry, due to Connes, that
the metric of a compact manifold can be recovered from the Dirac operator
together with its interaction with the smooth functions on the manifold [7].
In other words the metric is completely determined by the triple
(C∞(M), L2(M,S), D) .
This observation leads to a noncommutative generalization of Riemmanian
geometries. Here the central objects are spectral triples (A,H,D), where
A is a not necessarily commutative algebra; H a Hilbert space and D an
unbounded selfadjoint operator called the Dirac operator. The triple is re-
quired to satisfy some interplay relations between A,H,D mimicking those
of (C∞(M), L2(M,S), D). The choice of the Dirac operator D is strongly
restricted by these requirements.
In physics, a key example of a noncommutative geometry comes from
particle physics. Again, it was Connes who realized that the entire data
of the standard model coupled to general relativity can be understood as a
single, gravitational model formulated in terms of a spectral triple [8][18]-
[23]. Here, the algebra is an almost commutative algebra
A = C∞(M)⊗ AF ,
where AF is the algebra C⊕H⊕M3(C). The corresponding Dirac operator
then consists of two parts,
D = DM +DF ,
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one of which is the standard Dirac operator DM on M . The other part, DF , is
given by a matrix-valued function on the manifold M , that encodes the met-
rical aspects of the states over the algebra AF . It is a highly nontrivial and
very remarkable fact that the above mentioned requirements for Dirac oper-
ators force DF to contain the non-abelian gauge fields of the standard model
and the Higgs-field together with their couplings to the elementary fermion
fields. In particular the Higgs-field thus obtains a geometrical interpretation
as being a part of the gravitational field on a noncommutative space. Even
more so, the classical action of the standard model coupled to the Einstein-
Hilbert action, in the Euclidean signature, emerges from the spectral triple
through the so-called spectral action principle [18], which states that physics
only depends on the spectrum of the Dirac operator.
In view of the widely held opinion that quantum effects of the gravi-
tational field will necessarily lead to a noncommutativity of spacetime this
observation indicates that the gauge interactions and the appearance of the
Higgs field may be interpreted as quantum effects of the gravitational inter-
actions. In other words they are the first shadows of the noncommutativity
of spacetime, visible at the length scale corresponding to the Z-mass.
It should be mentioned in this respect that the spectral action does not
directly reproduce the correct coupling constants of the standard model. In
fact it only allows for lesser free parameters than the standard model. In
order to obtain the measured coupling constants for the electromagnetic and
strong interactions to a fairly good approximation, Connes and Chamseddine
applied renormalization group methods in [19] and subsequent publications.
This analysis ultimately leads to a prediction of the Higgs mass [21]. The
predicted value, which was based on the assumption of ”the big dessert”, was
recently excluded by Tevatron data. Nevertheless it is very remarkable that
the use of quantum field theoretical concepts is absolutely essential here to
obtain a physically reasonable classical action.
To our point of view this strongly indicates that the spectral triple used
by Connes ad Chamseddine should be viewed as the semi classical low energy
limit of some genuine quantum theory. One may then also hope that other
quantum corrections present in the full theory provide a more realistic value
for the Higgs mass. Since the noncommutative describtion of the standard
model is entirely gravitational this full theory should, presumably, be a theory
of the quantized gravitational field. Thus, if there were already a theory of
quantum gravity one should certainly investigate whether it admits some
semi-classical states that resemble this almost commutative spectral triple.
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It was these considerations which motivated the construction of the semi-
finite spectral triple over a configuration space of connections [1] - [6] . The
idea is to seek a general framework which combines the machinery and ideas
of noncommutative geometry with elements of quantum gravity. The final
goal, then, is to make contact to Connes work on the standard model through
the formulation of a semi-classical analysis.
3 Ashtekar variables and holonomy loops
We start with some notation. Let M be a 4-dimensional globally hyperbolic
manifold with a vierbein EAµ and a space-time metric Gµν = E
A
µE
B
ν ηAB where
ηAB = diag(−1, 1, 1, 1) is the corresponding tangent space metric. Here the
letters µ, ν, ... and A,B, ... denote curved and flat space-time indices respec-
tively. Next, take a foliation of M according to M = R × Σ where Σ is a
spatial manifold. Let gmn = e
a
mena be the corresponding spatial metric and
eam the spatial dreibein. Here the letters m,n, ... and a, b, ... denote curved
and flat spatial indices.
The Ashtekar variables [24, 25] consist first of a complex SU(2) con-
nection Aam(x) on Σ. The Ashtekar connection is a certain complex linear
combination of the spatial spin connection and the extrinsic curvature of Σ
in M . The canonically conjugate variable to Aam(x) is the inverse densitised
dreibein
E¯ma = ee
m
a ,
where e = det(eam). This set of variables satisfy the Poisson bracket
{Aam(x), E¯nb (y)} = κδab δnmδ(3)(x, y) ,
where κ is the gravitational constant. The formulation of canonical gravity
in terms of connection variables permits a shift to loop variables which are
taken as the holonomy transform
hl(A) = Pexp

l
Amdx
m ,
along a loop l in Σ. To define a conjugate variable to hl(A) let dFa be the
flux of the triad field E¯ma corresponding to an infinitesimal area element of
the spatial manifold Σ, which can be written
dFa = mnpE¯
m
a dx
n ∧ dxp .
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Given a 2 dimensional surface S in Σ we write the total flux of E¯ma through
S
F aS =

S
dF a .
Next, consider a surface S and let l = l1 · l2 be a line segment in Σ which
intersect S at the point l1 ∩ l2. The Poisson bracket between the flux and
holonomy variables read [9]
{hl, F aS} = ι(S, l)κhl1τahl2 . (1)
where τ denote the generators of the Lie algebra of G. Here, ι is given by
ι(S, l) = ±1, 0
depending on the intersection between S and l.
4 Spectral triples of holonomy loops
In this section we outline the construction of the semi-finite spectral triple
first presented in [3, 4] and further developed in [5]. This spectral triple
combines ideas and techniques of canonical gravity and noncommutative ge-
ometry. We first construct a spectral triple at the level of a finite graph.
Next we take the limit of such spectral triples, over an infinite system of
ordered graphs, to obtain a limiting spectral triple.
4.1 Holonomy loops
Let Γ be a 3-dimensional, finite, cubic lattice. Let {vi} and {lj} denote
vertices and edges in Γ, respectively. The edges in Γ are oriented according
to the three main directions in Γ, the x1- x2- and x3-directions, see figure 1.
Thus, an edge l is a map
l : {0, 1} → {vi} ,
where l(0) and l(1), the start and endpoints of l, are adjacent vertices in Γ.
A sequences of edges {li1 , li2 , . . . , lin} where lij(1) = lij+1(0) is a based loop
if li1(0) = lin(1) = v0 where v0 ∈ {vi} is a preferred vertex in Γ called the
8
x1
x2
x3
Figure 1: A plaquet in the lattice Γ.
basepoint. An edge has a natural involution given by reversing its orientation.
Thus,
l∗i (t) = li(1− t) ,
and the involution of a loop L = {li1 , li2 , . . . , lin} is given by
L∗ = {l∗in , . . . , l∗i2 , l∗i1} .
In the following we shall discard trivial backtracking which means that we
introduce the equivalence relation
{. . . , lij−1 , lij , l∗ij , . . .} ∼ {. . . , lij−1 , . . .} ,
and let a loop L be an equivalence class with respect hereto.
The product between two loops L1 = {lij} and L2 = {lil} is simply given
by gluing the loops to form a new sequence of edges:
L1 · L2 = {li1 , . . . , lin , lk1 , . . . , lkm} .
One easily checks that the involution equals an inverse which gives the set
of loops in Γ the structure of a group.
Finally, we consider finite series of loops
a =
∑
i
aiLi , ai ∈ C , (2)
with the involution
a∗ =
∑
i
a¯iL
∗
i ,
and the product between a and a second element b =
∑
j bjLj
a · b =
∑
i,j
(aibj)Li · Lj .
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The set of elements of the form (2) is a ?-algebra. We denote this algebra by
BΓ.
4.2 Generalized connections
Next, let G be a compact, connected Lie-group. For the aim of this paper it
is natural to choose G = SU(2). We shall, however, develop the formalism
for general groups. Let ∇ be a map
∇ : {li} → G ,
which satisfies
∇(li) = ∇(l∗i )−1 ,
and denote by AΓ the set of all such maps. Clearly,
AΓ ' GnΓ ,
where the total number of vertices in Γ is written nΓ. Given a loop L =
{li1 , li2 , . . . , lin} let
∇(L) = ∇(li1) · ∇(li2) · . . . · ∇(lin) .
This turns ∇ into a homomorphism from the hoop group into G and provides
a norm on BΓ
‖ a ‖= sup
∇∈AΓ
‖
∑
i
ai∇(Li) ‖G , a ∈ BΓ ,
where the norm on the rhs is the matrix norm given by a choosen represen-
tation of G. The closure of the ?-algebra of loops with respect to this norm
is a C?-algebra6. We denote this loop algebra by BΓ.
4.3 A spectral triple over AΓ
First, let HΓ be the Hilbert space
L2(GnΓ , Cl(T ∗GnΓ)⊗Ml(C)) ,
6Note that the natural map from BΓ to BΓ is not necessarily injective.
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...
Figure 2: Subdivision of a cubic lattice cell into 8 new cells.
where L2 is with respect to the Haar measure and where l is the size of the
matrix representation of G. Here, Cl(T ∗GnΓ) is the Clifford bundle of the
cotangent bundle over GnΓ with respect to a chosen left and right invariant
metric. There is a natural representation of the loop algebra on HΓ given by
fL ·Ψ(∇) = (1⊗∇(L))Ψ(∇) , Ψ ∈ HΓ ,
where the first factor acts on the Clifford bundle and the second factor acts
on the matrix factor in HΓ.
Next, denote byDΓ a Dirac operator onAΓ. The precise expression forDΓ
will be determined below through the process of taking the continuum limit
of the construction. DΓ acts on the factor of HΓ which involves the Clifford
bundle. In total, the triple (BΓ,HΓ, DΓ) is a geometrical construction over
AΓ.
4.4 The limiting spectral triple
The goal is to obtain a spectral triple over the space A. To do this we take
the limit of spectral triples over the intermediate spaces AΓ.
Let {Γi}, i ∈ N, be an infinite sequence of 3-dimensional, finite, cubic
lattices where Γi+1 is the lattice obtained from Γi by subdividing each el-
ementary cell in Γi into 8 new cells. This process involves the subdivision
of each edge lj in Γi into two new edges in Γi+1 together with the addition
of new vertices and edges, see figure 2. We denote the initial lattice by Γ0.
Corresponding to this sequence of cubic lattices there is a projective sys-
tem {AΓi} of spaces obtained from the graphs {Γi}, together with natural
projections between these spaces
Pi,i+1 : AΓi+1 → AΓi . (3)
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1. 2.G G
G
P g
′
2
g′1
Figure 3: A subdivision of an edge into two and the new parameterization
of the edge.
Consider now a system of triples
(BΓi ,HΓi , DΓi) ,
with the restriction that these triples are compatible with the projections (3).
This requirement is easily satisfied for the algebras and the Hilbert spaces,
see [4]. For the Dirac type operators, however, some care must be taken.
The problem reduces to the simple case where an edge in Γi subdivided into
two edges in Γi+1, see figure 3.1, which corresponds to the projection
P : G2 → G , (g1, g2)→ g1 · g2 , (4)
and a corresponding map between Hilbert spaces
P ∗ : L2(G,Cl(T ∗G)⊗Ml)→ L∗(G2, Cl(T ∗G2)⊗Ml) .
The compatibility condition for the Dirac type operator reads
P ∗(D1v)(g1, g2) = D2(P ∗v)(g1, g2) , v ∈ L2(G,Cl(T ∗G)⊗Ml) .
Here D1 is the Dirac operator on G, and D2 is the corresponding Dirac
operator on G2.
Consider the following change of variables
Θ : G2 → G2 ; (g1, g2)→ (g1 · g2, g1) =: (g′1, g′2) , (5)
for which projection (4) obtains the simple form
P (g′1, g
′
2) = g
′
1 . (6)
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This change of variables corresponds to a new parameterization of the edge,
see figure 3.2. It is now straight forward to write down a Dirac operator on
G2 which is compatible with the projection (6). Basically, we can pick any
Dirac operator of the form
D2 = D1 + aD
′
2 , a ∈ R ,
where D′2 is a Dirac operator on the copy of G in G
2 whose coordinates are
eliminated by the projection (6). At this point the choice of the operator D′2
is essentially unrestricted with a being an arbitrary real parameter. However,
for reasons explained in [5] it turns out that D1 and D
′
2 should of the form
Di =
∑
j
eji · Leji , (7)
where the product is Clifford multiplication. In equation (7) {eji} denotes a
left-translated orthonormal basis of T ∗G where G is the i’th copy in Gn. Leji
denotes the corresponding differential. For later reference we denote by Reji
the right translated vector fields.
This line of analysis is straightforwardly generalized to repeated subdivi-
sions. At the level of the n’th subdivision of the edge the change of variables
which generalizes (5) reads
Θ : Gn → Gn ;
(g1, g2, . . . , gn) → (g1 · g2 · . . . · gn, g2 · . . . · gn, . . . , gn)
:= (g′1, g
′
2, . . . , g
′
n) (8)
which corresponds to the structure maps
Pn,n/2 : G
n → Gn/2 ; (g′1, g′2, g′3, . . . , g′n)→ (g′1, g′3, . . . , g′n−1) .
Again, it is straightforward to construct a Dirac type operator compatible
with these structure maps. This construction gives rise to a series of free
parameters {ai}, one for each subdivision. Thus, by solving the G2 → G
problem repeatedly, and by piecing together the different edges, we end up
with a Dirac type operator on the level of Γn of the form
DΓn =
∑
i
aiDi , (9)
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g3
g2
g1
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1. 2.
g2
g1
g4
g3
Figure 4: Two different types of partition which will lead to different Dirac
type operators. The second partition is the one which we will later argue is
”natural”.
where Di is a Dirac type operator corresponding to the i’th level of subdivi-
sion in AΓn .
The change of variables in (8) is the key step to construct DΓn . However,
there will be many different partitions of the line segment which simplify the
structure maps and lead to different Dirac type operators, see figure 4. This
ambiguity was also commented on in [5]. In subsequent sections we will argue
that a single type of subdivision stand out as ”natural” due to the classical
interpretation of the corresponding Dirac type operator.
We are now ready to take the limit of the triples (BΓi ,HΓi , DΓi). First,
the Hilbert space H is the inductive limit of the intermediate Hilbert spaces
HΓi . That is, it is constructed by adding all the intermediate Hilbert spaces
H′ = ⊕Γ∈{Γi}L2(Gn(Γ), Cl(T ∗Gn(Γ))⊗Ml(C))/N ,
where N is the subspace generated by elements of the form
(. . . , v, . . . ,−P ∗ij(v), . . .) ,
where P ∗ij are the induced maps between Hilbert spaces. The Hilbert space
H is then the completion of H′. The inner product on H is the inductive
limit inner product. This Hilbert space is manifestly separable. Next, the
algebra
B := lim
Γ−→
BΓ
contains loops defined on a simplicial complex Γn in {Γn}. Finally, the Dirac-
like operator DΓn descends to a densely defined operator on the limit Hilbert
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space H
D = lim
Γ−→
DΓn .
We factorize H′ in
limL2(Gn(Γ),Ml)⊗ limCl(T ∗id(Gn(Γ))).
On limCl(T ∗id(G
n(Γ))) there is an action of the algebra limCl(T ∗id(G
n(Γ))).
The completion of this algebra with respect to this action is the CAR algebra
and admits a normalized trace, i.e. tr(1) = 1. Let Tr be the ordinary
operator trace on the operators on limL2(Gn(Γ),Ml) and define τ = Tr× tr.
In [4] we prove that for a compact Lie-group G the triple (B,H, D) is a semi-
finite spectral triple with respect to τ when the sequence {an} converges to
infinty. This means that:
1. (1 +D2)−1 is τ -compact, i.e. can be approximated in norm with finite
trace operators, and
2. the commutator [D, a] is bounded.
5 The space of connections
Let us now turn to the spaces AΓi and their projective limit. Denote by
A := lim
Γ←−
AΓ .
Further, given a trivial principal G-bundle denote by A the space of all
smooth connections herein. In [4] we prove that A is densely embedded in
A:
A ↪→ A .
This fact justifies the terminology generalized connections for the comple-
tion A and shows that the semi-finite spectral triple (B,H, D) is indeed a
geometrical construction over the space A of smooth connections.
6 The quantization of the Poisson bracket
To determine the relation between the construction of the spectral triple
(B,H, D) and the formulation of canonical gravity in terms of loop and flux
15
li+1livj
vj+1
∆Si
Figure 5: The surface ∆Si.
variables satisfying the Poisson bracket (1), we calculate the commutator
between the Dirac type operator D and an element in the loop algebra B.
Consider first a single line element li and the corresponding group element
∇(li) ∈ G. We assume that the copy of G in AΓn assigned to li corresponds
to the m’th subdivision of the initial cubic lattice. We then find
[D,∇(li)] = am
∑
eki · ∇(li)σk ,
where σk are generators in the Lie-algebra g. Also, consider a loop L =
{li1 , li2 , . . . , lin} and the commutator
[D, fL] = [D,∇(l1)] · ∇(l2) . . .∇(ln) +∇(l1)[D,∇(l2)] . . .∇(ln) + . . .
These formula show that a commutator between D and an element of the
algebra B inserts Lie-algebra generators at vertices in the graphs {Γi}. This
general structure is similar to the structure of the Poisson bracket (1) and
suggest that the interaction between the Dirac type operator D and the loop
algebra B is related to a representation of the Poisson bracket (1).
Consider again a single edge li which we now for simplicity assume to
belong to the initial lattice. Let li(0) = vj and li(1) = vj+1 where vj and
vj+1 are vertices in Γ0. Let us also assume that li runs in the x
1-direction
in Γ0. Also, let ∇(li) belong to the i’th copy of G in AΓ0 . The commutator
between the left-invariant vector field eai and the group element ∇(li) gives
[Leai ,∇(li)] = ∇(li)σa .
This shows that Leai corresponds to a quantization of a flux variable F
a
S
where the surface S intersects li at vj+1. Actually, the surface S is of no
significance here except for its intersection point with the vertex vj+1. Let
∆Si be a surface which intersects the vertex vj+1 and is perpendicular to li,
16
g′2
g′1
Figure 6: An alternative partition of an edge into two.
see figure 5. The size of ∆Si corresponds to the initial lattice Γ0 in the sense
that it spans an area corresponding to a side in a single cell. The operator Leai
should then, due to the Poisson bracket (1), be interpreted as a quantization
of the flux variable F a∆Si
iF a∆Si
quantization−→ l2PLeai ,
where lP is the Planck length. It is important to realize that the inverse,
densitised triad field involved in F a∆Si is located at the endpoint of li. Thus,
F a∆Si involves the quantity E¯
m
a (vj+1) through
F a∆Si =

∆Si
dx2 ∧ dx3E¯1a(vj+1) .
Consider next the first subdivision of li into two edges, which we denote
l′i and l
′
i+1. Thus,
∇(li) = ∇(l′i) · ∇(l′i+1) .
Also, denote the new vertex which subdivides li by vj+1/2. Now, the new
copy of G is associated to the first half of the line segment li, which means
to l′i. For notational simplicity, let us assume that this new copy of G is the
(i+1)’th copy of G in AΓ1 whereas the full line segment li corresponds to the
i’th copy of G. At first hand, it seems that the corresponding left-invariant
vector fields Leki+1 should be interpreted according to
iF a∆Si+1
quantization−→ l2PLeai+1 (first guess) . (10)
However, this cannot be correct since Leki+1 commutes with ∇(li) which be-
longs to the i’th copy of G. If equation (10) should be correct then the
commutator between Leki+1 and ∇(li) should split up ∇(li) and insert a Lie-
algebra generator at the new vertex vj+1/2, since the edge li intersects the
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Figure 7: Partition of an edge into four.
surface ∆Si+1 at vj+1/2. Instead, we find that relation (10) obtains an addi-
tional term:
iF a∆Si+1
quantization−→ l2PLeki+1 + l2PRgi+1eki g−1i+1 .
Notice here that the triad field involved in F k∆Si+1 is located at the new
vertex vj+1/2. If we had chosen a different partition of the line segment, see
figure 6, then the left-invariant vector field corresponding to the new copy
of G would have an interpretation in terms of a flux variable and triad field
located at vj+1. Thus, the classical interpretation of D distinguishes between
the different modes of subdividing the line segment.
Notice also that the surfaces ∆Si must shrink with each subdivision, in
order to have one intersection point between the lattice and each surface.
Thus, if we set the area of the initial surface equal to one, then the size of
the surfaces decrease with subdivisions like
|∆Si| = 2−2n . (11)
Consider the next subdivision of li into four edges. The notation is as
indicated in fig. 7. We find that the two new flux operators F a∆Si+2 and
F a∆Si+3 have the following correspondences
iF a∆Si+2
quantization−→ l2PLeai+2 + l2PRgi+2eai g−1i+2 + l
2
PRgi+2eai+1g
−1
i+2
,
and
iF a∆Si+3
quantization−→ l2PLeai+3 + l2PRgi+1gi+3eai g−1i+3g−1i+1 .
Once more, the particular subdivision of li is singled out by this interpreta-
tion. If we had chosen the alternative subdivision of the edge into two, as
pictured in figure 7, then this interpretation would not have been possible.
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There exist, however, at this level the possibility to choose the subdivision
in figure 4.1. At this point of the analysis, there is no particular reason to
chose between the two modes of subdivision pictured in figure 4, except
perhaps that the subdivision in figure 4.2 is more symmetrical since new
copies of G are all assigned to edges of the same length.
In general, at the n’th level of subdivision of li we obtain the correspon-
dence
F k∆Si+s
quantization−→ l2PLeki+s + l2PΩki+s−1 , (12)
where Ωki+s−1 is a combination of twisted, right-invariant vector fields acting
on the copies of G assigned to edges which are situation ”higher” in the
inductive system of lattices. Put differently, Ωki+s−1 probes information which
is more coarse grained relative to the line segment to which the (i + s)’th
copy of G is assigned.
In the following we shall ignore the correction terms Ωki+s−1 when we
apply relation (12) to translate quantized quantities involving the Dirac type
operator D to their classical counterparts. The reason for this will become
clear in the next section where we construct semi-classical states. These
states have the property that any dependency on finite parts of the inductive
system of lattices vanishes in the semi-classical limit.
In the limit of repeated subdivision of lattices we find that the semi-finite
spectral triple (B,H, D) encodes information tantamount to a representa-
tion of the Poisson bracket of general relativity. Thus, the triple carries
information of the kinematical sector of quantum gravity. Clearly, the triple
is based on a different set of variables than loop quantum gravity and hence
the ”representation” it encodes is different to the representation used there.
7 Semiclassical analysis
In this section we construct semi-classical states in H and evaluate their
expectation value of D.
7.1 Coherent states on a Lie group
We will first recall the results for coherent states on compact connected Lie
groups that we are going to use. For simplicity we will only consider the case
of most interest, namely SU(2). Let {ea} be a basis for su(2). Given g0 in
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SU(2) and given three momenta (real numbers) p1, p2, p3 there exist families
φt ∈ L2(SU(2)) such that
lim
t→0
〈φt, tLeaφt〉 = ipa ,
and
lim
t→0
〈φt ⊗ v, gφt ⊗ v〉 = (v, g0v) ,
where v ∈M2(C), and (, ) denotes the inner product hereon.
Corresponding statements hold for operators of the type
f(g)P (tLe1 , tLe2 , tLe3),
where P is a polynomial in three variables, and f is a smooth function on
SU(2), i.e.
lim
t→0
〈φt, f(g)P (tLe1 , tLe2 , tLe3)φt〉 = f(g0)P (ip1, ip2, ip3) .
This statement also carries over to symbols, i.e. functions on T ∗SU(2) with
certain properties.
The construction of these states follows from work of Hall, see [12, 13],
and are more explicitely described in [26] section 3.1. The states have further
inportant physical properties, which we are however not going to use at the
present stage of the analysis.
7.2 Product states
Let us consider the n’th level in a subdivision of lattices. We split the edges
into {li}, and {l′i}, where {li} denotes the edges appearing in the n’th sub-
division but not in the n− 1’th subdivision, and {l′i} the rest. Define φtli to
be the coherent state on SU(2) such that
lim
t→0
〈φtli ⊗ v, gφtli ⊗ v〉 = (v, hli(A)v) ,
and
lim
t→0
〈φtli , tLeai , φtli〉 = 2−2niEma (vj+1) ,
where v ∈ M2(C); vj+1 denotes the right endpoint of li, and the m in the
Ema refers to the direction of li. The factor 2
−2n comes from the scaling (11).
Furthermore define the states φl′i by
lim
t→0
〈φtl′i ⊗ v, gφ
t
l′i
⊗ v〉 = (v, hl′i(A)v) ,
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Figure 8: A single edge.
and
lim
t→0
〈φtl′i , tLeajφ
t
l′i
〉 = 0 .
Finally define φtn to be the product of all these states as a state in L
2(AΓn).
In the limit n → ∞ these states produce the right expectation value on
all loop operators in the infinite lattice.
7.3 Semi-classical states: one copy of G
We now proceed to construct semi-classical states in H. From here on we set
t = l2P and rescale the left-invariant vector fields in the Dirac type operator
accordingly
Leai → tLeai .
The first step is to consider again a single edge. Let ψ(x) be a field on Σ. A
priori, ψ(x) can either be a two-spinor or a two-by-two matrix valued field.
For reasons which shall become clear later, we choose the second option.
Consider again an edge li with endpoints vj and vj+1, see figure 8. The
states in L2(G,Cl(T ∗G)⊗M2(C)) which we are interested in have the form7
Φt(li) = (giψ(vj+1) + ie
a
i σ
aψ(vj))φ
t
li
,
where the spinor field is evaluated at the endpoints of the edge li. A straight-
forward computation gives the expectation value of D on this state
lim
t→0
〈Φ¯t|D|Φt〉 = 2−2nan
(− ψ¯(vj)σaEma (ψ(vj+1)− ψ(vj))
+(ψ¯(vj+1)− ψ¯(vj))σaEma ψ(vj)
+ψ¯(vj){Am, σaEma }ψ(vj)
)
, (13)
where we applied the expansion
g = 1 + Am +O(2) ,
with  = 2−n. Also, the index m denotes the direction of the edge li.
7here we assume that ψ(x) is matrix valued. If ψ(x) was a two-spinor field then we
would instead consider the Hilbert space L2(G,Cl(T ∗G)⊗ C2) and states therein.
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7.4 Determining the sequence {an}
Formula (13) indicates that the sequence {an} of free parameters in D plays
a specific role in the semiclassical analysis. In particular, note the term
(ψ(vj+1)−ψ(vj)). If we consider the limit where the edge li lies increasingly
deep in the inductive system of graphs, then this term approaches
(ψ(vj+1)− ψ(vj))→ ∂mψ(vj)dxm , (no sum over m) ,
where dxm is the infinitesimal line segment, which goes as 2−n. Here n
denotes the level of subdivisions of graphs. Thus, if we choose the sequence
an = 2
3n ,
then the expression (13) converges, when one considers edges of increasing
depth in the inductive system of lattices, towards the quantity
lim
n→∞
lim
t→0
〈Φ¯t|D|Φt〉 = ψ¯(vj)σaEma ∇mψ(vj)−∇mψ¯(vj)σaEma ψ(vj) ,
(again, no sum over m) with ∇m = ∂m + Am. This is the expectation value
(in a point) of the self-adjoint operator
σaEma ∇m +∇mσaEma . (no sum over m)
Here, we applied what amounts to a partial integration (this will be justified
shortly where an integral over Σ emerges).
7.5 Three copies of G
Next, we consider instead three edges, denoted for simplicity by l1, l2, l3, all
leading out of the same vertex, with three copies of G associated to them,
correspondingly. First, consider the state
Φt(g1, g2, g3) =
(
ea2e
a
3g1ψ(v1)− ea1ea3g2ψ(v2) + ea1ea2g3ψ(v3)
+
i
5
ea1e
b
2e
c
3
(
δabσc + δacσb + δbcσa
)
ψ(v0)
)
φtl1φ
t
l2
φtl3 . (14)
where the enumeration of the vertices are show in figure 9. We find that the
expectation value of D on this state leads to the operator
σaEma ∇m +∇mσaEma (15)
in the limit where the edges li lie increasingly deep in the inductive system
of lattices. In equation (15) we now sum over m.
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v2
v3
v0
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l2
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Figure 9: Three edges, connected in one vertex.
7.6 Semiclassical states on A
To obtain semiclassical states on the full space A we need to prescribe a
procedure to sum up the results for the individual copies of G, or rather, for
vertices.
First, at the n’th level in the inductive system of lattices, where we have
nΓn copies of G, we write down the state
Φtn(AΓn) = ∆n
∑
vj
Ψvj
φtn , (16)
where ∆n equals 2
−3(n−1)/2. This will, in the limit taken below, converge to
the Lebesque measure. Also, we define
Ψvj = e
a
j2
eaj3gj1ψ(vj1)− eaj1eaj3gj2ψ(vj2) + eaj1eaj2gj3ψ(vj3)
+
i
10
eaj1e
b
j2
ecj3
(
δabσc + δacσb + δbcσa
)
ψ(vj) , (17)
see figure 10. The sum in (16) runs over a certain subclass of vertices in
Γn. At the n’th level, these vertices are the midpoints of the minimal cubes
present at the (n − 1)’th level. This discrimination between vertices admit-
tedly appears to be somewhat arbitrary and it might be possible to take into
account all edges. This, however, complicates matters. We shall return to
this point in a later publication.
With (16) we have a sequence {Φtn} of states in H and we can calculate
the limit of the expectation value of D on these states. We call this limit the
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vj
vj2
vj3
Figure 10: Three more edges.
continuum limit. We find
lim
n→∞
lim
t→0
〈Φ¯tn|D|Φtn〉
=
1
2

Σ
d3xψ¯(x)(
√
gσaema ∇m +∇m
√
gσaema )ψ(x) . (18)
Thus, the sequence of states {Φtn} defines a semi-classical limit where D, to
lowest order, is a spatial Dirac operator on Σ. Notice that the integral in (18)
is the invariant integral over Σ. The factor
√
g, where g is the determinant
of the spatial metric, comes from E¯µa . Here, however, it should be stressed
that the emerging normalization of spinors ψ(x) is not coordinate invariant.
We shall comment on this below.
Note that the emergence of the integral in (18) crucially depends on
the way the CAR algebra appear in the expression (17). Interestingly, the
elements of the CAR algebra play the role of localizers in the construction.
7.7 The Dirac Hamiltonian
In equations (14) and (17) we ignored certain degrees of freedom. To take
these into account we modify the expression in equation (17) to
Ψ˜vj = e
a
j2
eaj3gj1ψ(vj1)− eaj1eaj3gj2ψ(vj2) + eaj1eaj2gj3ψ(vj3)
+
i
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eaj1e
b
j2
ecj3
{(
δabσc + δacσb + δbcσa
)
,Mvj
}
ψ(vj) ,
where Mvj is an arbitrary self-adjoint two-by-two matrix. Write
Mvj = N(vj)1 + iN
a(vj)σ
a ,
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whereN andNa are real fields on Σ, scalar and vectorial respectively. Finally,
we let
Nm = Naema ;
we define
Φ˜tn(AΓn) = ∆n
∑
vj
Ψ˜vj
φtn ,
and repeat the calculations leading to (18). We obtain
lim
n→∞
lim
t→0
〈 ¯˜Φtn|D|Φ˜tn〉
=

Σ
d3xψ¯(x)
(
1
2
(
√
gNσaema ∇m +N∇m
√
gσaema ) + i
√
gNm∂m
)
ψ(x)
+

Σ
d3xψ¯(x)
(√
gNmAm +
1
2
(∂m
√
gNm) +
1
2
(∂mN)
√
gσaema
)
ψ(x) .(19)
Here, the first line is the principal part of the Dirac Hamiltonian in 3+1
dimensions. The second line contain additional zero-order terms. The fields
N and Nm are seen to play the role of the lapse and shift fields respectively.
The additional zero-order terms appearing in (19) are not identical to
the zero-order terms in the Dirac Hamiltonian. This, however, is not to be
expected since the Dirac Hamiltonian is not self-adjoint while the Dirac type
operator is. For the reconstruction of the 4-metric only the principal part
is used. We shall return to a discussion of the zeroth order part later. We
believe that the correct treatment of the zeroth order terms can only be per-
formed once the Wheeler-de-Witt constraint is formulated and implemented
and thereby the freedom in choosing the foliation, i.e. the lapse and the shift
fields, is eliminated.
This might also be a possible solution to another problem arising at this
point. The norm of the semi-classical states Φ˜tn now depends on the lapse
and shift fields,
lim
n→∞
lim
t→0
〈 ¯˜Φtn|Φ˜tn〉 =

Σ
d3xψ¯(x)ψ(x)Ω(N,Nm) ,
where the function Ω(N,Nm) is readily computed. This renders the inter-
pretation of the semi-classical states as constituting the one-fermion states
problematic as the induced scalar product is obviously not appropriate. In-
terestingly, however, the lapse and shift fields may be chosen such that
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Ω(N,Nm) =
√
g. Thus, an appropriate choice of the time-coordinate re-
stores the invariance of the norm under spatial diffeomorphisms. However,
we are not aware of a compeling physical reason for such a choice of lapse
and shift fields. Nevertheless, it might be conceivable that there is such a
reason, as in quantum field theory, the one-particle space is not invariant un-
der general coordinate changes. Thus, our restriction to one-particle states
may well imply a restriction of the choice of coordinates.
The solution to the above problem might also lie in the construction of the
states, i.e. it might be possible to modify the constrution of the semi-classical
states such that the norm of the semi-classical spinors is automatically coor-
dinate independent. We shall investigate this problem in future work.
Finally, disregarding lapse and shift fields, we should note that it would
also be possible to remedy the deficiency of the missing
√
g in the inner
product by assigning the zero-order expectation value of the Halls coherent
states to the non-densitised triad field and then adding, appropriately, the
density in the semi-classical state. With this alteration the inner product of
semi-classical states renders the correct inner product of spinors. However,
this choice would spoil the interpretation of the left invariant vector fields as
flux operators.
Note that ψ(x) takes values in M2(C). In view of the action of the σa’s
this can consistently be interpreted as a Dirac 4-spinor. The space spanned
by these fields ψ(x) can thus be interpreted as the space of solutions of the
Dirac equation for the static 4-metric described by the 3-metric, the lapse
and the shift fields (see [27]).
8 Discussion & Outlook
In this paper we have shown that to certain states for the previously con-
structed spectral triple over holonomy loops, one can associate gravitational
and fermionic matter fields. This clearly indicates that one should interpret
this model as describing quantized gravitational fields coupled to quantized
matter fields.
To this concern we have constructed a small class of semi-classical states.
Disregarding for the moment the open problem of identifying the correct
scalar product, these semi-classical states can be interpreted as one-fermion
states in a given foliation and given gravitational background field. We have
identified the expectation value of the Dirac type operator of the spectral
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triple, in these semi-classical states, as the expectation value of the energy
of the corresponding matter fields. This raises the question whether one
can generally interpret the Dirac type operator as the energy operator for
the matter fields present in the model. Thus, future work must clarify, first,
whether there are many-particle fermionic states present in the model, and, of
course, whether additional matter fields, for example photons, can be found.
A consistent interpretation of the Dirac type operator then requires that it
can also be interpreted as the energy of these states.
At the present state of the project the investigation of these issues is
certainly within reach.
A further strong indication that the model should be interpreted in terms
of quantum gravity is the fact that it encodes information tantamount to a
representation of the Poisson bracket of general relativity. This has been
carefully analyzed for the first time in this paper and should therefore be
seen as one of its central results.
All this being said, we should stress that our Hilbert space can only be
viewed as the kinematical Hilbert space of quantum gravity. The Wheeler-
de-Witt constraint has not been constructed nor implemented. In the con-
struction above, this fact is nicely reflected by the appearence of the lapse
and shift fields. Yet, as the Wheeler-de-Witt equation should in principle
eliminate these unphysical degrees of freedom, the concreteness of their ap-
pearence raises the hope that our analysis may lead to a novel approach to
the construction and implementation of the Hamiltonian constraint in quan-
tum gravity.
Apart from the physical interpretation of the model, the semi-classical
analysis has also proven beneficial at a more technical level: it turned out
that the system of nested, cubic lattices, on which the semi-finite spectral
triple is based, simply plays the role of a coordinate system. In particular, the
lattices form the coordinate system already used to write down the Ashtekar
variables and their Poisson bracket. This choice of background structure
does, however, not imply lack of background invariance: there is no choice
of background metric and the semi-clasical limit is coordinate independent.
This shows that it is possible to recover the spatial symmetries with a count-
able system of lattices. Yet, it is an issue for future work to establish the full
covariance of the model under change of the chosen coordinate system.
These observations are all based on the fact that any dependency on finite
parts of the lattices vanishes in the limits (18) and (19). That is, only the
27
continuum limit contributes to the integrals in (18) and (19). It is as if the
lattices, which we have used to construct the spectral triple, disappear in
this semi-classical limit.
Furthermore, the free parameters {an}, which appear in the Dirac type
operator, play an important role in the semi-classical limit. A priori, this
sequence is only required to diverge in order for the resolvent of the Dirac
type operator to be compact. In the semi-classical limit, however, the se-
quence is identified as the inverse, infinitesimal volume element. This fixes
the sequence.
We should stress that we only found states living on static 4-manifolds.
This had to be expected since we interpret these states as one-particle states
and it is well known in quantum field theory that such states would not
exist on non-static space-times, e.g. in accelerating frames (which would
be described by time-dependent lapse and shift fields). In the future it is
certainly an interesting question whether one can find and describe semi-
classical states which correspond to states of a quantized fermion field on a
non-static space-time.
The application of the CAR algebra as a tool to form the local Riemann
integral in equations (18) and (19) is highly intriguing. It would certainly
be very interesting and important to investigate the role played by the CAR
algebra more thoroughly.
Moreover, the analysis in this paper is based on a real SU(2) connection
whereas the Ashtekar connection is complex. Geometrically, it is desirable
to work with the original Ashtekar connection. One may speculate whether
the complexity of the connection only appears in the semi-classical limit. If
so, then one might exploit the techniques presented in this paper to obtain
a complex connection via a doubling of the Hilbert space.
Immediate tasks to be addressed are: to compute quantum corrections
for the semi-classical states in higher order of the Planck length; to investi-
gate the operational interpretation of the loop algebra in the semi-classical
states; to construct many particle states. Hopefully this will provide further
evidence that the spectral triple over holonomy loops is a viable candidate
for quantum gravity coupled to matter fields.
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