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Abstract 
We describe the method of pattern analysis and the results of its application to the problem of analyzing the development of 
science, education and the success of innovative activity in the regions of the Russian Federation. We examine 
characteristics of the regions of Russia such as the level of socio-economic conditions and the potential and efficiency of 
science, education and innovative activity from 2007 to 2010. Also we obtain a classification of regions by the similarity of 
the internal structure of these indicators, construct trajectories of regional development over time, and find groups of 
regions carrying out similar strategies. 
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1. Introduction 
The successful development of the regions in the long run is strongly connected with economic and social 
factors determined by the degree of development of education and science in the region. Any innovative 
activity is based on a solid basis of science and is not possible without proper personnel - not only scientists, 
but also students of all levels of education, as well as qualified employees. All these factors are interconnected, 
and the analysis of this relat ionship is difficult, but interesting problem. To solve it we use the method of 
pattern analysis. 
Pattern analysis is rather new area of data analysis associated with  a search for relationships among objects, 
the construction of their classification and the study of objects in dynamics.  
More formally, the method of pattern analysis consists  of three stages:  
 information search, primary statistical processing of data and selection the basic system of indicators,  
 construction of the feature space of the objects and clustering them to find patterns,   
 the study of the objects behavior in dynamics using dynamic analysis  of patterns. 
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Thus the task of pattern analysis is to construct a partit ion of a given sample into subsets , called patterns, so 
that each pattern consists of similar objects, whereas objects of different patterns are significantly different. 
This means that each pattern reflects the essential characteristics of a class of objects  that specifies objects of 
this pattern from the rest of the sample. Analyzing the behavior of patterns in dynamics we examine the 
changes of objects in patterns over time by constructing trajectories showing to which pattern the object 
belongs to at some moment of time. Objects with similar trajectories form dynamic groups. Generally, sample 
is separated into groups of objects  according to the degree of patterns stability - from absolutely stable to 
completely unstable objects. This method allows high lighting similarities and d ifferences in the dynamics of 
the objects functioning, identify  common trajectories of development, and identify those objects that behave in 
an atypical manner and require more attention from experts. 
Pattern analysis was developed in applied problems, such as studies of banks business type models [1, 2], 
comparison of macroeconomic development of different countries  [3, 4], competition between political parties 
in the electoral districts [5] or problem of staff distribution at the bank branches [6-8]. 
In this paper pattern analysis is used to analyze the data of science, education and innovative activity in the 
regions of Russia.  
1.1. Basic system of indicators 
On the first stage a basic system of indicators has been constructed. It is based on a system of indicators 
designed for ranking of regional innovative development [9]. That system of indicators is mult i-layered and 
includes 4 groups: social and economic conditions of innovative activity (macroeconomic fundamentals, 
characteristics of the educational potential of population), scientific and technical potential o f innovative 
activity (including personnel and financial potential, publication and patent activity), innovative activity (the 
activity in  the field  of technological and non-technological innovations, the development of innovative small 
business, the cost of technological innovation and the impact of innovation), and the quality of the regional 
innovative policy (quality  of the regulatory framework and organizat ional support for innovative policy, 
volume of consolidated budget expenditures in regions). 
In our study the system of indicators was modified. We construct the following sets of indicators 
1. Socio-economic conditions in the region; 
2. Educational potential of the region's population; 
3. Potential for research; 
4. Potential for innovative activity; 
5. Efficiency of innovative activity. 
All data used has been taken from the Handbooks of the Federal State Statistics Service [10-12] and the 
Statistical Handbooks of HSE [13], the data covers 4 years from 2007 to 2010.  
Then as in [9] the normalized values of each indicator fo r all regions are defined as the ratio of the 
difference between the value of the indicator in the region and the min imum value of it for all regions divided 
to the difference between the maximum and minimum values of this indicator for all regions 
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where i stands for the number of indicator in the set k , x denotes the region, 
x
iz  denotes the value of 
indicator i in the region x. So, the normalized indicators are changed from 0 (the region with the minimum 
value of the indicator) to 1 (the region with the maximum value of the indicator). 
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Aggregate value xkz  for a set k from the above list is calcu lated as the mean of the normalized values of the 
indicators from th is set, defining 5 aggregated indices (below we will for short call them as indices). These 
indices have been used to characterize the region in the context of the development of science, education and 
innovative activity and form a description of the reg ion xxxxx zzzzz 54321 ,,,,  in five-d imensional feature 
space. 
1.2. Description of the pattern construction 
Let X denotes a set of objects and Y denotes a set of numbers (names, labels) of clusters. A distance (metric) 
),( xx  between objects is closeness objects Xxx, . The set of 
objects X is split into disjoint subsets, called clusters, so that each cluster consists of objects th at are close with 
respect to chosen metric, and objects of different clusters are significantly different. The cluster number iy  is 
assigned to each object Xxi .  
The feature description of the regions we present in a system of parallel coordinates [14, 15], replacing the 
point xxxxx zzzzz 54321 ,,,,  in five-dimensional feature space by piece-wise linear functions. These functions 
are constructed as follows: on the x axis we put numbers of indices that characterize the structure of the objects; 
the y axis represents the values of these parameters. For each object we have a set of points that correspond to 
the values of these 5 indices. Piecewise-linear function is constructed by connecting these points with straight 
lines. This procedure is applied to each region. 
The example of obtained piecewise linear functions are shown in Fig. 1.  
In fact, we do not use the absolute values of indices in the pattern analysis and determine patterns not by the 
position of the points on the axis y but by the slopes  of the corresponding lines, i.e ., we use the slopes of 
piecewise functions in clustering. The formal description of the methods can be found in [5].  
This approach solves the problem when the values of indices for different objects are different but have the 
same structure. For example, suppose there are two objects A and B, characterized by the following values of 
three indices (20, 50, 60) and (2, 5, 6). According to the traditional methods  of cluster analysis  these two 
objects will be assigned to the different clusters. At the same time it is obvious that their characteristics are 
similar, since the values of indices of the object  A are equal to the values of the indices of  object B mult iplied 
by 10.  
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Fig. 1. The piecewise functions that represent 83 regions of Russian Federation, for this example the data was taken only for 2007  
The seeming chaotic conglomerat ion of lines on Fig. 1 shows some regularit ies and one can see that many 
regions may  have not equal values of indices, but the structures of them are very  similar. It  is reasonable to 
assume that if the regions have similar shapes of a piece-wise linear functions, then they have a similar 
structure of the indices and, therefore, these regions use similar models of science, education and innovative 
activity development. 
1.3. Results 
Taking into account that our purpose is an analysis of the dynamic behavior of the regions, the resulting 
piecewise linear functions for each year 2007-2010 were merged into the total sample. We had 83*4 = 332 
objects for clustering. 
We used two methods of clustering: k-means and hierarchical clustering method [16], in every  method 
Euclidean metric was used. We conducted a mult i-step procedure for cluster analysis, combin ing the above two 
methods and obtain 24 patterns involving more than two  objects with in the pattern, and 24 patterns with single 
object in each of them.  Some of these patterns are shown on Figs. 3-5. 
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Fig. 2. Pattern 1 
Pattern 1 contains 11 objects representing the city of Moscow and the Primorsky Krai for all 4 years from 
2007 to 2010, and the city of St. Petersburg in 2007, 2009, 2010. Th is pattern is characterized by moderate 
(0.3-0.5) values of the first two indices ( Socio-economic conditions  and Educational potential ), high and 
somewhere extremely high (0.5-0.9) Effectiveness of research , and very low (less than 0.2) values 
for indices 4 and 5 responsible for the potential and effectiveness of innovative activity.  
2
0
0,1
0,2
0,3
0,4
0,5
0,6
1 2 3 4 5
Arkhangelsk
Oblast 2007
Arkhangelsk
Oblast 2009
Arkhangelsk
Oblast 2010
Volgograd
Oblast 2007
Irkutsk Oblast
2007
Irkutsk Oblast
2009
 
Fig. 3. Pattern 2 
In Pattern 2 there are 19 objects. The main characteristics  of this pattern are low (0.1-0.3) values for indices 
1, 3, 4, 5, and medium (0.4-0.5) values . 
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Fig. 4. Pattern 22
Pattern 22 contains 15 objects with very h igh effect iveness of innovative activity, with moderate educational 
potential and low level of the remaining indices.
Dynamic pattern analysis was conducted as well, which allows tracking what pattern each of the regions
followed four years 2007-2010 based on the trajectories of the object. The trajectory of the object is an 
alternation of patterns, which describes changes of the object on the horizon of the analysis. Examples of such 
trajectories are shown on Fig. 5 and 6.
Fig. 5. Trajectories of some regions in Central Federal District over patterns. The numbers of patterns are on the y axis
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Fig. 6. Trajectories of some regions in Northwestern Federal District
All other figures of patterns and trajectories can be found in [17]. In this research the regions of Russia 
described with such characteristics as the level of socio-economic conditions and the potential and 
effectiveness of science, education and innovative activity were examined for 4 years from 2007 to 2010. A
classification of regions was introduced with respect to the similarity of the internal structure of these indicators,
trajectories of reg ional development over time were constructed as well, and a group of regions keeping the
chosen strategy was found.
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