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Abstract. In this paper we extend theRectilinear 1-center problem
as follows: Given a set S of n points in the plane, we are interested in
locating a facility point f and a rapid transit line (highway) H that
together minimize the expression maxp∈S dH(p, f), where dH(p, f) is the
travel time between p and f . A point p ∈ S uses H to reach f if H saves
time for p. We solve the problem in O(n2) or O(n log n) time, depending
on whether or not the highway’s length is ﬁxed.
Keywords: Geometric optimization, Facility location, Time metric.
1 Introduction
The optimal location of a facility modeled as a geometric object is a well-studied
problem in both operations research and computational geometry. Plastria [25]
gives an overview on continuous location, and Dı´az-Ba´n˜ez et al. [15] survey ex-
tensive facility location models. Particularly, the geometrical nature of problems
under the minmax criterion has led to a fruitful interaction between the above
ﬁelds [17, 26, 27].
On the other hand, models dealing with alternative transportation systems
have been suggested in location theory [7, 11, 24]. Although the metric given by
a real urban transportation system is often quite complicated, simpliﬁed mathe-
matical models have been widely studied in order to investigate basic geometric
properties of urban transportation systems. Abellanas et al. [1] considered a
geometric modeling of this environment: they represent highways as polygonal
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chains consisting of line segments in the plane, giving each line segment an asso-
ciated speed. Then, the travel time between two points gives a metric called the
time distance. Recently, there has been an interest in facility location problems
derived from urban modeling. In many cases one is interested in locating a high-
way that optimizes some given function that depends on the distance between
elements of a given point set [2–4, 10, 23]
In a recent paper, Espejo and Rodr´ıguez-Ch´ıa [19] introduced a variant of this
kind of problem in which one is given a set S of clients (represented by points)
located in a city, and then is interested in locating a service facility (represented
by a point) and a highway (represented by a straight segment of ﬁxed length and
any orientation) simultaneously in a way that the average supply time between
the clients and the facility point is minimized. In this model clients enter and exit
the highway at the endpoints only, and move through it with a given constant
speed. They move at unit speed elsewhere under the L1-metric. Unfortunately,
there was an error in their approach, and their algorithm gives incorrect solutions
in some cases (a correct algorithm was given in [12]). In this paper we study a
variation of this problem in which, instead of the average travel time, we want
to minimize the largest travel time between the clients and the facility.
Similarly to many other related problems [12, 19], in this paper we use L1
as the underlying metric. The Euclidean metric is in some cases hard to deal
with [6], and using the L1-metric instead is a logical simplication. Indeed, the L1-
metric is much simpler and gives constant-factor approximation when compared
to the Euclidean metric. Moreover, it works very well in practice.
Since we are using L1 as the underlying metric, the natural objective could be
to locate a horizontal or vertical highway. However, in many instances a highway
of this type gives much less proﬁt with respect to a highway with arbitrary
orientation. This is a reality in most cities where, although most streets and
avenues are either parallel or orthogonal, a few exceptions occur (like Broadway
avenue in New York, or Diagonal avenue in Barcelona).
As we will show later, our problem is closely related to the well-known 2-
center problem: Given a set of n points in the plane representing customers, the
goal is to locate two facilities that minimize the largest distance from a customer
to its nearest facility. This problem received much attention in the 1990’s; the
currently best known algorithm for the Euclidean 2-center problem is due to
Eppstein [18]; Drezner [16] found a linear-time algorithm for the Rectilinear
2-center problem; and the discrete version was considered by Bespamyatnikh
and Segal [9]. However, the objective function in our problem is diﬀerent, and it
seems that we cannot directly apply these results to our case (see Section 4).
In our model we only allow entering and leaving the highway at only its end-
points (in other works this kind of highway is called walkway [10] or turnpike [5]).
We note that there exists another model for highways (called freeways [5] or sim-
ply highways [1]) in which one is allowed to enter and leave at any point. Hence,
a natural variant would be to consider the simultaneous location of a facility and
a freeway (instead of a turnpike). The location of freeways under the min-sum
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criterion was studied in [13] and under the min-max criterion can be found in
the extended version of this paper [14].
2 Problem Definitions and Notation
Let S be the set of n client points, f be the service facility point, and H be the
highway, represented by a straight segment with any orientation and endpoints
t and t′. Given a point u of the plane, let x(u) and y(u) denote the x- and y-
coordinate of u, respectively. For simplicity in the explanation, we assume that no
two points of S share an x- or y-coordinate, but we note that our algorithms also
work for the case in which points do not have this general position assumption.
Let  be the length of H and let v > 1 be its speed.
s1
s2
s3
f
t′
t
H
Fig. 1. The distance model; in the example s1 uses the highway from t to t
′ in order to
reach f faster. The highway does not speed up transportation between s2 and f , hence
is not used by s2. Client point s3 however, can either walk or use the highway to reach
f , and will need the same time in both cases. Observe that, since we are interested in
paths that reach f , the highway will only be used in one direction.
If both the location of the facility and the endpoints of the highway are ﬁxed,
the distance from a client point p ∈ S to f is deﬁned as dH(p, f) := min{‖p−
f‖1, ‖p− t‖1+ /v+ ‖t′− f‖1, ‖p− t′‖1+ /v+ ‖t− f‖1}, where || · ||1 represents
the L1-norm, see Figure 1. That is, the distance between p and f is the minimum
time between either walking, using the highway in one direction or using it in
the reverse direction, see Figure 1. Whenever dH(p, f) ≤ ‖p− f‖1, we say that
p uses the highway to reach f . Otherwise, we say that p walks (or does not use
H) to reach f .
The problem that we study can be formulated as follows:
The 1-Center and 1-Highway problem (1C1H): Given a set S of n points
and a ﬁxed speed v > 1, locate a point (facility) f and a line segment (highway)
H with endpoints t and t′ such that the function maxp∈S dH(p, f) is minimized.
The case in which the highway’s length  = ||t − t′||2 is ﬁxed is called the
Fixed Length 1-Center and 1-Highway problem (FL-1C1H for short). The
case in which the highway can have any length is called the Variable Length
1-Center and 1-Highway problem (or VL-1C1H for short).
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It is easy to see that in either variant of the 1C1H problem, the highway will
only be used in one direction. By using similar arguments to those given in [19,
Lemma 2.1] we can prove that there always exists an optimal location in which
one of the highway’s endpoints coincides with the facility. Therefore, we assume
throughout the paper that f = t′, thus the distance from a client point p ∈ S to
f simpliﬁes to dH(p, f) := min{‖p− f‖1, ‖p− t‖1 + /v}.
3 Solving the 1C1H Problem
In this section, we give a general algorithm to solve both variants of the 1C1H
problem. We will then propose an improved method for the VL-1C1H problem.
Using the standard transformation from the L1-metric to the L∞-metric, we
solve the problem using the L∞-metric instead.
Let (f∗, H∗, t∗) denote an optimal solution of a given problem instance, where
f∗ is the facility point,H∗ is the highway, and t∗ is the endpoint ofH∗ other than
f∗. Let R∗ = maxp∈S dH∗(p, f∗). Let r1 be the maximum of dH∗(p, f∗) among
all points p ∈ S not using H∗, and r2 be the maximum of dH∗(p, f∗) − /v
among all points p ∈ S that use H∗. Let B(u, r) denote the axis-parallel ball of
radius r centered at u, that is, the ball of center u and radius r with respect
to the L∞-metric. Note that S is covered by the balls B(f∗, r1) and B(t∗, r2),
and R∗ = max{r1, r2 + /v} is satisﬁed. Furthermore, either r1 or r2 can be
increased, without aﬀecting the value R∗ of the solution, so that r1 = r2 + /v.
From these observations, the following statement can be obtained:
Statement 1. The 1C1H problem is equivalent to finding two balls, B(f,R) and
B(t, R− /v), such that R is minimum and B(f,R) ∪ B(t, R− /v) covers S.
Consider again an optimal solution (f∗, H∗, t∗). We partition S into two sets
S∗1 and S
∗
2 as follows: set S
∗
1 contains the points whose L∞-distance to f
∗ is at
most R∗; and set S∗2 = S \ S∗1 contains the points that must use the highway to
reach f∗ in R∗ or less units of time. Observe that we cannot have S∗1 = ∅ since,
by reversing the positions of f∗ and t∗, we would obtain a better solution. Note
that set S∗2 can be empty (for example, if we are forced to locate an extremely
long highway). However, this case can be easily detected, since then f∗ is the
solution of the Rectilinear 1-center problem (which can be computed in
linear time [16]). Hence, from now on we assume that neither S∗1 nor S∗2 is
empty for any optimal solution (f∗, H∗, t∗).
We now state what we call the Base problem: Given a partition {S1, S2} of
S, ﬁnd the coordinates of f and t and the smallest value R (called the radius of
the partition) such that S1 ⊆ B(f,R) and S2 ⊆ B(t, R− /v). When considered
the FL-1C1H problem, we add the constraint that ‖f − t‖2 =  is ﬁxed.
Given that (f∗, H∗, t∗) is an optimal solution, it is easy to see that f∗ and t∗,
joint with R∗, form a solution of the Base problem for the partition {S∗1 , S∗2}.
Moreover, the radius of any other partition of S will have radius greater than or
equal to R∗.
The 1-Center and 1-Highway Problem 159
Our algorithm works as follows: We consider diﬀerent partitions of S and
solve the Base problem associated with each of them. We identify {S∗1 , S∗2}
as the partition whose radius is smallest. A naive method would be to guess
the partition {S∗1 , S∗2} among the O(2n) candidates. In the following lemma we
reduce the search space of partitions to one of polynomial size.
B(f ∗, R∗) B(f ∗, R∗) B(f ∗, R∗)
B(t∗, R∗ − /v) B(t∗, R∗ − /v)
B(t∗, R∗ − /v)
(a) (b) (c)
Fig. 2. Relative positions of balls B(f∗, R∗) and B(t∗, R∗ − /v). For each of the cases,
set S∗1 (the one covered by B(f
∗, R∗)) can be separated from S∗2 with either an axis-
aligned line or an upper-left quadrant.
Lemma 1. For any set S of n points, an optimal partition {S∗1 , S∗2} of S can
be found among O(n2) candidates.
Proof. Without loss of generality, we can assume that f∗ is above and to the
left of t∗. It is then easy to see that there are three possible relative positions of
the two balls of Statement 1 (see Figure 2). In each of these cases the two sets
can be separated by either an axis-aligned line or an upper-left quadrant (see
dashed lines in Figure 2). Each possible partition is uniquely determined by the
number of points above and/or to the left of the separating line/quadrant. In
particular, there are O(n2) diﬀerent cases, hence the lemma follows. 
unionsq
3.1 The General Approach via the Base problem
Given a set P of points, let X(P ) ⊆ P be the set containing the points with
highest or lowest x- or y-coordinate of P . This set is called the set of extreme
points of P . We deﬁne δ(P ) to be half of the largest L∞-distance between any
two points of P . Note that δ(P ) is the minimum radius r needed such that all
points of P can be enclosed in some L∞-ball of radius r. Observe that |X(P )| ≤ 4
and δ(P ) = δ(X(P )). For any r ≥ 0, let Center(P, r) be the locus of the points u
such that P ⊆ B(u, r), that is, Center(P, r) = ⋂p∈P B(p, r). A similar deﬁnition
has been used by Huang et al. [21].
Lemma 2. For any set P of points the following properties hold:
1. Center(P, r) can be empty, a point, an axis-parallel segment, or an axis-
parallel rectangle.
2. Center(P, r) = ∅ if and only if r < δ(P ).
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3. Center(P, r) = Center(X(P ), r). That is, the set Center(P, r) depends only
on the coordinates of the extreme points of P .
4. For any ε > 0 and r ≥ δ(P ), Center(P, r) ⊂ Center(P, r + ε). Moreover,
the separation between the boundaries of Center(P, r) and Center(P, r + ε)
is equal to ε.
All these properties are easy to prove from the deﬁnition of Center(P, r) and
the linearity of the L∞-metric, thus we omit them. With these observations we
can now solve the Base problem eﬃciently.
Lemma 3. Let {S1, S2} be a partition of S. If we are given the sets X(S1)
and X(S2), then the Base problem can be solved in constant time; for both the
FL-1C1H problem and the VL-1C1H problem.
Proof. We start by giving an algorithm for the case in which we consider the
FL-1C1H problem. Let {S1, S2} be a partition of S and R be its radius. Ob-
serve that we always have R ≥ max{δ(S1), δ(S2) + /v} (otherwise an ex-
treme point of either S1 or S2 will not be able to reach f in R units of time).
If there exist two points f ∈ Center(S1,max{δ(S1), δ(S2) + /v}) and t ∈
Center(S2,max{δ(S1), δ(S2) + /v}) such that ||f − t||2 = , then we are done.
Unfortunately, this does not always happen. In general, using Statement 1,
we must ﬁnd two values ε1, ε2 ≥ 0 such that: (i) δ(S1) + ε1 = δ(S2) + ε2 + /v,
(ii) there are points f ∈ Center(S1, δ(S1) + ε1) and t ∈ Center(S2, δ(S2) + ε2)
satisfying ‖f − t‖2 = , and (iii) δ(S1)+ ε1 = δ(S2)+ ε2+ /v is minimized. The
values ε1 and ε2 can be found in constant time as follows:
First, set α1 = max{0, δ(S2) + /v− δ(S1)} and α2 = max{0, δ(S1)− δ(S2)−
/v}. That is, we increase either δ(S1) to δ(S2) + /v in α1 units or δ(S2) to
δ(S1)−/v in α2 units. We now look for the smallest value x ≥ 0 such that there
are points f ∈ Center(S1, δ(S1) + α1 + x) and t ∈ Center(S2, δ(S2) + α2 + x)
satisfying ‖f − t‖2 = . Note that this problem is of constant size and can be
solved in O(1) time. Then, ε1 := α1 + x and ε2 := α2 + x satisfy conditions
(i)–(iii).
We observe that this computation of ε1 and ε2 is correct. In fact, let ε1, ε2
satisfy conditions (i)–(iii). Suppose ε1 ≥ ε2. Then we have δ(S1) + (ε1 − ε2) =
δ(S2) + /v. By setting α1 := ε1 − ε2, α2 := 0, and x := ε2 the correctness
follows. The case where ε1 < ε2 is analogous.
If we consider the FL-1C1H problem, then solving theBase problem is slightly
diﬀerent. The main diﬀerence is that ε1 and ε2 must now minimize the expres-
sion δ(S1) + ε1 = δ(S2) + ε2 + g(ε1, ε2)/v, where g(ε1, ε2) denotes the smallest
Euclidean distance between a point f ∈ Center(S1, δ(S1) + ε1) and a point
t ∈ Center(S2, δ(S2) + ε2). As before, this problem has constant size and thus
can be solved in O(1) time. 
unionsq
By combining the above results, we obtain a method to solve both problems:
Theorem 2. Both variants of the 1C1H problem can be solved in O(n2) time
and O(n) space.
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Proof. Recall that, by Lemma 1, we can split set S into sets S∗1 and S
∗
2 by using
either a vertical line or an upper-left quadrant. We start by considering ﬁrst the
case in which there is a vertical splitting line (cases (a) and (b) in Figure 2).
Sort the points of S in increasing value of x-coordinates; let p1, p2, . . . , pn be
the obtained order. For any i ∈ [1..n− 1], let Si denote the set {p1, . . . , pi}. By
sweeping S from left to right with a vertical, we can compute and store the set
of extreme points X(Si) for all i ∈ [1..n− 1] in O(n) time. Analogously, we can
sweep S from right to left and compute the set X(S \ Si) in linear time as well.
Then, by using Lemma 3, we solve the Base problem for each pair (Si, S \ Si),
1 ≤ i < n. The running time is dominated by the initial sorting of the points of
S, in it is thus O(n log n).
In order to complete the proof, it remains to show how case (c) in Figure 2
can be solved in O(n2) time and O(n) space. Let q1, q2, . . . , qn be the points
of S sorted in decreasing order of y-coordinates. For any i, j ∈ [1..n − 1], let
Si,j := {u ∈ S | y(u) ≥ y(qi) ∧ x(u) ≤ x(pj)} and S′i,j := {u ∈ S | y(u) <
y(qi) ∧ x(u) ≤ x(pj)}. For i = 1 . . . n−1, we proceed as in the previous case: We
ﬁrst sweep S from left to right computingX(Si,j) andX(S
′
i,j) for all j ∈ [1..n−1]
in O(n) time. Using the sets X(S′i,j), j ∈ [1..n − 1], previously computed, we
sweep S from right to left computing X(S \ Si,j) for all j ∈ [1..n − 1] in O(n)
time. Considering the above computation, and using Lemma 3, we then solve
the O(n) instances (Si,j , S \Si,j), j ∈ [1..n−1], of the Base problem in constant
time each. We keep track, for each value of i, of a partition {Si,j , S \ Si,j} of
smallest radius. Observe that O(n) space is used only. 
unionsq
3.2 Locating a Highway of Variable Length
Using Theorem 2 we have an algorithm that runs in O(n2) time for both the
FL-1C1H problem and the VL-1C1H problem. The bottleneck of the algorithm
is case (c) of Lemma 1. In the following we show how to treat this case more
eﬃciently for the VL-1C1H problem.
Let pN and pS be the points with highest and lowest y-coordinate of S, respec-
tively. Analogously, let pE and pW be deﬁned with respect to the x-coordinates.
Then X(S) = {pN , pS, pE , pW }. Without loss of generality, we assume δ(S) =
1
2 (x(pE)− x(pW )). We further assume x(f∗) > x(t∗) and y(f∗) > y(t∗) (that is,
the angle that the highway forms with the x-axis is between −π/2 and 0).
Lemma 4. If in every optimal solution of the VL-1C1H problem the two balls
of Statement 1 satisfy that each of them contains a corner of the other one, then
there exists an optimal solution (f∗, H∗, t∗) of the VL-1C1H problem in which
the extreme points X(S) lie on the boundary of B(f∗, R∗) ∪ B(t∗, R∗ − /v).
Proof. Observe that if any of the balls contains both pN and pS (or pW and
pE), the sets S
∗
1 and S
∗
2 can be separated by either a horizontal or a vertical
line. Since we have assumed that this is not possible, the ball that contains pN
cannot contain pS (analogously, the ball that contains pW cannot contain pE).
Without loss of generality, we assume that pN , pW ∈ B(f∗, R∗) and pS , pE ∈
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B(t∗, R∗ − /v) for any optimal solution (f∗, H∗, t∗). Observe that this implies
both x(f∗) < x(t∗) and y(f∗) > y(t∗).
Assume that point pN is not on the boundary of B(f
∗, R∗). In the following,
we show how to perform a local perturbation to the solution so that pN ends up
on the boundary of B(f∗, R∗). We translate f∗ downwards continuously while
keeping t∗ unchanged until pN reaches the top boundary of B(f∗, R∗). Observe
that, since initially f∗ has a larger y-coordinate than t∗, the translation reduces
the distance between f∗ and t∗ until both points have the same y-coordinate.
Observe, however, that this cannot happen since otherwise we can split S into
S∗1 and S
∗
2 with a vertical line. Moreover, no point of B(f
∗, R∗) can leave the
ball before pN reaches the top boundary. Hence, optimality is preserved through
this translation. Analogously, we can perform the same operation on the other
extreme points and either obtain that all extreme points lie on the boundary
of B(f∗, R∗) ∪ B(t∗, R∗ − /v) or ﬁnd a way to split S into S∗1 and S∗2 with an
axis-aligned line. 
unionsq
With this observation we can speed up the algorithm for the VL-1C1H problem:
Theorem 3. The VL-1C1H problem can be solved in O(n logn) time and O(n)
space.
Proof. By Lemma 4 there is an optimal solution (f∗, H∗, t∗) such that either
there exists an axis-parallel line that splits S into the sets S∗1 and S∗2 or all
extreme points of S lie on the boundary of B(f∗, R∗) ∪ B(t∗, R∗ − /v). The
former case can be treated in O(n logn) time by using the same approach as in
Theorem 2. Hence we focus on the latter case.
Without loss of generality, we assume that x(f∗) < x(t∗), and y(f∗) > y(t∗).
In particular, this implies that pN , pW ∈ B(f∗, R∗) and pE , pS ∈ B(t∗, R∗−/v).
Denote by u = (x(pW ), y(pN )) the top-left corner of the smallest enclosing axis-
aligned rectangle of S. By Lemma 4, this point must also be the top-left corner
of B(f∗, R∗). Let r1, r2, . . . , rn be the elements of S sorted in increasing order of
L∞-distance from u. Now apply the same approach as in the linearly separable
case of Theorem 2 using this new ordering instead. The result follows. 
unionsq
4 Conclusions and Further Research
In this paper we have considered a facility location problem in which one is
interested in locating a supply center point and a highway simultaneously. The
highway (represented by a line segment with arbitrary orientation) is an alter-
native transportation system that can be used by the clients to reduce their
travel time to the facility. Two variants were studied, depending on whether or
not the length of the segment is ﬁxed in advance. Observe that, in particular,
our algorithms can also be used to solve the Rectilinear 2-center problem
subject to the additional constraint that the distance between the two centers
is ﬁxed. It suﬃces to run our algorithm setting the highway’s speed as inﬁnite.
Hence, both balls of Statement 1 will have the same radius, and both problems
become equivalent.
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pE
f
t
pW
pN
pS
pE
(a) The optimal solution for the
FL-1C1H problem.
(b) The optimal solution for the VL-1C1H
problem.
Fig. 3. (a) Neither of the two balls shares diametral vertices with the smallest enclosing
axis-parallel rectangle of the client points (the bounding box), and no extreme point
lies on the boundary of their union. (b) The two optimal balls do not contain two
diametral vertices of the bounding box.
Our problem is closely related to the Rectilinear 2-center problem. Since
this one can be solved in linear time [8, 16], one could think that similar ap-
proaches should work for the 1C1H-problem. However, let us notice two obser-
vations. First, we recall that the crucial property for solving the Rectilinear
2-center problem in linear time (Lemma 1 in [8]) is the fact that there always
exist two optimal balls containing two diametral vertices of the bounding box of
S. Unfortunately, this fact is not true for neither variant of the 1C1H problem
(see Figure 3(a) and Figure 3(b) for the ﬁxed and variable length case, respec-
tively). Second, it is not diﬃcult to show, by using an example similar to the
one in Figure 3(a), that the problem is not LP -type. Thus, it seems unlikely
that the usual approaches that solve the Rectilinear 2-center problem can
be adapted for the 1C1H-problem.
Even if linear were not possible, we would like to know if the FL-1C1H
problem can be solved in o(n2) time. The fast algorithm for the VL-1C1H
problem is based on Lemma 4. Unfortunately, it is easy to give examples in which
this result does not hold whenever the highway’s length is ﬁxed (see Figure 3(a)).
Again, extending the same approach for the ﬁxed-length case seems diﬃcult.
Finding lower bounds for either problem would also be worth obtaining.
A natural extension of the problems studied in this paper is to consider the
general p-Center and k-Highway problem. Although it is easy to see that the
problem is NP-Hard when either p or k is part of the input (even when the
other parameter is set to zero) [20, 22], it would be interesting to ﬁnd eﬃcient
algorithms for small values of p or k.
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