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Résumé — Cette thèse vise à utiliser la modélisation mathématique avec les outils du contrôle
avancé, afin de guider les thérapies pour assurer la contraction de la tumeur. Les buts de cette thèse
sont la contribution au développement des méthodes de la théorie des ensembles pour le contrôle ro-
buste des systèmes non linéaires et le développement d’outils numériques pour l’analyse et le contrôle
de la croissance tumorale en présence de chimiothérapie et/ou de traitement anti-angiogénique. Géné-
riquement, dans le contexte de la théorie du contrôle, les techniques qui sont théoriquement basées sur
certaines propriétés des sous-ensembles de l’espace d’état du système pourraient être désignées comme
des méthodes de la théorie des ensembles.
Dans la première partie, nous passons en revue les définitions, concepts et outils de la théorie des
ensembles existants dans la littérature pour réponde efficacement à des problématiques de contrôle
des systèmes linéaires et non linéaires avec contraintes dures et incertitudes. Dans ce cadre, nous nous
intéressons à deux propriétés des ensembles qui sont l’invariance et la contraction. Les problèmes liés
à la stabilité des systèmes peuvent être formulés en termes de calcul de leurs domaines d’attraction.
Pour des fins de développement, nous rappelons les méthodes de la littérature pour la caractérisation
de ces domaines d’attraction pour les systèmes linéaires et non linéaires. Une application importante
de ces méthodes est le contrôle de la croissance tumorale en présence de différents traitements. Car
dans cette application, plusieurs contraintes peuvent être posées pour éviter l’intoxication des patients
pendant les traitements et les méthodes de la théorie des ensembles peuvent les prendre en compte
facilement. Pour cette application, nous proposons une méthodologie pour déterminer les domaines
d’attraction pour les modèles mathématiques choisis pour simuler la croissance tumorale.
Dans la deuxième partie, nous proposons des méthodes de la théorie des ensemble pour la ca-
ractérisation des domaines d’attraction pour les systèmes non linéaires incertains. Au début, nous
développons des conditions suffisantes pour l’invariance et la contraction d’un ellipsoïde pour des
systèmes saturés. Ces conditions permettent de déterminer implicitement une fonction de Lyapunov
quadratique locale. Nous montrerons que l’approche proposée est moins conservatrice que celles de la
littérature, et donnerons un algorithme pour la caractérisation de l’ellipsoïde invariant et contractif.
Pour les systèmes non linéaires incertains, nous développons une condition suffisante pour l’invariance
contrôlable robuste pour le cas des incertitudes paramétriques. Une méthode basée sur cette condition
est développée pour la caractérisation des domaines d’attraction des systèmes avec ces incertitudes.
Ensuite, nous nous concentrons sur l’étude des systèmes non linéaires avec incertitudes additives, et
nous donnons également une autre méthode pour la caractérisation de leurs domaines d’attraction.
Ces méthodes sont des méthodes facilement traitables en utilisant les outils de l’optimisation convexe.
Dans la troisième partie, nous développons des outils numériques pour la caractérisation des do-
maines d’attraction pour les modèles de la croissance tumorale en présence de traitements, en particu-
lier la chimiothérapie et le traitement anti-angiogénique. Ces domaines contiennent tous les états des
patients pour lesquels ils existent des protocoles de traitement efficaces. Dans ce cadre, nous consi-
dérons que les modèles sont incertains car les paramètres exactes qui les définissent sont en pratique
inconnus. Ces outils sont basés sur les méthodes rappelées et développées dans cette thèse. Plusieurs
informations utiles pour une thérapie tumorale efficace peuvent être extraites de ces domaines.
Mots clés : Méthodes de la théorie des ensembles, Invariance et contraction, Domaine d’attrac-
tion, Croissance tumorale, Chimiothérapie, Traitement anti-angiogénique.
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Abstract — This thesis aims at using the mathematical modeling with advanced control tools to
guide therapies for the contraction of the tumor. The aims of this thesis are the contribution to the
development of the set-theoretic methods for robust control of nonlinear systems and the development
of analytical tools for the analysis and control of tumor growth in presence of chemotherapy and/or
anti-angiogenic therapy. Generically, in the context of control theory, techniques that are theoretically
based on some properties of subsets of the system state space could be referred as set-theoretic methods.
In the first part, we review the definitions, concepts and tools of the existing set-theoretic methods
in the literature to respond effectively to the control issues of linear and nonlinear systems with hard
constraints and uncertainties. In this context, we are interested in two properties of sets that are
invariance and contractiveness. The problems associated with the stability of the systems may be
formulated in terms of calculation of their domain of attraction. For development purposes, we recall
methods from the literature for characterizing these domains of attraction for linear and nonlinear
systems. An important application of these methods is the control of tumor growth in the presence
of different treatments. For this application, several constraints can be imposed in order to avoid the
patient intoxications during the treatments and the set-theoretic methods can consider easily these
constraints. For this latter application, we propose a methodology to estimate the domains of attraction
for the mathematical models chosen to simulate the tumor growth.
In the second part, we propose set-theoretic methods for the characterization of the domains of
attraction for linear and nonlinear uncertain systems. At the beginning, we develop sufficient conditions
for the invariance and contractiveness of an ellipsoid for saturated systems. These conditions allow
implicitly determining a local Lyapunov function. We will show that the proposed approach is less
conservative than those in the literature, and we give an algorithm for characterizing the invariant
ellipsoids. For uncertain nonlinear systems, we develop a sufficient condition for the robust controlled
invariance in the case of parametric uncertainties. A method based on this condition is developed
for characterizing the domains of attraction for nonlinear systems with these uncertainties. Then we
focus on the study of nonlinear systems with additive uncertainties, and we also give a method for
the characterization of their domains of attraction. These methods are easily treatable using convex
optimization tools.
In the third part, we develop numerical tools for characterizing the domains of attraction for the
models of tumor growth in the presence of treatments, particularly chemotherapy and anti-angiogenic
treatment. These domains contain all the states of the patients for whom effective treatment protocols
exist. In this context, we consider that the models are uncertain and in particular the parameters that
are unknown in practice. These tools are based on the methods developed in this thesis. Several useful
informations for effective tumor therapy can be extracted from these domains.
Keywords : Set-theoretic methods, Invariance and contractiveness, Domain of attraction, Tu-
mor growth, Chemotherapy, Anti-angiogenic treatment.
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Chapitre 1
Introduction
Dans ce chapitre, le contexte et les motivations pour entreprendre cette thèse sont
donnés dans un premier temps. Ensuite, les résultats et les contributions de cette thèse sont
présentés avec l’organisation du manuscrit.
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1.1 Contexte de la thèse et motivations
D’après la littérature, nous savons que :
• Le cancer est l’une des principales causes de décès dans le monde ;
• Chaque année, des milliers de personnes sont atteints par cette maladie et plus que la
moitié des personnes touchées n’arrivent pas à le vaincre ;
• Les essais cliniques pour évaluer les protocoles de traitements sont coûteux et l’utilisation
de la modélisation mathématique peut être une alternative efficace et moins coûteuse.
Afin d’exploiter la modélisation mathématique pour la conception des thérapies tumo-
rales, des travaux ont été menés au GIPSA-Lab et en particulier dans le carde du projet
CATS-INSERM. Ces travaux visent à exploiter la modélisation mathématique de la crois-
sance tumorale avec les outils du contrôle avancé, afin de guider les thérapies pour assurer une
contraction maximale de la tumeur.
Dans la littérature, plusieurs techniques ont été utilisées pour répondre à cette probléma-
tique, certaines sont basées sur le contrôle optimal (Pillis et al. 2007 ; Ledzewicz, Schät-
tler et d’Onofrio, 2008a ; Swan, 1990 ; Martin, 1992 ; Pillis, Gu et Radunskaya,
2006 ; Matveev et Savkin, 2002) et d’autres sur le contrôle en boucle fermée (Chareyron
et Alamir, 2009 ; Alamir, 2014 ; Alamir, 2015 ; Szeles et al. 2012 ; Cusimano, Palumbo
et Papa, 2015). Dans les travaux de cette thèse, nous utilisons les méthodes de la théorie
des ensembles. Ainsi, les travaux de cette thèse s’inscrivent dans le carde de la continuité des
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travaux déjà menés au GIPSA-Lab sur le contrôle de la croissance tumorale et les méthodes
de la théorie des ensembles. Ils ont comme objectifs :
1. La contribution au développement des méthodes de la théorie des ensembles pour l’ana-
lyse et le contrôle des systèmes non linéaires et incertains ;
2. Le développement d’outils numériques pour la caractérisation des domaines d’attraction
pour les modèles du cancer en présence de traitements, en utilisant les méthodes de la
théorie des ensembles.
Dans la suite, nous donnons le contexte de la thèse et nous détaillons chaque objectif.
1.1.1 Méthodes de la théorie des ensembles pour le contrôle robuste
Génériquement, dans le contexte de la théorie du contrôle, les techniques qui sont théo-
riquement basées sur certaines propriétés des sous-ensembles de l’espace d’état du système
pourraient être désignées comme des méthodes de la théorie des ensembles. L’avantage de
ces méthodes réside dans le fait qu’elles conduisent à caractériser des sous-ensembles tels que
la propriété de stabilité et/ou de convergence du système dans cette région avec d’autres
performances sont implicitement assurées.
Ces méthodes permettent la prise en compte de plusieurs contraintes, pendant les phases
de l’analyse et la synthèse des contrôleurs pour des systèmes non linéaires et incertains : la
satisfaction des contraintes dures sur l’état du système ; la robustesse vis-à-vis des incertitudes
paramétriques, additives ou multiplicatives et des perturbations extérieures et la satisfaction
des performances attendues des contrôleurs.
Une approche efficace apparue dans la littérature, qui peut satisfaire les contraintes citées
ci-dessus, consiste à associer les méthodes de la théorie des ensembles avec l’approche du pire
des cas permettant de considérer le cas le plus défavorable.
Les méthodes de la théorie des ensembles sont souvent caractérisées par la convexité des
sous-ensembles qu’elles fournissent et par la possibilité de développement d’algorithmes per-
mettant le calcul de ces sous-ensembles avec une complexité numériquement traitable. Pour
l’analyse et la synthèse des contrôleurs, la notion de domaine d’attraction joue un rôle im-
portant : il est l’ensemble de toutes les conditions initiales qui ne violent pas les contraintes
posées sur le système. Dans l’espace d’état, ce domaine est la région de stabilité pour le sys-
tème dynamique. Ainsi, la solution à plusieurs problèmes de stabilité consiste à déterminer
cette région.
Une attention particulière pour les méthodes de la théorie des ensembles a été donnée par
plusieurs auteurs, pour l’étude des problèmes de contrôle liés aux systèmes linéaires, (Gilbert
et Tan, 1991 ; Kolmanovsky et Gilbert, 1998 ; Blanchini, 1999 ; Blanchini, 1994 ; Dó-
rea et Hennet, 1996 ; Bhaya et Das 1994 ; Bertsekas et Rhodes, 1971a ; Glover et
Schweppe, 1971 ; Raković et Kouramas, 2006 ; Zhou, Zheng et Duan, 2011 ; Tarbou-
riech et Burgat, 1994). Ainsi, des techniques conduisant à la caractérisation des domaines
d’attraction, en présence des contraintes sur l’état du système et/ou sur les entrées de contrôle
et/ou sur les incertitudes, ont été développées (Gilbert et Tan, 1991 ; Kolmanovsky et
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Gilbert, 1998 ; Blanchini, 1999 ; Blanchini, 1994 ; Blanchini et Miani, 2008).
La caractérisation des domaines d’attraction pour les systèmes non linéaires, en utili-
sant les méthodes de la théorie des ensembles, reste un problème ouvert et ambitieux. Dans
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011), les auteurs ont développé plu-
sieurs techniques, basées sur les méthodes de la théorie des ensembles, pour caractériser les
domaines d’attraction des systèmes saturés, à savoir des systèmes dont les entrées de contrôle
sont contraintes à ne pas dépasser certaines limites.
Comme beaucoup de systèmes, que nous rencontrons dans la pratique, présentent des
saturations sur les entrées de contrôle, notre premier objectif est de développer une méthode
pour caractériser les domaines d’attraction des systèmes saturés.
Les travaux de thèse réalisés dans (Fiacchini, 2010) avaient pour objectif l’utilisation
des techniques de la théorie des ensembles pour les systèmes linéaires afin de développer des
méthodes pour caractériser les domaines d’attraction de certains types de systèmes non li-
néaires (Fiacchini, Tarbouriech et Prieur, 2011b ; Fiacchini, Alamo et Camacho,
2012 ; Alamo et al. 2009 ; Fiacchini, Alamo et Camacho, 2010). En général, ces méthodes
sont basées sur la représentation d’un système non linéaire par un système extension d’inclu-
sions aux différences convexes (CDI en anglais qui abrège Convex Difference Inclusions) puis
sur l’application des méthodes classiques de la caractérisation des domaines d’attraction pour
les systèmes linéaires. Cela conduit à la caractérisation du domaine d’attraction de ce dernier
système qui est également le domaine d’attraction du système non linéaire. Un système CDI
peut présenter un système non linéaire si le graphe de la fonction non linéaire qui définit le
système non linéaire est contenu dans le graphe de la fonction qui définit le système CDI.
Notre deuxième objectif, dans cette thèse, consiste à généraliser cette méthode et l’étendre
afin de développer des méthodes permettant la caractérisation des domaines d’attraction pour
des systèmes non linéaires avec incertitudes paramétriques et/ou additives et/ou multiplica-
tives.
Une application importante de ces méthodes est le contrôle de la croissance tumorale en
présence d’un traitement, qui peut être seul ou en combinaison avec d’autres traitements, pour
les raisons suivantes :
• Les débits d’injection de médicaments sont limités pour éviter l’intoxication des patients
et ces contraintes peuvent être prises avec les méthodes de la théorie des ensembles ;
• Des contraintes sur certaines cellules peuvent être posées facilement pour éviter l’intoxi-
cation des patients ;
• La région saine peut être décrite par des ensembles ;
• Le traitement agressif peut être analyser avec ces méthodes ;
• Différents protocoles de traitement peuvent être analysés avec ces méthodes ;
• La comparaison entre plusieurs protocoles de traitements peut être faite facilement ;
• Les avantages pour un traitement combiné peuvent être déterminés avec ces méthodes.
Nous donnons plus de détails dans la suite.
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1.1.2 Domaines d’attraction pour les modèles du cancer
Le cancer est une maladie qui est caractérisée par la prolifération incontrôlée de cellules.
Ce phénomène est le résultat de la transgression des mécanismes de régulation, qui assure
le développement harmonieux de notre organisme, faite par certaines types de cellules. Ces
cellules se multiplient de façon anarchique et finissent par donner naissance à des tumeurs
de plus en plus grosses. Ces tumeurs sont caractérisées par leur capacité à se développer
rapidement en envahissant puis en détruisant les zones qui les entourent (organes). Cette
maladie tue chaque année des milliers de personnes par jour dans le monde. L’être humain
peut être confronté à plusieurs types de cancer : des cancers solides qui se développent dans
différents tissus (peau, os, organes) ou liquides (sanguins) qui se développent dans le sang
et les systèmes lymphatiques. Aujourd’hui, plusieurs types de traitements médicaux existent.
Nous citons la chimiothérapie, l’hormonothérapie, les traitements ciblés (anti-angiogénique)
et l’immunothérapie. L’objectif de ces traitements est d’obtenir la guérison en éradiquant la
tumeur tout en minimisant les effets des médicaments sur la santé des patients. Dans le cas
où la guérison n’est pas possible, le traitement a pour objectif d’inhiber la croissance de la
tumeur afin de permettre aux patients de mener une vie proche de la normale. Ces traitements
donnent de bons résultats, toutefois ils engendrent des effets secondaires négatifs qui peuvent
dans certains cas amener le patient à des états critiques.
L’efficacité de ces traitements dépend de la manière avec laquelle les médicaments sont ad-
ministrés (protocoles d’administration de médicaments), les débits d’injection de médicaments
maximaux, la fréquence d’administration, les quantités de médicaments maximales admissibles
et le temps de traitement. Dans certains cas, la combinaison entre plusieurs traitements est
nécessaire, car la combinaison permet d’éviter les obstacles que rencontrent chaque traitement
en application seul. Par conséquent, les choix des meilleurs modalités du traitement sont pri-
mordiaux pour l’éradication de la tumeur avec moins de séquelles possibles et cela nécessite
une concertation entre plusieurs disciplines. Ainsi, plusieurs chercheurs scientifiques et mé-
decins ont été attirés à travailler sur ce sujet, afin d’aider les patients qui souffrent de cette
maladie.
Une approche plus efficace pour déterminer les protocoles de traitements, afin d’obtenir
une contraction de la tumeur, est basée sur l’utilisation des modèles mathématiques du can-
cer qui reproduisent l’évolution de la tumeur en présence de différents traitements. Dans la
littérature, plusieurs modèles mathématiques pour simuler l’évolution de la tumeur sont ap-
parus au cours de ces dernières décennies. Certains d’entre eux sont basés sur l’évolution des
différentes populations de cellules (Afenya, 1996 ; Afenya et Bentil, 1998 ; Hahnfeldt
et al. 1999 ; Matveev et Savkin, 2002 ; Pillis, Gu et Radunskaya, 2006). Ces modèles
peuvent incorporer l’effet des médicaments sur l’évolution de la tumeur comme les médica-
ments cytotoxiques, anti-angiogéniques ou leur combinaison. Au cours de ces dernières années,
ces modèles mathématiques du cancer ont été largement utilisés pour la conception des thé-
rapies tumorales basées sur la théorie du contrôle, en appliquant le contrôle optimal (Pillis
et al. 2007 ; Ledzewicz, Schättler et d’Onofrio, 2008a), ou le contrôle en boucle fermée
(Chareyron et Alamir, 2009 ; Alamir, 2014 ; Alamir, 2015).
Plusieurs objectifs de la conception des protocoles d’administrations efficaces fondés sur
la théorie du contrôle ont été posés dans la littérature. Dans certains cas, le but principal est
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d’optimiser les quantités des médicaments impliqués dans le traitement tout en assurant que
la taille de la tumeur ne dépasse pas un niveau prescrit à la fin de la période du traitement.
Dans d’autres cas, l’objectif est de maximiser la contraction de la tumeur à la fin du traitement
sous certaines contraintes sur la santé du patient (Matveev et Savkin, 2002 ; Chareyron
et Alamir, 2009 ; Ledzewicz, Schättler et d’Onofrio, 2008a ; Alamir, 2015 ; de Pillis
et Radunskaya, 2001). Minimiser, simultanément, la taille de la tumeur à la fin de la période
du traitement et les quantités de médicaments est également pris en compte dans (Alamir,
2014). Afin de minimiser les effets secondaires causés par les traitements, la prescription d’un
état sain est souvent utilisé. Cet état est défini par la quantité des cellules normales qui
devrait être au-dessus d’un niveau donné (Matveev et Savkin, 2002 ; Murray, 1994). Dans
les travaux de cette thèse, nous nous intéressons aux travaux sur le cancer et le contrôle de la
croissance tumorale.
Les travaux que nous trouvons dans la littérature ont pour objectifs de synthétiser des
protocoles d’administration de médicaments permettant de conduire l’état du patient de son
état initial à un état que nous jugeons sain. En général, l’état du patient est défini par la taille
de la tumeur et la taille d’autres cellules qui sont en interaction avec la tumeur et qui peuvent
être endommagées par les médicaments. Ces travaux sont basés sur l’application de la théorie
du contrôle, et c’est dans ce contexte que d’autres travaux de recherche au GIPSA-Lab ont
été entrepris.
L’objectif final, de ces travaux de thèse, est de développer des outils numériques pour
la caractérisation des domaines d’attraction pour les modèles du cancer. Ces domaines d’at-
traction représentent tous les états initiaux des patients pour lesquels des administrations
thérapeutiques efficaces existent. Une administration thérapeutique est efficace si elle permet
de conduire l’état initial du patient à un état sain sans causer des effets néfastes sur sa santé.
Les domaines d’attraction peuvent être liés à des quantités de médicaments ou à un protocole
d’administration de médicaments donnés a priori.
A partir de ces domaines d’attraction, les professionnels de la santé peuvent, pour un
patient donné, extraire des informations sur :
• L’existence d’un protocole d’administration thérapeutique efficace ;
• Le protocole d’administration thérapeutique efficace entre plusieurs protocoles ;
• Les quantités nécessaires de médicaments ;
• Le temps du traitement.
Les outils développés dans cette thèse sont basés sur les méthodes de la théorie des en-
sembles. Génériquement, ces méthodes font référence à des techniques concernant les propriétés
partagées par tous les éléments d’un ensemble de l’espace d’état du système. Nous pouvons
citer la propriété d’invariance d’un ensemble. En effet, le domaine d’attraction d’un système
correspond à l’ensemble invariant maximal.
L’évolution de la tumeur varie d’un patient à un autre en fonction de l’âge, du sexe et
d’autres caractéristiques du corps humain. Développer un modèle mathématique générique
qui reproduit avec exactitude l’évolution de la tumeur de tous les êtres humains est une
tâche difficile. Cependant, nous pouvons généraliser un modèle mathématique et le considérer
comme un simulateur universel en supposant que les paramètres qui définissent le modèle sont
incertains. Ainsi, d’autres objectifs ont été visés pendant la thèse. Ces objectifs consistent
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en la prise en compte d’incertitudes paramétriques, additives et multiplicatives pendant la
caractérisation des domaines d’attraction.
L’apparition d’effets néfastes pendant l’administration de médicaments en utilisant des
fortes doses, nous a poussés à prendre en compte des saturations sur les quantités de médica-
ments à administrer instantanément.
Les outils développés dans cette thèse dépendent du type de traitement et le modèle mathé-
matique choisi pour simuler l’évolution de la tumeur. Les outils sont donnés explicitement pour
chaque cas. Dans le premier cas, nous nous somme concentrés sur la chimiothérapie du cancer
et dans le second sur la combinaison du traitement anti-angiogénique avec la chimiothérapie
du cancer.
1.2 Organisation de la thèse
Les travaux de cette thèse sont divisés en trois parties :
Première partie : Rappels
Cette partie est divisée en trois chapitres :
Dans le deuxième chapitre, les concepts d’ensemble convexe et de fonction convexe et
leurs rôles dans l’optimisation convexe sont introduits. Quelques définitions, outils et pro-
priétés, importants dans le processus de résolution des problèmes de contrôle des systèmes
dynamiques en utilisant les méthodes de la théorie des ensembles, sont donnés.
Dans le troisième chapitre, les méthodes de la théorie des ensembles sont rappelées,
en mettant en évidence l’utilité de cette théorie pour réponde efficacement à des probléma-
tiques du contrôle des systèmes linéaires ou non linéaires avec contraintes dures. Ainsi, des
contraintes sur les évolutions des systèmes, sur les commandes admissibles et les incertitudes
qui perturbent les comportements nominaux des systèmes peuvent être prises en comptes dans
l’analyse et la synthèse des lois de commande. La propriété principale qui peut être partagée
par tous les éléments d’un ensemble est l’invariance. En effet, le domaine d’attraction d’un
système correspond à l’ensemble invariant maximal.
Dans la première partie du troisième chapitre, les concepts d’ensemble invariant contrô-
lable robuste, d’ensemble contrôlable robuste en un pas et d’ensemble contrôlable robuste
maximal, avec leurs rôles dans le contrôle robuste des systèmes avec contraintes, sont présen-
tés. Quelques résultats concernant les méthodes de la théorie des ensembles, qui sont utiles
pour le développement de procédures algorithmiques conduisant au calcul de tels ensembles,
sont donnés.
Dans la deuxième partie du troisième chapitre, la définition d’un ensemble contractif ro-
buste est donnée avec les liens qui existent entre le concept d’invariance, de contraction des
ensembles et de stabilité des systèmes dynamiques.
Dans la dernière partie du troisième chapitre, le concept du domaine d’attraction d’un
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système dynamique, avec son rôle dans l’analyse de la stabilité et la synthèse des lois de com-
mande sont introduits. Deux méthodes classiques pour la caractérisation de tels domaines pour
les systèmes linéaires incertains sont rappelées. La difficulté pour déterminer tels domaines
pour les systèmes non linéaires est exposée. Quelques concepts et méthodes capables d’estimer
ce domaine pour les systèmes non linéaires sont également donnés.
Dans le quatrième chapitre, la problématique liée aux traitements anticancéreux est
rappelée. Dans un premier temps, les mécanismes de développement d’une tumeur sont donnés.
Un aperçu des thérapies les plus utilisées est introduit. Un aperçu de plusieurs types de modèles
de croissance tumorales, qui ont été utilisés dans la modélisation des traitements anticancéreux,
est fourni. Beaucoup de travaux comprennent l’optimisation du traitement du cancer. Comme
autant de modèles mathématiques ont été publiés au cours des 50 dernières années, nous ne
prétendons pas être exhaustifs mais nous voudrions introduire quelques modèles et objectifs
des traitements, afin de décrire et optimiser le sort de population des cellules cancéreuses. Ce
chapitre fournit une méthodologie à suivre pour la caractérisation des domaines d’attraction
des modèles du cancer avec différents traitements qui sera développée ultérieurement.
Deuxième partie : Domaines d’attraction des systèmes non linéaires
Cette partie est divisée en deux chapitres :
Le cinquième chapitre considère le problème de la caractérisation des ellipsoïdes inva-
riants et contractifs, pour les systèmes saturés à temps discret, comme un problème d’esti-
mation du domaine d’attraction. La stabilité asymptotique d’un système saturé et contrôlé
est assurée par la propriété de la contraction de l’ensemble invariant. Des conditions suffi-
santes pour l’existence d’une fonction de Lyapunov quadratique induite à partir d’un ellipsoïde
contractif sont établies, à travers la solution d’un problème d’optimisation non linéaire donné
sous forme d’inégalités matricielles bilinéaires (BMIs en anglais qui abrège Bilinear Matrix
Inequalities). Quelques considérations de calcul sont analysées pour résoudre le problème de
la complexité de cette BMI. Un exemple illustratif est donné afin de démontrer l’efficacité des
résultats proposés.
Dans le sixième chapitre, le problème de la stabilisation des systèmes non linéaires
incertains est introduit. Deux types d’incertitudes sont considérées. La notion de domaine
d’attraction pour ces systèmes incertains est introduite. Une condition suffisante pour l’inva-
riance d’un système non linéaire avec incertitudes paramétriques est donnée, en exploitant les
avantages de la convexité. Une méthode pour la caractérisation du domaine d’attraction d’un
système non linéaire avec incertitudes paramétriques est donnée. Une autre méthode pour le
cas des systèmes non linéaires avec incertitudes additives est développée. Ces méthodes sont
basées sur la représentation des systèmes non linéaires par des systèmes extensions CDI incer-
tains, puis sur l’application des méthodes classiques des systèmes linéaires qui sont valables
pour ce type de systèmes.
Troisième partie : Méthodes de la théorie des ensembles pour les modèles du
cancer
Cette partie est divisée en deux chapitres :
Le septième chapitre est consacré à l’étude de la chimiothérapie du cancer. Il développe
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des méthodes numériques pour la caractérisation des domaines d’attraction pour les modèles
de la chimiothérapie du cancer. Ces domaines d’attraction sont les ensembles de tous les
états initiaux des patients (populations des cellules tumorales et normales), tels que pour
chaque état il existe un protocole d’administration de médicaments cytotoxiques efficace. Le
modèle mathématique simule la dynamique des cellules tumorales et normales en présence de
médicaments cytotoxiques. Un protocole d’administration de médicaments cytotoxiques est
efficace si l’éradication des cellules tumorales est atteint tout en assurant que la population
des cellules normales soit supérieure à niveau prescrit. La population des cellules normales est
considérée comme un indicateur de la santé des patients.
Plusieurs contraintes sont considérées : la présence d’un niveau élevé d’incertitude qui af-
fecte les paramètres du modèle ; la présence de dynamiques non modélisées qui est acceptées
par le besoin d’avoir un modèle plus orienté contrôle ; la quantité de médicaments cytotoxiques
admissible pour le traitement à administrer d’une manière efficace durant la période de trai-
tement. Le problème est posé en termes de calcul du domaine d’attraction et est résolu en
appliquant les méthodes de la théorie des ensembles rappelées dans le Chapitre 3, et dévelop-
pées dans le Chapitre 6.
L’outil numérique final est développé et enrichi de la manière suivante :
1. Le modèle nominal de la chimiothérapie du cancer est considéré ;
2. Des incertitudes paramétriques sont ajoutées aux contraintes ;
3. Des incertitudes proportionnelles aux états des patients sont prises en compte dans le
modèle mathématique ;
4. Une contrainte sur la quantité de médicaments cytotoxiques est considérée.
Dans ce chapitre, il est montré que le domaine d’attraction le plus large ne correspond pas
à la chimiothérapie agressive.
Le huitième chapitre est consacré à l’étude du traitement anti-angiogénique en combi-
naison avec la chimiothérapie du cancer. Ce dernier chapitre développe un outil numérique
pour la caractérisation des domaines d’attraction pour le modèle du cancer en présence du
traitement anti-angiogénèse en combinaison avec la chimiothérapie. Ces domaines sont relatifs
à des quantité de médicaments connues a priori qui sont posées pour éviter l’intoxication des
patients. Par conséquent, étant donné l’état d’un patient, l’existence des protocoles efficaces
peut être inspectée en analysant ces domaines d’attraction. Á partir de ces domaines, les
quantités nécessaires de médicaments et la durée du traitement peuvent être déterminées.
L’application des méthodes de la théorie des ensembles pour ce modèle vise à confirmer la
possibilité d’appliquer ces méthodes à différents modèles simulant la croissance tumorale.
Les outils numériques spécifiques pour chaque modèle du cancer, permettant de déterminer
les domaines d’attraction de ces derniers, sont des outils numériques basés sur la modélisation
mathématique de la croissance tumorale. Ces domaines peuvent être utilisés pour aider les
professionnels de la santé pour extraire des informations sur l’efficacité ou l’existence des
protocoles d’administration de médicaments pour différents patients.
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Conclusions et perspectives
Le dernier chapitre résume les travaux développés dans cette thèse et propose des di-
rections futures de recherche envisageables.
1.3 Publications
Ce travail de thèse a donné lieu à plusieurs publications acceptées/soumises dans des
conférences internationales.
Papier journal :
• R. Riah, M. Fiacchini et M. Alamir. Control and robust invariance-based analysis
applied to cancer chemotherapy model. Dans : International journal of control (soumis).
Papiers conférences :
• R. Riah, M. Fiacchini et M. Alamir. Domain of attraction estimation of cancer chemo-
therapy model affected by state proportional uncertainty. Dans : Proceedings of the 15th
IEEE European Control Conference (ECC). June 29 - July 1, 2016, Aalborg, Denmark.
• R. Riah, M. Fiacchini et M. Alamir. Invariance-based analysis of cancer chemotherapy.
Dans : Proceedings of the 2015 IEEE Conference on Control Applications (CCA), pages
1111-1116. September 21-23, 2015, Sydney, Australia.
• R. Riah et M. Fiacchini. New condition for invariance of ellipsoidal sets for discrete-
time saturated systems. Dans : Proceedings of the 2015 IEEE Conference on Control
Applications (CCA), pages 1856-1861. September 21-23, 2015, Sydney, Australia.
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Chapitre 2
Analyse et optimisation convexe
Les concepts d’ensemble convexe et de fonctions convexes et leur rôle dans l’optimisation
convexe sont introduits. Quelques définitions, outils et propriétés, importants dans le processus
de résolution des problèmes de contrôle des systèmes dynamiques en utilisant les méthodes de
la théorie des ensembles, sont donnés.
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2.1 Introduction
Beaucoup de problèmes de contrôle peuvent être mis sous forme de problèmes d’optimisa-
tion convexe, qui peuvent être linéaires ou non linéaires. Cela est motivé par l’existence des
méthodes efficaces qui permettent de déterminer les solutions de ces problèmes avec précision.
En général, ces méthodes exploitent la convexité des éléments constituant le problème d’opti-
misation. En effet, une solution optimale locale pour un problème d’optimisation convexe est
une solution optimale globale.
Les méthodes de la théorie des ensembles sont des techniques souvent utilisées dans la
littérature, afin de traiter les problèmes de contrôle des systèmes incertains, où la robustesse
des lois de commande proposées, vis-à-vis des incertitudes qui affectent la dynamique du
système, est primordiale. Des contraintes sur les performances des contrôleurs peuvent être
également ajoutées. L’avantage de ces méthodes est la possibilité d’utiliser des procédures
algorithmiques avec une complexité raisonnable. Et cela est dû au fait que ces méthodes
exploitent la convexité des ensembles et des fonctions.
Des études qui analysent les propriétés de convexité et leurs utilisations pour la résolution
de problèmes d’optimisation sont données dans (Boyd et Vandenberghe, 2004 ; Borwein
et Lewis, 2010 ; Ben Tal et Nemirovski, 2001). Dans ce chapitre, nous ne cherchons pas
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à examiner en détails ces études, mais nous visons à rappeler une partie des généralités des
travaux effectués par ces chercheurs, avec quelques terminologies et notations, que nous allons
utiliser dans cette thèse.
2.2 Définitions et propriétés
Les méthodes de la théorie des ensembles pour le contrôle des systèmes dynamiques font
référence à des techniques mathématiques capables de déterminer des ensembles dans l’es-
pace d’état du système, tel que les éléments de ces ensembles partagent certaines propriétés
(Blanchini et Miani, 2008 ; Kolmanovsky et Gilbert, 1998 ; Fiacchini, 2010).
Beaucoup de ces techniques ont pour objectif de déterminer des ensembles convexes. Ainsi,
tous les résultats que nous allons présenter dans cette thèse sont basés sur la convexité. En
effet, les propriétés des ensembles convexes et des fonctions convexes sont largement exploitées,
puisque, étant donné un ensemble convexe Ω et une fonction convexe f , la convexité permet la
formulation de certaines propriétés de la fonction f dans Ω avec des conditions qui impliquent
des sous-ensembles de l’ensemble Ω (Boyd et Vandenberghe, 2004 ; Blanchini et Miani,
2008 ; Rockafellar, 1970 ; Schneider, 2013 ; Ben Tal et Nemirovski, 2001). Ainsi, la
convexité mérite un intérêt particulier dans cette thèse.
Dans la littérature, nous trouvons plusieurs travaux sur l’analyse et l’étude de la convexité
(Boyd et Vandenberghe, 2004 ; Rockafellar, 1970 ; Schneider, 2013 ; Ben Tal et
Nemirovski, 2001).
L’importance de la convexité pour les méthodes de la théorie des ensembles pour le contrôle
est multiple. La première raison est la grande complexité de représentation et de calcul induite
par des ensembles non convexes. Ainsi, du point de vue pratique, habituellement, les procédures
algorithmiques standards liées à l’invariance par exemple génèrent des séquences d’ensembles
dont la complexité explose après quelques pas en utilisant des ensembles non convexes. La
deuxième raison est le fait que dans la littérature les familles des ensembles qui sont souvent
considérées dans les cas des problèmes pratiques partagent la propriété de convexité, par
exemple, les ellipsoïdes, les polyèdres, les zonotopes et les boîtes. Par conséquent, il est utile
de rappeler quelques définitions de base et les propriétés liées à la convexité des ensembles et
des fonctions.
Nous commençons par donner cette définition qui est importante dans la suite de cette
thèse :
Définition 2.1 ((Boyd et Vandenberghe, 2004))
–Une matrice M = MT est définie positive, c.-à-d. M  0, si et seulement si xTMx > 0
pour tout x 6= 0 et xTMx = 0 pour x = 0. D’une manière équivalente si λmin(M) > 0
avec λmin(M) la valeur propre minimale de la matrice M ;
–Une matrice M = MT est semidéfinie positive, c.-à-d. M  0, si et seulement si
xTMx ≥ 0 pour tout x, ou λmin(M) ≥ 0.
En géométrie, une figure est convexe si elle contient avec une paire quelconque de ses points
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x, y, également le segment entier [x y] reliant les deux points (Ben Tal et Nemirovski, 2001).
Cela est exactement la définition d’ensemble convexe dans le cas multidimensionnel. Dans la
suite, nous donnons la définition d’un segment [x y], pour tout x, y appartenant à un ensemble
Ω ⊆ Rn.
Définition 2.2 (Ensemble convexe (Ben Tal et Nemirovski, 2001 ; Boyd et Van-
denberghe, 2004))
–Soient x, y deux points dans Rn. L’ensemble
[x y] =
{
λx+ (1− λ)y : 0 ≤ λ ≤ 1
}
est appelé un segment avec les extrémités x et y.
–Un sous-ensemble Ω de Rn est convexe s’il contient avec une paire quelconque de ses
points x, y également le segment entier [x y] :
∀x ∈ Ω, ∀y ∈ Ω, 0 ≤ λ ≤ 1 ⇒ λx+ (1− λ)y ∈ Ω.
D’après cette définition, nous notons que l’ensemble vide est un ensemble convexe. La
Figure 2.1 montre un exemple d’illustration de la notion de convexité d’un ensemble.
Un autre concept très important pour la définition d’un ensemble convexe est la combi-
naison linéaire y pour un ensemble donné de vecteurs, Ω = {yi ∈ Rn : i = 1, · · · ,m}. Cette
combinaison linéaire y est donnée comme suit :
y =
m∑
i=1
λiyi,
avec λi ∈ R un coefficient réel. En utilisant cette définition, nous arrivons à la notion de
combinaison affine. Cette dernière est une combinaison linéaire avec la somme des coefficients
λi, i = 1, · · · ,m qui est égale à 1. Ainsi, nous allons donner la définition de combinaison
convexe.
Définition 2.3 ((Ben Tal et Nemirovski, 2001 ; Rockafellar, 1970))
Soit un ensemble de vecteurs Ω = {yi ∈ Rn : i = 1, · · · ,m} ⊆ Rn. La combinaison convexe
des vecteurs de l’ensemble Ω est la combinaison linéaire
y =
m∑
i=1
λiyi,
avec des coefficients non négatifs, tel que leur somme égale à un, c.-à-d.
λi ≥ 0,
m∑
i=1
λi = 1.
D’après ces définitions, une propriété importante des ensembles convexes peut être donnée
(Ben Tal et Nemirovski, 2001 ; Rockafellar, 1970). En effet, un ensemble Ω ⊆ Rn est
convexe si et seulement s’il contient toutes les combinaisons convexes de ses éléments. Cela
signifie que, si Ω est convexe, tout point qui peut être exprimé comme une combinaison convexe
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des éléments de Ω appartient à Ω. Inversement, si tout point qui peut être exprimé comme une
combinaison convexe des éléments de Ω appartient à Ω, alors la convexité de Ω est vérifiée.
x1
y1
x1
y1
1) Ensemble convexe 2) Ensemble nonconvexe
Fig. 2.1 – Exemples d’ensembles convexe et non convexe.
La convexité des fonctions permet de déduire des propriétés qui sont satisfaites par tous
les élément d’un ensemble Ω et cela en utilisant des conditions impliquant uniquement un
sous-ensemble de l’ensemble Ω. Cette considération conduit également à des problèmes d’op-
timisation convexes, qui sont traitables numériquement, puis à des algorithmes dont la com-
plexité est traitable. Ainsi, il est également utile de rappeler quelques définitions de base de
convexité des fonctions.
Il existe plusieurs façons de définir la convexité d’une fonction. Une façon simple est basée
sur le concept d’ensemble convexe qui fournit un sens géométrique de ces fonctions.
Définition 2.4 (Fonctions convexes (Boyd et Vandenberghe, 2004 ; Rockafellar,
1970))
La fonction f : Rn 7→ R est convexe si dom(f) est un ensemble convexe et pour tout x1, x2 ∈
dom(f) et λ ∈ R, avec 0 ≤ λ ≤ 1, nous avons :
f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2), (2.1)
avec dom(f) qui représente le domaine de définition de la fonction f défini comme suit :
dom(f) =
{
x ∈ Rn : f(x) < +∞
}
.
f1(x)
x1
x2
x1
x2
f2(x)
1) Fonction nonconvexe
2) Fonction convexe
Fig. 2.2 – Exemples de fonctions convexe et non convexe.
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Géométriquement, cette inégalité signifie que le segment entre les deux points (x1, f(x1)) et
(x2, f(x2)) se trouve au dessus du graphe de la fonction f(x), voir la Figure 2.2. Une fonction
f est strictement convexe si l’inégalité (2.1) est stricte pour tout x1, x2 tels que x1 6= x2 et
0 < λ < 1. Nous disons que f(x) est concave si −f(x) est convexe et strictement concave
si −f(x) est strictement convexe. Un exemple simple d’une fonction convexe est la fonction
affine suivante :
f(x) = aTx+ b,
c.-à-d. la somme d’une forme linéaire avec une constante.
Pour cette fonction, nous avons toujours l’égalité dans (2.1). Ainsi, toutes les fonctions
affines sont à la fois convexes et concaves. Inversement, il est évident que toute fonction qui
est simultanément convexe et concave est affine.
Nous notons qu’il existe quelques opérations basiques sur les fonctions convexes (concaves),
qui conservent la convexité (concavité). Certaines compositions des fonctions conservent éga-
lement la convexité (concavité) (Boyd et Vandenberghe, 2004). D’autres conditions qui
permettent d’analyser la convexité d’une fonction, en utilisant le gradient ou l’Hessien de la
même fonction, peuvent être trouvées dans (Boyd et Vandenberghe, 2004).
Une notion importante avec laquelle nous pouvons faire le lien entre un ensemble convexe
et une fonction convexe est l’épigraphe d’une fonction. Dans un premier temps, nous donnons
la définition d’un épigraphe d’une fonction.
L’épigraphe d’une fonction f : Rn 7→ R est défini comme suit :
epi(f) =
{
(x, t) : x ∈ dom(f), f(x) ≤ t
}
,
qui est un sous-ensemble de Rn+1.
Une fonction est convexe si et seulement si son épigraphe est un ensemble convexe. Une
fonction est concave si et seulement si son hypographe défini comme suit :
hypo(f) =
{
(x, t) : x ∈ dom(f), f(x) ≥ t
}
,
est un ensemble convexe (Boyd et Vandenberghe, 2004 ; Rockafellar, 1970 ; Ben Tal
et Nemirovski, 2001). Par conséquent, les ensembles de niveau α d’une fonction convexe
f : Rn 7→ R définis comme suit :
Ωα =
{
x ∈ dom(f) : f(x) ≤ α
}
,
sont des ensembles convexes, pour tout α ∈ R. Cependant, l’inverse n’est pas vrai : une
fonction peut avoir tous les ensembles de niveau α ∈ R qui sont convexe, mais la fonction
ne peut pas être forcement convexe (Boyd et Vandenberghe, 2004 ; Rockafellar, 1970 ;
Ben Tal et Nemirovski, 2001).
Les propriétés des ensembles de niveau d’une fonction sont souvent utilisées comme un
moyen, afin d’établir la convexité d’un ensemble en l’exprimant comme un ensemble de niveau
d’une fonction convexe.
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Une caractéristique importante de la convexité est le fait qu’une propriété impliquant
seulement quelques éléments d’un ensemble peut être étendue à l’ensemble de points éventuel-
lement indénombrable, lorsque nous travaillons avec les ensembles convexes et les fonctions
convexes. Par exemple, le minimum d’une fonction convexe dans un ensemble convexe est
caractérisé par un point de l’ensemble convexe pour lequel certaines conditions sont vérifiées.
Dans la littérature, il existe plusieurs types d’ensembles convexes. Nous pouvons citer ceux
qui sont populaires en théorie du contrôle, les polyèdres et les ellipsoïdes. La différence entre
les deux ensembles réside dans la forme des ensembles et la manière de les définir mathé-
matiquement. Nous montrerons dans la suite les formes de ces ensembles et donnerons leurs
définitions.
2.3 Ensembles convexes populaires
Tout ensemble convexe peut être défini en utilisant la fonction support d’un ensemble que
nous allons définir ci-après. La fonction support d’un ensemble est un concept central de géo-
métrie convexe. Elle est importante pour traiter les ensembles convexes fermés (Bertsekas,
2009 ; Rockafellar, 1970).
Définition 2.5 (Fonction support d’un ensemble, (Rockafellar, 1970))
Soit un ensemble Ω ⊂ Rn. La fonction support de l’ensemble Ω le long de la direction η ∈ Rn
est définie comme suit :
φΩ(η) = sup
x∈Ω
ηTx. (2.2)
Le domaine dans lequel la fonction support d’un ensemble est définie est l’ensemble des η
pour lesquels ηTx est borné, pour tout x ∈ Ω. Si Ω est un ensemble borné, alors le domaine est
Rn. A partir de ce moment, nous supposons que la fonction support d’un ensemble compact
est toujours définie et calculable.
Géométriquement, la fonction support de l’ensemble Ω le long de la direction η représente
la plus grande "distance” absolue le long de la direction η, entre l’origine et la projection
d’un point de la frontière de Ω sur la direction η (Rockafellar, 1970). L’utilisation de la
fonction support d’un ensemble est utile, afin de transformer des conditions d’inclusion en
termes d’inégalités (Rockafellar, 1970). En outre, si ηT η = 1, alors φΩ(η) est la distance
entre l’origine et le hyperplan de Ω avec son vecteur normal qui est le long de la direction η.
La Figure 2.3 montre un exemple d’illustration.
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Ω
0
η1 ∈ R2
φΩ(η1)
Fig. 2.3 – Illustration de la fonction support d’un ensemble Ω le long de la direction η1 ∈ R2.
Si l’ensemble Ω est un ensemble borné, alors sa fonction support est définie pour tout
η ∈ Rn. Si 0 ∈ Co(Ω) alors φΩ(η) ≥ 0, pour tout η ∈ Rn. En outre, la fonction support
d’un ensemble convexe non vide est une fonction positivement homogène, qui est le sens de la
propriété suivante :
Propriété 2.1 ((Rockafellar, 1970))
(P1) : Soit Ω ⊆ Rn un ensemble convexe. Alors
φΩ(λη) = λφΩ(η),
pour tout η ∈ Rn et tout λ > 0.
(P2) : Si Ω est un ensemble fermé et convexe, alors
Ω = {x ∈ Rn : ηTx ≤ φΩ(η), ∀η ∈ Rn}.
(P3) : Soit Ω ⊆ Rn un ensemble convexe. Alors
φαΩ(η) = αφΩ(η), ∀η ∈ Rn,
pour tout α > 0.
De ces propriétés, nous avons ces résultats, que nous allons exploiter dans la suite.
Si l’ensemble Ω est un ensemble convexe et fermé, alors il peut être déterminé en utilisant
sa fonction support. Ainsi, un point appartient à l’ensemble Ω (x ∈ Ω), si et seulement si
ηTx ≤ φΩ(η), ∀η ∈ Rn.
Cette dernière condition peut être utilisée afin de définir l’ensemble Ω. Il est donné dans la
propriété (P2). Les propriétés (P1) et (P3) permettent de simplifier certaines relations et
termes impliquant ce concept.
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Grâce à ces propriétés, la fonction support est l’un des concepts centraux de la géométrie
convexe et il est devenu un outil très important en théorie du contrôle, et plus particulière-
ment dans les méthodes de la théorie des ensembles. Dans le suite, nous allons rappeler deux
ensembles populaires qui peuvent être définis en utilisant la fonction support.
2.3.1 Polyèdre
En contrôle et en optimisation, une famille importante d’ensembles convexes utilisés dans
la littérature est la famille des polyèdres. Ils peuvent être bornés ou non. L’avantage majeur
des polyèdres est la précision que nous pouvons avoir dans l’approximation des représenta-
tions géométriques des contraintes convexes (Boyd et Vandenberghe, 2004 ; Blanchini et
Miani, 2008 ; Bertsekas, 2009 ; Rockafellar, 1970). L’inconvénient de ces ensembles est
la complexité de représentation qui n’est pas fixe avec la dimension de l’espace (Boyd et Van-
denberghe, 2004 ; Blanchini et Miani, 2008 ; Bertsekas, 2009 ; Rockafellar, 1970) et
qui dépend du nombre des sommets et des facettes. Ainsi, si le polyèdre peut approximer des
ensembles convexes avec précision, la complexité augmente avec le nombre de sommets et de
facettes même en dimension basse de l’espace et reste une contrainte à prendre en compte. Un
polyèdre peut être représenté de deux manières différentes en fonction des informations qui le
caractérise :
• Représentation demi-espaces : le polyèdre est défini par l’intersection d’un nombre fini
de demi-espaces et de hyperplans, où chaque demi-espace est défini par une inégalité et
chaque hyperplan est défini par une égalité ;
• Représentation sommets : le polyèdre est défini par l’enveloppe convexe d’un ensemble
de sommets.
Cette section rappelle quelques concepts théoriques liés aux ensembles polyédriques. Pour
plus de détails sur les ensembles polyédriques, le lecteur est invité à consulter (Boyd et Van-
denberghe, 2004 ; Blanchini et Miani, 2008 ; Bertsekas, 2009 ; Rockafellar, 1970).
Définition 2.6 (Polyèdre)
Un polyèdre est défini comme l’ensemble de solutions d’un nombre fini d’égalités et d’inégalités
linéaires :
Ω(H,h,G, g) =
{
x ∈ Rn : Hx ≤ h, Gx = g
}
, (2.3)
avec H ∈ Rm×n, h ∈ Rm, G ∈ Rp×n et g ∈ Rp.
Un polyèdre peut être défini par l’intersection d’un nombre fini de demi-espaces. Ainsi, il
peut être représenté comme suit :
Ω(H,h) =
{
x ∈ Rn : Hx ≤ h
}
=
{
x ∈ Rn : Hix ≤ hi, i = 1, . . . ,m
}
. (2.4)
Le polyèdre donné par cette dernière représentation contient l’origine si et seulement si
h ≥ 0 (hi ≥ 0, i = 1, 2, . . . ,m) et contient l’origine comme un point intérieur si et seulement
si h > 0 (hi > 0, i = 1, 2, . . . ,m). Géométriquement, ce polyèdre est donc l’intersection d’un
nombre fini de demi-espaces de Rn.
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Définition 2.7 (Polytope)
Un polytope est un polyèdre borné.
Remarque 2.1
Notons que si l’ensemble Ω(H,h) est un polytope, alors la fonction support de l’ensemble
Ω(H,h) peut être calculée en notant que le problème d’optimisation (2.2) est un problème
d’optimisation linéaire.
En considérant que l’ensemble Ω(H,h) est un polytope, avec H ∈ Rnh×n et h ∈ Rnh , alors
x ∈ Ω ⇔ Hix ≤ hi = φΩ(HTi ), ∀i ∈ Nnh .
Exemple 2.1
La Figure 2.4 montre la représentation d’un polyèdre dans l’espace R2,
avec H =
(
1 0 −1 −1
0 1 1 −1
)T
et h =
(
2 2 2 2
)T .
0
(−1 1)T (0 1)T
(1 0)T
(−1 − 1)T
Fig. 2.4 – Représentation demi-espaces d’un polyèdre dans l’espace R2.
La deuxième représentation d’un polyèdre est donnée en utilisant les sommets.
Définition 2.8
Pour un ensemble fini de sommets, V = {v1, v2, . . . , vm} ∈ Rn, le polyèdre peut être défini
comme suit :
Ω =
{
x ∈ Rn : x = α1v1 + α2v2 + · · ·+ αmvm : αi ∈ R+,
m∑
i=1
αi = 1
}
. (2.5)
Exemple 2.2
La Figure 2.5 montre la représentation d’un polyèdre dans l’espace R2,
avec V = {
(
−1
−3
)
,
(
+2
−1
)
,
(
+3
+1
)
,
(
+1
+3
)
,
(
−2
+1.5
)
}.
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(−1 − 3)T
(+2 − 1)T
(+3 + 1)T
(+1 + 3)T
(−2 + 1.5)T
0
x1
x2
Fig. 2.5 – Représentation sommets d’un polyèdre dans l’espace R2.
La question de savoir comment un polyèdre est représenté est subtile et elle a des consé-
quences pratiques très importantes. Ainsi, le nombre de sommets et le nombre de demi-espaces
d’un polyèdre sont des facteurs qui caractérisent la complexité des procédures algorithmiques,
basées sur la théorie des ensembles. Dans la littérature, ils existent des méthodes pour passer
d’une représentation à une autre (Blanchini et Miani, 2008 ; Boyd et Vandenberghe,
2004).
Un autre concept important est la représentation minimale d’un polyèdre.
Définition 2.9 (Représentation minimale (Blanchini et Miani, 2008))
La représentation d’un polyèdre (2.4) est minimale si et seulement s’il n’existe pas d’autre
représentation du même ensemble impliquant le vecteur h plus petit en dimension.
Dans la littérature (Blanchini et Miani, 2008 ; Boyd et Vandenberghe, 2004), ils
existent plusieurs méthodes qui permettent de déterminer la représentation minimale d’un
polyèdre et cela en supprimant toutes les inégalités redondantes. Dans la suite, plusieurs
opérations basiques sur les polyèdres vont être utilisées et pour cette raison la proposition
suivante mérite d’être rappelée. Pour la preuve, le lecteur peut se référer à (Blanchini et
Miani, 2008 ; Boyd et Vandenberghe, 2004).
Proposition 2.1 (Image d’un polyèdre à travers une application linéaire)
Soient X et Y deux polyèdres et M une application linéaire. Alors, nous avons :
1. L’image M(X) est un polyèdre ;
2. La préimage M−1(X) est un polyèdre ;
3. La projection de X sur un sous-espace de X est un polyèdre ;
4. L’intersection de X avec Y est un polyèdre.
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2.3.2 Ellipsoïde
Dans plusieurs applications, la théorie des ensembles est utilisée pour l’analyse et la syn-
thèse des lois de commande et les ellipsoïdes sont largement les ensembles les plus utilisés
(Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011).
Cela revient à leur simplicité de formulation et de manipulation. Pour un système dynamique
donné, ces ensembles peuvent fournir les estimations du domaine d’attraction et permettre
de déterminer la fonction de Lyapunov induite pour ce système (Blanchini et Miani, 2008 ;
Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Alamo et al. 2006a ; Fiacchini,
Tarbouriech et Prieur, 2011a). Ainsi, plusieurs conditions de stabilité des systèmes dyna-
miques sont posées dans la littérature en utilisant les propriétés des ellipsoïdes (Blanchini
et Miani, 2008 ; Boyd et al. 1994 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec,
2011). L’inconvénient majeur de cet ensemble réside dans le conservatisme qu’elle engendre
dans l’estimation des ensembles convexes génériques (Boyd et al. 1994 ; Blanchini et Miani,
2008 ; Boyd et Vandenberghe, 2004).
Nous trouvons plusieurs définitions et propriétés des ellipsoïdes dans (Blanchini et Miani,
2008 ; Boyd et al. 1994 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Ben
Tal et Nemirovski, 2001 ; Boyd et Vandenberghe, 2004). Dans la suite, nous allons citer
celles qui sont très utiles pour les travaux de cette thèse.
Définition 2.10 (Ellipsoïde générique)
Un ellipsoïde est un ensemble de cette forme :
E(P, x0, ρ) =
{
x ∈ Rn : (x− x0)TP (x− x0) ≤ ρ
}
, (2.6)
avec P = P T une matrice définie positive, c.-à-d. P  0, x0 ∈ Rn le centre de l’ellipsoïde et
ρ ∈ R+ un scalaire positive.
La matrice P et le scalaire ρ définissent la forme de l’ellipsoïde.
Exemple 2.3
La Figure 2.6 montre la représentation d’un ellipsoïde dans l’espace R2, avec P =
(
3 1
1 4
)
,
x0 =
(
2
1
)
.
Définition 2.11 (Ellipsoïde normalisé)
L’ellipsoïde normalisé est définit comme suit :
E(P, x0, 1) =
{
x ∈ Rn : (x− x0)TP (x− x0) ≤ 1
}
, (2.7)
avec P = P T une matrice définie positive, c.-à-d. P  0.
L’ellipsoïde normalisé est défini en prenant son rayon ρ = 1. En effet, la notation simplifié
E(P, x0) peut être utilisée. Certains critères sont utilisés dans la littérature pour minimiser ou
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Fig. 2.6 – Ellipsoïdes dans l’espace R2 avec ρ = 1 (ligne discontinue) et ρ = 1.5 (ligne continue).
maximiser la taille d’un ellipsoïde E(P, x0), par exemple la minimisation de son volume et la
minimisation de la somme de ses demi-axes. En effet, minimiser le volume d’un ellipsoïde est
équivalent à maximiser le déterminant de la matrice P et minimiser la somme des demi-axes
est équivalent à maximiser la trace de la matrice P (Boyd et Vandenberghe, 2004). La
minimisation du volume peut être faite en travaillant directement avec l’ellipsoïde normalisé.
En effet, il existe une autre manière de minimiser le volume d’un ellipsoïde. Pour cela, dans un
premier temps, nous fixons la forme de l’ellipsoïde en posant la matrice P , puis nous pouvons
optimiser la valeur de ρ afin d’augmenter ou de diminuer le volume de l’ellipsoïde.
Une classe particulièrement intéressante d’ensembles pour laquelle la valeur de la fonction
support peut être facilement évaluée à tout η ∈ Rn est la famille des ellipsoïdes. En effet, en
considérant un ellipsoïde E(P, 0) =
{
x ∈ Rn : xTPx ≤ 1
}
, centré à l’origine, alors nous
avons :
φE(P,0)(η) =
√
ηTP−1η,
pour tout η ∈ Rn. Ainsi, l’ellipsoïde peut être défini avec la fonction support comme suit :
E(P, 0) =
{
x ∈ Rn : ηTx ≤
√
ηTP−1η, ∀η ∈ Rn
}
.
D’autres ensembles convexes comme les zonotopes et les boites peuvent être trouvés dans
(Ben Tal et Nemirovski, 2001 ; Boyd et Vandenberghe, 2004).
2.4 Optimisation convexe
L’optimisation convexe est largement utilisée dans plusieurs domaines (Blanchini et
Miani, 2008 ; Ben Tal et Nemirovski, 2001 ; Boyd et Vandenberghe, 2004 ; Tarbou-
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riech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Boyd et al. 1994 ; Bertsekas, 2009). En
effet, plusieurs problèmes de la théorie du contrôle comme la synthèse des lois de commande
linéaires ou non linéaires, l’analyse de la stabilité des systèmes dynamiques en utilisant la
théorie de Lyapunov et l’étude de la robustesse des lois de commande ont été formulées sous
forme de problème d’optimisation (Boyd et Vandenberghe, 2004 ; Tarbouriech, Gomes
Da Silva Jr. Et Queinnec, 2011 ; Blanchini et Miani, 2008 ; Boyd et al. 1994).
Ainsi, il y a de grands avantages dans la formulation d’un problème comme un problème
d’optimisation convexe. L’avantage fondamental est que le problème peut être résolu d’une
manière très efficace en utilisant les méthodes de points intérieurs ou d’autres méthodes pour
l’optimisation convexe (Ben Tal et Nemirovski, 2001 ; Boyd et Vandenberghe, 2004 ;
Bertsekas, 2009).
En théorie des ensembles, certains problèmes traités ont été formulés sous forme de pro-
blème d’optimisation convexe (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ;
Boyd et Vandenberghe, 2004 ; Blanchini et Miani, 2008 ; Fiacchini, 2010 ; Fiacchini,
Alamo et Camacho, 2012 ; Tarbouriech, Loquen et Prieur, 2011 ; Alamo, Cepeda et
Limon, 2005). Ainsi, pendant les travaux de cette thèse, nous avons fait appel à l’optimisa-
tion convexe. Pour cela, nous allons rappeler dans cette section les différentes définitions des
problèmes d’optimisation convexe.
Définition 2.12 (Problème d’optimisation convexe (Boyd et Vandenberghe, 2004))
Un problème d’optimisation convexe est donné sous cette forme :
min
x
f0(x)
soumis à
fi(x) ≤ 0, i = 1, . . . ,m,
hi(x) = 0, i = 1, . . . , p,
(2.8)
avec
• La fonction objectif f0(x) qui est une fonction convexe ;
• Les fonctions de contraintes d’inégalités fi(x), i = 1, . . . ,m qui sont des fonctions
convexes ;
• Les fonctions de contraintes d’égalités hi(x), i = 1, . . . , p qui sont des fonctions affines.
Ce dernier décrit le problème de la recherche d’un élément x qui minimise f0(x) parmi tous
les x qui satisfont les conditions fi(x) ≤ 0, i = 1, · · · ,m et hi(x) = 0, i = 0, · · · , p. Nous
appelons x ∈ Rn la variable d’optimisation et la fonction f0 : Rn → R la fonction objectif
ou la fonction coût. Les inégalités fi(x) ≤ 0 sont appelées les contraintes d’inégalités et les
fonctions correspondantes fi : Rn → R sont appelées les fonctions de contraintes d’inégalités.
Les équations hi(x) = 0 sont appelées les contraintes d’égalités et les fonctions hi : Rn → R
sont les fonctions de contraintes d’égalités.
L’ensemble pour lequel les fonctions de contraintes d’inégalités et d’égalités sont définies
est l’ensemble suivant :
D =
( m⋂
i=0
dom(fi)
)
∩
( p⋂
i=1
dom(hi)
)
,
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qui représente le domaine du problème d’optimisation convexe (2.8). Un point x ∈ D est
faisable s’il satisfait les contraintes fi(x) ≤ 0, i = 1, · · · ,m et hi(x) = 0, i = 1, · · · , p.
Le problème (2.8) est faisable s’il existe au moins un point faisable. L’ensemble de tous les
points faisables est appelé l’ensemble faisable ou l’ensemble de contraintes. Par conséquent,
l’ensemble de contraintes du problème d’optimisation convexe (2.8) est un ensemble convexe.
Ainsi, dans un problème d’optimisation convexe, nous avons à minimiser une fonction objectif
convexe dans un ensemble des contraintes convexe.
La valeur optimale f∗ du problème (2.8) est définie comme suit :
f∗ = min
x
{
f0(x) : fi(x) ≤ 0, i = 1, · · · ,m, hj(x) = 0, j = 1, · · · , p
}
.
L’importance des problèmes d’optimisation convexes est due au fait qu’ils peuvent être
résolus en temps polynomial en utilisant par exemple les méthodes de points intérieurs. Les
problèmes généraux d’optimisation non convexes sont souvent des problèmes qui exigent beau-
coup plus de calculs et, en général, l’optimum global ne peut pas être atteint avec certitude
(Ben Tal et Nemirovski, 2001).
L’efficacité des algorithmes, à savoir leur capacité à résoudre le problème d’optimisation
(2.8), varie considérablement et dépend de plusieurs facteurs tels que les formes particulières
des fonctions objectifs et les contraintes, ainsi que le nombre de variables et de contraintes.
Cela peut être compris intuitivement en rappelant qu’un minimum local pour un problème
d’optimisation convexe est également un minimum global, contrairement aux cas des problèmes
non convexes.
Dans le contexte des problèmes convexes, les algorithmes itératifs basés sur le gradient de la
fonction coût, par exemple, peuvent être conçus (Ben Tal et Nemirovski, 2001 ; Schneider,
2013 ; Boyd et Vandenberghe, 2004). Ainsi, grâce à des itérations de l’algorithme, la valeur
de la fonction de coût diminue à chaque itération et la convergence vers la valeur optimale
est assurée. Si, au contraire, un minimum local n’est pas aussi un minimum global, comme
pour les problèmes non convexes, les algorithmes exploitant le gradient de la fonction de coût
ne garantissent pas en général la convergence vers un minimum global. Par conséquent, dans
le cadre de l’optimisation mathématique, la disponibilité d’une représentation mathématique
convexe d’un problème est cruciale.
Une classe importante de problèmes d’optimisation est le problème d’optimisation linéaire
(LP en anglais qui abrège Linear Programming). Ce problème d’optimisation est un type de
problème d’optimisation convexe dont les fonctions objectifs et de contraintes sont linéaires.
Il est donné dans la définition suivante.
Définition 2.13 (Problème d’optimisation linéaire (Boyd et Vandenberghe, 2004))
Le problème d’optimisation linéaire est donné sous cette forme :
min
x
cTx+ d
soumis à
Gx ≤ h,
Ax = b,
(2.9)
avec G ∈ Rm×n et A ∈ Rp×n.
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L’ensemble faisable du problème (2.9) est un polytope Ω et le problème est de minimiser
la fonction affine cTx + d dans l’ensemble Ω. Il n’y a pas de formule analytique simple pour
la solution d’un problème d’optimisation linéaire, mais il existe une variété de méthodes très
efficaces pour les résoudre, y compris la méthode du simplexe de Dantzig, et les méthodes les
plus récentes de points intérieurs. Dans cette thèse nous allons nous contenter de ne rappeler
que ces problèmes d’optimisation sans se pencher sur l’optimisation non convexe.
Une autre classe importante de problèmes convexes est la classe de problèmes d’optimisa-
tion semidéfinie positive (SDP en anglais qui abrège Semi Definite Programming), que nous
allons donner ci-après (Boyd et Vandenberghe, 2004 ; Borwein et Lewis, 2010 ; Ben Tal
et Nemirovski, 2001).
En considérant le cône des matrices m×m symétriques Sm donné sous la forme suivante :
Sm =
{
M ∈ Rm×m : MT = M
}
,
nous donnons ci-après la définition du problème d’optimisation semidéfinie positive.
Définition 2.14 (Problème d’optimisation semidéfinie positive (Boyd et Vanden-
berghe, 2004))
Le problème d’optimisation semidéfinie positive est donné sous la forme suivante :
min
x
cTx
soumis à
x1G1 + · · ·+ xnGn +G0  0,
Ax = b,
(2.10)
tels que G0, G1, · · · , Gn ∈ Sm et A ∈ Rp×n.
La contrainte d’inégalité donnée dans la définition ci-dessus est une inégalité matricielle
linéaire (LMI en anglais qui abrège Linear Matrix Inequality) que nous définissons ci-après.
Définition 2.15 (Inégalité matricielle linéaire (Boyd et al. 1994 ; Boyd et Vandenber-
ghe, 2004 ; Ben Tal et Nemirovski, 2001))
Une inégalité matricielle linéaire a la forme suivante :
F (x) = F0 +
n∑
i=1
xiFi  0, (2.11)
avec x = (x1 . . . xn)T ∈ Rn qui représente la variable de décision et Fi ∈ Sm, i = 0, · · · , n.
La matrice F (x) est une matrice semidéfinie positive, les matrices Fi, i = 0, . . . , n sont des
matrices fixes et le vecteur x est la variable de décision. Ainsi, F (x) est une fonction affine en
x. La LMI (2.11) est donnée sous une forme non stricte. Il existe aussi la formulation stricte
de la LMI, qui peut être écrite de la manière suivante :
F (x)  0.
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Une propriété importante des LMIs est que l’ensemble D =
{
x : F (x)  0
}
est convexe.
Pour cette raison, nous déduisons que la LMI (2.11) forme des contraintes convexes en x,
(Boyd et al. 1994 ; Boyd et Vandenberghe, 2004).
Si dans (2.10) les matrices Gi, i = 0, · · · , n sont diagonales, alors la LMI dans (2.10) est
équivalente à un ensemble de m inégalités linéaires. Ainsi, dans ce cas le problème SDP (2.10)
peut être réduit au problème LP (2.9).
Plusieurs problèmes que nous rencontrons en théorie du contrôle peuvent être réduits à
des problèmes d’optimisation impliquant des LMIs. Ainsi, étant donné que ces problèmes
d’optimisation peuvent être résolus numériquement d’une manière efficace en utilisant les
méthodes de points intérieurs, l’utilisation des LMIs est cruciale, (Boyd et al. 1994 ; Ben
Tal et Nemirovski, 2001 ; Blanchini et Miani, 2008 ; Ben Tal et Nemirovski, 2001).
Un problème classique posé dans un premier temps par Lyapunov consiste à étudier la
stabilité d’un système dynamique autonome donné par l’équation différentielle suivante :
d
dt
x(t) = Ax(t), (2.12)
avec A ∈ Rn×n. Lyapunov avait démontré que ce système est exponentiellement stable, c.-à-d.
toutes les trajectoires convergent vers l’origine dans un temps fini t de façon exponentielle,
(Khalil et Grizzle, 1996), si et seulement s’il existe une matrice définie positive P tel que
ATP + PA ≺ 0. (2.13)
La condition (2.13) est un exemple de LMI. En effet, cette LMI est nommée la LMI de
Lyapunov en P . Par conséquent, parmi les premières LMIs utilisées pour analyser la stabilité
d’un système dynamique, nous trouvons l’inégalité de Lyapunov (Boyd et al. 1994).
Jusqu’à 1940, Lur’e était le premier à utiliser la méthode de Lyapunov pour des problèmes
pratiques liés au contrôle des systèmes dynamiques. Ensuite, plusieurs résultats en théorie du
contrôle ont été interprétés en utilisant des outils basés sur des LMIs. Dans les année 1960,
l’utilité des LMIs est soulignée par les travaux de Kalman, Yakubovich, Popov et Willems.
Durant les dernières années, les LMIs ont reçu une attention particulière d’un point de
vue pratique. Avec le développement des méthodes efficientes de points intérieurs, depuis les
années 1980, les problèmes pratiques posés sous forme de problèmes d’optimisation convexes
impliquant des LMIs peuvent être résolus numériquement à la place de calculer la solution
analytique (Boyd et al. 1994).
Un avantage de la formulation des problèmes de contrôle avec des LMIs est la possi-
bilité de considérer plusieurs exigences de contrôle en ajoutant des LMIs supplémentaires
(VanAntwerp et Braatz, 2000 ; Boyd et al. 1994).
En considérant un ensemble défini par q LMIs :
F 1(x)  0, F 2(x)  0, · · · , F q(x)  0, (2.14)
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avec F j(x) = F j0 +
n∑
i=1
xiF
j
i , ∀j ∈ [1, q], la LMI unique équivalente est donnée par
F (x) = F0 +
n∑
i=1
xiFi = diag
{
F 1(x), F 2(x), · · · , F q(x)
}
 0, (2.15)
avec
Fi = diag
{
F 1i , F
2
i , · · · , F qi
}
, ∀i = 0, · · · , n.
Où diag{X1, X2, · · · , Xq} est une matrice diagonale avec les blocs X1, X2, · · · , Xq. Cela
peut être prouvé en utilisant le fait que les valeurs propres d’une matrice diagonale sont les
valeurs propres des différents blocs ou en utilisant la définition de positivité d’une matrice.
Complément de Schur Dans plusieurs problèmes de contrôle, une classe d’inégalités non
linéaires convexes apparaît régulièrement. Afin de pouvoir résoudre ces problèmes d’une ma-
nière efficace, le complément de Schur est conçu pour convertir certaines classes d’inégali-
tés non linéaires en LMIs pour lesquelles il existe des algorithmes d’optimisation convexe
(VanAntwerp et Braatz, 2000 ; Boyd et al. 1994).
Lemme 1 (Complément de Schur)
Soient les inégalités non linéaires convexes suivantes :
R(x)  0, Q(x)− F (x)R(x)−1F (x)T  0, (2.16)
avec Q(x), R(x) ∈ Sm et F (x) des matrices qui dépendent affinement de x. L’ensemble d’in-
égalités (2.17) est équivalente à (
Q(x) S(x)
S(x)T R(x)
)
 0. (2.17)
S-procédure La S-procédure (S-procedure en anglais) est une méthode qui permet de for-
muler des problèmes décrits par des contraintes quadratiques qui sont vérifiées lorsque d’autres
contraintes quadratiques le sont également. Elle était introduite dans un premier temps par
Lur’e and Postnikov sans justification théorique (Lur’e et Postnikov, 1944). Ensuite, les
fondements théoriques de la S-procédure ont été présentés par Yakubovitch (Yakubovich,
1971).
Bien que l’inconvénient majeur de cette procédure soit lié au fait qu’elle conduise souvent
à des formulations plus conservatrices, elle reste toujours un outil important dans les processus
de synthèse des lois de commande et d’analyse des systèmes dynamiques. Pour la définition
de cette technique et ses applications, nous pouvons voir les références suivantes (Boyd et al.
1994 ; VanAntwerp et Braatz, 2000 ; Boyd et Vandenberghe, 2004 ; Ben Chabane,
2015).
Définition 2.16 (S-procédure pour les fonctions quadratiques et les inégalités non
strictes)
Soient F0, · · · , Fp des fonctions quadratiques de la variable x ∈ Rn :
Fi(x) = x
TTix+ 2u
T
i x+ vi, i = 0, · · · , p,
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avec Ti ∈ Sn une matrice symétrique, ui et vi deux vecteurs avec des dimensions appropriées.
En considérant les conditions suivantes :
(C1) F0  0 pour tout x tel que Fi  0, i = 1, · · · , p ;
(C2) ∃τ1, τ2, · · · , τp ∈ R+ tel que pour tout x, F0(x)−
p∑
i=1
τiFi(x)  0 ;
nous avons que
• Dans le cas général ∀p 6= 1 C2 ⇒ C1,
• Si p = 1 alors C1 ⇔ C2 à condition qu’ils existent certains x0 tel que F1(x0)  0.
Si les fonctions Fi, i = 1, · · · , p sont des fonctions affines, alors les conditions C1 et C2
sont équivalentes, cela est le Lemme de Farkas (Boyd et al. 1994).
Définition 2.17 (S-procédure pour les formes quadratiques et les inégalités strictes)
Soient T0, · · · , Tp ∈ Sn des matrices symétriques. En considérant les conditions suivantes :
(C3) x
TT0x  0 pour tout x 6= 0 tel que xTTix  0, i = 1, · · · , p ;
(C4) ∃τ1 ≥ 0, τ2 ≥ 0, · · · , τp ≥ 0 tel que , T0 −
p∑
i=1
τiTi  0 ;
nous avons que
• Dans le cas général ∀p 6= 1 C4 ⇒ C3,
• Si p = 1 alors C3 ⇔ C4 à condition qu’ils existent certains x0 tel que xT0 F1x0  0.
Nous notons que l’inégalité dans la condition C4 est une LMI des variables τ1, · · · , τp. La
première version de la S-procédure traite des inégalités non strictes et des fonctions quadra-
tiques qui peuvent également inclure des termes constants et linéaires. La deuxième version
traite des inégalités strictes et des formes quadratiques seulement, c.-à-d. les fonctions qua-
dratiques sans les termes constants et linéaires.
2.5 Conclusion
Dans ce chapitre, certains résultats et définitions utiles pour l’optimisation convexe ont
été rappelés. Le concept du problème d’optimisation convexe a été introduit. Ce problème
d’optimisation convexe consiste en la minimisation de la fonction objectif convexe dans un
ensemble convexe. L’utilisation de ce type de problème d’optimisation conduit au développe-
ment des procédures algorithmiques avec une complexité traitable, en utilisant les méthodes
de la théorie des ensembles.
Deux ensembles convexes populaires ont été introduits avec leurs avantages et inconvé-
nients, la famille des polyèdres qui a la capacité d’approximer des ensembles convexes avec
précision et la famille des ellipsoïdes qui est populaire pour sa facilité de manipulation.
Les problèmes d’optimisation linéaire et semidéfinie positive ont été rappelés et il a été
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montré que ces problèmes sont des cas spéciaux des problèmes d’optimisation convexe. Le pro-
blème d’optimisation semidéfinie positive est caractérisé par des contraintes qui sont sous forme
d’LMIs. Quelques outils ont été rappelés comme le complément de Schur et la S-procédure,
qui sont souvent utilisés en optimisation convexe.

Chapitre 3
Méthodes de la théorie des ensembles
pour le contrôle robuste
Dans ce chapitre les méthodes de la théorie des ensembles sont rappelées, en mettant en
évidence l’utilité de cette théorie pour répondre efficacement à des problématiques de contrôle
des systèmes linéaires ou non linéaires avec contraintes dures. Ainsi, des contraintes sur les
évolutions des systèmes, sur les commandes admissibles et sur les incertitudes qui affectent les
comportements nominaux des systèmes sont prises en comptes dans l’analyse et la synthèse
des lois de contrôle avec ces méthodes. La propriété principale partagée par tous les éléments
de l’ensemble est l’invariance.
Dans la première partie les concepts d’ensemble invariant contrôlable robuste, d’ensemble
contrôlable robuste en un pas et d’ensembles contrôlables robustes maximaux, avec leur rôle
dans le contrôle robuste des systèmes avec contraintes, sont introduits. Quelques résultats
concernant les méthodes de la théorie des ensembles, qui sont utiles pour le développement de
procédures algorithmiques conduisant au calcul de tels ensembles, sont donnés.
Dans la deuxième partie de ce chapitre, la définition d’ensemble contractif robuste est
donnée avec les liens qui existent entre les concepts d’invariance, de contraction des ensembles
et de stabilité des systèmes dynamiques.
Dans la dernière partie de ce chapitre, le concept de domaine d’attraction d’un système
dynamique, avec son rôle dans l’analyse de la stabilité et la synthèse des lois de contrôle,
sont introduits. Deux méthodes classiques pour la caractérisation de tel domaine pour les
systèmes linéaires incertains sont rappelées. La difficulté pour déterminer de tels domaines pour
les systèmes non linéaires est exposée. Finalement, quelques concepts et méthodes capables
d’estimer ce domaine pour les systèmes non linéaires sont donnés.
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3.1 Introduction
Les systèmes biologiques, économiques et les autres types de systèmes que nous rencontrons
peuvent être souvent modélisés avec des modèles mathématiques (Khalil et Grizzle, 1996).
Ces modèles nous aident à comprendre le comportement des systèmes et nous permettent
également d’affecter les sorties des systèmes en contrôlant les entrées (Khalil et Grizzle,
1996). Cependant, les systèmes réels sont complexes et il n’est pas possible de modéliser tous
les détails d’une manière exacte (Khalil et Grizzle, 1996 ; Blanchini et Miani, 2008).
Ainsi, il existe toujours des erreurs entre l’évolution du modèle mathématique et le système
physique réel.
L’objectif de la théorie du contrôle est d’exploiter la technique de la rétroaction, afin
de mieux contrôler les sorties du système, en utilisant le modèle mathématique qui présente
souvent des incertitudes (Khalil et Grizzle, 1996). Par conséquent, des exigences sur les
performances des contrôleurs sont souvent demandées (Tarbouriech, Gomes Da Silva Jr.
Et Queinnec, 2011). Cela motive le besoin d’une méthode efficace et systématique par laquelle
le concepteur peut utiliser un modèle approximatif du système pour concevoir un contrôleur
qui garantit le bon fonctionnement du système physique réel (Tarbouriech, Gomes Da
Silva Jr. Et Queinnec, 2011 ; Khalil et Grizzle, 1996 ; Blanchini et Miani, 2008).
Beaucoup de systèmes physiques ont des entrées et des sorties qui sont limitées en taille,
en raison de contraintes physiques et également de la présence d’exigences pour la sécurité
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011). En outre, une application peut
également exiger un certain niveau de performance, qui peut être traduit avec des contraintes
supplémentaires sur le système contrôlé (Tarbouriech, Gomes Da Silva Jr. Et Queinnec,
2011 ; Khalil et Grizzle, 1996 ; Blanchini et Miani, 2008).
Ne pas prendre en compte ces contraintes dans la phase de conception du contrôleur
peut conduire à une action de contrôle qui pourrait entraîner la violation de ces contraintes
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Khalil et Grizzle, 1996 ;
Blanchini et Miani, 2008). Ainsi, une défaillance du système peut être entrainée par cette
violation, ce qui pourrait éventuellement conduire à des catastrophes. De même, si l’effet de
l’incertitude sur le modèle n’a pas été pris en compte, alors le comportement réel et théo-
rique du système sera différent. Par conséquent, le contrôleur peut conduire le système à des
régions non sécurisées (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Khalil
et Grizzle, 1996 ; Blanchini et Miani, 2008). En outre, des petites perturbations peuvent
également nuire au comportement des systèmes et causer des dégradations.
Afin de mieux prendre en compte toutes les contraintes citées auparavant, une approche
possible consiste à utiliser les méthodes de la théorie des ensembles avec le cas le plus dé-
favorable appelée "approche du pire des cas" et "approach of the worst case" en anglais
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(Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ;
Blanchini, 1999 ; Kolmanovsky et Gilbert, 1998 ; Blanchini, 1994 ; Blanchini et
Miani, 1996a ; Gilbert et Tan, 1991 ; Bertsekas et Rhodes, 1971a ; Bertsekas et
Rhodes, 1971a ; Blanchini, 1991). Cette approche est basée sur des hypothèses posées sur
les valeurs que l’incertitude peut prendre durant l’évolution du système. Dans ce scénario, l’in-
certitude est supposée être inconnue mais bornée à l’intérieur d’un ensemble. Les avantages de
cette approche sont les suivants, (Blanchini et Miani, 2008 ; Bertsekas et Rhodes, 1971a ;
Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Blanchini, 1999 ; Blanchini
et Miani, 1996a ; Gilbert et Tan, 1991 ; Bertsekas et Rhodes, 1971a ; Blanchini, 1991 ;
Kolmanovsky et Gilbert, 1998 ; Blanchini, 1994 ; Boyd et al. 1994) :
• La satisfaction des contraintes sur le système (limitations physiques, sécurité du système)
est garantie, en les prenant en compte pendant la conception ;
• Les exigences sur les performances du contrôleur sont garanties, en respectant les hypo-
thèses sur les incertitudes ;
• La robustesse, vis-à-vis des incertitudes et des perturbations extérieures, est garantie ;
• Les hypothèses qui justifient la présence des bornes sur les incertitudes peuvent être
dues à la nature du système et ces bornes peuvent être établies en se basant sur les
limitations des différents composants des systèmes dynamiques ;
• Les non linéarités peuvent être modélisées comme des incertitudes. Un système non
linéaire peut être approximé par un système linéaire présentant des incertitudes bornées.
Ainsi, nous pouvons appliquer les techniques des systèmes linéaires pour les systèmes non
linéaires. Dans ce contexte, le système linéaire avec des incertitudes additives bornées a
été utilisé, afin d’approximer les systèmes d’inclusions différentielles linéaires (LDIs en
anglais qui abrège Linear Differential Inclusions) (Boyd et al. 1994).
L’approche du pire des cas est basée également sur les techniques de la théorie des en-
sembles et elle permet de répondre à des problèmes d’analyse de stabilité, de synthèse des
lois de commande robustes, d’estimation d’état du système et de détermination des domaines
d’attraction des systèmes affectés par des incertitudes inconnues mais bornées. L’hypothèse de
la modélisation des incertitudes comme inconnues mais bornées, a d’abord été introduite dans
les travaux de Bertsekas et Rhodes (Bertsekas et Rhodes, 1971a ; Bertsekas et Rhodes,
1971b ; Bertsekas, 1972) et de Blanchini (Blanchini et Miani, 2008).
L’objectif des techniques de la théorie des ensembles est de déterminer l’ensemble d’élé-
ments répondant aux caractéristiques souhaitées, en optimisant un critère d’évaluation donné.
Ces techniques garantissent la satisfaction des contraintes pour le cas le plus défavorable. Cette
satisfaction rend ces techniques très utiles et efficaces, afin de répondre à différentes probléma-
tiques liées au contrôle des systèmes dynamiques, (Blanchini et Miani, 1996a ; Blanchini
et Miani, 2008 ; Kolmanovsky et Gilbert, 1998 ; Tarbouriech, Gomes Da Silva Jr. Et
Queinnec, 2011 ; Blanchini, 1994 ; Blanchini, 1999 ; Gilbert et Tan, 1991 ; Bertsekas
et Rhodes, 1971a ; Bertsekas et Rhodes, 1971a ; Blanchini, 1991).
Dans cette thèse, notre objectif consiste à contribuer au développement des méthodes de la
théorie des ensembles, afin de développer des outils numériques pour l’analyse et la synthèse des
lois de commande pour les systèmes non linéaires incertains. Ces outils numériques permettront
la caractérisation des domaines d’attraction de ces systèmes en utilisant les techniques de la
théorie des ensembles. Ces techniques fournissent des ensembles contenus dans l’espace d’état
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du système, tel que tous les éléments de l’ensemble partagent certaines propriétés. Ensuite, ces
outils sont appliqués pour répondre à la problématique liée au cancer, en estimant les domaines
d’attraction relatifs pour les modèles mathématiques simulant l’évolution de la tumeur en
présence de traitements. Deux modèles différents sont étudiés dans cette thèse.
3.2 Théorie des ensembles pour le contrôle robuste
Génériquement, dans le contexte de la théorie du contrôle, les techniques qui sont théo-
riquement basées sur certaines propriétés des sous-ensembles de l’espace d’état du système
pourraient être désignées comme des méthodes de la théorie des ensembles (Blanchini et
Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011). L’importance de
ces techniques est traduit par le lien qui existe entre la théorie de Lyapunov et la propriété
d’invariance d’un ensemble. Les fonctions de Lyapunov sont des fonctions de l’état du système
qui représentent l’énergie définie positive du système. Ces fonctions ont la propriété d’être
décroissantes dans le temps et sont des outils fondamentaux pour garantir la stabilité du
système (Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec,
2011). D’ailleurs, leurs ensembles de niveau sont positivement invariants et donc leurs formes
sont significatives afin de caractériser la dynamique du système (Blanchini et Miani, 2008 ;
Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011).
L’approche du pire des cas basée sur la théorie des ensembles est très utile dans le cadre
de l’analyse et le contrôle des systèmes dynamiques en présence d’incertitudes inconnues mais
bornées (Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec,
2011). Ainsi, les ensembles sont très importants en contrôle des systèmes, et apparaissent
naturellement quand trois aspects sont considérés : les contraintes, les incertitudes et les
spécifications du contrôle (Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva
Jr. Et Queinnec, 2011).
La propriété d’invariance est fondamentale dans le traitement des problèmes de contrôle liés
aux systèmes saturés, à la suppression du bruit, à la commande prédictive, aux systèmes avec
contraintes, à la robustesse, au rejet de perturbations et à l’estimation robuste (Blanchini
et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011).
Dans ce chapitre, nous considérons le système dynamique incertain, à temps discret sui-
vant :
x(k + 1) = f(x(k), u(k), w(k)), (3.1)
avec k ∈ Z, x(k) l’état du système, x(k + 1) l’image de l’état actuel du système, u(k) l’entrée
de commande et
w(k) ∈W ⊂ Rd (3.2)
qui est une incertitude inconnue appartenant à l’ensemble W, et qui affecte la dynamique du
système.
Si le système est un système autonome qui n’est pas affecté par des incertitudes ou un
système autonome qui est affecté par des incertitudes, ou un système non autonome qui
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n’est pas affecté par des incertitudes, alors avec un léger abus de notation, nous utilisons ces
représentations x(k + 1) = f(x(k)) ou x(k + 1) = f(x(k), w(k)) ou x(k + 1) = f(x(k), u(k)).
Le système est soumis à des contraintes sur les entrées de commande et/ou sur les états
comme suit :
u(k) ∈ U ⊂ Rm, ∀k ∈ Z,
x(k) ∈ X ⊂ Rn, ∀k ∈ Z, (3.3)
avec U l’ensemble de contraintes sur les entrées de contrôle et X l’ensemble de contraintes
sur les états du système (3.1). L’ensemble U est un ensemble convexe et compact, tandis que
X et W sont des ensembles convexes et compacts. Nous considérons également que tous les
états du système sont mesurables.
Une entrée de contrôle admissible u est celle qui satisfait la contrainte sur les entrées de
contrôle, c.-à-.d u ∈ U. Les valeurs d’une séquence d’incertitudes admissible sont contenus
dans l’ensemble W. A partir de ce moment-là, il est entendu qu’une loi de commande et
les états du système sont soumis aux contraintes (3.3), et que la séquence d’incertitudes est
admissible.
Pour la mise en œuvre pratique des méthodes de la théorie des ensemble, il est néces-
saire de développer des procédures de calcul des ensembles, pour les systèmes dynamiques en
boucle ouverte ou fermée. Deux concepts de la théorie des ensembles qui seront utiles dans
l’élaboration de telles procédures sont la différence de Pontryagin et la somme de Minkowski.
Définition 3.1 (Différence de Pontryagin, (Kolmanovsky et Gilbert, 1998 ; Blan-
chini et Miani, 2008))
Soient deux ensembles Ω ⊂ Rn et Γ ⊂ Rn. La différence de Pontryagin entre Ω et Γ est définit
comme suit :
Ω− Γ =
{
w ∈ Rn : w + ψ ∈ Ω, ∀ψ ∈ Γ
}
.
Définition 3.2 (Somme de Minkowski (Gritzmann et Sturmfels, 1993))
Soient deux ensembles Ω ⊂ Rn et Γ ⊂ Rn. La somme de Minkowski de Ω et Γ est définit
comme suit :
Ω + Γ =
{
x ∈ Rn : ∃w ∈ Ω, ∃ψ ∈ Γ : x = w + ψ
}
.
Dans la suite, le concept d’invariance contrôlable robuste d’un ensemble, avec son rôle dans
le contrôle des systèmes avec incertitudes et contraintes, sera introduit. Quelques résultats sur
la théorie du contrôle vont être donnés, qui sont utiles pour le développement d’algorithmes
conduisant au calcul de tels ensembles.
3.2.1 Ensembles invariants contrôlables robustes
Afin de traiter les problèmes de synthèse des lois de commande, des définitions importantes
et utiles comme la propriété d’invariance contrôlable robuste d’un ensemble et d’autres en-
sembles doivent être introduites. Ainsi, en considérant un ensemble Ω et un état initial x ∈ Ω,
il est important d’inspecter s’il existe une loi de contrôle telle que l’évolution du système de-
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meure dans l’ensemble pour tout le temps, malgré la présence d’incertitudes qui affectent la
dynamique du système.
Dans cette section, des définitions standards liées à l’invariance contrôlable robuste pour
les systèmes à temps discret (3.1) sont données, pour plus de détails voir (Blanchini et
Miani, 2008). Dans un premier temps, il est utile de donner la définition suivante :
Définition 3.3 (C-ensemble)
Le C-ensemble est un sous-ensemble convexe et compact de Rn qui contient l’origine comme
point intérieur.
Définition 3.4 (Invariance contrôlable robuste (Blanchini et Miani, 2008 ; Bertsekas
et Rhodes, 1971a ; Bertsekas et Rhodes, 1971b))
Le C-ensemble Ω ⊆ X est un ensemble positivement invariant contrôlable robuste pour le
système (3.1) si pour tout x ∈ Ω il existe u ∈ U, tel que f(x, u, w) ∈ Ω pour tout w ∈W.
Un ensemble positivement invariant contrôlable robuste pour le système (3.1) est une
région dans l’espace d’état telle qu’il existe un ensemble d’entrées de commande admissibles
u ∈ U, qui permet de garder toutes les trajectoires générées par le système confinées dans cette
région, si l’état initial x se trouve dans cette région, pour toutes les réalisations d’incertitudes
admissibles w ∈ W, (Blanchini et Miani, 2008 ; Bertsekas et Rhodes, 1971b). Avec
d’autres mots, Ω est un ensemble positivement invariant contrôlable robuste si
x ∈ Ω ⇒ ∃u ∈ U : f(x, u, w) ∈ Ω, ∀w ∈W. (3.4)
Notons que nous avons utilisé le terme ensemble positivement invariant, afin de le distinguer
du concept d’invariance tout-court. Historiquement, le terme ensemble invariant désigne un
ensemble de conditions initiales dont les trajectoires en arrière et en avant dans le temps sont
confinées dans l’ensemble, alors que pour un ensemble positivement invariant, seules les parties
futures des trajectoires devraient appartenir à l’ensemble. Étant donné que dans cette thèse
nous nous intéressons exclusivement aux ensembles positivement invariants, nous les appelons
simplement les ensembles invariants.
Notons que si la condition (3.4) est satisfaite, alors pour toute condition initiale il existe
une séquence de contrôle admissibles u(k) ∈ U pour tout k ∈ N telle que l’évolution du
système x(k + 1) = f(x(k), u(k), w(k)) reste confinée dans l’ensemble Ω en présence d’une
séquence d’incertitudes admissible w(k) ∈W pour tout k ∈ N.
De ces définitions, nous dégageons le résultat suivant :
Proposition 3.1
L’union de deux ensembles invariants contrôlables robustes est un ensemble invariant contrô-
lable robuste.
La même déclaration ne peut pas être faite à propos de l’intersection de deux ensembles
invariants contrôlable robustes, même en absence d’incertitudes.
A partir des définitions que nous avons données ci-dessus, nous introduisons dans la suite
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des cas spéciaux de l’ensemble invariant contrôlable robuste. Ces cas spéciaux dépendent de
la nature du système dynamique.
Définition 3.5 (Invariance (Blanchini et Miani, 2008))
Le C-ensemble Ω ⊆ X est un ensemble invariant pour le système x(k + 1) = f(x(k)), si pour
tout x ∈ Ω l’évolution du système satisfait f(x) ∈ Ω.
Un ensemble invariant pour le système x(k + 1) = f(x(k)) est une région dans l’espace
d’état telle que toutes les trajectoires générées par ce dernier système restent confinées dans
cette région, si l’état initial x se trouve dans cette région (Blanchini et Miani, 2008). Avec
d’autres mots, Ω est un ensemble invariant si
x(k1) ∈ Ω ⇒ x(k) ∈ Ω, ∀k ≥ k1.
Une définition alternative peut être donnée en utilisant les termes d’image de la fonction
f(.). Le C-ensemble Ω ⊆ X est un ensemble invariant si
f(Ω) ⊆ Ω ⊆ X. (3.5)
La Figure 3.1 illustre le concept d’invariance d’un ensemble Ω (Blanchini et Miani, 2008),
(Bertsekas, 1972), (Gilbert et Tan, 1991), (Blanchini, 1999), (Alamo et al. 2009).
Ω
f (Ω)
Fig. 3.1 – Illustration de la propriété d’invariance d’un ensemble Ω pour le système x(k+1) =
f(x(k)).
Définition 3.6 (Invariance robuste (Blanchini et Miani, 2008))
Le C-ensemble Ω ⊆ X est un ensemble invariant robuste pour le système x(k+1) = f(x(k), w(k)),
si pour tout x ∈ Ω, l’évolution du système satisfait f(x,w) ∈ Ω pour tout w ∈W.
Un ensemble invariant robuste pour le système x(k + 1) = f(x(k), w(k)) est une région
dans l’espace d’état, telle que toutes les trajectoires générées par ce dernier système restent
confinées dans cette région, si l’état initial x se trouve dans cette région, pour toutes les
réalisations d’incertitudes admissibles w ∈ W (Blanchini et Miani, 2008). Avec d’autres
mots, Ω est un ensemble invariant robuste si
∀x(k1) ∈ Ω ⇒ x(k) ∈ Ω, ∀w(k) ∈W, ∀k ≥ k1.
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Avec l’inclusion des ensembles, nous avons que le C-ensemble Ω ⊆ X est un ensemble
invariant robuste pour le système x(k + 1) = f(x(k), w(k)) si
f(Ω,W) ⊆ Ω ⊆ X. (3.6)
Dans le cas où les incertitudes sont additives, c.-à-d. si le système a la forme suivante
x(k+1) = f(x(k)+w(k), avec f(.) une fonction définie dans l’ensemble X ⊆ Rn, alors Ω ⊆ X
est un ensemble invariant robuste si
f(Ω) + W ⊆ Ω ⊆ X, (3.7)
et par équivalence si
f(Ω) ⊆ Ω−W ⊆ X−W. (3.8)
Définition 3.7 (Invariance contrôlable (Blanchini et Miani, 2008))
Le C-ensemble Ω ⊆ X est un ensemble invariant contrôlable pour le système x(k + 1) =
f(x(k), u(k)), si pour tout x ∈ Ω il existe u ∈ U, tel que f(x, u) ∈ Ω.
Un ensemble invariant contrôlable pour le système x(k+ 1) = f(x(k), u(k)) est une région
dans l’espace d’état telle qu’il existe un ensemble d’entrées de commande admissibles u ∈ U
qui permet de garder toutes les trajectoires générées par ce dernier système confinées dans
cette région, si l’état initial x se trouve dans cette région (Blanchini et Miani, 2008). Avec
d’autres mots, Ω est un ensemble invariant contrôlable si
∀x ∈ Ω ⇒ ∃u ∈ U : f(x, u) ∈ Ω.
Ces concepts sont importants en théorie des ensembles et ils sont utilisés dans la suite
pour définir d’autres concepts, comme l’ensemble contrôlable robuste en un pas et l’ensemble
invariant contrôlable robuste maximal.
3.2.2 Ensemble contrôlable robuste en un pas et ensemble invariant contrô-
lable robuste maximal
Il existe un ensemble qui a été utilisé largement pour traduire la notion de la contrôlabilité
des systèmes. Cet ensemble est l’ensemble contrôlable en un pas, qui sera introduit ci-après.
Définition 3.8 (Ensemble contrôlable en un pas, (Blanchini, 1994 ; Blanchini et
Miani, 2008))
Soient l’ensemble Ω ⊆ X et le système dynamique x(k + 1) = f(x(k), u(k)). L’ensemble
contrôlable en un pas Q(Ω,U,X) est l’ensemble des états du système appartenant à X, tel que
pour tout x ∈ Q(Ω,U,X) il existe une entrée de contrôle admissible u ∈ U qui garantit que
l’état du système peut être conduit à l’ensemble Ω en un pas, c.-à-d.
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : f(x, u) ∈ Ω
}
. (3.9)
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Par conséquent, en considérant l’ensemble Ω ⊆ X, le point x appartient à l’ensemble
contrôlable en un pas Q(Ω,U,X) si x ∈ X et il existe une entrée de contrôle admissible
u ∈ U tel que f(x, u) ∈ Ω. Ainsi, X1 = Q(X,U,X) est l’ensemble des points appartenant à
X qui restent confinés à l’intérieur de X au moins en un pas. Nous illustrons ce concept dans
la Figure 3.2.
X
Ω
Q(Ω, U,X)
Fig. 3.2 – Illustration de l’opérateur contrôlable en un pas en R2.
La notion de l’ensemble contrôlable en un pas joue un rôle fondamental dans la synthèse
des lois de contrôle non seulement pour les systèmes non autonomes mais aussi pour les
systèmes (3.1), avec w ∈ W qui est une incertitude qui affecte le système. La présence de
l’entrée w est nécessaire, afin de tenir compte des spécifications de performance, ainsi que de
l’incertitude dans le système. Ainsi, pour intégrer le concept de la contrôlabilité d’un ensemble
précédemment introduit dans le cadre incertain, la définition ci-après est donnée.
Définition 3.9 (Ensemble contrôlable robuste en un pas (Blanchini, 1994 ; Blanchini
et Miani, 2008))
Soient l’ensemble Ω ⊆ X et le système dynamique (3.1) qui est affecté par des incertitudes
w ∈ W. L’ensemble contrôlable robuste en un pas QW(Ω,U,X) est l’ensemble des états du
système appartenant à X, pour lesquels il existe un ensemble d’entrées de contrôle admissibles
u ∈ U, qui garantit que l’état du système peut être conduit à l’ensemble Ω en un pas, pour
toutes les réalisations d’incertitudes admissibles w ∈W, c.-à-d.
QW(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : f(x, u, w) ∈ Ω, ∀w ∈W
}
. (3.10)
Une définition alternative, équivalente de l’ensemble contrôlable robuste en un pas est
donnée comme suit :
QW(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : f(x, u,W) ⊆ Ω
}
. (3.11)
L’opérateur QW est nommé l’opérateur contrôlable robuste en un pas, et a été largement
employé dans les méthodes itératives qui conduisent à la détermination de l’ensemble invariant
contrôlable robuste maximal pour des systèmes incertains non autonomes, que nous allons
introduire dans la suite.
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Dans (Blanchini, 1994), un système linéaire incertain à temps discret sous le forme
x(k + 1) = A(w(k))x(k) +B(w(k))u(k) + Ev(k),
avec x ∈ Rn, u ∈ Rq, w ∈ Rm et v ∈ Rp qui sont, respectivement, l’état du système, l’entrée
de contrôle, le vecteur des paramètres incertains et la perturbation extérieure, a été étudié et
la proposition suivante a été introduite :
Proposition 3.2
Soient l’ensemble Ω ∈ Rn et l’ensemble contrôlable robuste en un pas QW(Ω,U,X) pour le
système linéaire défini dans (Blanchini, 1994 ; Blanchini et Miani, 2008). Nous avons
que :
• Si l’ensemble Ω est compact, alors l’ensemble QW(Ω,U,X) est un ensemble fermé ;
• Si l’ensemble Ω est convexe, alors l’ensemble QW(Ω,U,X) est un ensemble convexe.
La même proposition ne peut pas être faite pour tous les systèmes dynamiques, même
en absence d’incertitudes. La proposition suivante est très utile pour le calcul de l’ensemble
invariant maximal (Blanchini et Miani, 2008 ; Vidal et al. 2000).
Proposition 3.3
Soient le système incertain (3.1), les deux ensembles Ω1, Ω2 ⊆ X, l’ensemble de contraintes
sur le système X, l’ensemble de contraintes sur les entrées de contrôle U et l’ensemble des
réalisations d’incertitudes admissibles W. Nous avons l’implication suivante :
Ω1 ⊆ Ω2 ⇒ QW(Ω1,U,X) ⊆ QW(Ω2,U,X).
Cette proposition est importante pour les algorithmes itératives qui conduisent au calcul
d’ensembles invariants.
La relation qui existe entre la satisfaction des contraintes sur les états des systèmes et la
propriété de contrôlabilité d’un ensemble justifie l’intérêt de la notion d’ensemble invariant
contrôlable maximal (Blanchini et Miani, 2008 ; Blanchini, 1999 ; Tarbouriech, Gomes
Da Silva Jr. Et Queinnec, 2011 ; Kolmanovsky et Gilbert, 1998). Cet ensemble a des
applications importantes dans l’analyse et la synthèse des lois de contrôle des systèmes, avec
des contraintes sur l’état et/ou sur les entrées de contrôle (Tarbouriech, Gomes Da Silva
Jr. Et Queinnec, 2011 ; Gilbert et Tan, 1991 ; Meyer, Girard et Witrant, 2016).
Avant de donner la définition de cet ensemble, nous notons avec O∞(X) l’ensemble inva-
riant contrôlable maximal contenu dans l’ensemble X.
Définition 3.10 (Ensemble invariant contrôlable maximal (Blanchini et Miani, 2008 ;
Kolmanovsky et Gilbert, 1998))
L’ensemble O∞(X) est l’ensemble invariant contrôlable maximal contenu dans X pour le sys-
tème x(k + 1) = f(x(k), u(k)) si et seulement si O∞(X) ∈ X, O∞(X) est un ensemble
invariant contrôlable et il contient tous les ensembles invariants contrôlables contenus dans X.
Cette définition de l’ensemble invariant contrôlable maximal est analogue à la définition
de l’ensemble d-invariant maximal pour les systèmes linéaires à temps discret, sans l’entrée de
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contrôle, donnée dans (Kolmanovsky et Gilbert, 1998). L’ensemble d-invariant maximal
est l’extension de l’ensemble de sortie admissible maximal donné dans (Gilbert et Tan, 1991)
pour le cas des systèmes avec incertitudes bornées.
En général, un ensemble invariant contrôlable Ω ⊆ X n’est pas un ensemble invariant
contrôlable robuste. Toutefois, souvent nous aimerions déterminer l’ensemble invariant contrô-
lable robuste le plus large dans l’ensemble Ω pour le système (3.1). Ainsi, pour intégrer le
concept de contrôlabilité d’un ensemble précédemment introduit dans le cadre incertain, nous
notons avec C∞(X) l’ensemble invariant contrôlable robuste maximal contenu dans l’ensemble
X, et nous donnons la définition suivante :
Définition 3.11 (Ensemble invariant contrôlable robuste maximal (Blanchini et
Miani, 2008 ; Kolmanovsky et Gilbert, 1998))
L’ensemble C∞(X) est l’ensemble invariant contrôlable robuste maximal contenu dans X pour
le système incertain (3.1) si et seulement si C∞(X) ∈ X, C∞(X) est un ensemble invariant
contrôlable robuste et il contient tous les ensembles invariants contrôlables robustes contenus
dans X.
A partir de cette définition, nous avons ce résultat, (Blanchini et Miani, 2008 ; Kolma-
novsky et Gilbert, 1998 ; Gilbert et Tan, 1991) :
• L’ensemble C∞(X) est un ensemble unique.
Il est évident d’après cette définition que l’ensemble invariant contrôlable robuste maximal,
quand il existe et n’est pas vide, est donné par tous les éléments de X, tel qu’il existe une loi
de commande qui garantit que les trajectoires du système ne quittent jamais l’ensemble X.
Cela est équivalent à dire qu’un point x appartient à l’ensemble invariant contrôlable robuste
maximal si et seulement s’il existe une loi de commande telle que la trajectoire générée par
le système, avec la condition initial x, ne viole jamais les contraintes, c.-à-d. x(k) ∈ X pour
tout w(k) ∈ W et tout k ∈ N. En outre, si le point n’appartient pas à l’ensemble invariant
contrôlable robuste maximal, alors il existe une séquence d’incertitudes admissible w(k) ∈W,
pour tout k ∈ N, telle que la trajectoire générée par le système violera les contraintes du
système. Par conséquent, cet ensemble peut être vu comme la région de sécurité du système,
qui est la région dans laquelle nous n’avons pas de violation de contraintes (Blanchini et
Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Kolmanovsky
et Gilbert, 1998).
Le résultat suivant résume la raison pour laquelle la théorie de l’invariance joue un rôle
fondamental dans l’analyse des systèmes incertains avec des contraintes sur l’état du système
et/ou sur les entrées de contrôle.
Proposition 3.4 ((Blanchini et Miani, 2008))
Soit le système incertain (3.1). Il existe une loi de commande admissible tel que les contraintes
(3.3) sont satisfaites pour tout k ∈ N et toutes les séquences d’incertitudes admissibles si et
seulement si l’état initial x ∈ C∞ ⊆ X.
Le théorème suivant est très important, il donne la condition géométrique pour qu’un
ensemble soit invariant contrôlable robuste (Blanchini et Miani, 2008 ; Dórea et Hennet,
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1999), et il est utilisé dans cette thèse afin de dériver d’autres résultats pour la caractérisation
des ensembles invariants.
Théorème 3.1 (Condition géométrique pour l’invariance contrôlable robuste)
L’ensemble Ω ∈ X est un ensemble invariant contrôlable robuste si et seulement si Ω ⊆
QW(Ω,U,X).
A partir de cette condition, nous constatons que l’ensemble Ω ⊆ X est un ensemble
invariant contrôlable robuste si et seulement si
Ω ∩QW(Ω,U,X) = Ω.
Cette condition a été utilisée dans plusieurs algorithmes pour tester l’invariance d’un en-
semble donnée. Ainsi, le test d’invariance contrôlable robuste d’un ensemble peut être fait
comme suit :
1. Calculer QW(Ω,U,X) ;
2. Tester si Ω ⊆ QW(Ω,U,X) ;
3. Si Ω ⊆ QW(Ω,U,X), alors Ω est un ensemble invariant contrôlable robuste. Si Ω *
QW(Ω,U,X), alors Ω n’est pas un ensemble invariant contrôlable robuste.
Bien que de nombreuses procédures algorithmiques pour le calcul de l’ensemble invariant
contrôlable robuste maximal ont été proposées, il y a une idée de base commune à toutes
les procédures. Ainsi, la plus part de ces procédures itératives sont basées sur l’utilisation
de l’opérateur en un pas QW. Dans la suite, nous donnons cet algorithme qui conduit à la
caractérisation de l’ensemble invariant contrôlable robuste maximal pour le système (3.1).
L’algorithme est valable pour les systèmes linéaires à temps discret, comme aux systèmes
non linéaires. L’ensemble caractérisé est un ensemble générique qui peut être convexe ou non
convexe.
L’ensemble invariant contrôlable robuste maximal pour le système (3.1) peut être calculé
en appliquant la procédure itérative décrite dans l’Algorithme 1.
Algorithme 1 : Séquence d’ensembles pour le système (3.1) (Blanchini et Miani, 2008 ;
Gilbert et Tan, 1991 ; Kolmanovsky et Gilbert, 1998)
Entrée : Ensemble initial, compact et convexe Ω0 ⊆ X
1: pour k ∈ NN
2: Calculer Ωk+1 = QW(Ωk,U,X) ∩X
3: si Ωk+1 = Ωk alors Ωmax = Ωk retourner
4: fin si
5: fin pour
Sortie : Ensemble invariant contrôlable robuste maximal Ω∞ = Ωmax
Les procédures principales nécessaires pour implémenter l’Algorithme 1 sont :
• Le calcul de l’ensemble invariant contrôlable robuste en un pas QW ;
• Le calcul de l’intersection QW ∩X ;
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• Le test d’égalité d’ensembles Ωk+1 = Ωk.
Ces trois opérations sont faciles à implémenter pour les systèmes linéaires à temps discret,
soumis à des contraintes linéaires (Blanchini, 1994 ; Gilbert et Tan, 1991 ; Kolmanovsky
et Gilbert, 1998 ; Keerthi et Gilbert, 1987). Cependant, pour les systèmes non linéaires,
ces opérations sont difficiles à implémenter (Blanchini et Miani, 2008) et elles nécessitent
d’autres outils et approximations que nous allons montrer et développer dans les Chapitres 6,
7 et 8 .
Bien que l’algorithme conceptuel présenté ici est difficile à mettre en œuvre pour les sys-
tèmes non linéaires généraux, il existe certaines classes de systèmes non linéaires dont les blocs
de construction sont déjà en place, tels que les systèmes affines par morceaux et certaines
classes de systèmes hybrides (Bemporad, Torrisi et Morari, 2000). Certains travaux sur
le développement d’algorithmes pour le calcul des ensembles invariants contrôlables robustes
pour les systèmes hybrides ont également été effectuées par les auteurs de (Vidal et al. 2000).
Dans cette direction d’autres travaux ont été faits par les auteurs de (Tarbouriech, Gomes
Da Silva Jr. Et Queinnec, 2011). Ces travaux consistent a développer des algorithmes pour
déterminer ce genre d’ensemble pour les systèmes linéaires contraints à des saturations sur les
entrées de contrôle. Des méthodes pour la caractérisation des ensembles invariants contrô-
lables robustes maximaux pour les systèmes non linéaires avec incertitudes paramétriques et
additives sont développées dans la deuxième partie de cette thèse.
L’implémentation de l’Algorithme 1 n’est pas facile sauf si l’ensemble maximal peut être
obtenu après un nombre fini d’itérations. Ainsi, la définition suivante est adapté de (Gilbert
et Tan, 1991 ; Blanchini et Miani, 2008), et elle est la base du critère de terminaison dans
l’Algorithme 1.
Définition 3.12 (Ensemble déterminé en temps fini (Gilbert et Tan, 1991 ; Blanchini
et Miani, 2008))
L’ensemble Ω∞ est l’ensemble déterminé en temps fini si et seulement s’il existe k + 1 ∈ N
tel que Ω∞ = Ωk+1 et Ωk+1 = QW(Ωk,U,X) ∩ X. L’élément minimum k∗ ∈ N, tel que
Ωk∗+1 = Ωk∗, est nommé l’index de détermination et Ω∞ = Ωk∗ l’ensemble maximal.
Cette condition joue un rôle important dans la caractérisation de l’ensemble maximal.
Ainsi, en fonction des caractéristiques du système considéré, l’index de détermination de Ω∞
peut être grand et les algorithmes seront plus coûteux en terme de temps de calcul. Des
contributions importantes ont été fournies dans la littérature, principalement pour les sys-
tèmes linéaires, qui permettent d’établir des conditions dans lesquelles l’ensemble invariant
contrôlable robuste maximal peut être déterminé en temps fini, (Kolmanovsky et Gilbert,
1998 ; Gilbert et Tan, 1991 ; Blanchini et Miani, 2008).
Par conséquent, la condition suffisante pour la détermination en temps fini de l’ensemble
invariant contrôlable robuste maximal est la suivante (Gilbert et Tan, 1991 ; Blanchini et
Miani, 2008 ; Kolmanovsky et Gilbert, 1998) :
Lemme 2
S’il existe k ∈ N tel que Ωk+1 = Ωk, alors Ω∞ peut être déterminé en temps fini. En outre,
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Ω∞ est l’ensemble invariant contrôlable robuste maximal.
Notons que le processus itératif de l’Algorithme 1 génère une séquence d’ensembles im-
briqués, qui ne sont pas nécessairement invariants contrôlables robustes, ce qui implique que
l’invariance de l’ensemble Ωk+1 n’est pas garantie jusqu’à ce que l’indice de détermination ne
soit atteint qui correspond à la condition donnée par le Lemme 2.
En conclusion, nous constatons que l’opérateur en un pas QW a une propriété importante,
qui réside dans le fait que l’application de l’opérateur à un ensemble invariant contrôlable
robuste génère un ensemble invariant contrôlable robuste qui contient le précédent ensemble.
Ainsi, l’application itérative de cet opérateur en un pas, avec un ensemble invariant contrôlable
robuste choisi comme un ensemble initial, fournit une séquence d’ensembles imbriqués qui
sont invariants contrôlables robustes et qui peut converger vers l’ensemble maximal. Cette
procédure est résumée dans l’Algorithme 1 en commençant la procédure par Ω = X0 tel que
X0 est un ensemble invariant contrôlable robuste. Dans ce cas, la détermination d’ensemble
maximal n’est pas garantie.
Finalement, il peut être prouvé que pour certains modèles des itérations initialisées avec
un ensemble invariant contrôlable robuste peuvent converger vers le domaine d’attraction du
système dynamique. Le domaine d’attraction est l’ensemble de tous les points qui convergent
vers l’équilibre du système sans violer les contraintes.
3.2.3 Ensemble invariant minimal
Dans cette section, nous allons introduire un autre concept important de la théorie des
ensembles, qui est l’ensemble invariant minimal pour les systèmes dynamiques affectés par des
incertitudes additives.
Considérons un système linéaire asymptotiquement stable affecté par la présence d’incer-
titudes additives, donné comme suit :
x(k + 1) = Ax(k) + w(k), (3.12)
avec w une incertitude additive appartenant à W, avec W qui est un sous-ensemble compact
d’espace d’état avec 0 ∈W.
Un autre type d’ensembles invariants qui a une importance particulière pour traiter les
problèmes de contrôle avec incertitudes additives est l’ensemble invariant minimal. En effet, un
ensemble invariant minimal est un ensemble invariant contenu dans tous les autres ensembles
invariants. Dans (Kolmanovsky et Gilbert, 1998), il a été prouvé que l’ensemble invariant
minimal pour le système (3.12) est l’ensemble des points dans l’espace d’état atteignable à
partir de l’origine. Conceptuellement, il est l’ensemble de tous les états qui peuvent appartenir
à toutes les trajectoires possibles générées par le système, avec l’origine comme condition
initiale. Par conséquent, l’ensemble invariant minimal pour le système incertain (3.12) est
donné par :
R∞ =
∞∑
i=0
AiW.
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Cet ensemble correspond à l’ensemble atteignable à partir de l’origine, quand k tend vers
l’infini. Des conditions pour la détermination de cet ensemble en temps fini sont données
dans (Ong et Gilbert, 2006 ; Kolmanovsky et Gilbert, 1998), en utilisant des méthodes
récursives. En effet, l’ensemble invariant minimal du système (3.12) doit satisfaire la condition
de l’invariance suivante :
AR∞ + W = R∞.
Des méthodes pour calculer des approximations de l’ensemble invariant minimal sont l’ob-
jectif d’un nombre de travaux de recherche récents (Ong et Gilbert, 2006 ; Raković et
Kouramas, 2006 ; Kolmanovsky et Gilbert, 1998 ; Gayek, 1991 ; Blanchini, 1999), et
l’enjeu majeur dans ces travaux est de proposer des méthodes qui conduisent à des approxi-
mations exactes de cet ensemble.
L’inconvénient de ce concept réside dans le fait que l’ensemble invariant minimal n’est
significatif qu’en présence d’incertitude affectant le système et qui sont seulement additives. En
général, il est difficile à calculer (Raković et Kouramas, 2006). En outre, il doit être souligné
que l’ensemble invariant minimal a été étudié principalement pour les systèmes linéaires.
L’intérêt pour le calcul de l’ensemble invariant minimal et ses propriétés est récent. Les
raisons qui rendent l’ensemble invariant minimal intéressant, sont liées à sa capacité de donner
des informations sur les trajectoires du système autour des points d’équilibres. En effet, l’en-
semble invariant minimal est la base des conditions d’existence de l’ensemble invariant robuste
maximal pour les systèmes linéaires avec incertitudes additives.
Notons que si l’ensemble invariant minimal n’appartient pas à l’ensemble admissible X,
alors il existe une séquence de réalisations de l’incertitude qui conduit l’état du système à
la violation des contraintes, pour toute condition initiale x ∈ X. Par conséquent, l’existence
d’un ensemble invariant robuste maximal dans un ensemble admissible X est assuré par l’exis-
tence d’un ensemble invariant minimal. Dans des cas particuliers, l’ensemble invariant robuste
maximal peut être égal à l’ensemble invariant minimal, (Raković et Kouramas, 2006 ; Kol-
manovsky et Gilbert, 1998 ; Ong et Gilbert, 2006).
D’autres applications de l’ensemble invariant minimal peuvent être trouvées dans littéra-
ture, elles concernent l’analyse de stabilité des systèmes incertains (Bertsekas et Rhodes,
1971a ; Kolmanovsky et Gilbert, 1998), qui concluent que l’ensemble invariant minimal
est l’ensemble vers lequel la convergence des systèmes incertains peut être prouvée (Raković
et Mayne, 2005). Un autre type des systèmes pour lequel l’ensemble invariant minimal est
intéressant sont les systèmes d’inclusions différentielles linéaires qui peuvent être utilisés pour
approximer des systèmes non linéaires (Kouramas et al. 2005).
3.3 Invariance et stabilité
En théorie des ensembles pour le contrôle, il existe un lien entre la théorie de Lyapunov
et la propriété d’invariance (Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva
Jr. Et Queinnec, 2011). Les fonctions de Lyapunov sont des fonctions de type énergie qui
sont définies positives et qui dépendent des variables d’état du système (Khalil et Grizzle,
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1996). Ces fonctions ont la propriété d’être décroissantes dans le temps et sont des outils
fondamentaux pour garantir la stabilité des systèmes dynamiques (Khalil et Grizzle, 1996).
D’ailleurs, leurs ensembles de niveau sont des ensembles invariants (Blanchini et Miani,
2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011), et donc leurs formes sont
tout à fait significatives pour caractériser la dynamique du système, un point clé qui est éclairé
dans cette section.
Génériquement, une fonction de Lyapunov d’un système est une fonction définie positive
ayant la propriété qu’elle décroit le long de la trajectoire du système. Cette propriété peut
être vérifiée sans connaitre les trajectoires du système, en utilisant la dérivée de la fonction de
Lyapunov. Si la fonction Ψ(x) de l’état du système est non croissante le long de la trajectoire
du système, alors nous avons comme une conséquence que l’ensemble
N [Ψ, ν] =
{
x : Ψ(x) ≤ ν
}
est un ensemble invariant, et plus précisément si x(k1) ∈ N [Ψ, ν], alors x(k) ∈ N [Ψ, ν] pour
tout k ≥ k1, (Blanchini et Miani, 2008). En outre, si la fonction est strictement décroissante
et Ψ̇(x) < −γ, avec γ > 0, dans l’ensemble de la forme
N [Ψ, α, β] =
{
x : α ≤ Ψ(x) ≤ β
}
,
alors la condition x(k1) ∈ N [Ψ, α, β] implique que x(k) atteint l’ensemble N [Ψ, α] en temps
fini, (Blanchini et Miani, 2008).
La convergence vers un point d’équilibre ou vers un ensemble peut être liée à la région
de l’espace d’état où la propriété de contraction est garantie. Ce concept fondamental des
méthodes de la théorie des ensembles est introduit ci-après.
3.3.1 Ensembles contractifs robustes
Dans le cas où la convexité des ensembles est supposée, nous avons que l’ensemble contractif
robuste est un cas particulier des ensembles invariants contrôlables robustes. Cependant, quand
la convexité des ensembles n’est pas satisfaite la contraction d’un ensemble n’implique pas
l’invariance, puisque l’ensemble λΩ dans ce cas n’est pas nécessairement continu dans Ω.
Soit le C-ensemble Ω ∈ Rn, il est toujours possible de définir une fonction, qui sera nommée
la fonction de Minkowski ou de gauge, et qui est essentiellement la fonction dont les ensembles
de niveau sont atteints par une mise à l’échelle linéaire de l’ensemble Ω.
Définition 3.13 (Fonction de Minkowski, (Luenberger, 1997 ; Blanchini et Miani,
2008))
Soit le C-ensemble Ω. La fonction de Minkowski ou de gauge ΨΩ(x) de l’ensemble Ω est définie
comme suit :
ΨΩ(x) = inf
α≥0
{
α ∈ R : x ∈ αΩ
}
.
Intuitivement, la valeur de ΨΩ(x) correspond au scalaire α avec lequel l’ensemble Ω devrait
être mis à l’échelle pour que x appartienne à la frontière de αΩ. En effet, x ∈ ∂(ΨΩ(x) Ω).
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Ainsi, x ∈ ∂Ω(x), avec
Ω(x) = ΨΩ(x)Ω. (3.13)
La fonction de Minkowski est une fonction importante en théorie du contrôle, elle est appelée
également la fonction de gauge, car elle introduit une mesure de la distance à partir de l’origine
(Blanchini et Miani, 2008).
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Fig. 3.3 – Illustration de la fonction de Minkowski ΨΩ(x) en R2.
La relation entre la fonction de Lyapunov et l’ensemble invariant robuste est la suivante
(Blanchini et Miani, 2008) : si Ψ(x) est la fonction de Lyapunov dans l’ensembleN [Ψ, ν1, ν2]
pour le système x(k+1) = f(x(k), w(k)), alors pour tout ν1 ≤ ν ≤ ν2, l’ensemble Ω = N [Ψ, ν]
est un ensemble invariant robuste. Rappelons que N [Ψ, ν] = {x ∈ Rn : Ψ(x) ≤ ν}, et
N [Ψ, ν1, ν2] = {x ∈ Rn : ν1 ≤ Ψ(x) ≤ ν2}.
La fonction de Minkowski ΨΩ(x) est une fonction définie positive et convexe. Notons que
Ω = N [Ψ, ν] = N [ΨΩ, 1].
Par conséquent, il existe une relation directe entre la fonction de Minkowski et le concept
d’invariance d’un ensemble. Les niveaux de surface de la fonction de Minkowski sont déterminés
par la mise à l’échelle de la frontière de l’ensemble Ω. Ainsi, une telle frontière définit la forme
de la fonction de Minkowski (Blanchini et Miani, 2008).
Les ensembles contractifs robustes sont des ensembles liés aux ensembles invariants contrô-
lables robustes. L’idée principale derrière les ensembles contractifs robustes consiste à détermi-
ner un ensemble pour lequel il existe un contrôle admissible qui garantit que l’état du système
au point suivant dans le temps est à l’intérieur d’un sous-ensemble de l’ensemble original, mal-
gré la présence d’incertitudes qui affectent la dynamique du système. Cet ensemble permet
la détermination d’une approximation intérieure précise de l’ensemble invariant contrôlable
robuste, si ce dernier n’est pas déterminable en temps fini (Blanchini et Miani, 2008).
En considérant un C-ensemble Ω, il est important en analyse de la stabilité des systèmes
dynamiques incertains de connaitre s’il existe une séquence de contrôles admissibles qui permet
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de conduire l’évolution du système vers un sous-ensemble spécifique de Ω, malgré la présence
d’incertitudes.
Définition 3.14 (Ensemble contractif robuste)
Le C-ensemble Ω ⊂ Rn est un ensemble contractif robuste pour le système incertain à temps
discret (3.1), s’il existe un scalaire positif λ ≤ 1, tel que pour tout x ∈ Ω il existe u ∈ U, telle
que l’évolution du système satisfait f(x, u, w) ∈ λΩ, pour toutes les incertitudes admissibles
w ∈W.
Le concept de la contraction robuste d’un ensemble est un outil fondamental pour la
synthèse des contrôleurs avec un taux de convergence donné (Blanchini, 1994 ; Blanchini
et Miani, 2008 ; Khalil et Grizzle, 1996). Il est important de noter que si un ensemble
est contractif robuste, alors il est également invariant robuste contrôlable. Par conséquent, les
propriétés des ensembles invariants contrôlables robustes peuvent également être appliquées
à des ensembles contractifs robustes. Un exposant λ est utilisé pour désigner qu’un ensemble
donné est contractif robuste avec un facteur de contraction λ.
Nous pouvons définir l’ensemble λ-contractif robuste maximal Ωλ∞ d’une manière similaire
à l’ensemble invariant contrôlable robuste maximal. Nous pourrons aussi être intéressés par sa
détermination en temps fini. Pour cela l’Algorithme 1 peut être adapté pour calculer l’ensemble
Ωλ∞, en substituant la deuxième procédure de l’algorithme par :
Ωλk+1 = QW(λΩ
λ
k ,U,X).
En général, l’ensemble invariant contrôlable robuste maximal et l’ensemble λ-contractif robuste
maximal ne sont pas calculables en temps fini. Des conditions pour une détermination en
temps fini pour les systèmes linéaires sont données dans (Blanchini, 1994 ; Kolmanovsky
et Gilbert, 1998 ; Gilbert et Tan, 1991 ; Bertsekas et Rhodes, 1971a ; Blanchini et
Miani, 2008).
Corollaire 1 (Condition géométrique de contraction)
Le C-ensemble Ω ⊂ Rn est un ensemble λ-contractif robuste pour le système incertain (3.1) si
et seulement si
Ω ⊆ QW(λΩ,U,X).
Si le C-ensemble Ω est un ensemble λ-contractif robuste, alors nous avons le résultat suivant
(Blanchini et Miani, 2008) :
Corollaire 2
Si le C-ensemble Ω ⊂ Rn est un ensemble λ-contractif robuste pour le système incertain (3.1),
avec λ < 1, alors il est également λ̃-contractif robuste pour tout λ̃, avec λ < λ̃ ≤ 1.
Dans la littérature, plusieurs conditions qui permettent de caractériser un ensemble contrac-
tif robuste ont été développées. Dans un premier temps, la condition fondamentale est donnée
pour les systèmes à temps continu par Nagumo en 1942 (Blanchini et Miani, 2008) et par la
suite plusieurs formulations ont été considérées pour les systèmes à temps discret. Le lecteur
peut consulter (Aubin, 1991 ; Clarke, 1990 ; Blanchini et Miani, 2008).
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Afin de mieux comprendre la relation entre la théorie de Lyapunov et les concepts de la
théorie des ensembles, nous prenons comme exemple les systèmes mécaniques. Étant donné
qu’un système mécanique est dissipatif alors l’ensemble de tous les états dont l’énergie ne
dépasse pas un niveau donné peut être considéré comme un ensemble contractif. Dans cet
ensemble, l’énergie du système représentée par la fonction de Lyapunov décroit avec le temps.
En conséquence, dans certains cas nous pouvons associer à chaque ensemble contractif une
fonction de Lyapunov. En outre, la forme de cette fonction dépend de la forme de l’ensemble.
Le concept de la contraction robuste d’un ensemble peut induire des fonctions de Lyapu-
nov, et ainsi les stabilités asymptotique et exponentielle peuvent être analysées. La relation
entre les ensembles λ-contractif robuste et la fonction de Lyapunov peut être illustrée au
moyen de la notion de la fonction de Minkowski (Blanchini et Miani, 2008 ; Blanchini,
1991 ; Blanchini, 1994). Par conséquent, la caractérisation de l’ensemble λ-contractif ro-
buste maximal est une étape importante pour l’analyse de stabilité et la synthèse des lois de
commande (Blanchini, 1994 ; Blanchini, 1991 ; Da Silva Jr. Et Tarbouriech, 1999a).
Dans (Da Silva Jr. Et Tarbouriech, 1999a), une méthode pour assurer la stabilité
asymptotique à l’intérieur d’une région de l’espace d’état consiste à garantir la contraction de
cette région. Dans cette optique, des procédures algorithmiques, pour caractériser l’ensemble
λ-contractif robuste avec une complexité raisonnable, peuvent être développées en utilisant
les outils de l’optimisation convexe.
3.4 Domaines d’attraction des systèmes dynamiques
Pour un système dynamique, la recherche d’un ensemble invariant contrôlable robuste
maximal est fondamentale, afin de résoudre certains problèmes de contrôle. En particulier en
présence de contraintes et d’incertitudes qui peuvent être paramétriques ou additives, et cela
pour trois raisons fondamentales. Tout d’abord, un tel ensemble contient tous les états initiaux
dont les trajectoires futures répondent aux spécifications de conception, comme la satisfaction
des contraintes dures et la convergence vers un point d’équilibre désiré ou vers un ensemble
donné pour les systèmes linéaires. La deuxième raison a un lien direct avec la connaissance du
système, car un tel ensemble garantit certaines propriétés malgré la présence d’incertitudes qui
peuvent affecter la dynamique du système. La troisième raison réside dans le fait que des lois
de commande peuvent être dérivées grâce à cet ensemble. Les plus populaires sont la synthèse
des lois de commande en utilisant les fonctions de Lyapunov ou la commande prédictive.
Cet ensemble sera nommé dans cette thèse le domaine d’attraction et il sera utilisé comme
un moyen pour l’analyse des comportements des systèmes dynamiques. Ainsi, pour un état
initial donné, il permettra de fournir des informations sur l’existence d’une loi de commande qui
pourra satisfaire les spécifications de conception. En outre, pour une loi de commande définie
a priori, le domaine d’attraction lié à cette loi est la région de stabilité locale ou globale qui
satisfait les contraintes posées sur l’état du système et/ou sur les entrées de contrôle et/ou sur
les incertitudes.
Avec un léger abus de notation, dans cette thèse la définition du domaine d’attraction
dépend du système dynamique considéré. Ainsi, nous avons
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• Pour un système déterministe autonome (la loi de commande est définie a priori), le
domaine d’attraction correspond à l’ensemble invariant maximal ;
• Pour un système déterministe non autonome, le domaine d’attraction correspond à l’en-
semble invariant contrôlable maximal ;
• Pour un système incertain autonome (la loi de commande est définie a priori), le domaine
d’attraction correspond à l’ensemble invariant robuste maximal ;
• Pour un système incertain non autonome, le domaine d’attraction correspond à l’en-
semble invariant contrôlable robuste maximal.
Cette section est consacrée à des rappels et des références sur les méthodes de la théorie
des ensembles pour déterminer le domaine d’attraction des systèmes dynamiques existant dans
la littérature, et elle sera divisée en deux parties.
1. La première partie est consacrée aux systèmes linéaires ;
2. La deuxième partie est consacrée aux systèmes non linéaires.
Ces domaines peuvent être aussi sous forme ellipsoïdale ou polyédrale, et dans la litté-
rature, il existe plusieurs techniques pour déterminer les domaines d’attraction des systèmes
dynamiques à temps discret, (Blanchini, 1994 ; Kolmanovsky et Gilbert, 1998 ; Mayne
et Schroeder, 1997 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Blan-
chini et Miani, 2008 ; Fiacchini, Tarbouriech et Prieur, 2011b ; Fiacchini, Alamo et
Camacho, 2010 ; Alamo et al. 2006a ; Fiacchini, 2010). Pour les systèmes à temps continu,
peu de résultats sont disponibles dans la littérature (Blanchini et Miani, 2008 ; Alamo,
Cepeda et Limon, 2005 ; Castelan et Hennet, 1991 ; Tarbouriech et Burgat, 1994).
Comme beaucoup de méthodes de calcul sont itératives et nécessitent des systèmes à temps
discret, nous ne nous intéressons dans cette thèse qu’à l’étude des systèmes à temps discret.
3.4.1 Systèmes linéaires à temps discret
Une attention particulière a été donnée par plusieurs auteurs pour les méthodes de la théo-
rie des ensembles pour l’étude des problèmes de contrôle liés aux systèmes linéaires (Gilbert
et Tan, 1991 ; Kolmanovsky et Gilbert, 1998 ; Blanchini, 1999 ; Blanchini, 1994 ; Dó-
rea et Hennet, 1996 ; Bhaya et Das 1994 ; Bertsekas et Rhodes, 1971a ; Glover et
Schweppe, 1971 ; Raković et Kouramas, 2006 ; Zhou, Zheng et Duan, 2011 ; Tarbou-
riech et Burgat, 1994). Ainsi, des techniques conduisant à la caractérisation des domaines
d’attraction, en présence des contraintes sur l’état du système et/ou les entrées de commande
et/ou les incertitudes, ont été développées.
Une étude approfondie sur la place des ensembles invariants dans la théorie du contrôle
a été faite dans (Blanchini, 1999), en résumant les principaux résultats de ce concept. Des
systèmes à temps continu et à temps discret sont considérés, des conditions pour l’invariance
des systèmes linéaires sont données. De plus, des fonctions de Lyapunov induites ainsi que des
problèmes de contrôle basés sur la propriété d’invariance des ensembles sont analysés. Aussi les
aspects de calcul sont pris en compte, en particulier pour les ensembles invariants ellipsoïdaux
et polyédraux.
En particulier, dans (Blanchini, 1999) des conditions pour l’invariance des ellipsoïdes et
des polyèdres pour les systèmes linéaires sont données. Essentiellement la construction des el-
3.4. Domaines d’attraction des systèmes dynamiques 53
lipsoïdes invariants est basée sur l’équation de Lyapunov (Blanchini, 1999), sur l’équation de
Riccati (Lancaster et Rodman, 1995 ; Blanchini, 1999), ou sur des techniques impliquant
des LMIs (Boyd et al. 1994 ; Blanchini, 1999).
Des ellipsoïdes invariants robustes pour des systèmes avec des incertitudes paramétriques
peuvent être déterminés au moyen de l’équation de Riccati (Zhou, Zheng et Duan, 2011), et
le problème de la stabilisation robuste qui concerne la construction des fonctions quadratiques
a été traité dans (Horisberger et Belanger, 1976 ; Gutman, 1979). Des fonctions qua-
dratiques pour des systèmes incertains ont été synthétisées dans (Geromel, Peres et Ber-
nussou, 1991 ; Gu et al. 1991) en utilisant une approche basée sur l’optimisation convexe. La
construction de ces fonctions est liée au calcul des ellipsoïdes invariants robustes incertains.
Ainsi, l’équation de Riccati a été souvent utilisée afin de caractériser les domaines d’attraction
des systèmes incertains sous forme ellipsoïdale (Blanchini, 1999 ; Barmish, 1985 ; Wre-
denhagen et Belanger, 1994 ; Kim et Bien, 1994). Pour les systèmes linéaires avec des
perturbations additives, une méthode qui permette de déterminer l’ellipsoïde invariant ro-
buste, en prenant en compte l’effet de la perturbation extérieure, a été proposée dans (Boyd
et al. 1994 ; Schweppe 1973 ; Blanchini, 1999 ; Brockman et Corless, 1998).
D’après (Blanchini, 1999), il est clair que la construction des polyèdres invariants est plus
difficile que le calcul des ellipsoïdes invariants puisque les conditions d’invariance, quand la
forme des polyèdres n’est pas fixée, sont des conditions bilinéaires. La première procédure pour
la construction des polyèdres invariants est apparue dans les années 1970, dans le contexte
de la programmation dynamique (Bertsekas et Rhodes, 1971a ; Bertsekas, 1972). Dans
les travaux de (Bertsekas et Rhodes, 1971a ; Bertsekas, 1972), cette procédure concerne
le problème min-max de l’atteignabilité en temps infini. Cette procédure est donnée dans
un contexte général dans (Blanchini, 1999) pour les systèmes linéaires avec incertitudes
additives qui sont donnés sous la forme suivante :
x(k + 1) = Ax(k) +Bu(k) + Ew(k),
w ∈W, u ∈ U, x ∈ X,
avec A ∈ Rn×n, B ∈ Rn×m et E ∈ Rn×q des matrices, et W, X et U des ensembles de
contraintes. L’Algorithme 1 résume cette procédure. Il est basé sur l’ensemble invariant robuste
contrôlable en un pas donné comme suit pour ce dernier système :
QW(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : Ax+Bu+ Ew ∈ Ω, ∀w ∈W
}
. (3.14)
Des procédures similaires pour caractériser des ensembles polyédriques λ-contractifs maximaux
et les fonctions de Lyapunov associées pour l’analyse de stabilité robuste peuvent être trouvées
dans (Blanchini et Miani, 1996b). Dans (Blanchini, 1995 ; Blanchini, 1994) le problème
de stabilisation robuste a été traité.
Une étude très intéressante qui traite les systèmes linéaires incertains est donnée dans
(Kolmanovsky et Gilbert, 1998). Les auteurs traitent le problème de la caractérisation de
l’ensemble invariant maximal admissible de sortie, pour les systèmes linéaires à temps discret
affectés par des incertitudes additives donnés sous la forme suivante :
x(k + 1) = Ax(k) +Bw(k),
y(k) = Cx(k) +Dw(k),
(3.15)
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avec w ∈ W une incertitude additive. Des conditions nécessaires et suffisantes pour l’inva-
riance sont données, des ensembles invariants minimaux et maximaux sont caractérisés et une
procédure itérative pour calculer l’ensemble invariant robuste maximal est proposée. Ainsi,
une condition pour la détermination du domaine d’attraction en temps fini est donnée dans
(Kolmanovsky et Gilbert, 1998). Cette procédure est l’extension de celle donnée dans
(Gilbert et Tan, 1991), pour les systèmes incertains.
Dans (Fiacchini, 2010), l’auteur a démontré que la méthode pour déterminer des en-
sembles polyédraux invariants contrôlables robustes proposée dans (Kolmanovsky et Gil-
bert, 1998) est équivalente à celle donnée dans (Blanchini, 1999). A notre connaissance,
ces deux méthodes sont les plus utilisées dans la littérature, puisqu’elles sont applicables avec
une complexité raisonnable.
Dans cette thèse, nous n’allons pas détailler les techniques décrites dans les études données
auparavant pour les systèmes linéaires. Étant donné la nature des systèmes que nous allons
rencontrer dans la suite, nous nous concentrons plutôt sur l’étude des systèmes non linéaires.
3.4.2 Systèmes non linéaires à temps discret
La caractérisation des domaines d’attraction des systèmes non linéaires en utilisant les mé-
thodes de la théorie des ensembles reste un problème ouvert et ambitieux. Dans (Tarbouriech,
Gomes Da Silva Jr. Et Queinnec, 2011), les auteurs ont développés plusieurs techniques,
basées sur les méthodes de la théorie des ensembles, pour caractériser le domaine d’attraction
des systèmes saturés, c.-à-d. des systèmes dont les entrées de contrôle sont contraintes à ne
pas dépasser certaines limites. Les travaux de thèse donnés dans (Fiacchini, 2010) ont pour
objectifs l’utilisation des techniques de la théorie des ensembles pour les systèmes linéaires afin
de développer des méthodes pour caractériser les domaines d’attraction de certains types de
systèmes non linéaires, (Fiacchini, Tarbouriech et Prieur, 2011b ; Fiacchini, Alamo et
Camacho, 2012 ; Alamo et al. 2009 ; Fiacchini, Alamo et Camacho, 2010). Ces méthodes
sont basées sur l’utilisation des propriétés des systèmes d’inclusions aux différences convexes
que nous allons définir dans la suite. La propriété de convexité est supposée, afin d’exploiter
les outils existants pour la caractérisation des domaines d’attraction des systèmes linéaires,
qui restent également valides pour les systèmes CDI. Ces problèmes de caractérisation ont été
posés sous forme de problème d’optimisation convexe.
Ainsi, un système CDI peut être considéré comme un outil pour approximer une très large
classe de systèmes non linéaires et incertains. En outre, l’utilisation de ce système conduit à
la caractérisation de l’invariance et à la conception des procédures de calcul pour les systèmes
non linéaires. Par conséquent, cette caractérisation conduit à une approximation du domaine
d’attraction, qui dépend de la nature du système dynamique. D’une manière générale, le
conservatisme dans les résultats est présent en utilisant cette méthode.
Dans cette section, nous allons rappeler les problématiques liées à l’estimation des domaines
d’attraction de certains types de systèmes non linéaires. Nous allons également situer les
contributions théoriques issues des travaux de cette thèse.
3.4. Domaines d’attraction des systèmes dynamiques 55
3.4.2.1 Systèmes saturés
Un système saturé est un système linéaire avec des saturations sur les entrées de contrôle,
il est dans la frontière entre les concepts linéaires et non linéaires. Même si en boucle ouverte
le système est linéaire, la présence des saturations rend le système en boucle fermée non
linéaire (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Alamo, Cepeda et
Limon, 2005). Dans ce cas, nous devons être conscients des effets non linéaires produits
par les saturations, pendant l’analyse des performances et la stabilité de système en boucle
fermée (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011). Les contrôleurs saturés
rendent le contrôle des systèmes dynamiques beaucoup plus complexe. Ils peuvent causer des
pertes dans les performances et dans certains cas des comportements instables. Les ingénieurs
de contrôle ont longtemps été conscients de la nécessité de mieux exploiter les actionneurs
qui présentent des limites. Ces dernières années, des chercheurs ont développé des méthodes
systématiques générales fondées sur une théorie rigoureuse pour donner des garanties sur la
stabilité et les niveaux de performance de ces systèmes (Tarbouriech, Gomes Da Silva
Jr. Et Queinnec, 2011).
Des contributions précieuses ont été faites et il y a maintenant une quantité importante
de résultats techniques et de méthodes de synthèse des lois de commande pour ces systèmes
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Tarbouriech et Da Silva
Jr., 2000 ; Tarbouriech et Da Silva Jr., 1997 ; Tarbouriech et Garcia, 2005 ; Tar-
bouriech et Gouaisbaut, 2012 ; Tarbouriech, Queinnec et Garcia, 2006 ; Alamo,
Cepeda et Limon, 2005 ; Alamo et al. 2006a ; Tarbouriech, Loquen et Prieur, 2011 ;
Fiacchini, Tarbouriech et Prieur, 2011a ; Fiacchini, Tarbouriech et Prieur, 2011a ;
Zhou, Duan et Lin, 2010 ; Hu et Lin, 2003 ; Da Silva Jr. Et Tarbouriech, 2001 ; Zhou,
Zheng et Duan, 2011 ; Fiacchini, Tarbouriech et Prieur, 2013 ; Hu et Lin, 2002 ; Bern-
stein et Michel, 1995).
Il est bien connu que les actionneurs saturés existent en pratique dans tous les systèmes de
contrôle, (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Alamo, Cepeda et
Limon, 2005 ; Zhou, Zheng et Duan, 2011 ; Tarbouriech, Queinnec et Garcia, 2006).
L’amplitude du signal que l’actionneur peut délivrer est souvent limitée par des contraintes
physiques ou des contraintes qui sont liées à la sécurité du système et à l’environnement,
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011). En général, ces limitations
peuvent être identifiées facilement dans tous les dispositifs utilisés dans les processus indus-
triels, tels que les valves proportionnelles, les actionneurs de chauffage, les amplificateurs de
puissance et les actionneurs électriques, (Tarbouriech, Gomes Da Silva Jr. Et Quein-
nec, 2011). Ces limites peuvent être les limites de tension, ou de courant dans les actionneurs
électriques, ou les limites de volume ou de débit de l’écoulement dans les actionneurs hydrau-
liques. Ces limites restreignent évidemment les performances réalisables dans les systèmes dont
ils font partie. Si ces limites ne sont pas traitées avec soin et si les contrôleurs concernés ne
prennent pas en comptes ces limites d’une manière appropriée alors des comportements par-
ticuliers peuvent être observés (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011).
Dans certains cas des endommagements peuvent avoir lieu. Ainsi, l’étude des systèmes saturés
a reçu un notable intérêt par des ingénieurs de différents domaines.
Dans cette section, nous considérons que le système en boucle ouverte que nous voulons
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contrôler est donné par le modèle linéaire suivant :
x(k + 1) = Ax(k) +Bu(k) + Ew(k),
y(k) = Cx(k) +Du(k),
(3.16)
avec x ∈ Rn l’état du système, u ∈ Rm l’entrée de contrôle, y ∈ Rp la sortie de système
mesurée et w ∈ Rq une entrée qui représente une incertitude additive. A, B, E, C, D sont
des matrices réelles avec des dimensions appropriées.
Dans plusieurs études, les auteurs considèrent les deux hypothèses suivantes :
Hypothèse 3.1
Les paires (A,B) et (C,A) sont contrôlable et observable, respectivement.
Hypothèse 3.2
Le vecteur u prend des valeurs dans l’ensemble compact dénoté par S(umin, umax), défini par
S(umin, umax) =
{
u ∈ Rm : −umin ≤ u ≤ umax
}
,
avec umin et umax des vecteurs de Rm avec des composants positifs, c.-à-d. umini ≥ 0, umaxi ≥ 0,
∀i = 1, · · · ,m.
La première hypothèse est importante dans les problèmes liés à la synthèse des contrô-
leurs. Une fois les contraintes sur les entrées de contrôle sont posées, le problème fondamental
concerne la caractérisation de tous les états qui peuvent être conduits à l’origine du système
en utilisant le contrôle borné, c.-à-d. avec u(k) ∈ S(umin, umax), ∀k ∈ N.
En raison des limites posées sur les entrées de contrôle qui sont données par l’Hypothèse
3.2, le signal de contrôle fourni par l’actionneur peut être modélisé par la fonction de saturation
comme suit :
u(k) = Sat(v(k)),
avec Sat(·) qui est la fonction vecteur définie comme suit :
Sat(vi) =

umaxi si vi > u
max
i ,
vi si − umini ≤ vi ≤ umaxi ,
−umini si vi < −umini ,
(3.17)
pour i = 1, · · · ,m. Dans la suite, nous considérons que l’état du système est mesurable, c.-à-d.
y(k) = x(k) et les contrôleurs linéaires :
v(k) = Kx(k),
avec K ∈ Rm×n une matrice constante. La loi de commande qui sera appliquée au système
(3.16) sous l’Hypthèse 3.2 est
u(k) = Sat(Kx(k)),
avec chaque composant du vecteur u(k) qui est défini comme suit :
Sati(Kix(k)) =

umaxi si Kix(k) > u
max
i ,
Kix(k) si − umini ≤ Kix(k) ≤ umaxi ,
−umini si Kix(k) < −umini .
(3.18)
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Ainsi, le système dynamique résultant en boucle fermé est le suivant :
x(k + 1) = Ax(k) +BSat(Kx(k)) + Ew(k). (3.19)
En boucle fermée, quand des contraintes sur les entrées de contrôle sont présentes, il peut
être impossible d’assurer que toutes les trajectoires convergent vers l’origine pour toutes les
conditions initiales ou bien d’assurer que toutes les trajectoires sont bornées si les signaux
d’entrés sont bornées, (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Alamo,
Cepeda et Limon, 2005 ; Zhou, Zheng et Duan, 2011 ; Montagner et al. 2006). Ainsi, la
caractérisation des ensembles de tous les états initiaux admissibles et de toutes les incertitudes
additives admissibles jouent un rôle important et central dans l’analyse de la stabilité, et
également dans la synthèse des lois de commande qui conduisent à la stabilisation des systèmes
dynamiques, en présence de contraintes sur les entrées de contrôle (Tarbouriech, Gomes
Da Silva Jr. Et Queinnec, 2011 ; Alamo, Cepeda et Limon, 2005 ; Zhou, Zheng et
Duan, 2011).
Plusieurs régions sont fondamentales pour l’analyse de la stabilité du système (3.16). Ils
existent la région de linéarité, la région d’attraction (domaine d’attraction) et la région de la
stabilité asymptotique, que nous allons définir ci-après.
Définition 3.15 (Région de linéarité (Tarbouriech, Gomes Da Silva Jr. Et Quein-
nec, 2011))
La région de linéarité pour le système (3.19), notée RL, est définie comme l’ensemble de tous
les états x ∈ Rn tel que Sat(Kx) = Kx, c.-à-d.
RL =
{
x ∈ Rn : −umin ≤ Kx ≤ umax
}
.
Cette région peut être symétrique ou asymétrique, comme également elle peut être bornée
ou non bornée en fonction des valeurs de umin et umax et le rang de la matrice K.
Définition 3.16 (Région d’attraction (Tarbouriech, Gomes Da Silva Jr. Et Quein-
nec, 2011))
La région d’attraction pour le système (3.19), notée RA, est définie comme l’ensemble de tous
les états x ∈ Rn pour qui x0 = x conduit à la trajectoire x(k, x0) qui converge asymptoti-
quement vers l’origine pour w = 0. Avec d’autre mots, si x(k) ∈ RA alors x(k) → 0 quand
k →∞.
La région RA est l’ensemble invariant maximal pour le système (3.19).
Définition 3.17 (Région de stabilité asymptotique (Tarbouriech, Gomes Da Silva
Jr. Et Queinnec, 2011))
La région RS est dite la région de stabilité asymptotique pour le système (3.19) si RS ⊆ RA
et 0 ∈ RS.
Dans la littérature, il existe plusieurs problèmes liés à l’étude des systèmes saturés : analyse
de stabilité asymptotique (Tarbouriech et Da Silva Jr., 1997 ; Tarbouriech, Queinnec
et Garcia, 2006 ; Fiacchini, Tarbouriech et Prieur, 2011a ; Zhou, Duan et Lin, 2010 ;
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Hu et Lin, 2003 ; Hu, Lin et Chen, 2002 ; Da Silva Jr. Et Tarbouriech, 2001 ; Zhou,
Zheng et Duan, 2011 ; Hu et Lin, 2002 ; Gutman et Cwikel, 1986 ; Gutman et Cwikel,
1987 ; Alamo et al. 2006a ; Alamo, Cepeda et Limon, 2005 ; Hu et Chen, 2002), stabi-
lisation asymptotique (Tarbouriech et Da Silva Jr., 2000 ; Tarbouriech et Gouais-
baut, 2012 ; Tarbouriech, Queinnec et Garcia, 2006 ; Zhou, Zheng et Duan, 2011 ;
Hu, Lin et Chen, 2002 ; Gutman et Cwikel, 1986 ; Gutman et Cwikel, 1987 ; Hu et
Chen, 2002), analyse de stabilité externe (Tarbouriech et Garcia, 2005), stabilisation
externe (Tarbouriech et Garcia, 2005) et synthèse anti-windup (Tarbouriech et Gar-
cia, 2005 ; Da Silva Jr. Et Tarbouriech, 2005 ; Tarbouriech, Gomes Da Silva Jr.
Et Queinnec, 2011 ; Tarbouriech, Loquen et Prieur, 2011). Dans cette section, nous
n’allons rappeler que le première problème.
Problème 1 (Analyse de stabilité asymptotique)
Soit la loi de contrôle génériquement représentée par v(k) = Kx(k) tel que le système linéaire
x(k + 1) = (A + BK)x(k) est asymptotiquement stable et satisfait certaines exigences de
performance et de robustesse. Déterminons la région dans l’espace d’état tel que la convergence
des trajectoires du système saturé en boucle fermée (3.16) vers l’origine est garantie.
L’objectif est d’obtenir une bonne estimation de la région de stabilité asymptotique. Dans
ce cas, le défi est de caractériser la région RS (ou l’union des régions) de stabilité asymptotique
la plus large qui appartient à la région d’attraction RA. Cela n’est pas une tâche facile, puisque
la forme de la région d’attraction n’est pas connue (Tarbouriech, Gomes Da Silva Jr.
Et Queinnec, 2011 ; Hu et Lin, 2001 ; Montagner et al. 2007). Dans la pratique, nous
cherchons à trouver la région RS qui est bien caractérisée analytiquement, et qui peut être
ensuite maximisée en considérant certains critères spécifiques (Tarbouriech, Gomes Da
Silva Jr. Et Queinnec, 2011 ; Hu et Lin, 2001 ; Zaccarian et Teel, 2011). Ces régions
peuvent être polyédrales, (Tarbouriech et Da Silva Jr., 1997 ; Alamo et al. 2006a ; Da
Silva Jr. Et Tarbouriech, 1999b) ou ellipsoïdales (Hu et Chen, 2002 ; Alamo, Cepeda et
Limon, 2005 ; Hu, Lin et Chen, 2002 ; Tarbouriech et Gouaisbaut, 2012). Ces différentes
régions peuvent être associées à des fonctions de Lyapunov quadratiques (Hu et Lin, 2003 ;
Alamo et al. 2006b ; Da Silva Jr. Et Tarbouriech, 1999c ; Tarbouriech, Gomes Da
Silva Jr. Et Queinnec, 2011 ; Hu et Lin, 2001), ou des fonctions de Lyapunov polyédrales
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Hu et Lin, 2001 ; Da Silva Jr.
Et Tarbouriech, 1999a ; Milani, 1999).
Dans la littérature, les problèmes posés en analyse de stabilité des systèmes saturés
concernent la détermination de régions de stabilité, pour les systèmes présentant des contraintes
sur les entrées de contrôle. Ces problèmes ont été classifiés en deux groupes d’approche diffé-
rents, (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011) ; une approche qui consi-
dère que la région RS est incluse dans la région de linéarité RL ,(Tarbouriech et Da Silva
Jr., 1997 ; Blanchini, 1994 ; Dórea et Hennet, 1996 ; Blanchini et Miani, 1996a), et une
autre approche qui considère que la région RS n’est pas incluse dans la région de linéarité RL,
(Alamo et al. 2006a ; Fiacchini, Tarbouriech et Prieur, 2011a ; Hu et Chen, 2002 ; Tar-
bouriech et Gouaisbaut, 2012). Ainsi, plusieurs techniques ont été développées en fonction
de l’approche considérée. En général, ces techniques sont basées sur l’optimisation convexe, et
beaucoup d’entre eux sont données sous forme de conditions LMIs, (Tarbouriech, Gomes
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Da Silva Jr. Et Queinnec, 2011 ; Hu et Lin, 2001). Un ouvrage qui résume bien cette
problématique et les résultats trouvés ces dernières années est (Tarbouriech, Gomes Da
Silva Jr. Et Queinnec, 2011).
Dans (Fiacchini, Tarbouriech et Prieur, 2013), les auteurs ont développé des condi-
tions nécessaires et suffisantes pour l’existence d’une fonction de Lyapunov induite à partir
d’un ensemble convexe invariant et contractif. Le résultat généralise la théorie des fonctions
de Lyapunov quadratiques pour les systèmes saturés, qui peut également être appliqué pour
le cas des saturations asymétriques. Les conditions développées dans ce travail sont basées sur
les propriétés d’invariance et de contraction des ensembles génériques convexes. Il a été montré
aussi que ces conditions conduisent à une bonne caractérisation de la région de stabilité asymp-
totique par rapport à d’autres résultats de la littérature comme celui donné dans (Alamo,
Cepeda et Limon, 2005). Cependant, ces conditions sont données pour des ensembles géné-
riques convexes, c.-à-d. sans poser la forme de l’ensemble convexe, et cela complique les aspects
de calcul. Ainsi, parmi les objectifs de cette thèse, c’est de développer des conditions équiva-
lentes à celles données dans (Fiacchini, Tarbouriech et Prieur, 2013) pour caractériser
la région de stabilité sous forme ellipsoïdale pour les systèmes saturés (3.19). Ces conditions
équivalentes devraient être traitables numériquement avec les outils de l’optimisation convexe.
Cette contribution est détaillée dans la deuxième partie de ce manuscrit et résumée en anglais
dans (Riah et Fiacchini, 2015).
3.4.2.2 Systèmes non linéaires génériques
En contrôle, l’étude de la dynamique des systèmes non linéaires conduit, inévitablement,
à la question de leur stabilité, qui comprend, entre autres aspects, la question sur la carac-
térisation de leurs domaines d’attraction, (Davison 1971 ; Genesio, Tartaglia et Vicino,
1985 ; Tibken et Dilaver, 2002 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ;
Blanchini et Miani, 2008 ; Khalil et Grizzle, 1996).
Contrairement au cas des systèmes linéaires, et en raison de la grande variété des non
linéarités dans la nature, le développement d’une théorie mathématique unifiée permettant de
déterminer, analytiquement ou numériquement, les domaines d’attraction de toutes les classes
possibles des systèmes non linéaires en temps polynomial, est un grand défi.
Dans la littérature, il existe deux familles d’approches pour déterminer le domaine d’at-
traction d’un système non linéaire : une famille est basée sur l’utilisation de la théorie de
Lyapunov (Davison 1971 ; Tibken et Dilaver, 2002 ; Vannelli et Vidyasagar, 1985 ;
Tan et Packard, 2006 ; Tibken, 2000 ; Trofino, 2000 ; Chesi, 2005 ; Chesi, 2009 ; Topcu
et al. 2010) et l’autre famille est celle qui n’est pas basée sur l’utilisation de la théorie de Lya-
punov (Paradis et Perlmutter, 1966 ; Leathrum, Johnson et Lapidus, 1964 ; Davison
et Cowan, 1969 ; Texter, 1974 ; Loparo et Blankenship, 1976 ; Genesio et Vicino,
1984 ; Genesio, Tartaglia et Vicino, 1985)
Pour les systèmes polynomiales, c.-à-d. les systèmes dont les champs de vecteurs sont
des polynômes, de nombreuses techniques bien établies sont disponibles pour calculer une
estimation du domaine d’attraction, (Chesi et al. 2005 ; Prakash et Vanualailai 2002 ; Tan
et Packard, 2006 ; Tibken, 2000 ; Tibken et Dilaver, 2002 ; Sassi et Girard, 2012). Ces
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méthodes peuvent être appliquées dans la pratique malgré que la plupart des systèmes réels
sont des systèmes non polynomiaux en utilisant des méthodes d’approximation. Pour ce type
de systèmes, quelques approches ont été proposées pour traiter le problème de l’estimation du
domaine d’attraction, (Chesi, 2005 ; Chesi, 2009 ; Chesi, 2011 ; Saleme et Tibken, 2012 ;
Saleme et al. 2011). L’avantage de ces méthodes est qu’elles permettent de déterminer des
ensembles qui peuvent être non convexes.
Dans la littérature, ils existent plusieurs techniques pour caractériser le domaine d’attrac-
tion d’un système non linéaire. Les méthodes de la théorie des ensembles peuvent être très
utiles pour résoudre ce problème. Nous allons montrer dans la suite deux approches basées
sur la théorie des ensembles qui conduisent à la caractérisation du domaine d’attraction d’un
système non linéaire générique.
Approche 1 : Utilisation d’un système extension LDI La première approche consiste,
tout d’abord, à approximer autour du point d’équilibre la dynamique du système non linéaire
avec la dynamique d’un système LDI (Boyd et al. 1994), que nous appelons dans cette thèse
le système extension LDI du système non linéaire. Ensuite, elle consiste à appliquer les mé-
thodes classiques de la caractérisation des domaines d’attraction pour les systèmes linéaires
afin d’estimer le domaine d’attraction du système extension LDI. Ce domaine d’attraction
est l’approximation du domaine d’attraction du système non linéaire original (Blanchini et
Miani, 2008 ; Boyd et al. 1994).
Considérons le système non linéaire incertain suivant :
x(k + 1) = f(x(k), u(k), w(k)). (3.20)
L’idée consiste à déterminer une famille de matrices{
(A(p), B(p)), p ∈ P
}
,
tel que pour tout w ∈W,
f(x(k), u(k), w(k)) = A(p)x(k) +B(p)u(k), pour certains p ∈ P, (3.21)
pour tout x and u, avec P l’ensemble qui contient le vecteur des paramètres p.
Le système extension LDI peut être donné comme suit :
x(k + 1) = A(p)x(k) +B(p)u(k), p ∈ P. (3.22)
Si telles matrices A(·) et B(·) existent, nous pouvons dire que le système non linéaire (3.20)
est représenté par le système extension LDI (3.22). Ainsi, nous pouvons affirmer que toute
trajectoire du système non linéaire original (3.20) est également une trajectoire du système
extension LDI (3.22). Par conséquent, si nous pouvons déterminer le domaine d’attraction du
système (3.22) avec les méthodes classiques, nous pouvons également déterminer le domaine
d’attraction du système (3.20). Cette méthode introduit du conservatisme. En revanche, elle
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est intéressante malgré ce conservatisme car les domaines d’attraction calculés par cette ap-
proche peuvent être utiles pour d’autres méthodes de caractérisation qui ont besoin d’un
domaine initial. Elle est également intéressant pour les méthodes du contrôle avancées comme
le contrôle prédictif. Finalement, l’étude de la stabilisation du système (3.20) peut être réalisée
en travaillant directement avec le système extension LDI (3.22) (Blanchini et Miani, 2008 ;
Boyd et al. 1994).
Cette approche est facilement applicable puisque au niveau combinatoire les techniques
pour les systèmes linéaires restent également valides pour ce genre de systèmes. Ainsi, la
caractérisation du domaine d’attraction du système extension LDI (3.21) peut être faite en
procédant de la même manière que pour les systèmes linéaires incertains, (Blanchini et
Miani, 2008 ; Boyd et al. 1994). Par conséquent, des procédures algorithmiques basées sur
l’optimisation convexe peuvent être développées pour caractériser le domaine d’attraction d’un
système non linéaire.
Dans certains cas, cette approche basée sur la représentation du système non linéaire
par un système LDI présente des limites et elle ne peut pas être généralisée. Pour cela, une
deuxième approche a été développée. Cette deuxième approche peut être généralisée pour une
large classe de systèmes non linéaires. Elle est basée sur l’utilisation du système CDI, que nous
allons définir ci-après. Dans la littérature, nous trouvons plusieurs travaux sur cette deuxième
approche (Fiacchini, 2010) et (Fiacchini, Alamo et Camacho, 2010 ; Fiacchini, Alamo
et Camacho, 2012 ; Alamo et al. 2009).
Cette deuxième approche est donnée dans la suite, pour le cas des systèmes non linéaires
déterministes, voir (Fiacchini, 2010) pour plus de détails.
Approche 2 : Utilisation d’un système extension CDI Nous considérons le système
non linéaire déterministe suivant :
x(k + 1) = f(x(k), u(k)), (3.23)
avec x(k) ∈ X ⊆ Rn la variable d’état du système, x(k+ 1) le successeur de x(k), u(k) ∈ U ⊆
Rm l’entrée de contrôle du système et f : Rn × Rm → Rn une fonction non linéaire qui régit
l’évolution du système (3.23). Les ensembles X et U représentent, respectivement, l’ensemble
de contraintes sur l’état du système et l’ensemble de commandes admissibles.
Dans ce chapitre, nous voudrions arriver à donner une approche basée sur les méthodes de
la théorie des ensembles pour la caractérisation des domaines d’attraction des systèmes non
linéaires (3.23), tel que cette approche n’introduit pas beaucoup de conservatisme et qu’elle
peut être généralisée à une grande classe de systèmes non linéaires.
Cette approche de caractérisation du domaine d’attraction pour les systèmes non linéaires
est basée sur la représentation du système non linéaire (3.23) par un système extension CDI
que nous définissons dans la suite. Puis sur l’application des méthodes classiques de la carac-
térisation des domaines d’attraction pour les systèmes linéaires, pour caractériser le domaine
d’attraction du système extension CDI, qui peuvent être adaptées pour ce genre de systèmes.
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Dans un premier temps, nous définissons un système CDI, caractérisé par une fonction
dont l’image est un ensemble, tel que son graphe contient le graphe de la fonction déterminant
le système non linéaire (3.23). Une fois ce système CDI est déterminé, nous l’appelons le
système extension CDI. Ainsi, nous pouvons conclure que le système non linéaire (3.23) est
approximé par un système extension CDI.
Cette représentation a deux avantages : le premier réside dans le fait qu’un ensemble
invariant (contractif) pour le système extension CDI est également invariant (contractif) pour
le système non linéaire (3.23) ; le deuxième avantage est que la convexité est conservée par
l’opérateur contrôlable en un pas pour les système CDI, ce qui rend les méthodes numériques
appropriées à des systèmes linéaires valables également pour les systèmes CDI grâce aux
propriétés particulières de ces systèmes.
En résumant, afin de caractériser le domaine d’attraction pour un système non linéaire, il
suffit de déterminer une fonction dont l’image est un ensemble convexe qui borne la fonction
non linéaire. Ensuite, un ensemble invariant (contractif) pour le système CDI défini par cette
fonction est également invariant (contractif) pour le système non linéaire original défini par
la fonction non linéaire (Fiacchini, 2010 ; Riah, Fiacchini et Alamir, 2015).
Une fois le système non linéaire est représenté par un système extensions CDI, l’étape
suivante est la caractérisation du domaine d’attraction du système extension CDI.
Définition 3.18 (Système DI)
Un système d’inclusion aux différences (DI en anglais qui abrège Difference inclusions) est un
système défini par l’inclusion suivante :
x(k + 1) ∈ F(x(k), u(k)), (3.24)
avec x(k) ∈ X ⊆ Rn la variable d’état du système, x(k+1) le successeur de x(k), u ∈ U ⊆ Rm
l’entrée de commande du système et F(x, u) un ensemble dans Rn, tel que la fonction F(·, ·)
est une fonction qui relie un ensemble à tout point (xT uT )T ∈ X×U, c.-à-d.
F(x, u) ⊆ Rn,
pour tout x ∈ X et u ∈ U.
Pour définir un système CDI, nous introduisons l’hypothèse suivante :
Hypothèse 3.3
En considérant que la fonction F , qui détermine le système dynamique (3.24), est une fonction
tel que l’ensemble F(x, u) est compact et convexe pour tout x ∈ X et u ∈ U, ainsi pour tout
η ∈ Rn, la fonction F (x, u, η) : X×U× Rn −→ R définie comme suit :
F (x, u, η) = φF(x,u)(η) = sup
z∈F(x,u)
ηT z (3.25)
est convexe par rapport à (xT uT )T ∈ X×U.
En pratique la fonction F (x, u, η) est la fonction support de l’ensemble F(x, u) le long de
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la direction η ∈ Rn. En utilisant cette fonction, nous donnons la définition suivante :
F(x, u) =
{
z ∈ Rn : ηT z ≤ F (x, u, η), ∀η ∈ Rn
}
. (3.26)
Comme la fonction F (x, u, η) est convexe par rapport à (xT uT )T ∈ X×U pour tout η ∈ Rn,
alors l’ensemble F(x, u) est convexe par rapport à x.
Les systèmes dynamiques DI (3.24) pour lesquels l’Hypothèse 3.3 est satisfaite sont des
systèmes CDI définis dans (Fiacchini, 2010 ; Fiacchini, Alamo et Camacho, 2012).
Remarque 3.1
Notons que dans les travaux de cette thèse, nous ne cherchons pas à caractériser des ensembles
invariants et contractifs centrés à l’origine. Ainsi, dans la suite nous ne posons pas de condi-
tions sur les valeurs de F (0, 0, η), ∀η ∈ Rn.
Dans la suite, nous donnons un exemple de système CDI autonome en deux dimensions. Cet
exemple a pour objectif de clarifier la définition d’un système CDI en donnant les illustrations
géométriques des différents éléments qui définissent un tel système. Notons que les définitions
d’un système CDI autonome sont similaires aux définitions d’un système CDI non autonome
que nous avons appelé dans ce chapitre système CDI tout-court.
Exemple 3.1
Nous considérons le système (3.24) avec une fonction F : R2 → R2 donnée sous cette forme :
F(x) =
{
z ∈ R2 : ‖z‖∞ ≤ ‖x‖2
}
, (3.27)
avec ‖ · ‖∞ la norme infinie et ‖ · ‖2 la norme 2. Nous donnons ci-après les expressions des
images de trois valeurs de l’état du système x1 = (1 1)T , x2 = (2 2)T et x3 = (3 3)T ,
en utilisant la fonction F(·). Ces expressions sont des ensembles liés aux trois éléments de
l’espace d’état, elles sont données comme suit :
F(x1) =
{
z ∈ R2 : ‖z‖∞ ≤
√
2
}
,
F(x2) =
{
z ∈ R2 : ‖z‖∞ ≤
√
8
}
,
F(x3) =
{
z ∈ R2 : ‖z‖∞ ≤
√
18
}
.
(3.28)
Les géométries des ensembles sont données en Figure 3.4.
L’ensemble F(x1) est l’image en utilisant la fonction F(·) de l’état du système x = (1 1)T
et il est aussi l’image de tous les états du système x dont la norme ‖x‖2 =
√
2. La fonction
support de l’ensemble F(x) peut être calculée facilement. Ainsi, soient η ∈ R2 et x ∈ R2 deux
variables, la fonction support est calculée comme suit :
F (x, η) = sup
z∈R2
{
ηT z : ‖z‖∞ ≤ ‖x‖2
}
= |η1|‖x‖2 + |η2|‖x‖2. (3.29)
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Nous remarquons que la fonction support est convexe par rapport à x pour tout η ∈ R2,
car nous avons l’inégalité triangulaire ‖y1 + y2‖2 ≤ ‖y1‖2 + ‖y2‖2 qui est vérifiée pour tout
y1 et y2 ∈ R2. La Figure 3.5 montre la fonction support pour une valeur particulière de η,
η = (0.6 − 1)T .
Dans la suite, nous considérons que l’hypothèse 3.3 est satisfaite pour le système ID (3.24).
Cela nous permet d’utiliser directement le système (3.24) comme un système CDI.
Le système CDI (3.24) défini par la fonction (3.27) peut être utilisé afin de représenter
des systèmes non linéaires ou des systèmes linéaires avec incertitudes. Dans les prochains
chapitres, nous allons donner des exemples qui illustrent mieux cette représentation.
−5 −4 −3 −2 −1 0 1 2 3 4 5
−4
−5
−3
−2
−1
0
1
2
3
4
5
F(x1)
F(x2)
F(x3)
x1
x2
Fig. 3.4 – Illustration des ensembles F(x1),F(x2) et F(x3) en R2.
Dans cette thèse, le système CDI (3.24) est utilisé pour représenter le système non linéaire
(3.23). Ainsi, nous avons que
f(x, u) ∈ F(x, u)
pour tout x ∈ X et u ∈ U.
Pour les systèmes biologiques, nous pouvons utiliser les systèmes extension CDI pour
représenter les dynamiques des systèmes non linéaires (3.23) pour u = umin et u = umax, afin
d’obtenir les ensembles invariants maximaux (domaines d’attraction) pour les premiers, qui
sont aussi invariants pour les derniers.
La Figure 3.6 montre un exemple de représentation. Nous remarquons que l’erreur de
représentation du système non linéaire original par un système extension CDI dépend des non
linéarités présentes dans le système non linéaire. En conséquence, une bonne représentation
est nécessaire pour une bonne estimation du domaine d’attraction.
Maintenant, nous considérons que le système non linéaire (3.23) est représenté par un
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Fig. 3.5 – Fonction support convexe F (x, η) pour η = (0.6 − 1)T et F(x) définie dans (3.27).
x
f (x, u)
f (x, u)
f̌(x, u)
f̂(x, u)
Fig. 3.6 – Illustration du concept de représentation en R projeté sur le plan u = 0 : le système
extension CDI est défini par F(x, u) tel que F(x, u) = {x ∈ R : f̂(x, u) ≤ x ≤ f̌(x, u)} ; le
système (3.23) est représenté par le système (3.24) tel que la condition f(x, u) ∈ F(x, u) est
garantie pour tout x ∈ X et u ∈ U.
système extension CDI sous la forme (3.24). Ainsi, la deuxième étape de la deuxième approche
est de donner une méthode basée sur les méthodes de la théorie des ensembles pour caractériser
le domaine d’attraction du système extension CDI. Elle est donnée ci-après.
En utilisant la fonction support d’un ensemble définie dans le Chapitre 2, nous donnons
la propriété suivante :
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Propriété 3.1
Soient deux ensembles convexes et compacts Ω ⊆ Rn et Γ ⊆ Rn. Nous savons que x ∈ Ω si et
seulement si ηTx ≤ φΩ(η) pour tout η ∈ Rn, et Γ ⊆ Ω si et seulement si φΓ(η) ≤ φΩ(η), pour
tout η ∈ Rn.
Nous rappelons la définition des ensembles invariants pour les systèmes non linéaires gé-
nériques, adaptée ici pour le cas des ensembles potentiellement illimitées qui ne contiennent
pas nécessairement l’origine et les fonctions dont l’image est un ensemble.
Définition 3.19 ((Blanchini et Miani, 2008 ; Fiacchini, 2010))
L’ensemble convexe et compact Ω ⊆ X ∈ Rn est un ensemble invariant contrôlable pour le
système (3.23) si pour tout x ∈ Ω il existe u ∈ U tel que f(x, u) ∈ Ω ; Il est invariant
contrôlable pour le système extension CDI (3.24) si pour tout x ∈ Ω, il existe u ∈ U tel que
F(x, u) ⊆ Ω.
Géométriquement, pour chaque trajectoire qui commence dans un ensemble invariant
contrôlable Ω, il existe une séquence de contrôles admissibles u(k) ∈ U, k ∈ N, telle que
la trajectoire demeure dans l’ensemble. Pour le système extension CDI (3.24), la propriété
d’invariance de Ω ⊆ X peut être donnée en terme d’un opérateur contrôlable en un pas, qui
est défini ci-après.
Définition 3.20
En considérant que l’Hypothèse 3.3 est satisfaite pour la fonction F(·, ·) qui détermine le
système extension CDI (3.24). L’opérateur contrôlable en un pas est défini par Q tel que
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : F(x, u) ⊆ Ω
}
, (3.30)
pour tout Ω ⊆ X.
La méthode pour la caractérisation du domaine d’attraction pour le système extension CDI
(3.24) est basée sur l’utilisation de la Définition 3.20, qui définit l’opérateur contrôlable en un
pas pour ce genre de système. Cet opérateur contrôlable en un pas associé à chaque ensemble
Ω est l’ensemble des points pour lesquels il existe un ensemble de contrôles admissibles u ∈ U
tels que ces points peuvent être conduits dans Ω en utilisant la fonction F(·, ·). La Figure 3.2
montre l’interprétation géométrique de cet opérateur.
En utilisant cette définition, nous constatons qu’un ensemble convexe et compact Ω ⊆ X
est un ensemble invariant contrôlable si et seulement si pour chaque x ∈ Ω il existe u ∈ U tel
que Ω ⊆ Q(Ω,U,X). Ainsi, l’opérateur contrôlable en un pas peut être utilisé, afin de vérifier
l’invariance contrôlable d’un ensemble et déterminer une séquence d’ensembles imbriqués qui
converge vers l’ensemble invariant contrôlable maximal pour les systèmes non linéaires.
Finalement, nous donnons l’Algorithme 2 qui permet de générer la séquence d’ensembles
qui converge vers le domaine d’attraction du système (3.23), (Blanchini et Miani, 2008 ;
Fiacchini, 2010 ; Riah, Fiacchini et Alamir, 2015).
En commençant l’Algorithme 2 par un ensemble invariant initial Ω0, l’ensemble Ωk est un
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Algorithme 2 : Séquence d’ensembles pour le système (3.24)
Entrée : Ensemble initial, compact et convexe Ω0 ⊆ X.
1: pour k ∈ NN
2: Calculer Ωk+1 = Q(Ωk,U,X) ∩X
3: si Ωk+1 = Ωk alors Ωmax = Ωk retourner
4: fin si
5: fin pour
Sortie : Ensemble invariant contrôlable maximal Ω∞ = Ωmax.
ensemble invariant contrôlable qui converge vers le domaine d’attraction du système extension
CDI (3.24), quand k → n et ainsi pour tous les systèmes non linéaires qui peuvent être
représentés par le système extension CDI (3.24).
Dans la suite de ces travaux de thèse, nous nous intéressons à caractériser les domaines
d’attraction des systèmes non linéaires, sous forme polyédrique, c.-à-d. l’ensemble Ωk devrait
être un polyèdre. Le choix réside dans le fait que les polyèdres fournissent des bonnes ap-
proximations aux ensembles convexes par rapport aux ellipsoïdes. Ainsi, nous introduisons le
résultat suivant, qui nous donne la définition de l’opérateur contrôlable en un pas, pour le cas
des ensembles polyédraux, prouvé dans (Fiacchini, 2010).
La preuve a été faite en utilisant les propriétés des polyèdres, de la convexité des ensembles,
la function support d’un ensemble (2.2) et la Propriété 3.1.
Proposition 3.5
Soient la fonction F(x, u) qui détermine le système extension CDI (3.24), l’ensemble de
contraintes sur l’état du système X et l’ensemble de commandes admissibles U. Soit le poly-
tope Ω(H,h) =
{
x ∈ Rn : Hx ≤ h
}
, avec H ∈ Rnh×n et h ∈ Rnh. L’opérateur contrôlable
en un pas est donné par Q tel que :
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : F (x, u,HTi ) ≤ hi, ∀i ∈ Nnh
}
. (3.31)
Pour chaque polytope Ω, l’ensemble Q(Ω,U,X) résultant en appliquant (3.31) est un
ensemble fermé et convexe. En outre, si la fonction F (·, ·, η) est définie par un ensemble
de fonctions affines par morceaux en x, alors Q(Ω,U,X) est un polyèdre. Ce polyèdre est
l’intersection d’un nombre fini de demi-espaces. Ces propriétés peuvent être trouvées en détail
dans (Fiacchini, 2010).
L’Algorithme 2 est efficace pour calculer l’ensemble invariant contrôlable maximal pour
les systèmes non linéaires, pour lesquels l’opérateur contrôlable en un pas (3.31) est calcu-
lable. Une fois que l’ensemble de contraintes X, l’ensemble de commandes admissibles U et
l’ensemble initial Ω0 pour le système non linéaire (3.23) sont sélectionnés, l’Algorithme 2 est
entièrement automatique et aucun autre paramètre nécessite d’être sélectionné.
Remarque 3.2
Le domaine d’attraction relatif à un profil de contrôle u défini a priori peut être calculé en
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appliquant l’Algorithme 2 avec l’opérateur suivant :
Qu(Ω,X) =
{
x ∈ X | F (x, u,HTi ) ≤ hi, ∀i ∈ Nnh
}
. (3.32)
Le domaine d’attraction calculé en utilisant l’Algorithme 2 est la région de stabilité pour le
système dynamique (3.23) où les contraintes posées sur l’évolution du système sont satisfaites.
Plusieurs informations peuvent être extraites de ce domaine en commençant la procédure de
l’intérieur de l’ensemble de contraintesX, à savoir pour un état initial, le temps de convergence,
des informations quantitatives sur les entrées de contrôle, la violation des contraintes sur l’état
du système et l’existence des profils de contrôle qui respecte les contraintes et les objectifs de
contrôle dans le cas où ce dernier n’est pas posé a priori.
Finalement, la deuxième approche à suivre afin de caractériser le domaine d’attraction
d’un système non linéaire déterministe (3.23) est la suivante :
1. La recherche d’un système extension CDI (3.24) qui peut représenter le système non
linéaire (3.23) tel que f(x, u) ∈ F(x, u) pour tout x ∈ X et u ∈ U ;
2. Le calcul de l’opérateur contrôlable en un pas pour le système extension CDI (3.24) ;
3. L’implémentation de l’Algorithme 2.
Cette approche conduit au calcul d’ensembles convexes, qui sont des approximations des
domaines d’attraction pour les systèmes non linéaires. Ainsi, la précision de l’approche dé-
pendra de l’erreur de représentation des systèmes non linéaires par des systèmes extensions
CDIs.
Cette approche est basée sur la convexité des ensembles et les fonctions qui définissent
les problèmes d’optimisation convexe. Elle offre l’avantage d’être efficace sans pour autant
être complexe ou onéreuse. Toutefois, elle conduit à des procédures algorithmiques avec une
complexité raisonnable. En outre, des contraintes dures sur l’état des systèmes et/ou sur les
entrées de contrôle peuvent être satisfaites avec cette approche.
Dans cette thèse, nous nous intéressons à la caractérisation des domaines d’attraction
des systèmes non linéaires incertains. Le deuxième objectif de cette thèse est d’étendre cette
deuxième approche afin de développer des méthodes pour la caractérisation des domaines
d’attraction pour les systèmes non linéaires avec incertitudes paramétriques et/ou additives.
Ces méthodes étendues devraient conduire à des procédures algorithmiques traitables numé-
riquement.
Le but final de cette thèse est de développer des outils numériques pour la caractérisation
des domaines d’attraction pour les systèmes non linéaires de la croissance tumorale en présence
de différents traitements.
3.5 Conclusion
Dans ce chapitre nous avons commencé par donner la définition des méthodes de la théorie
des ensembles avec ses avantages qui permettent de répondre aux problématiques de contrôle
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des systèmes dynamiques. Parmi eux, c’est la capacité de ces méthodes à traiter les problèmes
de contrôle des systèmes dynamiques avec contraintes dures, et également en présence d’incer-
titudes paramétriques et/ou additives. Ensuite, quelques concepts, définitions et résultats sur
les méthodes de la théorie des ensembles ont été rappelés. Le concept d’invariance contrôlable
robuste d’un ensemble a été introduit. Il a été démontré qu’un ensemble peut être invariant
contrôlable robuste si et seulement s’il est contenu dans l’ensemble contrôlable robuste en un
pas. Cette condition est la base pour tester l’invariance contrôlable robuste d’un ensemble et
elle est souvent utilisée pour dériver des résultats en invariance.
Les ensembles contrôlables robustes en un pas et maximal ont été introduits. Il a été montré
que tous les éléments de chaque ensemble partagent des propriété bien définies. L’ensemble
invariant contrôlable robuste maximal peut être calculé en utilisant la procédure itérative
de l’Algorithme 1. Un autre concept important a été ensuite introduit, l’ensemble invariant
minimal. Il a été rappelé que l’ensemble invariant minimal pour les systèmes linéaires avec in-
certitudes additives est l’ensemble invariant contenu dans tous les autres ensembles invariants.
La deuxième partie a été consacrée à la relation qui existe entre la stabilité et l’invariance
d’un ensemble. Il a été constaté que la stabilité d’un système incertain peut être assurée
par l’existence des sous-ensembles invariants robustes dans la région de l’espace d’état. Un
autre concept intéressant de la théorie des ensembles a été introduit dans cette partie, qui
est la contraction d’un ensemble. Il a également été montré que la convergence vers un point
d’équilibre ou vers un ensemble peut être reliée à la région de l’espace d’état où la propriété
de contraction est garantie.
La dernière partie de ce chapitre a traité la problématique de caractérisation des domaines
d’attraction des systèmes dynamiques en utilisant les méthodes de la théorie des ensembles.
Pour les systèmes linéaires, deux méthodes ont été rappelées, celle proposée dans (Blanchini,
1999) et l’autre dans (Kolmanovsky et Gilbert, 1998). Il a été remarqué que les deux
méthodes sont des méthodes itératives et équivalentes. Ensuite, la problématique de la stabilité
des systèmes saturés a été introduite, avec quelques références dans la littérature qui proposent
des solutions en déterminant le domaine d’attraction de tels systèmes.
Finalement, deux approches ont été données pour la caractérisation des domaines d’attrac-
tion des systèmes non linéaires déterministes. La deuxième approche est l’approche qui peut
être généralisée pour une grande classe de systèmes non linéaires. Les domaines d’attraction
avec cette approche sont des polyèdres.

Chapitre 4
Aperçu des problématiques des
thérapies du cancer
Dans ce chapitre, la problématique liée aux traitements anticancéreux est introduite. Dans
un premier temps, les mécanismes de développement d’une tumeur sont donnés. Un aperçu des
thérapies les plus utilisées est donné. Un aperçu de plusieurs types de modèles de croissance
tumorales qui ont été utilisés dans la modélisation des traitements anticancéreux est fournit.
Certains travaux comprennent l’optimisation du traitement du cancer. Comme tant de modèles
mathématiques ont été publiés au cours des 50 dernières années, nous ne prétendons pas être
exhaustifs mais nous voudrions introduire quelques modèles et objectifs des traitements, afin
de décrire et optimiser le sort de population des cellules cancéreuses.
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4.1 Introduction
Le cancer est l’une des principales maladies qui menacent gravement la vie humaine.
Chaque année, des milliers de personne sont atteints par cette maladie en France et dans
le monde, et plus que la moitié des personnes touchées n’arrivent pas à le vaincre (Lesart,
2013). Plusieurs traitements existent pour combattre le cancer (Swan, 1990 ; Pillis, Gu
et Radunskaya, 2006). La complexité que les cliniciens rencontrent réside dans la manière
d’effectuer ces traitements, afin de garantir une contraction maximale de la tumeur tout en
minimisant les effets négatives des médicaments sur la santé des patients (Alamir, 2014 ;
Ledzewicz, Schättler et d’Onofrio, 2008a ; Martin, 1992). La complexité réside dans
le fait que pour beaucoup de médicaments en plus d’avoir la capacité d’éradiquer les cellules
cancéreuses, ils ont d’autres effets secondaires, qui nuisent à la santé des patients (Shi et al.
2014 ; Chareyron et Alamir, 2009 ; Swan, 1990).
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La chimiothérapie est l’une des thérapies les plus couramment utilisées (Chauvet et al.
2013). Le nombre de cellules cancéreuses, la toxicité et la résistance aux médicaments sont des
facteurs clés dans la planification du traitement de chimiothérapie (Murray, 1994 ; Afenya,
1996 ; Matveev et Savkin, 2002). La plupart des études sur le problème de l’optimisation
des traitements de chimiothérapie diffèrent les uns des autres par la façon avec laquelle ils
modélisent les interactions entre ces facteurs clés (Murray, 2002). La croissance des cellules
cancéreuses peut être modélisée au moyen d’un modèle Gompertzien, exponentiel ou d’un
modèle logistique (Murray, 2002).
Plusieurs techniques pour le calcul des protocoles d’administration efficaces ont été données
dans la littérature, les premières techniques sont basées sur le contrôle optimal (Pillis et al.
2007 ; Ledzewicz, Schättler et d’Onofrio, 2008a ; Swan, 1990 ; Martin, 1992 ; Pillis,
Gu et Radunskaya, 2006 ; Matveev et Savkin, 2002), et ces dernière années d’autres sont
apparues, elles sont basées sur le contrôle en boucle fermée (Chareyron et Alamir, 2009 ;
Alamir, 2014 ; Alamir, 2015 ; Szeles et al. 2012 ; Cusimano, Palumbo et Papa, 2015).
L’objectif de ce chapitre est de fournir un aperçu de problématiques du traitement du
cancer, en mettant l’accent sur les problèmes de modélisation de la croissance tumorale et les
différents problèmes d’optimisation posés dans la littérature. L’objectif final de cette thèse est
donné dans ce chapitre.
4.2 Développement d’une tumeur
Le cancer est l’une des principales causes de décès dans le monde. Les processus patholo-
giques complexes et interdépendants qui définissent le cancer et modélisent son développement
ont attiré l’attention des scientifiques de différentes disciplines. La recherche dans différents
domaines, et en particulier dans le domaine biomédical, est dédiée à comprendre et à com-
battre le cancer (Pons-Salort et al. 2012). En France, le cancer est la première cause de
mortalité chez les hommes avec 33% des décès et la deuxième chez les femmes avec 24% des
décès, après les maladies cardiovasculaires (Lesart, 2013). Il existe plusieurs types de cancer
qui dépendent de sa localisation dans le corps humain. Ainsi, les chances de survie du patient
peuvent varier selon l’âge du patient et/ou le stade de la tumeur au moment du diagnostic.
Les cancers les plus courants sont le cancer du sein, le cancer de la prostate, le cancer du
côlon-rectum, et le cancer du poumon (Guérin et Hill, 2010).
Le cancer est une maladie qui est caractérisée par la prolifération incontrôlée des cellules.
Ce phénomène est le résultat de la transgression des mécanismes de régulation, qui assure
le développement harmonieux de notre organisme, faite par certaines types de cellules. Ces
cellules se multiplient de façon anarchique et finissent par donner naissance à des tumeurs
de plus en plus grosses. Ces tumeurs sont caractérisées par leur capacité à se développer
rapidement en envahissant puis détruisant les zones qui les entourent (organes). De nouvelles
tumeurs peuvent être formées par le processus de migration ou d’expansion d’un organe à
un autre. En détruisant son environnement et en consommant l’oxygène et les nutriments, le
cancer peut devenir un réel danger pour la survie de l’être vivant.
Le corps humain est complexe et présente, globalement, 3 niveaux d’organisation qui sont :
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• Les cellules, qui sont l’unité de base des tissus, et qui présentent elles-même une orga-
nisation microscopique complexe ;
• Les tissus qui composent les organes (par exemple, les glandes, les muscles, etc.) et
structurent le corps (le squelette, la peau) ;
• Les organes, enfin, (par exemple, le cerveau, le cœur, les poumons, etc.) qui ont tous un
rôle différent et souvent fondamental dans le fonctionnement du corps.
Les cellules cohabitent et communiquent de façon harmonieuse afin de préserver l’archi-
tecture et les fonctions propres à chaque organe ou système.
Une cellule cancéreuse est une cellule qui devient totalement indisciplinée, suite à une
agression ou un dommage et liée à une modification de la structure d’un gêne, c’est ce qu’on
appelle une mutation. Parfois, l’agression est violente et courte. Le plus souvent elle est de
faible intensité, mais s’étend sur une longue période. Cette altération intime de la cellule
constitue la base même de tous les cancers. La cellule n’arrête plus de se multiplier, et reste
en vie dans un organe où habituellement les cellules meurent et se renouvellent rapidement.
Cette prolifération va aboutir à la formation de la tumeur, qui en se développant arrive à
détruire les cellules normales avoisinantes.
Un cancer est le résultat d’une cellule cancéreuse qui se multiplie beaucoup pour former
un regroupement de cellules. Ces cellules ne ressemblent plus beaucoup aux autres cellules
voisines, leur noyau est plus gros, traduisant leur intense activité, parfois leur taille est éga-
lement plus grande. Les premiers regroupements de cellules sont généralement sans danger,
restent sous contrôle (ne se développent pas). Ils sont parfois même détruits par le système
immunitaire. Il faut un regroupement d’environ 100 000 cellules pour que l’on commence à
parler de tumeur. Une tumeur devient dangereuse (maligne) lorsqu’elle commence à s’infiltrer,
c’est-à-dire que les cellules cancéreuses au lieu de rester groupées les unes aux autres, com-
mencent à former des extensions vers des zones voisines. Cette infiltration devient néfaste car
les cellules cancéreuses commencent à détruire les cellules normales, et mettent en danger le
fonctionnement de l’organe.
Les cellules cancéreuses sont des grandes consommatrices d’oxygène et de nutriments et
durant le processus de division pour construire de nouvelles cellules cancéreuses, elle vont man-
quer de ressources. Ainsi, afin d’induire le développement de nouveaux vaisseaux qui vont à
nouveau les alimenter, elles émettent des facteurs de croissance comme VEGF (Vascular Endo-
thelial Growth Factor en anglais), (Lesart, 2013). Par conséquent, la tumeur peut continuer
ainsi son développement, en continuant à se diviser (Folkman et al. 1971). Ce processus est
appelé l’angiogenèse, sans lequel la tumeur ne peut se développer que au delà de quelques mil-
limètres (Folkman, Cole et Zimmerman, 1966). La Figure 4.1 montre la croissance d’une
tumeur qui est favorisée par l’angiogenèse. La figure est prise de (Lesart, 2013).
Les principales causes des cancers, l’évolution de mortalité par cancer dans les 60 dernières
années pour les principales localisations et l’évolution récente de chaque localisation sont
données dans (Hill, 2013).
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Fig. 4.1 – L’angiogenèse et la croissance tumorale (Lesart, 2013).
4.3 Les thérapies
Le traitement conventionnel du cancer comprend de nombreuses modalités, toutes ayant
la même intention de base qui est de tuer les cellules cancéreuses ou d’empêcher leur pro-
lifération (Hahnfeldt et al. 1999). Les trois thérapies pour guérir les tumeurs solides les
plus couramment utilisés sont la radiothérapie, la chirurgie et la chimiothérapie (Chauvet
et al. 2013). La chimiothérapie est un type de traitement qui consiste à administrer des agents
thérapeutiques comme les médicaments cytotoxiques et cytostatiques, ces agents visent les
cellules cancéreuses afin d’inhiber ou d’empêcher leur bon fonctionnement. Les médicaments
cytotoxiques conduisent les cellules à leur destruction et cela peut être obtenu soit en alté-
rant le génome, ou plus indirectement par l’altération des mécanismes essentiels du cycle de
division cellulaire, telles que les enzymes de la thymidylate synthase (une enzyme qui joue un
rôle essentiel dans la synthèse de l’ADN et est l’une des principales cibles de médicament cy-
totoxique 5-FU) (Billy, Clairambault et Fercoq, 2013). Les médicaments cytostatiques
ralentissent le cycle de division cellulaire, en laissant les cellules vivantes (Billy, Clairam-
bault et Fercoq, 2013). La chimiothérapie est une méthode efficace pour le traitement du
cancer et son efficacité peut être freinée par la résistance aux médicaments qui peut être
développée par la tumeur. Elle peut avoir des effets secondaires importants en raison de la
destruction des cellules normales pendant le traitement (Shi et al. 2014). Cette thérapie doit
être appliquée aux cellules cancéreuses diffuses, qui se construisent lorsque le cancer atteint
le stade des métastases, une transmission de cellules cancéreuses de la tumeur primaire vers
d’autres parties du corps (Shi et al. 2014).
En général, les traitements anticancéreux ont deux effets, complètement opposés, sur la
santé des patients. Par exemple, la chimiothérapie permet d’anéantir les cellules cancéreuses
tout en détruisant les cellules normales dans le même temps. Par conséquent, l’administration
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des médicaments cytotoxiques et cytostatiques doit considérer un compromis entre la réduc-
tion des cellules cancéreuses et la toxicité (Shi et al. 2014). La toxicité peut être quantifiée en
fonction de la taille de population des cellules normales détruites ou des limites de doses des
médicaments à administrer (Shi et al. 2014). Plusieurs études ont été réalisées sur la chimio-
thérapie du cancer et différents protocoles d’administration de médicaments ont été proposés
(Afenya, 1996 ; Matveev et Savkin, 2002 ; Pillis et al. 2007 ; Swan, 1990 ; Martin, 1992 ;
Murray, 1994 ; Alamir et Chareyron, 2007).
En 1971, Folkman a montré que la suppression du réseau vasculaire tumoral pourrait
permettre d’affaiblir la tumeur (Folkman et al. 1971 ; Hahnfeldt et al. 1999). Ainsi, des
molécules peuvent viser les réseaux vasculaires tumoraux et influencer leurs évolutions. La
première molécule anti-angiogénique, c’est à dire qui empêche la vascularisation tumorale de
se développer, est découverte à la fin des années 1990 (Lesart, 2013 ; Hahnfeldt et al. 1999).
Dans certains travaux, ce médicament est classé parmi les médicaments cytostatiques, puisque
son action touche l’environnement du cancer et vise à l’appauvrir d’oxygène et des nutriments
(Billy, Clairambault et Fercoq, 2013) et il ne permet pas de tuer directement la tumeur.
Ce traitement a été nommé le traitement anti-angiogénique (Folkman et al. 1971 ; Folkman,
Cole et Zimmerman, 1966 ; Hahnfeldt et al. 1999). Ce traitement sans combinaison avec
d’autres types de traitements n’est pas efficace puisque, bien que cela évite la destruction
des cellules normales, il permet juste de réduire le taux de croissance des cellules tumorales
(Billy, Clairambault et Fercoq, 2013). Il a été réussi en monothérapie que dans certains
cas rares (Billy, Clairambault et Fercoq, 2013).
Dans la littérature, il a été montré que dans certain cas, l’utilisation d’un seul traitement
n’est pas efficace et il nécessite la combinaison de plusieurs traitements, par exemple la combi-
naison entre la chimiothérapie et l’immunothérapie (Chareyron et Alamir, 2009 ; Pillis,
Gu et Radunskaya, 2006 ; de Pillis et Radunskaya, 2001), et la combinaison entre le
traitement anti-angiogénique et la chimiothérapie (d’Onofrio et Gandolfi, 2010 ; Ledze-
wicz, Schättler et d’Onofrio, 2008a ; Hahnfeldt et al. 1999 ; Alamir, 2014). Comme
chaque médicament a son effet sur les cellules, il est approprié de considérer les médicaments
anticancéreux, cytotoxiques ou cytostatiques, avec leurs cellules cibles (les cellules cancéreuses
directement ou les cellules avoisinantes) (Billy, Clairambault et Fercoq, 2013).
Les essais cliniques randomisés sont la méthode standard pour l’évaluation des protocoles
de traitement de chimiothérapie. Plusieurs facteurs sont pris en compte dans les processus
d’évaluation ; le temps de traitement, les doses des médicaments et la combinaison entre plu-
sieurs médicaments, (Buyse et al. 2003 ; André et al. 2004). Bien que les essais cliniques
soient utilisés pour déterminer les protocoles de traitement de chimiothérapie fiables et effi-
caces, ils sont limités en raison du coût élevé, des longues durées des processus d’évaluation
et la difficulté de tester divers protocoles de traitement de chimiothérapie (Shi et al. 2014 ;
Retsky et al. 1997). Pour ces raisons là, la modélisation mathématique peut être une al-
ternative. En effet, la modélisation mathématique fournit une méthode peu coûteuse pour
l’évaluation des différentes stratégies de traitements de façon plus efficace en décrivant les re-
lations quantitatives entre plusieurs facteurs tels que la population de cellules cancéreuses, la
toxicité et la résistance aux médicaments (Hahnfeldt et al. 1999 ; Pillis, Gu et Raduns-
kaya, 2006 ; Ledzewicz, Schättler et d’Onofrio, 2008a). Les modèles mathématiques
ont comme mission d’aider les chercheurs à comprendre l’effet de divers facteurs, tels que
76 Chapitre 4. Aperçu des problématiques des thérapies du cancer
les taux de croissance de la tumeur et la perfusion des médicaments, sur la performance des
stratégies de traitement. Par conséquent, l’optimisation des traitements de chimiothérapie a
un intérêt croissant chez les chercheurs.
Dans cette thèse, nous nous intéressons à l’étude de la chimiothérapie du cancer, puis à
sa combinaison avec le traitement anti-angiogénique. Les contributions sont données dans les
Chapitres 7 et 8.
4.4 Modèles mathématiques du cancer
Le cancer est une maladie qui touche les cellules représentant l’unité de base de la vie. Ils
existent plusieurs types de cellules dans le corps et chaque cellule a son rôle bien précis. Une
cellule cancéreuse est une cellule qui s’est modifiée, qui perd son rôle initial et qui a tendance
à migrer dans d’autres parties du corps par les vaisseaux sanguins. Il y a plusieurs types de
cancer. En effet, il est nécessaire d’envisager un traitement adapté à chaque cancer. Chaque
traitement a pour objectif de réduire la quantité des cellules cancéreuses en minimisant les
effets secondaires du traitement. Les objectifs du traitement sont la guérison totale du patient
ou l’augmentation de la durée de vie du patient ou l’amélioration de la qualité de vie du
patient.
L’utilisation des mathématiques appliquées dans l’analyse et la rationalisation des actions
sur les systèmes biologiques est une longue tradition qui a permis de résoudre plusieurs pro-
blèmes posés par les biologistes (Jungck, 1997). L’objectif de la modélisation mathématique
est de ne pas dériver un modèle mathématique qui tient compte de tous les processus parce
que, même si cela fût possible, le modèle résultant donnerait moins d’aperçu des interactions
cruciales au sein du système. L’objectif est plutôt de développer des modèles qui capturent
l’essence de diverses interactions permettant leur résultat d’être mieux compris (Murray,
2002).
Le problème de l’identification des modèles mathématiques complets qui permettent de re-
produire, simuler et prévoir l’évolution des tumeurs a été largement abordé dans la littérature
(Folkman, Cole et Zimmerman, 1966 ; Afenya, 1996 ; Murray, 2002 ; Hahnfeldt et al.
1999 ; de Pillis et Radunskaya, 2001 ; Swan, 1990). Des nombreux chercheurs développent
des modèles mathématiques pour simuler les processus pharmacocinétiques et pharmacody-
namiques des médicaments (Harrold et Parker, 2009). Le processus pharmacocinétiques
décrit la distribution et le métabolisme du médicament, tandis que le processus pharmacody-
namique simule les effets des médicaments sur les cellules cancéreuses et les cellules normales
(Harrold et Parker, 2009). Ces modèles mathématiques ont été utilisés ensuite pour mini-
miser le nombre des cellules cancéreuses ou des quantités relatives comme le taux de croissance
des cellules cancéreuses. Les chercheurs utilisent des méthodes numériques pour calculer les
protocoles d’administration des médicaments optimaux, qui en général spécifient la fréquence,
la combinaison et les doses d’administration du médicament (Lesart, 2013 ; Swan, 1990 ;
Martin, 1992 ; Murray, 1994).
Les premiers modèles de croissance tumorale ont été développés pour reproduire et décrire
les courbes de croissance de la tumeur observées expérimentalement. Les plus courants sont
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le modèle exponentiel, dLdt = αL, le modèle logistique,
dL
dt = α(1 − LK ), avec L la population
des cellules cancéreuses et K la valeur maximale de population des cellules cancéreuses, ou
la capacité de charge de l’environnement, et le modèle Gompertzien, dLdt = αL ln
K
L . Les deux
modèles de régression logistique et Gompertzien prennent en compte l’éventuelle limitation de
la croissance tumorale en raison d’un manque d’espace ou de ressources. Le taux de croissance
instantané dL/dtL dépend de la capacité de charge de l’environnement. Le modèle Gompert-
zien a été utilisé pour la première fois pour simuler les données expérimentales de la croissance
tumorale (Laird, 1964 ; Laird, 1965). Beaucoup d’études sur la synthèse des protocoles d’ad-
ministration des médicaments optimaux sont basés sur ces modèles (Ledzewicz, Schättler
et d’Onofrio, 2008b ; d’Onofrio, Maurer et Schättler, 2009 ; Alamir, Fiacchini et
Stéphanou, 2015 ; Pillis, Gu et Radunskaya, 2006 ; Chareyron et Alamir, 2009 ; de
Pillis et Radunskaya, 2001 ; Martin, 1992 ; Murray, 1994 ; Matveev et Savkin, 2002 ;
Murray, 1990a ; Murray, 1990b ; Murray, 1997).
Dans (Murray, 1990a ; Murray, 1990b), les auteurs ont considéré un modèle de crois-
sance Gompertzien pour deux populations de cellules avec des termes de perte pour modéliser
l’effet du médicament cytotoxique. Ils ont considéré à la fois les cellules tumorales et les cellules
normales afin de prendre en compte les effets secondaires possibles du traitement sur la popu-
lation des cellules normales. L’objectif du traitement est de minimiser la taille de population
des cellules tumorales à la fin du traitement, tout en gardant la population de cellules normales
supérieures à un seuil donné comme une limite de la toxicité. Dans (Murray, 1997) l’auteur
a pris en compte la résistance des cellules aux médicaments cytotoxiques et il a appliqué le
problème d’optimisation des médicaments à administrer pour deux médicaments cytotoxiques.
Dans (Martin, 1992), l’auteur a proposé un modèle basé sur la croissance Gompertzien de
la population des cellules cancéreuses. Cette étude a pour objectif de déterminer des protocoles
d’administration de médicament qui réduirait la taille de la tumeur à la fin du traitement, sous
contraintes de doses maximales de médicament, les doses individuelles et la dose accumulée,
tout en assurant que la taille de la tumeur décroit plus vite qu’un seuil donné. Dans d’autres
études, afin de modéliser l’évolution de la tumeur, les auteurs ont utilisé des modèles Gom-
pertzien modifiés par des termes d’efficacité thérapeutique comme les termes de mortalité qui
dépendent de la concentration des médicaments (Ledzewicz, Schättler et d’Onofrio,
2008b ; d’Onofrio, Maurer et Schättler, 2009 ; Alamir, Fiacchini et Stéphanou,
2015 ; Pillis, Gu et Radunskaya, 2006 ; Chareyron et Alamir, 2009 ; de Pillis et Ra-
dunskaya, 2001 ; Martin, 1992 ; Murray, 1994 ; Matveev et Savkin, 2002 ; Afenya,
1996). En général, ces modèles ont été couplés avec des modèles caractérisant la croissance
des cellules saines nommées dans beaucoup d’articles les cellules normales. La quantité de ces
cellules est utilisée comme une mesure de la santé du patient. Ainsi, l’objectif des problèmes
d’optimisation est de minimiser la population des cellules cancéreuses à la fin du traitement,
tout en gardant que la mesure de santé (la population des cellules normales) soit supérieure à
une limite inférieure.
Pour les deux raisons suivantes : la non maitrise des effets des médicaments cytotoxiques
sur les différentes cellules constituant les organes de l’être vivant ; et le besoin d’avoir des
modèles orientés contrôle afin de pouvoir appliquer les outils mathématiques de l’optimisa-
tion, les auteurs ne précisent pas les cellules normales dans plusieurs modèles de la littérature.
Ils laissent la possibilité de regrouper plusieurs cellules pour représenter l’état de santé des
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patients. Ces cellules représentent le système immunitaire du corps humain. Dans certains
cas, ces cellules sont précisées. Par exemple, dans (Afenya, 1996) elles représentent les neu-
trophiles qui sont des cellules sanguines qui ont un rôle dans le système immunitaire. Dans
(Pillis, Gu et Radunskaya, 2006 ; Chareyron et Alamir, 2009), les auteurs proposent
un modèle qui regroupe les interactions entre les cellules cancéreuses, le système immunitaire
et les médicaments anticancéreux. Les cellules normales sont représentées par les lymphocytes
qui sont utilisées comme mesure de la santé des patients. Les lymphocytes sont des globules
blancs de petite taille qui jouent un rôle important dans le système immunitaire (Pillis, Gu
et Radunskaya, 2006).
En conséquence, la première classe de modèles a comme objectif de reproduire et simu-
ler l’évolution des tumeurs, et elle consiste à modéliser les interactions qui existent entre les
populations des cellules cancéreuses, d’autres cellules et leurs interactions avec des agents thé-
rapeutiques qui définissent les traitements comme la chimiothérapie (Matveev et Savkin,
2002 ; Afenya, 1996 ; Pillis et al. 2007 ; Swan, 1990 ; Martin, 1992 ; Murray, 1994), et
la chimiothérapie en combinaison avec l’immunothérapie (Pillis, Gu et Radunskaya, 2006 ;
Chareyron et Alamir, 2009 ; de Pillis et Radunskaya, 2001). En outre, une autre classe
de modèles regroupe tous les modèles qui modélisent l’évolution des tumeurs, l’angiogenèse et
les interactions qui existent entre les deux processus. L’angiogenèse est le processus de crois-
sance de nouveaux vaisseaux sanguins à partir de vaisseaux préexistants. En particulier, les
travaux (Hahnfeldt et al. 1999 ; Folkman et al. 1971 ; d’Onofrio, Maurer et Schät-
tler, 2009 ; Ergun, Camphausen et Wein, 2003 ; Alamir, Fiacchini et Stéphanou,
2015) fournissent des modèles basés sur des populations qui sont des systèmes à faibles dimen-
sions et qui permettent de reproduire l’évolution qualitative de la masse tumorale (population
des cellules) et sa vascularisation. D’autres modèles visent à prendre pleinement en compte
la complexité des processus biologiques et permettent des simulations à grande échelle, par
exemple (Anderson et Chaplain, 1998 ; Stéphanou et al. 2006 ; Pons-Salort et al. 2012 ;
Lesart, 2013), mais ils sont moins appropriés à une analyse mathématique (Ledzewicz,
Schättler et d’Onofrio, 2008b).
Dans (Hahnfeldt et al. 1999), les auteurs ont développé et validé biologiquement un
modèle d’équations différentielles ordinaires à deux dimensions pour les interactions entre le
volume de la tumeur p et la capacité de charge des cellules endothéliales q. Ensuite, les au-
teurs de (d’Onofrio, Maurer et Schättler, 2009 ; d’Onofrio et Gandolfi, 2010) ont
introduit des modifications à ce modèle, afin de prendre en compte les effets des médica-
ments anticancéreux sur les cellules, dont l’objectif est d’appliquer des outils mathématiques
d’optimisation pour déterminer des protocoles d’administration efficaces. L’objectif de l’opti-
misation est l’utilisation efficace des agents thérapeutiques, cytotoxique et anti-angiogénique,
quand leurs quantités d’utilisation sont limitées, afin de maximiser la réduction de la popula-
tion des cellules cancéreuses. Cette limitation visent à éviter l’intoxication du patient pendant
le traitement (d’Onofrio et Gandolfi, 2010). Dans (Alamir, Fiacchini et Stéphanou,
2015), un modèle dynamique à faible dimension a été proposé qui modélise la croissance tumo-
rale sans traitement et l’angiogenèse tumorale induite. Il a été validé en utilisant un simulateur
numérique de la croissance tumorale. Ce dernier modèle capture l’impact de la disposition du
réseau vasculaire autour de la tumeur en deux dimensions.
Beaucoup de modèles à qui nous avons fait référence ci-dessus sont des modèles adaptés à
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des fins de contrôle, et ont été largement utilisés pour les travaux de synthèse des protocoles
d’administration des médicaments en utilisant le contrôle optimal (Pillis et al. 2007 ; Led-
zewicz, Schättler et d’Onofrio, 2008a ; Swan, 1990 ; Martin, 1992 ; Pillis, Gu et Ra-
dunskaya, 2006 ; Matveev et Savkin, 2002), ou le contrôle en boucle fermée (Chareyron
et Alamir, 2009 ; Alamir, 2014 ; Alamir, 2015).
4.5 Contrôle optimal de la croissance tumorale
Dans cette section, nous rappelons deux problèmes d’optimisation de référence, puisque
beaucoup des autres problèmes posés ces dernières années, dans la littérature, sont dérivés à
partir de ces références.
Le premier est celui donné dans (Martin, 1992), qui est le suivant :
min
u
J(u) = −y(T ) (4.1)
sommis à ẏ(t) = −λy(t) + k(v(t)− vth)H(v(t)− vth), y(0) = ln
θ
L0
, (4.2)
v̇(t) = u(t)− γv(t), v(0) = 0, (4.3)
0 ≤ v(t) ≤ vmax, ∀t ∈ [0 T ], (4.4)∫ T
0
v(s)ds ≤ vcum, (4.5)
L(τi+1) ≤ ηL(τi), pour i = 1, 0, · · · ,M, (4.6)
avec v la concentration du médicament et u le débit d’injection du médicament. Les autres
variables et paramètres sont donnés dans (Martin, 1992).
Ce dernier problème d’optimisation a comme objectif de minimiser la population des cel-
lules cancéreuses à la fin de la période du traitement, donnée par y(T ), avec y l’indicateur de
la taille de la tumeur : y(t) = ln( θL(t)) où L(t) la population des cellules cancéreuses à l’instant
t, tout en respectant les contraintes posées dans le problème. Comme la toxicité des médica-
ments peut mettre en danger la vie des patients, donc elle doit être contrôlée dans le processus
d’administration de médicaments. Ainsi, les deux contraintes (4.4) et (4.5) sont posées pour
limiter la toxicité provoquée par l’injection de médicaments. Tandis que la contrainte (4.4)
assure que la concentration des médicaments à n’importe quel moment est bornée par vmax,
la contrainte (4.5) garantit que la toxicité cumulative provoquée par les médicaments pendant
le processus de traitement peut être contrôlée en limitant la quantité de médicaments par
vcum. La contrainte (4.6) assure que la population des cellules cancéreuses à l’instant τi+1 est
inférieure à la multiplication du taux de réduction avec la population des cellules cancéreuses à
l’instant τi. Cette contrainte garantit que la taille de la tumeur doit décroitre à un taux donné
dans un intervalle donné, et cela permettra de réduire la résistance au médicament d’après
(Martin, 1992).
Dans certains cas, les contraintes sur la toxicité des médicaments sont remplacées par des
contraintes sur une autre mesure de la santé des patients, qui est en général posée sur la
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quantité des cellules normales. Ainsi, nous trouvons d’autres problèmes d’optimisation qui
sont similaires, (Matveev et Savkin, 2002 ; Pillis, Gu et Radunskaya, 2006 ; Afenya,
1996 ; Chareyron et Alamir, 2009).
Un autre type de problème d’optimisation de référence est lui même dérivé du premier
problème. Il est donné dans (d’Onofrio, Maurer et Schättler, 2009), que nous rappelons
ci-dessous :
min
u,v
J(u, v) = p(T ) (4.7)
sommis à ṗ(t) = ξp(t)F (
p(t)
q(t)
)− ϕp(t)v(t), p(0) = p0, (4.8)
q̇(t) = b(t)p(t)− I(p(t))q(t)− µq(t)u(t)− γq(t)v(t), q(0) = q0, (4.9)
ẏ(t) = u(t), y(0) = 0, (4.10)
ż(t) = v(t), z(0) = 0, (4.11)
0 ≤ v(t) ≤ vmax, ∀t ∈ [0 T ], (4.12)
0 ≤ u(t) ≤ umax, ∀t ∈ [0 T ], (4.13)∫ T
0
v(s)ds ≤ zcum, (4.14)∫ T
0
u(s)ds ≤ ycum, (4.15)
avec p le volume de la tumeur, q la capacité de charge du réseau sanguin (la taille de la tumeur
maximale soutenable par la vascularisation), u le débit d’injection de l’anti-angiogénique et
v le débit d’injection de médicaments cytotoxiques. Les autres variables sont donnés dans
(d’Onofrio, Maurer et Schättler, 2009). En tenant compte des limitations sur les quan-
tités globales des médicaments, ce problème d’optimisation a comme objectif de calculer des
protocoles d’administration des médicaments afin de parvenir à une réduction maximale de la
tumeur.
Dans plusieurs articles, ces deux problèmes ont été résolus en utilisant les méthodes du
contrôle optimal. D’autre méthodes comme le contrôle en boucle fermée sont apparues ces
dernière années afin de prendre en compte la variation des paramètres en cours du traitement
ou la robustesse des algorithmes de contrôle, vis-à-vis des incertitudes qui affectent les para-
mètres des modèles et également la dynamique des modèles, (Chareyron et Alamir, 2009 ;
Alamir, 2014 ; Alamir, 2015 ; Szeles et al. 2012 ; Cusimano, Palumbo et Papa, 2015).
Nous remarquons que beaucoup de solutions aux problèmes que nous avons donnés ci-
dessus, qui sont données dans la littérature, considèrent une condition initiale, c’est-à-dire
qu’un seul état de santé du patient. Cependant, ces techniques ne donnent pas d’informations
sur l’ensemble des patients pour lesquels des protocoles d’administration de médicaments ef-
ficaces existent. Nous qualifions ces protocoles à efficaces s’il permettent de maximiser la
contraction des cellules cancéreuses afin de guérir et ramener les états des patients à la région
saine, tout en respectant la condition sur la santé des patients. En théorie du contrôle, cet
ensemble a été nommé le domaine d’attraction. Ce domaine peut être lié à un type de trai-
tement ou une combinaison entre plusieurs. Il représente tous les états initiaux des patients
tel que pour chaque patient il existe un protocole d’administration efficace. La détermination
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de ce domaine est basée sur plusieurs techniques comme celles fondées sur les méthodes de la
théorie des ensembles (Blanchini, 1999 ; Kolmanovsky et Gilbert, 1998 ; Blanchini et
Miani, 2008).
Dans cette thèse, l’objectif final est de proposer une méthodologie pour la caractérisation
de ces domaine d’attraction pour des modèles mathématiques simulant la croissance tumorale
en présence de médicaments. Afin de renforcer l’efficacité des protocoles d’administration
de médicaments, et de souhaiter que les professionnels de la santé fassent confiance à des
modèles mathématiques simples pendant l’évaluation des protocoles, la prise en compte de
la présence d’incertitudes paramétriques, additives et multiplicatives pendant l’évaluation de
ces protocoles est cruciale. Et cela car tous les modèles de la littérature impliquent plusieurs
paramètres, qui peuvent être inconnus, non mesurés et appartiennent à des ensembles donnés,
comme les taux de mortalité des cellules, les taux de transfert entre les populations des cellules
et les taux d’efficacité des médicaments. Ainsi, un autre objectif des travaux de cette thèse est
de tenir compte de ces incertitudes pendant la caractérisation de ces domaines d’attraction.
Ci-après la méthodologie à suivre pour la caractérisation de ces domaines d’attraction :
1. Choisir un traitement du cancer et un modèle mathématique ;
2. Définir ou non un protocole d’administration de médicaments ;
3. Représenter le modèle mathématique par un système extension CDI ;
4. Définir les ensembles de contraintes et les objectifs à atteindre ;
• Ensembles de contraintes ;
• Ensembles de commandes admissibles ;
• Ensembles de perturbations extérieures et/ou d’incertitudes ;
5. Implémenter l’Algorithme 2 et les algorithmes que nous allons développer dans les pro-
chaines chapitres ;
6. Tester l’invariance du domaine d’attraction ;
7. Interpréter les résultats et extraire les informations recherchées.
Pour conclure, à partir de ces domaines des informations, importantes pour le traitement
efficace du cancer, peuvent être extraites :
• L’existence d’un protocole de traitement efficace pour chaque patient ;
• Les patients qui peuvent être guéris par un protocole d’administration de médicaments
spécifique ;
• La quantité et la durée du traitement pour chaque patient.
Dans le Chapitre 7, en utilisant la méthodologie donnée ci-dessus, des outils numériques
pour la caractérisation du domaine d’attraction du modèle de traitement du cancer par chi-
miothérapie proposé dans (Matveev et Savkin, 2002 ; Afenya, 1996) sont développés. Nous
montrerons que le domaine d’attraction le plus large ne correspond pas à la chimiothérapie
agressive. Les contributions qui sont données dans le chapitre 7 sont résumées en anglais dans
(Riah, Fiacchini et Alamir, 2015 ; Riah, Fiacchini et Alamir, 2016). Le Chapitre 8 est
consacré à la caractérisation du domaine d’attraction pour le modèle de la chimiothérapie
du cancer en combinaison avec l’anti-angiogenèse donné dans (Alamir, 2014 ; d’Onofrio et
Gandolfi, 2010).
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4.6 Conclusion
Dans ce chapitre, tout d’abord nous avons introduit la définition d’une tumeur et son déve-
loppement. Nous avons également rappelé les thérapies qui existent pour éradiquer la tumeur
tout en évitant l’intoxication des patients, en particulier la chimiothérapie et le traitement
anti-angiogénique.
Dans la deuxième partie, nous avons donné un aperçu de la problématique de la modélisa-
tion mathématique de la croissance tumorale en présence de médicaments anticancéreux. Il a
été montré que ces dernières années plusieurs types de modèles ont été développés. Plusieurs
mesures de la toxicité des médicaments ont été considérés dans la littérature, comme la popu-
lation des cellules normales, les valeurs maximales des doses de médicaments et les quantités
de médicaments accumulées à la fin du traitement.
Dans la dernière partie, nous avons introduit deux problèmes d’optimisation de référence.
Il a été énoncé que l’objectif final de cette thèse est la caractérisation des domaines d’attraction
pour les modèles de la croissance tumorale en présence de différents traitements.
Deuxième partie
Domaines d’attraction des systèmes
non linéaires
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Chapitre 5
Domaines d’attraction des systèmes
saturés
Ce chapitre considère le problème de la caractérisation des ellipsoïdes invariants et contrac-
tifs pour les systèmes saturés à temps discret, comme un problème d’estimation du domaine
d’attraction. La stabilité asymptotique d’un système saturé et contrôlé est assurée par la pro-
priété de contraction de l’ensemble invariant. Des conditions suffisantes pour l’existence d’une
fonction quadratique de Lyapunov induite à partir d’un ellipsoïde contractif sont établies, à
travers la solution d’un problème d’optimisation non linéaire donné sous forme d’inégalités
matricielles bilinéaires (BMIs en anglais qui abrège Bilinear Matrix Inequalities). Quelques
considérations de calcul sont analysées pour résoudre le problème de la complexité. Un exemple
illustratif est donné, afin de démontrer l’efficacité des résultats proposés dans ce chapitre.
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5.1 Introduction
Dans plusieurs applications industrielles où la théorie du contrôle est impliquée, il existe
beaucoup de contraintes liées à la nature de l’application et aux limites des composants qui
constituent cette application. Ainsi, nous rencontrons souvent des contraintes sur les entrées de
contrôle. Ces contraintes, nous les appelons les contraintes de saturation. Cela veut dire que les
signaux d’entrées d’un sous-système de l’application sont contraints à ne pas dépasser certaines
limites. Cela est dû au fait qu’en général, les actionneurs n’ont pas les capacités pour fournir
des valeurs qui dépassent leurs limites ou puisque dépasser certaines limites peut conduire
à des endommagements du système, ou à une dégradation des performances du contrôleur
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(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011). Par exemple les quantités de
médicament à injecter pendant le traitement d’un cancer sont limitées dans le temps, et ces
limites sont posées pour éviter des effets secondaires sur la santé des patients (Swan, 1990).
La notion de domaine d’attraction est très utilisée dans la théorie de la stabilité et du
contrôle. Afin de garantir la stabilité d’un système dynamique, dans une région de l’espace
d’état, il est important de connaître les domaines d’attraction des états d’équilibre asympto-
tiquement stables. En effet, le domaine d’attraction est la région dans l’espace d’état, autour
des points d’équilibre, telle que tous les états de cette région convergent vers le voisinage
des points d’équilibre. A partir de ce domaine, une fonction de Lyapunov pour l’étude de la
stabilité pourrait être induite.
Durant ces dernières années, l’étude de la stabilité des systèmes, qui sont contraints
à des saturations sur les entrées de contrôle, c.-à-d. systèmes saturés, a suscité beaucoup
d’intérêt. Ainsi, ces dernière années plusieurs chercheurs travaillent sur cette problématique
(Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Alamo, Cepeda et Limon,
2005 ; Da Silva Jr. Et Tarbouriech, 2005 ; Zhou, Duan et Lin, 2010 ; Fiacchini, Tar-
bouriech et Prieur, 2011a ; Hu et Lin, 2002 ; Zaccarian et Teel, 2011 ; Milani, 1999).
L’ensemble maximal admissible de sortie a des applications importantes dans l’analyse et le
contrôle en boucle fermée des systèmes avec contraintes sur les états et sur les entrées de
contrôle (Gilbert et Tan, 1991).
En boucle fermée, les systèmes linéaires en présence de saturations sur les entrées de
contrôle peuvent être non globalement asymptotiquement stabilisables en appliquant des
contrôleurs linéaires, (Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Zhou,
Duan et Lin, 2010 ; Da Silva Jr. Et Tarbouriech, 2001 ; Zhou, Zheng et Duan, 2011).
Ainsi, la théorie de Lyapunov peut être utilisée pour l’étude de la stabilité et la convergence
de tels systèmes. Une approche possible est basée sur la recherche des fonctions de Lyapunov
induites par des ensembles invariants et contractifs (Blanchini et Miani, 2008).
Dans ce chapitre, nous allons traiter le problème de stabilité des systèmes saturés à temps
discret. Le problème de stabilité sera formulé comme un problème de caractérisation des
ensembles contractifs de tels systèmes. Ces ensembles représentent des approximations du
domaine d’attraction et ils permettent la détermination de fonctions de Lyapunov induites à
partir de ces domaines (Alamo, Cepeda et Limon, 2005 ; Alamo et al. 2006a ; Fiacchini,
Tarbouriech et Prieur, 2011a). Comme candidats pour les ensembles invariants, la famille
des ellipsoïdes a été largement utilisée pour approximer les domaines d’attraction des systèmes
saturés (Alamo, Cepeda et Limon, 2005 ; Fiacchini, Tarbouriech et Prieur, 2011a ;
Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011).
Ce chapitre conduit au développement d’une condition suffisante pour qu’un ellipsoïde
soit un ensemble invariant et contractif. Cela nous permettra de caractériser, à partir de
cet ensemble, une fonction de Lyapunov quadratique locale, (Alamo, Cepeda et Limon,
2005 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec, 2011 ; Hu et Teel, 2010). Le
travail qui est présenté dans ce chapitre est l’extension du résultat donné dans (Fiacchini,
Tarbouriech et Prieur, 2013). Dans le but de démontrer l’efficacité des résultats que nous
allons développer dans ce chapitre, une comparaison avec une approche similaire proposée dans
(Alamo, Cepeda et Limon, 2005) est réalisée à la fin de ce chapitre à travers un exemple
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illustratif.
Ce chapitre est organisé comme suit : tous d’abord, nous commençons par introduire le
problème et rappeler des résultats préliminaires. Ensuite, les principaux résultats développés
dans ce chapitre sont donnés, où des conditions suffisantes pour la contraction d’un ellipsoïde
sont présentées. Les considérations de calcul sont analysées juste après l’introduction des
résultats principaux. Enfin, une comparaison avec d’autres méthodes et une discussion sur les
résultats obtenus sont également données.
5.2 Problématique de stabilité des systèmes saturés
Nous considérons le système saturé à temps discret suivant :
x(k + 1) = f(x(k)) = Ax(k) +BSat(Kx(k)), (5.1)
avec x(k) ∈ Rn l’état du système, x(k + 1) ∈ Rn le successeur de x(k) et la loi de commande
saturée donnée par u(k) = Sat(Kx(k)) ∈ Rm. La fonction Sat : Rn → Rm désigne la fonction
de saturation qui est définie comme suit :
Sati(y) = sgn(yi) min{|yi|, 1}, i ∈ Nm.
Le système (5.1) peut être réécrit sous la forme suivante, où toutes les entrées saturées sont
montrées :
x(k + 1) = Ax(k) +
∑
i∈Nm
B(i)Sat(Kix(k)). (5.2)
L’objectif principal de ce chapitre est d’établir une approche pour caractériser l’ensemble
invariant et contractif comme une estimation du domaine d’attraction du système (5.1). Cette
contribution est basée sur l’utilisation des outils pour le traitement des ensembles convexes et
compacts. Parmi ces outils, nous avons la fonction support d’un ensemble, un concept central
de la géométrie convexe et de la théorie des ensembles. Nous avons donné sa définition dans la
Section 3 du Chapitre 2. En effet, en utilisant la fonction support d’un ensemble, les conditions
d’inclusion entre deux ensembles peuvent être données en termes d’inégalités (Rockafellar,
1970). Dans cette thèse, la Propriété 3.1 résume l’utilité de ce concept.
Les deux autres concepts qui sont également très importants dans notre étude sont les
propriétés d’invariance et de contraction des ensembles que nous allons rappeler ci-après. Dans
un premier temps, nous rappelons qu’un C-ensemble est un ensemble compact et convexe de
Rn qui contient l’origine comme point intérieur.
Définition 5.1 ((Blanchini et Miani, 2008))
Le C-ensemble Ω ⊆ Rn est un ensemble invariant pour le système x(k + 1) = f(x(k)) si pour
tout x ∈ Ω nous avons que f(x) ∈ Ω.
Chaque trajectoire qui commence à l’intérieure de Ω demeure à l’intérieure de Ω.
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Définition 5.2 ((Blanchini et Miani, 2008))
Le C-ensemble Ω ⊆ Rn est un ensemble contractif avec un facteur de contraction λ ∈ [0, 1]
pour le système x(k + 1) = f(x(k)) si pour tout x ∈ Ω nous avons que f(x) ∈ λΩ.
Notons que la contraction d’un ensemble implique l’invariance du même ensemble. Cepen-
dant, l’inverse n’est pas vrai. Ainsi, dans la suite quand nous allons garantir la contraction
d’un ensemble, cela implique l’invariance. La contraction d’un C-ensemble peut être utilisée
pour induire une fonction de Lyapunov locale. Dans ce chapitre, nous nous intéressons à déve-
lopper des conditions sur un C-ensemble Ω ∈ Rn qui garantissent que tous les ensembles αΩ,
avec α ∈ [0, 1] sont des ensembles contractifs. Cela impliquerait qu’il existent des fonctions de
Lyapunov locales qui sont définies dans Ω, dont les ensembles de sous-niveau sont αΩ, avec
α ∈ [0, 1].
Nous avons donné dans le Chapitre 3 la définition de la fonction de Minkowski d’un C-
ensemble Ω. Ainsi, pour x ∈ Ω, nous définissons ce nouveau ensemble :
Ω(x) = ΨΩ(x)Ω, (5.3)
avec ΨΩ(x) la fonction de Minkowski et Ω(x) un ensemble qui représente une copie intérieure
ou extérieure de l’ensemble Ω calculé par une mise à l’échelle en utilisant ΨΩ(x), tel que
x ∈ ∂Ω(x). L’ensemble ∂Ω(x) est l’ensemble des éléments de la frontière de Ω(x).
Cet ensemble est utile pour déterminer la condition pour que l’ensemble αΩ soit contractif
pour le système (5.1), pour tout α ∈ [0, 1]. Une telle condition est donnée par un ensemble de
contraintes qui peuvent être non convexes, comme il est indiqué ci-dessous.
Proposition 5.1
Soit le système (5.1). Le C-ensemble Ω est tel que αΩ est un ensemble contractif pour tout
α ∈ [0, 1], avec un facteur de contraction λ, si et seulement si
ηT f(x) ≤ λφΩ(x)(η), (5.4)
pour tout x ∈ Ω et tout η ∈ Rn, avec φΩ(x) la fonction support de l’ensemble Ω(x).
Preuve : Un ensemble αΩ est contractif, avec un facteur de contraction λ, pour le système
(5.1) si et seulement si pour tout x ∈ Ω nous avons que f(x) ∈ λΩ(x). Ainsi, en utilisant la
Propriété 3.1, cette dernière condition est équivalente à la condition (5.4) pour tout x ∈ Ω et
tout η ∈ Rn.
Nous constatons que la contraction des ensembles αΩ est équivalente à la décroissance de
la fonction de Minkowski ΨΩ(x), et cela implique la stabilité asymptotique locale du système
(5.2).
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5.3 Conditions nécessaires et suffisantes pour la contraction
d’un ensemble générique convexe
Dans (Fiacchini, Tarbouriech et Prieur, 2013), des conditions nécessaires et suffi-
santes ont été données, pour qu’un ensemble générique convexe Ω soit contractif, avec un
facteur de contraction λ. Du point de vue calculatoire, ces conditions sont difficiles à traiter
numériquement avec les outils de l’optimisation convexe. Ainsi, notre objectif dans ce chapitre
est de rendre ces conditions traitables numériquement, en donnant des conditions d’équivalence
pour la famille des ellipsoïdes.
Maintenant, nous rappelons les résultats principaux du travail (Fiacchini, Tarbouriech
et Prieur, 2013). Dans un premier temps, certaines définitions doivent être données avant
les principaux résultats. Ainsi, en considérant le système (5.2), l’état du système x ∈ Rn et le
vecteur η ∈ Rn ; nous définissons :
N+(x, η) = {i ∈ Nm : ηTB(i) > 0, Kix < −1},
N−(x, η) = {i ∈ Nm : ηTB(i) < 0, Kix > 1},
N (x, η) = N+(x, η) ∪ N−(x, η),
P+(x, η) = {i ∈ Nm : ηTB(i) > 0, Kix > 1},
P−(x, η) = {i ∈ Nm : ηTB(i) < 0, Kix < −1},
P(x, η) = P+(x, η) ∪ P−(x, η),
L+(x, η) = {i ∈ Nm : ηTB(i) > 0, |Kix| ≤ 1},
L−(x, η) = {i ∈ Nm : ηTB(i) < 0, |Kix| ≤ 1},
L(x, η) = L+(x, η) ∪ L−(x, η),
O(η) = {i ∈ Nm : ηTB(i) = 0}.
(5.5)
Les ensembles définis dans (5.5) sont des sous-ensembles de Nm, et ils permettent de
caractériser les régions de (x, η) ∈ Rn × Rn, dans lesquelles les entrées de commande se
saturent avec des valeurs différentes de ηTB(i)Sati(Kx). Ainsi, nous avons :
ηTB(i)Sati(Kx) = −ηTB(i), si i ∈ N+(x, η),
ηTB(i)Sati(Kx) = ηTB(i), si i ∈ N−(x, η),
ηTB(i)Sati(Kx) = ηTB(i), si i ∈ P+(x, η),
ηTB(i)Sati(Kx) = −ηTB(i), si i ∈ P−(x, η),
ηTB(i)Sati(Kx) = ηTB(i)Kix, si i ∈ L(x, η),
ηTB(i)Sati(Kx) = 0, si i ∈ O(η),
(5.6)
pour tout i ∈ Nm. Ces régions sont illustrées dans la Figure 5.1.
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Fig. 5.1 – Illustration des régions données par (5.5) dans l’espace (x, η, i) ∈ Rn × Rn × Nm.
Dans la suite, nous définissons deux relations d’équivalence. La première relation est ∼x
en R qui signifie que y ∼x z si et seulement si : y > 1 et z > 1 ; y < −1 et z < −1 ; ou |y| ≤ 1
et |z| ≤ 1. La deuxième relation d’équivalence ∼η en R est définie en disant que d, e ∈ R sont
tel que d ∼η e si et seulement si : d > 0 et e > 0 ; d < 0 et e < 0 ; ou d = 0 et e = 0.
Avec ces deux relations d’équivalence ∼x et ∼η, nous définissons deux partitions de l’espace
Rn. Elles sont données ci-dessous.
I = {J ⊆ Rn : x, x̄ ∈ J ⇔ xi ∼x x̄i, ∀i ∈ Nn},
K = {E ⊆ Rn : η, η̄ ∈ E ⇔ ηi ∼η η̄i, ∀i ∈ Nm}.
(5.7)
La Figure 5.2 montre un exemple dans lequel des sous-ensembles J et E appartiennent aux
deux ensembles I and K. Ainsi, pour cet exemple, nous avons I = {J1, J2, J3} et K = {E1, E2}.
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Fig. 5.2 – Illustrations des sous-ensembles J et E.
Par conséquent, en considérant J ∈ I et E ∈ K, pour tout x, x̄ ∈ J et η, η̄ ∈ E, les
ensembles dans (5.5) restent les mêmes. Cela implique queN+(x, η) = N+(x, η̄) = N+(x̄, η̄) =
N+(x̄, η). Cette dernière implication est valable pour tous les autres ensembles dans (5.5).
Les relations dans (5.6) sont les mêmes, avec J ×E, pour tout J ∈ I et E ∈ K. En outre,
pour tout J ∈ I et tout E ∈ K, en considérant x ∈ J et η ∈ E, nous désignons, avec un léger
abus de notation, les égalités suivantes :
N+(J,E) = N+(x, η), N−(J,E) = N−(x, η),
P+(J,E) = P+(x, η), P−(J,E) = P−(x, η),
L+(J,E) = L+(x, η), L−(J,E) = L−(x, η),
O(E) = O(η).
(5.8)
Enfin, nous introduisons des conditions nécessaires et suffisantes pour qu’un ensemble géné-
rique convexe Ω soit un ensemble contractif, qui sont données dans (Fiacchini, Tarbouriech
et Prieur, 2013). Ce résultat est la base de la contribution faite dans ce chapitre.
Théorème 5.1 ((Fiacchini, Tarbouriech et Prieur, 2013))
Soit le système (5.1). Le C-ensemble Ω est tel que αΩ est contractif, avec un facteur de
contraction λ, pour tout α ∈ [0, 1], si et seulement si pour tout J ∈ I et E ∈ K, ils existent
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γJ,Ei ∈ R et σ
J,E
i (x) ∈ R, avec i ∈ Nm, tels que
ηTAx +
∑
i∈Nm
(
γJ,Ei η
TB(i)Kix + σ
J,E
i (x)η
TB(i)
)
≤ λφΩ(x)(η), (5.9)
et
γJ,Ei ≤ 0, σ
J,E
i (x) ≥ γ
J,E
i − 1, si i ∈ N+(J,E),
γJ,Ei ≤ 0, σ
J,E
i (x) ≤ 1− γ
J,E
i , si i ∈ N−(J,E),
γJ,Ei ≥ 0, σ
J,E
i (x) ≥ 1− γ
J,E
i , si i ∈ P+(J,E),
γJ,Ei ≥ 0, σ
J,E
i (x) ≤ γ
J,E
i − 1, si i ∈ P−(J,E),
γJ,Ei ∈ R,
{
σJ,Ei (x) ≥ γ
J,E
i − 1,
σJ,Ei (x) ≥ 1− γ
J,E
i ,
si i ∈ L+(J,E),
γJ,Ei ∈ R,
{
σJ,Ei (x) ≤ γ
J,E
i − 1,
σJ,Ei (x) ≤ 1− γ
J,E
i ,
si i ∈ L−(J,E),
γJ,Ei ∈ R, σ
J,E
i (x) ∈ R, si i ∈ O(E),
(5.10)
sont satisfaites pour tout x ∈ Ω et tout η ∈ Rn.
Preuve : La preuve de ce théorème est donnée en détails dans (Fiacchini, Tarbouriech
et Prieur, 2013).
Du point de vue calculatoire, les résultats théoriques donnés dans le Théorème 5.1 sont très
complexes et difficilement traitables pour l’analyse de la stabilité des systèmes saturés. Ainsi,
étant donné qu’ils impliquent des fonctions non linéaires génériques σJ,Ei (x), des contraintes
non convexes pourraient en résulter. Pour faire face à ce problème, nous proposons un assou-
plissement de ce problème sur la base de l’utilisation d’une fonction affine σJ,Ei (x) à la place
d’une fonction non linéaire générique. Avec cet assouplissement nous arrivons à donner des
conditions qui sont traitable numériquement mais qui ne deviennent que suffisantes pour la
familles des ellipsoïdes.
5.4 Analyse de stabilité des systèmes saturés
5.4.1 Conditions suffisantes pour la contraction d’un ellipsoïde
Dans cette section, nous allons donner les résultats principaux de la contribution faite
dans ce chapitre. Ces résultats sont sous forme de nouvelles conditions suffisantes pour la
contraction et l’invariance d’un ellipsoïde E(P, 0) centré à l’origine.
Des notions sur l’invariance et la contraction sont données dans les sections précédentes.
L’efficacité des conditions données dans le Théorème 5.1 exige que les fonctions σi(x)J,E soient
non linéaires. Dans la suite, pour résoudre le problème de complexité, nous travaillons avec
des relaxations affines des fonctions σi(x)J,E .
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Soit une matrice définie positive P . Ainsi, nous définissons les ellipsoïdes suivants :
E(P, 0) = {x ∈ Rn : xTPx ≤ 1},
Ex(P, 0) = {y ∈ Rn : yTPy ≤ xTPx},
(5.11)
et nous notons que Ex(P, 0) = ΨE(P,0)(x)E(P, 0) (Boyd et al. 1994).
La fonction ΨE(P,0)(x) est la fonction de Minkowski et Ex(P, 0) une copie intérieure ou
extérieure de l’ensemble E(P, 0) calculé par une mise à l’échelle, en utilisant ΨE(P,0)(x), tel
que x ∈ ∂Ex(P, 0).
Avant de donner la contribution principale de ce chapitre, nous donnons une proposition
très utile pour la suite. Elle est introduite ci-après avec une preuve.
Proposition 5.2
Soit le système (5.1). En considérant l’ellipsoïde E(P, 0), avec P ∈ Rn×n et P = P T  0, nous
avons que :
φEx(P,0)(η) =
√
xTPx
√
ηTP−1η, ∀x ∈ Rn, ∀η ∈ Rn.
Preuve : Tout d’abord, nous rappelons que φE(P,0)(η) =
√
ηTP−1η, pour tout P = P T  0
et pour tout η ∈ Rn (Boyd et al. 1994). Ainsi, en définissant P̃ (x) = (xTPx)−1P nous avons
que :
φEx(P,0)(η) = sup
y∈Ex(P,0)
ηT y = sup
yTPy≤xTPx
ηT y,
= sup
yT P̃ (x)y≤1
ηT y,
=
√
ηT P̃ (x)−1η =
√
xTPx
√
ηTP−1η,
ce qui prouve la proposition.
Le résultat principal de ce chapitre est le théorème donné ci-dessous, voir (Riah et Fiac-
chini, 2015) pour la version anglaise. Les améliorations entraînées seront mises en évidence
avec un exemple illustratif en comparant ce résultat avec d’autres résultats de la littérature.
Théorème 5.2
Soit le système (5.1). L’ellipsoïde E(P, 0) est tel que αE(P, 0) est contractif, avec un facteur
de contraction λ, pour tout α ∈ [0, 1], si pour tout J ∈ I et E ∈ K, ils existent γJ,E ∈ Rm,
αJ,E ∈ Rm et βJ,E ∈ Rm×n tels que :(
λ2P MJ,E
T
MJ,E P−1
)
 0,
BαJ,E = 0,
(5.12)
avec
MJ,E = A +
∑
i∈Nm
(
γJ,Ei B(i)Ki + B(i)β
J,E
i
)
, (5.13)
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et
• Si i ∈ N+(J,E) :
γJ,Ei ≤ 0,(
1− γJ,Ei + α
J,E
i β
J,E
i
βJ,Ei
T
(1− γJ,Ei + α
J,E
i )P
)
 0,
• Si i ∈ N−(J,E) :
γJ,Ei ≤ 0,(
1− γJ,Ei − α
J,E
i β
J,E
i
βJ,Ei
T
(1− γJ,Ei − α
J,E
i )P
)
 0,
• Si i ∈ P+(J,E) :
γJ,Ei ≥ 0,(
−1 + γJ,Ei + α
J,E
i β
J,E
i
βJ,Ei
T
(−1 + γJ,Ei + α
J,E
i )P
)
 0,
• Si i ∈ P−(J,E) :
γJ,Ei ≥ 0,(
−1 + γJ,Ei − α
J,E
i β
J,E
i
βJ,Ei
T
(−1 + γJ,Ei − α
J,E
i )P
)
 0,
• Si i ∈ L+(J,E) :
γJ,Ei ∈ R,(
1− γJ,Ei + α
J,E
i β
J,E
i
βJ,Ei
T
(1− γJ,Ei + α
J,E
i )P
)
 0,(
γJ,Ei − 1 + α
J,E
i β
J,E
i
βJ,Ei
T
(γJ,Ei − 1 + α
J,E
i )P
)
 0,
• Si i ∈ L−(J,E) :
γJ,Ei ∈ R,(
1− γJ,Ei − α
J,E
i β
J,E
i
βJ,Ei
T
(1− γJ,Ei − α
J,E
i )P
)
 0,(
γJ,Ei − 1− α
J,E
i β
J,E
i
βJ,Ei
T
(γJ,Ei − 1− α
J,E
i )P
)
 0,
• Si i ∈ O(E) :
γJ,Ei , α
J,E
i ∈ R, β
J,E
i ∈ R1×n.
(5.14)
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Preuve : Afin de prouver ce théorème, nous devons trouver les formulations équivalentes
des conditions données dans le Théorème 5.1 en utilisant la famille des ellipsoïdes. Le choix de
la fonction σJ,Ei (x) est limité à une fonction affine, afin de rendre le problème de caractérisation
d’ensemble contractif traitable du point de vue calculatoire. Ce choix conduit à des conditions
qui ne deviennent que suffisantes.
Dans un premier temps, en substituant σJ,Ei (x) par β
J,E
i x + α
J,E
i , l’équation (5.9) pour
tout x ∈ E(P, 0) est équivalente à
ηTNJ,E(x) ≤ λφEx(P,0)(η), ∀x ∈ E(P, 0), ∀η ∈ Rn, (5.15)
pour tout J ∈ I et E ∈ K, avec NJ,E(x) = MJ,Ex+BαJ,E , où MJ,E est donnée par (5.13).
Maintenant, en appliquant la Proposition 5.2, nous trouvons que la condition (5.15) est
équivalente à
ηTNJ,E(x) ≤ λ
√
xTPx
√
ηTP−1η, ∀x ∈ E(P, 0), ∀η ∈ Rn, (5.16)
pour tout J ∈ I et E ∈ K.
La dépendance explicite de la condition (5.16) à l’égard de η peut être enlevée, afin d’ob-
tenir des formulations équivalentes qui impliquent seulement l’état du système x.
Pour cela, en considérant η ∈ Rn avec η 6= 0 et définissant η̂ = (ηTP−1η)−1/2η, nous
notons que η̂ ∈ ∂E(P−1, 0). En effet, η̂TP−1η̂ = 1. Ainsi, à part le cas trivial pour η = 0, la
condition (5.16) est équivalente à :
η̂TNJ,E(x) ≤ λ
√
xTPx, ∀η̂ ∈ ∂E(P−1, 0), ∀x ∈ E(P, 0),
et puisque l’extrémum d’une fonction linéaire dans un ensemble convexe fermé est atteint à
sa frontière, alors nous avons :
sup
η̂∈∂E(P−1,0)
NJ,E
T
(x)η̂ = sup
η̂∈E(P−1,0)
NJ,E
T
(x)η̂ = φE(P−1,0)(N
J,E(x)) ≤ λ
√
xTPx, ∀x ∈ E(P, 0).
Par conséquent, en utilisant l’expression de la fonction support de l’ensemble E(P−1, 0) le
long de la direction NJ,E(x) donnée ci-dessus, la condition dans le Théorème 5.1 pourrait être
remplacée par la condition suivante :
NJ,E
T
(x)PNJ,E(x) ≤ λ2xTPx, ∀x ∈ E(P, 0), (5.17)
pour tout J ∈ I et E ∈ K.
Nous remarquons que la condition (5.17) dépend de la variable d’état x ∈ E(P, 0). Cette
dépendance ne nous permet pas d’écrire la condition sous forme d’LMIs. Afin de rendre cette
condition traitable numériquement, nous procédons comme suit. Tout d’abord, pour tout
J ∈ I et E ∈ K, nous définissons l’ensemble suivant :
EJ,E(P, 0) =
{
x ∈ Rn : NJ,ET (x)PNJ,E(x) ≤ λ2xTPx
}
.
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Notons que la condition (5.17) est vérifiée si et seulement si x ∈ E(P, 0), c.-à-d. xTPx ≤ 1.
Ainsi, cela implique que x ∈ EJ,E(P, 0) également. Par conséquent, la condition (5.17) est
équivalente à
E(P, 0) ⊆ EJ,E(P, 0). (5.18)
D’après cette équivalence, αE(P, 0) est un ensemble contractif, avec un facteur de contrac-
tion λ, pour tout α ∈ [0, 1], si l’ellipsoïde E(P, 0) appartient à l’intersection des ellipsoïdes
EJ,E(P, 0), pour tout J ∈ I et tout E ∈ K.
Afin de transformer la condition (5.18) à une condition sous forme d’LMIs, nous réécrivons
l’ellipsoïde EJ,E(P, 0) comme suit :
EJ,E(P, 0) = {x ∈ Rn : xTAJ,Ex+ 2bJ,ETx+ cJ,E ≤ 0},
avec, AJ,E = MJ,ETPMJ,E − λ2P , bJ,ET = αJ,ETBTPMJ,E et cJ,E = αJ,ETBTPBαJ,E .
Nous présentons aussi E(P, 0) comme suit :
E(P, 0) = {Du+ d : ‖ u ‖2≤ 1},
avec D = P−1/2 et d = 0.
Maintenant, en utilisant les notations précédentes des différents ellipsoïdes, la condition
(5.18) est vérifiée si et seulement si
sup
‖u‖2≤1
(uTDTAJ,EDu+ 2bJ,E
T
Du+ cJ,E) = cJ,E + sup
‖u‖2≤1
(uTDTAJ,EDu+ 2bJ,E
T
Du) ≤ 0,
Les détails de cette condition peuvent être trouvés dans (Boyd et al. 1994). Cette dernière
inégalité est satisfaite si et seulement si
sup
‖u‖2≤1
(uTDTAJ,EDu + 2bJ,E
T
Du) ≤ −cJ,E . (5.19)
En utilisant la procédure-S définie dans le Chapitre 2, nous prouvons que la condition
(5.19) est satisfaite si et seulement s’il existe δJ,E ≥ 0 tels que(
−δJ,E − cJ,E bJ,ETDT
DbJ,E δJ,EIn −DAJ,ED
)
 0.
En remplaçant les paramètres AJ,E , bJ,E , cJ,E et D avec leur expressions, nous trouvons
cette inégalité :(
−δJ,E − αJ,ETBTPBαJ,E (P−1/2MJ,ETPBαJ,E)T
P−1/2MJ,E
T
PBαJ,E (δJ,E + λ2)In − P−1/2MJ,ETPMJ,EP−1/2
)
 0. (5.20)
Afin que l’inégalité (5.20) soit satisfaite, il est nécessaire que
−δJ,E − αJ,ETBTPBαJ,E  0,
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ce qui implique que δJ,E = 0 et BαJ,E = 0. Ainsi, l’inégalité (5.20) est équivalente à :
(δJ,E + λ2)In − P−1/2MJ,ETPMJ,EP−1/2  0,
BαJ,E = 0,
δJ,E = 0.
Telle condition est équivalente également à :
λ2P −MJ,ETPMJ,E  0,
BαJ,E = 0,
δJ,E = 0.
Maintenant, en utilisant le complement de Schur (Alamo et al. 2006.), les conditions ci-dessous
sont équivalentes à : (
λ2P MJ,E
T
MJ,E P−1
)
 0,
BαJ,E = 0,
δJ,E = 0,
lesquelles sont équivalentes à (5.12).
Par conséquent, les condition (5.12) et (5.15) sont équivalentes, pour tout J ∈ I et E ∈ K.
Ainsi, les conditions (5.12) et (5.9) sont également équivalentes, pour tout J ∈ I et E ∈ K.
Ensuite, nous allons prouver l’équivalence entre les conditions (5.14) et (5.10). Pour cela,
nous allons utiliser la définition de la fonction support pour trouver l’équivalence de la condi-
tion (5.10), pour la famille des ensembles ellipsoïdaux. En regardant les formes des conditions
dans (5.10), nous déduisons qu’elles sont toutes similaires. Ainsi, nous n’allons traiter que la
première condition.
En prenant le cas qui correspond à i ∈ N+(J,E) et en substituant σJ,Ei (x) avec β
J,E
i x +
αJ,Ei , la condition donnée dans le Théorème 5.1 devient
γJ,Ei ≤ 0, β
J,E
i x+ α
J,E
i ≥ γ
J,E
i − 1, ∀x ∈ E(P, 0),
une telle condition est équivalente à
γJ,Ei ≤ 0, −β
J,E
i x ≤ 1− γ
J,E
i + α
J,E
i , ∀x ∈ E(P, 0).
En appliquant la définition de la fonction support d’un ensemble, nous trouvons que la dernière
condition est également équivalente à
γJ,Ei ≤ 0, β
J,E
i P
−1βJ,Ei
T ≤ (1− γJ,Ei + α
J,E
i )
2.
Enfin, le complement de Schur est utilisé, afin de donner la condition sous cette forme, qui
est traitable par les outils numériques.
γJ,Ei ≤ 0,(
1− γJ,Ei + α
J,E
i β
J,E
i
βJ,Ei
T
(1− γJ,Ei + α
J,E
i )P
)
 0.
(5.21)
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En conséquence, la condition (5.21) est équivalente à la condition (5.10), quand i ∈ N+(J,E),
Ω = E(P, 0) et σJ,Ei est une fonction affine. Pour les autres conditions qui correspondent aux
autres régions, un raisonnement similaire conduira aux résultats donnés dans le Théorème 5.2.
Ainsi, les conditions données dans le Théorème 5.2 sont prouvées.
Remarque 5.1
Notons que, puisque nous avons posé la structure de σJ,Ei (x) comme affine par rapport à x,
les conditions données dans le Théorème 5.2 sont seulement suffisantes pour la contraction
de l’ensemble αE(P, 0), avec un facteur de contraction λ, pour tout α ∈ [0, 1]. Néanmoins,
nous pensons que ces conditions pourraient également être nécessaires pour le cas ellipsoïdale,
comme nos tests numériques semblent suggérer. Cette problématique fait partie des perspectives
dégagées des travaux de cette thèse.
Bien que l’étude faite dans (Fiacchini, Tarbouriech et Prieur, 2013) concerne égale-
ment le cas des saturations asymétriques, nous pensons que la symétrie pourrait être maintenue
lorsque nous traitons le cas ellipsoïdale. La considération des polytopes potentiellement asy-
métrique, pour des saturations asymétriques est l’une des prochaines orientations de recherche
qui pourrait être inscrite dans les perspectives de cette thèse. Afin d’illustrer l’efficacité des
résultats présentés dans ce travail, quelques considérations de calcul et un exemple illustratif
sont donnés ci-après.
5.4.2 Algorithme de calcul
Afin d’estimer le domaine d’attraction d’un système saturé donné sous la forme (5.1), le
Théorème 5.2 peut être appliqué. Ce théorème conduit au calcul des ensembles ellipsoïdals
contractifs. Étant donné que les conditions suffisantes données dans le Théorème 5.2 sont des
inégalités matricielles non linéaires, l’application directe de ce théorème est difficile du point
de vue calculatoire.
Nous remarquons que les conditions données dans le Théorème 5.2 ont des termes non
linéaires qui dépendent de P . Pour une valeur fixe de la matrice P ces conditions deviennent
des LMIs. Par conséquent, le Théorème 5.2 peut être utilisé pour déterminer la valeur maximale
de ρ, tel que l’ensemble ρE(P, 0) soit contractif. Cela peut être fait en appliquant la méthode
de dichotomie. Cette méthode est proposée dans l’algorithme donné ci-après.
L’Algorithme 3 permet de calculer le facteur ρmax à utiliser pour augmenter le volume
de l’ensemble invariant et contractif initial E(P, 0) pour obtenir l’ensemble contractif Emax =
E(P, 0, ρmax). Ce dernier ensemble est une copie extérieure de l’ensemble initial E(P, 0). Cet
algorithme repose sur l’efficacité de la méthode de dichotomie. Les résultats donnés par cet
algorithme sont obtenus pour une matrice P calculée avec d’autres approches. Toutefois, la
considération d’une matrice P fixée n’est pas très restrictive. Dans (Hu et Lin, 2003) une
méthode similaire à celle donnée dans ce chapitre est proposée.
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Algorithme 3 : Calcul de l’ellipsoïde invariant et contractif maximal pour le système saturé
à temps discret (5.1)
1: Considérer le système saturé à temps discret (5.1) ;
2: Caractériser la forme de l’ellipsoïde contractif initial E(P, 0), en utilisant des approches
existantes et considérer la matrice P comme le résultat de cette étape ;
3: Remplacer P par ρ−1P dans le Théorème 5.2 ;
4: Résoudre : ρmax = max
ρ≥1
ρ, tel que les conditions (5.15) et (5.14) soient satisfaites, en
utilisant les techniques d’optimisation basées sur la méthode de dichotomie ;
5: Reformuler le résultat comme suit :
Emax = E(P, 0, ρmax) =
{
x ∈ Rn : xTPx ≤ ρmax
}
.
5.4.3 Exemple illustratif
Afin de mettre en évidence les améliorations apportées par la méthode proposée dans ce
chapitre, une comparaison avec des résultats équivalents trouvés dans la littérature est donnée
(Alamo, Cepeda et Limon, 2005). Ainsi, nous allons donner un exemple illustratif. Tout
d’abord, nous rappelons le résultat présenté dans (Alamo, Cepeda et Limon, 2005), pour
le cas des systèmes à temps continu et qui est extensible pour le cas des systèmes à temps
discret. Les auteurs de (Fiacchini, Tarbouriech et Prieur, 2013) ont également utilisé ce
résultat.
Théorème 5.3
Soient le système (5.1) et l’ellipsoïde E(P, 0), avec P ∈ Rn×n et P = P T  0. Si pour tout
J ⊆ Nm et tout i ∈ J , il existe GJi ∈ R1×n tels que :
(NJ)TPNJ  λP, ∀J ⊆ Nm,
GJi P
−1(GJi )
T  1, ∀J ⊆ Nm, ∀i ∈ J,
(5.22)
avec NJ = A +
∑
i∈J̄
B(i)Ki +
∑
i∈J
B(i)G
J
i , alors αE(P, 0) est contractif, avec un facteur de
contraction λ ∈ [0, 1], pour tout α ∈ [0, 1].
Les conditions de stabilité quadratiques, pour les systèmes saturés donnés dans (Alamo,
Cepeda et Limon, 2005 ; Hu et Lin, 2002 ; Hu et Teel, 2010) sont largement basées sur le
Théorème 5.3.
L’exemple que nous allons considérer est celui présenté dans (Fiacchini, Tarbouriech
et Prieur, 2013), en augmentant sa dimension. Les auteurs de (Fiacchini, Tarbouriech et
Prieur, 2013) ont démontré analytiquement, que le système à une dimension est contractif,
avec un facteur de contraction λ, pour tout x ∈ R. Nous avons choisi cet exemple pour
montrer que nous pouvons obtenir la solution analytique exacte, en appliquant l’Algorithme 3
basée sur l’optimisation convexe. Nous montrerons également que le résultat obtenu est moins
conservateur que celui trouvés en utilisant les approches classiques de la littérature.
100 Chapitre 5. Domaines d’attraction des systèmes saturés
Exemple 5.1 ((Fiacchini, Tarbouriech et Prieur, 2013))
Considérons le système en deux dimensions, avec deux entrées de commande saturées suivant :
x1(k + 1) = x1(k) + 0.5Sat(x1(k))− Sat(0.5x1(k)),
x2(k + 1) = 0.5x2(k).
(5.23)
Ce système est équivalent au système (5.1), avec n = 2, m = 2 A =
(
1 0
0 0.5
)
, B =(
0.5 −1
0 0
)
, et K =
(
1 0
0.5 0
)
. Nous considérons l’ellipsoïde E(P, 0) ⊆ R2 et λ = 1. Ainsi,
nous avons que :
f(x(k)) =
(
f1(x1(k))
f2(x2(k))
)
=
(
x1(k + 1)
x2(k + 1)
)
=

(
x1(k)
0.5x2(k)
)
, si x1(k) ∈ [0 1),(
0.5x1(k) + 0.5
0.5x2(k)
)
, si x1(k) ∈ [1 2),(
0.5x1(k)− 0.5
0.5x2(k)
)
, si x1(k) ∈ [2∞).
(5.24)
Fig. 5.3 – Dynamique d’une partie du système (5.24).
En inspectant la dynamique du système (5.24), nous remarquons que la dynamique de x2
est contractif. Ainsi, en visualisant bien la dynamique de x1 donnée en Figure 5.3, nous consta-
tons que la dynamique de x1 est également contractif. Par conséquent, l’ellipsoïde E(P, 0)
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paramétré par la matrice P , tel que P = P T  0, donné sous cette forme E(P, 0) = {x ∈ R2 :
xTPx ≤ 1}, est invariant et contractif pour tout P = P T  0 (Fiacchini, Tarbouriech et
Prieur, 2013) pour plus de détails.
Dans la suite, nous allons examiner les résultats du Théorème 5.3 et l’Algorithme 3. L’Al-
gorithme 3 est basé sur les conditions données dans le Théorème 5.2.
Nous avons remarqué que les conditions données dans le Théorème 5.3 sont un cas par-
ticulier de celles données dans le Théorème 5.2. Ce cas particulier correspond aux valeurs
particulières de certaines variables, que nous donnons ci-après :
γi
J,E = 0, βi
J,E = Gi
J , αi
J,E = 0.
Le choix de cet exemple réside dans le fait qu’avec ce dernier, nous pouvons montrer que les
résultats existants dans la littérature sont conservateurs, même dans les cas simples, avec deux
manières différentes, analytiquement puis en utilisant les outils de l’optimisation convexe.
Dans un premier temps, nous remarquons que pour ce système, il n’existe pas de région
dans l’espace d’état dans laquelle la deuxième entrée de commande u2(k) = Sat(0.5x1(k))
est saturée, mais sans que la première entrée de commande u1(k) = Sat(−x1(k)) soit satu-
rée. Cependant, les autres régions existent et dans le Théorème 5.3 toutes les combinaisons
possibles entre les saturations sont implicitement considérées. Notre méthode permet de sur-
monter cette situation et d’obtenir un meilleur résultat, même si nous prenons en compte
toutes les combinaisons, même celles qui n’existent pas.
Dans l’objectif de caractériser le domaine d’attraction du système (5.24), nous pouvons
utiliser plusieurs méthodes, une de ces méthodes est basée sur la considération d’un ensemble
de référence que nous prenons dans ce chapitre comme l’ensemble ΓR = Co({x1, x2}), avec
x1 =
(
1 0
)T et x2 = (−1 0)T , pour lequel nous aimerions calculer la valeur maximale de
τ , tel que τΓR ⊆ E(P, 0) pour certaines P = P T  0, en utilisant les Théorèmes 5.3 et 5.2.
L’ellipsoïde contractif initial E(P, 0) pour le système (5.24) requis pour l’Algorithme 3 peut
être pris égal à celui calculé par le Théorème 5.3.
Ainsi, le problème d’optimisation convexe à résoudre dans les deux cas est le suivant :
max
τ,P
τ
soumis à
τΓR ⊆ E(P, 0),
f(E(P, 0)) ⊆ λE(P, 0).
(5.25)
Dans la suite, nous allons résoudre le problème précédent avec les deux approches.
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5.4.3.1 Solutions avec le Théorème 5.3
Dans un premier temps, nous appliquons le Théorème 5.3. Dans ce cas le problème d’op-
timisation (5.25) peut être réécrit, un peu plus en détail, comme suit :
max
τ,P,GJi
τ
soumis à
x1
T
Px1  1
τ2
,
x2
T
Px2  1
τ2
,
(NJ)TPNJ  λP, ∀J ⊆ Nm,
GJi P
−1(GJi )
T  1, ∀J ⊆ Nm, ∀i ∈ J,
(5.26)
avec NJ = A+
∑
i∈J̄
B(i)Ki +
∑
i∈J
B(i)G
J
i .
La solution de ce problème est l’ensemble contractif E(P, 0) le plus large tel que l’objectif
et les contraintes sont satisfaites. Nous remarquons que la maximisation de la variable τ dans
le problème (5.26) dépend largement des deux dernières contraintes, c.-à-d. les contraintes de
contraction d’un ensemble. Ces deux contraintes correspondent à un ensemble de combinaison
entre les entrées de commande. Ainsi, nous avons plusieurs cas, que nous allons détailler ci-
après :
1. Cas J = ∅, c.-à-d. les deux entrées de commande ne sont pas saturées, nous avons cette
contrainte :
(
1 0
0 0.5
)T
P
(
1 0
0 0.5
)
 P , telle condition est satisfaite pour tout P ∈ R2.
Ainsi, la solution au problème d’optimisation (5.26) correspond pour tout P ∈ R2. Par
conséquent, l’ensemble le plus large est E(P, 0) = R2 ;
2. Cas J = {1}, c.-à-d. la première entrée de commande est saturée mais sans que la
deuxième le soit, nous avons ces deux contraintes :
(
0.5 + 0.5g
{1}
11 0.5g
{1}
12
0 0.5
)T
P
(
0.5 + 0.5g
{1}
11 0.5g
{1}
12
0 0.5
)
 P,
(g
{1}
11 g
{1}
12 )P
−1(g
{1}
11 g
{1}
12 )
T ≤ 1.
Une des solutions qui ne viole pas les contraintes données ci-dessus est la suivante :
g
{1}
11 = 0, g
{1}
12 = 0, P  0.
Ainsi, la solution au problème d’optimisation (5.26) correspond pour tout P ∈ R2. Par
conséquent, l’ensemble le plus large est E(P, 0) = R2 ;
3. Cas J = {1, 2}, c.à-d. les deux entrées de commande sont saturées, nous avons ces trois
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contraintes :(
1 + 0.5g
{1,2}
11 − g
{1,2}
21 0.5g
{1,2}
12 − g
{1,2}
22
0 0.5
)T
P
(
1 + 0.5g
{1,2}
11 − g
{1,2}
21 0.5g
{1,2}
12 − g
{1,2}
22
0 0.5
)
 P,
(g
{1,2}
11 g
{1,2}
12 )P
−1(g
{1,2}
11 g
{1,2}
12 )
T ≤ 1,
(g
{1,2}
21 g
{1,2}
22 )P
−1(g
{1,2}
21 g
{1,2}
22 )
T ≤ 1.
Une des solutions qui ne viole pas les contraintes données ci-dessus est la suivante :
g
{1,2}
11 = 0, g
{1,2}
12 = 0,
g
{1,2}
21 = 0, g
{1,2}
22 = 0, P  0.
Ainsi, la solution au problème d’optimisation (5.26) correspond pour tout P ∈ R2. Par
conséquent, l’ensemble le plus large est E(P, 0) = R2 ;
4. Cas J = {2}, c.-à-d. la deuxième entrée de commande est saturée mais sans que la
première le soit, nous avons ces deux contraintes :(
0.5− g{2}11 g
{2}
12
0 0.5
)T
P
(
0.5− g{2}11 g
{2}
12
0 0.5
)
 P,
(g
{2}
11 − g
{2}
12 )P
−1(g
{2}
11 − g
{2}
12 )
T ≤ 1.
La solution au problème d’optimisation (5.26) en prenant seulement ce cas, c.-à-d. J =
{2}, correspond à P ∗ =
(
0.2500 0.0000
0.0000 0.0088
)
. Par conséquent, E(P ∗, 0) = {x ∈ R2 :
xTP ∗x ≤ 1}.
Enfin, en inspectant les 4 cas possibles des combinaisons entre les entrées de commande
saturées et non saturées, nous constatons que la solution au problème d’optimisation (5.26)
par cette approche est l’ellipsoïde E(P ∗, 0) = {x ∈ R2 : xTP ∗x ≤ 1}.
La Figure 5.4 montre bien les dynamiques du système (5.24), avec toutes les combinaisons
possibles de saturation des entrées de commande u1 et u2. Cette figure confirme bien les
résultats données ci-dessous pour les différents cas. Par conséquent, le cas qui génère du
conservatisme dans les résultats est celui qui correspond à J = {2}, c.-à-d. la deuxième
commande est saturée seule sans que la première le soit. En effet, cette combinaison n’existe
pas réellement mais le Théorème 5.3 prend en compte toutes les combinaisons possibles sans
se soucier de leur existence.
Nous avons trouvé le même résultat en résolvant le problème d’optimisation convexe (5.26)
numériquement en utilisant les outils de l’optimisation convexe. Le problème d’optimisation
(5.26) est un problème d’optimisation non linéaire. Des modifications ont été faites, en utilisant
le complement de Schur et des changements de variables, afin de rendre ce problème traitable
avec les outils de l’optimisation linéaire. Le domaine d’attraction qui correspond à l’ellipsoïde
contractif, trouvé avec cette approche est le suivant :
E(P ∗, 0) =
{
x ∈ R2 : xTP ∗x ≤ 1},
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avec P ∗ =
(
0.2500 0.0000
0.0000 0.0088
)
. Ce domaine est montré dans la Figure 5.5 avec une ligne
discontinue.
Fig. 5.4 – Dynamiques d’une partie du système (5.24) pour les combinaisons possibles de
saturation des entrées de commande u1 et u2.
5.4.3.2 Solutions avec le Théorème 5.2
Dans cette deuxième partie, nous allons examiner l’approche développée dans ce chapitre.
Ainsi, afin de caractériser le domaine d’attraction du système (5.24), nous allons appliquer le
Théorème 5.2 que nous avons donné ci-dessus. Nous gardons le même objectif que celui choisi
pour examiner l’approche trouvée dans la littérature. Ce problème est formalisé comme un
problème d’optimisation convexe (5.25). Par conséquent, le problème d’optimisation (5.25) est
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équivalent au problème suivant :
max
τ,P,αJ,Ei ,β
J,E
i ,γ
J,E
i ,i∈Nm,J∈I,E∈K
τ
soumis à
x1
T
Px1  1
τ2
,
x2
T
Px2  1
τ2
,(
λ2P MJ,E
T
MJ,E P−1
)
 0,
BαJ,E = 0,
γJ,Ei ≤ 0,(
1− γJ,Ei + α
J,E
i β
J,E
i
βJ,Ei
T
(1− γJ,Ei + α
J,E
i )P
)
 0, si i ∈ N
+(J,E),
{
· · · ,
· · · , si i ∈ · · · ,
...
(5.27)
avec
MJ,E = A +
∑
i∈Nm
(
γJ,Ei B(i)Ki +B(i)β
J,E
i
)
. (5.28)
Nous remarquons que, le problème d’optimisation (5.27) reste toujours un problème d’op-
timisation non linéaire et cela même si nous appliquons le complement de Schur ou d’autres
méthodes. Ainsi, afin de résoudre ce problème, nous avons proposé l’Algorithme 3, qui est
basée sur l’utilisation de la méthode de dichotomie. En effet, la méthode de dichotomie peut
être appliquée dans notre cas car la non linéarité que nous avons dans le problème (5.27) est
la multiplication d’un paramètre avec une matrice.
Maintenant, en appliquant l’Algorithme 3 en intégrant le problème d’optimisation (5.27),
nous avons trouvé que l’ellipsoïde ρE(P ∗, 0) est contractif pour tout ρ ≥ 0. La Figure 5.5
montre certains ellipsoïdes contractifs en lignes continues, obtenus en utilisant l’Algorithme 3.
La Figure 5.5 montre que les ellipsoïdes obtenus par les conditions suffisantes présentées
dans ce chapitre sont plus larges que celui déterminé par le Théorème 5.3. Nous remarquons
que dans l’axe des x1, les limites de l’ellipsoïde calculé par le Théorème 5.3 ne dépasse pas les
valeurs 2 et −2, qui représentent les limites de la région où la deuxième entrée de commande est
saturée, mais pas la première, inexistante comme nous l’avons expliqué auparavant. Cependant,
lorsque nous utilisons le résultat présenté dans ce chapitre, l’ellipsoïde ρE(P ∗, 0) est contractif
pour tout ρ ∈ R+.
En effet, dans le Théorème 5.3, toutes les combinaisons possibles de saturation des entrées
de commande sont implicitement considérées, même celles qui n’existent pas et cela affecte
les résultats. Ainsi, d’après les résultats donnés dans la Figure 5.5, nous remarquons que les
conditions données dans le Théorème 5.3 introduisent du conservatisme dans les résultats, un
inconvénient qui est vaincu par l’approche développée dans ce chapitre.
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Enfin, nous notons que l’application numérique des conditions suffisantes données dans ce
chapitre souffrent d’une complexité exponentielle par rapport à la dimension des entrées de
commande. Cependant, la complexité de calcul n’est pas affectée par la dimension du système,
qui peut être de grand dimension, à condition que le nombre d’entrée de commande soit petit.
−6 −4 −2 0 2 4 6
−20
−15
−10
−5
0
5
10
15
20
X1
X
2
 
 
Fig. 5.5 – Ellipsoides contractifs obtenus avec le Théorème 5.3 (ligne discontinue) et le Théo-
rème 5.2 (lignes continues)
5.5 Conclusion
Dans ce chapitre, le problème de stabilité et de convergence des systèmes à temps discret,
qui sont contraints à des saturations sur les entrées de contrôle, a été examiné. Il a été montré
que ce problème consiste en la recherche d’ensembles ellipsoïdaux invariants et contractifs de
tels systèmes. Des conditions suffisantes pour l’invariance et la contraction d’un ellipsoïde pour
des systèmes saturés ont été développées. Ces conditions permettent de déterminer implicite-
ment une fonction de Lyapunov quadratique locale, qui peut être induite à partir d’ensembles
contractifs.
Il a également été démontré que l’approche proposée est moins conservatrice que celles
trouvées dans la littérature. Quelques considérations de calcul ont été fournies. Un algorithme
pour la caractérisation de l’ellipsoïde invariant et contractif a été donné. Un exemple illustratif
a été présenté, afin d’élucider la principale contribution de ce chapitre.
L’approche proposée dans ce chapitre peut être utile pour la caractérisation des domaines
d’attraction sous forme ellipsoïdale pour les systèmes de traitement du cancer. Ces systèmes de
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traitement du cancer sont des systèmes qui sont capables de reproduire les évolutions des cel-
lules cancéreuses en interaction avec d’autres cellules et certains médicaments externes. L’idée
consiste à approximer ces systèmes avec un ensemble de systèmes saturés, ensuite d’étendre
le résultat développé dans ce chapitre, afin de caractériser leurs domaines d’attraction. Dans
les travaux de cette thèse, nous n’avons pas pris cette direction de recherche et nous l’avons
inscrite dans les perspectives des travaux de thèse.

Chapitre 6
Domaines d’attraction des systèmes
non linéaires incertains
Le problème de stabilisation des systèmes non linéaires incertains est introduit. Deux
types d’incertitudes sont donnés. Une condition suffisante pour l’invariance d’un système non
linéaire avec incertitudes paramétriques est donnée, en exploitant les avantages de convexité.
Une méthode pour la caractérisation des domaines d’attraction des systèmes non linéaires
avec incertitudes paramétriques est donnée. Le cas des systèmes non linéaires avec incertitudes
additives est également étudié.
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6.1 Introduction
En général, lors de la conception des lois de commande pour des systèmes dynamiques,
nous cherchons à assurer que les contrôleurs garantissent certaines performances souhaitées.
L’approximation des systèmes par des modèles non linéaires incertains a permis de résoudre des
problèmes où le souci de la robustesse est souvent rencontré. En effet, un système physique n’est
jamais rigoureusement connu avec exactitude, mais il est possible de le modéliser en prenant
en compte des incertitudes qui affectent sa dynamique, à condition que ces incertitudes soient
bornées dans un ensemble. Donc, ne pas prendre en compte ces incertitudes lors de la synthèse
des lois de commande ou lors de l’analyse de stabilité entraine la dégradation des performances,
voire la déstabilisation du système.
Le problème de stabilisation des systèmes non linéaires incertains est étudié dans ce cha-
pitre. Afin de traiter cette problématique, plusieurs approches existent dans la littérature.
Celle qui nous intéresse dans cette thèse est celle basée sur les méthodes de la théorie des
ensembles qui consiste à synthétiser des lois de contrôle robustes en utilisant les ensembles
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invariants contrôlables robustes. En effet, la caractérisation de l’ensemble invariant contrôlable
robuste maximal, c.-à-d. le domaine d’attraction, pour les systèmes non linéaires incertains
est cruciale dans cette approche.
Dans ce chapitre, nous introduisons le problème de la stabilisation des systèmes non li-
néaires non autonomes et incertains et nous donnons des méthodes pour caractériser leurs
domaines d’attraction.
Dans un premier temps, le système que nous considérons est un système non linéaire avec
des paramètres qui sont inconnus mais qui sont supposés appartenir à un ensemble borné et
connu. Ce choix est fait car pour certains systèmes dynamiques, les paramètres sont inconnus
et certains d’entre eux varient dans le temps. Une autre raison, c’est le fait que nous ne
pouvons pas reproduire la dynamique d’un système avec exactitude en utilisant les outils
de la modélisation. Par conséquent, des erreurs de modélisation peuvent avoir lieu. Ainsi,
une approche qui permet de prendre en compte ces incertitudes consiste à considérer que les
paramètres du modèle sont incertains mais bornés dans un ensemble, c.-à-d.
x(k + 1) = g(x(k), u(k), w(k)),
avec w ∈W le vecteur des paramètres du système et W ⊂ Rr un ensemble compact connu.
Pour ce système, le problème de stabilisation consiste à déterminer son domaine d’at-
traction, qui contient toutes les conditions initiales tel que pour chaque condition il existe
une sequence de contrôles admissibles stabilisatrice quelques soient les valeurs du vecteur des
paramètres w, qui ne prend des valeurs que dans W.
Dans la deuxième partie de ce chapitre, nous considérons des systèmes non linéaires avec
des incertitudes additives, qui sont inconnues mais supposées appartenir à un ensemble borné
et connu. Ces incertitudes peuvent jouer le rôle des perturbations additives ou être utilisées
pour modéliser des méconnaissances des systèmes non linéaires. Dans certains cas, ces mé-
connaissances peuvent être ajoutées comme des parties additives aux modèles originaux des
systèmes. Ces systèmes sont les suivants :
x(k + 1) = f(x(k), u(k)) + v(k),
avec v ∈ V un vecteur inconnu et V ⊂ Rn un ensemble compact connu.
Pour ce dernier système, le problème de stabilisation consiste à déterminer son domaine
d’attraction, qui contient toutes les conditions initiales tel que pour chaque condition, il existe
une sequence de contrôles admissibles stabilisatrice quelques soient les valeurs de v qui ne
prend des valeurs que dans l’ensemble V.
Dans ce chapitre, pour répondre aux deux problématiques posées ci-dessus, nous allons
utiliser les méthodes de la théorie des ensembles avec l’approche du pire des cas introduites
dans le Chapitre 3.
6.2. Systèmes non linéaires avec incertitudes paramétriques 111
6.2 Systèmes non linéaires avec incertitudes paramétriques
Nous considérons le système non linéaire incertain donné sous cette forme :
x(k + 1) = g(x(k), u(k), w(k)), w(k) = (w1(k) · · ·wr(k))T ∈W, (6.1)
avec x(k) ∈ X ⊆ Rn l’état du système, x(k+ 1) le successeur de x(k), u ∈ U ⊆ Rm l’entrée de
contrôle, w ∈W ⊆ Rr le vecteur des paramètres et g(·, ·, ·) une fonction qui dépend du vecteur
des paramètre w. Les ensembles X et U ont été définis auparavant et W est un ensemble borné
qui contient les valeurs de w.
L’approche pour la caractérisation du domaine d’attraction du système non linéaire in-
certain (6.1) est l’extension de l’approche donnée dans le Chapitre 3 pour les systèmes non
linéaires déterministes. Cette approche est basée sur la représentation du système non linéaire
incertain (6.1) par un système extension CDI que nous définissons dans la suite. Elle est
également basée sur l’application des méthodes classiques de la caractérisation des domaines
d’attraction pour les systèmes linéaires incertains, pour caractériser le domaine d’attraction
du système extension CDI, qui peuvent être adaptées pour ce genre de systèmes.
Pour un vecteur connu des paramètres w, le système x(k+ 1) = g(x(k), u(k), w) peut être
représenté par le système extension CDI (3.24) avec la fonction F(·, ·) = G(·, ·, ·), c.-à-d.
g(x(k), u(k), w) ∈ G(x(k), u(k), w),
∀x(k) ∈ X et ∀u(k) ∈ U.
Nous rappelons que la fonction F(·, ·) est une fonction qui relie chaque élément (xTuT )T ∈
Rn × Rm à un ensemble dans Rn et qui définit le système extension CDI (3.24).
Cependant, quand le vecteur des paramètres w est considéré inconnu avec la condition
qu’il appartienne à l’ensemble W, la fonction g(x(k), u(k), w(k)) pourrait être représentée par
l’union des fonctions G(x(k), u(k), w(k)) pour tout w ∈ W. Par conséquent, le système non
linéaire incertain (6.1) peut être représenté par le système extension CDI suivant :
x(k + 1) ∈
⋃
w(k)∈W
G(x(k), u(k), w(k)). (6.2)
Après la représentation du système non linéaire par un système extension CDI, dans la
suite nous donnons la méthode pour déterminer le domaine d’attraction du système extension
CDI (6.2), qui est une approximation du domaine d’attraction du système non linéaire (6.1).
6.2.1 Condition suffisante pour l’invariance d’un polytope pour un système
non linéaire incertain
Dans un premier temps, nous rappelons la définition d’un ensemble invariant contrôlable
robuste pour le système (6.1), adapté ici pour le système extension CDI (6.2).
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Définition 6.1 (Blanchini et Miani, 2008)
L’ensemble compact et convexe Ω ⊆ Rn est un ensemble invariant contrôlable robuste pour le
système x(k + 1) = g(x(k), u(k), w(k)), avec w ∈W, si pour tout x ∈ Ω il existe u ∈ U, tel
que g(x, u, w) ∈ Ω pour tout w ∈W ; Il est un ensemble invariant contrôlable robuste pour le
système extension CDI (6.2), si pour tout x ∈ Ω il existe u ∈ U, tel que G(x, u, w) ⊆ Ω pour
tout w ∈W.
Cette définition peut être interprétée de cette façon : pour chaque condition initiale appar-
tenant à l’ensemble invariant contrôlable robuste Ω, il existe une entrée de contrôle admissible
u ∈ U, telle que l’évolution du système reste à l’intérieur de Ω, quelles que soient les incerti-
tudes paramétriques qui affectent la dynamique du système.
En utilisant cette définition, nous définissons pour le système extension CDI (6.2) l’opéra-
teur contrôlable robuste en un pas, qui peut être appliqué afin de vérifier l’invariance contrô-
lable robuste d’un ensemble Ω ⊆ X. Il est donné ci-après.
Définition 6.2
Soit l’ensemble compact et convexe Ω. En considérant que l’Hypothèse 3.3 soit satisfaite pour
la fonction G(·, ·, ·) determinant le système dynamique incertain (6.2), l’opérateur contrôlable
robuste en un pas pour le système (6.2) est défini par QW tel que :
QW(Ω,U,X) =
{
x ∈ X | ∃u ∈ U :
⋃
w∈W
G(x, u, w) ⊆ Ω
}
. (6.3)
Afin d’exploiter les avantages de la convexité, nous introduisons la propriété suivante, qui
est primordiale dans la suite (Bertsekas, 2009).
Propriété 6.1 ((Bertsekas, 2009))
Soit Ω un ensemble compact et convexe appartenant à Rn et qui contient au moins un point
extrême. La fonction convexe g : Ω 7→ Rn, qui atteint son maximum dans l’ensemble Ω, atteint
son maximum à certain point extrême de Ω.
Afin de calculer l’ensemble généré par l’opérateur contrôlable robuste en un pas (6.3) à
partir d’un ensemble Ω, le vecteur des paramètres w doit être balayé dans tout l’ensemble W,
cela pourrait engendrer des problèmes au niveau calcul. Ainsi, pour résoudre ce problème la
condition d’invariance donnée dans (6.3) peut être restreinte aux sommets de l’ensemble W
pour rendre le problème de calcul traitable. Cette proposition est utile dans ce contexte.
Proposition 6.1
Soient l’ensemble compact et convexe Ω, le polytope W et l’ensemble Σ qui contient les som-
mets de W. Nous considérons que l’Hypothèse 3.3 soit satisfaite pour la fonction G(·, ·, ·) de-
terminant le système dynamique incertain (6.2) et nous considérons également que la fonction
support G(x, u, w, η) de l’ensemble G(x, u, w) est convexe par rapport à w, alors l’opérateur
donné par (6.3) est équivalent à QΣ, tel que :
QΣ(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : G(x, u, w) ⊆ Ω, ∀w ∈ Σ
}
. (6.4)
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Preuve : En appliquant la Propriété 3.1, l’inclusion
⋃
w∈W
G(x, u, w) ⊆ Ω dans (6.3) est
équivalente à
φ ⋃
w∈W
G(x,u,w)(η) ≤ φΩ(η), ∀η ∈ Rn.
Maintenant, en utilisant les propriétés de la fonction support d’un ensemble (Rockafellar,
1970), la dernière condition est équivalente à
φ ⋃
w∈W
G(x,u,w)(η) = max
w∈W
φG(x,u,w)(η)
= max
w∈W
G(x, u, w, η) ≤ φΩ(η), ∀η ∈ Rn,
(6.5)
avec G(x, u, w, η) qui est la fonction support de l’ensemble G(x, u, w) définie dans l’Hypo-
thèse 3.3 et qui dépend de la variable η ∈ Rn.
D’une manière similaire, en appliquant la Propriété 3.1 et en utilisant la définition de la
fonction support d’un ensemble, l’inclusion G(x, u, w) ⊆ Ω, ∀w ∈ Σ dans (6.4) est équivalente
à
G(x, u, w, η) ≤ φΩ(η), ∀w ∈ Σ, ∀η ∈ Rn,
avec Σ qui est l’ensemble des sommets de W. Une telle condition est équivalente aussi à
max
w∈Σ
G(x, u, w, η) ≤ φΩ(η), ∀η ∈ Rn. (6.6)
Maintenant, nous allons prouver que l’inégalité (6.6) est équivalente à l’inégalité (6.5). La
nécessité est due à Σ ⊆W, puisque W est un polytope.
Afin de prouver la suffisance de l’équivalence, nous avons à prouver que
max
w∈W
G(x, u, w, η) ≤ max
w∈Σ
G(x, u, w, η), ∀η ∈ Rn, (6.7)
car (6.7) veut dire que max
w∈Σ
G(x, u, w, η) ≤ φΩ(η) implique que max
w∈W
G(x, u, w, η) ≤ φΩ(η),
pour tout η ∈ Rn. Pour cela, nous procédons par contradiction, en supposant qu’il existe
η ∈ Rn tel que
max
w∈W
G(x, u, w, η) > max
w∈Σ
G(x, u, w, η).
Par hypothèse, nous avons que pour un vecteur donné (xTuT ηT )T ∈ X × U × Rn, la
fonction
G(x, u, ·, η) : W 7→ Rn
est convexe par rapport à w ∈W et que l’ensemble W est un ensemble compact.
Ainsi, la fonction support G(x, u, w, η) atteint son maximum par rapport à w dans l’en-
semble W. Par conséquent, en appliquant la Propriété 6.1, la fonction G(x, u, w, η) atteint
son maximum à certain point extrême de W. D’où, cela est une contradiction et l’hypothèse
est fausse. Ainsi, la condition (6.7) est vraie et la suffisance est prouvée.
En conséquence, la condition (6.6) est équivalente à (6.5) et l’opérateur contrôlable robuste
en un pas donné dans la Définition 6.2 est équivalent à celui donnée dans la Proposition 6.1.
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Finalement, à partir de la Proposition 6.1, nous constatons qu’une condition suffisante
pour l’invariance d’un système non linéaire avec incertitudes paramétriques (6.1) pourrait
être dérivée, elle est donné dans la définition suivante :
Définition 6.3
Un ensemble compact et convexe Ω est un ensemble invariant contrôlable robuste pour le sys-
tème (6.1) si pour tout x ∈ Ω, il existe u = u(x) ∈ U tel que :
G(x, u, w) ⊆ Ω, ∀w ∈ Σ,
avec Σ l’ensemble des sommets de l’ensemble d’incertitudes W.
Dans la suite, nous allons utiliser l’opérateur développé dans cette section pour la carac-
térisation des domaines d’attraction pour le système extension CDI (6.1).
6.2.2 Procédure itérative pour le calcul du domaine d’attraction
En théorie des ensembles, la méthode la plus utilisée qui conduit à la détermination de
l’ensemble invariant contrôlable robuste maximal, c.-à-d. le domaine d’attraction, est celle
basée sur des procédures itératives. En général, cette méthode génère une sequence d’ensembles
qui converge vers l’ensemble contrôlable robuste maximal.
L’opérateur contrôlable robuste en un pas permet d’associer à chaque ensemble Ω, l’en-
semble des états pour lesquels il existe un ensemble d’entrées de commande admissible u ∈ U,
tels que ces états peuvent être conduits à Ω par
⋃
w∈Σ
G(x, u, w). Par conséquent, cet opérateur
peut être utilisé pour calculer une séquence d’ensembles imbriqués pour les systèmes linéaires
et aussi pour les systèmes non linéaires. L’Algorithme 4 est à appliquer afin de générer des
séquences d’ensembles qui convergent vers les domaines d’attraction des systèmes non linéaires
avec incertitudes paramétriques (Blanchini et Miani, 2008).
Algorithme 4 : Séquence d’ensembles pour le système (6.2)
Entrée : Ensemble initial, compact et convexe Ω0 ⊆ X pour le système (6.2).
1: pour k ∈ NN
2: Calculer Ωk+1 = QΣ(Ωk,U,X) ∩X
3: si Ωk+1 = Ωk alors Ωmax = Ωk retourner
4: fin si
5: fin pour
Sortie : Ensemble invariant contrôlable robuste maximal Ω∞ = Ωmax.
Notons que l’Algorithme 4 peut être appliqué en commençant par l’ensemble des contraintes
sur l’état du système Ω0 = X ou bien par un ensemble initial invariant contrôlable robuste
Ω0. Dans la littérature, il existe plusieurs techniques pour déterminer l’ensemble Ω0.
Étant donné que notre objectif est de déterminer la séquence d’ensembles sous forme
polyédrale, nous introduisons la proposition suivante :
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Proposition 6.2
Soit la fonction G(·, ·, ·) determinant le système extension CDI (6.2) telle que sa fonction
support G(x, u, w, η) est convexe par rapport à w. En considérant l’ensemble de contraintes
X, l’ensemble des entrées de commande admissibles U et le polytope Ω(H,h) =
{
x ∈ Rn :
Hx ≤ h
}
, avec H ∈ Rnh×n et h ∈ Rnh, l’opérateur contrôlable robuste en un pas pour le
système (6.2) est défini par QΣ tel que :
QΣ(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : G(x, u, w,HiT ) ≤ hi, ∀i ∈ Nnh ,∀w ∈ Σ}. (6.8)
Pour chaque polytope Ω, l’ensembleQΣ(Ω,U,X) est convexe et fermé. En plus siG(·, ·, w, η)
est une fonction affine par morceaux, alors l’ensemble QΣ(Ω,U,X) est un polyèdre pour tout
polytope Ω (Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Quein-
nec, 2011 ; Fiacchini, 2010).
En résumant, la méthodologie à suivre afin de caractériser le domaine d’attraction des
systèmes non linéaires avec incertitudes paramétriques, donnés par (6.1), est la suivante :
1. La recherche d’un système extension CDI (6.2) qui peut représenter le système non
linéaire incertain (6.1) tel que g(x, u, w) ∈ G(x, u, w) pour tout x ∈ X, u ∈ U et
w ∈W ;
2. Le calcul de l’opérateur contrôlable robuste en pas pour le système extension CDI (6.2) ;
3. L’implémentation de l’Algorithme 4.
6.3 Systèmes non linéaires avec incertitudes additives
Dans cette section, notre objectif est de développer une méthode pour la caractérisation
des domaines d’attraction des systèmes non linéaires avec incertitudes additives, en utilisant
les méthodes de la théorie des ensembles.
Nous considérons le système non linéaire incertain donné sous cette forme
x(k + 1) = f(x(k), u(k)) + v(k), (6.9)
avec v une incertitude additive inconnue appartenant à un ensemble borné et connue V ⊆ Rn.
L’ensemble borné V peut être une boite, un polyèdre, un ellipsoïde ou leur intersection. Le
choix de l’ensemble V peut être fait en fonction de la nature du système et la manière avec
laquelle l’incertitude affecte la dynamique du système.
La méthode pour caractériser le domaine d’attraction du système incertain (6.9) est basée
sur la représentation de ce dernier par un système extension CDI incertain. Elle est également
basée sur l’application des méthodes classiques de caractérisation des domaines d’attraction
pour les systèmes linéaire avec incertitude additive, pour le système extension CDI incertain
qui est une approximation du domaine d’attraction pour le système (6.9).
Dans un premier temps, nous considérons le système extension CDI incertain donné sous
cette forme, pour lequel l’Hypothèse 3.3 est vérifiée :
x(k + 1) ∈ H(x(k), u(k), v(k)) = F(x(k), u(k)) + V, (6.10)
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avec H(x(k), u(k), v(k)) une fonction qui relie chaque état (xT uT vT )T ∈ Rn × Rm × Rn à
un ensemble convexe dans Rn, F(x(k), u(k)) une fonction qui relie chaque état (xT uT )T ∈
Rn ×Rm à un ensemble convexe dans Rn, voir le Chapitre 3 et V un ensemble d’incertitudes
additives qui est borné et qui satisfait l’hypothèse suivante :
Hypothèse 6.1
L’ensemble V ⊂ Rn est un ensemble compact, convexe et 0 ∈ V.
Le système extension CDI incertain défini par la fonctionH est égal à un système extension
CDI défini par la fonction F comme dans le Chapitre 4, avec une incertitudes additives sous
forme d’ensemble V
L’importance de l’utilisation des systèmes extension CDI incertains (6.10) réside dans le
fait qu’ils peuvent être utilisés pour représenter des systèmes non linéaires incertains qui sont
donnés sous la forme x(k + 1) = f(x(k), u(k)) + v(k), c.-à-d.
f(x(k), u(k)) + v(k) ∈ H(x(k), u(k), v(k)) = F(x(k), u(k)) + V,
pour tout x(k) ∈ X, tout u(k) ∈ U et tout v(k) ∈ V.
En effet, un ensemble invariant contrôlable robuste pour le système CDI incertain (6.10) est
invariant contrôlable robuste aussi pour le système non linéaire incertain (6.9). Par conséquent,
la représentation peut être utile afin de déterminer le domaine d’attraction du système non
linéaire (6.9). Le conservatisme dans les résultats est dû aux erreurs de représentation. Ainsi,
une bonne représentation est nécessaire afin de bien estimer le domaine d’attraction du système
(6.9).
Pour la suite, nous considérons que la fonction F satisfait l’Hypothèse 3.3, c.-à-d. la fonc-
tion support F (x, u, η) de l’ensemble F(x, u) évaluée à η ∈ Rn est convexe par rapport à
(xT uT )T ∈ X × U. Ainsi, comme l’image de la fonction H déterminant le système (6.10)
est la somme de deux ensembles convexes, donc elle est également convexe par rapport à
(xT uT )T ∈ X×U. Par conséquent, l’image de la fonctionH pour un état (xT uT vT )T ∈ X×U
est définie comme suit :
H(x, u, v) =
{
z ∈ Rn : ηT z ≤ F (x, u, η) + φV(η), ∀η ∈ Rn}. (6.11)
Afin de déterminer le domaine d’attraction du système incertain (6.9), dans un premier
temps nous donnons la définition d’un ensemble invariant contrôlable robuste pour le système
incertain (6.9).
Définition 6.4 ((Blanchini et Miani, 2008))
L’ensemble convexe et compact Ω ⊆ Rn est un ensemble invariant contrôlable robuste pour le
système non linéaire x(k+1) = f(x(k), u(k))+v(k), si pour tout x ∈ Ω il existe u ∈ U tel que
f(x, u) + v ∈ Ω pour tout v ∈ V ; Il est invariant contrôlable robuste pour le système (6.10),
si pour tout x ∈ Ω il existe u ∈ U tel que H(x, u, v) = F(x, u) + V ⊆ Ω.
Quelles que soient les incertitudes additives v ∈ V affectant les trajectoires du système
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(6.9) qui commencent dans un ensemble invariant contrôlable robuste Ω, ils existent des entrées
de contrôle admissibles telles que ces trajectoires restent dans l’ensemble Ω.
En se basant sur la définition d’ensemble invariant contrôlable robuste, nous définissons
un opérateur contrôlable robuste en un pas qui peut être utilisé afin de vérifier l’invariance
contrôlable robuste d’un ensemble Ω ⊆ X.
Définition 6.5
Soit l’ensemble convexe et compact Ω. Nous considérons que l’Hypothèse 3.3 est satisfaite pour
la fonction H determinant le système dynamique (6.10). L’opérateur contrôlable robuste en un
pas est défini par QV tel que :
QV(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : H(x, u, v) = F(x, u) + V ⊆ Ω}. (6.12)
Par conséquent, cet opérateur permet d’associer à chaque ensemble Ω l’ensemble des états
qui peuvent être ramenés dans Ω par H en appliquant des entrées de contrôle admissibles
u ∈ U.
En utilisant cette définition, nous constatons qu’un ensemble convexe et compact Ω ∈ X
est invariant contrôlable robuste pour le système (6.9) si et seulement s’il existe u ∈ U tel que
Ω ⊆ QV(Ω,U,X).
Ainsi, cet opérateur peut être utilisé afin de vérifier cette propriété et calculer une sé-
quence d’ensembles qui converge vers l’ensemble invariant contrôlable robuste maximal pour
le système extension CDI incertain (6.10), ainsi que pour le système non linéaire incertain
(6.9).
L’Algorithme 5 est donné pour générer cette séquence d’ensembles convexes qui converge
vers le domaine d’attraction du système (6.9), les détails sont donnés dans (Blanchini et
Miani, 2008 ; Riah, Fiacchini et Alamir, 2016).
Algorithme 5 : Séquence d’ensembles pour le système (6.10)
Entrée : Ensemble initial, compact et convexe Ω0 ⊆ X.
1: pour k ∈ NN
2: Calculer Ωk+1 = QV(Ωk,U,X) ∩X
3: si Ωk+1 = Ωk alors Ωmax = Ωk retourner
4: fin si
5: fin pour
Sortie : Ensemble invariant contrôlable robuste maximal Ω∞ = Ωmax.
Notons que l’Algorithme 5 peut être appliqué en commençant par l’ensemble des contraintes
sur l’état du système Ω0 = X ou par un ensemble initial invariant contrôlable robuste Ω0.
Dans la littérature, il existent plusieurs techniques pour déterminer l’ensemble Ω0.
Étant donné que notre objectif est de déterminer la séquence d’ensembles sous forme
polyédrale, nous introduisons le résultat suivant :
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Proposition 6.3
Soit la fonction H determinant le système extension CDI incertain (6.10). Nous considérons
l’ensemble de contraintes X, l’ensemble des entrées de contrôle admissible U et le polytope
Ω(H,h) =
{
x ∈ Rn : Hx ≤ h
}
, avec H ∈ Rnh×n et h ∈ Rnh . L’opérateur contrôlable
robuste en un pas est défini par QV tel que :
QV(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : F (x, u,HiT ) ≤ hi − φV(HTi ), ∀i ∈ Nnh}. (6.13)
Preuve : Nous avons de la Définition 6.4 que x ∈ QV(Ω,U,X) si et seulement s’il existe
u ∈ U tel que H(x, u, v) ⊆ Ω, qui est la condition donnée pour déterminer l’ensemble généré
par l’opérateur contrôlable robuste en un pas.
Ainsi, en appliquant la propriété 3.1 et (6.11), cette dernière condition est équivalente à
x ∈ QV(Ω,U,X) si et seulement s’il existe u ∈ U tel que φF(x,u)(η) + φV(η) ≤ φΩ(η) pour
tout η ∈ Rn.
Pour le cas polyédral, cette condition est équivalente aussi à x ∈ QV(Ω,U,X) si et seule-
ment s’il existe u ∈ U tel que F (x, u,HiT ) ≤ hi − φV(HTi ), ∀i ∈ Nnh , (Fiacchini, 2010).
Finalement, l’opérateur contrôlable robuste en un pas peut être défini comme en (6.13).
Pour chaque polytope Ω, l’ensemble QV(Ω,U,X) est convexe et fermé. En outre, si
F (·, ·, η) est une fonction affine par morceaux, QV(Ω,U,X) est un polyèdre pour tout po-
lytope Ω, (Blanchini et Miani, 2008 ; Tarbouriech, Gomes Da Silva Jr. Et Queinnec,
2011 ; Fiacchini, 2010).
Afin de conclure cette section, nous résumons la méthodologie à suivre pour caractériser
le domaine d’attraction des systèmes non linéaires avec incertitudes additives (6.9), qui est la
suivante :
1. La recherche d’un système extension CDI incertain (6.10) qui peut représenter le système
non linéaire incertain (6.9) tel que f(x, u) + v ∈ H(x, u, v) pour tout x ∈ X, u ∈ U et
v ∈ V ;
2. Le calcul de l’opérateur contrôlable robuste en un pas pour le système extension CDI
incertain (6.10) ;
3. L’implémentation de l’Algorithme 5.
6.4 Conclusion
Dans ce chapitre, le problème de la stabilisation des systèmes non linéaires en utilisant les
méthodes de la théorie des ensembles exposées dans le Chapitre 4 a été étendu pour le cas des
systèmes non linéaires avec incertitudes paramétriques et additives. Une condition suffisante a
été dérivée pour l’invariance contrôlable robuste d’un polytope pour les systèmes non linéaires
avec incertitudes paramétriques. Une méthode basée sur cette condition a été développée pour
la caractérisation des domaines d’attraction pour des systèmes non linéaires avec incertitudes
paramétriques.
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La deuxième partie a été consacrée à l’étude des systèmes non linéaires avec incertitudes
additives, où une méthode pour la caractérisation de leurs domaines d’attraction a été donnée.
Les méthodes de caractérisation des domaines d’attraction des systèmes non linéaires avec
incertitudes, que nous avons développé dans ce chapitre, sont des méthodes traitables nu-
mériquement. Une application possible de ces méthodes est la caractérisation des domaines
d’attraction des systèmes de traitement du cancer. A partir de ces domaines, plusieurs infor-
mations importantes pour une thérapie efficace peuvent être extraites. La troisième partie de
cette thèse est dédiée à cette problématique.

Troisième partie
Méthodes de la théorie des ensembles
pour les modèles du cancer
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Chapitre 7
Domaines d’attraction des modèles de
chimiothérapie du cancer
Ce chapitre propose des méthodes pour la caractérisation du domaine d’attraction pour
les modèles de la chimiothérapie du cancer. Ce domaine d’attraction est l’ensemble de tous les
états initiaux des patients tel que pour chaque état il existe un protocole d’administration de
médicaments cytotoxiques efficace. Le modèle mathématique simule la dynamique des cellules
tumorales et normales en présence de médicaments cytotoxiques. Un protocole d’administra-
tion de médicaments cytotoxiques est efficace si la contraction de la tumeur est garantie tout
en assurant que la population des cellules normales soit supérieure à un seuil prescrit. La
population des cellules normales est considérée comme l’indicateur de santé des patients.
Plusieurs contraintes sont considérées : la présence d’un niveau élevé d’incertitude qui af-
fecte les paramètres du modèle ; la présence de dynamiques non modélisées qui est acceptées
par le besoin d’avoir un modèle plus orienté contrôle ; et la présence d’une quantité de médi-
caments admissible pour le traitement à administrer d’une manière efficace durant la période
de traitement. Le problème est posé en termes de calcul de domaine d’attraction et est ré-
solu en appliquant les méthodes de la théorie des ensembles rappelées dans le Chapitre 3 et
développées dans le Chapitre 6.
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7.1 Introduction
Plusieurs modèles mathématiques pour le cancer sont apparus ces 50 dernières années,
et plusieurs chercheurs ont travaillé sur la problématique du traitement du cancer (Swan,
1990 ; Martin, 1992 ; Pillis, Gu et Radunskaya, 2006 ; Matveev et Savkin, 2002). Des
modèles ont été utilisés pour le contrôle de la croissance tumorale, en appliquant le contrôle
optimal (Pillis et al. 2007 ; Ledzewicz, Schättler et d’Onofrio, 2008a), ou le contrôle
en boucle fermée (Chareyron et Alamir, 2009 ; Alamir, 2014 ; Alamir, 2015). Beaucoup
de modèles sont basés sur l’évolution des différentes populations de cellules (Afenya, 1996 ;
Afenya et Bentil, 1998 ; Hahnfeldt et al. 1999 ; Matveev et Savkin, 2002 ; Pillis, Gu
et Radunskaya, 2006), et ils incorporent l’effet de différents médicaments, par exemple les
médicaments cytotoxiques, immunologiques ou leur combinaison.
La chimiothérapie est un traitement comportant l’administration de médicaments, cyto-
toxiques ou cytotostatiques, qui agissent sur les cellules cancéreuses, soit en les détruisant,
soit en les empêchant de se multiplier. Plusieurs objectifs pour le contrôle de la croissance
tumorale en appliquant la chimiothérapie sont posés dans la littérature. Dans certains cas, le
but principal est de minimiser la quantité de médicaments en respectant la contrainte sur la
taille des cellules cancéreuses, qui doit être inférieure à un seuil prescrit, à la fin du traitement.
Dans d’autres cas, l’objectif est de minimiser la taille des cellules cancéreuses sous certaines
contraintes afin d’éviter l’intoxication des patients (Matveev et Savkin, 2002 ; Charey-
ron et Alamir, 2009 ; Ledzewicz, Schättler et d’Onofrio, 2008a ; Alamir, 2015 ; de
Pillis et Radunskaya, 2001). Minimiser la quantité de médicaments et la population des
cellules cancéreuses à la fin de la période de traitement, simultanément, est également consi-
déré (Alamir, 2014 ; Ledzewicz, Schättler et d’Onofrio, 2008a). Dans beaucoup de
travaux, comme condition de santé des patients, maintenir la population des cellules normales
supérieure à un niveau prescrit est souvent utilisé (Matveev et Savkin, 2002 ; Murray,
1994).
Dans ce chapitre, le modèle mathématique basé sur les travaux qui ont été faits dans
(Afenya, 1996 ; Afenya et Bentil, 1998 ; Matveev et Savkin, 2002 ; Swan, 1990) est
adopté pour reproduire et simuler le comportement des cellules normales et cancéreuses en
présence de médicaments cytotoxiques. Il est donné sous forme d’Équations Différentielles
Ordinaires (ODEs). Ce modèle était originalement utilisé pour représenter la leucémie aiguë
myéloblastique (AML en anglais qui abrège Acute Myeloblastic Leukemia) (Afenya, 1996 ;
Afenya et Bentil, 1998), et dans (Matveev et Savkin, 2002 ; Murray, 1994) il a été
utilisé pour simuler les comportements de différentes types de cancer. Les cellules normales
représentent une partie du système immunitaire et peuvent être interprétées comme l’agréga-
tion de plusieurs types de cellules, les cellules NK, les cellules CD8+ T et les lymphocytes
comme c’est le cas dans (Chareyron et Alamir, 2009 ; Pillis, Gu et Radunskaya, 2006).
Dans ce modèle les processus Gompertzien sont utilisés pour modéliser les croissances des
populations des cellules normales et cancéreuses, et certaines hypothèses sont introduites afin
de maintenir une simplicité suffisante pour l’analyse.
Dans ce chapitre, des techniques et méthodes de la théorie des ensembles, pour l’analyse
et le contrôle des systèmes dynamiques, sont employées pour la caractérisation des domaines
d’attraction pour les modèles de la chimiothérapie du cancer. L’importance des ensembles in-
7.2. Modèle mathématique de la chimiothérapie du cancer 125
variants robustes pour le contrôle et l’analyse des systèmes dynamiques est due aux propriétés
de la stabilité et la robustesse de ces régions d’espace d’état. Beaucoup de résultats concernant
ces méthodes sont apparus dans la littérature (Bertsekas, 1972 ; Gilbert et Tan, 1991 ;
Kolmanovsky et Gilbert, 1998 ; Blanchini et Miani, 2008).
L’objectif de ce chapitre est de développer des outils numériques pour l’analyse de la chi-
miothérapie du cancer, en se basant sur les propriétés des ensembles invariants et les systèmes
d’inclusions aux différences convexes. Ces méthodes fournissent les domaines d’attraction pour
les modèles de la chimiothérapie du cancer. Ces domaines contiennent tous les états tumo-
rales et normales (populations des cellules normales et tumorales) pour lesquels ils existent
des protocoles d’administration de médicaments cytotoxiques efficaces. Ces protocoles doivent
conduire ces états à la région saine dans l’espace d’état du système. La région saine est définie
comme la région dans l’espace où la population des cellules tumorales est très petit et la po-
pulation des cellules normales est supérieure à un seuil. La population des cellules normales
est posée comme une mesure de santé des patients.
Puisque les modèles mathématiques de la chimiothérapie du cancer peuvent impliquer un
nombre importants de paramètres qui sont inconnus et qui peuvent avoir des dynamiques
variantes (Alamir, 2014), des incertitudes paramétriques, additives et multiplicatives sont
considérées dans ce chapitre. Cette considération est cruciale dans notre étude. Cependant,
elle pourrait rendre le problème d’analyse beaucoup plus complexe.
Des études comparatives entre plusieurs stratégies de traitement sont fournies. La ca-
ractérisation de tous les domaines d’attraction pour chaque protocole d’administration de
médicaments est donné, et la stratégie appropriée pour chaque patient peut être déduite en
analysant les différents domaines d’attraction.
Ce chapitre est organisé comme suit :
Dans la Section 7.2 le modèle mathématique de la chimiothérapie du cancer est donné.
Dans la Section 7.3 le problème adressé dans ce chapitre est donné. Les outils numériques pour
déterminer les domaines d’attraction sont développés dans la Section 7.4. Dans la Section 7.5
un autre modèle mathématique est donné, il simule les mêmes dynamiques que celles données
dans la Section 7.2 avec la dynamique de la quantité de médicaments administrée. Un autre
outil numérique est développé dans cette section pour déterminer le domaine d’attraction
qui correspond à une quantité de médicaments admissible. Cette dernière quantité peut être
considérée comme une condition pour éviter l’intoxication des patients. La Section 7.6 finit le
chapitre par des conclusions.
7.2 Modèle mathématique de la chimiothérapie du cancer
Le modèle mathématique que nous considérons dans cette section est celui utilisé dans les
travaux (Afenya, 1996 ; Afenya et Bentil, 1998 ; Matveev et Savkin, 2002), qui simule
les interactions qui existent entre les cellules tumorales, les cellules normales et les effets des
médicaments cytotoxiques sur les deux types de cellules. Ce modèle à deux dimensions a été
utilisé par de nombreux chercheurs dans le passé, afin de reproduire et de simuler la dynamique
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des cellules cancéreuses. Les deux dynamiques représentées avec ce modèle sont l’évolution de
la population des cellules tumorales et la population des cellules normales. Les interactions
entre ces deux types de cellules et l’effet des médicaments cytotoxiques sont pris en compte
dans ce modèle.
Ce modèle implique les populations des cellules suivantes :
• L : la population des cellules tumorales ;
• N : la population des cellules normales. Ces cellules font partie du système immunitaire,
et dans (Afenya, 1996 ; Afenya et Bentil, 1998) elles représentent la population
des cellules neutrophiles. Dans (Pillis, Gu et Radunskaya, 2006 ; Chareyron et
Alamir, 2009), les cellules normales sont les lymphocytes.
Dans (Afenya, 1996), ce modèle a été utilisé pour reproduire l’évolution de la Leucé-
mie Aiguë Myéloblastique et dans (Matveev et Savkin, 2002) il a été utilisé pour simuler
l’évolution des cellules cancéreuses de différents types de cancer.
7.2.1 Les hypothèses de modélisation
Ce modèle mathématique est basé sur les hypothèses suivantes données dans (Matveev
et Savkin, 2002 ; Afenya, 1996 ; Afenya et Bentil, 1998) :
1. Les dynamiques de croissance des populations des cellules tumorales et normales sont
les mêmes dans tout le corps humain ;
2. Les populations des cellules tumorales et normales suivent un processus de croissance
de type Gompertzien ;
3. Les médicaments cytotoxiques tuent à la fois les cellules tumorales et les cellules nor-
males ;
4. Les médicaments cytotoxiques affectent les cellules tumorales plus que les cellules nor-
males ;
5. Les cellules tumorales présentent un effet négatif sur la croissance et le développement
des cellules normales ;
6. Les médicaments se propage instantanément dans le corps.
7.2.2 Modèle dynamique de la chimiothérapie du cancer
Les hypothèses données ci-dessus conduisent au modèle mathématique suivant où la valeur
de population des cellules normalesN est considérée comme une mesure de la santé des patients
(Matveev et Savkin, 2002 ; Afenya, 1996 ; Afenya et Bentil, 1998) :
L̇(t) = αL(t) ln(
θL
L(t)
)−Π1(u(t))L(t), L(0) = L0,
Ṅ(t) = βN(t) ln(
θN
N(t)
)− Ξ(L(t))N(t)−Π2(u(t))N(t), N(0) = N0,
avec α et β qui sont, respectivement, les taux de croissance des cellules tumorales et normales,
θL et θN qui sont, respectivement, les valeurs maximales des populations des cellules tumorales
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Tableau 7.1 – Paramètres du modèle dynamique (7.1)
Paramètre Valeur Paramètre Valeur
α 3.96× 10−3 jour−1 β 3.33× 10−2 jour−1
θN 1.4× 108 cellules θL 3× 108 cellules
k 8× 10−2 mg−1 l 15× 10−3 mg−1
γ 10−9 cellules−1 · jour−1
et normales. Les termes αL ln
θL
L
et βN ln
θN
N
représentent, respectivement, les croissances
Gompertzien des populations des cellules tumorales et normales et le terme −Ξ(L)N repré-
sente l’effet négatif des cellules tumorales sur les cellules normales. La variable u représente le
débit d’injection des médicaments cytotoxiques et les termes Π1(u) et Π2(u) représentent, res-
pectivement, les fonctions de mortalité des deux populations cellulaires en raison de l’injection
des médicaments cytotoxiques.
En se basant sur les travaux (Matveev et Savkin, 2002 ; Afenya, 1996 ; Afenya et
Bentil, 1998), nous adoptons les approximations suivantes :
• La function Ξ(L) est considérée comme étant linéaire comme dans (Afenya, 1996),
c.-à-d. Ξ(L) = γL où γ est un paramètre donné ;
• Nous considérons que la function de mortalité Π1(u) est linéaire, en tenant compte des
phénomènes de saturation, c.-à-d. Π1(u) = ku, avec k la fraction de cellules tumorales
tuées par les médicaments cytotoxiques ;
• Nous supposons que la fonction de mortalité Π2(u) est linéaire, c.-à-d. Π2(u) = lu, avec
l la fraction de cellules normales détruites par les médicaments cytotoxiques, et nous
supposons également que l < k.
Ainsi, le modèle devient :
L̇(t) = αL(t) ln
θL
L(t)
− ku(t)L(t), L(0) = L0,
Ṅ(t) = βN(t) ln
θN
N(t)
− γL(t)N(t)− lu(t)N(t), N(0) = N0,
(7.1)
D’un point de vue biologique, la croissance de population des cellules normales est plus rapide
que celle de la population des cellules tumorales. Compte tenu de ce fait, nous supposons
que le taux de croissance de population des cellules normales β est plus grand que le taux
de croissance de population des cellules tumorales α (Afenya, 1996 ; Matveev et Savkin,
2002), c.-à-d.
β > α.
Nous notons que le modèle mathématique non linéaire (7.1) implique deux variables d’état
L,N , une variable manipulable u et 7 paramètres. Les valeurs nominales et cohérentes de ces
paramètres sont déduits de (Afenya, 1996 ; Matveev et Savkin, 2002), puis modifiés pour
reproduire les évolutions des cellules comme celles indiquées dans (Afenya, 1996). Elles sont
résumées dans le Tableau 7.1.
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Les unités des variables et de l’entrée de commande du modèle (7.1) sont données dans le
Tableau 7.2.
Tableau 7.2 – Unités des variables et des entrées de commande du modèle (7.1)
Symbole Unité Symbole Unité
L cellules u mg · jour−1
N cellules umax mg · jour−1
7.2.2.1 Points d’équilibre et analyse du modèle
Le modèle donné ci-dessus est basé sur l’interaction et la compétition entre des cellules
différentes (cellules tumorales, cellules normales) et des médicaments cytotoxiques. Les deux
populations des cellules obéissent à une dynamique de croissance Gompertzien en absence de
l’autre. Cependant, les populations des cellules normales reçoivent, de la population des cellules
tumorales, un effet négatif, qui est le résultat de l’interaction, le contact ou la compétition
aux éléments de nutriment, ce qui conduit à tuer les cellules normales ou à ralentir leur
prolifération. Comme il est montré dans (7.1), quand les cellules tumorales et normales sont
présentes ensembles dans le même site, les cellules tumorales causent des dommages aux
cellules normales. Cependant, les cellules normales ne provoquent pas d’effet inhibiteur sur
les cellules tumorales. Le degré de cet effet inhibiteur sur la population des cellules normales
dépend des populations totales des cellules normales et tumorales. Il a été montré que les
cellules tumorales peuvent être affectées par des médicaments cytotoxiques. Cependant, les
médicaments affectent également les cellules normales, ce qui rend le traitement complexe.
Afin d’étudier les points d’équilibre du modèle en absence des médicaments et leur stabilité,
dans un premier temps, nous notons que dans (7.1), la dynamique des cellules tumorales ne
dépend pas de celle des cellules normales. Ainsi, pour trouver les points d’équilibre, nous
résolvons les équations données par (7.1) à l’équilibre.
La première équation dans (7.1) a un zéro à l’équilibre libre des cellules tumorales LE = 0,
et elle peut avoir plusieurs points d’équilibre des cellules tumorales qui sont non nuls. En
inspectant la dynamique de (7.1) à l’équilibre, nous trouvons que le point d’équilibre libre
est
(
L1
N1
)
= (0 θN )
T , et le point d’équilibre non libre
(
L2
N2
)
= (θL θNe
− γθL
β )T . D’après la
dynamique des cellules tumorales, le point d’équilibre libre de la tumeur est instable, tandis
que le point d’équilibre non libre de la tumeur est stable.
Dans (7.1), nous remarquons que le paramètre γ, qui est le taux d’inhibition des cellules
normales causé par les cellules tumorales, est très important dans la compréhension de l’in-
teraction entre les deux types de cellules. Cela montre que le choix des paramètres est très
important et il conduit à une meilleure simulation du comportement du cancer.
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7.2.2.2 Observations
Dans la littérature, l’obtention des modèles mathématiques qui décrivent le comportement
exact du cancer est le défi lancé par les scientifiques. Le problème d’identification des pa-
ramètres du modèle du cancer est rencontré par de nombreux chercheurs. Dans ce chapitre,
nous allons considérer que les paramètres du modèle mathématique qui décrit l’évolution de
la croissance tumorale sont incertains.
D’après (7.1), nous remarquons que s’il n’existe pas de cellules cancéreuses dans le corps,
alors rien ne peut empêcher les cellules normales de croître comme nous pouvons le voir en
Figure 7.1. Dans cette figure, la population des cellules normales croit de façon monotone et
tend vers sa limite asymptotique. Cela décrit la croissance Gompertzien des cellules normales.
La Figure 7.2 montre la croissance monotone de population des cellules cancéreuses sans
traitement. Il est montré que les cellules cancéreuses suivent un processus de croissance Gom-
pertzien.
Sans le traitement, dans la Figure 7.3, en commençant avec un nombre négligeable des
cellules tumorales, la population des cellules normales se développent en direction de sa limite
asymptotique. Puis lorsque le cancer est suffisamment important pour affecter les cellules
normales, ces dernières cellules ont tendance à diminuer à un niveau très bas. Cela est dû
aux effets négatifs exercés par les cellules tumorales sur les cellules normales. Cependant, les
cellules tumorales continuent d’augmenter vers leur limite supérieure.
La Figure 7.3 montre que le processus de traitement du cancer en utilisant la chimiothérapie
est très complexe et devrait donc incorporer le but de ralentir considérablement la croissance
des cellules tumorales, la suppression de l’inhibition qu’ils exercent sur les cellules normales
(Afenya, 1996 ; Matveev et Savkin, 2002), et d’assurer que les cellules normales soient
supérieures à une limite inférieure afin de garantir la santé du patient.
7.2.2.3 Modèle mathématique à temps discret pour l’analyse
Comme proposé dans (Matveev et Savkin, 2002), nous introduisons le changement de
variables suivant x1 = ln(
θL
L
) et x2 = ln(
θN
N
), et nous trouvons le modèle équivalent suivant :
ẋ1(t) = −αx1(t) + ku(t), x1(0) = x01,
ẋ2(t) = −βx2(t) + γθLe−x1(t) + lu(t), x2(0) = x02,
(7.2)
avec x01 et x02 conditions initiales. Les contraintes 0 ≤ u(t) ≤ umax et x2 ≤ x2max sont
considérées, avec umax la valeur maximale de l’entrée de contrôle et x2max la valeur maximale
de x2. En considérant que Nmin est le seuil minimum prescrit des cellules normales, alors
x2max = ln(
θN
Nmin
). Ce changement de variables réduit le degré de non linéarité du modèle (7.1)
et facilite le développement d’algorithmes basés sur les méthodes de la théorie des ensembles.
Le modèle à temps discret modélisant l’évolution des cellules cancéreuses est obtenu en
échantillonnant le modèle continu (7.2), avec des outils d’intégrations numériques en utilisant
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Fig. 7.1 – Évolution de population des cellules normales en absence des cellules cancéreuses
et de traitement et en fonction du temps.
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Fig. 7.2 – Évolution de population des cellules cancéreuses sans traitement en fonction du
temps.
la méthode d’Euler et un temps d’échantillonnage Ts = 1 jour. Il est donné ci-après.
x1(k + 1) = (1− Tsα)x1(k) + Tsku(k) = f1(x(k), u(k)), x1(0) = x01,
x2(k + 1) = (1− Tsβ)x2(k) + TsγθLe−x1(k) + Tslu(k) = f2(x(k), u(k)), x2(0) = x02.
(7.3)
7.2. Modèle mathématique de la chimiothérapie du cancer 131
0 100 200 300 400 500 600 700 800
0
2
4
6
8
10
12
14
x 10
7
Temps (Jours)
Ce
llu
les
 
 
Population des cellules cancéreuses
Population des cellules normales
Fig. 7.3 – Évolutions des populations des cellules normales et cancéreuses sans traitement en
fonction du temps.
Nous remarquons que ce modèle est plus approprié pour appliquer les méthodes itératives
pour la calcul des ensembles invariants. Nous montrons une comparaison entre les modèles à
temps continu et à temps discret dans la Figure 7.4.
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Fig. 7.4 – Évolutions des populations des cellules normales et cancéreuses en fonction du
temps, à temps continu et discret
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Remarque 7.1
Le processus de discrétisation introduit, inévitablement, une erreur d’approximation. Bien en-
tendu, des méthodes de discrétisation alternatives pourraient être utilisées, ainsi qu’une faible
valeur de la période d’échantillonnage, afin de réduire l’erreur de discrétisation. Néanmoins,
compte tenu de l’incertitude inhérente affectant les paramètres, le modèle exact doit être consi-
déré comme inaccessible en général, puis l’erreur d’approximation pourrait être considérée
comme une partie de ces incertitudes. En effet, toute analyse doit être effectuée sur un modèle
incertain. L’aspect positif des méthodes proposées ci-après est que, bien que dans un premier
temps nous considérons le modèle nominal, les techniques appliquées peuvent être étendues aux
systèmes affectés par des incertitudes paramétriques et/ou additives. Ceci est donné dans la
suite de ce chapitre.
Dans la littérature, il est montré que la stratégie de la chimiothérapie agressive est la
meilleure stratégie pour éradiquer les cellules cancéreuses (Matveev et Savkin, 2002). Ce-
pendant, cette stratégie n’est pas efficace pour tous les patients, et dans certains cas, elle
peut aggraver l’état du patient par la violation des conditions de santé. Dans ce chapitre,
notre objectif principal est de déterminer les domaines d’attraction pour les modèles du can-
cer, liés à des protocoles d’administration des médicaments cytotoxiques différents. Pour une
stratégie thérapeutique donnée, le domaine d’attraction est l’ensemble des états des patients
pour lesquels le traitement conduit à une régression importante de la taille de la tumeur
en empêchant une mesure de santé (population de cellules normales) d’atteindre des valeurs
dangereuses pour le patient. A partir de ces domaines d’attraction, l’analyse des stratégies
d’administration des médicaments plus appropriées peut être déduite, et la comparaison entre
des protocoles thérapeutiques différents peut également être effectuée.
Le cas où le modèle du cancer est incertain est également traité dans ce chapitre. Ainsi,
des incertitudes paramétriques et/ou additives et d’autres types d’incertitudes sont considérées
dans la suite.
Les méthodes proposées sont essentiellement basées sur les propriétés des ensembles inva-
riants et les méthodes de la théorie des ensembles, que nous avons rappelées dans le Chapitre
3 et avons développées dans les Chapitres 5 et 6.
7.3 Problématique du contrôle
Nous considérons le modèle non linéaire (7.1) qui décrit les dynamiques des populations
des cellules en présence de médicaments cytotoxiques. Le système est soumis à la contrainte
suivante sur l’état du système :
(L N)T ∈ Y ⊆ R2, (7.4)
avec Y =
{
(L N)T ∈ R2 : N ≥ 0, L ≥ 0
}
.
Les valeurs appropriées pour le choix des valeurs de u peuvent être comme suit :
1. u = umax, qui implique que de fortes doses de médicaments cytotoxiques sont appliquées ;
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2. u ∈ U =
{
u ∈ Rm : 0 ≤ u ≤ umax
}
, qui implique que le traitement se poursuit par
l’application de doses modérées de médicaments cytotoxiques ;
3. u = 0, qui implique que pas de doses de médicaments cytotoxiques sont appliquées.
En traitement du cancer, l’objectif principal est de réduire la population des cellules tu-
morales L, tout en assurant que la population des cellules normales N reste supérieure à un
niveau prescrit, (Chareyron et Alamir, 2009 ; Pillis, Gu et Radunskaya, 2006). Les
valeurs initiales de (L N)T appartiennent à l’ensemble Y.
Dans ce chapitre, nous aimerions déterminer l’ensemble de tous les états initiaux des po-
pulations des cellules normales et tumorales qui satisfont la contrainte (7.4), et pour lesquels
ils existent des protocoles d’administration de médicaments appropriés et efficaces. Ces pro-
tocoles d’administration de médicaments doivent conduire l’état du patient à une régression
importante de la taille de la tumeur, c.-à-d. L devient assez petit, tout en évitant que la mesure
de santé atteint des valeurs dangereuses pour le patient, c.-à-d. N ≥ Nmin, avec Nmin le seuil
minimum prescrit de la population des cellules normales. Cet ensemble est le domaine d’at-
traction pour le modèle (7.1). La Figure 7.5 montre une illustration de ce domaine. Son calcul
est essentiellement basé sur les propriétés des ensembles invariants et les systèmes d’inclusions
aux différences convexes, que nous avons donnés dans les précédents chapitres.
La région saine dans l’espace L,N est l’ensemble dans l’espace L,N défini par L assez
petite et N ≥ Nmin.
Dans l’espace x1, x2, la contrainte sur l’état du système (7.4) devient
(x1 x2)
T ∈ X ⊆ Rn, (7.5)
avec X l’ensemble de contraintes montré dans la Figure 7.6, et qui peut être déterminé à partir
de l’ensemble Y en appliquant le changement de variables.
Dans cet espace, le but est de caractériser l’ensemble de tous les points initiaux (x1 x2)T ∈
X, tel que les dynamiques du système (7.3) peuvent être conduites à la région saine en ap-
pliquant des protocoles d’administration de médicaments cytotoxiques appropriés et efficaces.
Cet ensemble est le domaine d’attraction pour le modèle (7.3). La Figure 7.6 montre une
illustration de ce domaine.
La région saine dans l’espace x1, x2 est l’ensemble dans l’espace d’état x1, x2 défini par x1
assez grand et x2 ≤ x2max, avec x2max = ln(
θN
Nmin
) qui dénote le seuil maximum de x2.
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Fig. 7.5 – Illustration du domaine d’attraction pour le système (7.1).
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Fig. 7.6 – Illustration du domaine d’attraction pour le système (7.3).
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Les travaux de cette thèse résumés dans ce chapitre visent à développer un outil numérique
pour la caractérisation de ces domaines d’attraction pour l’analyse et la synthèse des protocoles
d’administration efficaces.
A partir de ces domaines d’attraction, les professionnels de la santé peuvent extraire les
informations suivantes :
• L’existence d’un protocole d’administration thérapeutique efficace ;
• Le protocole d’administration thérapeutique efficace entre plusieurs protocoles ;
• Les patients qui peuvent être guéris avec la quantité de médicaments admissible ;
• Le temps de traitement.
Cet outil est étendu pour l’étude de la robustesse et l’effet des incertitudes paramétriques
et/ou additives sur l’analyse et la synthèse des protocoles d’administration efficaces.
7.4 Chimiothérapie efficace et domaines d’attraction
En théorie du contrôle, les méthodes de la théorie des ensembles sont impliquées dans
de nombreux problèmes. Ils ont l’avantage d’être efficaces pour surmonter les problèmes du
contrôle avec contraintes dures et incertitudes affectant les modèles dynamiques.
En particulier, les propriétés des ensembles invariants contrôlables robustes ont été utilisées
ces dernières années pour caractériser le domaine d’attraction des systèmes dynamiques et
sont particulièrement adaptées pour le contrôle robuste avec des contraintes dures. L’objectif
principal de cette section est de calculer l’ensemble des valeurs initiales des populations des
cellules normales et tumorales pour lesquelles des profils thérapeutiques admissibles et efficaces
existent. Ce problème consiste dans la pratique en l’obtention de l’ensemble convexe invariant
contrôlable robuste maximal comme une estimation du domaine d’attraction pour le système
(7.1).
Avec l’utilisation du changement de variables donné auparavant, tout d’abord, nous allons
caractériser le domaine d’attraction du système (7.3), puis calculer le domaine d’attraction du
système (7.1) en utilisant ce dernier changement de variables.
Nous allons commencer par l’étude du modèle déterministe du cancer, voir(Riah, Fiac-
chini et Alamir, 2015), puis nous allons considérer que ce modèle est incertain avec plusieurs
types d’incertitudes, voir (Riah, Fiacchini et Alamir, 2016).
7.4.1 Modèle déterministe du cancer
Dans cette section, nous développons un outil numérique pour la caractérisation des do-
maines d’attraction pour le modèle (7.3). Cet outil est basé sur la représentation du système
(7.3) par un système extension CDI, puis l’application de l’Algorithme 2 afin de générer une
séquence d’ensembles convexes qui converge vers l’ensemble invariant contrôlable maximal.
Afin d’implémenter l’Algorithme 2, l’opérateur contrôlable en un pas défini dans la Propo-
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sition 3.5 est employé. Une fois l’ensemble invariant contrôlable maximal est déterminé dans
l’espace x1, x2, le domaine d’attraction pour le modèle (7.1) dans l’espace L,N peut être
calculé.
7.4.1.1 Système extension CDI pour le modèle de chimiothérapie du cancer
Le système extension CDI du système (7.3) est donnée par le système suivant :
x(k + 1) ∈ F(x(k), u(k)), (7.6)
avec F(x, u) une fonction dont l’image est un ensemble tel que :
• Le graphe (f) du système (7.3) est contenu dans le graphe (F) de son système extension
CDI, c.-à-d.
f(x, u) ∈ F(x, u), ∀(xT uT )T ∈ X×U.
• L’ensemble F(x, u) est compact et convexe, pour tout (xT uT )T ∈ X×U ;
• L’ensemble F(x, u), pour tout (xT uT )T ∈ X ×U, est déterminé par les fonctions de
borne F (x, u, η) pour tout η ∈ R2, c.-à-d.
F(x, u) =
{
ζ ∈ R2 : ηT ζ ≤ F (x, u, η), ∀η ∈ R2
}
;
• Les fonctions de borne F (x, u, η) pour chaque η ∈ R2 sont convexes par rapport à
(xT uT )T ∈ X×U.
Pour déterminer le système extension CDI (7.6), nous allons déterminer les fonctions de
borne F (x, u, η) pour tout η ∈ R2, tels que :
• f(x, u) ∈ F(x, u), ∀(xT uT )T ∈ X×U, ce qui implique que
ηT f(x, u) ≤ F (x, u, η), ∀η ∈ R2;
• Les fonctions de borne F (x, u, η),∀η ∈ R2 sont des fonctions convexes par rapport à
(xT uT )T ∈ X×U.
Comme dans le système (7.3) les non linéarités n’existent que dans la fonction f2(x, u) et
les autres dynamiques du système (7.3) sont linéaires, alors les fonctions de borne de ηT f(x, u),
pour tout η ∈ R2, sont associées que à η2.
Dans la suite, nous calculons les fonctions de borne sous forme de fonctions convexes puis
sous formes de fonctions convexes et affines par morceaux.
– I) Le choix convexe des fonctions de borne :
Un choix possible des fonctions de borne est
1. Si η2 ≥ 0 : F (x, u, η) = ηT f(x, u), car F (x, u, η) est toujours convexe dans ce
cas ;
2. Si η2 < 0 :
F (x, u, η) = η1f1(x, u) + η2f2(x, u),
= η1f1(x, u) + η2
(
(1− Tsβ)x2 + TsγθL(ax1 + b) + Tslu
)
,
(7.7)
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qui est une fonction convexe par rapport à (xT uT )T ∈ X × U, avec a et b des
scalaires tels que (ax1 + b) ≤ e−x1 , obtenus par exemple comme la tangente du
graphe de e−x1 à un certain point ;
pour tout η ∈ R2.
– II) Le choix convexe et affine par morceaux des fonctions de borne :
Afin de déterminer l’opérateur contrôlable en un pas pour le modèle (7.3) qui est traitable
numériquement, nous somme intéressés par des fonctions de borne qui soient convexes
et affines par morceaux. Pour cela, il est suffisant de remplacer la fonction exponentielle
e−x1 par une fonction convexe et affine par morceaux qui borne suprêmement la fonction
e−x1 .
Cela peut être obtenu facilement pour le cas η2 ≥ 0. En effet, il est suffisant de choisir
un ensemble de q ∈ N paramètres, αi ∈ R et βi ∈ R, avec i ∈ Nq, tel que
e−x1 ≤ max
i∈Nq
{αix1 + βi}, ∀x1 ∈ R.
Pour obtenir ces paramètres, il est suffisant de définir zi avec i ∈ Nq+1, tel que
zi < zi+1
et
αi =
e−zi+1 − e−zi
zi+1 − zi
, βi =
zi+1e
−zi − zie−zi+1
zi+1 − zi
,
qui représentent les paramètres d’une fonction affine, tel que e−x1 ≤ αix1 + βi pour
tout x1 ∈ [zi, zi+1] et e−zi = αizi + βi pour tout i ∈ Nq. La Figure 7.7 illustre les
approximations faites ci-dessus.
Remarque 7.2
Notons que, pour augmenter la précision, le nombre des paramètres q peut être pris aussi
grand que désiré. Par conséquent, une précision arbitraire peut être obtenue avec cette
méthode.
Concernant le cas de η2 < 0, aucune modification n’est requise par rapport à (7.7) car
cette dernière fonction de borne est déjà convexe et affine par morceaux. En conséquence,
nous obtenons
1. Si η2 ≥ 0 :
F (x, u, η) = η1f1(x, u) + η2f2(x, u),
= η1f1(x, u) + η2
(
(1− Tsβ)x2 + TsγθL max
i∈Nq
{αix1 + βi}+ Tslu
)
,
(7.8)
2. Si η2 < 0 : F (x, u, η) est donnée par (7.7).
Les fonctions de borne données ci-dessus sont des fonctions convexes et affines par morceaux
par rapport à (xT uT )T ∈ X×U.
La Figure 7.7 montre les bornes inférieure concave et supérieure convexe de e−x1 , qui
sont utilisées implicitement pour déterminer les fonctions F (x, u, η), ∀η ∈ R2. Notons que
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Fig. 7.7 – Bornes affines par morceaux inférieure concave et supérieure convexe pour la fonction
exponentielle e−x1 .
les fonctions de borne F (x, u, η) sont des fonctions convexes qui bornent suprêmement les
fonctions ηT f(x, u), pour tout (x u)T ∈ X×U et tout η ∈ Rn.
Afin de faciliter l’utilisation des fonctions de borne F (x, u, η) dans la suite de ce chapitre,
nous pouvons formuler son expression comme suit :
F (x, u, η) =

η1
(
(1− Tsα)x1 + Tsku
)
+ η2
(
(1− Tsβ)x2+
TsγθL max
i∈Nq
{cix1 + di}+ Tslu
)
, si η2 ≥ 0,
η1
(
(1− Tsα)x1 + Tsku
)
+ η2
(
(1− Tsβ)x2+
TsγθL(ax1 + b) + Tslu
)
, si η2 < 0.
(7.9)
Finalement, le système extension CDI du système (7.3) est donné par le système (7.6) dont
la fonction F(x, u) est calculée par les fonctions de borne (7.9). Dans la suite, nous donnons
l’opérateur contrôlable en un pas pour le système extension CDI du système (7.3).
7.4.1.2 Opérateur contrôlable en un pas pour le modèle de chimiothérapie du
cancer
Dans cette section, nous considérons un polytope Ω(H,h) =
{
x ∈ R2 : Hx ≤ h
}
, avec
H ∈ Rnh×2 et h ∈ Rnh et nous utilisons les fonctions de borne (7.9). L’opérateur contrôlable
en un pas défini dans la Proposition 3.5, pour le système dynamique non linéaire à temps
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discret (7.3), est donné comme suit :
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : ∀i ∈ Nnh ,(
Hi,1(1− Tsα) +Hi,2TsγθLcj
)
x1 +Hi,2
(
1− Tsβ
)
x2 ≤
hi −Hi,2TsγθLdj −
(
Hi,1Tsk +Hi,2Tsl
)
u(x), ∀j ∈ Nq, si Hi,2 ≥ 0,(
Hi,1(1− Tsα) +Hi,2TsγθLa
)
x1 +Hi,2
(
1− Tsβ
)
x2 ≤
hi −Hi,2TsγθLb−
(
Hi,1Tsk +Hi,2Tsl
)
u, si Hi,2 < 0
}
.
(7.10)
Par conséquent, en prenant l’ensemble de contraintes X comme ensemble initial, l’Algo-
rithme 2 peut être appliqué avec l’opérateur contrôlable en un pas développé ci-dessus, afin
de générer une sequence d’ensembles qui converge à l’ensemble invariant contrôlable maximal
pour le système (7.3). Notons que le même algorithme peut être appliqué de l’intérieur en
commençant par un ensemble invariant contrôlable initial sous forme polyédrale.
Remarque 7.3
Par construction, la sequence de polytopes générée n’a pas de facette déterminée par Hi tel
que Hi,2 < 0 (à l’exception de la contrainte triviale x2 ≤ 0), alors la borne inférieure de
e−x1 n’est jamais employée. Cela veut dire que la séquence de polytopes obtenue et le domaine
d’attraction sont affectés seulement par les erreurs de représentation de la fonction e−x1 par la
fonction affine par morceaux max
i∈Nq
{αix1 + βi}, erreurs qui peuvent être arbitrairement petites
comme nous l’avons noté dans la Remarque 8.1. Ainsi, la précision désirée peut être atteinte
en employant une représentation suffisamment précise, avec un ensemble important de sous-
fonctions, de la fonction exponentielle e−x1 qui définit le système extension CDI (7.6) du
système non linéaire (7.3).
En prenant en compte la remarque ci-dessus, l’opérateur contrôlable en un pas pour le
système (7.3) devient :
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : ∀i ∈ Nnh , ∀j ∈ Nq,(
Hi,1(1− Tsα) +Hi,2TsγθLcj
)
x1 +Hi,2
(
1− Tsβ
)
x2 ≤
hi −Hi,2TsγθLdj −
(
Hi,1Tsk +Hi,2Tsl
)
u
}
.
(7.11)
Dans la littérature, plusieurs chercheurs ont démontré que les profils d’administration de
médicaments les plus efficaces sont donnés par des séquences de périodes d’injection maximale
(u = umax), et des périodes sans la perfusion de médicaments cytotoxiques (u = umin =
0mg · jour−1). Dans les travaux de cette thèse, nous avons pris en considération ces profils qui
semblent être efficaces pour l’éradication des cellules cancéreuses. Par conséquent, la méthode
développée dans ce chapitre pour la caractérisation du domaine d’attraction pour le système
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de chimiothérapie du cancer (7.3) peut être appliquée directement pour des valeurs fixes de
u, il est suffisant de se focaliser sur les propriétés des ensembles invariants à la place de celles
des ensembles invariants contrôlables.
Ainsi, étant donné un profil d’administration de médicaments et un ensemble polyédrique
invariant initial pour ce profil, l’Algorithme 2 peut être appliqué pour générer une sequence
d’ensembles qui converge vers le domaine d’attraction pour cette thérapie particulière. En
prenant en compte la Remarque 7.3, l’opérateur en un pas à appliquer dans ce cas peut être
dérivé de l’opérateur suivant, nous donnons dans la suite un exemple d’application :
Qu(Ω,X) =
{
x ∈ X : ∀i ∈ Nnh , ∀j ∈ Nq,(
Hi,1(1− Tsα) +Hi,2TsγθLcj
)
x1 +Hi,2
(
1− Tsβ
)
x2 ≤
hi −Hi,2TsγθLdj −
(
Hi,1Tsk +Hi,2Tsl
)
u
}
.
(7.12)
pour tour u ∈ [0, umax].
Une fois cet opérateur est déterminé pour chaque valeur de médicaments cytotoxiques
u ∈ [0, umax], l’opérateur en un pas relatif à la composition de ces valeurs peut être déterminé
en composant l’opérateur (7.12). Par exemple, l’opérateur en un pas d’un protocole d’ad-
ministration de médicaments donné par une période d’échantillonnage de pleine injection de
médicaments et deux période de repos, c.-à-d. pas d’injection de médicaments, est
Q[umax,0,0](Ω,X) = Qumax
(
Q0
(
Q0
(
Ω,X
)
,X
)
,X
)
.
Notons que l’ensemble invariant polyédrique initial Ω0(H0, h0) requis pour commencer
la procédure itérative est pris comme la région saine. L’invariance contrôlable de l’ensemble
initial est prouvée en utilisant l’opérateur contrôlable en un pas. La condition d’invariance
contrôlable d’un ensemble est donnée dans le Chapitre 3.
L’outil numérique pour la caractérisation du domaine d’attraction pour le système (7.1)
consiste en
• La représentation du modèle non linéaire (7.3) du cancer par le système extension CDI
(7.6) ;
• L’implémentation de l’Algorithme 2 avec les opérateurs en un pas développés ci-dessus ;
• La méthode pour le changement d’espace que nous donnons ci-après.
La méthode pour le changement d’espace est l’objet de la prochaine section.
7.4.1.3 Changement de variables
Dans cette section, nous montrons comment trouver le domaine d’attraction pour le sys-
tème (7.1) dans l’espace L,N à partir du domaine d’attraction pour le système (7.3) dans
l’espace x1, x2.
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Une fois le domaine d’attraction Ωmax(H,h) dans l’espace x1, x2 pour le système (7.3)
est déterminé en appliquant l’Algorithme 2 avec l’opérateur contrôlable en un pas (7.11), le
domaine d’attraction pour le modèle de chimiothérapie du cancer (7.1) peut être calculé.
Dans un premier temps, nous considérons que Ωmax(H,h) =
{
x ∈ R2 : Hx ≤ h
}
, avec
H ∈ Rnh×2 et h ∈ Rnh est le domaine d’attraction pour le système (7.3). Ainsi, en utilisant le
changement de variables x1 = ln(
θL
L
) et x2 = ln(
θN
N
), nous avons l’équivalence suivante :
Hx ≤ h ⇔ H
ln(θLL )
ln(
θN
N
)
 ≤ h.
En analysant la i-ème contrainte
Hi,1 ln(
θL
L
) + Hi,2 ln(
θN
N
) ≤ hi,
nous trouvons que cette dernière est équivalente à
ln (
θL
L
)
Hi,1
+ ln (
θN
N
)
Hi,2
≤ hi.
Ensuite, en introduisant la fonction exponentielle, nous trouvons que{
e
(
ln (
θL
L
)
Hi,1
+ln (
θN
N
)
Hi,2)
≤ ehi
}
⇔
{
e
ln (
θL
L
)
Hi,1
e
ln (
θN
N
)
Hi,2
≤ ehi
}
,
⇔
{
(
θL
L
)
Hi,1
(
θN
N
)
Hi,2
≤ ehi
}
.
Par conséquent, la dernière contrainte est équivalente à
N ≥
(
θN
Hi,2
θL
Hi,1
e−hi
) 1
Hi,2
L
Hi,1
Hi,2 . (7.13)
Cette dernière contrainte permet de donner les bornes inférieures du domaine d’attraction
pour le modèle de chimiothérapie du cancer, en utilisant les facettes i, i ∈ Nnh , de l’ensemble
Ωmax(H,h). Comme cette contrainte doit être satisfaite pour tout i ∈ Nnh , alors le domaine
d’attraction pour le système (7.1) peut être calculé par la formule suivante :
Γ =
{(
L
N
)
∈ R2 : N ≥ max
i∈Nnh
{(θNHi,2
θL
Hi,1
e−hi
) 1Hi,2
L
Hi,1
Hi,2
}}
. (7.14)
Dans le cas où les paramètres θN et θL sont incertains, c.-à-d. fixés mais inconnus et tels
que θN ∈ [θN , θN ] et θL ∈ [θL, θL], le domaine d’attraction défini par (7.14), peut être adapté
pour déterminer le domaine d’attraction robuste. Il est donné par cette expression :
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Υ =
{(
L
N
)
∈ R2 : N ≥ maxi∈Nnh
{(
θN
Hi,2
θL
Hi,1e−hi
) 1
Hi,2L
Hi,1
Hi,2
}
,
∀θN ∈ [θN , θN ], ∀θL ∈ [θL, θL]
}
.
(7.15)
Nous remarquons que dans (7.15), nous avons à maximiser le terme{(θNHi,2
θL
Hi,1
e−hi
) 1Hi,2
L
Hi,1
Hi,2
}
,
pour tout i ∈ Nnh , tout θN ∈ [θN , θN ] et tout θL ∈ [θL, θL].
Ainsi, il est équivalent à ne considérer que le terme suivant :{(θNHi,2
θL
Hi,1
e−hi
) 1Hi,2
L
Hi,1
Hi,2
}
,
pour tout i ∈ Nnh .
Par conséquent, (7.15) est équivalent à
Υ =
{(
L
N
)
∈ R2 : N ≥ max
i∈Nnh
{(θNHi,2
θL
Hi,1
e−hi
) 1
Hi,2L
Hi,1
Hi,2
}}
. (7.16)
Enfin, l’ensemble Υ est le domaine d’attraction robuste non convexe pour le modèle de
chimiothérapie du cancer (7.1) dans l’espace L,N en présence d’incertitudes paramétriques.
7.4.1.4 Simulations et discussions
Dans cette section, des simulations sont données et discutées. Les cas de chimiothéra-
pie agressive, des profils d’administration de médicaments spécifiques, et la problématique
d’existence de profils efficaces sont traités ci-après. L’objectif est de caractériser les domaines
d’attraction qui correspondent à ces derniers profils pour le modèle (7.1), tel que les états
tumorales et normales appartenant à ces domaines convergent vers la région saine de l’espace
d’état.
La région saine est définie par tous les états des patients tels que la population des cel-
lules tumorales est très petite et la population des cellules normales est supérieure à un seuil
minimum prescrit (N ≥ Nmin). Une telle région décrite dans l’espace d’état x est l’ensemble
avec x1 très grand et x2 ≤ x2max .
Chimiothérapie agressive La première contribution de cette section consiste à caractériser
le domaine d’attraction pour le modèle (7.1), qui représente toutes les conditions initiales pour
des patients différents affectés par le cancer, que nous pouvons faire converger à la région saine
en appliquant la chimiothérapie agressive.
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Définition 7.1
La chimiothérapie agressive est définie comme l’application de fortes doses de médicaments
cytotoxiques jusqu’à l’éradication totale des cellules cancéreuses, c.-à-d. u(k) = umax pour
tout k ∈ N.
Afin de faire des simulations, nous considérons que le débit d’injection maximum de mé-
dicaments cytotoxiques est umax = 1mg · jour−1, le seuil minimum prescrit de population
des cellules normales est Nmin = 107 cellules, qui implique, en utilisant le changement de
variables, que x2max = 2.30. Étant donné que les valeurs exactes des paramètres du modèle
ne sont pas disponibles dans la littérature, la valeur de Nmin est également prise de la même
manière que les autres paramètres décrits et mentionnés dans ce chapitre.
Nous considérons également que l’ensemble de contraintes dans l’espace L et N est
Y =
{
y = (L N)T ∈ R2 : L ≥ 0; Nmin ≤ N
}
, (7.17)
qui implique, en utilisant le changement de variables que
X =
{
x ∈ R2 : x1 ≥ 0; 0 ≤ x2 ≤ x2max
}
. (7.18)
Une fois l’ensemble de contraintes Y et l’ensemble initial Ω0(H0, h0) sont sélectionnés,
l’Algorithme 2 est entièrement automatique, aucun paramètre nécessite d’être sélectionné.
Maintenant, en appliquant l’Algorithme 2 en commençant à partir de l’ensemble de
contraintes X, nous obtenons une séquence d’ensembles qui converge vers l’ensemble in-
variant maximal pour le système (7.3). Dans ce cas, nous utilisons l’opérateur en un pas
Qu(Ω,X) = Qumax(Ω,X) donné par (7.12). Nous notons que le même ensemble peut être
obtenu en commençant l’Algorithme 2 par un ensemble invariant initial. Ces séquences sont
montrés dans les Figures 7.8 et 7.9.
La Figure 7.8 montre la séquence d’ensembles (en lignes noires) qui converge à l’ensemble
invariant maximal pour le système (7.3) (ligne bleue). Il a été mentionné dans les sections
précédentes que pour tout Ωk(Hk, hk), l’ensemble Ωk+1(Hk+1, hk+1) contient tous les états
qui peuvent être conduits à Ωk(Hk, hk) en un pas, en utilisant une dose forte de médicaments.
L’ensemble invariant maximal pour le système (7.3) est l’ensemble de tous les états x qui
peuvent être conduits à l’ensemble saine en appliquant la chimiothérapie agressive.
La Figure 7.11 montre que les trajectoires du système (7.3) en lignes rouges, en commençant
des sommets de l’ensemble invariant maximal, convergent à l’ensemble saine sans violer la
contrainte sur la valeur de x2. Ces trajectoires sont générées par le modèle (7.3). La Figure
7.10 montre les mêmes trajectoires générées par le modèle (7.3) en approximant le terme non
linéaire par la fonction affine par morceaux (e−x1 = max
i∈Nq
{αix1 + βi}).
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Fig. 7.8 – Séquence d’ensembles invariants (lignes noires) convergeant vers l’ensemble invariant
maximal (ligne bleue) pour le système (7.3), en commençant de l’ensemble initial invariant.
La boite noire est l’ensemble de contraintes X.
Fig. 7.9 – Séquence d’ensembles (lignes noires) convergeant vers l’ensemble invariant maximal
(ligne bleue) pour le système (7.3), en commençant de l’ensemble de contraintes X (ligne
noire).
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Fig. 7.10 – Ensemble invariant maximal (ligne bleue), ensemble de contraintes X (ligne noire),
et les trajectoires en partant des sommets de l’ensemble invariant maximal (ligne rouge) en
utilisant le modèle approximé pour le système (7.3).
Fig. 7.11 – Ensemble invariant maximal (ligne bleue), ensemble de contraintes X (ligne noire)
et les trajectoires partant des sommets de l’ensemble invariant maximal (lignes rouges) pour
le système (7.3).
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Dans la Figure 7.12, nous montrons le domaine d’attraction pour le modèle de chimiothé-
rapie du cancer (7.1). Ce domaine est calculé à partir de l’ensemble invariant maximal donné
dans la Figure 7.8 en utilisant (7.14). Ce domaine représente toutes les conditions initiales des
patients pour lesquelles la chimiothérapie agressive est efficace sans violation de contraintes.
La Figure 7.12 montre également que les trajectoires, commençant des sommets du domaine
d’attraction, convergent vers la région saine, en appliquant u(k) = umax, pour tout k ∈ N .
Ce domaine d’attraction représente, avec une précision arbitraire, l’ensemble exact de tous
les états initiaux des patients qui peuvent être guéris en utilisant une chimiothérapie agressive.
Ainsi, compte tenu de l’état initial d’un patient, les cliniciens peuvent déduire l’efficacité de
la chimiothérapie agressive, la quantité des médicaments à délivrer et la durée du traitement.
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Fig. 7.12 – Domaine d’attraction (ligne bleue) et les trajectoires en partant des frontières du
domaine d’attraction (lignes rouges) pour le système (7.1), en appliquant u = umax.
Profils spécifiques d’administration de médicaments En traitement du cancer et en
particulier dans l’application de la chimiothérapie, les cliniciens proposent des profils d’ad-
ministration de médicaments en inspectant l’état du patient. Le choix des profils dépend
également de l’expertise des cliniciens, le coût de la thérapie et d’autres contraintes. Afin
d’analyser ces profils, nous allons caractériser les domaines d’attraction relatifs à ces derniers
en utilisant l’Algorithme 2.
Dans un premier temps, nous considérons les trois profils d’administration de médicaments
cytotoxiques suivants :
• Profil d’administration 1 : Une forte dose de médicaments cytotoxiques est appliquée
tout le temps ;
• Profil d’administration 2 : Des fortes doses de médicamenst cytotoxiques sont appli-
quées pendant 3 jours, puis pas de doses pendant 3 jours ;
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• Profil d’administration 3 : Des fortes doses de médicaments cytotoxiques sont appli-
quées pendant 1 jour, puis pas de doses pendant 1 jour.
Afin de déterminer les domaines d’attraction pour le système (7.1), qui correspondent aux
profils d’administration donnés ci-dessus, nous utilisons l’Algorithme 2 avec l’opérateur en un
pas calculé en appliquant le principe de composition à l’opérateur (7.12).
Dans la Figure 7.13, un test d’invariance en appliquant le profil d’administration 3 est
présenté. Dans cette dernière figure, nous remarquons que les états limites de cet ensemble sont
tous les états x(0) qui sont conduits à l’intérieur de l’ensemble en appliquant de fortes doses
dans la première période, puis, en l’absence de médicaments pendant une période, ces états sont
à nouveau conduits à la frontière de l’ensemble. Cela est le comportement que nous devons nous
attendre de l’ensemble invariant maximal. La Figure 7.14 montre une trajectoire qui commence
d’un sommet de l’ensemble invariant maximal en appliquant le profil d’administration de
médicaments cytotoxiques 3.
Fig. 7.13 – Ensemble invariant maximal (ligne bleue), pour le modèle du cancer (7.1), en
appliquant le profil d’administration 3, et des trajectoires commençant des sommets (traits
fins et pointillés). Le seuil maximal prescrit de x2 est x2max = 2.30.
La Figure 7.15 montre les trois domaines d’attraction pour le modèle du cancer (7.1),
qui correspondent aux profils d’administration de médicaments cytotoxiques donnés ci-dessus.
Ainsi, en fonction du profil d’administration de médicaments adopté, un ensemble invariant
maximal est déterminé. En analysant les différents domaines, nous remarquons qu’il existe
des conditions initiales qui ne peuvent pas être guéries par le profil d’administration 3, alors
qu’ils peuvent être guéries en appliquant le profil d’administration 2. Nous notons que les deux
profils 2 et 3 ont le même taux d’administration de médicaments, c.-à-d. 0.5umaxmg · jour−1.
Par conséquent, il est plus avantageux d’attaquer les cellules cancéreuses pour une longue
période, puis relâcher, que pour une petite période, puis relâcher.
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Fig. 7.14 – Ensemble invariant maximal (ligne bleue), pour le modèle du cancer (7.1), en
appliquant le profil d’administration 3, et une trajectoire commençant d’un sommet (traits
fins et pointillés). Le seuil maximal prescrit de x2 est x2max = 2.30.
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Fig. 7.15 – Domaines d’attraction (lignes bleues), pour le modèle du cancer (7.1), pour les
profils d’administration de médicaments cytotoxiques 1, 2 et 3. Le seuil minimal prescrit de
population des cellules normales N est Nmin = 107 cellules.
Dans la deuxième partie, nous considérons deux autres profils d’administration de médi-
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caments cytotoxiques :
• Profil d’administration 4 : Des fortes doses de médicaments cytotoxiques sont appli-
quées pendant 4 jours, puis pas de doses pendant 4 jours ;
• Profil d’administration 5 : Pas de doses pendant 4 jours, puis des fortes doses de
médicaments cytotoxiques sont appliquées pendant 4 jours.
La Figure 7.16 montre que l’ensemble des états initiaux qui peuvent être guéris par le profil
d’administration 4 est plus large que celui lié à ceux guéris par le profil d’administration 5. Nous
remarquons que le profil 5 est analogue à appliquer le profil 4 après quatre jours sans perfusion
de médicaments. Ainsi, nous avons la conclusion raisonnable qui dit que retarder l’application
d’une thérapie donnée pourrait compromettre sensiblement son efficacité. Cette conclusion est
conforme à l’importance reconnue du dépistage et l’avantage essentiel de la détection précoce
de la tumeur. Des figures 7.15, et 7.16, nous pouvons voir que la chimiothérapie agressive a le
plus grand domaine d’attraction parmi les thérapies analysées dans cette section.
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Fig. 7.16 – Domaines d’attraction (lignes blues), pour le modèle du cancer (7.1), pour les profils
d’administration de médicaments cytotoxiques 4 et 5. Le seuil minimal prescrit de population
des cellules normales N est Nmin = 107 cellules.
Existence de profils d’administration de chimiothérapie efficaces Dans cette section,
le domaine d’attraction, pour le modèle du cancer (7.1), qui correspond à l’ensemble invariant
contrôlable maximal est donné. Cette ensemble contient toutes les conditions des patients pour
lesquelles il existent des profils d’administration de médicaments cytotoxiques appropriés et
efficaces.
Afin de déterminer ce dernier domaine, nous allons appliquer l’Algorithme 2, en utilisant
l’opérateur contrôlable en un pas (7.11). Ce domaine dans l’espace x1, x2 est l’ensemble de
tous les états dans l’ensemble de contraintes X, tel que pour chaque état il existe un contrôle
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admissible u ∈ U capable de conduire cet état à la région saine.
La Figure 7.17 montre la séquence d’ensembles invariants contrôlables qui converge vers
l’ensemble invariant contrôlable maximal. Nous remarquons dans la Figure 7.18 que les tra-
jectoires qui commencent des sommets de l’ensemble invariant contrôlable maximal, en appli-
quant la chimiothérapie agressive, c.-à-d. u(k) = umax, pour tout k ∈ N, ne respectent pas la
contrainte sur la santé du patient, c.-à-d. qu’il existe k ∈ N tel que x2 > x2max . Cependant,
ces conditions initiales appartiennent à l’ensemble invariant contrôlable maximal. Ainsi, nous
constatons que la chimiothérapie agressive n’est pas le traitement qui permet de guérir le
maximum de patient. Par conséquent, une stratégie adaptée au parient pourrait être efficace
dans certains cas pour lesquels la stratégie de la chimiothérapie agressive conduit à la violation
de contrainte de santé.
Des Figures 7.19 et 7.20, nous constatons que le domaine d’attraction pour le modèle
du cancer (7.1), pour u ∈ U, est plus large que celui qui correspond à la chimiothérapie
agressive. Ainsi, des patients peuvent être guéris avec des profils d’administration spécifiques
de médicaments cytotoxiques. Par conséquent, la chimiothérapie agressive n’est pas toujours
le traitement efficace.
Fig. 7.17 – Séquence d’ensembles invariants contrôlables (lignes noires) convergeant à l’en-
semble invariant contrôlable maximal (ligne noire), pour le système (7.3), en commençant
de l’ensemble invariant contrôlable initial. La boite en ligne discontinue est l’ensemble de
contraintes X.
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Fig. 7.18 – Ensemble invariant contrôlable maximal (ligne bleue), ensemble de contraintes X
(ligne noire), et les trajectoires en partant des sommets de l’ensemble invariant contrôlable
maximal (lignes rouges), pour le système (7.3), en appliquant u = umax.
Fig. 7.19 – Ensemble invariant maximal (ligne discontinue) et ensemble invariant contrôlable
maximal (ligne continue), pour le système (7.3).
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Fig. 7.20 – Domaines d’attraction, pour le système (7.1), pour u = umax (ligne discontinue)
et pour u ∈ U (ligne continue).
7.4.2 Modèle incertain du cancer
La motivation principale pour l’utilisation des méthodes de la théorie des ensembles pour
l’analyse et le contrôle des systèmes dynamiques est la possibilité de considérer que les modèles
peuvent être incertains avec différentes types d’incertitudes.
D’après (Alamir, 2014), les paramètres des modèles qui simulent la croissance tumorale
en présence de médicaments sont inconnus. Ainsi, pour l’évolution des protocoles d’adminis-
tration de médicaments, tous les modèles mathématiques doivent considérer des incertitudes.
Ces incertitudes peuvent être paramétriques justifiées par la présence d’erreurs d’identification
sur les paramètres du modèle ou d’erreurs d’approximation de certains termes du modèle. Elles
peuvent également être additives ou/et multiplicatives, afin de modéliser certains effets secon-
daires, des perturbations extérieures, ou d’erreurs de discrétisation qui affectent la dynamique
du modèle.
Ainsi, la considération de ces incertitudes est cruciale pour l’analyse et la conception de
protocole d’administration de médicaments cytotoxiques efficaces. Par conséquent, l’objectif
final de cette thèse consiste à développer des outils numériques pour la caractérisation des
domaines d’attraction pour le modèle (7.1) avec différentes types d’incertitudes, qui affectent
le comportement du modèle. D’après nos connaissances, l’auteur dans (Alamir, 2014) est
le premier qui a considéré ce genre de contraintes pendant la conception des lois de contrôle
efficaces pour les modèles du cancer.
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7.4.2.1 Incertitudes paramétriques
Le modèle mathématique de la croissance tumorale en présence de médicaments cyto-
toxiques que nous considérons dans cette section est celui donné dans les précédentes sections
avec la contrainte suivante :
• Les paramètres du modèle (7.1) sont incertains et bornés, appartenant à des intervalles
connus.
Cette contrainte conduit à un système incertain avec une représentation polytopique. Ainsi,
en considérant ces changements de variables w1 = α,w2 = β,w3 = γ,w4 = θN , w5 = θL, w6 =
k et w7 = l, ce modèle est le suivant :
L̇(t) = w1L(t) ln(
w5
L(t))− w6u(t)L(t), L(0) = L0,
Ṅ(t) = w2N(t) ln(
w4
N(t))− w3L(t)N(t)− w7u(t)N(t), N(0) = N0,
wLN =
(
w1 w2 w3 w4 w5 w6 w7
)T ∈WLN ,
(7.19)
avec wLN ∈ R7 le vecteur des paramètres du modèle et WLN ⊂ R7 l’ensemble des bornes
polytopiques du vecteur wLN . Comme WLN est un polytope, alors il peut être représenté par
l’enveloppe convexe de ses sommets, c.-à-d. WLN = Co({wLN (1), ..., wLN (Z)}), où Co est
l’enveloppe convexe et wLN (z), z = 1, . . . , Z sont les sommets du polytope WLN . Le polytope
WLN est calculé en utilisant les intervalles de chaque paramètre wi, i ∈ N7. Nous notons
que pour tout wLN ∈WLN , il existe des coefficients non négatifs λz qui satisfont la contrainte
suivante :
Z∑
z=1
λz = 1, wLN =
Z∑
z=1
λzwLN (z).
Comme il a été proposé dans (Matveev et Savkin, 2002), dans un premier temps, nous
introduisons le changement de variables suivant x1 = ln(
w5
L
) et x2 = ln(
w4
N
). Ensuite, nous
discrétisons le modèle résultant avec la méthode de discrétisation d’Euler et un temps de
discrétisation Ts = 1 jour. Ainsi, le modèle à temps discret dans l’espace x1, x2 équivalent au
modèle (7.19) est donné comme suit :
x1(k + 1) = (1− Tsw1)x1(k) + Tsw6u(k) = g1(x(k), u(k), w(k)),
x2(k + 1) = (1− Tsw2)x2(k) + Tsw3w5e−x1(k) + Tsw7u(k) = g2(x(k), u(k), w(k)),
x1(0) = x01, x2(0) = x02,
w =
(
w1 w2 w3 w5 w6 w7
)T ∈W,
(7.20)
avec w, W qui sont dérivés directement de (7.19) et x01, x02 des conditions initiales.
L’objectif de cette section est de développer un outil numérique pour caractériser le do-
maine d’attraction du modèle incertain (7.19). Ce domaine contient tous les états des patients
pour lesquels des profils d’administration de médicaments cytotoxiques efficaces existent, et
cela en présence d’incertitudes paramétriques dans le modèle.
La méthode utilisée est basée sur l’invariance contrôlable robuste des ensembles et le
système extension CDI d’un système non linéaire avec incertitudes paramétriques définis dans
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le Chapitre 6. Cette méthode consiste à appliquer l’Algorithme 4 et l’équation (7.16), qui
fournit le domaine d’attraction dans l’espace L,N , pour le modèle du cancer (7.19), à partir
du domaine d’attraction calculé par l’Algorithme 4 dans l’espace x1, x2.
Opérateur contrôlable robuste en un pas Afin d’implémenter l’Algorithme 4 pour trou-
ver l’ensemble invariant contrôlable robuste maximal pour le système (7.20) dans l’espace
x1, x2, l’opérateur contrôlable robuste en un pas qui est défini dans la Proposition 6.2 est
employé. Une fois l’ensemble invariant contrôlable robuste maximal est déterminé dans cet
espace, le domaine d’attraction, pour le modèle (7.19) dans l’espace L,N , peut être calculé.
Nous notons que le modèle (7.20) a la forme x(k + 1) = g(x(k), u(k), w(k)). Ainsi, soit
l’ensemble Ω(H,h) =
{
x ∈ R2 : Hx ≤ h
}
, avec H ∈ Rnh×2 et h ∈ Rnh , l’opérateur
contrôlable robuste en un pas pour ce modèle peut être calculé en utilisant la Proposition 6.2.
Dans cette dernière proposition, l’opérateur en un pas dépend des fonctions de borne
G(x, u, w,Hi) pour tout HiT ∈ R2 avec i ∈ Nnh . Ces fonctions de borne sont des fonctions
qui définissent le système extension CDI pour le système non linéaire (7.20). Ainsi, dans un
premier temps, les fonctions de borne G(x, u, w, η) doivent être déterminées pour tout η ∈ R2
afin de déterminer le système extension CDI.
Pour le vecteur nominal des paramètres w ∈W, les fonctions G(x, u, w, η) sont convexes
par rapport à (xT uT )T , tel que l’ensemble associé à un état du système (xT uT )T ∈ X×U
donné par
G(x, u, w) =
{
z ∈ Rn : ηT z ≤ G(x, u, w, η), ∀η ∈ Rn
}
,
satisfait
g(x, u, w) ∈ G(x, u, w),
avec G(x, u, w) la fonction qui définit le système extension CDI et g(x, u, w) dans (7.20), pour
tout (xT uT )T ∈ X×U
Ainsi, d’après la Propriété 3.1, les fonctions de borne G(x, u, w, η) doivent satisfaire l’in-
égalité suivante :
ηT g(x, u, w) ≤ G(x, u, w, η), ∀η ∈ Rn.
Nous notons que les fonctions G(x, u, w, η) représentent la fonction support de l’ensemble
G(x, u, w) pour le vecteur nominal des paramètres w ∈W.
En suivant le même raisonnement que celui qui est fait dans les précédentes sections,
l’expression de G(x, u, w, η) est donnée ci-après :
G(x, u, w, η) =

η1
(
(1− Tsw1)x1 + Tsw6u
)
+ η2
(
(1− Tsw2)x2+
Tsw3w5 max
i∈Nq
{cix1 + di}+ Tsw7u
)
, si η2 ≥ 0,
η1
(
(1− Tsw1)x1 + Tsw6u
)
+ η2
(
(1− Tsw2x2+
Tsw3w5(ax1 + b) + Tsw7u
)
, si η2 < 0.
(7.21)
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La Proposition 6.2 exige que les fonctions de borne G(x, u, w, η), pour tout η ∈ R2 soient
convexes par rapport à w ∈W. Cependant, ces dernières fonctions (7.21) ne sont pas convexes
par rapport à w ∈W, puisque elles contiennent le terme non linéaire w3w5. Ainsi, la Propo-
sition 6.2 ne peut pas être appliquée directement.
Afin de dériver une représentation de G(x, u, w, η) qui est convexe par rapport à w ∈W,
nous utilisons ce changement de variable w8 = w3w5. Ainsi, le nouveau vecteur des paramètres
est le suivant :
w̄ = (w1 w2 w6 w7 w8)
T ∈ W̄,
avec W̄ qui est déterminé à partir de l’ensemble W en utilisant le changement de variable
donné ci-dessus. Maintenant, les fonctions de borne données par (7.21) avec le changement de
variables deviennent :
G(x, u, w̄, η) =

η1
(
(1− Tsw1)x1 + Tsw6u
)
+ η2
(
(1− Tsw2)x2+
Tsw8 max
i∈Nq
{cix1 + di}+ Tsw7u
)
, si η2 ≥ 0,
η1
(
(1− Tsw1)x1 + Tsw6u
)
+ η2
(
(1− Tsw2x2+
Tsw8(ax1 + b) + Tsw7u
)
, si η2 < 0,
(7.22)
qui est convexe par rapport à w̄ ∈ W̄ car elles sont la somme de deux fonctions convexes.
Finalement, l’opérateur contrôlable robuste en un pas défini dans la Proposition 6.2, pour le
système non linéaire incertain (7.20), est donné ci-dessous, en prenant en compte la Remarque
7.3 :
QΣ(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : ∀i ∈ Nnh , ∀j ∈ Nq, ∀w̄ ∈ Σ,(
Hi,1(1− Tsw̄1) +Hi,2Tsw̄5cj
)
x1 +Hi,2
(
1− Tsw̄2
)
x2 ≤
hi −Hi,2Tsw̄5dj −
(
Hi,1Tsw̄3 +Hi,2Tsw̄4
)
u
}
,
(7.23)
avec Σ l’ensemble des sommets de l’ensemble borné W̄. L’opérateur QΣ utilisé dans l’Algo-
rithme 4 fournit une séquence d’ensembles qui converge vers l’ensemble invariant contrôlable
robuste maximal pour le système (7.20). Une fois l’ensemble invariant contrôlable robuste
maximal est calculé dans l’espace x1, x2, l’équation (7.16) peut être utilisée pour calculer le
domaine d’attraction, pour le modèle incertain du cancer (7.19), dans l’espace L,N .
Simulations et discussions Dans cette section, nous gardons les valeurs de Nmin = 107
cellules, x2max = 2.30 et les ensembles de contraintes sur les états Y et X donnés par (8.11)
et (8.12). La contrainte sur la variable de contrôle u est u ∈ U =
{
u ∈ R : 0 ≤ u ≤ umax
}
,
avec umax = 1mg · jour−1.
Nous considérons également que tous les profils d’incertitudes paramétriques restent dans
l’ensemble WLN , qui est centré à la valeur nominale wnomLN tel que :
WLN =
{
wLN ∈ RnwLN : wLN i ∈ wnomLN i
(
1 + [−δ,+δ]
)}
,
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avec wnomLN i les valeurs nominales des paramètres du modèle (7.19), qui peuvent être déduites
du Tableau 7.1, et δ le niveau d’incertitudes.
Des simulations numériques sont réalisées, en appliquant l’Algorithme 4 avec l’opérateur
contrôlable robuste en un pas (7.23), pour différents niveaux d’incertitudes à savoir δ = 0,
δ = 0.1, δ = 0.2, δ = 0.3, δ = 0.4 et δ = 0.5. Les résultats correspondants sont montrés dans
les Figures 7.21 et 7.22.
Dans la Figure 7.21, les ensembles invariants contrôlables robustes pour le système (7.20)
sont donnés, pour différents niveaux d’incertitudes paramétriques. Pour un niveau d’incerti-
tude donné, l’ensemble contrôlable robuste maximal est l’ensemble de toutes les conditions
initiales pour lesquelles ils existent des profils d’administration efficaces pouvant ramener ces
conditions à la région saine de l’espace x1, x2. Et cela malgré les incertitudes qui affectent la
dynamique du système (7.20).
Fig. 7.21 – Ensembles invariants contrôlables robustes pour le système (7.20) en fonction du
niveau d’incertitudes paramétriques δ, avec la contrainte sur la dynamique de x2 : x2(k) ≤
x2max , ∀k ∈ N. La boite noire est l’ensemble de contraintes X.
L’équation (7.16) est utilisée pour calculer les domaines d’attraction pour le système in-
certain (7.19), à partir des ensembles invariants contrôlables robustes montrés dans la Figure
7.21. Ces domaines sont montrés dans la Figure 7.22 pour différents niveaux d’incertitudes
paramétriques.
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Fig. 7.22 – Domaines d’attraction pour le système (7.19) en fonction du niveau d’incertitudes
paramétriques δ, avec la contrainte sur la santé du patient : N(t) ≥ Nmin, ∀t ≥ 0.
Pour un niveau d’incertitudes donné, le domaine d’attraction correspondant est l’ensemble
de toutes les conditions initiales des patients pour lesquelles ils existent des profils d’adminis-
tration de médicaments cytotoxiques qui sont efficaces et capables de ramener ces états des
patients à la région saine définie comme la région où L est très petit et N est supérieur à
Nmin. Ces profils respectent la contrainte sur la santé du patient, c.-à-d.
N(t) ≥ Nmin, ∀t ≥ 0.
Nous remarquons également en Figure 7.22 des réductions drastiques des domaines d’at-
traction causées par l’augmentation des niveaux d’incertitudes sur les paramètres du modèle
(7.19). Par conséquent, l’identification des valeurs réelles des paramètres du modèle est cru-
ciale, afin de parvenir à des traitements de chimiothérapie efficaces.
Par conséquent, en fonction de l’état initial d’un patient et le niveau d’incertitudes pa-
ramétriques adopté nous pourrons en déduire l’existence d’un traitement de chimiothérapie
efficace. En outre, les quantités des médicaments cytotoxiques, qui doivent être délivrées, et
la longueur de la thérapie peuvent également être calculées.
7.4.2.2 Incertitudes proportionnelles
Un autre type d’incertitude qui peut affecter le modèle de la croissance tumorale et qui
peut rendre la chimiothérapie inefficace est l’incertitude proportionnelle. Dans cette thèse,
nous nous intéressons aux incertitudes proportionnelles à l’état du système.
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Physiquement, les incertitudes proportionnelles peuvent être vues comme des perturba-
tions qui augmentent d’une manière proportionnelle aux populations des cellules. En effet,
il est raisonnable de considérer que ces incertitudes devraient dépendre du nombre des po-
pulations des cellules, puisque leurs effets sur la dynamique du système doivent être adaptés
simultanément pour un nombre petit et élevé des populations des cellules.
Ainsi, dans cette section, nous considérons le modèle de la croissance tumorale (7.1) avec
l’hypothèse suivante :
• La dynamique des populations des cellules dans le modèle (7.1) sont affectées par des
incertitudes proportionnelles viyi, i = 1, 2, avec y = (L N)T et v ∈ V ⊂ R2. La
variable v est une variable inconnue appartenant à un ensemble borné et connu V ⊂ R2.
L’ensemble V peut être une boite, un polyèdre, un ellipsoïde ou leur intersection.
Il est donné comme suit :
L̇(t) = αL(t) ln( θLL(t))− ku(t)L(t) + v1L(t), L(0) = L0,
Ṅ(t) = βN(t) ln θNN(t) − γL(t)N(t)− lu(t)N(t) + v2N(t), N(0) = N0,
(7.24)
avec (v1 v2)T ∈ V ⊂ R2 une incertitude inconnue appartenant à l’ensemble borné V.
En utilisant le changement de variables x1 = ln(
θL
L
) et x2 = ln(
θN
N
), et discrétisant le
modèle résultant avec la méthode d’Euler et un temps de discrétisation Ts = 1 jour, le modèle
à temps discret équivalent à (7.24) est le suivant :
x1(k + 1) = (1− Tsα)x1(k) + Tsku(k)− Tsv1 = f1(x(k), u(k))− Tsv1,
x2(k + 1) = (1− Tsβ)x2(k) + TsγθLe−x1(k) + Tslu(k)− Tsv2 = f2(x(k), u(k))− Tsv2,
x1(0) = x01, x2(0) = x02.
(7.25)
Le modèle (7.25) comporte deux variables d’état x1, x2, une variable manipulable u et
deux variables d’incertitudes v1 et v2. Nous notons que dans cet espace, l’incertitude apparaît
comme une incertitude additive.
L’objectif dans cette section est de développer un outil numérique pour caractériser le
domaine d’attraction du modèle incertain (7.24).
La méthode utilisée est basée sur l’invariance contrôlable robuste des ensembles et le
système extension CDI incertain d’un système non linéaire avec incertitudes additives définis
dans le Chapitre 6. Cette méthode consiste à appliquer l’Algorithme 5 et l’équation (7.14), qui
fournit le domaine d’attraction dans l’espace L,N , pour le modèle du cancer (7.24), à partir
du domaine d’attraction calculé par l’Algorithme 5 dans l’espace x1, x2.
Opérateur contrôlable rouste en un pas Afin d’implémenter l’Algorithme 5 pour trouver
l’ensemble invariant contrôlable robuste maximal pour le système (7.25) dans l’espace x1, x2,
l’opérateur contrôlable robuste en un pas, qui est défini dans la Proposition 6.3, est employé.
Une fois l’ensemble invariant contrôlable robuste maximal est déterminé dans cet espace, le
domaine d’attraction pour le modèle incertain (7.24) peut être calculé.
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Nous notons que le modèle (7.25) a la forme x(k + 1) = f(x(k), u(k)) + v(k). Ainsi, soit
l’ensemble Ω(H,h) =
{
x ∈ R2 : Hx ≤ h
}
, avec H ∈ Rnh×2 et h ∈ Rnh , l’opérateur
contrôlable robuste en un pas pour ce modèle peut être calculé en utilisant la Proposition 6.3.
Dans cette dernière proposition, l’opérateur en un pas dépend des fonctions de borne
F (x, u,Hi) pour tout HiT ∈ R2, i ∈ Nnh . Ces fonctions de borne sont des fonctions qui
définissent le système extension CDI incertain pour le système non linéaire (7.25).
Ainsi, dans un premier temps, les fonctions de borne F (x, u, η) doivent être déterminées
pour tout η ∈ R2. Ces fonctions sont convexes par rapport à (xT uT )T , tel que l’ensemble
associé à un état du système (xT uT )T ∈ X×U donné par
F(x, u) =
{
z ∈ Rn : ηT z ≤ F (x, u, η), ∀η ∈ Rn
}
,
satisfait
f(x, u) ∈ F(x, u),
avec f(x, u) dans (7.25), pour tout (xT uT )T ∈ X ×U. Ainsi, d’après la Propriété 3.1, les
fonctions F (x, u, η) doivent satisfaire l’inégalité suivante :
ηT f(x, u) ≤ F (x, u, η), ∀η ∈ Rn.
Nous notons que l’opérateur en un pas donné par la Proposition 6.3 dépend également
de la fonction support de l’ensemble d’incertitudes V. Comme l’ensemble généré par cette
fonction est convexe par rapport à x ∈ X, alors l’ensemble généré par la somme de cette
dernière fonction et les fonctions de borne F (x, u, η) est également convexe par rapport à
x ∈ X, c.-à-.d
H(x, u, v) =
{
z ∈ Rn : ηT z ≤ F (x, u, η) + φV(η), ∀η ∈ Rn
}
,
est convexe par rapport à x ∈ X.
Par conséquent, f(x, u) + v ∈ H(x, u, v) = F(x, u) + V, avec f(x, u) + v la fonction qui
définit le système (7.25) et H(x, u, v) la fonction qui définit le système extension CDI incertain
de ce dernier système.
Ainsi, d’après la Propriété 3.1, les fonctions F (x, u, η) doivent satisfaire l’inégalité suivante :
ηT (f(x, u) + v) ≤ F (x, u, η) + φV(η), ∀η ∈ Rn.
Les fonctions de borne F (x, u, η), pour tout η ∈ Rn sont égales à celles que nous avons
calculées pour le cas déterministe, elle est rappelée ci-après :
F (x, u, η) =

η1
(
(1− Tsα)x1 + Tsku
)
+ η2
(
(1− Tsβ)x2+
TsγθL max
i∈Nq
{cix1 + di}+ Tslu
)
, si η2 ≥ 0,
η1
(
(1− Tsα)x1 + Tsku
)
+ η2
(
(1− Tsβ)x2+
TsγθL(ax1 + b) + Tslu
)
, si η2 < 0.
(7.26)
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Finalement, en tenant compte de la Remarque 7.3, les fonctions de borne de ηT (f(x, u)+v)
à employer sont celles calculées pour le cas η2 ≥ 0. Ces fonctions sont des fonctions convexes
et affines par morceaux. Ainsi, l’opérateur contrôlable robuste en un pas pour le système à
temps discret (7.25) est le suivant :
QV(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : ∀i ∈ Nnh , ∀j ∈ Nq,(
Hi,1(1− Tsα) +Hi,2TsγθLcj
)
x1 +Hi,2
(
1− Tsβ
)
x2 ≤
hi −Hi,2TsγθLdj −
(
Hi,1Tsk +Hi,2Tsl
)
u− φV(HTi )
}
.
(7.27)
L’opérateur QV transforme des polytopes en polytopes, et l’Algorithme 5 génère une
séquence de polytopes qui convergent vers l’ensemble contrôlable robuste maximal pour le
système (7.25). Cette ensemble maximal dans l’espace x1, x2 est équivalent au domaine d’at-
traction pour le modèle de la croissance tumorale dans l’espace L,N .
Simulations et discussions Dans cette partie, nous allons donner des résultats de simula-
tion, en comparant les domaines d’attraction pour les systèmes déterministe (7.1) et incertain
(7.24).
La variable d’incertitude v est supposée appartenir à l’ensemble
V =
{
v ∈ R2 : ‖ v ‖2 ≤ 0.05, 0 ≤ v1, v2 ≤ 0
}
.
Cet ensemble correspond à l’ensemble des pire des cas, qui peuvent affecter la dynamique
des populations des cellules cancéreuses et normales. Dans le modèle (7.25), la population
des cellules cancéreuses L sans la présence de médicaments cytotoxiques diverge. En effet,
les pires des cas pour les incertitudes augmentent la vitesse de divergence de la population
des cellules cancéreuses vers un niveau très élevé et dangereux pour le patient, et c’est pour
cette raison que nous avons pris v1 positif, c.-à-d. 0 ≤ v1. En outre, la population des cellules
normales a besoin de croître et les pires des cas des incertitudes empêchent cette croissance.
Ainsi, nous avons posé que v2 doit être négatif, c.-à-d. v2 ≤ 0. Les valeurs d’autres paramètres
qui définissent les différentes contraintes posées dans cette section sont les mêmes que celles
données auparavant.
Une fois l’ensemble de contraints sur l’état du système X, l’ensemble invariant contrôlable
robuste initial Ω0(H0, h0), l’ensemble des incertitudes V sont sélectionnés, l’Algorithme 5 est
entièrement automatique, aucun paramètre nécessite d’être sélectionné.
Maintenant, en appliquant l’Algorithme 5 avec l’opérateur contrôlable robuste en un pas
(7.27) en commençant par l’ensemble initial Ω0(H0, h0), nous obtenons une séquence d’en-
sembles convexes qui converge vers l’ensemble invariant contrôlable robuste maximal pour le
système (7.25). Les résultats de simulation sont donnés dans les Figures 7.23, 7.24 et 7.25.
Dans la Figure 7.23, la séquence d’ensembles invariants contrôlables robustes qui converge
vers l’ensemble invariant contrôlable robuste maximal pour le système (7.25) est montrée en
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lignes continues, tandis que l’ensemble invariant contrôlable robuste maximal est montré en
ligne discontinue. Cette sequence de polytopes est calculée en commençant de l’ensemble initial
suivant :
Ω0(H0, h0) =
{
x ∈ X : H0x ≤ h0
}
=
{
x ∈ X : x1 ≥ a, 0 ≤ x2 ≤ x2max
}
,
avec H0 =
−1 00 1
0 −1
, h0 = (−a x2max 0)T et a très grand, pour lequel la condition d’inva-
riance Ω0 ⊆ QV(Ω0,X,U) est satisfaite. Ainsi, l’opérateur contrôlable robuste en un pas peut
être utilisé pour tester l’invariance contrôlable robuste d’un ensemble. La Figure 7.24 montre
les mêmes ensembles en commençant l’algorithme de l’ensemble de contraintes sur l’état du
système X.
Fig. 7.23 – Comparaison entre l’ensemble invariant contrôlable maximal (ligne en trait et
pointillés) et l’ensemble invariant contrôlable robuste maximal (ligne discontinue) calculé par
une séquence de polytopes (lignes continues) en considérant des incertitudes proportionnelles
v ∈ V =
{
v ∈ R2 : ‖ v ‖2 ≤ 0.05, 0 ≤ v1, v2 ≤ 0
}
. L’ensemble initial utilisé est
l’ensemble Ω0.
En employant l’équation (7.14) pour l’ensemble contrôlable robuste maximal obtenu par
l’Algorithme 5, nous obtenons le domaine d’attraction pour le modèle incertain de la croissance
tumorale (7.24). Dans la Figure 7.25, le domaine d’attraction pour le système incertain (7.24)
est montré en ligne continue.
Ce domaine est l’ensemble de tous les états des patients qui peuvent être conduits à
la région saine de l’espace d’état en appliquant des profils d’administration de médicaments
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Fig. 7.24 – Comparaison entre l’ensemble invariant contrôlable maximal (ligne en trait et
pointillés) et l’ensemble invariant contrôlable robuste maximal (ligne discontinue) calculé par
une séquence de polytopes (lignes continues) en considérant des incertitudes proportionnelles
v ∈ V =
{
v ∈ R2 : ‖ v ‖2 ≤ 0.05, 0 ≤ v1, v2 ≤ 0
}
. L’ensemble initial utilisé est
l’ensemble de contraintes X.
efficaces malgré la présence d’incertitudes dans le modèle. Dans la même figure, nous montrons
en ligne discontinue le domaine d’attraction pour le modèle déterministe (7.1).
D’après la comparaison faite en Figure 7.25, nous constatons qu’il y a une réduction dras-
tique du domaine d’attraction qui est provoquée par la présence d’incertitudes proportionnelles
dans le modèle. Par conséquent, afin de parvenir à un traitement de chimiothérapie efficace, un
modèle complexe de la croissance tumorale qui prend en compte toutes les interactions entre
les cellules devrait être développé dans un premier temps. Cependant, nous cherchons toujours
à trouver des modèles orientés contrôle avec une complexité raisonnable et les incertitudes que
nous avons considérés et traités dans cette section peuvent résoudre le problème en gardant
le modèle simple et représentatif. En outre, les processus de développement des tumeurs sont
complexes et la modélisation mathématique ne peut pas les décrire suffisamment bien. Par
conséquent, les incertitudes en pratique sont inévitables.
Le domaine d’attraction pour le modèle incertain de la croissance tumorale (7.24) repré-
sente, avec une précision arbitraire, l’ensemble exact de tous les états des patients pour lesquels
il existe un ensemble de profils d’administration de médicaments efficaces. Ces profils efficaces
conduisent à l’éradication des cellules tumorales sans violer la contrainte sur la santé du pa-
tient. Par conséquent, compte tenu de l’état initial d’un patient, nous pourrons en déduire
l’existence d’un traitement de chimiothérapie efficace, en ajustant le modèle avec la contrainte
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posée dans cette section.
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Fig. 7.25 – Comparaison entre le domaine d’attraction pour le modèle déterministe du cancer
(7.1) (ligne discontinue) et le domaine d’attraction pour le modèle incertain du cancer (7.24)
(ligne continue).
7.5 Domaines d’attraction et quantités de médicaments
Plusieurs objectifs pour la conception des profils d’administration des médicaments cyto-
toxiques efficaces en utilisant le contrôle ont été posés dans la littérature. Dans certains cas,
l’objectif principal est de minimiser la quantité de médicaments tout en assurant que la taille
de population des cellules cancéreuses ne dépasse pas une limite donnée à la fin de la période
de traitement. Dans d’autres cas, l’objectif est de minimiser la taille de population des cellules
cancéreuses dans une période de traitement sous certaines contraintes (Matveev et Sav-
kin, 2002 ; Chareyron et Alamir, 2009 ; Ledzewicz, Schättler et d’Onofrio, 2008a ;
Alamir, 2015 ; de Pillis et Radunskaya, 2001). Dans (Alamir, 2014), la minimisation de
la quantité de médicaments et la taille de population des cellules cancéreuses à la fin de la
période de traitement, simultanément, sont considérées.
Dans plusieurs travaux, par exemple (Ledzewicz, Schättler et d’Onofrio, 2008a),
l’analyse du problème de contrôle optimal en boucle ouverte, consistant à trouver des pro-
fils d’administration des médicaments efficaces, pour un état initial du patient (populations
initiales des cellules normales et tumorales), a été faite. Dans cette étude, l’optimalité a été
définie par rapport à la valeur finale de la population des cellules cancéreuses, qui doit être
minimisée sous la contrainte sur la quantité de médicaments à administrer qui ne doit pas
dépasser la quantité préférentielle.
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Ce point de vue souffre des inconvénients suivants :
• Tout d’abord, il donne la solution pour une paire initiale des populations des cellules,
mais il ne donne pas une vue d’ensemble sur les performances réalisables en fonction des
états initiaux ;
• Plus important encore, l’approche est basée sur un ensemble de valeurs nominales des
paramètres du modèle qui néglige malheureusement la variabilité et l’incertitude qui
affectent ces paramètres pour différents patients ou même pour le même patient au
cours de la période de traitement.
Afin de surmonter ces inconvénients, des problèmes d’optimisation en utilisant les méthodes
de la théorie des ensembles, qui ont pour objectif de caractériser le domaine d’attraction
correspondant à une quantité de médicaments, sont considérées dans cette section. Ainsi, dans
cette section, nous allons développer un outil numérique qui résoudra le premier inconvénient
donné ci-dessus. Pour le deuxième, nous allons donner des directions et une méthodologie pour
le résoudre.
7.5.1 Modèle mathématique augmenté de chimiothérapie du cancer
Le modèle mathématique que nous considérons dans cette section est le suivant :
L̇(t) = αL(t) ln( θLL(t))− ku(t)L(t), L(0) = L0,
Ṅ(t) = βN(t) ln( θNN(t))− γL(t)N(t)− lu(t)N(t), N(0) = N0,
Ṁ(t) = u(t), M(0) = 0.
(7.28)
Ce dernier modèle est le même que celui donné dans la première section de ce chapitre en
ajoutant la dynamique de la quantité de médicaments cytotoxiques administrée. Cette dernière
quantité à l’instant t est noté par M(t).
Le système dynamique (7.28) est soumis aux contraintes suivantes :
• Sur les états des systèmes :
(L N)T ∈ Y ⊆ R2, (7.29)
avec Y l’ensemble de contraintes sur l’état du système défini dans les précédentes sec-
tions ;
• Sur l’entrée de commande :
u ∈ U =
{
u ∈ R : 0 ≤ u ≤ umax
}
, (7.30)
avec U l’ensemble des contrôles admissibles ;
• Sur la quantité de médicaments cytotoxiques administrée :
M(T ) =
∫ T
0
u(τ)dτ ≤ Mmax, (7.31)
avec T la période de traitement, M(T ) la quantité de médicaments à la fin de la période
de traitement et Mmax la quantité de médicaments cytotoxiques admissible.
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Tableau 7.3 – Unités des variables et de l’entrée de contrôle du modèle (7.28)
Symbole Unité Symbole Unité
L cellules u mg · jour−1
N cellules umax mg · jour−1
M mg T jour
Mmax mg
Les unités des variables et de l’entrée de contrôle du modèle (7.28) et des contraintes
introduites ci-dessus sont données dans le Tableau 7.3.
L’objectif dans cette section est de développer un outil numérique qui conduit à la déter-
mination du domaine d’attraction pour le modèle dynamique (7.28). Ce domaine d’attraction
est l’ensemble de tous les états initiaux des patients (population des cellules normales et
cancéreuses), pour lesquels il existe un ensemble de profils d’administration de médicaments
cytotoxiques efficaces qui respectent les contraintes données ci-dessus.
Conformément au travail (Matveev et Savkin, 2002), dans un premier temps, nous in-
troduisons le changement de variables suivant x1 = ln(
θL
L
), x2 = ln(
θN
N
), et x3 = M . Ensuite,
nous discrétisons le modèle résultant avec la méthode de discrétisation d’Euler et un temps de
discrétisation Ts = 1 jour. Ainsi, le modèle à temps discret dans l’espace x1, x2, x3 équivalent
au modèle (7.28) est donné comme suit :
x1(k + 1) = (1− Tsα)x1(k) + Tsku(k) = f1(x(k), u(k)), x1(0) = x01,
x2(k + 1) = (1− Tsβ)x2(k) + TsγθLe−x1(k) + Tslu(k) = f2(x(k), u(k)), x2(0) = x02,
x3(k + 1) = x3(k) + Tsu(k) = f3(x(k), u(k)), x3(0) = x03.
(7.32)
Ainsi, ce dernier système peut être mis sous une forme plus compacte :
x(k + 1) = f(x(k), u(k)), x(0) = x0.
Comme nous l’avons montré dans le premier chapitre, la méthodologie pour déterminer le
domaine d’attraction pour le modèle de chimiothérapie du cancer est basée sur les méthodes de
la théorie des ensembles et la représentation du système non linéaire par un système extension
CDI. Ainsi, nous résumons ci-après cette méthodologie :
1. La représentation du système non linéaire (7.32 ) par un système extension CDI défini
par une fonction F , tel que le graphe de f est contenu dans le graphe F , c.-à-d.
f(x, u) ∈ F(x, u), ∀(xT uT )T ∈ X×U,
et la fonction F peut être déterminée par les fonctions de borne F (x, u, η) pour tout
η ∈ R4 telle que :
F(x, u) =
{
z ∈ R4 : ηT z ≤ F (x, u, η), ∀η ∈ R4
}
;
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2. Le calcul de l’opérateur contrôlable en un pas donné par (3.31) ;
3. L’implémentation de l’Algorithme 2 pour calculer l’ensemble invariant contrôlable maxi-
mal pour le système à temps discret (7.32) ;
4. L’application de (7.14) pour calculer le domaine d’attraction pour le modèle de chi-
miothérapie du cancer (7.28), qui correspond à la quantité de médicaments admissible,
Mmax.
7.5.2 Domaines d’attraction
7.5.2.1 Opérateur contrôlable en un pas
En examinant le modèle dynamique (7.32), nous trouvons que les termes non linéaires
présents dans ce modèle sont les mêmes que ceux qui existent dans le modèle déterministe
(7.1). Ainsi, en suivant le même raisonnement, le système extension CDI pour le modèle (7.32)
est déterminé par les fonctions de borne F (x, u, η) pour tout η ∈ R3, tel que
f(x, u) ∈ F(x, u) =
{
z ∈ R3 : ηT z ≤ F (x, u, η), ∀η ∈ R3
}
,
avec f(x, u) la fonction donnée dans (7.32), qui sont donnée comme suit :
F (x, u, η) =

η1
(
(1− Tsα)x1 + Tsku
)
+ η2
(
(1− Tsβ)x2+
TsγθL max
i∈Nq
{cix1 + di}+ Tslu
)
+ η3
(
x3 + Tsu
)
, si η2 ≥ 0,
η1
(
(1− Tsα)x1 + Tsku
)
+ η2
(
(1− Tsβ)x2+
TsγθL(ax1 + b) + Tslu
)
+ η3
(
x3 + Tsu
)
, si η2 < 0.
(7.33)
En outre, l’opérateur contrôlable en un pas pour le modèle (7.32), qui est donné par la
Proposition 3.5, est donné sous cette forme en tenant compte de la Remarque 7.3 :
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : ∀i ∈ Nnh , ∀j ∈ Nq,(
Hi,1(1− Tsα) +Hi,2TsγθLcj
)
x1 +Hi,2
(
1− Tsβ
)
x2 +Hi,3x3 ≤
hi −Hi,2TsγθLdj −
(
Hi,1Tsk +Hi,2Tsl +Hi,3Ts
)
u
}
.
(7.34)
Finalement, l’opérateur Q(Ω,U,X) transforme des polytopes dans polytopes, et l’Algo-
rithme 2 génère une séquence de polytopes qui convergent à l’ensemble contrôlable maximal
pour le système (7.32). Cette ensemble maximal dans l’espace x1, x2, x3 est équivalent au
domaine d’attraction du modèle de chimiothérapie du cancer (7.28) dans l’espace L,N,M .
Ainsi, étant donné un profil d’administration de médicaments et un ensemble invariant
initial pour ce profil, l’Algorithme 2 peut être appliqué pour générer une sequence d’ensembles
invariants imbriqués convergeant vers le domaine d’attraction pour cette thérapie particulière.
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En prenant en compte la Remarque 7.3, l’opérateur en un pas à appliquer, dans le cas où le
protocole d’administration est composé de plusieurs périodes d’injection forte et d’autres sans
injection, peut être calculé en composant l’opérateur suivant :
Qu(Ω,X) =
{
x ∈ X : ∀i ∈ Nnh , ∀j ∈ Nq,(
Hi,1(1− Tsα) +Hi,2TsγθLcj
)
x1 +Hi,2
(
1− Tsβ
)
x2 +Hi,3x3 ≤
hi −Hi,2TsγθLdj −
(
Hi,1Tsk +Hi,2Tsl +Hi,3Ts
)
u
}
,
(7.35)
pour tour u ∈ [0, umax].
7.5.2.2 Simulations et discussions
Pour la simulation, nous gardons les mêmes valeurs des différents éléments, qui définissent
les contraintes posées dans cette section, que celles données dans les précédentes sections.
Une fois l’ensemble de contraints sur l’état du système X et l’ensemble initial Ω0 sont sélec-
tionnés, l’Algorithme 2 peut être appliqué facilement. La quantité de médicaments admissible
intervient dans la définition de l’ensemble initial Ω0 et l’ensemble de contraintes sur l’état du
système X. La quantité de médicaments admissible est posée afin d’éviter l’intoxication des
patients.
Maintenant, en appliquant l’Algorithme 2 avec l’opérateur en un pas (7.35), en commençant
par l’ensemble initial Ω0, nous obtenons une séquence d’ensembles convexes qui converge vers
un ensemble pour le système (7.32), tel que la projection de cet ensemble fournit l’ensemble
invariant maximal dans l’espace x1, x2 pour lequel la quantité de médicaments admissible est
capable de ramener tous les états de cet ensemble à la région saine. Les résultats de simulation
sont montrés dans les Figures 7.26 et 7.27, pour le cas de la chimiothérapie agressive, c.-à-d.
u(k) = umax = 1mg · jour−1, ∀k ∈ N.
La valeur de la quantité des médicaments cytotoxiques admissible est Mmax = 80mg.
Cette valeur est choisie d’une manière similaire à celle pour le choix des autres paramètres du
modèle.
La Figure 7.26 montre la séquence d’ensembles générée par l’Algorithme 2 qui converge
vers un ensemble dont la projection sur le plan x1, x2 est un ensemble invariant maximal qui
correspond à la quantité admissible Mmax. En effet, pour tout ensemble Ωk, l’ensemble Ωk+1
contient tous les états (x1 x2 x3)T qui peuvent être conduits à Ωk en un pas en appliquant
seulement une forte dose de médicaments cytoyoxiques, uk+1 = 1mg · jour−1.
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Fig. 7.26 – Séquence d’ensembles (ligne noire) convergeant vers un ensemble dont la projection
sur le plan x1, x2 donne l’ensemble invariant maximal pour le système (7.32), en commençant
de l’ensemble initial. La boite noire est l’ensemble de contraintes X. La quantité de médica-
ments admissible est Mmax = 80mg. Le seuil maximal de x2 est équivalent au seuil minimal
prescrit de population des cellules normales, qui est égal à 10−1θN cellules. Le traitement
appliqué est la chimiothérapie agressive.
L’ensemble initial Ω0 est l’ensemble de tous les états x tel que la hauteur x3 est la quantité
de médicaments admissible que nous pourrons appliquer afin de conduire un état (x1 x2)T à
l’ensemble invariant initial pour la dynamique de x1 et x2. L’ensemble invariant maximal dans
l’espace x1, x2 pour le système (7.32) est la région de tous les états (x1 x2)T tels que ces états
peuvent être conduits à la région saine en appliquant la quantité admissible Mmax = 80mg.
Dans la Figure 7.27, nous montrons le domaine d’attraction pour le modèle de chimiothé-
rapie du cancer (7.28). Ce domaine est calculé à partir de l’ensemble maximal donné dans
la Figure 7.26 en utilisant (7.14). Ce domaine représente toutes les conditions initiales des
patients pour lesquelles la chimiothérapie agressive est efficace, en respectant la contrainte sur
la population des cellules normales et la contrainte sur la quantité de médicaments adminis-
trée à la fin du traitement, qui sont les conditions de santé pour les patients. La Figure 7.27
montre que les trajectoires convergent vers la région saine, en appliquant u = umax jusqu’à
l’éradication des cellules cancéreuses avec une quantité de médicaments cytotoxiques qui ne
dépasse pas la quantité admissible Mmax = 80mg.
7.5. Domaines d’attraction et quantités de médicaments 169
0 0.5 1 1.5 2 2.5 3
x 10
8
0
2
4
6
8
10
12
14
x 10
7
Population des cellules cancéreuses (Cellules)
 P
op
ul
at
io
n 
de
s 
ce
llu
le
s 
no
rm
al
es
 (
C
el
lu
le
s)
Trajectoires
Région saine
Frontière du domaine 
d’attraction
Fig. 7.27 – Domaine d’attraction pour le modèle du cancer (7.32) (ligne discontinue), et des
trajectoires (lignes rouges) qui convergent vers la région saine. Le seuil minimal prescrit de
population des cellules normales N est égal à 10−1θN cellules. La quantité des médicaments
cytotoxiques admissible estMmax = 80mg. Le traitement appliqué est la chimiothérapie agres-
sive.
Ce domaine d’attraction représente, avec une précision arbitraire, l’ensemble exact de tous
les états initiaux des patients qui peuvent être guéris en utilisant une chimiothérapie agressive
avec le respect des contraintes de santé des patients. Ainsi, compte tenu de l’état initial d’un
patient et la quantité de médicaments admissible, les cliniciens peuvent déduire l’efficacité de
la chimiothérapie agressive, la quantité de médicaments à délivrer et la durée du traitement.
Des simulations numériques sont menées, en appliquant l’Algorithme 2 avec l’opérateur
en un pas (7.35) pour différents quantités de médicaments à savoir Mmax = M1maxmg,
Mmax = 0.9M
1
maxmg, Mmax = 0.8M1maxmg, Mmax = 0.7M1maxmg et Mmax = 0.6M1maxmg,
avec M1max = 90mg. Les résultats correspondants sont montrés dans les Figures 7.28 et 7.29.
Dans la Figure 7.28, les ensembles invariants maximaux pour le système (7.32) sont donnés,
pour différentes quantités de médicaments. Ainsi, pour une quantité de médicaments donnée
Mmax, l’ensemble invariant maximal est l’ensemble de toutes les conditions initiales x1, x2
pour lesquelles la chimiothérapie agressive est efficace.
L’équation (7.14) est utilisée pour calculer les domaines d’attraction pour le système de
chimiothérapie du cancer (7.28), à partir des ensembles invariants montrés dans la Figure
7.28. Ces domaines sont montrés dans la Figure 7.29, pour différents quantités de médica-
ments. Ainsi, pour une quantité de médicaments admissible Mmax, le domaine d’attraction
correspondant est l’ensemble de toutes les conditions initiales des patients pour lesquelles la
chimiothérapie agressive est efficace.
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Fig. 7.28 – Ensembles invariants maximaux pour le système (7.32) en fonction de la quan-
tité de médicaments admissible Mmax, avec la contrainte sur la dynamique de x2 : x2(k) ≤
x2max , ∀k ∈ N.
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Fig. 7.29 – Domaines d’attraction pour le système (7.28) en fonction de la quantité de
médicaments cytotoxiques admissible Mmax, avec la contrainte sur la santé des patients :
N(t) ≥ Nmin, ∀t ≥ 0.
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Nous remarquons que les domaines d’attraction sont plus petits quand les quantités de
médicaments cytotoxiques admissibles demeurent plus faibles. Toutefois, quand la quantité
de médicaments admissible diminue, le traitement des patients les plus touchés par le cancer
reste difficile et la chimiothérapie agressive risque d’être inefficace.
Par conséquent, à partir de ces résultats, les professionnels de santé peuvent extraire les
informations suivantes :
• L’efficacité de la chimiothérapie agressive ;
• La quantité de médicaments cytotoxiques nécessaire pour guérir un patient donné ;
• Optimiser la quantité de médicaments à prescrire pour chaque patient.
Dans cette dernière section de ce chapitre, nous avons proposé une méthodologie pour
caractériser le domaine d’attraction pour le modèle de chimiothérapie du cancer (7.28) qui
correspond à une quantité de médicaments admissible Mmax. En outre, un outil numérique
basé sur l’utilisation de l’Algorithme 2 a été développé, afin de calculer ce domaine.
Certaines méthodes basées sur le contrôle optimal en utilisant un ensemble de valeurs
nominales des paramètres du modèle négligent la variabilité et les incertitudes qui affectent
ces paramètres pour différents patients. Ainsi, afin de surmonter cet inconvénient, l’extension
de la méthode donnée dans cette section pour le cas des modèles incertains est envisageable.
Pour cela, nous devons implémenter les Algorithmes 4 et 5.
7.6 Conclusion
Dans ce chapitre, les méthodologies que nous avons rappelées et développées dans les Cha-
pitres 3 et 6, pour la caractérisation des domaines d’attraction des systèmes non linéaires
déterministes et incertains, ont été utilisées afin de développer des outils numériques pour dé-
terminer les domaines d’attraction des modèles de la chimiothérapie du cancer. Ces domaines
d’attraction sont les ensembles de tous les patients (populations des cellules normales et can-
céreuses), pour lesquels il existent des profils d’administration de médicaments cytotoxiques
efficaces.
Plusieurs contraintes ont été prises dans ce chapitre :
• Des incertitudes paramétriques affectant les modèles du cancer ont été considérées ;
• Des incertitudes proportionnelles aux populations des cellules cancéreuses et normales
ont été prises en comptes ;
• La quantité de médicaments admissible a été considérée pour éviter l’intoxication des
patients.
Ces trois dernières contraintes ont été considérées séparément dans ce chapitre, afin de
bien montrer leurs effets sur les domaines d’attraction et mieux comprendre les informations
que nous pouvons tirer de chaque cas.
A partir de ces domaines d’attraction, les professionnels de la santé peuvent extraire, pour
un patient donné, les informations suivantes :
• L’efficacité de la chimiothérapie agressive ;
• L’existence d’un profil d’administration thérapeutique efficace ;
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• Le profil d’administration thérapeutique efficace entre plusieurs profils ;
• La quantité de médicaments nécessaire pour le traitement ;
• Le temps de traitement.
Dans le prochain chapitre, des outils numériques pour calculer le domaine d’attraction
d’autres modèles du cancer plus complexe avec plusieurs traitements sont développés. L’ob-
jectif est de montrer que les contributions des travaux de cette thèse peuvent être appliquées
à plusieurs modèles du cancer.
Chapitre 8
Domaines d’attraction des modèles du
cancer avec le traitement
anti-angiogénique et la chimiothérapie
Ce chapitre développe un outil numérique pour la caractérisation du domaine d’attraction
pour le modèle du cancer avec le traitement anti-angiogénique en combinaison avec la chi-
miothérapie. L’application des méthodes de la théorie des ensembles pour ce modèle vise à
confirmer la possibilité d’appliquer ces méthodes à différents modèles simulant la croissance
tumorale.
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8.1 Introduction
Les thérapies anti-angiogéniques sont relativement des nouvelles thérapies du cancer, pro-
posées dans un premier temps par Folkman (Folkman, 1972) au début des années soixante-
dix. Plusieurs découvertes sont apparues dans les années quatre-vingt-dix, principalement sur
les principes de régulation de la croissance des réseaux vasculaires (Klagsbrun et Soker,
1993 ; Yancopoulos et al. 2000), suivies ces dernières années par des études théoriques et ex-
périmentales (d’Onofrio et Gandolfi, 2009 ; d’Onofrio et Gandolfi, 2010 ; Hahnfeldt
et al. 1999 ; Ledzewicz, Schättler et d’Onofrio, 2008b ; Alamir, 2014).
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Les traitements anti-angiogéniques sont des traitements qui visent à inhiber le processus
de l’angiogenèse, c.-à-d. le développement de nouveaux vaisseaux sanguins. Ce processus est
nécessaire pour supporter la croissance tumorale. En absence de ce processus, la tumeur cesse
sa croissance. Ces traitements proposent des inhibiteurs angiogéniques externes pour bloquer
et dans certains cas perturber la croissance des cellules endothéliales qui forment la paroi des
vaisseaux nouvellement développés. Cela affecte indirectement la tumeur, qui régresse, car ce
dysfonctionnement prive la tumeur de la nutrition nécessaire pour son expansion (Ledzewicz,
Schättler et d’Onofrio, 2008b). La régulation de la croissance des réseaux vasculaires
entraine implicitement le contrôle de la croissance tumorale (Ergun, Camphausen et Wein,
2003 ; Ledzewicz, Schättler et d’Onofrio, 2008b).
Pour certaines thérapies, comme la chimiothérapie, les tumeurs ont les capacités de dé-
velopper une résistance aux médicaments cytotoxiques (Boehm et al. 1997 ; Ledzewicz,
Schättler et d’Onofrio, 2008b). Cependant, les thérapies anti-angiogéniques ne devraient
pas être affectées par la capacité des cellules tumorales à évoluer vers des phénotypes résis-
tants, puisque le traitement est dirigé contre les cellules endothéliales génétiquement stables
qui ne transforment pas, ce qui favorisent ces traitements (Boehm et al. 1997 ; d’Onofrio
et Gandolfi, 2004).
La destruction des cellules tumorales n’est pas l’objectif des traitements anti-angiogéniques,
car ces derniers empêchent seulement le développement de nouveaux vaisseaux sanguins qui
soutiennent la tumeur, et ne détruisent pas directement les cellules tumorales. En effet, il est
évident qu’une fois le traitement est fini, la tumeur a tendance à croitre et à continuer sa crois-
sance. La combinaison de plusieurs traitements, dont les traitements anti-angiogéniques, peut
être une des solutions pour franchir cet obstacle, qui peut survenir pendant les traitements
anti-angiogéniques seuls (Ledzewicz, Schättler et d’Onofrio, 2008b).
Dans la littérature, plusieurs modèles pour décrire les dynamiques des processus de l’an-
giogenèse ont été proposés (Anderson et Chaplain, 1998). Certains de ces modèles visent à
reproduire en détails les processus biologiques de l’angiogenèse, et ils conduisent à des modèles
à grande dimension, pour une compréhension approfondie du phénomène, avec une grande
complexité pour l’analyse mathématique (Anderson et Chaplain, 1998). D’autres modèles
avec des dimensions basses ont été également développés. Dans (Hahnfeldt et al. 1999),
les auteurs ont développé et biologiquement validé un modèle à deux dimensions d’équations
différentielles ordinaires pour les interactions entre le volume de la tumeur, p, et la capacité de
charge des cellules endothéliales, q. Cette dernière variable est définie comme étant le volume
tumoral maximal soutenu par le réseau vasculaire (Ledzewicz, Schättler et d’Onofrio,
2008b ; Hahnfeldt et al. 1999). En se basant sur ce modèle, d’autres modèles ont été pro-
posés (Ergun, Camphausen et Wein, 2003 ; d’Onofrio et Gandolfi, 2004 ; d’Onofrio
et Gandolfi, 2006 ; Ledzewicz, Schättler et d’Onofrio, 2008b). Dans (Alamir, Fiac-
chini et Stéphanou, 2015) un modèle dynamique à faible dimension a été proposé qui
modélise la croissance tumorale avec l’angiogenèse induit. Il a été validé en utilisant un si-
mulateur que lui même avait été validé par comparaison avec des données expérimentales. Ce
dernier modèle capture l’impact de la disposition du réseau vasculaire autour de la tumeur en
deux dimensions.
L’objectif de plusieurs études est de développer des protocoles d’administration de médi-
caments anti-angiogéniques de manière à réaliser une réduction maximale possible de la tu-
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meur (Ergun, Camphausen et Wein, 2003 ; d’Onofrio et Gandolfi, 2006 ; d’Onofrio
et Gandolfi, 2004 ; Ledzewicz, Schättler et d’Onofrio, 2008b ; d’Onofrio et Gan-
dolfi, 2009 ; d’Onofrio et Gandolfi, 2010). Différentes formulations du problème pour
atteindre cet objectif sont données dans (Swierniak et d’Onofrio, 2006). Les problèmes
ont été proposés comme des problèmes de contrôle optimal.
Dans ce chapitre, le modèle donné dans (Ledzewicz, Schättler et d’Onofrio, 2008b)
pour une thérapie combinée entre le traitement anti-angiogénique et la chimiothérapie est
utilisé pour des fins de contrôle. Le même modèle a été utilisé dans (Alamir, 2014) pour
développer des protocoles de traitement efficaces et robustes qui assurent la contraction de
la tumeur malgré les incertitudes affectant le modèle. Un modèle, qui combine l’action des
inhibiteurs anti-angiogénique avec la radiothérapie, a été présenté et analysé dans (Ergun,
Camphausen et Wein, 2003). Il a été montré que les méthodes de l’analyse mathématique
sont des outils efficaces pour analyser les interactions entre plusieurs traitements.
L’objectif de ce chapitre est de développer un outil numérique pour la caractérisation du
domaine d’attraction pour le modèle donné dans (Ledzewicz, Schättler et d’Onofrio,
2008b). Pour des quantités de médicaments connues, anti-angiogénique et cytotoxique, ce
domaine d’attraction est l’ensemble dans l’espace d’état tel que la contraction de la tumeur
est assurée pour chaque condition initiale appartenant à cet ensemble. La méthodologie est
basée sur les méthodes de la théorie des ensembles, et en particulier sur les algorithmes rappelés
et proposés dans les précédents chapitres.
Le chapitre est organisé comme suit : Dans la Section 8.2, le modèle mathématique de
la croissance tumorale en présence du traitement anti-angiogénique en combinaison avec la
chimiothérapie est rappelé avec le problème adressé dans ce chapitre. Les outils numériques
pour l’estimation des domaines d’attraction sont développés dans la Section 8.3. Dans la
Section 8.4, une méthode pour améliorer le résultat trouvé dans ce chapitre est donné. La
Section 8.5 finit le chapitre par des conclusions.
8.2 Modèle mathématique
Dans ce chapitre, nous considérons la famille de modèles mathématiques qui décrivent
l’interaction entre la tumeur et sa vascularisation dans le cas d’une thérapie combinée, la
chimiothérapie en combinaison avec le traitement anti-angiogénique. La tumeur est représentée
par son volume, p(t), et la vascularisation de la tumeur est représentée par la capacité de charge
de la vascularisation, q(t), définie comme le volume de la tumeur potentiellement viable par
le réseau vasculaire existant à l’instant t. Les agents thérapeutiques sont les suivants :
• Un agent anti-angiogénique exerçant une action sur les vaisseaux sanguins, avec un débit
d’injection u1.
• Un agent chimiothérapeutique (médicaments cytotoxiques), avec un débit d’injection
u2 ;
Cette famille de modèles a été proposée dans (d’Onofrio et Gandolfi, 2009 ; d’Ono-
frio et Gandolfi, 2010), qui est la généralisation du modèle proposé et validé expérimen-
talement dans (Hahnfeldt et al. 1999). Dans cette famille de modèles, il a été considéré
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que :
1. La capacité de charge de la vascularisation de la tumeur est proportionnelle à la densité
des vaisseaux ;
2. Le taux de croissance spécifique de la tumeur,
ṗ
p
, et le taux de natalité spécifique des
vaisseaux,
q̇
q
, dépendent du rapport entre la taille de la tumeur et la capacité de charge
de la vascularisation
p
q
.
D’après (Hahnfeldt et al. 1999), la croissance de la vascularisation de la tumeur est
antagonisée par des facteurs endogènes et par des médicaments anti-angiogéniques dont le
débit d’injection est u1(t). En outre, d’après (d’Onofrio et Gandolfi, 2009 ; d’Onofrio
et Gandolfi, 2010), l’efficacité de l’agent chimiothérapeutique u2(t) dans l’éradication de la
tumeur dépend de sont débit d’injection, et dans (Ledzewicz, Schättler et d’Onofrio,
2008b ; Alamir, 2014) l’effet de cet agent thérapeutique sur la tumeur est considéré linéaire
par rapport à son volume, βu2(t)p(t). Nous considérons également dans ce modèle les dyna-
miques des quantités des agents thérapeutiques y(t) et z(t). Selon ces hypothèses, ce modèle
est le suivant :
ṗ(t) = p(t)
(
f(
p(t)
q(t)
)− βu2(t)
)
, p(0) = p0,
q̇(t) = q(t)
(
φ(
p(t)
q(t)
)− ψ(p(t))− µ− γu1(t)
)
, q(0) = q0,
ẏ(t) = u1(t), y(0) = 0,
ż(t) = u2(t), z(0) = 0,
(8.1)
avec
• df(p/q)
d(p/q)
< 0, f(1) = 0, 0 < lim
p/q→0
f(p/q) ≤ +∞ et −∞ ≤ lim
p/q→∞
f(p/q) < 0,
• φ(0) = 0, dφ(p/q)
d(p/q)
> 0 et lim
p/q→∞
φ(p/q) = φ∞ ≤ +∞,
• ψ(0) = 0, dψ(p/q)
d(p/q)
> 0 et lim
p/q→∞
ψ(p/q) = +∞.
Comme ces fonctions ont été adoptées dans (Hahnfeldt et al. 1999 ; Ledzewicz, Schät-
tler et d’Onofrio, 2008b ; Alamir, 2014), nous adoptons les mêmes fonctions :
• f(p/q) = −α ln(p/q) forme Gompertzien de la croissance tumorale, avec α qui désigne
le paramètre de la croissance tumorale ;
• φ(p/q) = b(p/q) avec b paramètre de la naissance des vaisseaux ;
• ψ(p) = dp2/3 avec d paramètre de mortalité des vaisseaux sanguins. La puissance 2
3
survient puisque les inhibiteurs de la densité des vaisseaux doivent être libérés à travers
la surface de la tumeur (Hahnfeldt et al. 1999).
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Tableau 8.1 – Termes constituant le modèle dynamique (8.2) avec leurs descriptions
Terme Description
−αp ln(p
q
) Le volume de la tumeur suit un processus de croissance de type Gompertzien
qui intègre la capacité de charge de la vascularisation q comme variable en
absence de médicaments ;
βpu2 Le volume de la tumeur tué par la chimiothérapie dépend du débit d’injection
des médicaments cytotoxiques présente dans le site et le volume de la tumeur ;
bp La tumeur stimule la croissance des vaisseaux sanguins d’une manière
proportionnelle ;
µq La perte des vaisseaux sanguins par des causes naturelles (la mort, etc.) ;
dp2/3q Les effets inhibiteurs causés par la tumeur sur le réseau vasculaire ;
γu1q Le volume des vaisseaux sanguins tué par le traitement anti-angiogénique
dépend du débit d’injection des médicaments anti-angiogéniques ;
p0 Le volume initial de la tumeur ;
q0 Le volume initial de la capacité de charge de la vascularisation.
Par conséquent, le modèle (8.1) devient :
ṗ(t) = −αp(t) ln(p(t)
q(t)
)− βp(t)u2(t), p(0) = p0,
q̇(t) = bp(t)−
(
µ+ dp2/3(t)
)
q(t)− γu1(t)q(t), q(0) = q0,
ẏ(t) = u1(t), y(0) = 0,
ż(t) = u2(t), z(0) = 0,
(8.2)
Les différents termes constituant le système (8.2), donné ci-dessus sous forme d’équations
différentielles, avec leurs descriptions biologiques sont donnés dans le Tableau 8.1, (Hahnfeldt
et al. 1999 ; Ledzewicz, Schättler et d’Onofrio, 2008b ; d’Onofrio et Gandolfi, 2009).
Dans la suite, les simulations sont effectuées avec les paramètres du système (8.2) dont
les valeurs sont celles estimées dans (Hahnfeldt et al. 1999), ces valeurs sont données dans
le Tableau 8.2. Une telle estimation est basée sur des données expérimentales du carcinome
pulmonaire de Lewis implanté chez des souris G57BL/6.
L’objectif de ce chapitre est de développer un outil numérique pour caractériser le do-
maine d’attraction pour le modèle (8.2). Ce domaine d’attraction est l’ensemble de toutes les
conditions initiales, qui représentent les états de santé de différents patients (le volume de la
tumeur, p, et la capacité de charge de la vascularisation, q), tel que pour chaque condition
initiale il existe un couple de profils d’administration de médicaments u1 et u2 efficaces. Nous
disons qu’un couple de profils est efficace s’il garantit une contraction de la tumeur tout en res-
pectant les contraintes posées afin d’éviter l’intoxication des patients. Nous donnons ci-après
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Tableau 8.2 – Paramètres du modèle dynamique (8.2)
Paramètre Valeur Paramètre Valeur
α 0.192 jour−1 β 0.5 mg−1
b 5.85 jour−1 µ 0.02 jour−1
d 0.00873 mm−2 · jour−1 γ 0.15 mg−1
ces contraintes :
1. Le débit d’injection de l’agent anti-angiogénique u1 doit respecter la contrainte suivante :
u1 ∈ U1 =
{
u1 ∈ R : 0 ≤ u1 ≤ umax1
}
,
avec umax1 le débit d’injection maximal admissible ;
2. La quantité de l’agent anti-angiogénique accumulée pendant le traitement doit respecter
la contrainte suivante :
y(T ) =
∫ T
0
u1(τ)dτ ≤ ymax,
avec T la période de traitement, y(T ) la quantité de médicaments anti-angiogéniques
accumulée à la fin de la période de traitement et ymax la quantité maximale admissible
de médicaments anti-angiogéniques ;
3. Le débit d’injection de l’agent chimiothérapeutique u2 doit respecter la contrainte sui-
vante :
u2 ∈ U2 =
{
u2 ∈ R : 0 ≤ u2 ≤ umax2
}
,
avec umax2 le débit d’injection maximal admissible ;
4. La quantité de l’agent chimiothérapeutique accumulée pendant le traitement doit res-
pecter la contrainte suivante :
z(T ) =
∫ T
0
u2(τ)dτ ≤ zmax,
avec z(T ) la quantité de médicaments chimiothérapeutiques accumulée à la fin de la
période de traitement et zmax la quantité maximale admissible de médicaments chimio-
thérapeutiques.
Les unités des variables et des entrées de contrôle du modèle (8.2) et des contraintes
données ci-dessus sont données dans le Tableau 8.3.
8.2.1 Modèle mathématique à temps discret pour l’analyse
Dans cette section, nous donnons le modèle mathématique à temps discret, qui est conve-
nable pour l’application des méthodes de la théorie des ensembles pour l’analyse et la synthèse
des lois de contrôle.
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Tableau 8.3 – Unités des variables et des entrées de contrôle du modèle (8.2)
Symbole Unité Symbole Unité
p mm3 u1 mg · jour−1
q mm3 u2 mg · jour−1
y mg umax1 mg · jour−1
z mg umax2 mg · jour−1
ymax mg T jours
zmax mg
Comme il a été introduit dans (d’Onofrio et Gandolfi, 2009), nous introduisons le
changement de variables suivant x1 = ln(p), x2 = ln(q) pour le système (8.2). Ainsi, le
système (8.2) devient
ẋ1(t) = −αx1(t) + αx2(t)− βu2(t), x1(0) = x01,
ẋ2(t) = be
(x1(t)−x2(t)) − de 23x1(t) − µ− γu1(t), x2(0) = x02,
ẏ(t) = u1(t), y(0) = 0,
ż(t) = u2(t), z(0) = 0.
(8.3)
En outre, nous considérons que x3 = f(p/q). La fonction f(p/q) définie dans (0,+∞) est
une fonction telle que
df(p/q)
d(p/q)
< 0, f(1) = 0. Par conséquent, le système (8.2) s’écrit dans
l’espace x1, x3 comme suit :
ẋ1(t) = x3(t)− βu2(t), x1(0) = x01,
ẋ3(t) = −αx3(t) + αbe
−1
α
x3(t) − αde 23x1(t) − αµ− αγu1(t) + αβu2(t), x3(0) = x03,
ẏ(t) = u1(t), y(0) = 0,
ż(t) = u2(t), z(0) = 0.
(8.4)
Nous montrerons ci-après que le système (8.2) dans l’espace p, q est équivalent au système
(8.4) dans l’espace x1, x3.
Preuve : Afin de trouver le système (8.4), nous inspectons le changement de variables
x1 = ln(p) et x3 = −α ln(
p
q
).
La première équation dans (8.4) est triviale puisque
x3 = −α ln(
p
q
) = −α(ln(p)− ln(q)) = −αx1 + αx2.
Pour la deuxième équation, nous avons que ẋ2 =
q̇
q
, et en fonction du changement de
variables nous avons également que ẋ3 = −α(
ṗ
p
− q̇
q
) qui est équivalent à
q̇
q
=
1
α
ẋ3 +
ṗ
p
. Cela
implique que ẋ2 =
1
α
ẋ3 + ẋ1.
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Finalement, en substituant cette dernière égalité dans la deuxième équation du système
(8.3), nous trouvons que le système (8.2) dans l’espace x1, x3 peut être donné par le système
(8.4).
Nous notons que le vecteur de variables (x1 x3)T ∈ R2 prend des valeurs dans l’ensemble
D =
{
(x1 x3)
T ∈ R2 : x1 ∈ R, x3 ∈ (fmin, fmax)
}
,
avec fmin = lim
p/q→+∞
f(p/q) = −∞ et fmax = lim
p/q→0
f(p/q) = +∞.
Maintenant, nous discrétisons le système à temps continu (8.4), avec la méthode de dis-
crétisation d’Euler où le temps de discrétisation Ts = 0.25 jours. Il est donné ci-après :
x1(k + 1) = x1(k) + Tsx3(k)− Tsβu2(t) = f1(x(k), u(k)), x1(0) = x01
x3(k + 1) = (1− Tsα)x3(k) + Tsαbe
−1
α
x3(k)
−Tsαde
2
3
x1(k) − Tsαµ− Tsαγu1(k) + Tsαβu2(k) = f2(x(k), u(k)), x3(0) = x03,
y(k + 1) = y(k) + Tsu1(k) = f3(x(k), u(k)), y(0) = 0,
z(k + 1) = z(k) + Tsu2(k) = f4(x(k), u(k)), z(0) = 0,
(8.5)
avec x(k) = (x1 x3 y z)T ∈ X ⊆ R4 l’état du système à l’instant k, u = (u1 u2)T ∈ U ⊂ R2
les entrées de contrôle et x01, x03, y(0) et z(0) les conditions initiales du système.
Le système (8.5) peut être formulé sous une forme compacte comme suit :
x(k + 1) = Ax(k) +Bu(k) +

0
g(x(k))
0
0
 =

f1(x(k), u(k))
f2(x(k), u(k))
f3(x(k), u(k))
f4(x(k), u(k))
 , x(0) = x0, (8.6)
avec A =

1 Ts 0 0
0 (1− Tsα) 0 0
0 0 1 0
0 0 0 1
, B =

0 −Tsβ
−Tsαγ Tsαβ
Ts 0
0 Ts
 et la fonction non linéaire
g(x) = g1(x)− g2(x), avec
• g1(x) = Tsαbe
−1
α
x3 une fonction convexe ;
• g2(x) = Tsαde
2
3
x1 + Tsαµ une fonction également convexe.
La méthodologie a suivre pour déterminer le domaine d’attraction pour le système (8.2)
est la suivante :
1. Déterminer l’ensemble invariant contrôlable maximal pour le système (8.6) dans l’espace
x1, x3 en utilisant les méthodes de la théorie des ensembles.
2. Appliquer le changement de variables pour calculer le domaine d’attraction pour le
système (8.2) dans l’espace p, q.
Cette méthodologie est donnée en détail dans les prochaines sections.
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8.2.2 Observations
Dans le cas d’une perfusion constante et continue de médicament, anti-angiogénique et
cytotoxique, c.-à-d. quand nous avons
0 ≤ u1(t) = u1 ≤ umax1 et 0 ≤ u2(t) = u2 ≤ umax2 , ∀t ∈ [0, T ],
pour une valeur constante de u2 et en définissant
u∗1 =
φ(f−1(βu2))− µ
γ
,
nous avons que si 0 ≤ u1 ≤ u∗1 le système (8.1) possède dans R2+ un point d’équilibre (peq qeq)T
tel que :
peq = ψ
−1(φ(ρeq)− µ− γu1), qeq = ρ−1eq peq,
avec ρeq =
peq
qeq
= f−1(βu2).
Comme la fonction f(p/q) doit satisfaire les contraintes suivantes :
df(p/q)
d(p/q)
< 0, f(1) = 0, 0 < lim
p/q→0
f(p/q) ≤ +∞ et −∞ ≤ lim
p/q→∞
f(p/q) < 0,
nous constatons que ρeq =
peq
qeq
= f−1(βu2) ≤ 1.
En conséquence, le point d’équilibre (peq qeq)T pour le système (8.1) appartient à la région
dans l’espace R2+ où p ≤ q.
8.3 Domaines d’attraction pour le modèle du cancer
Dans cette section, nous développons un outil numérique pour la caractérisation du do-
maine d’attraction pour le modèle (8.6). Cet outil est basé sur la représentation du système
(8.6) par un système extension CDI défini dans le Chapitre 4. Il est également basé sur l’ap-
plication de l’Algorithme 2 afin de générer une séquence d’ensembles convexes qui converge
vers l’ensemble invariant contrôlable maximal.
8.3.1 Système extension CDI du système non linéaire à temps discret
Le système extension CDI du système (8.6) est donné par le système suivant :
x(k + 1) ∈ F(x(k), u(k)), (8.7)
avec F(x, u) une fonction dont l’image est un ensemble tel que :
• Le graphe (f) du système (8.6) est contenu dans le graphe de son système extension
CDI, c.-a-d.
f(x, u) ∈ F(x, u), ∀(xT uT )T ∈ X×U.
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• L’ensemble F(x, u) est compact et convexe, pour tout (xT uT )T ∈ X×U ;
• L’ensemble F(x, u), pour tout (xT uT )T ∈ X ×U, est déterminé par les fonctions de
borne F (x, u, η) pour tout η ∈ R4, c.-a-d.
F(x, u) =
{
ζ ∈ R4 : ηT ζ ≤ F (x, u, η), ∀η ∈ R4
}
;
• Les fonctions de borne F (x, u, η) pour chaque η ∈ R4 sont convexes par rapport à
(xT uT )T ∈ X×U.
Pour déterminer le système CDI (8.7), nous allons déterminer les fonctions de borne
F (x, u, η) pour tout η ∈ R4, tels que :
• f(x, u) ∈ F(x, u), ∀(xT uT )T ∈ X×U, ce qui implique que
ηT f(x, u) ≤ F (x, u, η), ∀η ∈ R4;
• Les fonctions de borne F (x, u, η),∀η ∈ R4, sont des fonctions convexes par rapport à
(xT uT )T ∈ X×U.
Comme dans le système (8.6) les non linéarités n’impliquent que f2(x, u) et les autres
dynamiques du système (8.6) sont linéaires, alors les fonctions de borne de ηT f(x, u), pour
tout η ∈ R4, ne sont associées que à η2,
Par conséquent, nous avons les deux cas suivants :
– I) Le choix convexe des fonctions de borne :
Un choix possible des fonction de borne est
1. Si η2 ≥ 0 :
F (x, u, η) = ηT (Ax+Bu) + η2ǧ(x, u),
qui est une fonction convexe par rapport à (xT uT )T ∈ X×U ;
2. Si η2 < 0 :
F (x, u, η) = ηT (Ax+Bu) + η2ĝ(x, u),
qui est une fonction convexe par rapport à (xT uT )T ∈ X×U,
avec
• ǧ(x, u) = g1(x, u)− gl2(x, u) une borne supérieure convexe de la fonction g(x, u),
• ĝ(x, u) = gl1(x, u)− g2(x, u) une borne inférieure concave de la fonction g(x, u),
où
• gl1(x, u) = g1(xeq, ueq)+∇xg1(x, u)(x−xeq)+∇ug1(x, u)(u−ueq) une borne inférieure
concave de la fonction g1(x, u),
• gl2(x, u) = g2(xeq, ueq)+∇xg2(x, u)(x−xeq)+∇ug2(x, u)(u−ueq) une borne inférieure
concave de la fonction g2(x, u),
Les deux Figures 8.1 et 8.2 illustrent les approximations faites ci-dessus pour déterminer
les foncions de borne convexes F (x, u, η) pour tout η ∈ R4.
8.3. Domaines d’attraction pour le modèle du cancer 183
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
X
3
e−
1/
α 
x 3
Borne inférieure concave de e−1/α x3
Borne supérieure convexe de e−1/α x3 = e−1/α x3 
Fig. 8.1 – Bornes supérieure convexe et inférieure concave de e
−1
α
x3 déterminant les bornes
supérieure convexe et inférieure concave de g(x, u).
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−50
0
50
100
150
X
1
e2
/3
 x
1
Borne supérieure convexe de e2/3 x1 = e2/3 x1
Borne inférieure concave de e2/3 x1 
Fig. 8.2 – Bornes supérieure convexe et inférieure concave de e
2
3
x1 déterminant les bornes
supérieure convexe et inférieure concave de g(x, u).
– II) Le choix convexe et affine par morceaux des fonctions de borne :
Pour des raisons de calcul nous nous intéressons aux fonctions de borne qui sont convexes
et affines par morceaux. Pour cela, il est suffisant de remplacer les fonctions exponen-
tielles e−
1
α
x3 et e
2
3
x1 par des fonctions convexes et affines par morceaux qui bornent
suprêmement ces dernières fonctions.
Cela peut être obtenu facilement pour les deux cas. En effet, pour la première fonction il
est suffisant de choisir un ensemble de q1 ∈ N paramètres, ai ∈ R, bi ∈ R, avec i ∈ Nq1 ,
tel que
e−
1
α
x3 ≤ max
i∈Nq1
{aix3 + bi}, ∀x3 ∈ R.
184 Chapitre 8. Domaines d’attraction des modèles du cancer
Pour obtenir ces paramètres, il est suffisant de définir zi avec i ∈ Nq1+1, tel que
zi < zi+1
et
ai =
e−
1
α
zi+1 − e− 1α zi
zi+1 − zi
, βi =
zi+1e
− 1
α
zi − zie−
1
α
zi+1
zi+1 − zi
,
qui représentent les paramètres d’une fonction affine, tel que e−
1
α
x3 ≤ aix3 + bi, pour
tout x3 ∈ [zi, zi+1] et e−
1
α
zi = aizi + bi, pour tout i ∈ Nq1 . Et pour la deuxième fonction,
il est également suffisant de choisir un ensemble de q2 ∈ N paramètres, ci ∈ R, di ∈ R,
avec i ∈ Nq2 , tel que
e
2
3
x1 ≤ max
i∈Nq2
{cix1 + di}, ∀x1 ∈ R.
Les paramètres ci, di pour tout i ∈ Nq2 peuvent être déterminés avec les expressions
données ci-dessus pour les paramètres ai, bi.
Remarque 8.1
Notons que, pour augmenter la précision, les nombres des paramètres q1 et q2 peuvent
être pris aussi grands que désirés. Par conséquent, une précision arbitraire peut être
obtenue avec ces approximations.
En prenant en compte ces dernières modifications les fonctions de borne deviennent dans
ce cas comme données ci-après :
• Si η2 ≥ 0 : F (x, u, η) = ηT (Ax + Bu) + η2ǧ(x, u), qui est une fonction convexe et
affine par morceaux par rapport à (xT uT )T ∈ X×U,
• Si η2 < 0 : F (x, u, η) = ηT (Ax + Bu) + η2ĝ(x, u), qui est une fonction convexe et
affine par morceaux par rapport à (xT uT )T ∈ X×U,
avec
• ǧ(x, u) = gr1(x, u) − gl2(x, u) une borne supérieure convexe et affine par morceaux de
la fonction g(x, u),
• ĝ(x, u) = gl1(x, u)− gr2(x, u) une borne inférieure concave et affine par morceaux de la
fonction g(x, u),
où
• gr1(x, u) = Tsαb max
i∈Nq1
(aix3 + bi), une borne supérieure convexe et affine par morceaux
de la fonction g1(x, u),
• gr2(x, u) = Tsαd max
i∈Nq2
(cix1 + di) + Tsαµ, une borne supérieure convexe et affine par
morceaux de la fonction g2(x, u),
• gl1(x, u) = Tsαb(−1α e(
−1
α
x3eq)x3 + (1 +
1
αx3eq)e
−1
α
x3eq) une borne inférieure concave et
affine par morceau de la fonction g1(x, u),
• gl2(x, u) = Tsαd(23e(
2
3
x1eq)x1 + (1− 23x1eq)e
2
3
x1eq) + Tsαµ une borne inférieure concave
et affine par morceau de la fonction g2(x, u).
Les deux Figures 8.3 et 8.4 illustrent les approximations faites ci-dessus, pour déterminer
les foncions de borne convexes et affines par morceaux, F (x, u, η), pour tout η ∈ R4.
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Afin de faciliter l’utilisation des fonctions de borne F (x, u, η) dans la suite de ce chapitre,
nous formulons leurs expressions comme suit :
F (x, u, η) =

ηT (Ax+Bu) + η2
(
Tsαb max
i∈Nq1
(aix3 + bi)− Tsαd
(
2
3e
( 2
3
x1eq)x1+
(1− 23x1eq)e
2
3
x1eq
)
− Tsαµ
)
, si η2 ≥ 0,
ηT (Ax+Bu) + η2
(
Tsαb
(−1
α e
(−1
α
x3eq)x3 + (1 +
1
αx3eq)e
−1
α
x3eq
)
−
Tsαd max
i∈Nq2
(cix1 + di)− Tsαµ
)
, si η2 < 0.
(8.8)
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Finalement, le système extension CDI du système (8.6) est donné par le système (8.7) dont
la fonction F(x, u) est calculée par les fonctions de borne (8.8). Dans la suite, nous donnons
l’opérateur contrôlable en un pas pour le système extension CDI du système (8.6).
8.3.2 Opérateur contrôlable en un pas pour le modèle du cancer
Afin d’implémenter l’Algorithme 2 pour trouver l’ensemble invariant contrôlable maximal
pour le modèle (8.6), l’opérateur contrôlable en un pas défini dans la Proposition 3.5 pour
le modèle extension CDI (8.7) du modèle (8.6) est employé. Une fois l’ensemble invariant
contrôlable maximal est déterminé dans l’espace x1, x3, le domaine d’attraction pour le modèle
(8.2) dans l’espace p, q peut être calculé.
Nous notons que le modèle (8.6) a la forme x(k+1) = f(x(k), u(k)) et son modèle extension
CDI est donné par (8.7). Ainsi, soit l’ensemble Ω(H,h) =
{
x ∈ R4 : Hx ≤ h
}
, avec
H ∈ Rnh×4 et h ∈ Rnh , l’opérateur contrôlable en un pas pour ce dernier système peut être
calculé en utilisant la Proposition 3.5.
Dans cette dernière proposition, l’opérateur dépend des fonctions de borne F (x, u,Hi)
pour tout HiT ∈ R4, i ∈ Nnh . Ainsi, en utilisant les fonctions de borne (8.8), l’opérateur
contrôlable en un pas pour le système dynamique non linéaire à temps discret (8.6) est donné
comme suit :
Q(Ω,U,X) =
{
x ∈ X | ∃u ∈ U : ∀i ∈ Nnh ,
HTi A

x1
x3
y
z
− 23Hi,2Tsαde 23x1eqx1 +Hi,2Tsαbaj1x3 ≤
hi +Hi,2Tsαd(1− 23x1eq)e
2
3
x1eq +Hi,2Tsαµ−
Hi,2Tsαbbj1 −HTi Bu, ∀j1 ∈ Nq1 , si Hi,2 ≥ 0,
HTi A

x1
x3
y
z
−Hi,2Tsαdcj2x1 +Hi,2Tsαb−1α e(−1α x3eq)x3 ≤
hi +Hi,2Tsαddj2 +Hi,2Tsαµ−
Hi,2Tsαb(1 +
1
αx3eq)e
−1
α
x3eq −HTi Bu, ∀j2 ∈ Nq2 , si Hi,2 < 0
}
.
(8.9)
Plusieurs domaines d’attraction peuvent être calculés qui correspondent à des protocoles
d’administration de médicaments donnés par des séquences de périodes d’injection maximale
de médicaments (u = umax), et des périodes sans la perfusion de médicaments (u = umin = 0).
En effet, l’opérateur donné ci-dessus peut être appliqué directement pour des valeurs fixes de
u, il est suffisant de se focaliser sur les propriétés des ensembles invariants à la place de celles
des ensembles invariants contrôlables. L’opérateur en un pas pour des valeurs fixes de u est le
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suivant :
Qu(Ω,X) =
{
x ∈ X : ∀i ∈ Nnh ,
HTi A

x1
x3
y
z
− 23Hi,2Tsαde 23x1eqx1 +Hi,2Tsαbaj1x3 ≤
hi +Hi,2Tsαd(1− 23x1eq)e
2
3
x1eq +Hi,2Tsαµ−
Hi,2Tsαbbj1 −HTi Bu, ∀j1 ∈ Nq1 , si Hi,2 ≥ 0,
HTi A

x1
x3
y
z
−Hi,2Tsαdcj2x1 +Hi,2Tsαb−1α e(−1α x3eq)x3 ≤
hi +Hi,2Tsαddj2 +Hi,2Tsαµ−
Hi,2Tsαb(1 +
1
αx3eq)e
−1
α
x3eq −HTi Bu, ∀j2 ∈ Nq2 , si Hi,2 < 0
}
,
(8.10)
pour tout u ∈ [0, umax].
L’opérateur en un pas relatif à un protocole d’administration de médicaments donné par
une séquence de valeurs différentes et fixes de u peut être déterminé en composant l’opérateur
(8.10), voir le Chapitre 7 pour plus de détails.
8.3.3 Simulations et discussions
Dans cette section, des simulations accompagnées par des discussions sont données pour
montrer les contributions des travaux de cette thèse. En particulier, le cas du traitement
agressif est traité ci-après. L’objectif est de caractériser les domaines d’attraction qui corres-
pondent à des traitements agressifs avec différentes quantités de médicaments pour le système
(8.2), tel que les états tumorales (p) et les états angiogéniques (q) appartenant à ces domaines
convergent vers le voisinage du point d’équilibre du système (8.2).
Définition 8.1
Le traitement agressif est défini comme l’application de fortes doses de médicaments anti-
angiogéniques et cytotoxiques jusqu’à l’éradication de la tumeur, c.-à-d. u1(k) = umax1 et
u2(k) = u
max
2 , pour tout k ∈ N.
Nous résumons la procédure de simulation en quatre étapes :
I - Définition de contraintes :
Dans la suite, nous considérons que les valeurs maximales des débits d’injection de mé-
dicaments anti-angiogéniques et cytotoxiques sont tels que umax1 = 1mg · jour−1 et umax2 =
1mg · jour−1. Les valeurs de ymax, la quantité de médicaments anti-angiogéniques maximale
admissible, et zmax, la quantité de médicaments cytotoxiques maximale admissible, sont prises
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égales à 120mg et 120mg, respectivement.
Nous considérons que l’ensemble de contraintes dans l’espace p et q est
Y1 =
{
(p q)T ∈ R2 : 0 ≤ p ≤ pmax; 0 ≤ q ≤ qmax; p ≤ q
}
, (8.11)
avec pmax = 103mm3 et qmax = 105mm3, qui implique, en utilisant le changement de variables
x1 = ln(p) et x3 = −α ln
(p
q
)
, que l’ensemble de contraintes dans l’espace x1, x3 est donné
par l’expression suivante :
X1 =
{
(x1 x3)
T ∈ R2 : 0 ≤ x1 ≤ ln(pmax); 0 ≤ x1 +
1
α
x3 ≤ ln(qmax); x3 ≥ 0
}
, (8.12)
qui est équivalent à X1 =
{
(x1 x3)
T ∈ R2 : H(x1 x3)T ≤ h
}
, avec H =

−1 0
−1 − 1α
1 0
1 1α
0 −1
 et
h = (0 0 ln(pmax) ln(qmax) 0)
T .
Les paramètres pmax et qmax sont des paramètres qui représentent, respectivement, les
valeurs maximales de p et q. Dans ce chapitre leurs valeurs ont été choisies pour la simulation
en se basant sur les données de la littérature.
Dans l’espace x1, x3, y, z l’ensemble de contraintes peut être déduit de celui dans l’espace
x1, x3, et il est donné comme suit : X =
{
x = (x1 x3 y z)
T ∈ R4 : Hx(x1 x3 y z)T ≤ hx
}
avec Hx =

−1 0 0 0
−1 − 1α 0 0
1 0 0 0
1 1α 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
0 0 −1 0
0 0 0 −1

et hx =

0
0
ln(pmax)
ln(qmax)
0
ymax
zmax
0
0

.
II - Calcul de l’ensemble initial :
Pour le calcul de l’ensemble initial pour le système (8.6), tout d’abord nous allons déter-
miner l’ensemble invariant initial pour le système (8.6) dans l’espace x1, x3. Et pour cela nous
suivons la procédure suivante :
1. Nous déterminons le système extension LDI du système (8.6) autour du point d’équilibre
de ce dernier dans l’espace x1, x3. La méthode à suivre est détaillée dans (Fiacchini,
2010), pages 109-111 ;
2. Nous calculons ensuite l’ensemble invariant initial dans l’espace x1, x3 pour le système
extension LDI en utilisant les procédures itératives pour le calcul de l’ensemble invariant
pour les systèmes linéaires.
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Cet ensemble invariant initial est donné dans la Figure (8.5). Il est donné par l’expression
suivante :
Ω0x1x3 =
{
(x1 x3)
T : H0(x1 x3)
T ≤ h0
}
,
avec H0 ∈ R2×nh0 et h0 ∈ Rnh0 . Une fois l’ensemble Ω0x1x3 est calculé, nous définissons
Fig. 8.5 – Ensemble invariant initial (ligne bleue), pour le système (8.6) dans l’espace x1, x3,
Ω0x1x3 , avec des trajectoires pour le système extension LDI du système (8.6) (lignes rouges)
et pour le système (8.6) (lignes vertes).
l’ensemble initial pour le système (8.6) dans l’espace x1, x3, y, z comme suit :
Ω0 =
{
x ∈ R4 : H0(x1 x3)T ≤ h0; 0 ≤ y ≤ ymax; 0 ≤ z ≤ zmax
}
.
Cet ensemble est donné dans la Figure 8.6.
L’ensemble initial Ω0 est l’ensemble de tous les états x tel que les hauteurs ymax et zmax
sont les quantités maximales des médicaments avec lesquelles nous pourrons conduire un état
(x1 x3)
T à l’ensemble invariant initial Ω0x1x3 .
III - Calcul de l’ensemble invariant maximal :
Nous notons que les quantités maximales des médicaments interviennent dans la définition
de l’ensemble initial Ω0 et l’ensemble des contraintes sur l’état du système X1. Les quantités
maximales des médicaments sont posées afin d’éviter l’intoxication des patients pendant le
traitement.
Maintenant, en appliquant l’Algorithme 2 avec l’opérateur en un pas (8.10), en commençant
par l’ensemble initial Ω0, nous obtenons une séquence d’ensembles convexes. Cette sequence
converge vers un ensemble pour le système (8.6). La projection de cet dernier ensemble sur le
plan x1, x3 fournit l’ensemble invariant maximal dans l’espace x1, x3 pour lequel les quantités
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Fig. 8.6 – Ensemble initial pour le système (8.6) projeté sur le plan z = 0.
maximales des médicaments anti-angiogénique et cytotoxique à utiliser pendant le traitement
agressif sont capables de conduire tous les états de cet ensemble au voisinage du point d’équi-
libre.
Les résultats de simulation sont montrés dans les Figures 8.7 et 8.8, pour le cas du
traitement agressif, c.-à-d. u1(k) = umax1 = 1mg · jour−1, ∀k ∈ N, et u2(k) = umax2 =
1mg · jour−1, ∀k ∈ N.
La Figure 8.7 montre une séquence d’ensembles invariants pour le système (8.6) dans
l’espace x1, x3, qui converge vers l’ensemble invariant maximal pour ce système dans cet espace.
Cette séquence est montré en lignes continues. Cette dernière séquence est générée par la
projection de la séquence d’ensembles convexes calculée par l’Algorithme 2 sur l’espace x1, x3.
Dans la même figure, l’ensemble invariant maximal pour le système (8.6) dans l’espace x1, x3
est donné en ligne discontinue tandis que l’ensemble de contraintes X1 est montré en traits
fins et pointillés.
L’ensemble invariant maximal dans l’espace x1, x3 pour le système (8.6) est la région dans
l’espace (x1, x3) telle que tous les éléments appartenant à cette région peuvent être conduits au
voisinage du point d’équilibre en appliquant le traitement agressif avec les quantités maximales
ymax = 120mg et zmax = 120mg. Il est montré en Figure 8.8 en ligne continue avec des
trajectoires qui commencent des sommets de ce dernier ensemble. Nous remarquons que ces
trajectoires convergent au voisinage du point d’équilibre.
IV - Calcul du domaine d’attraction :
Pour calculer le domaine d’attraction pour le système (8.2) dans l’espace p, q, nous utilisons
le changement de variables suivant : p = ex1 et q = ex1−
1
α
x3 , que nous pouvons déduire
8.3. Domaines d’attraction pour le modèle du cancer 191
Fig. 8.7 – Séquence d’ensembles projetés sur l’espace x1, x3, Ωk, avec k = 28 × i, i ∈ N17,
pour le système (8.6) avec Ts = 0.25jour (lignes continues), ensemble invariant maximal
(ligne discontinue) pour le système (8.6) dans l’espace x1, x3. L’ensemble de contraintes X1
est montré en traits fins et pointillés.
Fig. 8.8 – Ensemble invariant maximal (ligne continue) pour le système (8.6) dans l’espace
x1, x3, avec des trajectoires commençant des sommets de ce dernier ensemble (lignes rouges).
L’ensemble des contraintes X1 est donné en traits fins et pointillés et l’ensemble invariant
initial est donné en ligne continue.
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facilement du changement de variables fait dans les précédentes sections, pour l’ensemble
invariant maximal pour le système (8.6) dans l’espace x1, x3. La Figure 8.9 montre ce domaine
délimité par le signe + et les trajectoires qui commencent des sommets de ce domaine en lignes
rouges pour le traitement agressif avec les quantités de médicaments maximales données ci-
dessus. Nous remarquons que ces trajectoires convergent vers le point d’équilibre.
Fig. 8.9 – Domaine d’attraction pour le système (8.2) délimités par des + bleus, avec des
trajectoires commençant des sommets de ce dernier domaine (lignes rouges). L’ensemble de
contraintes Y est donné en traits fins et pointillés. Le traitement appliqué est le traitement
agressif.
Nous avons donné ci-dessus, la méthodologie à suivre pour caractériser le domaine d’attrac-
tion du modèle de la croissance tumorale en présence d’une thérapie combinée, le traitement
anti-angiogénitique en combinaison avec la chimiothérapie. En conséquence, pour les quan-
tités de médicaments maximales admissibles, nous pouvons déterminer tous les patients qui
peuvent être guéris en appliquant le traitement agressif.
Dans les Figures 8.10 et 8.11, nous donnons une cartographie des domaines d’attraction en
fonction des quantités de médicaments maximales. A partir de la cartographie des domaines
d’attraction en fonction des quantités de médicaments maximales admissibles, nous pouvons
déduire pour chaque patient les quantités nécessaires de médicaments pour sa guérison.
Nous notons que afin de déterminer le domaine d’attraction pour le système (8.2), pour
lequel ils existent des profils d’administration de médicaments conduisant à une contraction
de la tumeur tout en respectant les contraintes sur l’intoxication des patients, la méthodo-
logie donnée dans ce chapitre peut être appliquée. Et cela en substituant les propriétés des
ensembles invariants par les propriétés des ensembles invariants contrôlables. Pour la prise en
compte d’incertitudes paramétriques et additives, les Algorithmes 3 et 4 peuvent être appliqués
facilement.
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Fig. 8.10 – Ensembles invariants pour le système (8.6) dans l’espace x1, x3 en fonction les
quantités maximales limitées des médicaments ymax et zmax, en appliquant le traitement
agressif.
Fig. 8.11 – Domaines d’attraction pour le système (8.2), délimités par des + noirs (ymax =
zmax = 110mg), bleus (ymax = zmax = 100mg), verts (ymax = zmax = 80mg) et jaunes
(ymax = zmax = 50mg), avec des trajectoires (lignes rouges) commençant des sommets de ces
derniers domaines. Le traitement appliqué est le traitement agressif. L’ensemble de contraintes
est montré en traits fins et pointillés.
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8.4 Amélioration de résultats
Dans la première partie de ce chapitre, nous avons pris comme ensemble de contraintes
dans l’espace p et q l’ensemble suivant :
Y1 =
{
(p q)T ∈ R2 : 0 ≤ p ≤ pmax; 0 ≤ q ≤ qmax; p ≤ q
}
.
L’ensemble de contraintes X1 dans l’espace x1, x3, qui est dérivé de l’ensemble Y1, en
utilisant le changement de variables x1 = ln(p) et x3 = −α ln
(p
q
)
, correspond à la région
dans l’espace d’état x1, x3, où les erreurs de discrétisation ne sont pas considérables.
Ainsi, l’ensemble invariant dans cet ensemble peut être calculé en utilisant les méthodes
de la théorie des ensembles qui nécessitent un système à temps discret représentatif du sys-
tème à temps continu. Pour ce cas, la méthodologie et les simulations sont données dans les
précédentes sections.
Pour le cas de l’ensemble de contraints suivant :
Y2 =
{
(p q)T ∈ R2 : 0 ≤ p ≤ pmax; 0 ≤ q ≤ qmax; p ≥ q
}
,
l’ensemble de contraintes X2 dans l’espace x1, x3, qui est dérivé de l’ensemble Y2, en utilisant
le changement de variables x1 = ln(p) et x3 = −α ln
(p
q
)
correspond à la région dans l’espace
d’état x1, x3, où les erreurs de discrétisation sont considérables.
Afin de caractériser le domaine d’attraction dans l’ensemble Y = Y1 + Y2, ils existent
deux solutions qui sont :
1. La recherche d’autres méthodes de discrétisation telles que les erreurs de discrétisation
ne soient pas considérables. Cette solution permet de régler le problème de discrétisa-
tion. Cependant, le modèle à temps discret qui sera calculé devient plus complexe pour
l’analyse en utilisant les méthodes de la théorie des ensembles.
2. L’adaptation du temps de discrétisation, afin d’assurer que les erreurs de discrétisation
ne soient pas considérables dans tout l’ensemble X = X1+X2. L’avantage de la méthode
de discrétisation d’Euler réside dans sa simplicité de formulation et sa capacité à fournir
des systèmes à temps discret sans augmenter les non linéarités du système résultant.
Dans la suite, nous donnons une méthode pour l’adaptation du temps de discrétisation
pour le système (8.6).
8.4.1 Adaptation du temps de discrétisation
D’après les simulations, nous avons remarqué que dans l’ensemble X1 + X2 les erreurs
de discrétisation dépendent de x3 et ne dépendent pas de x1. Les erreurs de discrétisation
deviennent de plus en plus faible quand x3 augmente. Ainsi, l’idée consiste à faire varier le
temps de discrétisation Ts en fonction de x3. Par conséquent, on pouvait considérer le temps
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de discrétisation suivant :
Ts = T
min
s +
Tmaxs − Tmins
x3max − x3min
(x3 − x3min),
avec x3min, x3max les valeurs limites de x3 dans l’ensemble X1 +X2, Tmins et Tmaxs les valeurs
limites du temps de discrétisation, que nous pouvons choisir en inspectant les dynamiques du
système discret.
Cette dernière expression peut être réécrite comme suit :
Ts = τ1 + τ2x3.
Maintenant, en remplaçant Ts dans le système à temps discret (8.6) par l’expression donnée
ci-dessus, ce dernier système devient
x(k + 1) = x(k) +
(
τ1 + τ2x3(k)
)(
Acx(k) +Bcu(k) +Gcg(x)
)
,
= Adx(k) +Bdu(k) +
1
τ1
Bdu(k)(0 τ2)x(k) +Gd
(
h1(x(k))
h2(x(k))
)
,
(8.13)
avec Ad =

0 1− τ1α− τ2αµ 0 0
1 τ1 0 0
0 0 1 0
0 0 0 1
 , Bd =
 0 −τ1β−τ1αγ τ1αβτ1 0
0 τ1
 , Gd =

0 1
1 0
0 0
0 0
 et les
termes non linéaires
• h1(x) = g4(x),
• h2 = g1(x)− g2(x)− g3(x),
où
• g1(x) = αbe
−1
α
x3(τ1 + τ2x3),
• g2(x) = αde
2
3
x1(τ1 + τ2x3),
• g3(x) = τ1αµ+ τ2αx32,
• g4(x) = τ2x32.
Afin de développer un autre outil numérique pour la caractérisation du domaine d’attrac-
tion pour le modèle (8.2) dans l’ensemble des contraintes Y = Y1 + Y2, nous devons tout
d’abord déterminer le système extension CDI du système à temps discret (8.13) dans l’espace
x1, x3, y, z. Ensuite, nous devons appliquer l’Algorithme 2 afin de générer une séquence d’en-
sembles convexes qui converge vers un ensemble dont la projection sur l’espace x1, x3 donne
un ensemble invariant contrôlable maximal pour les dynamiques x1 et x3. Une fois l’ensemble
invariant contrôlable maximal est calculé, le domaine d’attraction pour le système (8.2) dans
l’espace p, q peut être calculé en utilisant le changement de variables. Noue avons inscrit ce
travail dans les perspectives de cette thèse.
Une autre manière pour améliorer les résultats donnés dans ce chapitre est la considération
que le modèle simulant la croissance tumorale est incertain avec différents types d’incertitudes
comme nous l’avons fait dans le Chapitre 7. Nous notons qu’une fois l’outil numérique, pour
déterminer les domaines d’attraction pour le modèle déterministe du cancer est développé, la
prise en compte d’incertitudes est facilement faisable. Pour cela, les algorithmes développés
dans le Chapitre 7 sont à implémenter.
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8.5 Conclusion
Dans ce chapitre, la méthodologie que nous avons donnée dans le Chapitre 3, pour la
caractérisation des domaines d’attraction pour les systèmes non linéaires déterministes, a été
appliquée afin de développer un outil numérique pour déterminer le domaine d’attraction pour
le modèle de la croissance tumorale avec le traitement anti-angiogénique et la chimiothérapie.
Ce domaine d’attraction est l’ensemble de tous les patients (volume de la tumeur et volume
de la capacité de charge de la vascularisation), pour lesquels le traitement agressif assure la
contraction de la tumeur en respectant les contraintes posées sur la santé des patients.
L’objectif de la combinaison, c’est de pouvoir combiner deux actions, qui ont deux effets
complètement différents sur la croissance de la tumeur, afin d’assurer la contraction de la
tumeur à la fin du traitement. Le traitement anti-angiogénique a pour but d’inhiber la crois-
sance tumorale alors que la chimiothérapie vise à éradiquer la tumeur. Par conséquent, en
tenant en compte les obstacles que rencontrent chaque traitement seul, la combinaison de ces
traitements assure la contraction avec moins d’obstacles.
Dans les travaux de cette thèse, l’objectif des traitements est d’assurer la contraction
de la tumeur tout en respectant les contraintes sur les doses et quantités accumulées des
médicaments pendant le traitement. Ces contraintes évitent l’intoxication des patients.
A partir de ce domaine d’attraction, les professionnels de la santé peuvent extraire, pour
un patient donné, les informations suivantes :
• L’efficacité du traitement agressif ;
• Les quantités de médicaments nécessaires pour le traitement ;
• Le temps de traitement.
Les méthodologies développées dans les travaux de cette thèse peuvent être généralisées
pour d’autres modèles de la littérature, car en général, les modèles du cancer ont des dyna-
miques qui sont similaires. L’application de ces méthodes dans cette thèse à deux modèles
différents dans les Chapitre 7 et 8 en est la preuve.
Chapitre 9
Conclusions et perspectives
Les conclusions sur les contributions théoriques et pratiques de ces travaux de thèse,
suivies par des directions de recherche envisageables à l’issue de cette thèse, sont données
dans ce chapitre.
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9.1 Conclusions
Les travaux de cette thèse s’inscrivaient dans le carde de la continuité des travaux déjà
menés au GIPSA-Lab sur le contrôle de la croissance tumorale et qui ont pour objectif l’uti-
lisation de la modélisation mathématique avec les outils du contrôle avancé afin de guider les
thérapies pour une contraction maximale de la tumeur.
Les objectifs de cette thèse consistaient à contribuer au développement des méthodes de
la théorie des ensembles ainsi qu’au développement d’outils numériques pour l’analyse et le
contrôle de la croissance tumorale en présence de différents traitements. Les méthodes de la
théorie des ensembles sont toutes les méthodes qui conduisent au calcul des sous-ensembles
dans l’espace d’état du système tel que les éléments de chaque sous-ensemble partagent cer-
taines propriétés. Les deux propriétés principales dans cette thèse sont l’invariance et la
contraction. L’efficacité de ces méthodes dépend de la nature du modèle mathématique. En
l’occurrence, l’application de ces méthodes aux modèles linéaires est plus facile que leur appli-
cation aux modèle non linéaires. L’application de ces méthodes pour les modèles du cancer est
une tâche difficile vu le caractère non linéaire et complexe de ces modèles. De plus, les para-
mètres inconnus et leurs valeurs variant d’une personne à une autre accentuent les difficultés.
Les méthodes de la théorie des ensembles ont l’avantage d’être efficaces pour répondre aux
problématiques du contrôle des systèmes dynamiques, avec des contraintes dures, et également
en présence d’incertitudes qui peuvent être à la fois paramétriques et additives. Ainsi, le
problème de la stabilisation d’un système dynamique peut être résolu en déterminant son
domaine d’attraction. Ce domaine est l’ensemble de toutes les conditions initiales représentant
les états du système dynamique, tel que pour chaque condition il existe un contrôle admissible
qui permet de maintenir la trajectoire du système dans le domaine malgré les incertitudes
197
198 Chapitre 9. Conclusions et perspectives
qu’affectent le système. Dans cette thèse, les problèmes de contrôle ont été posés en termes
de calcul de domaines d’attraction pour les systèmes étudiés.
Dans le premier objectif, nous avons passé en revue les différentes méthodes de la
théorie des ensembles pour les systèmes linéaires et non linéaires ainsi que les outils de l’op-
timisation convexe avec les algorithmes existants qui peuvent être utilisés afin de calculer des
sous-ensembles dans l’espace d’état. Ces sous-ensembles sont des ensembles convexes. Il a été
montré qu’un ensemble est invariant contrôlable robuste si et seulement s’il est contenu dans
l’ensemble contrôlable robuste en un pas. Cette condition forme la base pour tester l’inva-
riance contrôlable robuste d’un ensemble et elle est souvent utilisée pour dériver des résultats
liés à l’invariance. L’ensemble contrôlable robuste en un pas avec l’ensemble contrôlable ro-
buste maximal sont des ensembles spéciaux tels que tous les éléments de chaque ensemble
partagent des propriétés bien définies. L’ensemble invariant contrôlable robuste maximal peut
être calculé en utilisant la procédure itérative de l’Algorithme 1. Il a été montré que l’en-
semble invariant minimal pour les systèmes linéaires avec incertitudes additives est l’ensemble
invariant contenu dans tous les autres ensembles invariants.
Il est important de noter qu’il a été constaté que la stabilité d’un système incertain peut
être assurée par l’existence des sous-ensembles invariants robustes dans la région de l’espace
d’état. Il a également été montré que la convergence vers un point d’équilibre ou vers un
ensemble peut être reliée à la région de l’espace d’état où la propriété de contraction est
garantie.
Pour les systèmes linéaires, deux méthodes pour la caractérisation du domaine d’attraction
ont été rappelées, celle proposée dans (Blanchini, 1999) et l’autre dans (Kolmanovsky et
Gilbert, 1998). Il a été remarqué que les deux méthodes sont des méthodes itératives et
équivalentes. La problématique de la stabilité asymptotique des systèmes saturés a été intro-
duite, avec quelques références dans la littérature qui proposent des solutions pour déterminer
le domaine d’attraction de tels systèmes.
Pour les systèmes non linéaires déterministes, deux approches ont été données pour la
caractérisation de leurs domaines d’attraction. La deuxième est basée sur la représentation
du système non linéaire par un système extension CDI puis sur l’application des méthodes
classiques de la caractérisation des domaines d’attraction pour les systèmes linéaires. Cette
méthodologie est la suivante :
1. La représentation du système non linéaire (3.23) par un système extension CDI (3.24) ;
2. Le calcul de l’opérateur contrôlable en un pas pour le système extension CDI (3.24) ;
3. L’implémentation de l’Algorithme 2.
Les domaines d’attraction résultant de cette dernière approche sont des polyèdres. Il a été
montré que cette approche est efficace même en présence de contraintes dures.
Dans le deuxième objectif, nous avons passé en revue les mécanismes de développe-
ment d’une tumeur, les thérapies existantes pour l’éradication de la tumeur, en particulier la
chimiothérapie. Ensuite, nous avons donné un aperçu de la problématique de la modélisation
mathématique de la croissance tumorale en présence des médicaments anticancéreux. Il a été
montré que ces dernières années plusieurs types de modèles ont été développés. Plusieurs in-
dices de la toxicité des médicaments ont été considérés dans la littérature, comme le nombre
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des cellules normales, la valeur maximale des doses des médicaments et la quantité des médi-
caments accumulée à la fin du traitement. Nous avons formulé deux problèmes d’optimisation
que nous avons nommés les problèmes d’optimisation de référence, puisque un grand nombre
d’autres problèmes posés ces dernières années en sont dérivés. Il a été montré que les objectifs
des travaux de cette thèse sont la caractérisation des domaines d’attraction pour les modèles
de la croissance tumorale en présence de différents traitements.
Dans cette thèse, nous avons étendu les méthodes de la théorie des ensembles trouvées dans
la littérature pour les systèmes non linéaires afin de proposer des méthodes pour la caractérisa-
tion des domaines d’attraction pour les systèmes non linéaires incertains. Nous avons, ensuite,
appliqué certaines de ces méthodes pour les modèles du cancer afin de développer des outils
numériques pour l’analyse et la synthèse des lois de commande efficaces. Le but est d’utiliser
les conditions d’invariance contrôlable robuste des ensembles pour dériver des résultats basés
sur la propriété d’invariance afin de :
• Estimer le domaine d’attraction d’un système saturé ;
• Caractériser les domaines d’attraction pour les systèmes non linéaires avec incertitudes
paramétriques ;
• Caractériser les domaines d’attraction pour les systèmes non linéaires avec incertitudes
additives.
Les méthodes de la théorie des ensembles développées pour les cas des systèmes non li-
néaires sont appliquées pour les modèles du cancer afin de :
1. Développer des outils numériques pour la caractérisation des domaines d’attraction pour
les modèles du cancer incertains avec la chimiothérapie ;
2. Développer un outil numérique pour la caractérisation des domaines d’attraction pour
les modèles du cancer avec le traitement anti-angiogénique en combinaison avec la chi-
miothérapie.
En divisant les contributions faites dans cette thèse en contributions théoriques et pra-
tiques, nous les résumons dans l’ordre comme suit :
Dans le cinquième chapitre, le problème de stabilité et de convergence des systèmes à
temps discret, qui sont contraints à des saturations sur les entrées de contrôle, a été examiné. Il
a été montré que ce problème est équivalent à la recherche d’ensembles ellipsoïdaux invariants
et contractifs de tels systèmes. Des conditions suffisantes pour l’invariance et la contraction
d’un ellipsoïde pour des systèmes saturés ont été développées. Ces conditions permettent de
déterminer implicitement une fonction de Lyapunov quadratique locale, qui peut être induite à
partir d’ensembles contractifs. Il a également été démontré que l’approche proposée est moins
conservatrice que celles trouvées dans la littérature. Quelques considérations de calcul ont
été fournies. Un algorithme pour la caractérisation d’ellipsoïdes invariants et contractifs a été
donné. Afin d’élucider la contribution principale de ce chapitre, un exemple illustratif a été
présenté.
Dans le sixième chapitre, le problème de la stabilisation des systèmes non linéaires en
utilisant les méthodes de la théorie des ensembles qui peut être résolu en caractérisant leurs
domaines d’attraction a été étendu pour le cas des systèmes non linéaires avec incertitudes
paramétriques ou additives. Une condition suffisante a été dérivée pour l’invariance contrôlable
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robuste pour les systèmes non linéaires avec incertitudes paramétriques. Une méthode basée
sur cette condition a été développée pour la caractérisation des domaines d’attraction pour
des systèmes non linéaires avec incertitudes paramétriques. La deuxième partie a été consacrée
à l’étude des systèmes non linéaires avec incertitudes additives, où une méthode pour la
caractérisation de leurs domaines d’attraction a été donnée.
Les méthodes de caractérisation des domaines d’attraction des systèmes non linéaires avec
incertitudes, qui ont été développées dans ce chapitre, sont des méthodes traitables numé-
riquement. Une application possible pour ces méthodes est la caractérisation des domaines
d’attraction des modèles du cancer. A partir de ces domaines, plusieurs informations impor-
tantes pour une thérapie efficace peuvent être extraites. La troisième partie de cette thèse a
été dédiée à cette problématique.
Dans le septième chapitre, les méthodologies que nous avons rappelées et développées
dans les Chapitres 3 et 6, pour la caractérisation des domaines d’attraction des systèmes non
linéaires déterministes et incertains, ont été utilisées afin de développer des outils numériques
pour déterminer les domaines d’attraction des systèmes de chimiothérapie du cancer. Ces do-
maines d’attraction sont les ensembles de tous les patients (populations des cellules normales
et cancéreuses), pour lesquels des protocoles d’administration de médicaments cytotoxiques ef-
ficaces existent. Dans les travaux de cette thèse, l’objectif de la chimiothérapie est l’éradication
des cellules cancéreuses tout en maintenant la population des cellules normales supérieures à
un seuil prescrit.
Plusieurs contraintes ont été prises dans ce chapitre :
• Des incertitudes paramétriques qui affectent la dynamique du modèle du cancer ont été
considérées ;
• Des incertitudes proportionnelles aux populations des cellules cancéreuses et normales
ont été prises en compte ;
• La quantité de médicaments admissible a été considérée pour éviter l’intoxication des
patients.
Ces trois dernières contraintes ont été considérées séparément dans ce chapitre, afin de
bien monter leurs effets sur les domaines d’attraction et mieux comprendre les informations
que nous pouvons en tirer de chaque cas.
A partir de ces domaines d’attraction, les professionnels de la santé peuvent extraire, pour
un patient donnée, les informations suivantes :
• L’efficacité de la chimiothérapie agressive ;
• L’existence d’un profil d’administration thérapeutique efficace ;
• Le profil d’administration thérapeutique efficace entre plusieurs profils ;
• La quantité de médicament nécessaire pour le traitement ;
• Le temps de traitement.
Dans la suite, des outils numériques pour calculer le domaine d’attraction d’autres modèles
du cancer plus complexes avec plusieurs traitements sont développés. L’objectif est de montrer
que les contributions des travaux de cette thèse peuvent être appliquées à plusieurs modèles
du cancer.
Dans le huitième chapitre, la méthodologie que nous avons proposée dans le Chapitre
9.2. Perspectives 201
3, pour la caractérisation des domaines d’attraction pour les systèmes non linéaires déter-
ministes, a été appliquée afin de développer un outil numérique pour déterminer le domaine
d’attraction pour le modèle de la croissance tumorale avec le traitement anti-angiogénique et
la chimiothérapie.
Ce domaine d’attraction est l’ensemble de tous les états des patients (volume de la tumeur
et volume de la capacité de charge de la vascularisation), pour lesquels le traitement agressif
assure la contraction de la tumeur tout en respectant les contraintes posées sur la santé des
patients.
L’objectif de la combinaison est de pouvoir combiner deux actions, qui ont deux effets
complètement différents sur la croissance de la tumeur, afin d’assurer la contraction de la
tumeur à la fin du traitement. Le traitement anti-angiogénique a pour but d’inhiber la crois-
sance tumorale alors que la chimiothérapie vise à éradiquer la tumeur. En conséquence, en
tenant en compte les obstacles que rencontrent chaque traitement seul, la combinaison de ces
traitements assure la contraction avec moins d’obstacles.
Dans les travaux de ce chapitre, l’objectif des traitements est d’assurer la contraction
de la tumeur tout en respectant les contraintes sur les débits d’injection de médicaments et
les quantités de médicaments accumulées pendant le traitement. Ces contraintes permettent
d’éviter l’intoxication des patients.
A partir de ce domaine d’attraction, les professionnels de la santé peuvent extraire, pour
un patient donné, les informations suivantes :
• L’efficacité du traitement agressif ;
• La quantité du médicament nécessaire pour le traitement ;
• Le temps de traitement.
Les méthodologies développées dans les travaux de cette thèse peuvent être généralisées
pour d’autres modèles de la littérature, car en général, les modèles du cancer ont des dyna-
miques qui sont similaires. L’application de ces méthodes dans cette thèse à deux modèles
différents dans les Chapitre 7 et 8 en est la preuve.
9.2 Perspectives
Plusieurs directions futures des travaux réalisés pendant ces trois années de thèse ont été
dégagées :
1. L’application des conditions d’invariance pour développer une méthode de caractérisa-
tion des domaines d’attraction pour les modèles du cancer sous forme ellipsoïdale ;
2. L’application de la technique proposée dans le Chapitre 8 pour déterminer le domaine
d’attraction dans tout l’espace d’état du modèle du cancer en présence du traitement
anti-angiogénique en combinaison avec la chimiothérapie ;
3. L’application de la méthodologie donnée dans cette thèse pour l’estimation du domaine
d’attraction pour le modèle du cancer développé au GIPSA-Lab (Alamir, Fiacchini
et Stéphanou, 2015) ;
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4. La validation de cette méthodologie avec le simulateur numérique de la croissance tu-
morale développé au laboratoire TIMC-IMAG, Université de Grenoble. Ce simulateur a
été validé par comparaison avec des données expérimentales.
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Résumé — Cette thèse vise à utiliser la modélisation mathématique avec les outils du contrôle
avancé, afin de guider les thérapies pour assurer la contraction de la tumeur. Les buts de cette thèse
sont la contribution au développement des méthodes de la théorie des ensembles pour le contrôle ro-
buste des systèmes non linéaires et le développement d’outils numériques pour l’analyse et le contrôle
de la croissance tumorale en présence de chimiothérapie et/ou de traitement anti-angiogénique. Géné-
riquement, dans le contexte de la théorie du contrôle, les techniques qui sont théoriquement basées sur
certaines propriétés des sous-ensembles de l’espace d’état du système pourraient être désignées comme
des méthodes de la théorie des ensembles.
Dans la première partie, nous passons en revue les définitions, concepts et outils de la théorie des
ensembles existants dans la littérature pour réponde efficacement à des problématiques de contrôle
des systèmes linéaires et non linéaires avec contraintes dures et incertitudes. Dans ce cadre, nous nous
intéressons à deux propriétés des ensembles qui sont l’invariance et la contraction. Les problèmes liés
à la stabilité des systèmes peuvent être formulés en termes de calcul de leurs domaines d’attraction.
Pour des fins de développement, nous rappelons les méthodes de la littérature pour la caractérisation
de ces domaines d’attraction pour les systèmes linéaires et non linéaires. Une application importante
de ces méthodes est le contrôle de la croissance tumorale en présence de différents traitements. Car
dans cette application, plusieurs contraintes peuvent être posées pour éviter l’intoxication des patients
pendant les traitements et les méthodes de la théorie des ensembles peuvent les prendre en compte
facilement. Pour cette application, nous proposons une méthodologie pour déterminer les domaines
d’attraction pour les modèles mathématiques choisis pour simuler la croissance tumorale.
Dans la deuxième partie, nous proposons des méthodes de la théorie des ensemble pour la ca-
ractérisation des domaines d’attraction pour les systèmes non linéaires incertains. Au début, nous
développons des conditions suffisantes pour l’invariance et la contraction d’un ellipsoïde pour des
systèmes saturés. Ces conditions permettent de déterminer implicitement une fonction de Lyapunov
quadratique locale. Nous montrerons que l’approche proposée est moins conservatrice que celles de la
littérature, et donnerons un algorithme pour la caractérisation de l’ellipsoïde invariant et contractif.
Pour les systèmes non linéaires incertains, nous développons une condition suffisante pour l’invariance
contrôlable robuste pour le cas des incertitudes paramétriques. Une méthode basée sur cette condition
est développée pour la caractérisation des domaines d’attraction des systèmes avec ces incertitudes.
Ensuite, nous nous concentrons sur l’étude des systèmes non linéaires avec incertitudes additives, et
nous donnons également une autre méthode pour la caractérisation de leurs domaines d’attraction.
Ces méthodes sont des méthodes facilement traitables en utilisant les outils de l’optimisation convexe.
Dans la troisième partie, nous développons des outils numériques pour la caractérisation des do-
maines d’attraction pour les modèles de la croissance tumorale en présence de traitements, en particu-
lier la chimiothérapie et le traitement anti-angiogénique. Ces domaines contiennent tous les états des
patients pour lesquels ils existent des protocoles de traitement efficaces. Dans ce cadre, nous consi-
dérons que les modèles sont incertains car les paramètres exactes qui les définissent sont en pratique
inconnus. Ces outils sont basés sur les méthodes rappelées et développées dans cette thèse. Plusieurs
informations utiles pour une thérapie tumorale efficace peuvent être extraites de ces domaines.
Mots clés : Méthodes de la théorie des ensembles, Invariance et contraction, Domaine d’attrac-
tion, Croissance tumorale, Chimiothérapie, Traitement anti-angiogénique.
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Abstract — This thesis aims at using the mathematical modeling with advanced control tools to
guide therapies for the contraction of the tumor. The aims of this thesis are the contribution to the
development of the set-theoretic methods for robust control of nonlinear systems and the development
of analytical tools for the analysis and control of tumor growth in presence of chemotherapy and/or
anti-angiogenic therapy. Generically, in the context of control theory, techniques that are theoretically
based on some properties of subsets of the system state space could be referred as set-theoretic methods.
In the first part, we review the definitions, concepts and tools of the existing set-theoretic methods
in the literature to respond effectively to the control issues of linear and nonlinear systems with hard
constraints and uncertainties. In this context, we are interested in two properties of sets that are
invariance and contractiveness. The problems associated with the stability of the systems may be
formulated in terms of calculation of their domain of attraction. For development purposes, we recall
methods from the literature for characterizing these domains of attraction for linear and nonlinear
systems. An important application of these methods is the control of tumor growth in the presence
of different treatments. For this application, several constraints can be imposed in order to avoid the
patient intoxications during the treatments and the set-theoretic methods can consider easily these
constraints. For this latter application, we propose a methodology to estimate the domains of attraction
for the mathematical models chosen to simulate the tumor growth.
In the second part, we propose set-theoretic methods for the characterization of the domains of
attraction for linear and nonlinear uncertain systems. At the beginning, we develop sufficient conditions
for the invariance and contractiveness of an ellipsoid for saturated systems. These conditions allow
implicitly determining a local Lyapunov function. We will show that the proposed approach is less
conservative than those in the literature, and we give an algorithm for characterizing the invariant
ellipsoids. For uncertain nonlinear systems, we develop a sufficient condition for the robust controlled
invariance in the case of parametric uncertainties. A method based on this condition is developed
for characterizing the domains of attraction for nonlinear systems with these uncertainties. Then we
focus on the study of nonlinear systems with additive uncertainties, and we also give a method for
the characterization of their domains of attraction. These methods are easily treatable using convex
optimization tools.
In the third part, we develop numerical tools for characterizing the domains of attraction for the
models of tumor growth in the presence of treatments, particularly chemotherapy and anti-angiogenic
treatment. These domains contain all the states of the patients for whom effective treatment protocols
exist. In this context, we consider that the models are uncertain and in particular the parameters that
are unknown in practice. These tools are based on the methods developed in this thesis. Several useful
informations for effective tumor therapy can be extracted from these domains.
Keywords : Set-theoretic methods, Invariance and contractiveness, Domain of attraction, Tu-
mor growth, Chemotherapy, Anti-angiogenic treatment.
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