The element-by-element finite element method (EBE-FEM) combined with the preconditioned conjugate gradient (PCG) technique is employed in this paper to calculate the coupling capacitances of multi-level high-density three-dimensional interconnects (3DIs). All capacitive coupling 3DIs can be captured, with the effects of all geometric and physical parameters taken into account. It is numerically demonstrated that with this hybrid method in the extraction of capacitances, an effective and accurate convergent solution to the Laplace equation can be obtained, with less memory and CPU time required, as compared to the results obtained by using the commercial FEM software of either MAXWELL 3D or ANSYS.
Introduction
As the geometric sizes of three-dimensional interconnects are scaled down and higher operating frequency is demanded, the interconnect coupling effects becomes increasingly important [1] - [4] . Extraction of parasitic parameters of interconnects embedded in various dielectrics turns to be a key factor and a complicated task. Due to the necessity, various numerical methodologies [5] - [15] were proposed in the past a few years. These methodologies can be implemented to handle two-or three-dimensional interconnects (2DIs or 3DIs). As well known, it is much more difficult to characterize the parasitic parameters of 3DIs than those of 2DIs.
The finite element method (FEM)-based methodologies have been often employed in modeling interconnects. In the implementation of FEM, a large number of functions are needed to represent the charge distribution approximately on all metal grids. As a result, high-order integrals have to be evaluated, such as those studies in [13] , [14] . In [13] and [15] , an efficient energy method was proposed for the characterization of capacitive coupling effects, and integrals can be avoided so as to improve the computational accuracy. On the other hand, some empirical models and closed-form equations were proposed for fast prediction of the capacitances of some standard 2DIs and 3DIs, as shown in [1] , [4] , [16] - [20] , respectively. Since the FEM is versatile and flexible to analyze various complicated interconnect geometries in general, it is thus employed to extract capacitances of multi-layer highdensity 3DIs in this paper. In the implementation of FEM, since the meshes in regions near conductors need to be refined to maintain the required computational accuracy, highorder elements, such as ten-nodes-tetrahedron-element, are employed. However, implementation of high-order elements will increase the CPU time and memory significantly. To overcome this difficulty, in this paper hybrid elementby-element FEM with preconditioned conjugate gradient (PCG) technique is applied to solve the variational equation of electrical field and to obtain the solution of a large-scale matrix equation. With this improved implementation, the computer memory and CPU time required can be reduced significantly.
The organization of this paper is as following. In Sect. 2, various geometries of typical 3DIs with a crossing angle of α i,i+1 = 90
• and α i,i+1 90
• are presented, where the limitations of corresponding closed-form equations for fast predicting capacitances are pointed out. In Sect. 3, hybrid EBE-FEM method used for capacitance extraction of these 3DIs is outlined. By the Galerkin principle in the FEM, potential equation is discretized to form a linear system satisfied by high-order elements. In the solution process, two types of iterative solutions (i.e., conjugated gradient and PCG techniques) are introduced and further combined with the EBE-FEM for the computation of all capacitances. In Sect. 4, numerical computations are carried out to demonstrate the effects of different geometrical parameters on the capacitive coupling in various high-density 3DIs. Some conclusions are drawn in Sect. 5.
Geometries of the Problems
The geometries of two M-layer 3DIs are shown in Fig. 1 (a) and 1(b), respectively. In Fig. 1(a) , all interconnects in the same ith metal layer are designed to have a metal width of W 
the geometry in Fig. 1 (a) turns into that in [1] . In Fig. 1(b) , the cross angle α i,i+1 between the ith metal layer and (i+1)th metal layer is no longer equal to 90 • , and can be an arbitrary value (0 Fig. 1(a) , if the conditions in (1)-(3) are satisfied and α i,i+1 = 90
• , a set of experiment-based closed-form equations proposed by Wong et al. [1] can be employed to calculate the crossover capacitance C cr , interlayer coupling capacitances C 1p couple and C 2p couple , line-to-ground capacitance C af , and total capacitance C total , given by
where the capacitances
couple , and C af are shown in Appendix. In the case of α i,i+1 90
• , some closed form equations can also be found in [4] for fast predicting the related capacitances, but are suppressed here.
Using Eqs. (4) and (5), we can easily characterize the capacitive coupling among the interconnects with an acceptable accuracy. However, it should be noted that all the closedform equations proposed till now must satisfy certain geometric conditions. For instance, the valid ranges of Eqs. (4), (5) , and (A· 1)-(A· 5) in Appendix must satisfy [1] 0.16
To accurately predict the three-dimensional wall-to-wall capacitance whose configuration is shown in [4] , all geometrical parameters should satisfy 0. Beyond these conditions, the accuracies in the predicted capacitances will be reduced significantly. Hence, pure numerical methodologies are still very attractive for accurately characterizing capacitive coupling in various 3DIs.
Mathematical Formulations

Variational Formulation of the Laplace Equation
In order to calculate the capacitances of a 3DI, as shown in Fig. 1 (a) and 1(b), both integral and differential methods can be used to solve the Laplace equation with mixed boundary conditions, where the electrical potential distribution in the space domain with multiple dielectrics
is governed by a set of equations as bellow:
where ϕ represents the potential distribution in the whole domain, n is the normal direction on the boundary, Γ a denotes the Dirichlet boundary (i.e., the surface of conductors), Γ q stands for the Neumann class boundary (i.e., the outer surfaces of dielectrics) with two coefficients λ and q, and ε k is the permittivity of the dielectrics. The potential ϕ fulfills the compatibility equations along the interface of two adjacent dielectrics a and b, described by
where ε a and ε b represent the permittivities of dielectrics a and b, respectively. According to the Galerkin variational principle, the functional form of Eq. (7) can be written into
Using homogeneous finite elements Ω (e) of constant permittivity ε (e) = ε 0 ε (e) r , the examined region Ω can be discretized locally, and in each element the electric potential is approximated by using nodal-based elements as
where ϕ e i denotes the electrical potential in the ith node of the element Ω (e) , N e i is the scalar trial function associated with the ith node, and n stands for the number of nodes of each elements.
By substituting the FEM interpolation function of (10) into (9), the functional form F(ϕ) can be locally expressed by
where ϕ (e) denotes the vector of the electrical potentials in the nodes of the element, and K (e) represents the element stiffness matrix whose conformal coefficients are given by:
The stationary points of the functional F (e) (ϕ) can be obtained by minimizing Eq. (11) with respect to the nodal values of the potential ϕ. Based on this procedure, an algebraic linear equation system is obtained as follows:
where f (e) is the local forcing term vector given by the boundary conditions, if any.
After obtaining the electrical potential ϕ (e) , the electrostatic energy W (e) in the region of Ω (e) is calculated by:
Using the FEM approximations in a homogeneous finite element scheme, W (e) is rewritten
The total energy W is given by the sum of the energy stored in the N finite elements of the FEM, that is
After applying different boundary conditions on the computational region, it is easy to determine the capacitance matrix via energy values, and the symmetric capacitance matrix [C] is given by [12] :
in which the coefficients {b ii } are obtained from the electrostatic energy {W ii } calculated using Eq. (16), with the voltage of all interconnects set to be zero, but excluding the ith interconnect with unit voltage, and b ii = 2 W ii . When the coefficients {b ii } are calculated for all conductors, we can obtain the coefficients {b i j } from the electrostatic energy {W i j } by applying a unit voltage to the ith and jth interconnects, and
Neumann Conditions
Since the potential equation is often solved based on an opening boundary condition, it is necessary to deal with the boundary condition by truncating the domain adequately. Here, the efficient first-order asymptotic boundary conditions (ABC) are adopted to handle the Neumann boundary conditions, and the normal asymptotic boundary conditions are derived form the spherical coordinates as
However, the computational domain of the three-dimensional interconnects is usually of the rectangular shapes, and therefore a box-type boundary condition should be used. Under such circumstances, one needs to use an appropriate normal derivative expression on different faces of the boxshaped outer boundary. Based on the methodology introduced in [21] , the first-order asymptotic boundary condition expressions will be implemented in this FEM scheme.
EBE Technique
Usually, the FEM codes are all based on the elementassembling technique. The memory requirement becomes a bottle-neck with increasing the problem scales. To solve a three-dimensional electrical field equation, the unknowns increase at an exponential rate. In addition, the meshes in regions near conductors need to be refined because of the accuracy issues. In some cases, high-order element such as ten-nodes-tetrahedron-element can be used to improve the computational accuracy. The EBE technique was first proposed by Hughes et al. [22] . Its main purpose was to solve the heat conduction, and it was further extended to the mechanical analysis [23] . The feature of EBE strategy is to discompose the whole computation to each element, so as to avoid forming a whole stiffness matrix and save CPU memory, while the computation of each element is alone, except for a few communications needed. This also makes the parallel computation feasible to decrease CPU time. And in this paper, we take the advantage of "forall," which is a feature of Fortran 95, in constructing the array manipulation to partially implement parallel computation.
Iterative Methods
Conjugate Gradient Method (CG)
We first introduce the conventional CG method [24] for the present work. It runs by generating vector sequences of iterative solutions which are obtained based on successive approximations, reduced residuals corresponding to the iterations, and searching directions used in updating the iterative solutions and their residuals.
Preconditioned Conjugate Gradient (PCG) Method
The PCG method is developed to overcome the convergence deficiency of the CG method due to the numerical round off errors [25] . In the PCG method, the key point is to find a nonsingular matrix 
else
Check convergence; continue if necessary End
For the sake of simplicity in the implementation of EBE technique, we choose the Jacobian form of the ma-
trix [A] as the well-conditioning matrix [M], that is [M] = diag([A]).
For the two iterative methods introduced as above, the computation will be terminated as soon as the residual-norm criterion r 2 < 10 −10 is satisfied. It should be noted that if the matrix [M] = [I], where [I] is the unit matrix, the PCG method will be reduced to the CG method.
Numerical Results and Discussion
The above mathematical treatments are successfully implemented and applied to a variety of geometries of highdensity 3DIs. The developed code is verified by comparing with other software packages, such as Maxwell 3D or ANSYS. In all figures followed, the values of the mutual capacitances obtained are the absolute values calculated by the capacitance matrix where coefficients are negative. First of all, we calculate the capacitance of two crossing interconnects, as shown in Fig. 2(a) and 2(b) , respectively. In Fig. 2(a) , each square line is characterized by a width of 1 µm and a length of 2 µm, with a separation of 0.5 µm. In Fig. 2(b) , the radius of each circular cylindrical line is 0.5 µm, with a length of 2 µm and a separation of 0.5 µm. The relative permittivity of the dielectric is 3.9. In our computation, the computational domain is discretized using ten-nodes-tetrahedron-elements with an adaptive technique, and in particular the near regions of two conductors are much refined. In Fig. 2(a) , the number of the nodes and elements after meshing is 32087 and 20633, respectively; while in Fig. 2(b) , the number of the nodes and elements after meshing is 62550 and 39906, respectively. The iterative PCG method is chosen to improve the computational efficiency, and the obtained results are shown in Table 1 .
It is apparent that the extracted capacitances are in a good agreement with those obtained using the Maxwell 3D commercial packages. For example, the relative discrepan-(a) (b) Fig. 2 Two pairs of perpendicular metal interconnects with a square (a) and circular cylindrical (b) cross section, respectively. cies of the C 11 and C 12 for the first case between our method and Maxwell 3D commercial packages are 1% and 2.2%, respectively; and 0.6% and 1.9% for the second case. From the table, we can also see that the proposed hybrid method is faster than Maxwell 3D. Figure 3(a) shows the comparison of the crossover capacitance calculated using the closed-form equations in Appendix and our numerical method, respectively, where the same parameters given in Figs. 2 and 3 in [1] are assumed. It demonstrates that the calculated results are in a good agreement with those obtained using some closed-form equations if all the conditions are satisfied. Figure 3 Next, we analyze the capacitive coupling effects in a double-layer 3DI which has a combination of parallel and crossing interconnects embedded in the same substrate, with a relative permittivity of ε r = 3.9 in Fig. 4 . The crossing angle can be an arbitrary value, varying from zero to 90
• . From the results we can see that the capacitances between the lower and upper interconnects, C 13 and C 14 , change with the crossing angle monotonically. In our computation, the number of unknowns is 33197, and the CPU time is 17 seconds. Figure 4 also plots the results obtained by using the commercial software of ANSYS, denoted by "X" dots. The CPU time of using ANSYS for each calculation is about seventy second, which is longer than that of using our code.
Further, we consider two sets of double-and threelayer benchmarks of bus-crossing interconnects, as shown in Fig. 5(a) [5] and 5(b), respectively. Each bus interconnect is scaled to be 1 µm × 1 µm × (2k + 1) µm, and the intercon- 
= 1 µm, and l = 4 µm. nect spacing is 1 µm. In Fig. 5(a) , the relative permittivity of the upper layer is 3.9 and that of the lower layer is 7.5. In Fig. 5(b) , the relative permittivities of the first, second, and third layers are 1.0, 3.9, and 7.5, respectively.
In Table 2 , we compare the number of iterations, CPU time, unknown nodes, and unknown elements in the implementations of hybrid EBE-FEM-CG and EBE-FEM-PCG solutions for double-layer interconnects, where a set of values of k = 2, 3, 4, and 6, is assumed respectively. As shown in Table 2 , the CPU time and the average iteration number for solving each bus-crossing interconnect using the EBE-FEM-PCG solver are much less than those using the EBE-FEM-CG. This is especially true for the case of larger bus numbers of k = 4 and 6. Compared with that using the EBE-FEM-CG method, the average iteration number used for solving single interconnects using EBE-FEM-PCG is nearly unchanged when the value of k increases. Therefore, the EBE-FEM-PCG is very efficient to extract the capacitances of multi-layer 3DIs. As an example, the extracted capacitances for the 6 × 6 buses versus bus spacing are plotted in Fig. 6. Figure 6 also plots the results obtained by using ANSYS, denoted by "X" dots. The CPU time of our method is only 550 s, while for ANSYS it takes about 2050 s.
In the case of the three-layer bus-crossing interconnects in Fig. 5(b), Figs. 7 and 8 show the extracted capacitances The number of unknown nodes is 140773 and the CPU time is about 454 seconds for the case in Fig. 7 ; and 161610 unknown nodes and 843 seconds for the case in Fig. 8 .
Conclusions
In this paper, capacitance extractions of high-density 3DIs are performed using the element-by-element finite element method (EBE-FEM) combined with conjugate gradient (CG) and preconditioned conjugate gradient (PCG) techniques, respectively. By comparing the CG and PCG iterative methods, it is demonstrated that the hybrid EBE-FEM-PCG method is more accurate, faster and more versatile, and can be used to characterize capacitive couplings among three-dimensional interconnects. Of course, as the complexity of high-density interconnects increases rapidly, for example, when there are hundreds or even thousands of interconnects, the EBE-FEM-PCG will still meet very challenging difficulties, such as the requirements of large computer memory and much CPU time. Hence, the further improvement of this hybrid method and even its extension to analyze electrical-thermal coupling problems of high-density interconnects will be the future objectives to achieve. 
