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Abstract. The literature provides evidence for the importance of non-
verbal cues when it comes to persuading other people and developing per-
suasive robots. Mostly, people use these non-verbal cues subconsciously
and, more importantly, are not aware of the subliminal impact of them.
To raise awareness of subliminal persuasion and to explore a way for in-
vestigating persuasive cues for the development of persuasive robots and
agents, we have analyzed videos of political public speeches and trained
a neural network capable of predicting the degree of perceived convinc-
ingness based on visual input only. We then created visualizations of
the predictions by making use of the explainable artificial intelligence
methods Grad-CAM and layer-wise relevance propagation that highlight
the most relevant image sections and markers. Our results show that the
neural network learned to focus on the person, more specifically their
posture and contours, as well as on their hands and face. These results
are in line with existing literature and, thus, show the practical potential
of our approach.
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1 Introduction
In the process of changing opinions or attitudes, people use far more than logi-
cal and rational aspects. There is evidence from the literature that the persua-
sive power of arguments largely depends on appropriate body language. Con-
sequently, if arguments that are content-wise identical are presented differently,
i.e. with different non-verbal behaviors, the persuasive power of an argument
can be different.
There is significant evidence from the literature that body language and the
type of gestures used influence how a person is perceived, and several studies
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showed that body language and verbal aspects significantly influence perceived
persuasiveness [5, 9, 14]. These body-language-based cues, however, are often un-
consciously observed by people, and it seems that people are not aware of this
kind of subliminal persuasion.
Understanding these cues bears two advantages: 1) It can help people behave
differently, i.e., more persuasive, in debates, speeches or job interviews, and 2)
a deeper understanding of these persuasive cues can help researchers develop
persuasive robots and agents in human-robot interactions more easily [9, 14].
In this paper, we explore an approach employing explainable artificial intelli-
gence techniques to make persuasive cues visible to demonstrate the importance
of the persuasive power of body-language-based argumentation and to investi-
gate a different approach to developing persuasive agents and robots.
First, we trained a model to predict perceived convincingness based on an
annotated political public speech using a convolutional neural network utiliz-
ing the visual (image) channel only (i.e., without the audio channel). We then
employed explainable artificial intelligence (XAI) visualization techniques to un-
cover what parts of the image were the most relevant ones for predicting the
degree of perceived convincingness.
Our post-hoc analysis reveals that our neural network has learned to focus
on the person speaking and (mostly) ignore the background of the image. The
observations of our visualizations indicate that the network primarily localizes
hand and face positions on the image, which demonstrates, in line with existing
literature, the importance of subliminal persuasive cues.
The structure of the paper is as follows. Section 2 gives an overview of persua-
sion theory and XAI visualization techniques, Section 3 describes the overall ap-
proach, including the data annotation process and the architecture of the trained
model. Section 4 highlights what the network has learned employing Grad-CAM
and Layer-wise Relevance Propagation (LRP). Finally, Section 5 concludes with
a brief discussion of results, limitations of our approach, and future work.
2 Related Work
Related work of this research can be divided into two parts: (1) The effect of non-
verbal cues in persuasive messages and (2) Explainable Artificial Intelligence.
2.1 The Effect of Non-Verbal Cues in Persuasive Messages
The theory of persuasion goes back to Aristotle. He identified three means of
persuasion, namely logos, pathos, and ethos. Logos defines the logical and ratio-
nal aspects, i.e., the content of the argument, pathos the emotional engagement
between the speaker and the listener, while ethos describes the personality of the
speaker, their character, and how the speaker is perceived by the audience [20].
According to psychological models, there are two cognitive routes (central
and peripheral), through which a persuasive message can be processed. Petty and
Cacioppo [26] developed the Elaboration Likelihood Model (ELM) describing
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the influence of information processing on the result of a persuasive message
depending on the listeners “need for cognition” (NFC). If the listener’s NFC is
low, then a message is more likely processed via the peripheral route otherwise
central processing takes place. Chaiken et al. [8] extended this model (Heuristic-
Systematic Model – HSM) claiming that people do not process information in
isolation via one of the two routes. Instead, peripheral processing always takes
place, to which central processing is added when an elaboration threshold is
reached (depending on the listener’s need for cognition).
Consequently, researchers have investigated the effect of non-verbal cues on
the perceived persuasiveness. DeSteno et al. [10] showed that persuasive messages
are more successful if they are framed with emotional overtones that correspond
to the emotional state of the recipient. Wang et al. [33] showed that perceived
persuasiveness of emotions depends on the level of power of the speaker and the
listener. Further, Van Kleef et al. [18, 32] showed that people use the source’s
emotions as information channel when they form their attitudes.
In addition to that, researchers have investigated the effect of gestures and
gaze. Maricchiolo et al. [22] investigated the effect of hand gestures concerning
the speaker’s perceived persuasiveness revealing that hand gestures affect the
evaluation of a message’s persuasiveness, the speaker’s style effectiveness, and
their composure and competence. Poggi et al. [27] further investigated the use
of gestures and gaze in political discourse concerning their persuasive import.
In short, there is a lot of evidence that persuasiveness largely depends on
body-language-based argumentation and persuasive cues. Thus, by taking away
the audio channel, a neural network should be able to learn these cues to predict
perceived persuasiveness successfully . Hence, in this paper, we investigate 1)
whether or not a neural network can “understand” and learn these subliminal
cues and 2) whether or not the network learns to focus on the sections containing
these subliminal cues instead of focusing on the image as a whole.
2.2 Explainable Artificial Intelligence
Since artificial intelligent systems are becoming more and more complex, there is
an increasing need to increase the explainability of these systems. Understanding
how a system works is crucial for working with and building trust in artificial,
intelligent systems.
XAI is especially important when the system is inferring personality traits
of humans, such as persuasiveness, which is a highly subjective task that might
include biases. For this reason, earlier works used XAI on several subjective
tasks. Escalante et al. [12], for example, developed a challenge to test different
explainable systems that are used for first impression analysis in the context of
job applications. Weitz et al. [34] investigated different XAI methods on facial
pain and emotion recognition models. However, to the best of our knowledge, this
is the first work on explainable systems that predict the degree persuasiveness of
humans. In the context of persuasion and XAI, recent work mainly investigated
explainable recommendation systems persuading humans [11, 36].
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XAI is often split into several subcategories. In this work, we do not, for
example, deal with the development of more interpretable model architectures.
Instead, we focus on post hoc explanations that are created after the model was
trained [23]. Furthermore, we focus on local explanations that analyze single
predictions of a system instead of global explanations that try to shed light on
the general behavior of a system. For neural networks, the most common local
post-hoc explanation method is the generation of saliency maps [1]. Saliency
maps are heat-maps that highlight areas of the input that were relevant for the
decision of a system in a certain way.
One of the first kinds of saliency maps were based on the gradient. Simonyan
et al. [30] used backpropagation to calculate the gradient with respect to each in-
put unit to measure how much a small change in this input affects the prediction.
Selvaraju et al. [29] made this approach more class discriminatory by stopping
the backpropagation after the fully connected layers and using the gradient with
respect to the output of the last convolutional layer.
A different kind of saliency map estimates how much each input attributed to
the final decision of a neural network. Lapushkin et al. [6, 21] introduced layer-
wise relevance propagation (LRP) that assigns a relevance value to each neuron
in a neural network, measuring how relevant this neuron was for a particular
prediction. For this assignment, they defined different rules, all of which are
based on the intermediate outputs of the neural network during the forward
pass. One of those rules introduced by Huber et al. [15] tries to create more
selective saliency maps by only propagating the relevance to the neuron with
the highest activation in the preceding layer. Montavon et al. [24] put the LRP
concept into the theoretical framework of the Taylor decomposition.
Another take on saliency maps comes with occlusion or perturbation based
visualizations. Zeiler et al. [35] zero out windows inside the input and measure
how much the prediction changes. The more the output changes, the more rel-
evant was this window for this particular prediction. Greydanus et al. [13] uses
a similar approach but perturbs the windows with noise to see how much the
introduced uncertainty affects the prediction. The LIME framework from [28]
first separates the input picture into super-pixels by a segmentation algorithm.
Afterwards, a more interpretable model is trained to estimate which super-pixels
are the most relevant for a given decision. One of the advantages of those meth-
ods is that they are not dependant on the structure of the model, but this comes
with the drawback of not being as precise as some model-specific methods.
Recently, Adebayo et al. [2] introduced a sanity check that showed that some
gradient-based saliency maps were not analyzing the learned weights of a neural
network. The original saliency maps from [30] and the Grad-CAM maps both
passed the test. This year, Sixt et al. [31] tested different LRP variants more in
depth. They concluded that most LRP variants lose a lot of information about
the last fully connected layers of the network. Instead, they mainly analyze
the convolutional layers at the beginning of the network. Therefore we chose a
combination of class discriminatory Grad-CAM saliency maps and fine granular
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LRP saliency maps to get a good understanding of the end and the beginning
parts of our model respectively.
3 Data Annotations and Model
In this Section, we describe the data annotation process and the model archi-
tecture, including the training process of the neural network in detail.
3.1 Corpus and Annotation Process
Fig. 1. Screenshot of the NOVA tool depicting the video at the top and four annotation
streams below (3 annotators + merged gold standard for the training process).
The training corpus consists of a public speech by Donald J. Trump, which
was held in 2019 with an approximate length of 50 minutes.1 The data were
annotated using NOVA [7], an annotation tool for annotating and analyzing be-
havior in social interactions. The NOVA user interface has been designed with
a particular focus on the annotation of continuous recordings involving multiple
modalities and subjects. It supports several techniques from the latest develop-
ments from contemporary research fields such as Cooperative Machine Learning
and XAI to enhance the standard annotation process. We had the corpus con-
tinuously annotated by three experienced labelers with a sample rate of 25Hz.
1 https://www.youtube.com/watch?v=DU6BnuyjJqI
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They were asked to rate how convincing the speaker appeared distinguishing
between five different levels (ranging from not convincing at all to very con-
vincing). The annotators achieved an inter-rater agreement of 0.77 (Cronbach’s
α), which seems sufficient for our purpose considering the high subjectivity of
perceived persuasiveness [16, 25]. The final annotations have been merged (see
Figure 1) to obtain a gold standard annotation stream with more than 50,000
sample images. Due to the nature of the video, the lowest two classes were barely
annotated.
3.2 Model Architecture and Training
Conv2D
filters = 32
kernel_size = 1, 1
Conv2D
filters = 16
















Fig. 2. An illustration of the network architecture. The network consists of three con-
volutions, which learn to focus on body parts important for predicting convincingness.
The first layer expands the 3-channel RGB to 32 channel before being fed into the last
two convolutions layers, after each of which batch normalization and max-pooling are
applied. The network outputs a 5-vector estimating the probability of each class.
Figure 2 sketches the architecture of our employed convolutional neural net-
work consisting of three subsequent convolutional layers. The last two layers are
followed by batch normalization and max-pooling layers. The output of the last
convolutional layer is flattened and then fed into a five-way softmax function to
get the predictions of all five classes.
We first extracted the video frames with a sample rate of 25Hz and down-
sampled them to 160x90 RGB-Images. The first convolutional layer expands the
RGB-channel of the input image to 32 channels. The idea behind this is that
we allow the network to define colors for different pixel combinations similar to
how humans see, for example, a combination of yellow and blue as green. The
network outputs a five-dimensional vector describing the probability of each
class. A ReLU activation is used in each layer apart from the output layer, in
which a softmax function is applied. As optimizer we use Adamax (β1 = 9 ,
β2 = 0.999) [17].
To tackle overfitting, we use batch normalization as well as L2-regularization.
Batch normalization is applied after the second and third convolutional layer,
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followed by pooling layers. L2-regularization (regularization factor 0.01), on the
other hand, is applied to each convolutional layer in the network.
Validation loss Accuracy on training set
Fig. 3. Validation loss and training accuracy over all epochs.
The model was trained for 100 epochs using a batch size of 32 and with the
dataset split into training and validation data by a ratio of 4:1.
Figure 3 summarizes the learning process showing that the neural network
was able to predict classes reliably after only 20 epochs with an accuracy of
> 98% on the training set. Since the validation loss shows slight overfitting after
20 epochs, the network explored in this work was only trained for 20 epoch.
To validate the performance of the network, we computed the confusion ma-










Fig. 4. Confusion matrix computed on the training data set to ensure that our network
is sufficiently accurate on the learned samples.
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Note that we have not trained a general predictor for persuasiveness as we
only intend to explore what our network looks at when learning perceived per-
suasiveness. Therefore, we evaluated our model on the training data set only to
ensure that our network is sufficiently accurate on the learned samples. Since the
lowest two classes were not annotated at the current stage, they are not listed
in the matrix.
We verified the performance of our model by computing the F1-scores indi-
cating that our model performs very well on the learned samples (Table 1).
Class
Measure Neutral Moderately Convincing Very Convincing
Precision 0.93 0.93 0.77
Recall 0.94 0.86 0.88
F1-Score 0.93 0.89 0.82
Table 1. Correlation between feedback and effectiveness.
4 Highlighting the Cues: Visualising the Network’s Eyes
Since we trained the network on images only, it seems that it was able to learn
features that describe the perceived convincingness of a person. The interesting
question is, which sections were the most relevant for making a (correct) pre-
diction and if there are features that are in line with existing literature, i.e.,
did the network learn to focus on image excerpts that are evidenced indicators
for perceived convincingness? To investigate this, we applied two different XAI
techniques: (1) Grad-CAM and (2) Layer-wise Relevance Propagation.
4.1 Grad-CAM
To explain the predictions, we first analyzed the last layer of our network em-
ploying Grad-CAM [29] using keras-vis [19], a high-level toolkit for visualizing
trained neural network models. For better visualizations, we created edge images
of the input images and placed the network’s visualization maps over them.
Several example visualizations of different classes are depicted in Figure 5.
They show that the network has learned to focus on the person, more specifically,
their posture and contours. The background is mostly ignored and not relevant
for the prediction (apart from a little background noise). More specifically, the
network follows the hands and face of the speaker, which is in line with exist-
ing literature strengthening the validity of our approach since literature states
that gestures, gaze, and hand movements are important indicators for perceived
persuasiveness. It is worth noting that when predicting the neutral class, the
network seems to look at every object on the image (unlike the other two classes
where the network follows explicitly the person’s arms and hands of the person).
This is probably since the network cannot find any convincing markers at all,
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so every part of the image is observed. These visualizations inherently reveal
the existence of a link between the visual channel and subliminal persuasion as
well as the ability of neural networks to learn this connection demonstrating the
importance of the persuasive power of non-verbal cues.
Fig. 5. Example visualization - (FLTR): Neutral - Moderately Convincing - Very Con-
vincing. The visualization shows that the neural network has learned to focus on the
posture, hands, and contours of the speaker to make its prediction. Due to the na-
ture of our training data, the network hardly learned the person’s features for barely
annotated classes.
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To examine the generalization of the network (despite being trained on one
person only), we also tested the prediction on several images of other politi-
cians, namely American senator Bernie Sanders2, President of France Emmanuel
Macron3 and Chancellor of Germany Angela Merkel4. The visualizations are de-
picted in Figure 6.
Fig. 6. Example visualizations of several other politicians with varying degrees of con-
vincingness. (FLTR): Bernie Sanders (predicted class: very convincing) - Emmanuel
Macron (predicted class: very convincing) - Angela Merkel (predicted class: moderately
convincing).
Despite the speakers and the camera angle being different, the network still
focuses on hands and the general face area. Taking a closer look at the picture
of Emmanuel Macron reveals that the network seems to have learned to locate
areas with skin-related colors to make its decision, even though the network does
not always locate all image parts with skin-related color.
2 Modification of ’Election 2016: Bernie Sanders NYC Fundraiser Draws
Campaign Supporters Who Are ’Feelin’ The Bern’ by Michael Vadon:
https://flickr.com/people/80038275@N00/, licensed under a Creative Commons Li-
cense: https://creativecommons.org/licenses/by-sa/2.0/
3 Modification of ’Conferencia de Prensa - Presidente Emmanuel Macron - Dı́a 2’
by G20 Argentina: https://www.flickr.com/photos/g20argentina/, licensed under a
Creative Commons License: https://creativecommons.org/licenses/by/2.0/
4 Modification of ’Rede der Bundeskanzlerin Angela Merkel zum Abschluss des CDU-
Parteitages’ by CDU/CSU Bundestagsfraktion, licensed under a Creative Commons
License: https://creativecommons.org/licenses/by-sa/3.0/deed.en
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4.2 Layer-wise Relevance Propagation
Next to Grad-CAM, we used LRP to analyze further the first convolutional
layers of the network and what patterns they learned. LRP assigns a relevance
value Rk to each neuron in a neural network. Let ak be the activation of the k-th
neuron during the forward pass and let wjk be the weight that connects neuron
j and neuron k. After the forward pass, the relevance propagation starts in the
output layer. Here, the activation responsible for the prediction gets assigned its
activation as relevance and every other neuron gets set to zero. That is
Rk =
{
ak if k = argmax{ak}
0 if not.
(1)
Beginning from there the relevance gets propagated to each preceding layer ac-






















Fig. 7. Relevance propagation using the z+-Rule (Equation 2).
To create the LRP saliency maps for our model, we used iNNvestigate [3], a
library that provides out-of-the-box implementations of many analysis methods,
including LRP. Example visualizations can be seen in Figure 8. LRP visualiza-
tions show similar results as Grad-CAM. As before, we can see that the network
seems to have learned the spatial features of the person, namely facial features,
hand gestures, and the contour of the person. This again demonstrates the im-
portance of subliminal persuasive cues in line with the literature and shows that
neural networks are able to learn them.
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Fig. 8. Example LRP Visualizations (z+-rule) - (FLTR): Neutral - Moderately Con-
vincing - Very Convincing.
5 Discussion and Limitations
In the beginning, we have argued that people are often persuaded by subliminal
cues and that mostly they are not aware of them. To raise awareness of the exis-
tence of this subliminal persuasion, we have analyzed original political speeches
and had annotators label them regarding their perceived convincingness by both
listening and watching the video. We then trained a convolutional neural net-
work on visual input only to predict the degree of convincingness and used XAI
techniques, more specifically Grad-CAM and Layer-wise Relevance Propagation
to highlight the most relevant sections. The results are fascinating, revealing
that the network has not only learned to focus on the person and their contours
but also the face and hands. The latter one is especially interesting as it shows,
in line with existing literature, the importance of hand movements and, thus,
demonstrates the importance of these subliminal persuasive cues. These results
are, therefore, interesting for human-robot-interactions as they enable a different
approach to investigating what makes humans persuasive and how to replicate
these results in robots.
Apart from these preliminary results, our approach still faces some limitations
that should not be neglected.
Towards Demystifying Subliminal Persuasiveness 13
Limited Training Corpus. Our corpus consisted of only 50,000 samples of the
same person; thus, it is unlikely that the network has learned a generalization
for predicting the general degree of perceived persuasiveness, even though it
also worked on some example images that the network has not seen before.
We pointed out that we only tested the model on the training data set since
the purpose of the model was to explore what parts of the image the network
focuses on when learning perceived persuasiveness. In this regard, the results of
the model training should be interpreted with some care, and it should not be
considered a general predictor for perceived persuasiveness.
Even though our visualizations have shown that the network has learned to
focus on hand and face positions, mainly by focusing on sections with skin-related
colors. It is therefore questionable how well the current, trained model works
on images with very light, skin-colored backgrounds. Since our network has also
been trained on white skin color, the network would probably not work on people
with other skin colors yet. Therefore, our data set needs several extensions,
that are 1) adding data from different people with different skin colors and 2)
adding data with different backgrounds to force the network to learn better
generalization of convincing indicators.
No sequential Persuasive Indicators can be learned. The current ap-
proach uses a convolutional neural network for predicting the perceived persua-
siveness based on a single input image only. However, there may be many per-
suasiveness indicators, such as the speed of hand movements which also influence
perceived persuasiveness which cannot be learned with the current approach at
present. Thus, in future work, we will further explore how we can highlight se-
quential types of persuasive markers using XAI techniques, such as LRP similar
to Anders et al. [4].
Distribution of the Annotation Data and Annotation Process. Our
annotated data consisted of only three classes: neutral, moderately convincing,
and very convincing. Therefore, the network has not learned any characteristics
yet about what not convincing people look like. Using only one video, this is
expected, because from a common-sense perspective individuals may generally
perceive another person as either more convincing or less convincing (exclusive-
or). Also, the whole annotation process is subject to the annotator’s own opinion
as persuasiveness, in general, is highly subjective. Therefore, it remains unclear,
whether or not the annotators have annotated the perceived persuasiveness in
general or just the intensity of the body language movement, which may also
have an impact on the perceived persuasiveness. This limitation requires further
analysis and will be addressed further in our future work. Also, we will explicitly
include samples of the missing classes (i.e., different videos of other people) to
obtain more detailed training results and to compare the markers of a convincing
and not convincing appearance of people.
Nevertheless, our first results have shown the feasibility and practical poten-
tial of highlighting persuasive cues and indicators for persuasiveness employing
explainable AI techniques.
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6 Conclusion
In this paper, we explored an approach that highlights persuasive indicators
of public speeches using explainable artificial intelligence techniques. There is
a lot of evidence from the literature that bodily cues play an important role
in persuading people. However, since people often seem not to be aware of the
importance of body-language-based argumentation, we trained a convolutional
neural network, which can predict perceived persuasiveness solely based on visual
input. We then applied explainable AI techniques, namely Grad-CAM and Layer-
wise Relevance Propagation in order to highlight relevant areas of the image that
were used by the network for predicting the degree of persuasiveness to raise
awareness of the stated importance of subliminal persuasive cues. Further we aim
to explore an effective way for investigating persuasive cues for the development
of persuasive agents and robots. Our results show that our network has learned
to focus on the person, their contours, face, and hands proving that our network
is able to look for parts on the image that are important indicators for a person’s
persuasiveness according to existing literature. We have described the limitations
of our approach in detail, especially concerning our used training data set, which
only consisted of one speech of a single person. In our future work, we will
address the limitations mentioned above and extend our corpus5 with additional
speeches and look for suitable existing corpora to generalize our approach. We
will then explore if our network can learn generalized as well as more fine-grained
persuasive indicators, such as making a fist as well as sequential persuasive
markers and if we can highlight such persuasive markers. Additionally, we will
make use of other explainable AI techniques to get a deeper understanding of
the impact of persuasive markers.
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ICML 2018, Stockholmsmässan, Stockholm, Sweden. pp. 1787–1796 (2018)
14. Ham, J., Bokhorst, R., Cuijpers, R., van der Pol, D., Cabibihan, J.J.: Making
robots persuasive: the influence of combining persuasive strategies (gazing and
gestures) by a storytelling robot on its persuasive power. In: International confer-
ence on social robotics. pp. 71–83. Springer (2011)
16 Klaus Weber et al.
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