I. INTROI)UCI'ION
HE physical data measured by a monostatic frequencystepped CW (FSCW) radar system is a sequence of complex reflection coefficients as seen from the aperture plane to which the system is calibrated. The sequence of measured reflection coefficients may be interpreted as samples of the radar channel tYequency response. Given these measurements, the objective is to determine the target range. The standard approach [1] is to perlk)rm an IFFT (Inverse Fast Fourier Transform) that produces an estimate of the radar channel time domain impulse response. Peaks in the impulse response correspond to reflections and their time delay corresponds to the range to the source of reflection.
The resolution of this approach is limited by the measurement bandwidth.
[n certain The chatmel is assumed to be composed of abrupt changes in the rellection coeflicicnt profile. The optimization technique is intended to maximize the target range resolution achievable from any set of frequency-stepped CW radar measurements made in such an environment. The derivation is general in the number of echoes, and a constant frequency interval between the measurement samples is not required. However, in order to illustrate the performance of the optimal processing algorithm through its geometric interpretation, the specific problem of resolving the time delay between the first two echoes is addressed.
It will be shown that the optimization process can be interpreted as scanning a nonlinear objective function surface in an organized procedure to find its absolute minimum.
In the two-reflection problem, the objective func- The optimization approach in one delay dimension is then applied to this same data set to illustrate that "correct" model order selection is not required for accurately measuring the range to multiple sources of reflection. The effects of severe additive white gauss(an noise are examined.
It is shown that noise causes a decrease in the depth of the objective function minima as well as a perturbation in their location. In order to illustrate the resolution enhancement achievable by optimal processing over the IFFT, the measurement bandwidth is reduced from 18 to 2 GHz. With 2-GHz bandwidth, the IFFT approach clearly fails to resolve two distinct reflections that are known to exist. The optimal processing algorithm is then applied (in two delay dimensions) to the reduced bandwidth data and the results reveal the potential resolution achievable. 
where the Ai are the reflection amplitudes and the ti are the time delays to the reflections. The corresponding frequency response of the system is obtained by taking the Fourier Transform of (2), which produces
Samples of this frequency frequency response form the model values comprising H(j(_tj + law)) in (I).
Therefore, using the assumed model for the system impulse response (2), the objective function .l, (1) is a function of the reflection amplitudes and delays.
Using the 2-norm as the metric in (I), the general least squares optimization problem becomes finding the set of amplitudes and delays in the model that minimize
where the summation index i ranges over the rt measured data pairs. The objective is to find the global minimum of the performance metric (5) with respect to the amplitude-delay the optimal amplitudes. The metric (5) is quadratic in the amplitude parameters Ai. This allows the .4, to be calculated in closed form by solving the least squares (LS) problem
where the complex (_ x N) matrix F is composed of frequency response estimates based on the model (4) and is given by (7) , shown at the bottom of the page. n is the number of frequency measurements and N is the number of Ai, ti pairs to be extracted.
The complex vector f is composed of the physical frequency response measurements and is given by
The vector a in (6) contains the set of amplitudes A, to be determined
Solution of the least squares problem requires assuming a set of delays li. It will be shown that by "scanning "a sequence of amplitude optimized objective function values for certain delay combinations, it is possible to find the global minimum of (5). Finding the global, or absolute minimum of (5) determines the optimal set of reflection amplitude-delay pairs. If there exists The solution to (5) will yield a set of complex amplitudes because the model (2-4) will not fit the physical data exactly.
However, in the derivation which follows, the amplitude vector a is constrained to be real. The same approach that is used to solve the standard real LS problem using the normal equation approach [141. 1151 can be extended to solve this problem. The solution to (5) is found by minimizing the real scalar that results from the following squared inner product.
:] = II (F,. + jF,)a-(f,. +jr,)11,2, (10)
In order to minimize y, the gradient of (12) is taken with respect to the amplitude vector a and set equal to the zero vector.
O!l : 0 = 2[F_F,.
The result of the minimization of (1(1) is a real, square set of linear equations which can be solved by using any linear
However, in certain cases, the symmetric matrix premultiplying a is extremely ill-conditioned [141, [15] . In order to see when such cases arise let
and examine the case of a two reflection problem for simplicity (see (16), shown at the bottom of the page). One obvious case that will cause H to be ill-conditioned occurs when the values of tl and t.) are nearly equal. When the values of t 1 and t2 are exactly equal, H becomes singular. In order to deal with this problem, the singular value decomposition technique [14] ,
[221 is used to solve (14). When any singular value is found to be less than 0.01, its value is set equal to zero before the final computation of a is performed. This extracts the minimum norm solution to (14), which is precisely what is sought. The original LS optimization problem (5) has been decomposed into a linear problem whose solution yields the amplitudes Ai, and a highly nonlinear problem whose solution, it will be shown, yields the delays ti. It is important to recognize that the solution of (14) for the amplitudes A,
requires that a set of delays ti be utilized in forming the entries of the matrix H.
The following optimization procedure may be followed for 3) Search for the global minimum of (5) using the amplitudes found from the solution of (14).
It will be shown in the next section that the geometric interpretation of the LS objective function J, subject to the solution of (14), is a multiple minima surface with grooves aligned with the delay axes. The grooves in this surface can
,_=l (:os2(Witl ) + sin2(wit l ) = I_ i=l (:(_s(_',tl) (:'.:'s(w',.12) + siu(witl) sin(wit2)
cos'(wit2) The resulting IFFT is shown in Fig. 2 . A rectangular window I231 was utilized to maximize the resolution between the reflections. The 18-GHz bandwidth is large enough to clearly distinguish the reflections. In addition, the amplitudes and delays of the first three reflections are very accurate. The second set of measurements was taken over the band 4-6 GHz using 801 evenly spaced frequencies, and the resulting IFFT is shown in Fig. 3 . The 2-GHz bandwidth is so small that the two reflections (83 ps, 583 ps) have merged into a single pulse. In this case the IFFT cannot resolve the two reflections. In addition, the location of the peak in the impulse response is biased [241 away from the correct location of either of the two reflections. Hence, when two reflections are so close in time that the IFFT cannot resolve them, accuracy is lost as well.
Consider the objective function (5) for two assumed delays, one scanned from 0-0.8 ns along one delay dimension and the other from 0.06_0.1 ns using the Beatty Standard data and 18
GHz bandwidth. This function may be interpreted as a surface above the "delay" plane as shown in Fig. 4 . It is important to recognize that every value of .l(Li, tj) is the result of solving Beatty Standard coaxial line (amplitude = -0.3333). The groove at 0.583 ns is due to the slightly smaller amplitude reflection from the second discontinuity (amplitude = 0.297).
The surface has multiple local minima, hence a simple descent algorithm will fail, in general, to locate the global minimum.
One approach that will be demonstrated here is to use a grid search algorithm on the objective function. Grid search is a method of finding the global minimum by finding the least value of .I along one delay dimension while holding the other delay fixed. Then, once the least value of J is found in that dimension, the corresponding delay is held fixed, and the search is performed along the other dimension. By performing multiple iterations in this fashion, the global minimum is found once the delays are no longer updated. The global minimum for the 18-GHz case (Fig. 4) was found in two iterations to be t,t = 0.082 ns, t2 --0.588 ns, very close to both the theoretical delays as well as the estimates produced by the IFFT approach.
The optimal processing technique is globally optimal in the sense that the minimized objective function (5) has many local minima and a search procedure is used to find the absolute minimum. This global minimum determines the best set of reflection amplitudes and delays given the frequency domain data and the model that assumes that the radar channel has distinctly reflective scatterers. process as a function of noise, as well as bandwidth and target range.
In order to test the applicability of the optimization approach to detecting the range to a highly reflective target in the presence of an interfering reflection using FSCW radar data, a test fixture was constructed at NASA LaRC. This fixture is shown in Fig. 9 In the first set of measurements using the test apparatus, the target was set at a distance of 12 in. from the outer surface of the quartz glass. The two primary reflections will be due to the high dielectric constant quartz glass and the metal plate target. 801 measurements of the reflection coefficient were made from 14-18 GHz, spanning a total bandwidth of 4
GHz. The IFFT of the measured radar data is shown ill Fig.   10 . glass. One-hundred and one measurements of the reflection coefficient were made from 14-14.5 GHz, spanning a total bandwidth of only 500 MHz. The IFFT of the measured radar data is shown in Fig. 13 . The bandwidth was selected such that the IFFT has a resolution marginally able to detect the presence and correct location of the first two reflections. When the target distance is reduced to 2.25 in. from the outer surface of the quartz glass, the resulting IFFT is shown in Fig. 14. The narrow bandwidth spanned by the measurement sequence is so small that several reflections have merged into a single lobe of the 1FFT. The 2.25 in. distance from the outer surface of the quartz glass to the metal plate target corresponds to 0.381 ns of two-way travel time. Including 41 ps of delay within the quartz glass results in a total theoretical two-way travel time of 0.422 ns. Since the metal plate target is so close to the interferer, there are many reflections between the quartz glass and the aluminum plate. These reflections are separated by 0.422 ns in time. The main lobe in the IFFT spans approximately 2 ns, enough time to "swallow" nearly 3 of these multi-bounce reflections. The time delay corresponding to the second major peak in the IFFT of Fig. 14 is 4 .8 ns and has no value in assessing the range to the target. This is the best perlormance the IFFT has to offer for determining the target range under the bandwidth constraint of 500 MHz and 101 frequency measurements.
The objective function surface resulting from the data set whose parameters are 4 GHz, 101 measurements, and target distance 12 in. from the quartz glass is shown in Fig. 15 ps. If the edge of the surface defined by ti = 8 ns is examined closely, three distinct troughs in the surface can be observed.
The first trough is located at a delay value of 3.47 ns and corresponds to the strongest reflection that is due to the quartz glass. The second trough is located at a delay value of 5.50 ns and is due to the metal plate target. The third trough is located at a delay value of 7.51 ns and is due to the first multi-bounce reflection between the metal plate and quartz glass. Hence, although the surthce presented is the result of minimizing a two-delay objective, the surface contains information enabling the location of higher-order reflections. If the target is moved to a distance of 2.25 in. from the quartz glass while holding the bandwidth and number of measurements constant at 500 MHz and 101, respectively, the objective function surface shown in Fig. 16 results. This objective function surface may appear to lack structure. However, the surface has grooves running along the delay axes that can be scanned successfully using the grid search algorithm. Evidence of these grooves may be seen by carefully examining the right half of the surface. The ridges in the surface indicate the presence of the grooves. The surface also possesses a macroscopic bowl shape, albeit very "noisy," in the domain shown. There are two global minima, either of which produces the delay estimates t_ = 3.53 ns, te = 3.95 ns. These delay values were found by polishing the result of a first-pass grid search with an additional grid search.
In the first pass, the domain scanned was I-6 ns in each delay dimension using 50 ps increments. After 16 iterations of grid search, the resulting time delays are Ii = 3.55 ns, t2 = 3.95 ns. Then, a second pass was performed over the domain 3.5-3.6 ns in the first delay dimension and 3.9-4.0 ns in the second delay dimension using 1 ps increments. After 12 iterations of grid search in the second pass, the resulting time delays are tj = 3.53 ns, t2 = 3.95 ns. The impulse response produced by the optimization technique is shown in Fig. 17 . The most important measurement is the difference in time delay between the two reflections. This delay difference is found to be tetl = 0.42 ns. The theoretical value was calculated to be 0.422 ns. Hence, a delay error of only 2 ps is produced by the optimization approach in this case. This 2-ps error in the delay estimate corresponds to approximately 0.3
ram. This result clearly shows the resolution capability of the optimization approach. The IFFT for this measurement case ( Fig. 14) was totally useless for determining the range to any reflection while the optimization approach has distinctly and accurately resolved both the reflection from the metal plate target as well as the reflection from the quartz glass.
The results for the IFFT and optimization approaches for both the Beatty Standard and test apparatus experiments are presented in Table i . 
IV. CONCLUSION
This paper has presented the derivation and demonstration of an algorithm for optimal processing of radar data produced by any FSCW system. The derivation is based on minimizing the two-norm of the difference between the sequence of measured reflection coefficients and those produced by a model that assumes the echoes from the radar channel are impulses in the time domain. The algorithm does not require a constant interval between the measurement samples. A pertbrmance comparison between the IFFT and optimal processing techniques was presented in the context of two physical measurement sets. In the first set, the Beatty standard was terminated in a matched load and driven by an HP-8510 network analyzer. The measurement bandwidth was reduced and it was shown that while the IFFT produced meaningless reflection range estimates the optimal processing approach was able to clearly resolve the reflections with high accuracy. In the second set of measurements, a test apparatus also driven by an HP-8510 network analyzer was used to illustrate the effects of reducing the bandwidth, number of measurements, and target range. It was shown that when the number of measurements was reduced to 21, the objective function surface developed a high-frequency, low-amplitude perturbation. 
