We present a method to increase feasibility in MPC algorithms that use ellipsoidal terminal state constraints and performance bounds from nominal controllers. The method is based on estimating a bound on the achievable performance with a saturated nominal controller and using this bound in the MPC algorithm. The resulting MPC controller can be implemented efficiently with Second Order Cone Programming.
Introduction
Many proposed MPC .algorithms are based on incorporating an upper bound of the achievable performance, or cost, with a nominal unsaturated controller, into the original optimization problem. In addition, an invariant domain where this bound holds is added to the optimization problem as a terminal state constraint. Common choices of such terminal constraints are ellipsoidal and zero state constraints, i.e. constraints in the form ~( k + N )~P z ( k + i V ) 5 1. By using such strategies, stability can be guaranteed if the optimization problem is feasible in the initial state, see [8] for a recent survey on the topic. Due to the added terminal state constraint, feasibility might however be a problem.
In this report we extend these ideas in order to create less conservative terminal state constraints, thus making the optimization feasible for a larger initial state domain. The idea is to calculate an upper bound of the achievable performance, when using a saturated controller, and an invariant ellipsoidal domain where this bound holds.
In section 2 and 3, we introduce some needed background and describe a model of the saturation. Using this model, we derive an upper bound of the achievable performance in section (5) . This bound is improved upon in section (6) , and in the last-sections, we show how this improved bound can be used in MPC. 2 
Preliminaries
We consider discrete-time systems ~( k + 1) = A z ( k ) + Bu(k) with z ( k ) E R" and u ( k ) E R". The system is subjected to (normalized) control constraints, lui(k)l < 1.
A lot of analysis will be based on invariant ellipsoids Definition 1 (Ellipsoid) For W = WT + 0, an ellipsoidal set is defined as
An important fact used in this work is that the volume of the ellipsoid is proportional to d m .
When we work with LMIs, the following result will be used repeatedly.
I
Lemma 1 (Schur complement) Equivalence holds between the two conditions Proof: See [2] .
H
The importance of this Lemma is that nonlinear matrix inequalities can be expressed as equivalent linear inequalities.
Saturation modeling
The algorithm in this work is based on a polytopic r e p resentation of the saturated system. Polytopic representations are simple means to conservatively model nonlinearities as uncertainties in a linear system, see [2] . Using a polytopic uncertainty model to analyze stability of a saturated system is a standard procedure, and has been done before, see, e.g, [l] . Before we proceed with the description of the polytopic model, we introduce the concept saturation level. The perhaps most simple method is to search for a Lyapunov function xTWx and an invariant domain &w.
For an unstable system, €W not can be made arbitrarily large, since it is not possible to globally stabilize an unstable system subject to control constraints. Given allowed saturation levels ^lmin+, the problem is there fore to find the largest invariant set €w that lies in the set where yZ 1 ^fntzn+. We assume that the controller before saturation is U = -Lx, L = [lT 1;. . . 1ZlT.
A solution to this problem is easily derived and leads to the following optimization problem
The maximization comes from the volume definition of an ellipsoid, which we wish to maximize. The first inequality assures xTWx to be a Lyapunov function, with a decay-rate E > 0. The last ine ualit is based on the fact that maxzEEwa x --? aTW-la [2] , i.e.
we allow a=salxration yi. ~B y p r e -a n -d -p o~t . m~~l~~ (1) with W-' and applying a Schur complement, the equations above can written in as a LMI if we introduce Y = W-l. Due to the second inequality, we know that ~a ( k ) 2 +ymzn+, so the polytopic description of r(k) described in section 3 can be used, hence we replace r ( k ) by its vertices r3. All together, we obtain the following sufficient LMI, a MAXDET 191 problem.
maximize d e t ( Y ) Y(A-Br&)T] t-[(A! i ; t I ) Y Y
To be precise, the expression above is a BMI, since are free variables. For fixed ymin,i the problem is however a LMI. The joint optimization can be solved (local minima) with various techniques, typically using some alternating methods or linearization scheme.
See [3] for one approach. For m 5 2, the problem is most easily solved by gridding. We will not elaborate on these issues in this work, so we assume the optimization problem can be solved reasonably well.
By solving the optimization problem, we get an estimation of the domain where a saturated controller is guaranteed to stabilize the system. Our next step is to estimate the achievable performance in this domain.
is easy to see that the following growth condition w i l l guarantee the upper bound to hold
Pre-and post-multiply ( 2 ) with Y = S-', apply a Schur complement and use the polytopic description of I?( IC), and we obtain
The derivation of the upper bound is a bit messy, so we start by presenting the result
Theorem 2 (Piecewise quadratic upper bound)
A n upper bound of the cost (1) for x ( k ) E &w is
where Si and pi are calculated with For notational purposes, we prefer to go back to the original form 
The variables are defined in the derivation below.
The idea is to create a number of smaller sets &OW.
, O 2 1 is a parameter that scales the ellipsoid, see the where S is given as the solution to minimize t definition in section 1. = 1 corresponds to the original ellipsoid, and P = ma%(liW-llT) corresponds to the case when the ellipsoid is scaled so that, for all i,
in &pw, i.e. no saturation occurs.
Proof: By construction above.
An improved piecewise quadratic bound
The upper bound we have derived is in general very conservative. The reason is that if we have chosen saturation levels such that the system is very close to unstable in some parts, the upper bound has to take these domains with extremely slow convergence into account.
The bound holds in the whole set €w, but it is clear that we can create a better bound in smaller sets contained in EW. We will therefore formulate a less conservative bound that is based on a piecewise quadratic function in a special form.
The reason we are using this kind of function is that it is easy and efficient to use in a MPC application.
Remark It should be pointed out that piecewise quadratic functions of more general structure are available in the literature, see e.g [5] . Using those methodsrto estimate the cost would most likely give better bounds, but they do not lend them selves to be incorporated in a convex MPC algorithm.
We define n, 2 2 ellipsoids In each of these ellipsoids, the growth condition ( 2 ) must hold. The difference in the different ellipsoids is the saturation levels. We therefore have t o calculate the corners r3%, where index i represents the different ellip soids and j represents the corners in the description, in each ellipsoid. This leads to the first inequality in Theorem 2. This LMI will give us the bound J ( x ) I xTS,x when x E &pZw. An important fact is that the condition (2) we have used to derive S, only concerns growth conditions. The idea is therefore to subtract a constant positive scalar, p,. If we want our bound t o be as low as possible, our goal is to make p, as large as possible. In the inner most domain, the bound z T S l x -p1 will be used. Since the cost in the origin equals zero, we must have p1 = 0. What about p2? As soon as x E &02w \ €plw (outside the innermost ellipsoid but still in the second ellipsoid), the upper bound should use xTS2x -p2 . This will be the case if xT&x -p2 L xTSlx -p1 when xTPl W x = 1 or, equivalently xT(Sz -S1)x 1 p2 -p1 when xTP1 Wx = 1 (3)
The following lemma will be useful The maximum and minimum of xTSx on the set xTWx= 1 ( S = S T +O,W = WT >-0) is given by maxxTSx = Xm,,(W-1/2SW-1'2) minxTSx = x ,~, ( w -~/~s w -~/~)
Proof:
Introduce z = W1/2x, and the problem is to maximize (minimize) when zTz = 1. The optimal choice is to pick z to be the normalized eigenvector corresponding to the largest (smallest) eigenvalue, and the lemma follows directly.
By looking at the minima of the left hand side of (3), the lemma above gives us (after pulling out 01)
The same argument holds in the general case and results in the constraint
This is a linear convex constraint, equivalent to the second inequality in Theorem 2. 
Increasing feasibility in MPC
The motivation for this work has has been to increase feasibility in some MPC algorithms with terminal constraints. The problem that occurs when terminal state constraints are used, is that the terminal domain might not be in the reachable set from the initial condition, due to the constrained control. However, compared to early approaches where the terminal domain was the origin, i.e the constraint z ( k + N ) = 0 was used, an ellipsoidal domain is clearly a step forward. The standard approach to find a terminal domain is to pick a nominal linear feedback, U = -Lx, and find an invariant domain where the nominal feedback not saturates. This domain is used for the terminal constraint. Once again, see [8] for a survey on related schemes. The contribution in this work is that since we not assume the nominal controller to be unsaturated, we are able to d e rive larger terminal state domains for a given L. With the larger terminal domain, the initial feasible domain will be larger. We add and subtract some terms in order to get an expression containing J(k)
We denote the optimal solution at time k U*. Since U is arbitrary in the expression above, we can pick U* the first N samples. With this choice of U , we see that the first two terms define the previously optimal cost
We define the increment in the terminal state cost in order to be able to bound it from above
By using the definition of @, we write A as (k+N) , this is a feasible extension of the old solution, since terminal and control constraint will be fulfilled.
and using the first inequality in Theorem 2, we obtain If we insert this into (4) together with the choice of u(k + N ) , we see that the sum of the two last rows in (4) is negative. Hence,
Since the control signal we have used in the proof not necessarily is optimal, we have J*(k + 1) L J ( k + 1).
This leads us to the final inequality
Hence, J*(k) proves asymptotic stability.
SOCP formulation of MPC algorithm
The m a x function can be efficiently implemented in the optimization since it can be written as a second order cone constraint [7] . A second order cone constraint is a special case LMI for which specially purpose solvers are available. By defining the vectors with future U and predicted states
the predicted states can be written as
X = F + G U
where F E EtNnx1 and G E EtNnx" 
The difference compared to a standard MPC algorithm is the two last quadratic inequalities, which force us to use SOCP instead of QP. Note that this always is needed when ellipsoidal terminal state constraints are used, and is not due to the extensions in this paper.
Simulation results
We conclude this paper with an example to show the resulting closed loop behavior of the proposed MPC algorithm . The bound was expressed in a special quadratic form that made it possible to be incorporated in a MPC a l g e rithm with ellipsoidal terminal state constraints, leading to a SOCP to be solved on-line. The application of the bound is the main contribution of the presented work, since it gives us the possibility to create softer terminal state constraints. The main drawback of schemes based on terminal constraints is the possible infeasibility, so it is our belief that methods to improve initial feasibility domains are important, since these methods otherwise are hard to justify. We therefor hope that this paper in some sense shows that there are other ways than using unsaturated linear controllers to estimate the upper bound of the achievable cost, a central part in many MPC algorithms with guaranteed stability.
