DEFINITIONS. Let us recall the definition of our algebras. Let 21 be any algebra (not necessarily associative) with an involution a-»α*, that is, a nonsingular linear transformation on 31 such that (α&)* = δ*α* and (a*)* = α. If 7 is a nonzero element of the ground field, we define the algebra 2Ϊ{7} to be the set of pairs (α, b) with a and b in 21 and with addition and scalar multiplication defined in the obvious way. To avoid confusion with bilinear forms which will be appearing let us write u for (0, 1) and a + bu for (α, b) . Multiplication in 2ί(γ) is then defined by (a + bu)(c + du) -(ac + yd*b) + (da + bc*)u .
The map a -> a + 0u imbeds 21 isomorphically in 2ί{7}, and a + bu -> α* -bu extends the involution to 21{γ}. If 1 is a unity element of 21, then 1 + Ou is a unity of 21{γ}.
A generalized Cayley-Dickson algebra 21* of dimension 2* is constructed by choosing nonzero elements y u , y t in the ground field g. Then we set 2I 0 = g (with the trivial involution α* = a) and 31. = 2I ί _ 1 M = Sί,_! 0 Sti^i for i = 1, 2, •, ί. The norm n(x) = xx* = χ*χ of x in 2Iί is a multiple of the unity element and can be linearized to give a nondegenerate bilinear form on %: nix-1 ) = n(x)~\ For 2I 3 the norm can be seen easily to be equivalent to ( 1 ) (x\-ΊiXV) -
where the first term comes from the restriction of the norm to gl and the other seven terms from the restriction to the subspace 51° of all x such that (x, 1) = 0. Also for ίg3 only, 2I f is a composition algebra: n(xy) = n(x)n(y). (See [2] .) The algebras 2ί 2 are generalized quaternions and 2ί 3 the usual Cayley-Dickson algebras. Suppose that Sϊ o , 2ίi, , 2t*_i is a sequence of subalgebras of 2ί* and v lf --,v t is a set of generators for 2ί* such that v\ = δ { Φ 0, g = Sto c c 21^ c Si,, dimension 21, = 2% and 3t< = 31^ + 5I,_^. Suppose further that multiplication in 21, can be written as (2) (α + δtfiXc + dv<) = (ac + M*δ) + (dα + bc*)Vi .
Then we will call v l9 * ,v t a normal set of generators for 2I ί# In general, 2I έ has normal sets of generators other than the set u l9 , u t used in the original construction of 2ί f . We recall that for 2I 3 all normal sets of generators can be found in the following way [2, pages 6-8] [2] that 2ί 3 has zero divisors if and only if it has an element a Φ 0 such that n(a) = αα* = 0 will be used in §3. The multiplication table for 21* in terms of a normal set of generators can be determined from equation (2) . In particular, for 2I 3 we have the following products, which we will use in §3: (^2X^3) = (vΐ)(v 2 v 3 ), v 3 (VjV 2 ) = -{v^v^ v^v.v^) = (^Λ)^, ^3^2 = -^3, and v^ViVs) = - (v.v^vÎ n 2ϊί let S be a subset of T = {4, , ί} and let a be in the 8-dimensional subalgebra generated by u u u 2 , and u z . If the integers i, i, of S are written in increasing order, we define a s to be ( •((auJUj)* •)• Then every element x in 21* can be written uniquely in the form Σs^r as-2. Automorphisms* The structure of the automorphism groups of the algebras 2X 3 can be found in [2] . To compute Aut(2i*) for t Ξ> 4 we will need Schafer's result [4] that for t Ξ> 4 the derivations ©(21*) of 21* are all of the form a + bu -> aD + {bD)u, where D is a derivation of 2I ί _ 1 . If @* denotes the enveloping algebra (not necessarily with unity element) of a set @ of linear transformations on a vector space, then for t ^ 4 any element of ©(21*)* is of the form a + bu-> aE + (&£?)%, where E is in
Let 2l ί = ^t-iiy} an d assume that the ground field contains β = i/( -3τ) . Let Θ be an automorphism of §1^. Then we can readily check that the following transformations are automorphisms of 2ί t . ε:
The following products are also easily checked:
ε (composition reads from left to right). Therefore Aut (SC t ) has a subgroup G isomorphic to Aut (2ϊ ί _ 1 ) x S 2 , where S 3 is the symmetric group of degree three. If the ground field does not contain β, then ψ does not exist and Aut (Sίj) has a subgroup G isomorphic to Aut (SI^O x S 2 , where S 2 is the group of order two. Here are the two main theorems. We will prove these theorems in detail here for t = 4 only and will sketch the proof for t = 5, 6. We conjecture that both theorems are true for all t ^ 4.
First we provide an elementary characterization of u -u t .
LEMMA 1. If v is an element of % t (t Ξ> 4) sush that (v, 1) = 0 and
for all x in 2ϊ έ , then v is a multiple of u.
Proof. Let x = a + bu and v = c + du. After expanding (3), among the conditions we obtain on c and d by equating appropriate terms are α*(d*6) = (α*d*)δ and 6(c*α*) = (6c*)α*. Hence, c and d are in the middle nucleus of 2ί ί _ 1 , which contains only scalar multiples of 1 [4, Equation 14b ]. Then since (v, 1) = 0, e = 0. This proves Lemma 1.
Our knowledge of S)(SI«) can be used to advantage with the follow- (4) and (5) into (xy)φ -(xφ)(y<p) for all x, y in Stj yields a set of quadratic equations that can be used to verify Theorems 1 and 2. Their solution for t -4, which we now give in detail, is the easiest, Let u 4 -u, and for a in 
Yβ t (bη)*(aη) + β[(bη){aη) + -2β({aη)(bη))u'
Hence ( 6 ) (αδty = (7) (αδ)ί7=
Since these two equations are linear in a and δ and true if (α, δ) = 0, they must be true for all α, δ in 2ίJ. Equation (7) implies that -257 is an isomorphism of SI 3 onto W 3 . This proves Theorem 2 for t = 4. To prove Theorem 1 for ί = 4, we assume that 2ί 4 = SCJ. The foregoing arguments show first that uφ -±u.
Hence, by replacing φ by φe if necessary, we may assume that uφ -u. As before, if (a, 1) = 0 and a Φ 0, then aη Φ 0. We may also assume that β Φ 0, for otherwise η is already an automorphism of 2ί 3 and φ -rf. The remaining computations again lead to equations (6) and (7). Equation (7) shows that -2η is an automorphism of SI 3 , and equation (6) shows that β = Vi-Sy- 1 ).
Thus φ = (-2^»ε. This proves Theorem 1 for t = 4. 420 ROBERT B. BROWN 3* Division algebras* Over the real field, the rational field, p-adic fields, or finite fields, 2I έ is never a division algebra. However, we can exhibit division algebras over some other fields. Since 2ί f is finite-dimensional, it will be enough to find algebras without zero divisors. The next theorem is about algebras 2I 4 .
THEOREM 3. 2I 4 = 2ϊ 3 {τ} is a division algebra if and only if §I 3 is a division algebra, 7 is not the norm of an element a in 2I 3 and -7 is not the norm of an element x in 21°.
Proof. The necessity of 2I 3 being a division algebra is clear. The subalgebra generated by δ, d, and α is either associative, in which case 7 is a norm, or is the whole of SI 3 . In the second case we can obtain a normal set of generators x,y,z by setting
where
Multiplying out (8), we find that in actuality 6* = x, d = y, a = z. But x(yz) = -(xy)z, so that -7 = n(ab~ι). Unfortunately these calculations do not generalize to all 2I έ because the alternative law (in 2ΐ 3 ) is used in obtaining (8).
Over a finite field a quaternion algebra 2I 2 connot be a division algebra, for it would then have to be commutative. Since every 2ί f (t ^ 2) contains an 2I 2 , there are no division algebras % t for t ^ 2 over a finite field. Over p-adic fields every quadratic form in at least five variables has a nontrivial zero [3, §63] , Therefore, there are no division algebras 2I 3 or % t (t Ξ> 4) over a p-adic field.
Over the real field or a real algebraic number field let 5I 3 be the algebra defined by 7i = 7 2 = 7 3 = -1. By (1) its norm form is equivalent to (9) n(x) = x\ + x\ + x\ + x\ + x\ + x\ + x? + x\ , and it is a division algebra because (9) never gives a nontrivial repre-
sentation of zero over a subfield of the reals. (For the real or rational field this is the only division algebra 2I 3 [1, § 10] . Next, 7 = n(a) or -7 = n{%) for some x such that (x, 1) = 0 if and only if the quadratic form (10) or (11) below, respectively, has a nontrivial zero.
(10) n(x) -7^9 = xl + x\ + %l + x\ + x\ + x\ + x* + x\ -7^9 .
(11) x\ + x\ + x\ + x\ + x\ + x 2 τ + x\ + Ί%1 .
Over the real field (10) is indefinite and has a zero if 7 > 0, (11) if 7 < 0. A result of Hasse in algebraic number theory tells us that over an algebraic number field a quadratic form in at least five variables has a nontrivial zero if and only if all of its real conjugate forms are indefinite [3, § 66] . Over the rationals the only real conjugate forms for (10) and (11) are (10) and (11) themselves, one of which is indefinite. Hence, over the real and rational fields there are no division algebras for 3I 4 , thus none for % t (t Ξ> 4). However, suppose we choose a positive real number λ whose square roots are not rational, let 7 = Vx or -i/λ~, and let the ground field be the real quadratic extension £ι [y] of the rational field £}. Then (10) has the real conjugate forms n(x) ± jxl, one of which is definite. Hence (10) has no nontrivial zeros; similarly, neither does (11). Therefore 2I 4 is a division algebra. We can use a different method to construct for every t a division algebra % t over a suitable field. Let % be any field of characteristic not two, and let X u , X t be t algebraically independent indeterminates over g. For i = 1, , t we construct the algebra % { over the powerseries field §{Xi, , Xi} by setting
By induction on i we now show that 31^ is a division algebra for i = 1, , t. Assume that 21^ is a division algebra and suppose that x = a + b^ and y = c + du { are nonzero elements of 31; such that xy =z 0. Then (12) ac + X { d*b = 0 and da + 6c* = 0 .
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