Abstract. Automatic differentiation is a powerful technique for evaluating derivatives of functions given in the form of a high-level programming language such as Fortran, C, or C++. The program is treated as a potentially very long sequence of elementary statements to which the chain rule of differential calculus is applied over and over again. Combining automatic differentiation and the organizational structure of toolkits for parallel scientific computing provides a mechanism for evaluating derivatives by exploiting mathematical insight on a higher level. In these toolkits, algorithmic structures such as BLAS-like operations, linear and nonlinear solvers, or integrators for ordinary differential equations can be identified by their standardized interfaces and recognized as high-level mathematical objects rather than as a sequence of elementary statements. In this note, the differentiation of a linear solver with respect to some parameter vector is taken as an example. Mathematical insight is used to reformulate this problem into the solution of multiple linear systems that share the same coefficient matrix but differ in their right-hand sides. The experiments reported here use ADIC, a tool for the automatic differentiation of C programs, and PETSc, an object-oriented toolkit for the parallel solution of scientific problems modeled by partial differential equations.
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Numerical versus Automatic Differentiation
Gradient methods for optimization problems and Newton's method for the solution of nonlinear systems are only two examples showing that computational techniques require the evaluation of derivatives of some objective function. In large-scale scientific applications, the objective function f : R n → R m is typically not available in analytic form but is given by a computer code written in a high-level programming language such as Fortran, C, or C++. Think of f as the function computed by, say, a (parallel) computational fluid dynamics code consisting of hundreds of thousands lines that simulates the flow around a complex three-dimensional geometry. Given such a representation of the objective func-
T , computational methods often demand the evaluation of the Jacobian matrix
at some point of interest x ∈ R n . Deriving an analytic expression for J f (x) is often inadequate. Moreover, implementing such an analytic expression by hand is challenging, error-prone, and time-consuming. Hence, other approaches are typically preferred.
A well-known and widely used approach for the approximation of the Jacobian matrix is divided differences (DD). For the sake of simplicity, we mention only first-order forward DD but stress that the following discussion applies to DD as a technique of numerical differentiation in general. Using first-order forward DD, one can approximate the ith column of the Jacobian matrix (1) by
where h i is a suitably-chosen step size and e i ∈ R n is the ith Cartesian unit vector. An advantage of the DD approach is that the function f need be evaluated only at some suitably chosen points. Roughly speaking, f is used as a black box evaluated at some points. The main disadvantage of DD is that the accuracy of the approximation depends crucially on a suitable choice of these points, specifically, of the step size h i . There is always the dilemma that the step size should be small in order to decrease the truncation error of (2) and that, on the other hand, the step size should be large to avoid cancellation errors using finite-precision arithmetic when evaluating (2).
Analytic and numerical differentiation methods are often considered to be the only options for computing derivatives. Another option, however, is symbolic differentiation by computer algebra packages such as Macsyma or Mathematica. Unfortunately, because of the rapid growth of the underlying explicit expressions for the derivatives, traditional symbolic differentiation is currently inefficient [9] .
Another technique for computing derivatives of an objective function is automatic differentiation (AD) [10, 16] . Given a computer code for the objective function in virtually any high-level programming language such as Fortran, C, or C++, automatic differentiation tools such as ADIFOR [4, 5] , ADIC [6], or ADOL-C [13] can by applied in a black-box fashion. A survey of AD tools can be found at http://www.mcs.anl.gov/Projects/autodiff/AD Tools. These tools generate another computer program, called a derivative-enhanced program, that evaluates f (x) and J f (x) simultaneously. The key concept behind AD is
