Abstract. Using a generalization due to Lerch [M. Lerch, Sur un théorème de Zolotarev. Bull. Intern. de l'Acad. François Joseph 3 (1896), 34-37] of a classical lemma of Zolotarev, employed in Zolotarev's proof of the law of quadratic reciprocity, we determine necessary and sufficient conditions for the difference of two Dedekind sums to be in 8Z. These yield new necessary conditions for equality of two Dedekind sums. In addition, we resolve a conjecture of Girstmair [Girstmair, Congruences mod 4 for the alternating sum of the partial quotients, arXiv: 1501.00655].
Background
Dedekind sums are classical objects of study introduced by Richard Dedekind in the 19th century in his study of the η-function [Ded53] . Among many other areas of mathematics, Dedekind sums appear in: geometry (lattice point enumeration in polytopes [BR07] ), topology (signature defects of manifolds [HZ74] ) and algorithmic complexity (pseudo random number generators [Knu97] ). To define the Dedekind sums, let ((x)) = x − ⌊x⌋ − 1/2, if x ∈ R \ Z; 0, if x ∈ Z.
Then the Dedekind sum s(a, b) for a, b ∈ N coprime is defined by
Recently, in [JRW11], Jabuka et al. raise the question of when two Dedekind sums s(a 1 , b) and s(a 2 , b) are equal. In the same paper, they prove the necessary condition b | (a 1 a 2 − 1)(a 1 − a 2 ) for equality of two dedekind sums s(a 1 , b) and s(a 2 , b). Girstmair [Gir14] shows that this condition is equivalent to 12s(a 1 , b) − 12s(a 2 , b) ∈ Z. In [Tsu14] , necessary and sufficient conditions for 12s(a 1 , b) − 12s(a 2 , b) ∈ 2Z, 4Z are given.
In this note we give necessary and sufficient conditions for 12s(a 1 , b) − 12s(a 2 , b) ∈ 8Z by using a generalization of Zolotarev's classical lemma relating the Jacobi symbol to the sign of a special permutation 1 due to Lerch [Ler96] . Along the way, we resolve a conjecture of Girstmair about the alternating sum of partial quotients modulo 4 [Gir15] .
Preliminaries
⌋ be the function taking x ∈ Z/bZ to its smallest nonnegative representative. We view π (a,b) as a permutation of {0, 1, . . . , b − 1} given by
The precedent for doing so is already present in the work of Zolotarev, in which he relates the sign of π (a,b) to the Jacobi symbol and obtains a proof of the law of quadratic reciprocity (see, e.g., [RG72, pg. 38]). Let I(a, b) denote the number of inversions of π (a,b) .
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1 The motivation behind Zolotarev's work was to produce a proof of the law of quadratic reciprocity. The following result shows that the inversions of π (a,b) and Dedekind sums are closely related.
where s(a, b) is the Dedekind sum.
From the reciprocity law of dedekind sums, one obtains a reciprocity law for inversions.
Let a and b be positive integers, a < b. Consider the regular continued fraction expansion
where all digits a 1 , . . . , a n are positive integers. We assume that n is odd 2 . We will be interested in
With this notation, 
Proof. We assume that b is even, as the result for b odd follows from Theorem 2.1. Reducing the equality
from Theorem 2.3 modulo 8 and using the assumption that b is even yields 4aI(a, b) ≡ (a − 1)(b − 1)(a + b − 1) (mod 8).
Since a − 1 and a + b − 1 are even,
from which the claim follows. ✷ For further generalizations of Zolotarev's Lemma, see [BC14] .
Main Results
As a consequence of Theorem 2.5, we are able to show the following necessary and sufficient conditions for equality of Dedekind sums mod 8Z. , if b is even
We also determine T (a, b) mod 8:
Reducing further to mod 4 and mod 2 resolves a conjecture of Girstmair [Gir15] .
Proofs and Examples
Theorem 3.1. Let a 1 , a 2 ∈ N be relatively prime to b ∈ N. The following are equivalent:
denote the Jacobi Symbol and define
Proof. The equivalence of 3.1(a) and 3.1(b) follows from Theorem 2.2. Reducing equation (1) We have
Thus we expect 3s(a 1 , b) − 3s(a 2 , b) ∈ 2Z. Indeed,
Equality does not hold.
Theorem 3.2. Let a, b ∈ N be coprime. Then
Proof. By Theorems 2.2 and 2.4, we have
Reducing modulo 8 and using Theorem 2.5, 
Assume first that a ≡ a * ≡ 0 (mod 4). Then
On the other hand, 1 + kb ≡ 0 (mod 8) =⇒ k ≡ −b (mod 8). This proves (ii). As Girstmair notes, part (iii) follows from (ii).
Next we show (i). It suffices to prove the result when a ≡ 2 (mod 4), since T (a, b) = T (a * , b). We have
On the other hand,
This completes the proof. This, together with the results in [Gir15] , determines T (a, b) and D(a, b) in all cases.
