Abslmt-We have designed a physical awaremess system called CAMEO, the Camera Assisted Meeting Event Observer, which eonsists of a multi-camera omnidirectional vision system designed to be used in meeting emimnments.
I. INTRODUCTION
Automatic detection and tracking of people in video is a challenging task with many applications such as surveillance and automatic video-indexing. This capability is a vital part of a robust physical awareness system designed to sense human beings in real world situations. We bave designed a system called CAMEO, the Camera Assisted Meeting Event Observer, shown in Figure 1 , which is an omnidirectional video system consisting of a set of several cameras. These cameras are oriented in such a way as to capture partially overlapping video frames. These frames are stitched together in real time to produce a high resolution panoramic mosaic. The system design and details of the mosaic generation are presented in [I] .
In order to enable fast detection of people in the large mosaic image ( 1 7 6 4~ 357 pixels), we employ frame differencing of subsequent frames of video to identify small subregions likely to contain moving people. We search these suh-regions for faces using a template-based face detection algorithm. Once located, we track the faces in the full image using a mean shift based color tracking algorithm. The person detection and tracking system then passes this information to a dynamic Bayesian network-based activity recognition system for the purposes of characterizing the motions of people in the environment and generating an indexed representation of the events that occurred within the meeting itself.
This paper is organized into the following sections.
Related work is described in section lI. The architecture of The complele CAMEO system consists of s w d calibrated
RELATED WORK
Various approaches bave been hied for people tracking. Systems employing static cameras usually make use of background subtraction to detect and track people. A real time system called P6nder is described in [21. It models the background by observing the Scene without people for a long time to estimate the color covariance associated with each pixel and then detects people by watching for deviations from this model. It uses a multi-class statistical model of color and shape to model the head and the hands of people. Another system employing color and shape information for tracking faces [31 is based on statistical color modeling and the deformable template. Although our system makes use of static cameras in indoor environments, we cannot make use of background subtraction as CAMEO is a portable system designed to be used in different meeting moms and typically, the system is started after the participants of the meeting are already inside the room, thus making the task of obtaining a background image very difficult. Our system does not require the storage of the background first and while we also use color based tracking the detection and tracking system is described in section III.
Results are presented in section N. Conclusions tecting and tracking people. They use no color information but rely on shape analysis and tracking to locate people and their parts. In our case, usually, only the torso and the face are visible in a meeting scenario and very often, the torso is also obscured by objects such as laptops. Currently, we only track people's faces instead of locating various body Parts.
Previous work done at CMU for the Video Surveillance and Monitoring project [6] employs frame differencing for moving target detection and tracks them hy using a combination of temporal differencing and template matching. We also employ temporal differencing but we use it to quickly detect areas of interest to Limit the search area for the face detector, and we use color blob tracking instead of template matching.
Stereo vision is an important constituent of many methods such as [7] . In view of the current design of CAMEO, we do not use stereo. We largely rely on mean shift based color tracking and combine it with a few techniques to demonstrate successful detection and wacking.
Research 
A. Region of Interest Extractor
The CAMEO system generates large mosaic images (1764 x 357 pixels) which makes naively searching for faces across the entire image too time consuming. In order to enable fast detection of people in the large mosaic image, CAMEO employs persistent frame differencing based on the concept of "motion history images" developed in [121. This frame differencing extracts small sub-regions likely to contain moving entities. The pixels of these sub-regions are allowed to "persist" for several frames after they appear so that the leading and trailing edges of moving objects are thickened over time. Once the thick edges of the moving objects are obtained, we perform some basic morphological operations such as dilatinn and erosion on the foreground image to fill holes and eliminate noise and then perform a connected component analysis on the foreground image to obtain blobs. We generate ROIs by merging overlapping blobs. Figure 3(a) shows the output of the ROI generator on one frame of the mosaic image.
B. Face Detection
Automatic face detection is extremely challenging due to the amount of variation in the size, shape, and color of faces. Additional difficulty is introduced by small details such as the presence or absence of glasses, facial hair, hair style, etc. We use the face detector developed by Scbneiderman [I31 which is a pans-based method for classification of image regions into "face" and "non-face" regions. It models and estimates the posterior prohahdity P(face1image) by choosing a functional form of the posterior probability function that models the joint statistics of local appearance and position on the face and the statistics of local appearance in the visual world. The algorithm uses a large set of training images to compute the probabilities P (faelimage). These probabilities are then used to classify an input window. This face detection method achieves high detection rates and low false positive rates. Figure 3@) shows the face discovered io the ROIs caused by the motion of the person in the image.
C. Mean Shifr Based Color Tracking
Once faces are detected, we track the location of the faces in subsequent frames using mean shift based color tracking. Color is a very useful cue for tracking non-rigid entities such as people in video sequences. Color based tracking is robust to rotation in depth, partial occlusion and clutter. We have implemented a method based on work presented in [4] . A color histogram of the face can he learned in the frame in which a person's face has been detected and the spatial position of this histogram can be tracked in successive frames. The Bhattacharya coefficient [4] is used as the similarity measure between the model color histogram and the target color histogram. The spatial gradient of this similarity measure is used to guide a fast search for the best candidate. The optimization, based on mean-shift analysis, converges in only a few iterations and is thus well suited for real-time tracking. A 1D histogram of a desired part of an input image can be computed by considering all the possible colors formed by the quantized RGB values. We choose 4-bit quantization of the RGB values. This gives us n = Z4 x 3 = 4096 bins.
Given such a n-bucket model histogram mili = 1 . . . n (learned from the first frame after detecting a person) and a data histogram dili = 1 . . . n, computed from a candidate location in a successive frame, we compote a similarity measure using the Bhattacharya coefficient, p, as follows:
(1) <=I As pointed out in 141, this similarity measure has the following desirable propehes; (a) it is nearly optimal, (b) it imposes a metric strocture, (c) it is scale-invariant, i.e., invariant to object size (number of pixels), and (d) it is valid for arbitrary diquihutions (not just Gaussian). This measure p is maximized by using standard mean-shift iterations to obtain the new location in the current frame which hest matches the model histogram. In order to handle scale change in the video sequence, we change the window size by *lo% and choose the size which yields the best Gimilarity measure.
For faces that are detected, we take advantage of the continuity of the person's motion: that is, the frame to frame motion will be limited. In particular, after each frame we update motion models describing each person's position and velocity. We then use these motion models tu predict each person's location in the next frame and we feed this predicted information to our tracker.
The system uses simple occlusion analysis based on relative scores of the Bhanacharya coefficient on the body regions to detect occlusion of one person by another and searches for the reappearance of the occluded person while maintaining track of the non-occluded persons. On reappearance, the system resumes track of the previously occluded person.
D. fl Shape Detector
We use an additional shape template plus color based detector called the R detector to help reduce the number of false positives generated by the face detector. We check each detected face with our R detector and keep only those detected faces which have obtained a high score on the fl detector test. The R template is based on the idea of an elliptical shape tracker presented in 1141 which combines the shape cue (elliptical template) with color cues to model the face. We model the 2D projection of the human head and shoulder onto the image plane with an fl shaped template. Figure 4 shows the Cl template with its various parameters. We also combine the fl shaped template with a skin color classification module to model the human head and shoulder. These two cues, based on shape and color, are complementary in nature. In cases of partial occlusion of the head boundary causing loss of information for the shape module, the color module is successful whereas the shape module is successful when enough face color information is not available due to rotation or p d a l occlusion of the interior area of the face. and the minor axis parallel to the horizontal axis. As in 1141, we choose a fixed aspect ratio of 1.2 (i.e., b = l . 2 ( a ) ). The other two parameters of the ellipse are the offset h of the shoulder from the center of the bead (0) and the horizontal extent of the shoulder, 1. In the area of the image corresponding to the faces detected by the frontal face detector, we search for the best matching fl template based on two scores; (a) the gradient matching score which measures how well the boundary of the candidate image patch agrees with the R shape and (h) the color matching score which measures what proponion of the shaded area (see Figure 4) consists of skin color pixels. We retain only those detected faces which return a high combined fl detector score.
E. Dynamic Bayesian Network Action Classifier
Because CAMEO is designed for use in unstructured environments where nothing is known about the positions of people in the room, we make the assumption that the only feature CAMEO can reliably track is the head and face. Due to uncertainty in depth and occlusions, we attempt to infer high-level activities solely in terms of head motion since this is a fairly good indicator of body position. Instead of attempting to solve the image understanding problem purely from data, we construct a set of dynamic Bayesian network classifiers from a priori knowledge about meetings and the interactions between people in those meetings. In this system, we attempt to classify simple states such as "sit", "stand", "sitting down", and "standing up". The allowable transitions in this network are defined by a simple finite state machine which is encoded into the conditional probability state transition We use an elliptical template underlying our R shaped template, with the major axis parallel to the vertical axis n shaped femplale for 2D projection of head and shoulder We wish to determine the value of hidden state from the observation at each timestep. Because the hidden states in the networks used in this paper are discrete, the inference procedure is identical to the inference method for HMMs called the forward-backwards algorithm [15].
IV. RESULTS
The system was tested on short video sequences containing a few people moving around in a meeting environment. Figure 6 shows a few frames of video captured from one such sequence. Once detected and tracked, each person's face is labeled with a letter (A-C). In this video, the three people's faces move around the image and change direction from frontal to profile. The tracker successfully monitors their positions and maintains the appropriate label. While there are no occlusions in this video, it is fairly indicative of a typical meeting environment in which most of the participants are in view of CAMEO. Performance-wise, our system detects and tracks people in CAMEOS high resolution mosaic video frames ((1764 x 357 pixels) at 3 frames per second on a 3 GHz Pentium 4 machine. Figure 7 shows the results from the dynamic Bayesian network action recognition system. In this figure, the solid line shows the hand-labeled ground truth of the person's activities, the dashed line shows the estimated activities, and the circles indicate states that were misclassified. Of the 315 images encoded with person tracked data, only 29 of the states were misclassified. Most of these occurred during the transitions from the "stand" state through the "sitting down" state to the "sit" state. This is primarily due to variances in the way that people move around. Incorporating a larger collection of example person states would help to alleviate some of these misclassifications. 
V. CONC1,USION AND FUTURE WORK
We have developed a system for detecting and tracking people that combines various techniques (frame differencing, pattern matching, and color based tracking) to achieve fast person tracking in panoramic mosaiced video of typical indoor scenarios. Our approach focuses on a technique that works in completely unstructured environments where we assume that we will only be able to see people's faces and heads. In future work, we will be including the tracking of additional body parts such as the torso and limbs in our system and we are working on adding other vision cues such as optic flow and template matching to achieve more robust tracking performance. Additionally, we are implementing a multi-hypothesis tracking system that will combine the color histogram information with simple motion models of the people in the video sequence to make the system more robust to occlusions and false positives. Adding this kind of tracking system will also help resolve ambiguities caused by people occluding each other as they move around the environment. Finally, we are using CAMEO to collect a large corpus of meeting data that will be used to train the action-recognition classifier such that it will recognize a larger set of actions and handle wider person-specific variations of those actions.
