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The largest strong left quotient ring of a ring
V. V. Bavula
Abstract
For an arbitrary ring R, the largest strong left quotient ring Qsl (R) of R and the strong left
localization radical lsR are introduced and their properties are studied in detail. In particular,
it is proved that Qsl (Q
s
l (R)) ≃ Q
s
l (R), l
s
R/ls
R
= 0 and a criterion is given for the ring Qsl (R) to
be a semisimple ring. There is a canonical homomorphism from the classical left quotient ring
Ql,cl(R) to Q
s
l (R) which is not an isomorphism, in general. The objects Q
s
l (R) and l
s
R are
explicitly described for several large classes of rings (semiprime left Goldie ring, left Artinian
rings, rings with left Artinian left quotient ring, etc).
Key Words: the (largest) strong left quotient ring of a ring, Goldie’s Theorem, the strong
left localization radical, the left quotient ring of a ring, the largest left quotient ring of a ring,
a maximal left denominator set, the left localization radical of a ring.
Mathematics subject classification 2010: 16S85, 16U20, 16P50, 16P60, 16P20.
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1 Introduction
The aim of the paper is, for an arbitrary ring R, to introduce new concepts: the largest strong left
denominator set Tl(R) of R, the largest strong left quotient ring Q
s
l (R) := Tl(R)
−1R of R and the
strong left localization radical lsR of R, and to study their properties.
In this paper, the following notation is fixed:
• R is a ring with 1 and R∗ is its group of units;
• C = CR is the set of regular elements of the ring R (i.e. C is the set of non-zero-divisors of
the ring R);
• ′CR is the set of left regular elements of the ring R, i.e. ′CR := {c ∈ R | ker(·c) = 0} where
·c : R→ R, r 7→ rc;
• Q = Ql,cl(R) := C−1R is the left quotient ring (the classical left ring of fractions) of the ring
R (if it exists, i.e. if C is a left Ore set) and Q∗ is the group of units of Q;
• Orel(R) := {S |S is a left Ore set in R};
• Denl(R) := {S |S is a left denominator set in R};
• Assl(R) := {ass(S) |S ∈ Denl(R)} where ass(S) := {r ∈ R | sr = 0 for some s = s(r) ∈ S};
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• Denl(R, a) is the set of left denominator sets S of R with ass(S) = a where a is an ideal of
R;
• Sa = Sa(R) = Sl,a(R) is the largest element of the poset (Denl(R, a),⊆) and Qa(R) :=
Ql,a(R) := S
−1
a R is the largest left quotient ring associated with a. The fact that Sa exists
is proven in [3, Theorem 2.1] (but also see Lemma 2.5 below for the easy proof in other
contexts);
• In particular, S0 = S0(R) = Sl,0(R) is the largest element of the poset (Denl(R, 0),⊆), i.e.
the largest regular left Ore set of R, and Ql(R) := S
−1
0 R is the largest left quotient ring of R
[3];
• max.Denl(R) is the set of maximal left denominator sets of R (it is always a non-empty set,
see [3], or Lemma 2.5 below for the proof).
The largest strong left quotient ring of a ring. Consider the following subsets of a ring
R: The sets
Lsl (R) :=
⋂
S∈max.Denl(R)
S
Prop.2.3.(1)
= {c ∈ R |
c
1
∈ (S−1R)∗ for all S ∈ max.Denl(R)},
CwR := {c ∈ R |
c
1
∈ CS−1R for all S ∈ max.Denl(R)},
′CwR := {c ∈ R |
c
1
∈ ′CS−1R for all S ∈ max.Denl(R)},
are called respectively the set of strongly left localizable elements, the set of weak regular elements
and the set of weak left regular elements of R.
• (Proposition 2.8 and Proposition 2.15) Each of the sets Lsl (R), C
w
R and
′CwR contains a
unique largest left denominator set, and all three largest left denominator sets coincide and
are denoted by Tl(R).
The set Tl(R) is called the largest strong left denominator set of R and the ring Q
s
l (R) := Tl(R)
−1R
is called the largest strong left quotient ring of R. The ideal of R given by lsR := ass(Tl(R)) :=
{r ∈ R | tr = 0 for some t ∈ Tl(R)} is called the strong left localization radical of R. In the
above definitions, the adjective ‘strong’ reflects their connections with the set Lsl (R) of strongly
left localizable elements of R. The set Tl(R) is the largest left denominator set of R that consists
of elements that are invertible in all maximal left localizations of the ring R.
In general, for a ring R, its left (right; two sided) localizations, especially maximal ones, are
unrelated. The intuition behind the construction of the largest strong left quotient ring of R is
to have the largest possible left localization of R that is related to all maximal left localizations of
the ring R, i.e. there exists a ring R-homomorphism (necessarily, unique) from Qsl (R) to S
−1M
for every S ∈ max.Denl(R).
In Section 5, the triple Tl(R), l
s
R, Q
s
l (R) is found explicitly for the following four classes of rings:
semiprime left Goldie rings (Theorem 5.1); rings of n × n lower/upper triangular matrices with
coefficients in a left Goldie domain (Theorem 5.2 and Theorem 5.3); left Artinian rings (Theorem
5.6), and rings with left Artinian left quotient ring (Theorem 5.7). In particular, for semiprime
left Goldie rings R: Tl(R) = CR, lsR = 0 and Q
s
l (R) = Ql,cl(R) (Theorem 5.1). In general, none of
the three equalities holds for the remaining three (just mentioned) classes of rings but the results
are natural and beautiful (very symmetrical), eg, for a ring A such that Ql,cl(R) is a left Artinian
ring (Theorem 5.7):
Tl(A) =
⋂
S′∈max.Denl(A)
S′ and Qsl (A) ≃
∏
S′∈max.Denl(A)
S′−1A.
In particular, the ring Qsl (A) has a more regular/simple structure than the ring Ql,cl(A).
2
It would be interesting to find the ring Qsl (R) for other classes of rings. Theorem 1.6.(3), which
states that Qsl (R) ≃ Q
s
l (Ql(R)) for an arbitrary ring R, opens a way for tackling more challenging
types of rings.
The main results of the paper are the following six theorems. The first one describes Tl(R),
Qsl (R) and Q
s
l (R)
∗.
Theorem 1.1 Let R be a ring, pi : R → R/lsR, r 7→ r = r + l
s
R; σ : R → Q
s
l (R), r 7→
r
1 , and
Qsl (R)
∗ be the group of units of the ring Qsl (R). Then
1. Tl(R) = Sl,ls
R
(R).
2. Qsl (R) = Ql,lsR(R) ≃ Ql(R/l
s
R).
3. Tl(R) = σ
−1(Qsl (R)
∗).
4. Tl(R) = pi
−1(Sl,0(R/l
s
R)).
5. Qsl (R)
∗ = {s−1t | s, t ∈ Tl(R)}.
The second one describes the objects Qsl (Q
s
l (R)), l
s
R/ls
R
, Tl(R/l
s
R), Q
s
l (R/l
s
R) and their connections
with their counterparts for the ring R.
Theorem 1.2 We keep the notation of Theorem 1.1. Then
1. Qsl (Q
s
l (R)) = Q
s
l (R).
2. Tl(R/l
s
R) = pi(Tl(R)) and Tl(R) = pi
−1(Tl(R/l
s
R)).
3. Tl(R/l
s
R) = Sl,0(R/l
s
R).
4. lsR/ls
R
= 0.
5. Tl(Q
s
l (R)) = Q
s
l (R)
∗ and lsQs
l
(R) = 0.
6. pi(Lsl (R)) = L
s
l (R/l
s
R) and L
s
l (R) = pi
−1(Lsl (R/l
s
R)).
7. Qsl (R/l
s
R) = Ql(R/l
s
R).
Semisimplicity criterion for the ring Qsl (R). A ring is called a left Goldie ring if it does
not contain infinite direct sums of nonzero left ideals and satisfies the ascending chain condition
on left annihilators.
Theorem 1.3 Let R be a ring. The following statements are equivalent.
1. Qsl (R) is a semisimple ring.
2. R/lsR is a semiprime left Goldie ring.
3. Ql(R/l
s
R) is a semisimple ring.
4. Ql,cl(R/l
s
R) is a semisimple ring.
If one of the equivalent conditions holds then
Qsl (R) ≃ Ql(R/l
s
R) ≃ Ql,cl(R/l
s
R),
Tl(R) = pi
−1(CR/ls
R
) and Tl(R/l
s
R) = CR/lsR where pi : R→ R/l
s
R, r 7→ r = r+ l
s
R, and CR/lsR is the
set of regular elements of the ring R/lsR.
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Goldie’s Theorem [7] is a criterion for a ring to have semisimple left quotient ring (earlier,
criteria were given, by Goldie [6] and Lesieur and Croisot [10], for a ring to have a simple Ar-
tinian left quotient ring). Recently, the author [4] has given several more new criteria. For a
left Noetherian ring which has a left quotient ring, Talintyre [17] has established necessary and
sufficient conditions for the left quotient ring to be left Artinian. Small [13, 14], Robson [12], and
later Tachikawa [16] and Hajarnavis [9], and recently the author [2] have given different criteria
for a ring to have a left Artinian left quotient ring.
Semisimplicity criterion for the ring Ql,cl(R). The statement of Goldie’s Theorem is a
semisimplicity criterion for the ring Ql,cl(R) which states that the ring Ql,cl(R) is a semisimple
ring iff R is a semiprime left Goldie ring. Recently, four new criteria for semisimplicity of Ql,cl(R)
are given in [4] using completely different ideas and approach. Below, another semisimplicity
criterion for Ql,cl(R) is given via Q
s
l (R) and l
s
R.
Theorem 1.4 Let R be a ring. The following statements are equivalent.
1. Ql,cl(R) is a semisimple ring.
2. Ql(R) is a semisimple ring.
3. (a) Qsl (R) is a semisimple ring.
(b) lsR = 0.
If one of the equivalent conditions 1–3 holds then Ql,cl(R) ≃ Ql(R) ≃ Qsl (R) and CR = Tl(R) =
Lsl (R).
Theorem 1.5 Let R be a ring. Then, for all a ∈ Assl(R) with a ⊆ lsR, Sl,a(R) ⊆ Tl(R), and so
there is a ring R-homomorphism Ql,a(R)→ Qsl (R), s
−1r 7→ s−1r.
For an arbitrary ring R, Theorem 1.6 reveals natural and tight connections between triples
Tl(R), l
s
R, Q
s
l (R) and Tl(Ql(R)), l
s
Ql(R)
, Qsl (Ql(R)).
Theorem 1.6 Let R be a ring. Then
1. Tl(Ql(R)) = Ql(R)
∗ Tl(R) = {s
−1t | s ∈ Sl(R), t ∈ Tl(R)} and Tl(R) = R ∩ Tl(Ql(R)).
2. lsQl(R) = Sl(R)
−1
l
s
R and l
s
R = R ∩ l
s
Ql(R)
.
3. Qsl (R) ≃ Q
s
l (Ql(R)).
The paper is organized as follows. In Section 2, we prove Proposition 2.8 and Proposition 2.15
(mentioned above). We show that that Sl,0(R) ⊆ Tl(R) (Lemma 2.10.(3)) and as a result there is
a canonical homomorphism
θ : Ql(R)→ Q
s
l (R), s
−1r 7→ s−1r, (s ∈ Sl(R), r ∈ R).
The lemma below is a criterion for the homomorphism θ to be an isomorphism.
• (Lemma 2.13) Sl,0(R) = Tl(R) iff θ is an isomorphism iff lsR = 0.
In Section 3, proofs of Theorems 1.1–1.5 are given. In Section 4, the two-sided theory (i.e. about
left and right denominators sets) is developed and analogous results to the five theorems above
are proved. In Section 3, Theorem 1.6 is proved.
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2 Preliminaries, the largest strong left denominator set Tl(R)
of R and its characterizations
In this section, for reader’s convenience we collect necessary results that are used in the proofs of
this paper. Several characterizations (Proposition 2.8 and Proposition 2.15) of Tl(R) are given. A
criterion is given for the inclusion Sl,0(R) ⊆ Tl(R) (which always holds by Lemma 2.10.(3)) to be
an equality, and for the canonical ring homomorphism Ql,cl(R) → Qsl (R) to be an isomorphism
(Lemma 2.13).
More results on localizations of rings (and some of the missed standard definitions) the reader
can find in [8], [11] and [15].
The largest regular left Ore set and the largest left quotient ring of a ring. Let R be
a ring. A multiplicatively closed subset S of R or a multiplicative subset of R (i.e. a multiplicative
sub-semigroup of (R, ·) such that 1 ∈ S and 0 6∈ S) is said to be a left Ore set if it satisfies the left
Ore condition: for each r ∈ R and s ∈ S, Sr
⋂
Rs 6= ∅. Let Orel(R) be the set of all left Ore sets
of R. For each S ∈ Orel(R) the set ass(S) := {r ∈ R | sr = 0 for some s ∈ S} is an ideal of the
ring R.
A left Ore set S is called a left denominator set of the ring R if rs = 0 for some elements
r ∈ R and s ∈ S implies tr = 0 for some element t ∈ S, i.e. r ∈ ass(S). Let Denl(R) be the set
of all left denominator sets of R. For S ∈ Denl(R), let S−1R = {s−1r | s ∈ S, r ∈ R} be the left
localization of the ring R at S (the left quotient ring of R at S). Let us stress that in Ore’s method
of localization one can localize precisely at left denominator sets.
In general, the set C of regular elements of a ring R is neither a left nor right Ore set of the
ring R and as a result neither the left nor right classical quotient ring (Ql,cl(R) := C−1R and
Qr,cl(R) := RC−1) exists. Remarkably, there exists a largest regular left Ore set S0 = Sl,0 =
Sl,0(R), [3]. This means that the set Sl,0(R) is an Ore set of the ring R that consists of regular
elements (i.e. Sl,0(R) ⊆ C) and contains all the left Ore sets in R that consist of regular elements.
Also, there exists a largest regular (left and right) Ore set Sl,r,0(R) of any ring R. In general, all
the sets C, Sl,0(R), Sr,0(R) and Sl,r,0(R) are distinct. For example, these sets are different for the
ring I1 = K〈x, ∂,
∫
〉 of polynomial integro-differential operators over a field K of characteristic
zero, [1]. In [1], these four sets are found explicitly for R = I1.
Definition: Following the terminology of [1], [3], we call the ring
Ql(R) := Sl,0(R)
−1R
(respectively, Qr(R) := RSr,0(R)
−1 and Q(R) := Sl,r,0(R)
−1R ≃ RSl,r,0(R)
−1) the largest left
(respectively, right and two-sided) quotient ring of the ring R.
In general, the rings Ql(R), Qr(R) and Q(R) are not isomorphic, for example, for R = I1
as shown in Section 8 of [1]. The next theorem gives various properties of the ring Ql(R). In
particular, it describes its group of units.
Theorem 2.1 [3]
1. S0(Ql(R)) = Ql(R)
∗ and S0(Ql(R)) ∩R = S0(R).
2. Ql(R)
∗ = 〈S0(R), S0(R)−1〉, i.e. the group of units of the ring Ql(R) is generated by the
sets S0(R) and S0(R)
−1 := {s−1 | s ∈ S0(R)}.
3. Ql(R)
∗ = {s−1t | s, t ∈ S0(R)}.
4. Ql(Ql(R)) = Ql(R).
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The maximal left denominator sets and the maximal left localizations of a ring.
The set (Denl(R),⊆) is a poset (partially ordered set). In [3], it is proved that the set max.Denl(R)
of its maximal elements is a non-empty set.
Definition, [3]. An element S of the set max.Denl(R) is called a maximal left denominator set
of the ring R and the ring S−1R is called a maximal left quotient ring of the ring R or a maximal
left localization ring of the ring R. The intersection
lR := l.lrad(R) :=
⋂
S∈max.Denl(R)
ass(S) (1)
is called the left localization radical of the ring R, [3].
Properties of the maximal left quotient rings of a ring. The next theorem describes
various properties of the maximal left quotient rings of a ring. In particular, their groups of units
and their largest left quotient rings. It is the key fact in the proof of the characterization of the
set Lsl (Proposition 2.3).
Theorem 2.2 [3] Let S ∈ max.Denl(R), A = S−1R, A∗ be the group of units of the ring A;
a := ass(S), pia : R→ R/a, a 7→ a+ a, and σa : R→ A, r 7→
r
1 . Then
1. S = Sa(R), S = pi
−1
a (S0(R/a)), pia(S) = S0(R/a) and A = S0(R/a)
−1R/a = Ql(R/a).
2. S0(A) = A
∗ and S0(A) ∩ (R/a) = S0(R/a).
3. S = σ−1
a
(A∗).
4. A∗ = 〈pia(S), pia(S)−1〉, i.e. the group of units of the ring A is generated by the sets pia(S)
and pia(S)
−1 := {pia(s)−1 | s ∈ S}.
5. A∗ = {pia(s)−1pia(t) | s, t ∈ S}.
6. Ql(A) = A and Assl(A) = {0}. In particular, if T ∈ Denl(A) then T ⊆ A∗.
Theorems 2.1 and 2.2 are used in many proofs in this paper.
Definition, [4]. The sets
Ll(R) :=
⋃
S∈max.Denl(R)
S and NLl(R) := R\Ll(R)
are called the sets of left localizable and left non-localizable elements of R, respectively, and the
intersection
Lsl (R) :=
⋂
S∈max.Denl(R)
S
is called the set of strongly (or completely) left localizable elements of R. Clearly, Lsl (R) is a
multiplicative set and
R∗ ⊆ Lsl (R) (2)
since R∗ ⊆ S for all S ∈ max.Denl(R), by Theorem 2.2.(3). By Proposition 3.3.(1),
Sl,0(R) ⊆ L
s
l (R). (3)
In particular, if the set CR of regular elements of the ring R is a left Ore set then CR = Sl,0(R)
and so
CR ⊆ L
s
l (R). (4)
The next proposition is a characterization of the set Lsl (R) which says that the set L
s
l (R) contains
precisely the elements of the ring R that are units in all maximal left localizations of R.
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Proposition 2.3 Let R be a ring. Then
1. Lsl (R) = {s ∈ R |
s
1 ∈ (S
−1R)∗ for all S ∈ max.Denl(R)} where (S−1R)∗ is the group of
units of the ring S−1R.
2. For all automorphisms σ ∈ Aut(R), σ(Lsl (R)) = L
s
l (R).
Proof. 1. Let R be the RHS of the claimed equality. By the very definition of the set Lsl (R),
we have the inclusion Lsl (R) ⊆ R. Conversely, let s ∈ R and σS : R → S
−1R, r 7→ r1 , where
S ∈ max.Denl(R). Then s ∈ σ
−1
S ((S
−1R)∗) = S for all S ∈ max.Denl(R) (Theorem 2.2 parts 2
and 3), hence s ∈ Lsl (R).
2. Obvious. 
Let R be a ring. Let S, T be submonoids of the multiplicative monoid (R, ·). We denote by
ST the submonoid of (R, ·) generated by S and T . This notation should not be confused with the
product of two sets which is not used in this paper. The next result is a criterion for the set ST
to be a left Ore (denominator) set.
Lemma 2.4 1. Let S, T ∈ Orel(R). If 0 6∈ ST then ST ∈ Orel(R).
2. Let S, T ∈ Denl(R). If 0 6∈ ST then ST ∈ Denl(R).
3. Statements 1 and 2 hold also for Ore sets and denominator sets, respectively.
Proof. 1. Since 0 6∈ ST , the set P := ST is multiplicative. It remains to show that the left
Ore condition holds for P . Given an element p = s1t1 · · · sntn ∈ P and r ∈ R (where si ∈ S and
ti ∈ T ) we have to find elements p′ ∈ P and r′ ∈ R such that p′r = r′p. There are elements t′n ∈ T
and r′n ∈ R such that t
′
nr = r
′
ntn. Similarly, s
′
nr
′
n = r
′′
nsn for some s
′
n ∈ S and r
′′
n ∈ R. Hence,
s′nt
′
nr = r
′′
nsntn. Then repeating these two steps n− 1 more times we find elements s
′
i ∈ S, t
′
i ∈ T
and r′ ∈ R such that
s′1t
′
1 · · · s
′
nt
′
nr = r
′s1t1 · · · sntn.
So, it suffices to take p′ = s′1t
′
1 · · · s
′
nt
′
n.
2. By statement 1, it remains to show that if rp = 0 for some elements r ∈ R and p =
s1t1 · · · sntn ∈ P then p′r = 0 for some p′ ∈ P . 0 = rp = (rs1t1 · · · sn)tn ⇒ t′nrs1t1 · · · sn = 0 for
some element t′n ∈ T . Similarly, s
′
nt
′
nrs1t1 · · · sn−1tn−1 = 0 for some element s
′
n ∈ S. Repeating
the same two steps n − 1 more times we have s′1t
′
1 · · · s
′
nt
′
nr = 0 for some elements s
′
i ∈ S and
t′i ∈ T . It suffices to take p
′ = s′1t
′
1 · · · s
′
nt
′
n.
3. Statement 3 follows from statements 1 and 2. 
Criterion for a left Ore/denominator set to be maximal. There are posets (Orel(R),⊆),
(Denl(R),⊆), (Ore(R),⊆) and (Den(R),⊆). The next lemma states that the sets of maximal
elements of these posets are non-empty sets.
Lemma 2.5 Let R be a ring.
1. The set max.Orel(R) of maximal left Ore sets in R is a non-empty set.
2. The set max.Denl(R) of maximal left denominator sets in R is a non-empty set.
3. The set max.Ore(R) of maximal (left and right) Ore sets in R is a non-empty set.
4. The set max.Den(R) of maximal (left and right) denominator sets in R is a non-empty set.
Proof. All statements follow at once from Zorn’s Lemma and the fact that given a linearly
ordered chain of left (resp. left and right) Ore sets [resp. denominator sets] then their union is a
left (resp. left and right) Ore set [resp. a denominator set]. 
The next proposition is a criterion for a left Ore/denominator set to be a maximal left
Ore/denominator set.
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Proposition 2.6 Let R be a ring.
1. Let S ∈ Orel(R) (resp. S ∈ Ore(R)). Then S ∈ max.Orel(R) (resp. S ∈ max.Ore(R)) iff
0 ∈ ST for all T ∈ Orel(R) such that T 6⊆ S (resp. T ∈ Ore(R)).
2. Let S ∈ Denl(R) (resp. S ∈ Den(R)). Then S ∈ max.Denl(R) (resp. S ∈ max.Den(R)) iff
0 ∈ ST for all T ∈ Denl(R) such that T 6⊆ S (resp. T ∈ Den(R)).
Proof. 1. Statement 1 follows from Lemma 2.4.(1,3) and the inclusion S ⊆ ST .
2. Statement 1 follows from Lemma 2.4.(2,3) and the inclusion S ⊆ ST . 
Let {Si | i ∈ I} ⊆ Orel(R), I 6= ∅, F := {J ⊆ I | 1 ≤ |J | <∞} and
∨
i∈I
Si :=
⋃
F∈F
∏
i∈F
Si. (5)
Lemma 2.7 1. Let {Si | i ∈ I} ⊆ Orel(R). Suppose that 0 6∈
∏
i∈F Si for all non-empty finite
subsets F ⊆ I. Then
∨
i∈I Si is the least upper bound of {Si | i ∈ I} in Orel(R).
2. Let {Si | i ∈ I} ⊆ Denl(R). Suppose that 0 6∈
∏
i∈F Si for all non-empty finite subsets F ⊆ I.
Then
∨
i∈I Si is the least upper bound of {Si | i ∈ I} in Denl(R).
3. Statements 1 and 2 hold also for Ore sets and denominator sets, respectively.
Proof. 1. By Lemma 2.4.(1),
∨
i∈I Si ∈ Orel(R). Now, statement 1 is obvious.
2. By Lemma 2.4.(2),
∨
i∈I Si ∈ Denl(R). Now, statement 2 is obvious.
3. Statement 3 follows from statements 1 and 2. 
The largest strong left denominator set Tl(R). The set Den
s
l (R) := {T ∈ Denl(R) |T ⊆
Lsl (R)} is a non-empty set since R
∗ ∈ Densl (R). The elements of Den
s
l (R) are called the strong left
denominator sets of R and the rings T−1R where T ∈ Densl (R) are called the strong left quotient
rings or the strong left localizations of R. The next proposition shows that the set of maximal
elements (w.r.t. to inclusion) max.Densl (R) is a non-empty set. Moreover, it contains a single
element. Namely,
Tl(R) :=
⋃
S∈Dens
l
(R)
S. (6)
Proposition 2.8 Let R be a ring. Then max.Densl (R) = {Tl(R)}.
Proof. (i) For all S, T ∈ Densl (R), 0 6∈ ST where ST is the semigroup of (R, ·) generated
by the sets S and T : Suppose that 0 ∈ ST for some S, T ∈ Densl (R), i.e. s1t1s2t2 · · · sntn = 0
for some elements si ∈ S and ti ∈ T . Take S ∈ max.Denl(R). Then S, T ⊆ S and so 0 6=
s1t1s2t2 · · · sntn/1 ∈ S−1R, a contradiction.
(ii)
∨
S∈Dens
l
(R) S = Tl(R) (see (5)): This follows from the fact that Den
s
l (R) is a monoid, by
(i).
(iii) max.Densl (R) = {Tl(R)}: By (ii) and Lemma 2.7.(2), Tl(R) is the least upper bound of
Densl (R) in the set Denl(R). Since Tl(R) ∈ Den
s
l (R), Tl(R) is the largest element in Den
s
l (R). 
So, Tl(R) is the largest strong denominator set of R.
Definition. The ideal of the ring R,
l
s
R := ass(Tl(R)) =
⋃
S∈Dens
l
(R)
ass(S)
is called the strong left localization radical of the ring R.
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The set Densl (R) is invariant under the action of the group of automorphisms Aut(R) of the
ring R.
Lemma 2.9 1. For all automorphisms σ ∈ Aut(R), σ(Tl(R)) = Tl(R) and σ(l
s
R) = l
s
R.
2. lsR ⊆ lR where lR :=
⋂
S∈max.Denl(R)
ass(S).
Proof. 1. Obvious.
2. For all S ∈ max.Denl(R), Tl(R) ⊆ S, and so ass(Tl(R)) ⊆ ass(S). Therefore, lsR ⊆ lR. 
The next result shows that the sets Tl(R) and Lsl (R) are closed under addition of elements of
l
s
R and lR, respectively.
Lemma 2.10 Let R be a ring. Then
1. Tl(R) + l
s
R = Tl(R).
2. Lsl (R) + lR ⊆ L
s
l (R). In particular, Tl(R) + lR ⊆ L
s
l (R).
3. R∗ ⊆ Sl,0(R) ⊆ Tl(R).
Proof. 1. Let Tl := Tl(R). By Corollary 2.12.(1) (or Lemma 2.11) (see below), T := Tl + l
s
R ∈
Denl(R). To finish the proof of statement 1 it suffices to show that T ⊆ L
s
l (R) (since then T ⊆ Tl,
as Tl is the largest element in Lsl (R), Proposition 2.8). Let t ∈ Tl and a ∈ l
s
R. We have to show
that t+ a ∈ Lsl (R). For all S ∈ max.Denl(R), Tl ⊆ S and so l
s
R ⊆ ass(S). Hence,
S−1R ∋
t+ a
1
=
t
1
∈ (S−1R)∗.
By Proposition 2.3.(1), t+ a ∈ Lsl (R).
2. Let t ∈ Lsl (R) and l ∈ lR. For all S ∈ max.Denl(R), S
−1R ∋ t+l1 =
t
1 ∈ (S
−1R)∗. By
Proposition 2.3, t+ l ∈ Lsl (R).
3. By the inclusion (3), Sl,0(R) ∈ Den
s
l (R). Hence, Sl,0(R) ⊆ Tl(R), by Proposition 2.8. By
Theorem 2.1.(1), R∗ ⊆ Sl,0(R). 
The next lemma shows that under natural conditions pre-images of left denominator sets are
also left denominator sets.
Lemma 2.11 Let R be a ring, S ∈ Denl(R, a), pi : R→ R/a, r 7→ r := r+ a, T ∈ Denl(R/a, b/a)
where b is an ideal of R such a ⊆ b, and T ′ := pi−1(T ). If S ⊆ T ′ then T ′ ∈ Denl(R, b).
Proof. (i) T ′ ∈ Orel(R): Given elements t′ ∈ T ′ and r ∈ R. Since T ∈ Orel(R/a), tr = r1t′
for some elements t ∈ T ′ and r1 ∈ R. Then s(tr − r1t′) = 0 for some element s ∈ S, and so
st · r = sr1 · t′ where st ∈ T ′, i.e. T ′ ∈ Orel(R).
(ii) T ′ ∈ Denl(R): If rt′ = 0 for some elements r ∈ R and t′ ∈ T ′ then rt′ = 0, and so t′1r = 0
for some element t′1 ∈ T
′. Now, t′1r ∈ a. There exists an element s ∈ S such that st
′
1 · r = 0.
Notice that st′1 ∈ T
′ (since s ∈ S ⊆ T ′). Therefore, T ′ ∈ Denl(R), by (i).
(iii) ass(T ′) = b: If t′r = 0 for some elements t′ ∈ T ′ and r ∈ R then t′r = 0, and so
r ∈ b/a and r ∈ b. Then ass(T ′) ⊆ b. Let b ∈ b. Then t′b = 0 for some element t′ ∈ T ′ (since
pi(T ′) = T ∈ Denl(R/a, b/a)). Now, t′b ∈ a. Hence, st′ · b = 0 for some s ∈ S. Since st′ ∈ T ′,
b ∈ ass(T ′). Then, ass(T ′) = b. 
Corollary 2.12 Let R be a ring and S ∈ Denl(R, a). Then
1. S + a ∈ Denl(R, a).
2. S + ass(S) = S for all S ∈ max.Denl(R).
3. S + ass(S) = S for all S ∈ max.Den(R).
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Proof. 1. Let pi : R → R/a, r 7→ r := r + a. Since T := pi(S) ∈ Denl(R/a, 0) and S + a =
pi−1(T ) ⊇ S, we see that S + a ∈ Denl(R, a), by Lemma 2.11.
2 and 3. Statements 2 and 3 follow from statement 1 and the inclusion S ⊆ S + ass(S). 
The largest strong left quotient ring Qsl (R) of a ring R.
Definition. The ring Qsl (R) := Tl(R)
−1R is called the largest strong left quotient ring of the
ring R.
There are exact sequences:
0→ lsR → R→ Q
s
l (R), r 7→
r
1
, (7)
0→ Sl,0(R)
−1
l
s
R → Ql(R)
θ
→ Qsl (R), θ(s
−1r) = s−1r, (8)
where s ∈ Sl,0(R) and r ∈ R (if θ(s−1r) = 0 then
r
1 = 0 in Q
s
l (R), hence r ∈ l
s
R, and so
ker(θ) = S−1l,0 (R)
−1
l
s
R).
For each S ∈ max.Denl(R), there is a commutative diagram of ring homomorphisms:
R
σS
""❊
❊
❊
❊
❊
❊
❊
❊
σ
// Qsl (R)
σsS

S−1R
(9)
where, for r ∈ R and s ∈ Tl(R), σ(r) =
r
1 , σS(r) =
r
1 and σ
s
S(s
−1r) = s−1r. Clearly,
ker(σsS) = Tl(R)
−1ass(S). (10)
In more detail, if σsS(s
−1r) = 0 then 0 = r1 ∈ S
−1R, hence r ∈ ass(S), and so ker(σsS) =
Tl(R)
−1ass(S). Moreover, there is a canonical exact sequence
0→ Tl(R)
−1
lR → Q
s
l (R)
σs
→
∏
S∈max.Denl(R)
S−1R, where σs :=
∏
S∈max.Denl(R)
σsS . (11)
In more detail, if σs(s−1r) = 0 where s ∈ Tl(R) and r ∈ R then S−1R ∋ σsS(s
−1r) = s−1r = 0 for
all S ∈ max.Denl(R), and so r ∈ ass(S) for all S ∈ max.Denl(R), i.e. r ∈ ∩S∈max.Denl(R)ass(S) =
lR. Therefore, ker(σ
s) = Tl(R)
−1
lR.
Criterion for Sl,0(R) = Tl(R). Recall that Sl,0(R) ⊆ Tl(R) (Lemma 2.10.(3)). The next
lemma is a criterion for a ring R to have the property that Sl,0(R) = Tl(R) (or/and that the
homomorphism θ : Ql(R)→ Qsl (R) is an isomorphism).
Lemma 2.13 Let R be a ring. The following statements are equivalent.
1. Sl,0(R) = Tl(R).
2. lsR = 0.
3. θ is an isomorphism.
4. θ is a monomorphism.
5. θ is a epimorphism and Sl,0(R) + l
s
R ⊆ Sl,0(R).
Proof. The following implications are obvious (see the exact sequence (8)): 1 ⇔ 2 ⇔ 4,
1⇒ 3⇒ 4 and 3⇒ 5.
(5⇒ 2) It suffices to show that Tl := Tl(R) ⊆ Sl := Sl,0(R). Let t ∈ Tl. Then Qsl (R) ∋ t
−1 =
θ(s−1r) for some elements s ∈ Sl and r ∈ R. Hence, rt = s + a =: s′ for some element a ∈ lsR.
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Since, by the assumption, Sl + l
s
R ⊆ Sl, we have s
′ ∈ Sl. Hence, ker(t·) = 0 (where t· : R → R,
x 7→ tx) since ker(t·) ⊆ ker(rt·) = ker(s′·) = 0 as s′ ∈ Sl. Thus lsR = 0. 
Two more characterizations of the set Tl(R). For a ring R, let
′CR := {c ∈ R | ker(·c) = 0}
be the set of left regular elements of R where ·c : R→ R, r 7→ rc.
Definition. The sets
CwR := {c ∈ R |
c
1
∈ CS−1R for all S ∈ max.Denl(R)},
′CwR := {c ∈ R |
c
1
∈ ′CS−1R for all S ∈ max.Denl(R)},
are called the sets of weak regular and weak left regular elements of R.
The sets CwR and
′CwR are multiplicative sets such that R
∗ ⊆ CwR ⊆
′CwR .
Lemma 2.14 Let R be a ring. Then
1. CR ⊆ ′CR ⊆ ′CwR .
2. Lsl (R) ⊆ C
w
R .
Proof. 1. We have to show that ′CR ⊆ ′CwR . Given c ∈
′CR. Suppose that c 6∈ ′CwR , we seek a
contradiction. Then there exist S ∈ max.Denl(R) and r ∈ R such that
r
1
c
1 = 0 and
r
1 6= 0. Then
rc ∈ ass(S), and so src = 0 for some s ∈ S. Now, sr = 0 (since c ∈ ′CR). Therefore,
r
1 = 0, a
contradiction.
2. Statement 2 follows from Proposition 2.3.(1). 
By Lemma 2.14.(2),
Tl(R) ⊆ L
s
l (R) ⊆ C
w
R ⊆
′CwR . (12)
Two more characterizations of the set Tl(R) are given below.
Proposition 2.15 1. The set Tl(R) is the largest left denominator set in the set
′CwR .
2. The set Tl(R) is the largest left denominator set in the set CwR .
Proof. 1. Given T ∈ Denl(R) such that T ⊆ ′CwR . We have to show that T ⊆ Tl(R).
(i) For all S ∈ max.Denl(R), ST ∈ Denl(R): By Lemma 2.4.(2), we have to show that
0 6∈ ST . Suppose that 0 ∈ ST for some S ∈ max.Denl(R), we seek a contradiction. Then
s1t1 · · · sntn = 0 for some elements si ∈ S and ti ∈ T , and in the ring S−1R, s1t1 · · · sntn/1 = 0.
Now, s1t1 · · · sntn/1 = 0 implies s1t1 · · · sn/1 = 0 (since tn ∈ ′CwR) implies s1t1 · · · sn−1tn−1/1 = 0
(since sn is a unit in S
−1R). Continue in this way we obtain that s1/1 = 0, a contradiction.
(ii) T ⊆ Lsl (R). By (i), for all S ∈ max.Denl(R), S ⊆ ST , hence S = ST (by the maximality
of S), and so T ⊆ ST = S. Therefore, T ⊆ ∩S∈max.Denl(R)S = L
s
l (R).
(iii) T ⊆ Tl(R), by Proposition 2.8.
2. By (12), ′CwR ⊇ L
s
l (R) ⊇ Tl(R). Now, statement 2 follows from statement 1. 
3 The largest strong left quotient ring of a ring and its
properties
The aim of this section is to prove Theorem 1.1 and Theorem 1.2, and to give a criterion for a
ring R to have a semisimple strong left quotient ring (Theorem 1.3).
Let us collect/prove the results (Lemma 3.1, Lemma 3.2 and Proposition 3.3) that are used in
the proofs of these theorems. Let S, T ∈ Denl(R). The denominator set T is called S-saturated if
sr ∈ T , for some s ∈ S and r ∈ R, then r ∈ T , and if r′s′ ∈ T , for some s′ ∈ S and r′ ∈ R, then
r′ ∈ T .
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Lemma 3.1 [3] Let S ∈ Denl(R, a), pi : R→ R/a, a 7→ a+ a, and σ : R→ S−1R, r 7→ r/1.
1. Let T ∈ Denl(S−1R, 0) be such that pi(S), pi(S)−1 ⊆ T . Then T ′ := σ−1(T ) ∈ Denl(R, a), T ′
is S-saturated, T = {s−1t′ | s ∈ S, t′ ∈ T ′}, and S−1R ⊆ T ′−1R = T−1R.
2. pi−1(S0(R/a)) = Sa(R), pi(Sa(R)) = S0(R/a)) and Qa(R) = Sa(R)
−1R = Ql(R/a).
The next lemma shows that there is a canonical bijection between the sets of maximal left
denominator sets of the rings R and R/lsR.
Lemma 3.2 Let R be a ring, pi : R→ R/lsR, r 7→ r := r + l
s
R. Then the map
max.Denl(R)→ max.Denl(R/l
s
R), S 7→ pi(S),
is a bijection with the inverse T 7→ pi−1(T ).
Proof. (i) For all S ∈ max.Denl(R), pi(S) ∈ max.Denl(R/lsR): Since l
s
R ⊆ lR ⊆ ass(S),
pi(S) ∈ Denl(R/lsR, ass(S)/l
s
R). Suppose that T ∈ Denl(R/l
s
R) with pi(S) ⊆ T , we have to show
that pi(S) = T . Let pi′ : R/lsR → R/ass(S), r + l
s
R 7→ r + ass(S). Since ass(pi(S)) ⊆ ass(T ),
pi′(T ) ∈ Denl(R/ass(S), ass(T )/ass(pi(S))).
Using Lemma 2.11 in the situation when S ∈ Denl(R, ass(S)), pi′′ : R→ R/ass(S), r 7→ r+ass(S),
and pi′(T ) ∈ Denl(R/ass(S), ass(T )/ass(pi(S)) ≃ b/ass(S)) where b = pi
−1(ass(T )), we conclude
that
S ⊆ pi−1pi(S) ⊆ pi−1(T ) = pi′′−1(pi′(T )) ∈ Denl(R).
Therefore, S = pi−1(T ), by the maximality of S. Hence, pi(S) = pipi−1(T ) = T , as required.
(ii) For all T ∈ max.Denl(R/l
s
R), pi
−1(T ) ∈ max.Denl(R) : Since Tl := Tl(R) ∈ Denl(R, l
s
R),
we have pi(Tl) ∈ Denl(R/lsR, 0). We claim that
0 6∈ Tpi(Tl)
where Tpi(Tl) is the submonoid of (R/l
s
R, ·) generated by T and pi(Tl). Suppose that 0 ∈ Tpi(Tl),
i.e. t1s1 · · · tnsn = 0 for some elements ti ∈ T and si ∈ pi(Tl), we seek a contradiction. Then
t1s1 · · · tn = 0 (since sn ∈ pi(Tl) and ass(pi(Tl)) = 0) and so
t′nt1s1 · t2s2 · · · tn−1sn−1 = 0
for some element t′n ∈ T (since tn ∈ T and T ∈ Denl(R/l
s
R)). Repeating the same argument n− 1
more times we obtain elements t′2, . . . , t
′
n−1 ∈ T such that T ∋ t
′
2t
′
3 · · · t
′
nt1 = 0, a contradiction.
Since T ∈ max.Denl(R/lsR) and 0 6∈ Tpi(Tl), we must have T ⊆ Tpi(Tl) ∈ Denl(R/l
s
R), by
Lemma 2.4.(2). Therefore, T = Tpi(Tl) (by the maximality of T ) and so
pi(Tl) ⊆ T.
Using Lemma 2.11 in the situation when S := Tl(R) ∈ Denl(R, a := lsR), pi : R → R/l
s
R and
T ∈ Denl(R/lsR, ass(T )), we conclude that Tl(R) ⊆ pi
−1(T ) ∈ Denl(R). To finish the proof of (ii)
we have to show that if pi−1(T ) ⊆ S′ for some S′ ∈ max.Denl(R) than pi−1(T ) = S′. The inclusion
pi−1(T ) ⊆ S′ implies the inclusion T = pipi−1(T ) ⊆ pi(S′). By (i) and T ∈ max.Denl(R/lsR),
T = pi(S′). Therefore,
pi−1(T ) = pi−1pi(S′) = S′ + lsR = S
′
since lsR ⊆ lR ⊆ ass(S
′) and S′ + ass(S′) = S′, by Corollary 2.12.(2).
(iii) For all S ∈ max.Denl(R), pi−1pi(S) = S: pi−1pi(S) = S+ass(S) = S, by Corollary 2.12.(2).
(iv) For all T ∈ max.Denl(R/l
s
R), pipi
−1(T ) = T : Trivial.
The proof of the lemma is complete. 
A bijection between max.Denl(R) and max.Denl(Ql(R)).
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Proposition 3.3 [4, Proposition 2.10] Let R be a ring, Sl be the largest regular left Ore set of
the ring R, Ql := S
−1
l R be the largest left quotient ring of the ring R, and C be the set of regular
elements of the ring R. Then
1. Sl ⊆ S for all S ∈ max.Denl(R). In particular, C ⊆ S for all S ∈ max.Denl(R) provided C
is a left Ore set.
2. Either max.Denl(R) = {C} or, otherwise, C 6∈ max.Denl(R).
3. The map
max.Denl(R)→ max.Denl(Ql), S 7→ SQ
∗
l = {c
−1s | c ∈ Sl, s ∈ S},
is a bijection with the inverse T 7→ σ−1(T ) where σ : R → Ql, r 7→
r
1 , and SQ
∗
l is the
sub-semigroup of (Ql, ·) generated by the set S and the group Q∗l of units of the ring Ql, and
S−1R = (SQ∗l )
−1Ql.
4. If C is a left Ore set then the map (where Q = Ql,cl(R))
max.Denl(R)→ max.Denl(Q), S 7→ SQ
∗ = {c−1s | c ∈ C, s ∈ S},
is a bijection with the inverse T 7→ σ−1(T ) where σ : R → Q, r 7→ r1 , and SQ
∗ is the
sub-semigroup of (Q, ·) generated by the set S and the group Q∗ of units of the ring Q, and
S−1R = (SQ∗)−1Q.
Proof of Theorem 1.1. 1. Let Tl := Tl(R) and S := Sl,ls
R
(R). Since Tl ∈ Denl(R, lsR), we
have the inclusion Tl ⊆ S. It remains to show that Tl ⊇ S. By Proposition 3.3.(1), and Lemma
3.2, Sl,0(R/l
s
R) ⊆ pi(S) for all S ∈ max.Denl(R). Therefore,
S = pi−1(Sl,0(R/l
s
R)) (Lemma 3.1.(2))
⊆ pi−1

 ⋂
T∈max.Denl(R/lsR)
T

 (Proposition 3.3.(1))
= pi−1

 ⋂
S∈max.Denl(R)
pi(S)

 (Lemma 3.2)
=
⋂
S∈max.Denl(R)
pi−1pi(S) =
⋂
S∈max.Denl(R)
(S + lsR)
=
⋂
S∈max.Denl(R)
S (by Corollary 2.12.(2) and lsR ⊆ ass(S))
= Ll(R).
Hence, S ⊆ Tl, by the maximality of Tl.
2. By statement 1, Qsl (R) = Tl(R)
−1R = Sl,ls
R
(R)−1R = Ql,ls
R
(R). By Lemma 3.1.(2),
Ql,ls
R
(R) ≃ Ql(R/lsR).
3 and 4. By Theorem 2.1.(1), Sl,0(R/l
s
R) = R/l
s
R ∩Ql(R/l
s
R)
∗. Now,
Tl(R)
st.1
= Sl,ls
R
(R) = pi−1(Sl,0(R/l
s
R)) (Lemma 3.1.(2))
= pi−1(R/lsR ∩Ql(R/l
s
R)
∗)
= pi−1(R/lsR ∩Q
s
l (R/l
s
R)
∗) (by statement 2)
= σ−1(Qsl (R/l
s
R)
∗).
5. By Theorem 2.1.(3),
Ql(R/l
s
R)
∗ = {s−1t | s, t ∈ Sl,0(R/l
s
R)}.
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By statements 1, 2 and 4, Qsl (R)
∗ = {s−1t | s, t ∈ Tl(R)}. 
Proof of Theorem 1.2. 6. Statement 6 follows at once from Lemma 3.2:
pi−1(Lsl (R/l
s
R)) = pi
−1

 ⋂
T∈max.Denl(R/lsR)
T

 =
⋂
T∈max.Denl(R/lsR)
pi−1(T )
=
⋂
S∈max.Denl(R)
S = Lsl (R).
Hence, pi(Lsl (R)) = pipi
−1(Lsl (R/l
s
R)) = L
s
l (R/l
s
R).
2 and 4. Since pi(Tl(R)) ∈ Denl(R/lsR, 0) and pi(Tl(R)) ⊆ pi(L
s
l (R)) = L
s
l (R/l
s
R), by statement
6, we see that pi(Tl(R)) ⊆ Tl(R/lsR), by the maximality of Tl(R/l
s
R).
Conversely, by Lemma 3.2, Tl(R/l
s
R) ⊆ pi(S) for all S ∈ max.Denl(R). Therefore,
pi−1(Tl(R/l
s
R)) ⊆ pi
−1pi(S) = S for all S ∈ max.Denl(R) (Lemma 3.2),
hence pi−1(Tl(R/l
s
R)) ⊆
⋂
S∈max.Denl(R)
S = Lsl (R). Since Tl(R/l
s
R) ∈ Denl(R/l
s
R), Tl(R) ∈
Denl(R, l
s
R) and pi(Tl(R)) ⊆ Tl(R/l
s
R), we obtain that Tl(R) ⊆ pi
−1(Tl(R/l
s
R)) ∈ Denl(R), by
Lemma 2.11. Hence,
pi−1(Tl(R/l
s
R)) = Tl(R),
by the maximality of Tl(R). Hence,
Tl(R/l
s
R) = pipi
−1(Tl(R/l
s
R)) = pi(Tl(R)) ∈ Denl(R/l
s
R, 0).
This means that statements 2 and 4 hold.
3. Statement 3 follows from statement 4 and Theorem 1.1.(1).
5. Let σ : R/lsR → Ql(R/l
s
R), r 7→
r
1 . By Proposition 3.3.(3), the map
max.Denl(R/l
s
R)→ max.Denl(Ql(R/l
s
R)), S 7→ SQl(R/l
s
R)
∗ = {c−1s | c ∈ Sl,0(R/l
s
R), s ∈ S},
(13)
is a bijection with the inverse T 7→ σ−1(T ) = T∩R/lsR. Let T := Tl(Ql(R/l
s
R)). Then Ql(R/l
s
R)
∗ ⊆
T , by Lemma 2.10.(3). By (13), T ⊆ SQl(R/lsR)
∗ for all S ∈ max.Den(R/lsR). Hence,
T ∩R/lsR ⊆
⋂
S∈max.Denl(R/lsR)
R/lsR ∩ SQl(R/l
s
R)
∗
=
⋂
S∈max.Denl(R/lsR)
S (since S = R/lsR ∩ SQl(R/l
s
R)
∗, by (13))
= Lsl (R/l
s
R).
Also,
T ∩R/lsR ⊇ R/l
s
R ∩Ql(R/l
s
R)
∗ (since T ⊇ Ql(R/l
s
R)
∗)
= Sl,0(R/l
s
R) (Theorem 2.1.(1))
= Tl(R/l
s
R), (by statement 3).
Applying Lemma 3.1 to the case where S = Sl,0(R/l
s
R) ∈ Denl(R/l
s
R, a := 0) and T = T (notice
that Ql(R/l
s
R)
∗ ⊆ T ) we see that
T ∩R/lsR = σ
−1(T ) ∈ Denl(R/l
s
R).
This fact together with the inclusions (see above) Tl(R/l
s
R) ⊆ T ∩ R/l
s
R ⊆ L
s
l (R/l
s
R) implies the
equality
Tl(R/l
s
R) = T ∩R/l
s
R, (14)
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by the maximality of Tl(R/l
s
R). The inclusion Ql(R/l
s
R)
∗ ⊆ T and the fact that Ql(R/lsR)
∗ =
{s−1t | s, t ∈ Sl,0(R/lsR)} (Theorem 2.1.(3)) imply that
T = {s−1r | s ∈ Sl,0(R/l
s
R); r ∈ T ∩R/l
s
R}.
In more detail, if s−1r ∈ T for some s ∈ Sl,0(R/lsR) ⊆ T and
r
1 ∈ R/l
s
R then
r
1 ∈ sT ⊆ T T = T ,
and so r ∈ T ∩R/lsR.
By (14) and Tl(R/l
s
R) = Sl,0(R/l
s
R) (statement 3),
T = {s−1r | s ∈ Tl(R/l
s
R), r ∈ Tl(R/l
s
R)} = Ql(R/l
s
R)
∗.
Hence, ass(T ) = ass(Ql(R/lsR)
∗) = 0.
1. Statement 1 follows from statement 5.
7. By statement 4 and Theorem 1.1.(2), Qsl (R/l
s
R) ≃ Ql((R/l
s
R)/l
s
R/ls
R
) = Ql(R/l
s
R). 
Necessary and sufficient conditions for Ql(R) to be a semi-simple ring. A ring Q is
called a ring of quotients if every element c ∈ CQ is invertible. A subring R of a ring of quotients
Q is called a left order in Q if CR is a left Ore set and C
−1
R R = Q. A ring R has finite left rank
(i.e. finite left uniform dimension) if there are no infinite direct sums of nonzero left ideals in R.
The next theorem gives an answer to the question of whenQl(R) is a semi-simple ring. Theorem
3.4 is the key result in the proof of Theorem 1.3.
Theorem 3.4 [3] The following properties of a ring R are equivalent.
1. Ql(R) is a semi-simple ring.
2. Qcl(R) exists and is a semi-simple ring.
3. R is a left order in a semi-simple ring.
4. R has finite left rank, satisfies the ascending chain condition on left annihilators and is a
semi-prime ring.
5. A left ideal of R is essential iff it contains a regular element.
If one of the equivalent conditions hold then S0(R) = CR and Ql(R) = Qcl(R).
Proof of Theorem 1.3. (2⇔ 4) This is the Goldie’s Theorem for the ring R/lsR.
(1⇔ 3⇔ 4) By Theorem 1.1.(2), Qsl (R) ≃ Ql(R/l
s
R). Theorem 3.4 implies that (1 ⇔ 3 ⇔ 4)
and that Ql(R/l
s
R) ≃ Ql,cl(R/l
s
R) and Sl,0(R/l
s
R) = CR/lsR . By Theorem 1.2.(3), Sl,0(R/l
s
R) =
Tl(R/l
s
R). Then, by Theorem 1.2.(2), Tl(R) = pi
−1(Tl(R/l
s
R)) = pi
−1(Sl,0(R/l
s
R)). By Theorem
1.2.(2), Tl(R/l
s
R) = pi(Tl) = pipi
−1(Sl,0(R/l
s
R)) = Sl,0(R/l
s
R) = CR/lsR . 
The maximal left denominator sets of a finite direct product of rings.
Theorem 3.5 [4, Theorem 2.9] Let R =
∏n
i=1Ri be a direct product of rings Ri. Then for each
i = 1, . . . , n, the map
max.Denl(Ri)→ max.Denl(R), Si 7→ R1 × · · · × Si × · · · ×Rn, (15)
is an injection. Moreover, max.Denl(R) =
∐n
i=1max.Denl(Ri) in the sense of (15), i.e.
max.Denl(R) = {Si |Si ∈ max.Denl(Ri), i = 1, . . . , n},
S−1i R ≃ S
−1
i Ri, assR(Si) = R1 × · · · × assRi(Si)× · · · ×Rn.
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Proof of Theorem 1.4. (1⇔ 2) These implications are Theorem 3.4.(1,2).
(3⇒ 1) The implication follows from Theorem 1.3. In particular, Ql,cl(R) ≃ Qsl (R).
(1 ⇒ 3) (i) Lsl (R) = CR: Since Ql,cl(R) is a semisimple ring, CR = Sl,0(R) ⊆ L
s
l (R), by (3).
It remains to show that Lsl (R) ⊆ CR. The ring Ql,cl(R) =
∏n
i=1Ri is a semisimple ring where Ri
are simple Artinian rings (i.e. matrix rings over division rings). Clearly, max.Denl(Ri) = {R∗i }
where R∗i is the group of units of Ri. By Theorem 3.5, max.Denl(R) = {S1, . . . ,Sn} where
Si = R1 × · · · ×Ri−1 ×R∗i ×Ri+1 × · · · ×Rn for i = 1, . . . , n. The map
σ : R→ Ql,cl(R) =
n∏
i=1
Ri, r 7→
r
1
= (r1, . . . , rn),
is a monomorphism. Then an element r ∈ R is regular iff the element r1 = (r1, . . . , rn) ∈ Ql,cl(R) =∏n
i=1 Ri is regular iff r1 ∈ CRi = R
∗
1, . . . , rn ∈ CRn = R
∗
n iff
r
1 ∈
⋂n
i=1 Si iff
r = σ−1(r) ∈ σ−1(
n⋂
i=1
Si) =
n⋂
i=1
σ−1(Si) =
⋂
S∈max.Denl(R)
S = Lsl (R),
by Proposition 3.3.(3) and Theorem 3.5.
(ii) Tl(R) = CR: By (3), CR = Sl,0(R) ⊆ Tl(R) ⊆ Lsl (R) = CR.
(iii) Ql,cl(R) = Q
s
l (R) is a semisimple ring, by (ii) and l
s
R = ass(CR) = 0. 
The operations Lsl (·) : R 7→ L
s
l (R), Tl(·) : R 7→ Tl(R) and Q
s
l (·) : R 7→ Q
s
l (R) commute with
finite direct products as the next theorem shows.
Theorem 3.6 Let R =
∏n
i=1 Ri be a direct product of rings. Then
1. Lsl (R) =
∏n
i=1 L
s
l (Ri)
2. Tl(R) =
∏n
i=1 Tl(Ri) and Q
s
l (R) ≃
∏n
i=1Q
s
l (Ri).
Proof. 1. Statement 1 follows from Theorem 3.5:
Lsl (R) =
⋂
S∈max.Denl(R)
S =
n∏
i=1
⋂
Si∈max.Denl(Ri)
Si (Theorem 3.5)
=
n∏
i=1
Lsl (Ri).
2. Let Tl := Tl(R) and T =
∏n
i=1 Tl(Ri). We have to show that Tl = T . Clearly, T ∈ Denl(R)
and T ⊆
∏n
i=1 L
s
l (Ri) = L
s
l (R), by statement 1. Therefore, T ⊆ Tl, by the maximality of Tl. It
remains to show that Tl ⊆ T . Since Tl =
∏n
i=1 T
′
i for some T
′
i ∈ Denl(Ri) such that T
′
i ⊆ L
s
l (Ri)
(by statement 1). Therefore, T ′i ⊆ Tl(Ri) for i = 1, . . . , n, by the maximality of Tl(Ri), and so
Tl ⊆ T . 
Lemma 3.7 [3] Let S ∈ Denl(R, a) and T ∈ Denl(R, b) such that a ⊆ b. Then
1. r.ass(ST ) ⊆ b where r.ass(ST ) := {r ∈ R | rc = 0 for some c ∈ ST }.
2. ST ∈ Denl(R, c) and b ⊆ c.
Proof of Theorem 1.5. (i) Sl,a(R) ⊆ S for all S ∈ max.Denl(R): By Lemma 3.7, Sl,a(R)S ∈
Denl(R) since a ⊆ l
s
R ⊆ ass(S). Therefore, Sl,a(R) ⊆ Sl,a(R)S = S, by the maximality of S.
(ii) Sl,a(R) ⊆ Tl(R): By (i), Sl,a(R) ⊆ Lsl (R), hence Sl,a(R) ⊆ Tl(R), by the maximality of
Tl(R), Proposition 2.8. Hence, there is a ring R-homomorphism Ql,a(R)→ Qsl (R), s
−1r 7→ s−1r.

The largest strong quotient ring of Ql(R)
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For an arbitrary ring R, Theorem 1.6 establishes natural and tight connections between triples
Tl(R), l
s
R, Q
s
l (R) and Tl(Ql(R)), l
s
Ql(R)
, Qsl (Ql(R)). The applications of this theorem are given in
Section 5 where it is used in giving explicit descriptions of the triple Tl(R), l
s
R, Q
s
l (R) for every
ring R such that its classical left quotient ring Ql,cl(R) is a left Artinian ring, see Theorem 5.7
(notice that in this case Ql,cl(R) = Ql(R) ([3, Corollary 2.10]).
Proof of Theorem 1.6. 1 and 2. Let Sl = Sl(R) and Q = Ql(R). Since Sl(R) ⊆ Tl(R)
(Lemma 2.10.(3)), the multiplicative submonoid Q∗Tl(R) of Q generated by Q
∗ and Tl(R) belongs
to Denl(Q,Sl(R)
−1
l
s
R). In view of the bijection between the sets max.Denl(R) and max.Denl(Q)
given by Proposition 3.3.(3), we have the inclusion Q∗Tl(R) ⊆ Lsl (Q) which immediately implies
the inclusion Q∗Tl(R) ⊆ Tl(Q). We identify the ring R with its image in Q via σ : R→ Q, r 7→
r
1 .
By Lemma 3.1.(1), Tl(Q) ∩ R ∈ Denl(R,R ∩ lsQ) and Tl(Q) = {s
−1t | s ∈ Sl(R), t ∈ Tl(Q) ∩ R}.
By Proposition 3.3.(3), Tl(Q) ∩R ⊆ Lsl (R), and so Tl(Q) ∩R ⊆ Tl(R). Now,
Tl(R) ⊆ Q
∗Tl(R) ∩R ⊆ Tl(Q) ∩R ⊆ Tl(R),
i.e. Tl(R) = Q
∗Tl(R) ∩R = Tl(Q) ∩ R ∈ Denl(R,R ∩ lsR). In particular, l
s
R = R ∩ l
s
Q. By Lemma
3.1.(1),
Q∗Tl(R) = {s
−1t | s ∈ Sl(R), t ∈ Tl(R) = Tl(Q) ∩R} = Tl(Q).
So, statement 1 is proven. Since Tl(Q) = Q
∗Tl(R) ∈ Denl(Q,Sl(R)−1ass(Tl(R))), we must have
l
s
Q = ass(Tl(Q)) = Sl(R)
−1
l
s
R. So, statement 2 is proven.
3. Let Q = Ql(R). Then
Qsl (R) = Tl(R)
−1R ≃ (Q∗Tl(R))
−1Sl(R)
−1R
st. 1
≃ Tl(Q)
−1Q ≃ Qsl (Q). 
4 The largest strong quotient ring of a ring
In this section, the two-sided versions of the concepts appeared in Sections 2 and 3 are introduced:
the largest strong denominator set T (R), the largest strong quotient ring Qs(R) = T (R)−1R and
the strong localization radical lsR,t (the subscript t stands for ‘two-sided’, i.e. ‘left and right’).
All the results of the previous sections are true (with obvious adjustments) for left and right
Ore/denominator sets. For the analogous versions we state the corresponding results and the
proofs are left for the reader as an exercise in the case when they are literally the same (with
obvious modifications). The following notation is fixed:
• Den(R, a) is the set of (left and right) denominator sets S of R with ass(S) = a;
• Sa = Sa(R) = Sl,r,a(R) is the largest element of the poset (Den(R, a),⊆), i.e. the largest
denominator set in R associated with a, and Qa(R) := Ql,r,a(R) := S
−1
l,r,aR is the largest (left
and right) quotient ring associated with a, Sl,r,a exists, [3];
• max.Den(R) is the set of maximal denominator sets of R (it is a non-empty set, Lemma
2.5.(3));
• Ass(R) := {ass(S) |S ∈ Den(R)}.
The sets
L(R) :=
⋃
S∈max.Den(R)
S and NL(R) := R\L(R)
are called the sets of localizable and non-localizable elements of R, respectively, and the intersection
Ls(R) :=
⋂
S∈max.Den(R)
S
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is called the set of strongly (or completely) localizable elements of R. Clearly, Ls(R) is a multi-
plicative set and
R∗ ⊆ Ls(R) (16)
since R∗ ⊆ S for all S ∈ max.Den(R), by Lemma 3.7.(2). Similarly, by Lemma 3.7.(2),
Sl,r,0(R) ⊆ L
s(R). (17)
The next proposition is a characterization of the set Ls(R) which says that the set Ls(R) contains
precisely the elements of the ring R that are units in all maximal localizations of R.
Proposition 4.1 Let R be a ring. Then
1. Ls(R) = {s ∈ R | s1 ∈ (S
−1R)∗ for all S ∈ max.Den(R)} where (S−1R)∗ is the group of units
of the ring S−1R∗.
2. For all automorphisms σ ∈ Aut(R), σ(Ls(R)) = Ls(R).
Proof. 1. Let R be the RHS of the equality. By the very definition of the set Ls(R), Ls(R) ⊆
R. Conversely, let s ∈ R and σS : R → S−1R, r 7→
r
1 , where S ∈ max.Den(R). Then s ∈
σ−1S ((S
−1R)∗) = S for all S ∈ max.Den(R), [3, Theorem 4.11.(2,3)], hence s ∈ Ls(R).
2. Obvious. 
The largest strong denominator set T (R). The set Dens(R) := {T ∈ Den(R) |T ⊆ Lsl (R)}
is a non-empty set since R∗ ∈ Dens(R). The elements of Dens(R) are called the strong denominator
sets of R and the rings T−1R where T ∈ Dens(R) are called the strong quotient rings or the strong
localizations of R. Proposition 4.2 shows that the set of maximal elements max.Dens(R) of the
poset (Dens(R),⊆) is a non-empty set. Moreover, it contains a single element. Namely,
T (R) :=
⋃
S∈Dens(R)
S. (18)
Proposition 4.2 Let R be a ring. Then max.Dens(R) = {T (R)}.
So, T (R) is the largest strong denominator set of R. The ideal of the ring R,
l
s
R,t := ass(T (R)) =
⋃
S∈Dens(R)
ass(S)
is called the strong localization radical of the ring R.
The ideal
lR,t :=
⋂
S∈max.Den(R)
ass(S)
is called the (two-sided) localization radical of R. There is an exact sequence
0→ lR,t → R
σ
→
∏
S∈max.Den(R)
S−1R, σ =
∏
S∈max.Den(R)
σS ,
where σS : R → S
−1R, r 7→ r1 . The set Den
s(R) is invariant under the action of the group of
automorphisms Aut(R) of the ring R.
Lemma 4.3 1. For all automorphisms σ ∈ Aut(R), σ(T (R)) = T (R), σ(lR,t) = lR,t and
σ(lsR,t) = l
s
R,t.
2. lsR,t ⊆ lR,t.
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Lemma 4.4 Let R be a ring. Then
1. T (R) + lsR,t ⊆ T (R).
2. Ls(R) + lR,t ⊆ Ls(R). In particular, T (R) + lR,t ⊆ Ls(R).
3. R∗ ⊆ Sl,r,0(R) ⊆ T (R).
The largest strong quotient ring Qs(R) of a ring R. The ring Ql(R) := Tl(R)
−1R is
called the largest strong quotient ring of the ring R. There are exact sequences:
0→ lsR,t → R→ Q
s(R), r 7→
r
1
, (19)
0→ Sl,r,0(R)
−1
l
s
R,t → Q(R) := Sl,r,0(R)
−1R
θ
→ Qs(R), θ(s−1r) = s−1r, (20)
where s ∈ Sl,r,0(R) and r ∈ R (if θ(s−1r) = 0 then
r
1 = 0 in Q
s(R), hence r ∈ lsR,t, and so
ker(θ) = S−1l,r,0(R)
−1
l
s
R,t) and Q(R) is the largest (two-sided) quotient ring of R, [3].
For each S ∈ max.Den(R), there is a commutative diagram of ring homomorphisms:
R
σS
""❊
❊
❊
❊
❊
❊
❊
❊
σ
// Qs(R)
σsS

S−1R
(21)
where, for r ∈ R and s ∈ T (R), σ(r) = r1 , σS(r) =
r
1 and σ
s
S(s
−1r) = s−1r. Clearly,
ker(σsS) = T (R)
−1ass(S). (22)
In more detail, if σsS(s
−1r) = 0 then 0 = r1 ∈ S
−1R, hence r ∈ ass(S), and so ker(σsS) =
T (R)−1ass(S). Moreover, there is a canonical exact sequence
0→ T (R)−1lR,t → Q
s(R)
σs
→
∏
S∈max.Den(R)
S−1R, where σs :=
∏
S∈max.Den(R)
σsS . (23)
In more detail, if σs(s−1r) = 0 where s ∈ T (R) and r ∈ R then S−1R ∋ σsS(s
−1r) = s−1r = 0 for all
S ∈ max.Den(R), and so r ∈ ass(S) for all S ∈ max.Den(R), i.e. r ∈ ∩S∈max.Den(R)ass(S) = lR,t.
Therefore, ker(σs) = T (R)−1lR,t.
Criterion for Sl,r,0(R) = T (R). Recall that Sl,r,0(R) ⊆ Tl(R) (Lemma 4.4.(3)). The next
lemma is a criterion for a ring R to have the property that Sl,r,0(R) = T (R) (or/and that the
homomorphism θ : Ql(R)→ Qs(R) is an isomorphism).
Lemma 4.5 Let R be a ring. The following statements are equivalent.
1. Sl,r,0(R) = T (R).
2. lsR,t = 0.
3. θ is an isomorphism.
4. θ is a monomorphism.
5. θ is a epimorphism and Sl,r,0(R) + l
s
R,t ⊆ Sl,r,0(R).
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Two more characterizations of the set T (R). The sets
CwR,t := {c ∈ R |
c
1
∈ CS−1R for all S ∈ max.Den(R)},
′CwR,t := {c ∈ R |
c
1
∈ ′CS−1R for all S ∈ max.Den(R)},
are called the sets of two-sided weak regular and weak left regular elements of R, respectively.
The sets CwR,t and
′CwR,t are multiplicative sets such that R
∗ ⊆ CwR,t ⊆
′CwR,t.
Lemma 4.6 Let R be a ring. Then
1. CR ⊆ ′CR ⊆ ′CwR,t.
2. Ls(R) ⊆ CwR,t.
Proof. 1. We have to show that ′CR ⊆ ′CwR,t. Given c ∈
′CR. Suppose that c 6∈ ′CwR,t, we seek a
contradiction. Then there exist S ∈ max.Den(R) and r ∈ R such that r1
c
1 = 0 and
r
1 6= 0. Then
rc ∈ ass(S), and so src = 0 for some s ∈ S. Now, sr = 0 (since c ∈ ′CR). Therefore,
r
1 = 0, a
contradiction.
2. Statement 2 follows from Proposition 4.1.(1). 
By Lemma 4.6.(2),
T (R) ⊆ Ls(R) ⊆ CwR,t ⊆
′CwR,t. (24)
The next proposition gives two more characterizations of the set T (R).
Proposition 4.7 1. The set T (R) is the largest left denominator set in the set ′CwR,t.
2. The set T (R) is the largest left denominator set in the set CwR,t.
The next lemma shows that there is a bijection between maximal denominator sets of the rings
R and R/lsR,t.
Lemma 4.8 Let R be a ring, pi : R→ R/lsR,t, R 7→ r := r + l
s
R,t. Then the map
max.Den(R)→ max.Den(R/lsR,t), S 7→ pi(S),
is a bijection with the inverse T 7→ pi−1(T ).
Theorem 4.9 Let R be a ring, pi : R → R/lsR,t, r 7→ r = r + l
s
R,t; σ : R → Q
s(R), r 7→ r1 , and
Qs(R)∗ be the group of units of the ring Qs(R). Then
1. T (R) = Sl,r,ls
R,t
(R).
2. Qs(R) = Ql,r,ls
R,t
(R) ≃ Ql(R/lsR,t).
3. T (R) = σ−1(Qs(R)∗).
4. T (R) = pi−1(Sl,r,0(R/l
s
R,t)).
5. Qs(R)∗ = {s−1t | s, t ∈ T (R)}.
Theorem 4.10 We keep the notation of Theorem 4.9. Then
1. Qs(Qs(R)) = Qs(R).
2. T (R/lsR,t) = pi(T (R)) and T (R) = pi
−1(T (R/lsR,t)).
3. T (R/lsR,t) = Sl,r,0(R/l
s
R,t).
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4. lsR/ls
R,t
,t = 0.
5. T (Qs(R)) = Qs(R)∗ and lsQs(R),t = 0.
6. pi(Ls(R)) = Ls(R/lsR,t) and L
s(R) = pi−1(Ls(R/lsR,t)).
7. Qs(R/lsR,t) = Q(R/l
s
R,t).
Semisimplicity criterion for the ring Qs(R). A ring is called a Goldie ring if it a left and
right Goldie ring.
Theorem 4.11 Let R be a ring. The following statements are equivalent.
1. Qs(R) is a semisimple ring.
2. R/lsR,t is a semiprime Goldie ring.
3. Q(R/lsR,t) is a semisimple ring.
4. Ql,cl(R/l
s
R) ≃ Qr,cl(R/l
s
R) is a semisimple ring.
If one of the equivalent conditions holds then
Qs(R) ≃ Ql(R/l
s
R,t) ≃ Ql,cl(R/l
s
R,t) ≃ Qr,cl(R/l
s
R,t),
T (R) = pi−1(CR/ls
R,t
) and T (R/lsR,t) = CR/lsR,t where pi : R→ R/l
s
R,t, r 7→ r = r+ l
s
R,t, and CR/lsR,t
is the set of regular elements of the ring R/lsR,t.
Theorem 4.12 Let R =
∏n
i=1Ri be a direct product of rings. Then
1. Ls(R) =
∏n
i=1 L
s(Ri).
2. T (R) =
∏n
i=1 T (Ri) and Q
s(R) ≃
∏n
i=1Q
s(Ri).
Theorem 4.13 Let R be a ring. Then Sl,r,a(R) ⊆ T (R) for all a ∈ Ass(R) with a ⊆ lsR,t.
5 Examples
In this section, the strong left quotient ring Qsl (R), the strong left localization radical l
s
R and the
largest strong left denominator set Tl(R) are explicitly found for the following classes of rings:
semiprime left Goldie rings (Theorem 5.1); rings of n × n lower/upper triangular matrices with
coefficients in a left Goldie domain (Theorem 5.2 and Theorem 5.3); left Artinian rings (Theorem
5.6), and rings with left Artinian left quotient ring (Theorem 5.7).
Semiprime left Goldie rings. For each semiprime left Goldie ring R, the theorem below
describes its largest strong left quotient ring Qsl (R), l
s
R and Tl(R).
Theorem 5.1 Let R be a semiprime left Goldie ring. Then
1. Qsl (R) = Ql,cl(R).
2. lsR = 0.
3. Tl(R) = CR.
Proof. The statements follow from Goldie’s Theorem and Theorem 1.4. 
Rings of lower/upper triangular matrices with coefficients in a left Goldie domain.
Let R be a left Goldie domain, D := Ql,cl(R) be its left quotient ring (it is a division ring), Ln(R)
and Un(D) be respectively the ring of lower and upper triangular matrices with coefficients in
R and D. There are natural inclusions R ⊆ Ln(R) ⊆ Ln(D) (each element r ∈ R is identified
with the diagonal matrix where all the diagonal elements are equal to r). Then CR = R\{0} ∈
Denl(Ln(R), 0) with C
−1
R Ln(R) ≃ Ln(D). Hence, CR ⊆ Sl(Ln(R)) and Ql,cl(Ln(R)) ≃ Ln(D)
since Ql,cl(Ln(D)) = Ln(D). Let Eij (i, j = 1, . . . , n) be the matrix units. Every element
a = (aij) ∈ Ln(R) is a unique sum a =
∑
1≤i,j≤n aijEij where aij ∈ R.
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Theorem 5.2 Let R be a left Goldie domain. Then
1. max.Denl(Ln(R)) = {Tl(R)} and Tl(R) = {a = (aij) ∈ Ln(R) | a11 6= 0}.
2. lsLn(R) = {a = (aij) ∈ Ln(R) | a11 = 0}.
3. Qsl (Ln(R)) = Ql,cl(R).
Proof. Briefly, the statements follow from Proposition 3.3 and the following three facts
(i) max.Denl(Ln(D)) = {TE11} where TE11 = {a = (aij) ∈ Ln(D) | a11 6= 0}, [5, Lemma
7.11.(2)],
(ii) T−1E11Ln(D) ≃ D [5, Lemma 7.11.(2)],
(iii) ass(TE11) = (1 − E11)Ln(D) = {a = (aij) ∈ Ln(D) | a11 = 0}, [5, Lemma 7.11.(3)].
In more detail, statement 1 follows from Proposition 3.3.(3) and the statement (i).
The inclusion Tl(R) ⊆ TE11 implies the inclusion
l
s
R = ass(Tl(R)) ⊆ ass(TE11) ∩ Ln(R) = a := {a = (aij) ∈ Ln(R) | a11 = 0},
by the statement (iii). Since E11 ∈ Tl(R) and E11a = 0, we have the opposite inclusion lsR ⊇ a,
i.e. lsR = a. This finishes the proof of statement 2.
Statement 3 follows from the statement (ii) and Proposition 3.3.(4):
Qsl (R) = Tl(R)
−1Ln(R) ≃ T
−1
E11
Ln(Q) ≃ D ≃ Ql,cl(R). 
Let Un(R) be the ring of n× n upper triangular matrices with coefficients in R.
Theorem 5.3 Let R be a left Goldie domain. Then
1. max.Denl(Un(R)) = {Tl(R)} and Tl(R) = {a = (aij) ∈ Un(R) | ann 6= 0}.
2. lsUn(R) = {a = (aij) ∈ Un(R) | ann = 0}.
3. Qsl (Un(R)) = Ql,cl(R).
Proof. The theorem follows at once from Theorem 5.2 and the fact that the R-homomorphism
Un(R)→ Ln(R), Eij 7→ En+1−i,n+1−j ,
is a ring isomorphism. 
Left Artinian rings. Before giving a proof of Theorem 5.6, let us introduce notation and cite
two results from [5]. Let R be a left Artinian ring, rad(R) be its radical, R := R/rad(R) =
∏s
i=1 Ri
is a direct product of simple Artinian rings Ri, 1i be the identity element of the ring Ri. So,
1 =
∑s
i=1 1i is the sum of orthogonal central idempotents of R, 1 =
∑s
i=1 1i is a sum of orthogonal
idempotents of R such that 1i is a lifting of 1i. For each non-empty set I of {1, . . . , s}, let
eI :=
∑
i∈I 1i,
I ′l := I
′
l(R) := {eI | eIR(1− eI) = 0}.
The finite set I ′l is a partially ordered set where eI ≤ eJ if I ⊆ J .
Proposition 5.4 [5, Corollary 4.14] Let R be a left Artinian ring and e :=
∑
e′∈min I′
l
(R) e
′. Then
1. Se := {1, e} ∈ Denl(R, (1− e)R).
2. ass(Se) = lR.
3. e is the least upper bound of the set min I ′l(R) in I
′
l(R).
The next theorem provides a description of the maximal left denominator sets of a left Artinian
ring.
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Theorem 5.5 [5, Theorem 4.10] Let R be a left Artinian ring. Then
1. max.Denl(R) = {Te | e ∈ min I ′l(R)} where Te = {u ∈ R |u+ (1− e)R ∈ (R/(1− e)R)
∗}.
2. |max.Denl(R)| ≤ s (s is the number of isomorphism classes of left simple R-modules).
3. |max.Denl(R)| = s iff R is a semisimple ring.
The next theorem explicitly describes the triple Tl(R), l
s
R, Q
s
l (R) for all left Artinian rings R.
Theorem 5.6 Let R be a left Artinian ring and e =
∑
e′∈min I′
l
(R) e
′. Then
1. Tl(R) =
⋂
S∈max.Denl(R)
S = {u ∈ R |u+(1−e′)R ∈ (R/(1−e′)R)∗ for all e′ ∈ min I ′l(R)}.
2. lsR = lR = (1 − e)R.
3. Qsl (R) = R/l
s
R ≃ R/(1− e)R ≃
∏
e′∈min I′
l
(R) R/(1− e
′)R ≃
∏
S∈max.Denl(R)
S−1R.
Proof. 2. By Theorem 5.5.(1), e ∈ Lsl (R). By Proposition 5.4.(1), Se = {1, e} ∈ Denl(R), and
so Se ⊆ Tl(R), by the maximality of Tl(R). Notice that lsR ⊆ lR (Lemma 2.9.(2)) and ass(Se) = lR
(Proposition 5.4.(2)). Now,
lR ⊇ l
s
R = assTl(R) ⊇ ass(Se) = (1− e)R
Pr.5.4.(2)
= lR,
i.e. lsR = lR = (1− e)R.
3. By Theorem 1.1.(2) and statement 2,
Qsl (R) = Ql(R/l
s
R) = R/l
s
R = R/(1− e)R.
The isomorphism R/(1 − e)R ≃
∏
e′∈min CI′
l
(R) R/(1 − e
′)R follows from the decomposition [5,
Equality (21)]. It remains to notice that R/(1 − e′)R ≃ T−1e′ R and max.Denl(R) = {Te′ | e
′ ∈
min I ′l(R)} (Theorem 5.5.(1)).
1. Let pi : R → R/lsR, r 7→ r + l
s
R. Since the group of units U of the ring R/l
s
R is a left
denominator set of R/lsR ≃ Tl(R)
−1R and ass(Tl(R)) = l
s
R, the pre-image
pi−1(U) = {u ∈ R |u ∈ (1 − e′)R ∈ (R/(1− e′)R)∗ for all e′ ∈ min I ′l(R)} =
⋂
S∈max.Denl(R)
S
(Theorem 5.5.(1)) belongs to Denl(R, l
s
R) (Lemma 2.11), hence Tl(R) = pi
−1(U). 
Rings with left Artinian left quotient ring. Let A be a ring such that R := Ql,cl(A) is a
left Artinian ring. We keep the notation of the previous subsection.
Theorem 5.7 Let A be a ring such that R = Ql,cl(A) is a left Artinian ring and e =
∑
e′∈min I′
l
(R) e
′.
Then
1. Tl(A) =
⋂
S′∈max.Denl(R)
S′.
2. lsA = A ∩ l
s
R = A ∩ lR = A ∩ (1− e)R.
3. Qsl (A) ≃ Q
s
l (R) = R/l
s
R ≃ R/(1−e)R ≃
∏
e′∈min I′
l
(R) R/(1−e
′)R ≃
∏
S∈max.Denl(R)
S−1R ≃∏
S′∈max.Denl(A)
S′−1A.
Proof. The theorem follows from Theorem 1.6, Theorem 5.6 and Proposition 3.3.(4). 
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