We introduce the bivariate jump-diffusion process, comprising two-dimensional diffusion and twodimensional jumps, that can be coupled to one another. We present a data-driven, non-parametric estimation procedure of higher-order Kramers-Moyal coefficients that allows one to reconstruct relevant aspects of the underlying jump-diffusion processes and recover the underlying parameters of a jump-diffusion process. The procedure is validated with numerically integrated data using synthetic bivariate continuous and discontinuous time series. We further evaluate the possibility of estimating the parameters of the jump-diffusion model via a data driven analyses of the higher-order Kramers-Moyal coefficients, and the limitations arising from the scarcity of points in the data or disproportionate parameters in the system.
I. INTRODUCTION
Growing evidence indicates that continuous stochastic modeling of time series of complex systems (white noise-driven Langevin equation) should account for the presence of discontinuous jump components [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] .
Examples include dynamics of charge transport in various materials [11] , stochastic resonance [12] , moving fronts [13] , light curves of variable astronomical objects [14] , fluctuations of wind and solar power systems [15] , early warning signals of systems near to their tipping points [16] , transitions in financial [17, 18] and climate data [19] , ion channel dynamics [20] eye movements [21] , or movement and foraging paths of animals [22] .
Such time series have some distinct characteristics such as heavy tails and occasionally sudden large jumps. Nonparametric (data-based) modelling of time series with jumps provides an attractive way of estimating the parameters of the system given this estimations depend solely on the data available, without ad hoc assumptions.
Many theoretical models have been developed in the context of mathematical finance to describe discontinuous components [7] . Among them, jump-diffusion modelling provides a theoretical tool to study processes of known and unknown nature that exhibit jumps. This modelling has received attention in the literature due to the existence of non-parametric estimation procedures to uncovers the underlying parameter of the process in * l.rydin.gorjao@fz-juelich.de † jan.heysel@uni-bonn.de ‡ klaus.lehnertz@ukbonn.de § tabar@uni-oldenburg.de examination, e.g. estimating the Kramers-Moyal coefficents [8] [9] [10] . It allows one to study the drift and diffusion of the process, as well as the intensity of the discontinuous jump component [6, 8] , as well as potential non-linearities present in the process. The focus of this paper is to introduce a method to investigate bivariate time-series with discontinuous jump components. We begin with an overview of bivariate diffusion processes that exhibits the known relation between the parameters and functions in stochastic modelling and the Kramers-Moyal coefficients. Exemplary processes are portrayed, and we propose a measure to judge the quality of our reconstruction procedure. We then present bivariate jump-diffusion processes alongside with the associated Kramers-Moyal expansion, and investigate the suitability of our reconstruction procedure using various examples. We conclude this paper by summarising our findings.
II. STATE OF THE ART: BIVARIATE JUMP-DIFFUSION MODEL
A bivariate jump-diffusion can be modeled via [8, 10] where all the elements of vectors N , dJ , and dw as well as of matrices g and ξ may, in general, be state-and time-dependent (dependencies not shown for convenience of notation). The drift coefficient is a two-dimensional vector N = (N 1 , N 2 ) with N ∈ R 2 , where each dimensions of N , i.e., N i , may depend on y 1 (t) and y 2 (t). The diffusion coefficient takes a matrix g ∈ R 2×2 . The two Wiener processes w = (w 1 , w 2 ) act as independent Brownian noises for the state variables y 1 (t) and y 2 (t). The diagonal elements of g comprise the diffusion coefficients of self-contained stochastic diffusive processes, and the off-diagonal elements represent interdependencies between the two Wiener processes, i.e., they result from an interaction between the two processes. Each singledimensional stochastic process element dw i of dw is an increment of a Wiener process, with dw i = 0, dw
The discontinuous jump terms are contained in ξ ∈ R 2×2 and dJ ∈ R 2 , where dJ represents a two-dimensional Poisson process. These are Poissondistributed jumps with an average jump rate λ ∈ R 2 in unit time t. The average expected number of jumps of each J i jump process in a timespan t is λ i t.
The jump amplitudes ξ represent a Gaussiandistributed process of mean zero and standard deviation ξ i,j , i.e., each ξ i,j is an independent Gaussian distributed valued, with mean zero and standard deviation ξ i,j .
In this article merely autonomous system will be considered. Non-ergodic problems are beyond the scope of this work, and a more delicate approach to both bivariate stochastic processes would be needed.
III. BIVARIATE DIFFUSION PROCESSES
Let us begin with two-dimensional diffusion processes, for which the model takes the form
The model consists of six parameters, two for the drift elements and four for the diffusion elements. Being in the presence of a bivariate diffusion process, either by being provided with a set of two-dimensional data, or say, two sets of one-dimensional data, or by numerically generating data with (2), can we uncover the aforementioned parameters strictly from data? Extensive work exists on this matter, cf. Friedrich et al, Phys. Rep. [23] ), especially covering purely diffusion processes, and we will use these now as a stepping stone to jump-diffusion processes. Understanding the working and contingencies of recovering the parameters of a diffusion process (2) will serve as a gateway to understand how a similar procedure awards equivalent measures for jump-diffusion processes.
We address this question by numerically integrating hand-picked diffusion processes with given values of the drift N and diffusion g coefficients and aim at retrieving these values strictly from the generated data. If the actual and retrieve values match, the reconstruction method is effective. An Euler-Mayurama scheme with a time sampling of 10 −3 over a total of 10 5 time units (i.e., 10 8 data points) is henceforward employed to numerically integrate the different stochastic processes presented in Ref. [10] . An analysis for varying total time of integration is also presented [24] . Before doing so, we need to revisit the mathematical foundation that allows us to recover, strictly from data, the drift N and diffusion g coefficients. For such we introduce the Kramers-Moyal coefficients below.
A stochastic process has a probabilistic description given by the master equation [10, 25] . It describes not a specific stochastic processes in itself, but the probabilistic evolution of the process in time. The master equation accepts an expansion in terms, the Kramers-Moyal expansion, that allows for a purely differential description of the process. More importantly, the coefficients of the expansion, known as the Kramers-Moyal coefficients, entail directly a relation to the aforementioned parameters of a stochastic process given by (1) . The exact relation will be given below.
There is although an important detail in what regards the Kramers-Moyal coefficients: they are in themselves not constants, but functions on the underlying space, or in other words, a scalar field, and for our purposes here, they can be understood as two-dimensional surfaces.
Lastly, and more familiar, the Fokker-Planck equation is a truncation of the Kramers-Moyal expansion at second order. It is especially relevant given its connection to physical processes and the Pawula theorem [26] . The Pawula theorem ensures that the truncation is not ill-suited for the underlying process, if the fourth-order Kramers-Moyal coefficient approaches zero in the limit dt → 0. It is now crucial to understand that the theorem holds for a one-dimensional process, and we are not aware of a proof for higher dimensions. This contrasts the common notion that studying only the first two Kramers-Moyal coefficients of two-or higher-dimensional processes is sufficient (see also, Refs. [8, 9, 27] and references therein).
The Kramers-Moyal coefficients
of orders ( , m) are defined as:
at a certain measure point (x 1 , x 2 ), and can be obtained from bivariate time-series (y 1 (t), y 2 (t)). Theoretically, ∆t should take the limiting case of ∆t → 0, but the restriction of any measuring or storing devices-or the nature of the observables themselves-permits only time-sampled . The flat surfaces reproduce as well the expected behaviour of the constant terms involved in the diffusion terms for M [2, 0] on the bottom-left Moreover, the bottom-right panel M [1, 1] , which accounts for the couplings terms of all diffusion terms, is also zero almost everywhere, as expected, given g1,2 and g2,1 are zero. In each panels the theoretical expected surface is indicate, given by (4) and (5).
or discrete recordings. The relevance and importance of adequate time-sampling was extensively studied and discussed in Ref. [28] .
In the limiting case where ∆t is equivalent to the sampling rate of the data, the Kramers-Moyal coefficients take the form
The algebraic relations between the Kramers-Moyal coefficients and functions in (2) are given by [8, 10] 
where an explicit derivation can be found in Appendix A.
Evidently, this under-determined set of five equations is insufficient to uncover the six parameters of a general stochastic diffusion process. One must bare this in mind, for the same issue will arise again when reconstructing jump-diffusion processes from data, as discussed afterwards. Nonetheless, under certain assumptions, it is possible to reduced the dimension of the problem and therefore obtain a system of equation which is not underdetermined. Presented later are criteria for these cases.
To showcase what two-dimensional Kramers-Moyal coefficients are as well as how to identify drift and diffusion terms of bivariate diffusion processes, we present in the following two exemplary processes with a priori known coefficients. In this manner, by employing (4) and (5), one can judge the outcome of the Kramers-Moyal coefficient estimation procedure from discrete data in comparison with the expected theoretical functions.
We begin with two uncoupled processes, where one has constant diffusion and a quartic potential as the drift 
FIG. 2. Two-dimensional Kramers-Moyal coefficients for two independent diffusion processes given by (7) and the theoretical expected functions f associated with each, according to (5). The displayed Kramers-Moyal coefficients
, and M [2, 2] exhibit the quadratic multiplicative dependencies of the diffusion terms. The Kramers-Moyal coefficient M [1, 1] displays both an offset from zero, as well as a quadratic shape, entailing the desired results emerging from (5), i.e., the noise-coupling term g1,2 with g2,2. The M [2, 0] Kramers-Moyal coefficient displays an offset, and has a minimum close to g 
term:
In Fig. 1 , we show the corresponding We next extent (6) by adding multiplicative noise to the diffusion term and by including a noise coupling term g 1,2 = 0:
The recovered Kramers-Moyal coefficients of the drift terms remains unaltered, but as posited, the second-order Kramers-Moyal coefficients, i.e.,
, and M [2, 2] , exhibit the impact of the multiplicative noise. In Fig. 2 , the M [1, 1] , M [2, 0] , and M [0,2] Kramers-Moyal coefficients are displayed. The quadratic multiplicative dependencies of M [2, 0] , and M [0, 2] , and their offset from zero, is evident, but more pertinently, one can notice M [1, 1] displays the expected shape arising from (5), i.e., this value is non-zero and exhibits the parabolic shape of g 1,2 · g 2,2 = 0.5(0.2 + 2x (10), (11), and (12) . 4] , and M [4, 4] are shown. Although seemingly small, the higher order moments are all present and non-zero. Both M [4, 0] and M pected Kramers-Moyal coefficients f , given by (4) and (5) . These serve to evaluate the quality of the nonparametrically estimated Kramers-Moyal coefficients in comparison to the actual theoretically expected results.
In order to relate the results obtained from studying the Kramers-Moyal coefficients against the theoretical functions, we now propose a method to assess the difference between the values of the theoretically expected functions and the estimated values of the Kramers-Moyal coefficients. Since for bivariate processes the KramersMoyal coefficients are two dimensional-as are the parameters of (1)-an adequate distance measure between the resulting two-dimensional surfaces is required.
Following Ref. [29] , we propose a distance measure that allows for the variability of the density of data in some regions of the underlying space. Let f (y 1 , y 2 ) denote the theoretical value introduced in the model, i.e., a nonlinear combination of the various parameters of the system. The distance between each surface at the same point in space can be defined as y 2 ) is a real-valued function measured over a distribution space U , the density of data points is not uniform over U . This implies that a comparative measure on distances between M [n,m] (y 1 , y 2 ) and f [n,m] (y 1 , y 2 ) would be nonnormalised to the density of points of the space. We therefore introduce a normalisation to (8) that ensures the less dense areas of U are normalised accordingly, thus mitigating the effect of scarcity of points at the borders of U and an overestimation of V due to outliers in the distribution. We derive such a normalisation by considering the zeroth-order Kramers-Moyal coeffi-
where | · | denotes the normalisation of the distribution, i.e.,
With this at hand, it is now possible to relate theoretical and numerical results and to quantify the deviation of the obtained Kramers-Moyal coefficients from the functions employed.
In Fig. 1 and Fig. 2 the error volume measurement V err was already indicated. It is important to notice that by it self, the error volume estimation carries no meaning, but in a comparative sense, it allows one to understand which estimations are closer to the theoretical values, as will be presented later. Naturally, values close to zero indicate a very good matching between estimation and actual values.
IV. BIVARIATE JUMP-DIFFUSION PROCESSES
The Kramers-Moyal coefficients of bivariate jumpdiffusion processes take the following form (under the parameter prescription used in the jump-diffusion model in Eq. (1)) [8] [9] [10] 
where ξ 
A. Understanding the impact of the jumps
As an illustrative case-study, we investigate a general jump-diffusion process that is based on (7), but excluding the multiplicative diffusion terms. To take into account the effect of the jump terms, but maintaining the system independent in at least one of the dimensions, we extend (7) to include jumps only in the diagonal terms of ξ where for the present case, φ = 0.0. In this manner, jumps are added to the first dimension of the process, having an amplitude of ξ 1,1 = 0.2 and occurring every 0.1t, given λ 1 = 0.1. Similarly, to the second dimension, ξ 2,2 = 0.1, but the jumps occur three times more often than the aforementioned, given λ 2 = 0.3. We note that the parameters taken here carry no physical meaning, at least to the extent of what is known.
In Fig. 3 the effects of having jumps can be seen across all Kramers-Moyal coefficients. The previously smooth surfaces become rugged from the fast variations emerging due to the jumps, and the higher-order KramersMoyal coefficients deviate from zero. Although they remain small, in comparison to the other coefficients, they no longer amount to zero. This indicates that the lowerorder modelling, as the white-noise Langevin equations, and the common assumption stemming from the Pawula theorem are invalid for this process. Modelling these stochastic process taking only into account the first two orders of the Kramers-Moyal expansion of the master equation describing the process is therefore incorrect. Higher-order Kramers-Moyal are non-negligible, and as mentioned above, there is strong indication of the presence of these higher-order effects in data, implying directly the necessity of the modelling of stochastic process with higher-order models, such as the jump-diffusion process.
In order to understand further if it is possible to uncover the jump amplitude terms of coupled processes, one can use the previous model (15) , with φ = 0.3, effectively introducing a coupling in the off-diagonal jump matrix ξ, and thus coupling the jump process of one of the dimensions to the other.
In Fig 4 , the fourth-order Kramers-Moyal coefficients are presented. Here it is especially relevant to look at the higher-order Kramers-Moyal coefficients, to better understand the impact of the jumps. As can be seen, the fact that φ = 0.3, i.e., that there exists a coupling of the Poisson jump processes of the two dimensions of the system. The effect of this coupling is visible, although small, in the M [4, 4] Kramers-Moyal coefficient, which is no longer zero. Likewise are the M [4, 0] and M [0, 4] Kramers-Moyal coefficients also non-zero.
All Kramers-Moyal coefficients up to the eight order, for the same model (15) , with φ = 0.3, presented in Fig 4, are found in the App. B.
B. Criteria for recovering parameters in diffusion and jump-diffusion model
Interestingly, for the case of vanishing off-diagonal elements g 2,1 and ξ 1,2 , we can identify ways to recover the remaining parameters of the system. First, given the noise dω in these system is Gaussian distributed, g is sign-reversal symmetric, thus one can consider it takes only positive values. One obtains that, if M [1, 1] = 0 then at least two elements of g must be zero, and if M [2, 2] = 0 then at least two elements of ξ must be zero.
These findings reduce the dimensionality of the parameter estimation and ensure that the underlying processes are invariantly less complex that the full-fledged description of (1), although they do not grant which parameters are zero valued.
Second, if one either employs a heuristic argument of independence of the jump processes or neglects the offdiagonal jump amplitudes ξ 1,2 and ξ 2,1 (e.g. by assuming they are small compared to the diagonal terms of ξ), one finds the following approximations: , that is, t = 10 is a two-dimensional data series with 2 × 10 4 points. Each process is numerically integrated with random initial conditions 50 times, and the average value of Verr and one-standard deviations (shaded) are displayed. Notice the clear decrease on all non-mixed Kramers-Moyal, e.g. M [2, 0] or M [0, 2] . The mixed Kramers-Moyal, like M [4, 4] or M [6, 6] can present themselves as non-decreasing, but are overall considerable smaller in value. Compare to This values are just shy of the correct value, even for such simplistic measure. Although not perfect measures, they serve as stepping stones in obtaining a deeper understanding of the process being analysed.
The criteria and approximations are especially relevant when constructing or analysing systems which are known to have a specific unidirectional coupling form, e.g. master-slave system, where for example the noise or the slave system are dictated by the driving master system.
C. Influencing parameters
In order to validate the quality of the non-parametric recovery of the Kramers-Moyal coefficients, we turn to two critical points: firstly, bivariate processes may required a high number of data points in a data series for the estimation to be reliable. Secondly, the interplay between the drift, diffusion and jump parts of a stochastic process may render the estimation incorrect.
To this purposes, we include a more contrived model involving couplings and interactions in both the diffusion and jump terms, thus theoretically resulting in having all higher-order Kramers-Moyal coefficients non-zero, and especially the mixed Kramers-Moyal coefficients. The parameters read
where the diffusion parameter α and the jump parameter β can be freely varied. Let us focus firstly on the number of data points in a time series.
Utilising models (15) and (18), with α = β = 0.3, and numerically integrating the results for a set of different number of points allows one to study the effects of the scarcity of the number of points in a dataset in direct contrast to the ability of estimating the Kramers-Moyal coefficients. By again employing the error volume measure V err one can evaluate comparatively the different error volumes for each Kramers-Moyal coefficients.
In Fig. 5 and Fig. 6 , for models (15) and (18), respectively, are exhibited the error volume V err for the Kramers-Moyal coefficients for increasing number of data points. The reliability of the recovery of parameters is validate for higher amount of data, as expected, although the scarcity of data posits no extensive problem for the calculation. It is especially important to notice that a smaller time series entails naturally fewer jumps in the process, hindering the possibility of accurately recovering the jump terms from short data series. From values of t = 10 3 , i.e, 10 6 data points, the estimation seems reliable, the standard deviations become minute, and most error values approach zero, i.e., the theoretical and estimated Kramers-Moyal surfaces are close.
One remark is necessary on the recover of the drift terms. The presence of noise and jumps of the system takes its toll on the recovery of the exact form of the Kramers-Moyal coefficients, as well as the explicit dependence of the state variables, i.e., the quartic potential in both (15) and (18) . A finer time sampling can help improve the results.
To further test the limitation of retrieving the Kramers-Moyal coefficients from data, model (18) is utilised once more, but now one permits the free parameters to vary, allowing the study the effects of increasing the noise term α and the jump term β.
For each variation of the parameters separately, Fig. 7 and Fig. 8 exhibit effect of increasing the parameters on the recovery of the Kramers-Moyal coefficients. In Fig. 7 , the diffusion term α is varied from [10 −2 , 10 2 ], with β = 0.3. A considerable impact on the error volume V err takes place after the order of magnitude on the diffusion parameter α is ten-fold bigger in comparison to the other diffusion parameters. Similarly, in Fig. 8 to the remaining parameters. Rounding up, this reveals the difficulty of recovering the Kramers-Moyal coefficients, ergo the parameters of the system, in the presence of jumps in the system. Nonetheless, the results for modelled data indicate that the current understanding, modelling, and numerical recovery of the Kramers-Moyal surfaces, for the case of jumps of comparable size to the diffusion terms, is possible and reliable.
This being the case, it is a further indication that outdated lower-order analyses of data, especially under the assumption that the higher-order moments vanish, may be more damaging than beneficial to the understanding of the nature on the processes generating the data under examination. Adopting higher-order models, as the jump-diffusion model, now that both the mathematical understanding of the process is clear and that the estimations are reliable, may prove to be very beneficial when working with data riddled with jumps.
V. CONCLUSION
The bivariate jump-diffusion model presented, yielding extensive mathematical implications and application, is a novel model embodying the necessary parameters to described any coupled system of jumpy and diffusive characteristics.
With a view to field data analyses, we note that our approach can easily be extended to non-stationary time series, e.g., by employing averaging techniques [30] . A kernel-based estimation technique [8, 31] was applied for calculating the Kramers-Moyal coefficients, but more traditional-yet less robust-histogram methods are equivalently applicable. Our novel approach to distinguish diffusive from jumpy stochastic behaviour in time series, thus provides a general avenue to better understand the dynamics of coupled complex systems.
Appendices

A. EXTENDED DERIVATION OF THE TWO-DIMENSIONAL KRAMERS-MOYAL COEFFICIENTS FOR A JUMP-DIFFUSION PROCESS
The following derivations stem from (3) and apply to the two-dimensional jump-diffusion process (y 1 , y 2 ), as in (1 
where g i,j dW j = g i,j dW j = 0, because a Wiener process has the property dW j = 0. Further ξ i,j dJ j = ξ i,j dJ j = 0, since ξ i,j is a Gaussian with mean value zero, i.e., ξ i,j = 0. Mutatis mutandis for
where higher-order terms O(dt) , with > 0, vanish in the limit dt → 0. Recall as well (dw i ) 2 = dt. In the last step, take the fact that the jump amplitudes ξ i,j are Gaussian distributed, thus ξ M [6, 6] and f [6, 6] 
