. Monoidal categories enriched in a braided monoidal category V are classi ed by braided oplax monoidal functors from V to the Drinfeld centers of ordinary monoidal categories. In this article, we prove that this classifying functor is strongly monoidal if and only if the original V-monoidal category is tensored over V. We then de ne a completion operation which produces a tensored V-monoidal category C from an arbitrary V-monoidal category C, and we determine many equivalent conditions which imply C and C are V-monoidally equivalent.
I
In [MP17] , the rst two authors studied the notion of a monoidal category enriched in a braided monoidal category V. While the notion of a monoidal category enriched in a symmetric closed monoidal category has been extensively studied in the enriched category theory literature (e.g. [Str83; Kel05; Str05; GP18]), the fact that the base for enrichment may be a braided monoidal category V that is not symmetric has not been extensively explored. We note that Remark 5.2 of [JS93] foreshadows this development, and [BM12] studies an even more general setting, of a category enriched in a duoidal category, which specialises to the present one when the two tensor products agree. In [MP17] , we proved a classi cation result for V-monoidal categories, which we improve slightly in §6.4 below to obtain Theorem 1.1. Let V be a braided monoidal category. There is a bijective correspondence Closed V-monoidal categories C such that C V (1 C → −) admits a left adjoint Pairs (T , F Z ) with T a closed monoidal category and F Z : V → Z (T ) braided oplax monoidal, such that F := F Z • R admits a right adjoint .
(Note that the main result of [MP17] required 'rigid' in place of 'closed'.) Here, C V denotes the underlying category of C with the same objects and hom sets C V (a → b) := V(1 V → C(a → b)). We call C closed if every V-functor a ⊗ − : C → C admits a right V-adjoint [a, −]. We refer the reader to §2.5 below or to [Kel05, §1.11] for a discussion about V-adjunctions between Vfunctors. On the other side, R : Z (T ) → T denotes the forgetful functor, and by an abuse of nomenclature, we assume all oplax monoidal functors are strongly unital, i.e., F (1 V ) = 1 T , and the oplaxitor morphisms ν u, are isomorphisms whenever u or is 1 V .
As in [MP17] , we adopt the convention that we write composition of maps from left to right, contrary to the convention of most of mathematics. This has implications for other conventions, like our conventions for the internal hom in a closed monoidal category (Notation 2.1) and the evaluation and coevaluation in a rigid monoidal category (Example 5.13). We also suppress all associators and unitors of monoidal categories to ease the notation. Theorem 1.1 is somewhat surprising due to the presence of the adjective oplax, and the absence of any type of rigidity or pivotal structure. In comparison, the article [HPT16] shows there is an equivalence of categories between anchored planar algebras in a braided pivotal category V and triples (C, F Z , c) where C is a pivotal category, F Z : V → Z (C) is a braided pivotal strong monoidal functor, and c generates C as a module tensor category [MP17] .
It is thus natural to ask the question: if this braided oplax monoidal functor V → Z (T ) is in fact strong monoidal, what can we say about the corresponding V-monoidal category? In [MP17, §1.2], we claimed this property is exactly that C is tensored over V. To de ne the property of being tensored, we need V to be closed to de ne the self-enrichment V (see Examples 2.6 and 6.2). A V-category C is called tensored if every V-representable functor C(a → −) : C → V (see [Kel05, §1 .6] or §2.8) admits a left V-adjoint; notice this is a property of the underlying V-category of a V-monoidal category. In §7.2 below, we prove the following. We also get a bijective correspondence replacing closed with rigid on both sides above.
As a nal application, we discuss the notion of completion for an arbitrary V-monoidal category C when V is closed. The completion C is a tensored V-monoidal category which comes with a canonical inclusion V-monoidal functor I : C → C which satis es a universal property. There are interesting open questions related to this universal property, and we refer the reader to Remark 5.8 for more details. We give many equivalent conditions under which C is V-monoidally equivalent to its completion C in Theorem 8.5. Remark 1.3. When V is symmetric, completion of a V-category can also be thought of as a partial cocompletion, closing the representable presheaves in V −Fun(C op →V) under certain weighted colimits. We have not seen a development of this idea when V is merely braided (or indeed a generalisation of weighted colimits to that setting). Even before passing to the case of V-monoidal categories, this article takes a more pedestrian approach.
Indeed Ross Street has suggested to us that the monoidal structure we specify here on the completion of a V-monoidal category should be thought of as the restriction of Day convolution on the entire category of presheaves. At this point, we do not know how relaxed one can by about V and have this work: when V is symmetric and cocomplete, it should be straightforward, but we have not yet studied Day convolution on presheaves when V is merely braided and so have not veri ed that Day convolution provides an alternative route to the completion of a V-monoidal category.
1.1. Tensored V-categories. As mentioned above, being tensored is a property, and not extra structure, of the underlying V-category of a V-monoidal category, which we view as enriched in the closed monoidal category V where we forget the braiding. Thus to understand tensored V-monoidal categories and the completion operation, we begin by working one categorical level down with ordinary V-categories.
Versions of the following folklore theorems have been proven many times, and [Lin81] is the earliest appearance of which we are aware. Here, an oplax V-module means the associators α m,u, ∈ M(m u → m u ) need not be an isomorphism, and strongly unital means that each unitor ρ m ∈ M(m → m 1 V ) is an isomorphism, as is α m,u, whenever u or is 1 V . Theorem 1.5. Let V be a closed monoidal category. Under Theorem 1.4, there is a bijective correspondence { Tensored V-categories } Strong V-modules such that each m − admits a right V-adjoint .
It is also interesting to note that the article [Lin81] also points out that many results proven when V is symmetric closed still hold when V is merely braided closed! Unfortunately, many of the above proofs available leave substantial parts to the reader. In order to fully understand the operation of completion for V-categories, we provide yet another independent proof of Theorems 1.4 and 1.5 in §3 and §4 respectively. Along the way, we prove a helpful result on lifting underlying adjunctions to V-adjunctions in Theorem 4.5, which introduces the notion of a tensored V-functor (see §1.2 right below and §4.1 for more details). Now in the case of a closed V-monoidal category C for which the functor C V (1 C → −) : C V → V admits a left adjoint, the oplax V-module structure of C V can be easily written in terms of the classifying oplax monoidal functor F = F Z : V → C V from Theorem 1.1 by c := cF ( ) and α c,u, := 1 c ν u, .
Completion for V-(monoidal) categories.
We discuss the operation of completion for V-categories in §5. Starting with a closed monoidal category V and a V-category C, we de ne the objects of the V-category C as the formal expression a u for a ∈ C and u ∈ V, and we de ne the hom objects by C(a u → b ) := V(u → C(a → b) ). Similar to the self-enrichment V, the composition morphism − • C − is given by taking the mate of 
is the unit of the adjunction V(uw → ) V(w → V(u → )) (notice our convention for internal hom is not the usual one).
We get a canonical V-functor I : C → C by de ning I(c) = c 1 V and I c→d is the mate of 1 C(c→d) under the adjunction
Now when we assume our V-category C is tensored, we give many equivalent conditions under which C is equivalent to its completion C in Theorem 5.12. We state a few of these conditions here. Theorem 1.6. Suppose C is a tensored V-category. The following are equivalent:
(1) Every V-representable functor R a = C(a → −) : C → V is tensored.
(2) The V-functor I : C → C is tensored.
(3) The V-functor I : C → C witnesses a V-equivalence.
Suppose C and D are V-categories, such that all representable functors for C V and for D V admit left adjoints. (In De nition 3.1 we called such categories oplax tensored.) In De nition 4.2 we de ne the notion of a V-functor F : C → D being tensored, and we sketch this here. Given a V-functor F : C → D the underlying functor F V : C V → D V can be canonically endowed with the structure of a strongly unital lax V-module functor between the oplax V-module categories obtained from Theorem 1.4. Indeed, we de ne the laxitor µ F c, ∈ D V (F (c) → F (c )) to be the mate of η C • F c→c under the adjunction
where η C is the unit of the adjunction V( → C(c → c )) C V (c → c ). Now we say the V-functor F is tensored if µ F c, is an isomorphism for all c ∈ C and ∈ V. As an interesting aside, we prove in Lemma 5.14 that a closed monoidal category V is rigid if and only if every V-representable functor V( → −) is tensored. As a corollary, we see that when V is rigid, then a V-category C is tensored if and only if it is V-equivalent to its V-completion via the inclusion I : C → C.
Returning to the V-monoidal setting, when C is an arbitrary V-monoidal category, in §8, we endow C with a V-monoidal structure by de ning (a u)(b ) := ab u and the tensor product morphism − ⊗ C − as the mate of
In this setting, the V-functor I : C → C can be trivially equipped with the structure of a V-monoidal functor. Again as being tensored is a property of the underlying V-category, we get the following formal consequence of Theorem 1.6. Corollary 1.7. Suppose C is a tensored closed V-monoidal category. The following are equivalent:
The V-monoidal functor I : C → C witnesses a V-monoidal equivalence.
As an example, which has many obvious generalizations, one may consider the category of vector spaces Vec as enriched in super vector spaces sVec in the trivial way which does not see the odd line. The completion Vec is again sVec.
Finally, in §8.3, we discuss the open question of whether C being closed V-monoidal implies C is closed. This problem is similar in spirit to the open question raised in Remark 5.8 pertaining to the universal property of the completion. Clearly any of the hypotheses of the above corollary imply C is closed, as it is then V-monoidally equivalent to the closed tensored V-monoidal category C. We show that C is closed when C is closed whenever V is rigid in Proposition 8.10 below. 
E
For this article, V will denote a monoidal category. As in [MP17] , we will always write composition of morphisms from left to right, contrary to the way most mathematics is written. This results in other conventional di erences which we address as they arise. To ease the notation, we will omit writing tensor product symbols whenever possible and suppress all unitors and associators in V.
Notation 2.1. When V is closed, our convention for the internal hom V(u → ) for u, : V is given by the following adjunction:
The evaluation morphism or counit ε V u→ ∈ V(u V(u → ) → ) is the mate of 1 V(u→ ) under the adjunction
2.1. V-modules. We brie y discuss module categories and module functors.
De nition 2.2. An oplax right V-module category is a 1-category M together with the following data:
• a bifunctor :
satisfying the following axioms:
• (naturality) the α m,u, and ρ m are natural in all variables, • (associativity) for all m ∈ M and u, , w ∈ V, the following diagram commutes (where we suppress the associator in V) 
An oplax right V-module category is called strongly unital 2 if all morphisms ρ above are isomorphisms. An oplax right V-module category is called a strong right V-module category if all morphisms α, ρ above are isomorphisms.
Generally, the term 'strong' is omitted, and we merely refer to V-module categories and oplax V-module categories. There is a similar notion of a(n oplax) left V-module category.
De nition 2.3. Suppose M, N are right oplax V-modules. A lax V-module functor M → N is a pair (F , µ) where F : M → N is a functor and µ is a family of maps {µ m, ∈ N (F (m) → F (m ))} such that
• (naturality) µ m, is natural in m ∈ M and ∈ V, • (associativity) for all m ∈ M and u, ∈ V,
, and
An equivalence between oplax V-modules consists of a pair of strong V-module functors between oplax V-modules which is an equivalence of the underlying categories.
Remark 2.4. If M and N are strongly unital so that ρ M m and ρ N n are isomorphisms for m ∈ M and n ∈ N , then any lax V-module functor F is automatically strongly unital. Observe two out of three morphisms in the unital relation being invertible implies the third is invertible as well.
2.2. V-categories, V-functors, and V-natural transformations. We now recall the basics of enriched categories from [Kel05, §1] .
De nition 2.5. A V-category C consists of a collection of objects, an assignment of a hom object C(a → b) to every pair of objects a, b ∈ C, to each object a ∈ C, an identity element j a ∈ V(1 V → C(a → a)), and to each triple of objects a, b, c ∈ C, a composition morphism
. The composition morphisms must be associative, and the identity element must satisfy
Example 2.6 (Self enrichment). When V is closed, we may de ne the self enriched category V, which is V thought of as a V-category. The objects are the same as before, and hom objects are given by internal hom V(u → ).
De nition 2.7. Suppose C, D are V-categories. A V-functor F : C → D is a function on objects together with an assignment of a morphism
Example 2.8 (V-representable functors). Suppose C is a V-category with V closed and a ∈ C. We de ne the V-representable functor 3 C(a → −) : C → V on objects by b → C(a → b) and C(a → b) b→c is the mate of − • C − under the adjunction
De nition 2.9. A 1 V -graded V-natural transformation σ : F ⇒ G is a collection of morphisms σ a ∈ V(1 V → D(F (a) → G(a))) such that for all a, b ∈ C, the following diagram commutes:
The underlying category/functor. Let C be a V-category.
De nition 2.10. The underlying category C V of C has the same objects as C, and the morphism sets are given by
is j a , and composition is given for f ∈ C V (a → b) and
It is straightforward to verify using the axioms of a V-category that C V is an ordinary category.
Example 2.11. When V is closed, the underlying category V V can be identi ed with V under the adjunction
De nition 2.12. The underlying functor F V : C V → D V is de ned on objects by F V (c) = F (c) and on morphims by mapping
It is straightforward to verify using the axioms of a V-functor that F V is an ordinary functor.
Example 2.13 (Representable functors). Suppose C is a V-category and a ∈ C. We de ne the representable functor
It is straightforward to verify tht R a is a functor using the axioms of a V-category.
Lemma 2.14. Suppose V is closed, C is a V-category, and a ∈ C. Under the identi cation of V V = V in Example 2.11, the underlying functor of the V-representable functor R a : C → V is equal to the representable functor
Proof. On objects, we have
Suppose that F , G : C → D are V-functors and σ : F ⇒ G is a V-natural transformation. 3 Kelly de nes V-representable functors in [Kel05, §1.6] under the assumption V is symmetric, but this assumption is not necessary. Indeed, V does not even need to be braided, merely monoidal. This is also observed by [Lin81] .
De nition 2.15. The underlying natural transformation σ V :
It is straightforward to verify using (2.2) that σ V is an ordinary natural transformation.
2.4. Representable functors, mates, and the Yoneda Lemma. Suppose C and D are ordinary categories, L : C → D and R : D → C are functors, and L is left adjoint to R, denoted L R. This means for all a ∈ C and d ∈ D, we have a natural isomorphism
For f ∈ D(L(a) → d) and ∈ C(a → R(d)), we say f is the mate of if is corresponds to f under the above natural isomorphism. We also say is the mate of f . The following helpful identities hold via naturality.
The counit of the adjunction L R is the natural isomorphism η :
The Yoneda lemma gives fully faithful functors C → Fun(C → Set) by c → C(c → −) and
Recall that a functor F : C → Set is called representable if there is a pair (c, γ ) consisting of a representing object c ∈ C and a natural isomorphism γ : F ⇒ C(c → −). Given any two representations (a, α) and (b, β) of F , there is a canonical isomorphism f ∈ C(a → b) such that C(f → −) = α −1 • β. Moreover, we obtain f and its inverse by taking the 'mate' 4 of the appropriate identity morphisms under the natural isomorphisms
a (1 a )). We summarize this fact as follows:
) for a ∈ C and d ∈ D, such that for all a, b ∈ C and all c, d ∈ D, the following two diagrams commute:
The use of the term 'mate' in this context is not standard nomenclature, but it gives a good feel for the style of the proofs that follow using mates.
(2.8)
Remark 2.17. In the above de nition, we would like to be able to simply say that there is a 1 V -graded natural isomorphism between functors
from C op × D → V but this doesn't quite make sense at our level of generality; without assuming V is braided we cannot form C op nor the product V-category.
Remark 2.18. Existence of a left V-adjoint of R is equivalent to each V-functor C(a → R(−)) : D → V being V-representable as in Example 2.8, and similarly for the existence of a right V-adjoint [Kel05, §1.11]. Here, the V-functor C(a → R(−)) is de ned by setting C(a → R(−)) c→d to be the mate of
Indeed, by applying Adjunction (2.1), a V-natural isomorphism θ as in (2.9) is equivalent to a collection
to be the mate of θ a→d under the adjunction 
For later use, we record the helpful relations
which is easily veri ed using the naturality conditions (2.7) and (2.8).
Warning 2.20. We warn the reader that the notation for the unit ε V and counit η V of the underlying adjunction of an arbitrary V-adjunction L R is very similar to the notation for the unit ε V and the counit η V of the adjunction V(u → w) V( → V(u → w)). The unit of this adjunction ε V is also called the evaluation morphism for the self-enrichment V from Notation 2.1 and Example 2.6.
We now prove a helpful lemma on lifting underlying adjunctions to V-adjunctions which is distilled from the rst paragraph in [Kel05, p. 24] . Suppose C, D are V-categories with V closed, and L : C → D and R : D → C are V-functors. Suppose L V R V , and denote the unit and counit of this adjunction by
For a ∈ C and d ∈ D, de ne θ a,d and κ a,d via the formulas (2.10) above. (We write κ instead of θ −1 as we don't yet know θ is invertible.)
for all a ∈ C and d ∈ D, then L V R.
Proof. It remains to prove the naturality conditions (2.7) and (2.8) for θ . We prove (2.8) and the other is as easy. For all a ∈ C and c, d
In Section 4.1, we will prove another result, Theorem 4.5, about promoting ordinary adjunctions to V-adjunctions.
2.6. Tensored V-categories. Suppose that V is closed so that we may form V.
Example 2.22. We may consider u ⊗ − as a V-functor V → V by setting (u ⊗ −) →w to be the mate of
Similarly, we may consider V(u → −) as a V-functor V → V by setting V(u → −) →w to be the mate of − • V − under the adjunction
It is straightforward to compute that u ⊗ − is a left V-adjoint to V(u → −) [Kel05, Eq. (1.27)].
De nition 2.23.
Remark 2.24. We will de ne the notion of a tensored V-functor between tensored V-categories in §4.1 after we establish the bijective correspondence between V-categories and V-module categories in the next section. We will then prove in Theorem 4.5 that we may lift an adjunction of underlying functors L V R V to a V-adjunction if and only if L is tensored.
3. E V V 3.1. V-categories to oplax V-modules. Suppose C is a V-category.
De nition 3.1. We call C oplax tensored if for all a ∈ C, the functor R a :
(Throughout [MP17, §4.1] we assumed our categories satis ed this property without naming it.) When C is oplax tensored, we can endow C V with the structure of an oplax right V-module category. First, we de ne a = L a ( ) for a ∈ C V and ∈ V, so that we have an adjunction
Now for a xed a ∈ C V , for all ∈ V, the unit of the adjunction L a R a is η C a, ∈ V(u → C(a → a u)), which is given by the mate of the identity in C V (a u → a u).
Clearly is functorial in V as a = L a ( ) is de ned via a functor. To show it is functorial in C V , we use Adjunction (3.1). First, given f ∈ C V (a → b), we get a natural tranformation θ f : R b ⇒ R a by precomposition with f . We then de ne for ∈ V the morphism f 1 ∈ C V (a → b
) to be the mate of
under Adjunction (3.1). It is now straightforward to show that − − : C V ⊗ V → C V is a bifunctor. Indeed, to verify the exchange relation
and ∈ V(u → ), we take mates under Adjunction (3.1) to see
We now show that C V is strongly unital. For a ∈ C V , we de ne the distinguished morphism ρ a to be the mate of j a = 1 a under the adjunction
Thus by the Yoneda lemma as in (2.6), a 1 V a, with explicit isomorphism given by the mate of
We now de ne the oplaxitor
as the mate of
It is now straightforward to verify by taking mates of appropriate composites that (C V , α, ρ) is a strongly unital oplax right V-module category. We provide the proof that all α c,1 V ,u and α c,u,1 V are invertible below.
Lemma 3.3. For all c ∈ C and u ∈ V, α −1
First, under Adjunction (3.1) setting a = c u, = 1 V , and b = c u, using Lemma 3.2, we have that the mate of α c,u,1 V • ρ c u is given by
which is exactly the mate of 1 c u . Second, under Adjunction (3.1) setting a = c 1 V , = u, and b = c u, again using Lemma 3.2, we have that the mate of α c,1
which is exactly the mate of 1 c u . Here, we used the identity
which is easily veri ed as the mate of each side is ρ c 1 u under the adjunction.
3.2. Oplax V-modules to V-categories. Suppose M is an oplax V-module category. Similar to [MP17, §6] , we assume that for all a ∈ M, the functor L a : V → M by → a has a right adjoint R a : M → V. We de ne a V-enriched category C by C(a → b) = R a (b), so that we have an adjunction
We have for all a, b ∈ M the evaluation map (counit morphism) ε
given by the mate of the identity in V(C(a → b) → C(a → b)). We de ne our identity elements j a ∈ V(1 V → C(a → a)) to be the mate of the distinguished morphism ρ a ∈ M(a 1 V → a). We de ne the composition morphism
It is straightforward to verify that C is a V-category. Indeed, the proof is entirely similar to [MP17, §6.1 and 6.2]. We provide the proof below that the j a are identity elements in C only assuming M is oplax and not strongly unital.
Lemma 3.4. The morphisms j a satisfy the identity axioms.
Proof. We verify that (j a 1 C(a→b) ) • (− • C −) = 1 C(a→b) , and the other equation is similar. The mate of (j a 1 C(a→b) ) • (− • C −) under the adjunction
which is exactly the mate of 1 C(a→b) . In the rst equality above, we used naturality of α, in the second we used (1 a j a ) • ε C a→a = ρ a (which is proven by taking mates), and in the third we used the unitality axiom for M.
3.3. Equivalence. We now restrict to the setting of oplax V-modules which are strongly unital, and prove Theorem 1.4. The proof is very close to [MP17, §7] .
Starting with a strongly unital oplax V-module M, we can construct the V-category C as in Section 3.2, and obtain the strongly unital oplax V-module C V as in Section 3.1. Since C and C V have the same objects as M, we can de ne F : M → C V to be the identity on objects. On morphims, we de ne F by the adjunction
This is a functor similar to [MP17, Prop. 6.12]. We de ne
) to be j m . It is easy to check (F , µ) is a functor of oplax V-modules. Since F is the identity on objects, F is essentially surjective. By (3.4), F is clearly fully faithful. Hence (F , µ) is an equivalence of oplax V-modules. Conversely, starting with a V-category C, we endow C V with the structure of a strongly unital oplax V-module as in Section 3.1, and we obtain a V-category C from C V as in Section 3.2. We de ne V-functors G : C → C and H : C → C as in [MP17, Def. 7.5]. On objects, G(c) = H (c) = c, since C, C V , and C all have the same objects. We de ne G a→b and H a→b via adjunction:
Here, we write ε C for the counit of Adjunction (3.1), which should not be confused with the counit of Adjunction (3.3) from Section 3.2. That G and H are V-functors which witness a V-equivalence of V-categories is identical to the proof of [MP17, Thm. 7.4]. Indeed, to see G and H are mutually inverse, we use the Yoneda Lemma as in (2.6). The adjunctions (3.1) and (3.3) give us a natural isomorphism between representable functors
V V
In this section we assume V is closed so that we may form V. We now give a condition on a V-enriched category C which corresponds to C V being a strong right V-module category. We begin by de ning the notion of tensored V-functors and use them to prove a helpful result about promoting underlying adjunctions to V-adjunctions.
4.1. Tensored V-functors. Throughout this subsection C is a V-category such that for all a ∈ C, the functor R a : C V → V given by b → C(a → b) has a left adjoint L a so that C V is a strongly unital right oplax V-module by Theorem 1.4, and similarly for D.
Lemma 4.1. If F : C → D is a V-functor, the underlying functor F V : C V → D V can be canonically endowed with the structure of a strongly unital lax V-module functor by de ning, for c ∈ C V and ∈ V,
) is the unit of the adjunction.
Proof. We rst note that for c ∈ C, µ c,1 V is the mate of
where we used Lemma 3.2 to conclude (η
under the adjunction, and thus the unital axiom holds. We now prove the associative condition. The mate of α F (c),u, •(µ c,u 1 )• µ c u, under the adjunction
is given by
which is exactly the mate of µ c,u • F V (α c,u, ) under the above adjunction.
To verify µ a,u is natural in a ∈ C and u ∈ V, suppose f ∈ C V (a → b) and ∈ V(u → ). Then the mate of µ a,u • F (f ) under the adjunction
which is exactly the mate of (F (f ) ) • µ b, under the above adjunction.
De nition 4.2. We call a V-functor F : C → D tensored if the canonical maps µ c, ∈ D(F (c) → F (c )) from Lemma 4.1 are isomorphisms for all c ∈ C and ∈ V.
We now prove a helpful result on lifting underlying adjunctions to V-adjunctions. Suppose L :
be the unit and counit of the underlying adjunction respectively. Recall that for a ∈ C and d ∈ D, we de ned
Proof. First, for all a, b ∈ C,
since both are the mate of L a→b under the adjunction
Next, by naturality of ε D , we have
Now we have that the mate of κ a,d under the adjunction is given by
Proof. Similar to the beginning of the proof of Lemma 4.3, for all c, d ∈ D,
since both are the mate of R c→d under the adjunction
Next, for all a ∈ C and ∈ V,
Indeed, under the adjunction
the mate of the left hand side of (4.4) is equal to
which is exactly the mate of the right hand side of (4.4). Finally, the mate of
Proof. Suppose L V R. Then for all a ∈ C and ∈ V, we have the following isomorphisms, which are easily seen to be natural in d ∈ D V by construction:
Thus we get a natural isomorphism of representable functors
, by the Yoneda Lemma as in Equation (2.6), the mate of 1 L(a ) under the above series of isomorphisms gives a canonical isomorphism in D V (L(a) → L(a )). We now see that under the above isomorphisms, 1 L(a ) transforms as follows:
So µ L a, is an isomorphism for all a ∈ C and ∈ V, and thus L is tensored. Conversely, suppose L is tensored. For ∈ V, a ∈ C, and d ∈ D, using Adjunction (3.1), we get the following isomorphisms, which are natural in ∈ V by construction: 
As 4.2. V-adjunctions to strong V-modules. Suppose C is a V-category. In Section 3.1, we looked at the functors R a : C V → V given by b → C(a → b). It is important to note that R a can be promoted to a V-functor R a : C → V as in Example 2.8.
We assume now that C is tensored, so that each R a admits a left V-adjoint L a : V → C. As before, we set a = L a ( ) so that we have a V-adjunction
We endow C V with the structure of an oplax right V-module as in Section 3.1. We claim now that C V is actually a strong V-module, i.e., the morphisms α a,u, ∈ C V (a u → a u ) are isomorphisms. Note that since L a V R a , by Corollary 4.6, L a : V → C is tensored.
Lemma 4.7. Under the identi cation V V = V in Example 2.11, the right V-module structure of V is given by u := u .
is a left V-adjoint of V(u → −) from Example 2.22. Now on objects, (u ⊗ −) V ( ) = u , and for a morphism f ∈ V( → w), (u ⊗ f ) V ∈ V(u → uw) is equal to 1 u f .
Thus for all a ∈ C and u, ∈ V,
is an isomorphism.
Proposition 4.8. For all a ∈ C and u, ∈ V, α a,u, = (µ L a u, ) −1 . Since µ L a u, is an isomorphism, so is α a,u, .
Proof. For a, b ∈ C and u, ∈ V, the following isomorphisms are natural in b ∈ C V by construction.
Setting b = a u and transforming 1 a u under the series of isomorphisms yields
Note we used the expression for κ in terms of L a and the unit ε C of the underlying adjunction from (2.10). Now setting b = a u and transforming 1 a u under the series of isomorphisms yields
Note we used the expression for θ in terms of R a and η C from (2.10), together with Example 2.8. We are now nished by the Yoneda Lemma as in (2.6).
4.3. Strong V-modules to V-adjunctions. Now suppose M is a strong right V-module category. As in Section 3.2, we assume the functors L a : V → M given by → m have right adjoints, and we use the adjunctions L a R a to construct a V-enriched category C.
We now show that when M is strong, the functors L a : V → M can be promoted to V-functors
to be the mate of α −1 a,u, V(u→ )
• (1 a ε V u→ ), where the existence of α −1 requires that M is strong. Note that the usual calculations with mates imply
Lemma 4.9. We have L a is a V-functor. Under the identi cation V V = V from Example 2.11, the
Proof. We must show that for all u, , w ∈ V, (
u→w under Adjunction (4.7) is given by
On the other hand, the mate of
The second equality used two instances of (4.8), and the last equality used the naturality and associativity of α. Now since we de ned C by taking the same objects as M and setting C(a → b) = R a (b), we see that each R a can be promoted to a V-representable V-functor R a : C → V whose underlying functor is R a by Lemma 2.14.
Proposition 4.10. For all a ∈ C and u, ∈ V, µ L a u, = α −1 a,u, . Since α a,u, is an isomorphism, so is µ L a u, . Proof. As µ L a u, is de ned by taking mates, we have
a,u, . Corollary 4.11. The V-functor L a is a left V-adjoint for R a . Thus C is tensored.
Proof. Since L a R a for all a ∈ C, by Theorem 4.5, it su ces to prove that each L a is tensored. This is exactly the content of Proposition 4.10.
C V
For this section, we assume V is closed so that we may form V, and C is oplax tensored.
5.1. The completion operation. Suppose C is a V-category.
De nition 5.1. We de ne the completion C to be the V-category whose objects are of the form a u where a ∈ C and u ∈ V, and whose hom objects are given by C(a u → b ) = V(u → C(a → b) ). The identity element j a u is the mate of j a 1 u under the adjunction
The composition morphism − • C − is the mate of
It is straightforward to verify that C is a V-category.
Lemma 5.2. For every a u ∈ C, there is a canonical V-functor L a u = a u− : V → C.
Proof. On objects, we de ne L a u ( ) = a u . For , w ∈ V, we de ne L a u →w to be the mate of j a 1 u ε V →w under the adjunction
To verify that L a u is a V-functor, we see that the mate of (L a u →w L a u w→x ) • (− • C −) is given by
which is exactly the mate of (− • V −) • L a u →x .
We de ne the underlying functor L a u on objects by L a u ( ) = a u , and on the morphism f ∈ V( → w), we have that L a u (f ) is the mate of j a 1 u f ∈ V(u → C(a → a)uw) under the adjunction.
Proposition 5.3. The underlying functor L a u is left adjoint to the underlying functor R a u .
Proof. Notice we have a series of isomorphisms which are clearly natural in ∈ V: 
where the horizontal arrows ψ are instances of the series of isomorphisms (5.1). It is easiest to do so by taking mates under the adjunction
which e ectively undoes one step of (5.1). Let ∈ C V (a u → b w) = V(1 V → V(u → C(a → b)w)), and note that the mate of ψ ( ) under (5.2) with c = b and x = w is given by (1 u ) • ε u →C(a→b)w . Now since
which is exactly the mate of ψ ( • f ) under Adjunction (5.2).
Corollary 5.4. The completion C is tensored.
Proof. By Theorem 1.5, it su ces to show that the stictly unital oplax V-module structure on C V induced by a u := L a u ( ) = a u is strong, which is immediate.
Universal property of completion.
We now show that completion satis es a universal property.
De nition 5.5. Given a V-category C (not necessarily tensored), the inclusion V-functor I : C → C is given on objects by a → a 1 V and I a→b is the mate of 1 C(a→b) under the adjunction
It is straightforward to verify by taking mates under the above adjunction that I is a V-functor. (The key relation is (1
Remark 5.6. Recall that for a ∈ C and u ∈ V, µ I a,u is de ned as the mate of η u •I a→a u under the adjunction
We get the following two identities for µ I a,u and η C a,u depending on whether we pass through the second equality below under the identi cation V V = V:
Just passing through the rst equality, we get the rst identity below, and passing to the second, we get the second identity. Proof. We de ne a V-functor F : C → D by F (a u) = F (a) u, and we de ne F a u→b to be the mate of
under the adjunction
To verify that F is a V-functor, we show that the mates of (F a u→b F b →c w ) • (− • D −) and (− • C −) • F a u→c w agree under the above adjunction. We leave this tedious and straightforward calculation to the reader. Now for a u ∈ C and ∈ V, we have µ 
Thus we have
and so µ 
2). Notice that (2.2) is equivalent to
, which is exactly the mate of (σ −1 a F a→b ) • (− • D −). Notice here we have used the identities α −1
1 for all d ∈ D and ∈ V from Lemma 3.3.
Remark 5.8. The above proof raises the following two interesting questions.
(1) Given a tensored V-functor G : C → D such that I • G F , when do we have that G is V-equivalent to F ? We are unable to provide any candidate natural isomorphism at this time.
(2) When C is tensored, setting D = C and F = 1 C , we get a canonical tensored V-functor 1 C : C → C such that 1 C I • 1 C . We show in Lemma 5.9 below that τ a u := µ I a,u de nes a 1 V -graded natural transformation τ : 1 C ⇒ 1 C • I. However we do not know how to show that 1 C • I is naturally isomorphic to 1 C , since it may be the case that C is too big; we cannot yet identify a u 1 V and a u. We will solve this problem in the next section by adding additional hypotheses on C.
Lemma 5.9. Setting τ a u := µ I a,u in
de nes a 1 V -graded natural transformation τ :
Proof. To show the naturality condition (2.2), we compute mates under the adjunction
Indeed, the mate of of (τ a u (1 C • I) a u→b ) • (− • C −) is given by
which is exactly the mate of (1
5.3. When representable V-functors are tensored. Recall V is closed so we may form V. We begin with a lemma that we could have proved in Section 4.1.
Lemma 5.10. Fix a ∈ C, and consider the V-functor C(a → −) : C → V.
(1) Writing µ b, = µ
(2) For all ∈ V( → C(b → c)w), µ satis es the naturality condition
(Recall the C V -morphisms 1 b and ε C b→c 1 w are V-morphisms originating at 1 V .)
Proof. To prove (1), recall that we have identi ed V V = V, and thus µ b, is the mate of η C b,
• C(a → −) b→b under the adjunction
But the mate of η
• (− • C −) under the above adjunction by the de nition of C(a → −) b→b from Example 2.8.
We prove (2) using the identity from (1) twice. Note that 1 b := L b ( ) and ε C b→c 1 w is de ned via taking mates as in the beginning of Section 3.1. Hence the left hand side of (5.5) is equal to
which is exactly the right hand side of (5.5).
Proposition 5.11. Suppose C is tensored and a ∈ C and u ∈ V such that the V-representable functors C(a → −) and C(a u → −) are tensored. Then we have a natural isomorphism of representable functors
Proof. Since C is tensored and the representable functors C(a → −) and C(a u → −) are both tensored, we get the following natural isomorphism of representable functors:
To show the above isomorphism is natural in b , one uses the naturality condition (5.5) twice. We use (5.5) the rst time for µ C(a u→−) b, in the rst isomophism in (5.6). For the second use, notice that when C(a → −) tensored, (5.5) is equivalent to
. We use this equivalent version of (5.5) in the third isomorphism in (5.6). We leave the rest of the details to the reader.
Theorem 5.12. Suppose C is a tensored V-category. The following are equivalent:
(2) The V-functor I : C → C given by a → a 1 V from De nition 5.5 is tensored.
(3) The 1 V -graded natural transformation τ : 1 C ⇒ 1 C • I de ned by τ a u := µ I a,u from Lemma 5.9 is a natural isomorphism. (4) The V-functors I : C → C given by a → a 1 V from De nition 5.5 and 1 C : C → C given by a u → a u from Proposition 5.7 witness a V-equivalence.
Proof. (1) ⇒ (2): First suppose (1) holds. Notice that I(a) u = a 1 V u = a u and I(a u) = a u 1 V . Since C is tensored and every V-representable functor is tensored, Proposition 5.11 gives us a canonical natural isomorphism of representable functors C V (a u
. By the Yoneda Lemma as in (2.6), we get a canonical isomorphism in C V (a u → a u 1 V ). We claim this isomorphism is exactly µ I a,u , which is thus invertible by (2.6). Indeed, setting b = a u and = 1 V , Adjunction (5.6) becomes the following isomorphism:
Moreover, 1 a u 1 V transforms as follows under the above isomorphism:
(2) ⇔ (3): The condition that I is tensored is exactly the condition that µ I a,u is invertible for all a ∈ C and u ∈ V, which is equivalent to τ a u being invertible for all a u ∈ C. Hence I is tensored if and only if τ : 1 C ⇒ 1 C • I is an isomorphism. (3) ⇒ (4): Suppose I is tensored, so τ : 1 C ⇒ 1 C • I is an isomorphism. Since we always have an equivalence of V-functors I • 1 C 1 C by Proposition 5.7, we have a V-equivalence C C. (4) ⇒ (1): Assume (4) holds. Then for all ∈ V and a, b ∈ C, the following chain of isomorphisms is natural in u ∈ V:
Hence we have an isomorphism of representable functors V(− → C(a → b) ) V(− → C(a → b )), which gives us an isomorphism C(a → b) C(a → b ). We claim this isomorphism is exactly µ
. Indeed, setting u = C(a → b) and passing through the above chain of isomorphisms, 1 C(a→b) transforms as follows:
Hence µ
is an isomorphism by the Yoneda Lemma as in (2.6).
5.4.
Completion and rigidity of V. We now describe the connection between tensored V-functors and the notion of rigidity. As before, we assume V is closed.
Example 5.13. When V is rigid, our convention for duals is given as in [MP17, §2.7] by ev ∈ V( * → 1 V ) and coev ∈ V(1 V → * ). Hence V is closed with V(u → ) = u * . Notice that V(u → )w = u * w = V(u → w) for all u, , w ∈ V, so every V-representable functor V(u → −) is clearly tensored. In fact, we show this property characterizes rigidity in Lemma 5.14 below.
We can now describe V in more detail without taking any mates. The identity element
We now describe the tensored V-category C in greater detail. We now have C(a
, and the identity elements and composition are given by j a u = coev u •(1 u * j a 1 u ) ∈ V(1 V → u * C(a → a)u) and
Finally, the V-functor I : C → C is given by
Lemma 5.14. Consider the self-enriched V-category V. Every V-representable functor V( → −) is tensored if and only if every object of V has a right dual.
Remark 5.15. This result follows from [GP18, Proposition 6.2], going back to [Str83] . We give an explicit proof here for the reader's convenience.
Proof. If V is rigid, then V(u → ) := u * , so V(u → −) = u * ⊗ − which is obviously tensored.
Conversely, suppose that for ∈ V, V( → −) is tensored. We de ne * := V( → 1 V ) and
One zig-zag relation is readily veri ed using standard mate calculations:
The second is a bit more di cult. First, one shows that (η
• j 1 V by taking mates under the adjunction
This completes the proof.
Corollary 5.16. Suppose V is rigid. Then every V-representable functor R a u : C → V is tensored, and C is V-equivalent to C by Theorem 5.12.
Proof. When V is rigid,
We leave the rest of the details to the reader.
Corollary 5.17. Suppose V is rigid and C is tensored. Then I : C → C is tensored, and C is V-equivalent to C by Theorem 5.12.
Proof. Notice that when C is tensored and V is rigid, we have an adjunction
(5.7)
De ne Φ : C V → C V by Φ(a u) = a u, and on morphisms, Φ is de ned by the adjunction (5.7).
We claim that Φ is an equivalence of categories. It is clear that if Φ is a functor, then Φ is an equivalence of categories, since it is automatically essentially surjective on objects by de nition and fully faithful by (5.7). Setting b = a and = u, it is readily checked that Φ(1 a u ) = 1 a u . Hence for an arbitrary
Thus Φ is a functor, and it gives an equivalence of categories C V C V . We now claim that setting b = a u and = 1 V , Φ(µ I a,u ) = α a,u,1 V . Indeed, using the identity
Since Φ is an equivalence of categories, Φ(µ I a,u ) = α a,u,1 V being invertible implies µ I a,u is invertible. Hence I is tensored, and we are nished.
C V
For the remainder of this article, V will denote a braided monoidal category.
6.1. V-monoidal categories. We now recall the basics of (strict) V-monoidal categories from [MP17] .
De nition 6.1. A (strict) V-monoidal category consists of a V-category C, together with the following additional data:
• (identity object) a distinguished object 1 C ∈ C • (tensor product of objects) for all a, b ∈ C, an object ab ∈ C • (tensor product for hom-objects) for all a, b, c, d ∈ C, a distinguished morphism
). subject to the following axioms:
• (strict unitality for objects) for all a ∈ C, 1 C a = a = a1 C .
• (strict associator for objects) for all a, b, c, ∈ C, a(bc) = (ab)c.
•
, and • (braided interchange) for all a, b, c, d, e, f , the following diagram commutes:
where β is the braiding in V.
It is straightforward to verify that the underlying category C V of a V-monoidal category is a monoidal category.
Example 6.2. When V is braided closed monoidal, can make V a V-monoidal category by de ning − ⊗ V − to be the mate of (1 u β w, [u 
We leave the details to the reader as a valuable exercise.
De nition 6.3 ([MP17]
). Suppose C, D are V-monoidal categories. A (strong) strongly unital Vmonoidal functor C → D consists of a pair (F , ν ) where
which satisfy the following conditions:
• (unitality) For all a ∈ C, ν a,
We leave the de nition of a lax/oplax V-monoidal functor to the reader. Note that the underlying functor of a strong/lax/oplax V-monoidal functor is strong/lax/oplax monoidal with the same tensorator/laxitor/oplaxitor.
De nition 6.4. Suppose C, D are V-monoidal categories and
is a 1 V -graded natural transformation σ : F ⇒ G satisfying the naturality condition (2.2) and the additional axioms
• (σ a σ b ).
As before, we denote by R a : C V → V the representable functor b → C(a → b) from Example 2.13. When V is closed, we denote by R a : C → V the V-representable functor from Example 2.8.
Closed V-monoidal categories.
Example 6.5. Suppose C is V-monoidal and a ∈ C. We can de ne a V-functor a ⊗ − : C → C on objects by a ⊗ b = ab and (a ⊗ −) b→c ∈ V(C(b → c) → C(ab → ac)) is (j a 1 C(b→c) ) • (− ⊗ C −). It is straightforward to verify a ⊗ − is a V-functor using the braided interchange relation.
Notice that the underlying functor is given by a ⊗ − : C V → C V , where a ⊗ b = ab and for
De nition 6.6. We call a V-monoidal category C closed if every V-functor a ⊗ − has a right V-adjoint, denoted [a, −] : C → C.
Example 6.7. Recall that a V-monoidal category is called rigid if the underlying monoidal category C V is rigid. As in [MP17] , to ease the notation, we assume (ba) * = a * b * for all a, b ∈ C.
Notice that a rigid V-monoidal category is closed with [a, −] = a * ⊗ −, where the V-adjunction is witnessed via the Frobenius reciprocity isomorphisms
(It is an important exercise using the braided interchange relation to verify the above morphism is a natural isomorphism with the obvious inverse.)
Lemma 6.8. If C is closed, then C is oplax tensored if and only if R 1 C admits a left adjoint.
The other direction is trivial.
6.3. Classi cation of rigid V-monoidal categories. In [MP17] , we proved a classi cation theorem for rigid V-monoidal categories, which is an analog of Theorem 1.4. Remark 6.10. As in [MP17] , we abuse nomenclature by assuming our oplax monoidal functors (F , ν) : V → T are strongly unital; that is F (1 V ) = 1 T and ν ,1 V = 1 F ( ) = ν 1 V , for all ∈ V. See also Remark 6.11.
6.4. Classi cation of closed V-monoidal categories. It is straightforward to generalize Theorem 6.9, relaxing rigidity on both sides to closed, obtaining a bijective correspondence between closed V-monoidal categories and pairs (T , F Z ) with T closed. This is a better analog of Theorem 1.4 than Theorem 6.9.
Theorem (Thm. 1.1). Let V be a braided monoidal category. There is a bijective correspondence
Closed V-monoidal categories C such that R 1 C admits a left adjoint Pairs (T , F Z ) with T a closed monoidal category and
We now give a brief description of both directions, together with a proof of the essential lemmas needed when C (respectively T ) is closed rather than rigid.
Starting with a V-monoidal C such that R 1 V : C V → V admits a left adjoint F : V → C V , we let η be the unit of the adjunction. We see that F can be endowed with the structure of a strongly unital oplax monoidal functor by de ning ν u, ∈ C V (F (u ) → F (u)F ( )) to be the mate of (η
Remark 6.11. In [MP17, Lem. 4.4], it was shown that F (1 V ) is canonically isomorphic to 1 C V via the Yoneda Lemma, and thus we may identify F (1 V ) = 1 C V . That paper (in error!) omitted to show the easily veri ed that under this identi cation, ν 1 V , = 1 F ( ) = ν ,1 V for all ∈ V. Indeed, the veri cation is the same as the proof of Lemma 3.3.
Since Proof. Setting b = aF ( ), we see that the mate of j aF ( ) = (j a j F ( ) ) • (− ⊗ C −) is given by
Remark 6.13. This lemma has many important implications. First, one can use this lemma and the braided exchange relation to prove that
These maps above are thus all equal to the mate of α a,u, from (3.2) where the right V-module structure of C is given by a u := aF (u). This also implies that α a,u, = 1 a ν u, for all a ∈ C and u, ∈ V. Setting a = 1 C , we have ν u, = α 1 C ,u, . We will use these facts heavily in the proof of Lemma 7.2 below.
With Lemma 6.12 in hand, we can lift F : V → C V to a braided oplax monoidal functor F Z : V → Z (C V ) by de ning a half-braiding e a,F ( ) ∈ C V (aF ( ) → F ( )a) to be the mate of (η j a ) • (− ⊗ C −) under Adjunction (6.3). Indeed, all proofs in [MP17, §4 and 5] now apply verbatim to the closed (rather than rigid) case, using Lemma 6.12 rather than [MP17, Lem. 4.6].
In the other direction, starting with a closed monoidal category T and a strongly unital braided oplax monoidal functor (F Z , ν ) : V → Z (T ) such that F := F Z • R admits a right adjoint R (where R : Z (T ) → T is the forgetful functor), we notice that the functors L a : V → T by L a ( ) = aF ( ) admit right adjoints:
We thus de ne a V-category T / /F as follows:
• The objects of T / /F are the same as those of T , • The hom objects are given by T / /F (a → b) = R ([a, b] ).
• the identity morphism j a ∈ V(1 V → R ([a, a]) ) is the mate of 1 a ∈ T (a → a),
T V
In this section, we assume that V is a braided closed monoidal category so that we may form the V-monoidal category V as in Example 6.2. 7.1. Tensored V-monoidal categories.
De nition 7.1. Similar to an ordinary V-category, we call a V-monoidal category tensored if the V-representable functors R a = C(a → −) : C → V admit left V-adjoints.
Suppose C is closed and R 1 C = C(1 C → −) : C → V admits a left V-adjoint F . By Remark 2.19, the underlying functor F V : V → C V is left adjoint to the underlying functor R 1 C . As in the proof of Theorem 1.1, every representable functor R a = C(a → −) V : C V → V admits a left adjoint L a . This allows us to canonically equip F V with the structure of a strongly unital braided oplax monoidal functor
. In fact, we will see that ((F V ) Z , ν) is strong monoidal.
Lemma 7.2. Suppose C is closed and
Proof.
(1) First, F is tensored by Theorem 4.5. As explained in Remark 6.13, notice that ν u, = α 1 C ,u, where the right V-module structure of C is given by a u := aF (u). Now when F is a left V-adjoint of C(1 C → −), we have α 1 C ,u, is invertible with inverse equal to µ L 1 C u, = µ F u, by setting a = 1 C in the proof of Proposition 4.8.
(2) By (1), ν u, ∈ V(1 V → C(F (u ) → F (u)F ( ))) is invertible for all u, ∈ V, and the result follows immediately. (3) Since (F V , ν ) is strong monoidal by (1), we see that the ν u, automatically satisfy the unitality and associativity axioms for (F , ν ) to be a V-monoidal functor, since these are merely properties of the underlying functor F V . It remains to prove the naturality condition (6.2). Under the adjunction
which is also equal to the mate of (− ⊗ V −) • F u →wx • (− • C ν w,x ) through a similar calculation. Here, we have used that
and the analogous statement replacing u and w with and x respectively. Indeed, since ν −1
by Proposition 4.8 as in (1), both maps in (7.1) are the mate of F u→w under the adjunction
(4) Recall from Remark 6.13 that the right oplax V-module structure of C is given by a u := aF (u), and α a,u, = 1 a ν u, for all a ∈ C and u, ∈ V. Since ν u, is invertible by (1), we see α a,u, is invertible for every a ∈ C and u, ∈ V. Hence C is tensored by Proposition 4.10 and Corollary 4.11.
The following corollary is now immediate. We also get a bijective correspondence replacing closed with rigid on both sides above.
Proof. Under the bijective correspondence from Theorem 1.1, it su ces to prove that C tensored implies (F Z , ν) : V → Z (C V ) is strong monoidal, and that (F , ν ) : V → Z (T ) being strong monoidal implies T / /F is tensored.
First, when C is closed and tensored, R 1 C = C(1 C → −) : C → V admits a left V-adjoint F : V → C. By Remark 2.19, the underlying functor F V is a left adjoint to the underlying functor R 1 C , and can be endowed with the structure of a braided oplax monoidal functor ((
is strong monoidal. By (4) of Lemma 7.2, it su ces to show we can promote F = F Z • R : V → T (where R : Z (T ) → T is the forgetful functor) to a V-functor F : V → T / /F which is left V-adjoint to T / /F (1 T → −). Since F is strong monoidal, we can de ne F u→ as mate of ν −1 u, V(u→ )
• F (ε V u→ ) as on the right hand side of (7.1) under the adjunction
Under the adjunction
we see the mate of (F u→ F →w ) • (− • T / /F −) is given by
which is exactly the mate of (− • V −) • F u→w . Hence F is a V-functor. We already know the underlying functor 
. But notice by de nition of F u→u , this mate is also given by
Hence µ F u, = ν −1 u, is invertible, and F is tensored.
C V
We now discuss the completion operation for V-monoidal categories. In this section, V is braided and closed so we may form the self-enriched V-monoidal category V.
De nition 8.1. Given a V-monoidal category C, we de ne its completion C as an extension of De nition 5.1. As before, C has objects of the form a u for a ∈ C and u ∈ V. We de ne C(a u → b ), j a u , and − • C − as before. We additionally de ne:
It is a worthwhile exercise to verify that C satis es the axioms of a V-monoidal category.
Suppose C is a V-monoidal category, and form C as above. Note that C is tensored by Corollary 5.4, since this is merely a property of the underlying V-category of C (obtained by forgetting the V-monoidal structure). 8.1. Universal property of completion for V-monoidal categories.
De nition 8.2. We now endow our V-functor I : C → C by a → a 1 V from De nition 5.5 with the structure of a V-monoidal functor. We de ne
to be j ab 1 V . It is straightforward to check the necessary diagrams commute, and (I, ν ) is V-monoidal. Proof. By Proposition 5.7, we know that the underlying V-functor of F (forgetting the V-monoidal structure) factors through a tensored V-functor F : C → D, i.e., there is a V-natural isomorphism σ : F ⇒ I • F . It remains to show F can be endowed with the structure of a V-monoidal functor such that σ is V-monoidal.
Since D is tensored, under the bijective correspondence in Theorem 1.2, there is a strong monoidal functor (G Z We leave this enjoyable exercise to the reader, who may wish to use the string diagrammatic calculus to perform this calculation. We point out that one should keep in mind that G applied to any morphism in V is a morphism in Z (D V ).
8.2.
When tensored V-monoidal categories are equivalent to their completions. Since being tensored is a property of the underlying V-category of a V-monoidal category, we now adapt the results of §5 to the V-monoidal setting by merely checking monoidality when necessary.
Recall from Lemma 5.9 that τ a u := µ I a,u de nes a 1 V -graded V-natural transformation τ : 1 C ⇒ 1 C •I.
Lemma 8.4. Suppose C is closed. The 1 V -graded V-natural transformation τ : 1 C ⇒ 1 C • I is monoidal.
Proof. We must verify for a u, b ∈ C that the composites τ ab u • ν (1) Every V-representable functor R a = C(a → −) : C → V is tensored.
(2) The V-monoidal functor I : C → C given by a → a 1 V is tensored.
(3) The 1 V -graded monoidal V-natural transformation τ : 1 C ⇒ 1 C • I is an isomorphism.
(4) The V-monoidal functors I : C → C and 1 C : C → C witness a V-monoidal equivalence.
Proof. We know the V-functors (I, ν I ) : C → C and (1 C , ν 1 C ) : C → C are monoidal and the 1 V -graded V-natural isomorphism σ : 1 C • I ⇒ 1 C and the 1 V -graded V-natural transformation τ : 1 C ⇒ 1 C • I are monoidal. Hence the result follows formally from Theorem 5.12.
Combining the above theorem with §5.4, when V is rigid, we get the following corollaries.
Corollary 8.6. Suppose V is rigid and C is a closed V-monoidal category. Then C is V-monoidally equivalent to C.
Corollary 8.7. Suppose V is rigid and C is a tensored closed V-monoidal category. Then C is V-monoidally equivalent to C.
Is the completion closed?
In addition to Remark 5.8, we have the following interesting question. If C is a closed V-monoidal category, when is C closed? Of course, C is closed under any of the hypotheses of Theorem 8.5, as C is V-monoidally equivalent to C. But perhaps C is closed under some weaker assumptions, e.g., one could additionally assume C(1 C → −) admits either a left adjoint or a left V-adjoint. Under the identi cation V V = V, the left hand side above is equal to V(u → C(ab → c)w), and at this point it is not clear to us how to proceed unless V is rigid.
Example 8.8. Building on Example 5.13, when V is rigid, we can describe the V-monoidal structure of V in more detail without taking mates. The tensor product morphism is given by We can describe the V-monoidal structure of C in greater detail without taking mates. Indeed, the tensor product morphism is given by It is straightforward to check that the above equality follows from the fact that 
