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We present the first experimental optical absorption spectra of isolated CdSe+2 and Cd2Se
+
2 species
in the photon energy range ~ω = 1.9–4.9 eV. We probe the optical response by measuring photodis-
sociation cross sections and combine our results with time-dependent density functional theory and
equation-of-motion coupled cluster calculations. Structural candidates for the time-dependent excited
state calculations are generated by a density functional theory based genetic algorithm as a global
geometry optimization tool. This approach allows us to determine the cluster geometries present in
our molecular beams by a comparison of experimental spectra with theoretical predictions for putative
global minimum candidates. For CdSe+2 , an excellent agreement between the global minimum and the
experimental results is presented. We identify the global minimum geometry of Cd2Se+2 as a trapez-
ium, which is built up of a neutral Se2 and a cationic Cd+2 unit, in contrast to what was previously
proposed. We find an excellent overall agreement between experimental spectra and excited state
calculations. We further study the influence of total and partial charges on the optical and geometric
properties of Cd2Se2 and compare our findings to CdSe quantum dots and to bulk CdSe. Published
by AIP Publishing. https://doi.org/10.1063/1.5066414
I. INTRODUCTION
The rising trend towards more digitalization in almost all
areas of daily life has led to an increased demand for smaller,
faster, and more powerful electronic devices.1–6 This has
accelerated the investigation of nanoscale and subnanoscale
semiconductor materials. In particular, the exploration of
small II-VI semiconductor nanoparticles (NPs) such as CdSe
quantum dots (QDs) has drawn significant attention due to
their intriguing optoelectronic properties, which makes them
promising materials for optical applications such as displays,
solar cells, lasers, light emitting diodes (LEDs), and biomed-
ical imaging.7–13 One major goal in nanoscience is to tailor
such materials at the atomic scale and to tune material prop-
erties very precisely for future technologies. To achieve this,
a fundamental understanding of the size-dependent develop-
ment of the properties of interest is absolutely necessary.
While much is known about II-VI semiconductor systems
(e.g., CdSe) in the bulk phase14–16 as well as for larger CdSe
NPs,17–38 less information is available about their behavior at
very small sizes in the form of clusters consisting of only a few
atoms.
a)Author to whom correspondence should be addressed: jaeger@cluster.
pc.chemie.tu-darmstadt.de
Many reported experimental studies are focused on the
synthesis and characterisation of optical properties of col-
loidal, stoichiometric, and neutral CdSe clusters.24–38 It has
been observed that with smaller particle size, the optical emis-
sion and absorption become blue-shifted due to quantum con-
finement effects.13,32,39–47 Hence, the photoluminesence of
small semiconductor NPs can be tuned by varying the clus-
ter size. Besides the dimensions, the optical properties of
these clusters are also highly dependent on other parame-
ters such as composition, temperature, charge, or chemical
environment.26,29,31,37
In contrast to the previously mentioned investigations of
colloidal (ligated) CdSe systems, significantly less information
is available about naked CdSe clusters. Orii et al. measured
photoluminescence spectra for isolated CdSe clusters in the
size range 6–26 nm, without specifying the exact number of
atoms in each cluster.48 They recorded the cumulated opti-
cal properties for all particles in a molecular beam of CdSe
in the energy range ~ω = 1.5–2.5 eV. Zang et al. generated
CdSe nanoparticles in the gas phase with a magnetron sputter
source in order to prepare deposited nanoparticles.49 The mean
diameter of their clusters was approximately 4.8 nm, with a
resulting bandgap energy of about 2.8 eV, which is signifi-
cantly blue-shifted compared to the bulk value of 1.7 eV (due to
the previously mentioned quantum confinement effect). Very
stable CdSe clusters were synthesized in toluene solution by
0021-9606/2018/149(24)/244308/14/$30.00 149, 244308-1 Published by AIP Publishing.
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Kasuya et al. and investigated in the gas phase by time-of-flight
mass spectrometry (TOF-MS).50 The mass spectra revealed
the existence of very stable Cd33Se33 and Cd34Se34 species.
Optical absorption spectra of the corresponding CdSe cluster
solutions were also recorded and show a sharp excitonic peak
at 2.99 eV (with smaller peaks at 3.25 eV and 3.52 eV). Den-
sity functional theory (DFT) calculations predict that Cd33Se33
and Cd34Se34 are built up of puckered Cd28Se28 cages (highly
symmetric analogs of fullerenes) with a Cd5Se5 or Cd6Se6
core structure, respectively.
Stoichiometric neutral (CdSe)n clusters have been exten-
sively investigated computationally. The geometries, elec-
tronic structures, and optical properties of neutral CdnSen
clusters up to n = 60 (the particle diameter size is approximately
1.7 nm for n = 60) were studied by DFT and time-dependent
density functional theory (TDDFT) calculations.51–60 All clus-
ter geometries were found to exhibit alternating Cd-Se bonds
and mainly obey Euler’s theorem (for convex polyhedra).61
CdnSen clusters with n ≥ 8 are built up from alternating four-
membered and six-membered rings. Ring-like structures with
heteronuclear bonds have been found to be the lowest lying
structures up to n = 4, and spheroid structures have been
predicted for larger particles.
To the best of our knowledge, there has only been one
experimental study of small bare cationic CdSe clusters.62
Only mass spectra of small cationic CdSe clusters were
recorded, without measuring any further physical or chemical
properties. This was also the first theoretical study of positively
charged stoichiometric CdSe cluster structures. For stoichio-
metric CdnSe+n (1 ≤ n ≤ 16), cluster geometries and incremen-
tal atomisation energies were computed at the B3LYP/SKBJ
level of theory. For small clusters up to n = 5, the same global
minimum (GM) cluster structures were found as for the neutral
counterparts.
The scientific objective of gaining a fundamental under-
standing of the intrinsic optoelectronic properties of CdSe
clusters can be achieved with a combined experimental and
theoretical bottom-up approach, by starting with very small
and isolated species and gradually increasing the complexity
(such as system size, composition, and chemical environ-
ment). Here, we present the first optical absorption spectra
of bare CdSe+2 and Cd2Se
+
2 cations in the photon energy range
~ω = 1.9–4.9 eV, recorded by longitudinal photodissociation
spectroscopy.63 These photodissociation spectra are also the
first that have been measured utilising the sum frequency mix-
ing (SFM) extension of our tunable laser system. We support
our experimental results with optical response calculations
using TDDFT and equation-of-motion coupled cluster singles
and doubles (EOM-CCSD) methods. Energetically low-lying
isomers are obtained by an unbiased global optimisation pro-
cedure using a genetic algorithm (GA) at the DFT level of
theory. Furthermore, we investigate the influence of the charge
on the structural and optical properties of Cd2Seq2 (q = −1, 0,
+1). Additionally, in the supplementary material, we provide
a benchmark of different basis sets and exchange correlation
(xc) functionals for the calculations of the optical properties
of CdnSe+m, making a direct comparison with the experimental
data. Our findings may serve as the basis for the study of larger
CdSe clusters.
II. EXPERIMENTAL AND COMPUTATIONAL DETAILS
A. Experimental details
The general methodology and experimental details are
described elsewhere;63 therefore, only a brief overview is given
here. The experimental setup is shown in Fig. 1. Cadmium-
selenide cluster cations are generated in a laser vaporisation
source by focusing the second harmonic generation (SHG)
of a Nd:YAG laser onto a rotating and translating CdSe tar-
get (American Elements, composition: Cd:Se = 50:50, purity:
99.999%) in a He buffer gas environment. The generated clus-
ters are detected by time-of-flight mass spectrometry (TOF-
MS). Optical absorption spectra are recorded by longitudinal
photodissociation spectroscopy employing an optical paramet-
ric oscillator (OPO), which covers the photon energy range
~ω = 1.9–4.9 eV. By using the recently installed SFM setup in
the UV range (the SFM is available in the range 3.04–4.19 eV),
FIG. 1. Scheme of the experimental
setup with SFM extension for the tun-
able laser system (He: Helium valve,
SHG: Second harmonic generation of a
Nd:YAG laser, T: Translating and rotat-
ing CdSe target, N: Nozzle, S: Skim-
mer, ES: Electrostatic shutter, A: Aper-
ture, TOF-MS: Time of flight mass spec-
trometer, D: Detector system, E: Elec-
tron scintillator, PM: Photomultiplier,
Nd:YAG: Nd:YAG pump laser, F: Fun-
damental of a Nd:YAG laser, HG: Har-
monic Generator, THG: Third harmonic
generation of a Nd:YAG laser, M: Mir-
ror, OPO: Optical parametric oscilla-
tor, OPO-HG: Harmonic generator, BD:
Beam dump, Sw: Signal wave, Iw: Idler
wave, SW-SFM: Sum frequency mixing
signal wave).
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a highly increased photon fluence and much improved laser
pulse stability were obtained. This is achieved by mixing the
fundamental (F, 1064 nm) of the Nd:YAG laser with the OPO
signal wave (Sw) output in the second SHG/SFM stage (OPO-
HG). The improvement of the new laser setup is demonstrated
in Table I, which compares the lowest and highest laser fluence
for the old (SHG) and new (SFM) laser systems. In addition,
we have extended the range of our tunable dissociation laser
by 0.5 eV, and hence, a maximum energy of 4.9 eV is acces-
sible. For the whole UV-VIS spectral range, only the more
powerful signal wave (Sw) was used, whereas the idler wave
(Iw) was guided into a beam dump (BD). The TOF-MS oper-
ates at 10 Hz, while the tunable laser system is triggered by
5 Hz, which allows a simultaneous storage of mass spectra
with and without the laser radiation per wavelength. Finally,
the experimental absorption spectra [the absorption cross sec-
tion σ(~ω) as a function of the photon energy] are obtained by
applying the Lambert-Beer law63 for one-photon absorption
processes and assuming a perfect overlap between the molec-
ular beam and the dissociation laser, as in earlier studies.64–67
Consequently, the photodissociation cross sections presented
should be considered as lower limits to the total absorption
cross sections.
B. Computational details
In the present study, we perform a global optimiza-
tion of the configurational space of CdSe+2 and Cd2Se
+
2 ,
using the Mexican enhanced genetic algorithm (MEGA),68
an improved version of the Birmingham parallel genetic
algorithm (BPGA),69,70 to create suitable structural candi-
dates. This is done at the plane-wave density functional level
of theory (pw-DFT). Local geometry optimizations use the
Vienna ab initio Simulation Package (VASP) code71–74 with
the Perdew-Burke-Ernzerhof (PBE) exchange-correlation (xc)
functional and projected augmented wave (PAW) pseudopo-
tentials.75,76 The plane-wave basis set was truncated with a
cut-off energy at 400 eV, and spin polarisation was imple-
mented.
All lowest lying isomers are locally reoptimized using
NWChem v.6.677 (orbital-based DFT, using tight optimiza-
tion criteria and a high density numerical grid), employ-
ing the hybrid xc functionals PBE078 and B3LYP79 and the
correlation-consistent cc-pVTZ-PP basis set. For Cd and Se,
20 and 24 electrons are treated explicitly, respectively.80–82
The choice of functionals and basis sets is justified by our
benchmark calculations (see the supplementary material). Fur-
thermore, for geometry refinement, we also employed the
TABLE I. Effect of the SFM enhancement with respect to the photon fluence
Φ. The maximum and minimum photon fluence Φmax and Φmin are shown
for the energy range 3.04–4.19 eV for both the old SHG and the new SFM
setup.
Φmin/Å2 Φmax/Å2
Energy range/eV SHG SFM SHG SFM
3.04–4.19 0.05 0.95 0.59 1.88
more demanding coupled clusters singles and doubles (CCSD)
approach as well as coupled cluster singles doubles with
perturbative triples CCSD(T). Hence, we reoptimize all low-
est energy structures at the CCSD/cc-pVTZ-PP level of the-
ory and evaluate the resulting isomer structures with single
point energy calculations at the CCSD(T)/cc-pVTZ-PP level
of theory using Gaussian09.83 Harmonic frequency analy-
ses are performed for all isomers at the particular level of
theory, in order to verify that the optimized geometries cor-
respond to local minima on the potential energy surface.
For geometries generated in this way, electronic excitation
spectra are calculated using spin-unrestricted TDDFT, with
60 excited states, employing the same xc functionals and
basis sets as used in the geometry optimizations. In Gaus-
sian09,83 EOM-CCSD optical response calculations with 40
excited states are also performed for all geometries obtained
by CCSD. For all structures, a natural bond analysis (NBA)
is conducted at the PBE0/cc-pVTZ-PP level of theory. Pre-
viously we have successfully demonstrated the capability
of this combined experimental and theoretical approach for
the structure discrimination of small Ag, Au, and AgAu
clusters.63–67
III. RESULTS AND DISCUSSION
A. CdSe+2 cluster structures
In the case of CdSe+2 , no further isomer was found within
0.50 eV of the putative global minimum at all considered levels
of theory. The next higher lying isomer is separated by approx-
imately 1.50 eV. Both structures are depicted in Fig. 2, and the
bond lengths are presented in Table II. The putative GM (Iso-I)
is a Cs (bent Cd–Se–Se) structure with a singly coordinated
Cd. The next isomer, with linear (Se–Cd–Se) geometry and
C∞v symmetry (Iso-II), lies much higher in energy [1.48 eV
for CCSD(T)]. In contrast to neutral stoichiometric (CdSe)n
clusters, the most stable isomer (Iso-I) does not have alternat-
ing Cd–Se bonds; instead, a Se–Se unit is the fundamental
building block. It is noticeable that the relative DFT ener-
gies computed with the PBE0 functional are closer to the
CCSD(T) values than those obtained by B3LYP calculations.
For both structures, the positive charge is mainly localized on
the Cd atom as shown by the natural bond analysis. For Iso-I,
this effect is more marked. For Iso-II, the natural charges are
FIG. 2. Lowest lying CdSe+2 isomers (Cd: dark atoms, Se: light atoms) and
their relative energies in eV, as obtained at the CCSD(T)/cc-pVTZ (black),
PBE0/cc-pVTZ-PP (blue), and B3LYP/cc-pVTZ-PP (red) levels of theory
together with their point group symmetries. Natural charges from NBA are
given in italic font. The chemical bonds are labeled with w and x.
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TABLE II. Bond lengths (in Å) for bonds w and x shown in Fig. 2 at the
PBE0/cc-pVTZ-PP level of theory.
Bond Iso-I Iso-II
w 2.69 2.44
x 2.17 2.52
different on the two Se atoms, which reflects the slightly differ-
ent Cd–Se bond lengths (cf. Table II). The Cd–Se bond of Iso-I
is significantly larger than the Cd–Se bonds of Iso-II. Consis-
tent with this, the NBA shows that Iso-I can be considered as
a Cd+ cation bonded to a neutral Se2 dimer.
B. Cd2Se+2 cluster structures
The lowest lying isomers for Cd2Se+2 are presented in
Fig. 3. Additionally the bond lengths are shown in Table III.
We found four different structural candidates within 0.50 eV.
All isomers are planar. The putative GM (Iso-I) is a dis-
torted trapezium with C2v symmetry and can be considered
as two parallel aligned dimers (Se2 and Cd2) bonded to each
other. Iso-II exhibits a “Y”-shape (with C2v symmetry) and
can also be regarded as built up from Se2 and Cd2 dimers,
but with orthogonal alignment and an inner three-fold coordi-
nated Cd atom. Iso-III, with Cs symmetry, displays a distorted
“L”-shape. Again, it is formed of linked Se2 and Cd2 dimers.
Iso-III appears to be a true minimum only at the DFT level
because after geometry optimization at the CCSD level, Iso-
III relaxed to Iso-II. Therefore, we used the PBE0/cc-pVTZ-PP
geometry as input for the single point CCSD(T)/cc-pVTZ-PP
FIG. 3. Lowest lying Cd2Se+2 isomers (Cd: dark atoms, Se: light atoms) and
their relative energies in eV, as obtained at the CCSD(T)/cc-pVTZ (black),
PBE0/cc-pVTZ-PP (blue), and B3LYP/cc-pVTZ-PP (red) levels of theory
together with their point group symmetries. The star ∗ indicates the CCSD(T)
energy calculation for the geometry relaxed at the PBE0/cc-pVTZ-PP level
of theory. Natural charges from NBA are given in italic font. The chemical
bonds are labeled with w, x, y, and z.
TABLE III. Bond lengths (in Å) for bonds w, x, y, and z shown in Fig. 3 at
the PBE0/cc-pVTZ-PP level of theory.
Bond Iso1-I Iso-II Iso-III Iso-IV
w 2.21 2.33 2.21 2.59
x 2.76 2.57 2.55 2.53
y 2.75 2.70 2.79 2.53
z 2.76 2.57 2.59
calculation. Only Iso-IV, a slightly distorted rhombus with C2v
symmetry, shows completely alternating Cd and Se atoms, but
with different Cd–Se bond lengths (cf. Table III). Regarding
the relative energies, Iso-I is always the putative GM and is
geometrically related to Iso-I of CdSe+2 by adding a Cd atom,
so as to form one Cd–Cd bond and another Cd–Se bond. As in
the case of CdSe+2 , the relative energies obtained with PBE0
are closer to the CCSD(T) results than the B3LYP energies.
For all structures, the positive charge is mainly localized on
the Cd-atoms, but for Iso-I, the NBA shows two distinct units,
the almost neutral Se2 and charged Cd+2 . Consistent with this,
Iso-I shows the largest Se–Cd bond-length. The formation of
a covalent Se2 bond has also been reported for the dicationic
Cd2Se2+2 species.
84
For Cd2Se+2 , a clear stability trend is observed. Isomers
composed of Se2 and Cd2 dimers are energetically preferred, in
contrast to Iso-IV [with the exception of Iso-III at CCSD(T)].
This is surprising because the GMs of neutral stoichiometric
(CdSe)n clusters form structures, with alternating Cd and Se
atoms (as in Iso-IV).53–55,59 Sanville et al.62 proposed Iso-
IV as the GM structure for both the neutral and cationic
species at the less precise B3LYP/SKBJ level of theory,
but with the constraint that only structures with heteronu-
clear bonding were considered. With this restriction, it was
not possible to find the structures of Iso-I to Iso-III, which
highlights the importance of an unbiased global optimiza-
tion of a cluster system of interest, to actually find the GM
structure.
C. Influence of charge q (= −1, 0, +1)
on the structure of Cd2Seq2 clusters
In order to further investigate the influence of charge on
the structural motifs of Iso-I and Iso-IV, the calculated ener-
gies for both isomers at different levels of theory for several
charge states are listed in Table IV. Additionally, Mulliken
charges and natural charges (cf. Fig. 4), bond lengths (cf.
Table V), highest occupied molecular orbitals (HOMOs) and
lowest unoccupied molecular orbitals (LUMOs), and atomic
orbital projected density of states (pDOS) (cf. Fig. 5) have been
calculated. We performed the calculations for the Mulliken
charges and pDOS with NWChem at the PBE0/cc-pVTZ-PP
level of theory. According to Table IV, for larger basis sets,
cationic Iso-I is always lower in energy than Iso-IV, while the
opposite is found for the neutral and anionic species. Iso-IV
is only preferred for the positively charged species for small
basis sets (PBE0/sbkjc-vdz and PBE0/lanl2dz), while in the
case of B3LYP/lanl2dz, the energy separation of these iso-
mers seems to be strongly underestimated. Hence, a small
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TABLE IV. Influence of the quantum chemical method, basis set, and charge
q on the relative energies of Iso-I and Iso-IV of Cd2Seq2 for the cationic
(q = +1), the neutral (q = 0), and anionic (q = 1) species. Relative energies
after geometry refinement are presented.
∆E/eV = (E(Iso-IV)  E(Iso-I))/eV
Method/basis set Cation Neutral Anion
CCSD(T)/cc-pVTZ-PP 0.33 0.71 0.87
CCSD/cc-pVTZ-PP 0.20 0.81 0.84
PBE0/cc-pVTZ-PP 0.40 0.68 0.77
B3LYP/cc-pVTZ-PP 0.59 0.43 0.51
PBE0/def2-tzvpp 0.39 0.69 0.77
HSE06/def2-tzvpp 0.42 0.64 0.72
PBE0/sbkjc-vdz 0.28 1.12 1.12
B3LYP/sbkjc-vdz 0.01 0.79 0.78
PBE0/lanl2dz 0.39 1.20 1.12
basis set seems to be insufficient for the energetic descrip-
tion of Cd2Se+2 , especially by direct comparison with the
CCSD(T)/cc-pVTZ-PP values. In general, it can be seen that
Iso-IV is increasingly favored as the number of valence elec-
trons increases from the cation, to neutral to anion, and thus by
varying the charge, the GM structure motif changes. An unbi-
ased global optimization of neutral (q = 0) and anionic (q =−1)
Cd2Seq2 using MEGA reveals that Iso-IV is the GM for both
charge states. Irrespective of the charge, the values calculated
with PBE0/cc-pVTZ-PP are closer to the CCSD(T)/cc-pVTZ-
PP results than the B3LYP/cc-pVTZ-PP energy differences.
The analysis of bond length with respect to the charge (cf.
Table V and Figs. 3 and 4 of the supplementary material)
shows that in the case of Iso-I, the homonuclear bonds (Cd–Cd
and Se–Se) increase with the number of electrons, while the
heteronuclear Cd–Se bond lengths show a minimum for the
neutral species for both isomers Iso-I and Iso-IV. The Cd–
Se bond lengths are shorter in Iso-IV than in Iso-I for all
charges q.
Figure 4 shows the results of the NBA and the Mul-
liken population analysis for cationic, neutral, and anionic
Iso-I and Iso-IV. Taking into account that Mulliken population
analysis strongly depends on the quantum chemical method
and basis set size, here it can still be used to qualitatively
describe the charge dependence because the Mulliken charges
show the same trend as the natural charges. For cationic Iso-I,
the positive charge is almost entirely localized on the more
electropositive Cd atoms. Hence, Iso-I can be considered as
a neutral Se2 unit bonded in parallel to a cationic Cd+2 dimer.
The influence of the charges on the geometry of Iso-IV can
be clearly recognized by considering the natural and Mulliken
charges. The neutral and anionic species exhibit D2h symme-
try with equal bond distances and identical charges for both
Se atoms (negative) and both Cd atoms (positive). The posi-
tive charge lowers the symmetry of Iso-IV to C2v with slightly
different bond distances (cf. Table V and Figs. 3 and 4 of the
supplementary material), and also the charges on the Se atoms
differ. Independent of the charge state, the chemical bonds in
Iso-IV exhibit much greater ionic character than those in Iso-I.
Hence Iso-IV is more similar to fragments of bulk CdSe than
Iso-I in terms of the polarity of the bonds. The partial charges
for all species behave according to their electronegativities
(EN): EN(Se) > EN(Cd). Consequently, Se always exhibits a
more negative partial charge than Cd.
The pDOS for cationic Iso-I and Iso-IV, shown in
Fig. 5, is obtained by projection of the molecular orbitals
on the atomic basis set. The pDOS was calculated with spin
unristricted DFT (PBE0/cc-pVTZ-PP, doublet spin multiplic-
ity), which results in a separate α-pDOS and β-pDOS for
electrons with “spin-up” and “spin-down,” respectively. The
HOMOs and LUMOs and the HOMO-LUMO gaps (∆EHL)
are also shown in Fig. 5. The visualisation of the orbitals
and the MO analysis was carried out using Chemissian.85
The larger ∆EHL for Iso-I indicates a higher kinetic sta-
bility.51 Since in bulk CdSe the conduction band mainly
consists of s orbitals on Cd atoms, while the valance band
is composed of p orbitals from Se,44,86 Se-p and Cd-s
basis function contributions to the total pDOS are shaded
in yellow and orange, respectively, in Fig. 5. Regarding the
β-orbitals of Iso-IV, there is a very small HOMO-LUMO gap
∆Eβ−HL = 1.62 eV from a bonding HOMO to an antibonding
LUMO. Comparison of the HOMOs of Se2 and Iso-I reveals
a high similarity, which supports the idea that Iso-I consists of
a neutral Se2 and a cationic Cd+2 unit. Hence, the HOMO of
Iso-I is mainly localized on the two Se atoms and is formed
from Se-p orbitals. The HOMOs and the nearby bonding-states
(i.e., lower energy states) of both isomers are significantly
dominated by Se-p basis functions, whereas the LUMO also
has a significant contribution of Cd-s basis functions, though
the β-LUMO is also dominated by Se-p functions for both
isomers. The α-HOMO and α-LUMO compositions are sim-
ilar to the previously mentioned compositions of the valence
and conduction bands of bulk CdSe.44,86 The same dominant
basis function contributions to the HOMO and LUMO
FIG. 4. Natural (italic font) and Mul-
liken (normal font) charges for Iso-I and
Iso-IV (Cd: dark atoms, Se: light atoms)
for cationic (blue), neutral (black), and
anionic (red) species are calculated at
the PBE0/cc-pVTZ-PP level of theory.
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TABLE V. Bond lengths (in Å) for bonds w, x, y, and z shown in Fig. 4 at
the PBE0/cc-pVTZ-PP level of theory for different charge states of Iso-I and
Iso-IV.
Iso-I Iso-IV
Bond Cation Neutral Anion Cation Neutral Anion
w 2.21 2.32 2.36 2.59 2.55 2.57
x 2.76 2.61 2.70 2.53 2.55 2.57
y 2.75 2.75 2.98 2.53 2.55 2.57
z 2.76 2.61 2.70 2.59 2.55 2.57
(Se-p and Cd-s, respectively) were also found for neutral
Cd6Se6.87
In summary, all the NBA and the Mulliken charges and
the HOMO-LUMO analysis of Iso-I lead to the conclusion of
stable neutral Se2 and positive Cd+2 subunits within the cluster.
These species are only found in the cationic system, and this
explains the special stability of the Iso-I structure.
D. CdSe+2 experimental and theoretical
optical absorption spectra
The experimental absorption spectrum of the molecu-
lar CdSe+2 ions is compared to optical response calculations
for both lowest energy structural candidates in Fig. 6. The
experimental spectrum is dominated by two distinct absorption
maxima at 2.17 eV (a) and 3.21 eV (b) and a broad absorp-
tion feature above 4 eV (c). Up to 4.19 eV, the experimental
data points show a smooth absorption trend and the signal to
noise ratio is very good so that the data points display almost
no scattering around the 5-point adjacent average. One reason
for the smooth trend is the effect of much more intense and
stable laser irradiation generated by the new SFM extension.
Beyond 4.19 eV, the experimental data are scattered much
more around the 5-point adjacent average because this high
energy region can only be accessed by the less intense and more
fluctuating SHG of the signal wave. The oscillator strengths f
of the TDDFT and EOM-CCSD calculations are convoluted
with Gaussian functions, with a full width at half maximum of
0.33 eV, as a guide to the eye. All computed absorption spec-
tra for Iso-I show two distinct absorption maxima and a more
broad absorption feature around 4.25 eV. The EOM-CCSD
calculation, however, clearly outperforms the other methods
in terms of peak separation, even if peak b is slightly more
blue-shifted. Both TDDFT calculations reveal very similar
results. The EOM calculation (black line) is much closer to
experiment for peak a but is more blue-shifted (as mentioned
above) from the experiment and TDDFT calculations for peak
b. The PBE0 transitions are somewhat higher in energy than
FIG. 5. α-pDOS and β-pDOS of
Cd2Se+2 , with visualisation of the
HOMO and LUMO and the HOMO-
LUMO gaps for (a) Iso-I and (b) Iso-IV.
(c) HOMO of neutral Se2 (triplet
state). The yellow area under the pDOS
indicates the Se-p orbital contribution,
whereas the orange area marks the
Cd-s orbital contribution to the total
pDOS (black line). All quantities are
calculated at the PBE0/cc-pVTZ-PP
level of theory.
244308-7 Ja¨ger et al. J. Chem. Phys. 149, 244308 (2018)
FIG. 6. Experimental CdSe+2 absorption cross sectionσ(~ω) data points (red
circles) and a 5-pt adjacent average as a guide to the eye (solid black line)
compared to the optical absorption of Iso-I and Iso-II, calculated with EOM-
CCSD (black line) and PBE0 (dashed blue line) as well as B3LYP (red dots)
TDDFT calculations. The spectra are generated by Gaussian convolution of
line spectra using a full width at half maximum of 0.33 eV.
the B3LYP results. For Iso-II, only low intensity optical tran-
sitions are obtained at all levels of theory, over the investigated
energy range.
In Table VI, the oscillator strengths for the a, b, and
c transitions are calculated. Table VI reveals that all com-
puted oscillator strengths for Iso-I show a very good agree-
ment with the experiment. The transition energies (denoted in
round brackets) correspond to the maximum tuning points of
the envelope Gaussian. The oscillator strengths for all transi-
tions (a, b, and c) calculated with TDDFT tend to be smaller
than those obtained by EOM-CCSD. Hence, the oscillator
strengths calculated with TDDFT match the experimental data
slightly better. By taking only the optical absorption spectra
into account, no clear exclusion of Iso-II in the experiment is
possible because the strong electronic transitions of Iso-I may
mask a potential contribution of Iso-II. However, considering
the large energy separation between these isomers, of more
than 1.40 eV (see Fig. 2), the presence of Iso-II in the exper-
iment is very unlikely. Taking all data into account, it can be
assumed that the experimentally observable spectrum is solely
caused by the presence of Iso-I.
TABLE VI. Oscillator strengths f of the experimentally observed transi-
tions (a, b, and c) of CdSe+2 compared with the corresponding oscilla-
tor strengths of Iso-I from EOM-CCSD and TDDFT calculations. The
experimental and Gaussian peak positions in eV of the corresponding
level of theory are given in brackets. The experimentally observed oscil-
lator strengths are calculated by Gaussian deconvolution according to
f = 0.911 03 Å−2(eV)−1 ∫
Band
σ(~ω)d(~ω).88
Peak f (Expt.) f (EOMCCSD) f (B3LYP) f (PBE0)
a 0.116 (2.17) 0.190 (2.33) 0.108 (2.46) 0.103 (2.54)
b 0.186 (3.21) 0.280 (3.42) 0.240 (3.23) 0.237 (3.29)
c 0.196 (4.83) 0.108 (4.57) 0.112 (4.58) 0.135 (4.85)
In order to understand the nature of the optical transi-
tion, in Table VII we have conducted a Natural Transition
Orbital (NTO) analysis of Iso-I for the transitions a and b at
the PBE0/cc-pVTZ-PP level of theory, calculated with Che-
missian.85 An atomic shell Mulliken analysis of the NTOs
was performed to obtain the contribution of the atomic basis
functions to each NTO. Hence, we calculated, for each initial
and final state NTO, the s/p/d basis set contributions from Cd
and Se. For transitions a and b, the initial and final states cor-
respond to a mixture of several states in the HOMO-LUMO
region (HOMO-2, HOMO-1, HOMO, LUMO, LUMO+1, and
LUMO+2). Moreover, the calculations also show a transition
at 1.31 eV with 99% α-HOMO character in the initial state and
99%α-LUMO character in the final state, but with zero oscilla-
tor strength f. Thus, there is no pure HOMO-LUMO transition
with f > 0.00. The NTOs corresponding to both transitions a
and b show a dominant Se-p contribution. This is much more
dominant than any Cd basis function. Regarding all s/p/d con-
tributions to transition a, the Se-p percentage in the initial
state is higher than in the final state, whereas the opposite is
found for Cd-s and Cd-d. Hence, transition a comprises Se-p
→ Cd-s, Se-p → Se-p, and Se-p → Cd-d excitations. Taking
all NTOs of transition b into account, no clear trend is dis-
cernible, but the same basis functions as for a (Cd-s, Cd-d and
Se-p) contribute to the NTOs and again Se-p contributes most
strongly to both the initial and final states. Both transitions,
therefore, show strong Se-p character in the initial and final
states.
E. Cd2Se+2 experimental and theoretical
optical absorption spectra
Figure 7 shows the experimental photodissociation spec-
trum of Cd2Se+2 . It displays two absorption maxima, a weaker
one at 3.34 eV (a) and a more intense one around 4.68 eV (b).
The analysis of all computed spectra show that the B3LYP
and PBE0 data agree very well with the EOM-CCSD results
concerning peak positions, intensities, and overall shape. In
most cases, the optical absorption features calculated with
B3LYP occur at slightly lower energies than those computed
with PBE0 or EOM-CCSD. The experimental absorption
TABLE VII. Mulliken population analysis of the initial and final NTOs,
which are responsible for the electronic transitions a and b of CdSe+2 (Iso-
I) at the PBE0/cc-pVTZ-PP level of theory. The exact transition energies of
the corresponding oscillator strengths are given in brackets. Only NTO pairs
which contribute more than 10% to a specific electronic transition are shown
[percentage p with p(NTO) > 10%].
Total s/p/d contributions
Initial orbitals Final orbitals
Transition P (NTO) Cd Se Cd Se
a (2.50 eV) 46 20/0/0 0/80/0 22/0/23 0/55/0
29 0/0/0 0/100/0 0/0/0 0/100/0
26 1/0/0 0/99/0 6/0/0 0/94/0
b (3.28 eV) 54 0/0/0 0/100/0 0/0/0 0/100/0
27 12/0/22 0/66/0 6/0/0 0/94/0
19 23/0/0 0/77/0 21/0/19 0/60/0
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FIG. 7. Experimental Cd2Se+2 absorption cross section σ(~ω) data points(red circles) and a 5-pt adjacent average as a guide-to-the-eye (solid black
line) compared to the optical absorption of Iso-I to Iso-IV calculated with
PBE0 (dashed blue line) as well as B3LYP (red dots) TDDFT calculations
and EOM-CCSD (black line) computations. The spectra are generated by
Gaussian convolution of line spectra using a full width at half maximum of
0.33 eV.
energies of both maxima can be explained by the proposed
GM (Iso-I). Regarding Iso-I at all levels of theory, it is evident
that PBE0, B3LYP, and EOM-CCSD are in very good agree-
ment with the experimental data. While the absorption spectra
calculated with PBE0 and EOM-CCSD are somewhat more
blue-shifted, the position of the optical absorption calculated
with B3LYP matches almost perfectly with the experimental
peak a. However for all calculations, the predicted relative
peak intensities [f (a) > f (b)] differ from the experimental
observation [σ(a) < σ(b)]. Taking into account the oscilla-
tor strengths of Iso-I listed in Table VIII, it is apparent that,
in the case of peak a, the corresponding experimental oscilla-
tor strength is slightly smaller than the calculated ones. This
TABLE VIII. Oscillator strengths f of the experimentally observed transi-
tions (a and b) of Cd2Se+2 compared to the corresponding oscillator strengths of
Iso-I from EOM-CCSD and TDDFT calculations. The ∗ indicates the oscillator
strengths of Iso-II regarding the transition b. The experimental and Gaussian
peak positions in eV of the corresponding level of theory are given in brackets.
The experimentally observed oscillator strengths are calculated by Gaussian
deconvolution according to f = 0.911 03 Å−2(eV)−1 ∫
Band
σ(~ω)d(~ω).88
Peak f (Expt.) f (EOMCCSD) f (B3LYP) f (PBE0)
a 0.210 (3.34) 0.394 (3.50) 0.306 (3.38) 0.301 (3.52)
b 0.487 (4.69) 0.164 (4.69) 0.147 (4.71) 0.137 (4.69)
b∗ 0.487 (4.69) 1.710 (4.73) 1.183 (4.68) 1.236 (4.84)
observation agrees with the fact that the experimental cross
sections here can be considered as lower limits on the total
absorption cross sections. By contrast, the experimental oscil-
lator strength of peak b clearly exceeds the calculated oscillator
strength.
Based on the theoretically predicted structures and the
calculated spectra, it is quite possible that at least two iso-
mers contribute to the experimental spectrum. The “Y”-shape
structure Iso-II shows a very strong absorption at the position
of the maximum of peak b and a very weak broad absorption
feature at 2.53 eV, which is not clearly observed in the exper-
imental data. The optical spectra of Iso-III and Iso-IV are not
consistent with the experimental data, as the broad absorption
peaks of Iso-III and Iso-IV starting at 2.75 eV are not detected
in the experimental spectrum and the first peak of Iso-III
around 2.16 eV is also missing. Additionally, the fact that
Iso-III is not a true minimum for calculations at the CCSD
level and Iso-IV is significantly higher in energy than Iso-I
[∆E(Iso-IV)CCSD(T) = 0.33 eV] makes the experimental pres-
ence of Iso-III and Iso-IV rather unlikely. Though the experi-
mental absorption spectrum can be largely explained by Iso-I,
the coexistence of Iso-II cannot be completely excluded
experimentally.
In order to obtain a better understanding of the experi-
mentally observed transitions a and b, Table IX shows the
contributions of the s/p/d atomic basis functions to the ini-
tial and final NTO states for Iso-I. Interestingly, no d orbitals
are involved in either of these transitions. In the case of Cd,
only s-orbitals contribute to the initial states, whereas in the
excited states, Cd-s and Cd-p orbitals are involved. In com-
parison to CdSe+2 (see Table VII), the percentage of Cd basis
functions of Cd2Se+2 is larger in both the initial and final
states. Thus, the extent of the Cd contribution to the NTOs
is increased by adding a second Cd atom to the system.
Regarding Se in both cluster systems, only Se-p basis func-
tions participate in the NTOs and these play a dominant role
in the optical spectra of both CdSe+2 and Cd2Se
+
2 . Assuming
that only valence electrons participate in the optical transi-
tions, this is consistent with the dominant Se-p character in
the HOMO and LUMO regions, as shown in Fig. 5. A more
detailed analysis of Table IX helps to explain the nature of the
TABLE IX. Mulliken analysis of the initial and final NTOs contributing to
the electronic transitions a and b of Cd2Se+2 (Iso-I) at the PBE0/cc-pVTZ-PP
level of theory. The exact transition energies of the corresponding oscillator
strengths are given in brackets. Only NTO pairs which contribute more than
10% to a specific transition are shown [p(NTO) >10%].
Total s/p/d contributions
Initial orbitals Final orbitals
Transition p(NTO) Cd Se Cd Se
a (3.40 eV) 35 57/0/0 0/43/0 23/29/0 0/48/0
32 54/0/0 0/46/0 21/27/0 0/52/0
26 0/0/0 0/100/0 0/0/0 0/100/0
a (3.59 eV) 51 27/0/0 0/73/0 23/30/0 0/47/0
44 31/0/0 0/69/0 22/28/0 0/50/0
b (4.66 eV) 51 53/0/0 0/47/0 0/100/0 0/0/0
48 49/0/0 0/51/0 0/100/0 0/0/0
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electronic transitions. For transition a, the Se-p percentages in
the initial and final states are roughly the same. However, the
Cd contributions are quite different. Only Cd-s basis functions
account for the initial NTO. This value is halved in the final
state and is also mixed with Cd-p orbitals. For the next elec-
tronic transition at 3.59 eV, still belonging to absorption peak
a, an increase of the Cd-p percentage with the simultaneous
decrease of the Se-p contribution is observed. For this reason,
the total electronic excitation exhibits a large proportion of Se-
p → Cd-p character, which indicates charge-transfer during
the electronic transition. The transition related to absorption
peak b shows for the final state exclusive population of Cd-p
orbitals and no contribution of Cd-p orbitals for the initial state.
This excitation can clearly be attributed to the transitions Se-p
→ Cd-p and Cd-s → Cd-p. For transition b, again charge-
transfer is observed from Se-p orbitals in the initial state to
Cd-p orbitals in the final state. In summary, Se-p basis func-
tions again play a crucial role in the relevant NTOs and Cd-p
orbitals are very important for the final states. Furthermore,
the electronic transitions exhibit significant charge-transfer
character.
In general, the optical absorption spectra of larger CdSe
nanoparticles show a first sharp transition, which is attributed
to the HOMO-LUMO transition and is also known as the first
excitonic feature.89,90 The analysis of the optical excitation a of
Iso-I exhibits large HOMO-LUMO contributions to the over-
all transition at 3.40 eV. The corresponding NTO with largest
contribution is depicted in Fig. 10(a), which corresponds in
its initial state to the α-HOMO-1 (cf. Fig. 5) and in its final
state to the α-LUMO. The excitation from the β-HOMO to
β-LUMO + 1 also contributes to this transition. It is striking
that the two initial states α-HOMO-1 and β-HOMO, as well
as the two final states α-LUMO and β-LUMO+1, have virtu-
ally the same shape. The DFT HOMO-LUMO gap ∆Eβ−HL
= 3.15 eV is also close to the experimental absorption [Eopt(a)
= 3.34 eV]. Hence, it is justified to mainly attribute the first
absorption a to excitations of outer electrons in or near the
HOMO-LUMO region.
The experimentally first observed transition a of Cd2Se+2
shows a significant blue-shift in comparison to the first absorp-
tion peak of larger colloidal CdSe NPs or to the bandgap of bulk
CdSe. For instance, the first absorption peak of Cd33Se33 and
Cd34Se34 (particle diameter 1.5 nm) in toluene is located at
2.99 eV.50 The first excitonic transition of larger CdSe NPs
(particle diameter 2.1–6.4 nm) appears in the range 2.64–
1.96 eV,91 and the bulk CdSe bandgap is 1.7 eV, whereas
transition a of Cd2Se+2 , at 3.34 eV, shows the strongest blue-
shift. This is surprising since the experimentally discriminated
structure of Cd2Se+2 is Iso-I, which consists of a molecular Se2
unit and thus differs very significantly from bulk CdSe or larger
CdSe NPs in terms of bonding nature. Moreover, Iso-IV which
is more similar to larger CdSe systems with respect to its struc-
ture and chemical (more ionic) bonding exhibits a first allowed
transition at 0.59 eV at the PBE0/cc-pVTZ-PP level of theory,
which is strongly red-shifted in comparison to the larger col-
loidal CdSe NPs and even to bulk CdSe. Hence, Iso-IV does
not fit in with the trend of a stronger blue-shift of the absorp-
tion gap with smaller system size, which is predicted by the
quantum confinement effect. However, differences between
the compared systems must be considered, such as the reduced
coordination number and charge state in the case of Iso-I and
Iso-IV. Since the charge can also have a huge effect on the
absorption gap, the optical properties of the small cationic,
neutral, and anionic Cd2Se2 for Iso-I and Iso-IV are investi-
gated in Sec. III F in more detail. A more thorough analysis of
the predicted optical properties for Iso-IV is given at the end
of Sec. III F.
F. Influence of charge q (=−1, 0, +1) on optical
properties of (Cd2Se2)q
In the following, the influence of the charge on the elec-
tronic excitations is studied for (Cd2Se2)q based on isomers
Iso-I and Iso-IV, with calculated optical absorption spectra
shown in Fig. 8 (Iso-I) and Fig. 9 (Iso-IV). The electronic
excitations are calculated with TDDFT employing B3LYP/cc-
pVTZ-PP (red dots) and PBE0/cc-pVTZ-PP (blue dashed line)
for the first 60 excited states. As shown in Tables X and XI, all
clusters except the anionic Iso-IV exhibit for the first transi-
tions an oscillator strength of f < 0.01. Moreover the oscillator
strengths of the first few transitions are in most cases zero or
almost zero. This was also observed for larger CdnSem clusters,
and the resulting states were characterized as dark excitonic
states.92 For all clusters studied here, the first few transitions
exhibit very strong HOMO-LUMO character (p ≥ 95%, but
with vanishing oscillator strengths). For both isomers, three
maxima, which together display a characteristic absorption
pattern, are labeled by j, k, and h. For Iso-I, j and k corre-
spond to the absorption peaks a and b examined in Sec. III E.
In each system, the comparison between the different charge
states shows a clear trend regarding the j–k–h absorption
pattern. The more the valence electrons are present in the sys-
tem, the more red-shifted and the more intense are the optical
absorptions.
In order to check whether the absorption maxima labeled
by the same letter correspond to each other, the nature of the
optical transition is investigated on the basis of absorption j
FIG. 8. Influence of the charge on the optical absorption spectra of Iso-I
Cd2Se2. In TDDFT calculations, the hybrid PBE0 (blue dashed line) and
B3LYP (red dots) functionals have been used. The spectra are generated by
Gaussian convolution of line spectra using a full width at half maximum of
0.33 eV.
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FIG. 9. Influence of the charge on the optical absorption spectra of Iso-IV
Cd2Se2. In TDDFT calculations, the hybrid PBE0 (blue dashed line) and
B3LYP (red dots) functionals have been used. The spectra are generated by
Gaussian convolution of line spectra using a full width at half maximum of
0.33 eV.
for Iso-I. For this purpose, the NTO-pair with the largest con-
tribution to transition j is visualized in Fig. 10. The NTOs
are almost identical. The appropriate MO contributions cor-
respond (for all charge states) to the HOMO-1 in the initial
|i〉 and the LUMO in the final state | f〉. These observations
lead to the conclusion that this transition, regardless of the
molecular charge, has the same quantum chemical nature.
For this reason, it is justified to speak of a red-shift of opti-
cal transition j with an increasing number of electrons in the
system.
G. Comparison of (Cd2Se2)q (q = −1, 0, +1)
with larger CdSe QDs
From a structural analysis of larger (CdSe)n NPs, Iso-IV
seems to be a small geometrical building block since these
NPs are built up of heteronuclear bonded hexagons and Iso-
IV-like four-membered rings.51–61 Hence, it seems surprising
that the first allowed absorption peak j [E(j) = 2.38 eV]
of neutral Iso-IV (which is the GM for neutral Cd2Se2)
is red-shifted with respect to the first experimentally
observed absorption peak of larger CdSe NPs: for example,
TABLE X. Transition energies and oscillator strengths for the first 8 excited
states for Iso-I for different total charges. The transition energy related to
excitation j is shown in bold.
Cation Neutral Anion
No. E/eV f E/eV f E/eV f
1 1.74 0.00 0.95 0.00 0.88 0.00
2 1.75 0.00 2.75 0.00 1.63 0.02
3 1.75 0.00 2.81 0.00 1.83 0.00
4 2.07 0.00 2.90 0.00 2.09 0.00
5 2.15 0.00 2.97 0.14 2.14 0.19
6 2.53 0.00 3.27 0.00 2.18 0.00
7 3.40 0.14 3.49 0.11 2.28 0.00
8 3.41 0.00 3.97 0.10 2.39 0.00
8 3.41 0.00 3.97 0.10 2.39 0.00
TABLE XI. Transition energies and oscillator strengths for the first 8 excited
states for Iso-IV for different total charges.
Cation Neutral Anion
No. E/eV f E/eV f E/eV f
1 0.40 0.00 1.70 0.00 1.19 0.12
2 0.59 0.02 2.38 0.02 1.83 0.00
3 1.10 0.00 2.46 0.00 1.85 0.00
4 1.90 0.01 2.48 0.02 2.04 0.01
5 2.21 0.00 2.77 0.00 2.15 0.00
6 2.32 0.00 2.97 0.00 2.42 0.01
7 2.44 0.00 3.11 0.00 2.45 0.00
8 2.67 0.00 4.04 0.02 2.55 0.00
Cd33Se33 and Cd34Se34 in toluene show the first absorption at
E = 2.99 eV.50 The same also applies for the first allowed
electronic excitation of cationic and anionic Iso-IV.
As mentioned previously, for CdSe quantum dots, the
blue-shift with decreasing particle size is due to the quantum
confinement effect. This can be described using the effective
mass approximation in terms of a quasi-particle in a three-
dimensional box.93 Hence, only the volume of the particle
is taken into account as a geometric parameter. However,
for very small systems consisting of only a few atoms, such
as the Cd2Se2 cluster, a precise description has to consider
the number of atoms and their spatial configuration explic-
itly with rigorous quantum chemical methods since optoelec-
tronic properties are related to the geometry, as shown for
Cd2Se+2 in Fig. 7. Therefore, the simple particle in a three-
dimensional box problem fails for very small CdSe clusters.
For completeness, it should be mentioned that in recent stud-
ies, more advanced methods, such as Quantum Monte Carlo,
DFT, TDDFT, and delta-self-consistent-field methods, have
been applied to study the quantum confinement behavior of
nanocrystals.94–96
At least three effects are responsible for the fact that the
first transition of Iso-IV (whether neutral or charged) is not
blue-shifted with respect to the optical absorption of larger
CdSe NPs.50,91
FIG. 10. Charge dependence of the optical properties, exemplified by the
most intense electronic transition to the absorption band j for Iso-I. The NTOs
with the largest percentage in this transition are shown.
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(A) Special behavior of very small clusters:
The smallest bare semiconductor clusters do not obey
the blue-shift of the optical absorption for increasingly
smaller systems that one would expect from a particle
in a box model. Nguyen et al. showed that in contra-
diction to the prediction of quantum confinement, the
energy of the first electronic excitation E1st (which is in
most cases f = 0.00 for the CdnSem cluster) significantly
increases from Cd2Se2 (E1st = 1.70 eV) to Cd3Se3
(E1st = 3.11 eV) by 1.41 eV.97 In addition, Cd4Se4
(E1st = 2.66 eV) and Cd6Se6 (E1st = 2.80 eV) also
exhibit larger absorption energies than Cd2Se2. The
observed order of first transition energies E1st(Cd3Se3)
> E1st(Cd6Se6) > E1st(Cd4Se4) > E1st(Cd2Se2) clearly
shows no simple dependence on system size. Even
Cd13Se13 exhibits almost the same first transition
energy as Cd6Se6.98 The HOMO-LUMO gaps EHL
also show a similar behavior, and Cd2Se2 has signif-
icantly lower value (EHL ≈ 1.1 eV) than for larger
CdnSen clusters (EHL > 1.5 eV) at least up to n = 16.59
In the series of small CdnSn (n = 2–12) clusters, the
smallest species Cd2S2 showed the smallest HOMO-
LUMO gap, the smallest first optical transition, and
the smallest first optical transition with non-zero oscil-
lator strength.99 This behavior was called a violation
of the quantum confinement effect and was explained
by the fact that such small clusters are rather low-
dimensional surface-like particles, instead of three-
dimensional (spherical) volume-like particles (such as
larger NPs), and thus, they cannot be described by a
simple three-dimensional particle in a box model. In
Ref. 100, this non-quantum confinement behavior of
small semiconductor clusters was attributed to the large
effect of electron-electron interactions due to strong
electron correlation effects in such very small systems.
The violation of quantum confinement effects in small
systems has also been confirmed for other semicon-
ductor clusters such as ZnS and GaAs.97,101 However,
there are some systems, which seem to follow the con-
finement trend, even for very small sizes.94,102 Hence,
quantum effects, and the strong influence of the atomic
arrangement on optoelectronic properties in very small
semiconductor clusters, lead to the fact that simple con-
finement models (which are applicable to larger NPs)
can no longer be used and more rigorous ab initio
quantum chemical methods have to be employed.
(B) Effect of ligands:
In experiments, the quantum confinement effect is
mostly studied for colloidal CdSe QDs.17,91,100,103–105
Hence the impact of the surfactant ligands on the opto-
electronic properties must be considered. This raises the
question of how ligands influence the geometric and
optoelectronic properties of the cluster. Puzder et al.
investigated the geometries of bare and ligand passi-
vated (CdSe)n (n = 5, 15, 33, 45) clusters and found the
same structures for both cases.106 The ligand passiva-
tion of clusters leads to the stabilisation of dangling
bonds on the surface atoms (due to missing bond-
ing partners).107 Ligands with valence “lone pairs” of
electrons act as electron donors and hence give rise
to ligand-cluster charge transfer.98 The ligands also
tend to increase the HOMO-LUMO gap by stabilisa-
tion of the surface states (which typically lie within
the bulk-like bandgap). The blue-shift of the HOMO
by ligand passivation was investigated for (CdSe)n
(n = 1–37).60 CdSe clusters in the presence of ligands
also display a blue-shift of the optical gap with respect
to the bare clusters. Nguyen et al. investigated the effect
of different numbers of water ligands on the optical tran-
sitions of the Cd2Se2 (Iso-IV) cluster.97 They consid-
ered 2, 4, and 12 H2O ligands and found a significantly
large shift of the optical transitions and larger oscil-
lator strengths with an increasing number of ligands.
Whereas the first optical transition of bare Cd2Se2 is at
1.70 eV, the optical transition of Cd2Se2 with 12 water
ligands is blue-shifted by more than 2.52 eV (moving
to 4.22 eV). They found this trend for several (CdSe)n
and (ZnS)n (n = 2, 3, 4, 6) clusters. Optical properties
are not only influenced by the number of ligands coor-
dinated to the cluster but also by the specific ligand
type.108,109 The ligand induced blue-shift of the optical
absorption of small CdSe clusters was also reported
for other ligand types such as phosphines,109,110
amines,109,111 pyridine,109 phosphine oxides,109 and
thiols.112
The shape of the optical absorption spectrum is
also strongly influenced by ligand passivation. This was
shown by Stener et al. for the example of Cd33Se33.107
At low energy, the optical absorption spectra of bare
clusters have complicated shapes, with several small
absorption intensities, whereas the optical absorption
spectra of the ligand passivated clusters possess the
same absorption signature as observed for CdSe QDs,
i.e., the appearance of a very strong and sharp first
absorption peak, which is typically associated with
exciton phenomena. The analysis of the first transi-
tion causing the excitonic peak was attributed to the
HOMO-LUMO transition with p = 98%. In summary,
the ligand passivation of CdSe clusters does not only
lead to a huge blue-shift of the optical transitions but
also to a significant change in the appearance of the
absorption spectrum.
(C) Effect of solvent:
CdSe QDs and clusters in experiments are synthe-
sized in solution, and hence, the effect of the sol-
vent also has to be taken into account. The solvent
also has a significant effect on the HOMO-LUMO
gaps and on the optical absorption spectra.109,111,113
It was found that the presence of the solvent causes
a further blue-shift of the lowest energy electronic
transition and this shift is more pronounced, the
more polar the solvent. The extent of the solvent-
induced blue-shift was found to be between 0.2 and
0.4 eV.109,113
In addition to the issues outlined above, there may also
be discrepancies between theory and experiment regarding
the optical properties of CdSe QDs or clusters, if either the
level of theory is not appropriate (which may lead to an
244308-12 Ja¨ger et al. J. Chem. Phys. 149, 244308 (2018)
under- or overestimation of the absorption gap) or if the
experimental investigated CdSe QD sample is not monodis-
perse (comprising a range of particle sizes) and/or consists of
more than one isomer. Characteristic absorption features may
then not be visible, due to the overlap of different absorption
profiles.
IV. CONCLUSIONS
In this joint experimental and theoretical study, the opti-
cal absorption spectra of bare CdSe+2 and Cd2Se
+
2 clusters are
analyzed. For both systems, the SFM region (3.04–4.19 eV) of
the absorption spectra displays high quality of the experimen-
tal data, with a significantly enhanced signal to noise ratio.
Both species show molecular-like optical absorption spec-
tra, characterized by well-separated absorption peaks. In the
case of CdSe+2 , the experimental findings can be explained
by the presence of Iso-I (a Se-unit with a Cd cation) only,
while for Cd2Se+2 , the experimental data match our newly
identified GM Iso-I (a trapezoid structure consisting of neu-
tral Se2 and charged Cd+2 dimers), whereas the absorption
peak b can be explained by a coexistence of Iso-I and Iso-II
(“Y”-shape structure). The investigated optical transitions
indicate charge transfer from Se to Cd. The quantum chem-
ical calculations, which correspond to the experimentally
observed absorption peak of CdSe+2 and Cd2Se
+
2 , are a mix-
ture of several transitions in the HOMO-LUMO region. Both
clusters also exhibit lower lying electronic excitations with
zero oscillator strengths, which can be attributed to almost
pure HOMO-LUMO transitions. Additionally, the pDOS of
Cd2Se+2 shows for Iso-I and Iso-IV a dominant Se-p con-
tribution to the HOMO and a significant Cd-s contribu-
tion to the LUMO, which is in accordance with larger
CdSe NPs and to the valence and conduction band com-
position of bulk CdSe. The comparison of the first mea-
sured absorption peak of Cd2Se+2 (located at 3.34 eV) to
the optical gap of larger CdSe NPs and the CdSe bulk
bandgap exhibits a significant blue-shift, although the Cd2Se+2
GM isomer shows a completely different chemical bonding
nature. By contrast, Iso-IV, the heteronuclear bonding iso-
mer, which is also a small building-block of larger CdSe
clusters, violates the expected quantum confinement trend.
The main reasons for this are the special bonding nature
of very small CdSe clusters and the absence of ligands and
solvents.
Nevertheless, bare Cd2Se+2 can be considered as a first
step towards understanding the development of optical and
electronic properties of CdSe NPs, starting from very small
clusters. Moreover, it has been shown that for Cd2Se+2 , the
charge has a significant influence on electronic, geometrical,
and optical properties. In contrast to Cd2Se+2 , the neutral and
anionic clusters do not form a stable neutral Se2 unit, and
therefore, the heteronuclear bonding structure Iso-IV is the
highly preferred GM geometry. In summary, this combined
experimental and theoretical study should be understood as a
starting point for a better understanding of the evolution of the
optoelectronic properties of CdSe clusters and nanosystems as
a function of factors such as size, composition, charge state,
and ligand effects.
SUPPLEMENTARY MATERIAL
In the supplementary material, we provide benchmark
data for different basis sets and xc functionals for calculated
optical properties of CdnSem+, making a direct comparison
with the experimental data. This benchmark shows the best fit
for PBE0/cc-pVTZ-PP and B3LYP/cc-pVTZ-PP. Furthermore
we provide a detailed geometric analysis of the bond length
dependency on the charge for Iso-I and Iso-IV of Cd2Se2+.
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