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Chapter 1
Introduction
Cell migration, the active translocation of cells is involved in various biolog-
ical processes, e.g. development of tissues and organs, tumor invasion and
wound healing. While biophysical cell migration mechanisms vary for differ-
ent cell phenotypes (Ilina and Friedl, 2009; Grinnell and Petroll, 2010), the
resulting cell migration behavior can be classified based on shared features.
Cell migration behavior can be divided into two distinct classes: single cell
migration and collective cell migration (Friedl and Gilmour, 2009). Single
cell migration describes the migration of cells without interaction with other
cells in their environment. During single cell migration cells can be guided by
external cues, however (Rørth, 2009). Collective cell migration is the joint,
active movement of multiple cells, e.g. in the form of strands, cohorts or
sheets which emerge as the result of individual cell-cell interactions (Rørth,
2012). Collective cell migration can be observed during branching morpho-
genesis, vascular sprouting and embryogenesis (Friedl and Gilmour, 2009).
Experimental studies of single cell migration have been extensive. Collec-
tive cell migration is less well investigated due to more difficult experimental
conditions than for single cell migration. Especially, experimentally identi-
fying the impact of individual differences in cell phenotypes on individual
cell migration behavior inside cell populations is challenging. Investigating
the migration behavior of individual cells in migrating cell populations re-
quires to track cell trajectories. Experimental approaches for individual cell
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tracking are presented for example in (Kircher et al., 2011; Meijering et al.,
2012).
Mathematical modeling provides an alternative approach. Mathematical
models for the trajectories of individual cells in migrating cell populations
allow individual cell tracking and enable the investigation of the individual
migration behavior of cells with individual, easily adjustable migration phe-
notypes. New, experimentally testable hypotheses about the connection be-
tween cell phenotypes and individual cell migration behavior can be obtained
from such mathematical models. In this thesis, a mathematical modeling ap-
proach, based on lattice-gas cellular automata (LGCA), is presented which
enables the tracking of individual cells inside migrating cell populations, i.e.
to study the migration of behavior of individual cells during collective cell
migration.
Lattice-gas cellular automata (LGCA) provide a spatio-temporal model-
ing framework to describe and analyze migrating cell populations (Deutsch
and Dormann, 2005). They have been applied to study characteristic collec-
tive cell behaviors that result from specific cellular interaction rules, see for
instance (Chopard et al., 2010) for a review. LGCA are capable to model the
interplay of cells with each other and with their heterogeneous environment
by describing interactions at a cell-based (microscopic) scale and facilitating
both efficient simulation and theoretical analysis of emergent, tissue-scale
(macroscopic) parameters (Deutsch and Dormann, 2005). They can be clas-
sified as stochastic cellular automata with time-discrete, synchronous updates
consisting of stochastic interaction and subsequent deterministic migration
steps.
A major advantage of LGCA models compared to other cell-based mod-
els for interacting cell systems, such as interacting particles systems, e.g.
(Liggett, 2004; Voss-Bo¨hme and Deutsch, 2010) or asynchronous cellular au-
tomata, e.g. (Badoual et al., 2010; Binder et al., 2012; Bloomfield et al.,
2010), is their computational efficiency. This efficiency is even more striking
when classical LGCA are compared to established individual-based models,
like agent-based models (Galle et al., 2009) or systems of stochastic differ-
ential equations (Rejniak and Anderson, 2011), where each cell is uniquely
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labeled from the very beginning.
LGCA have proven successful in analyzing bulk properties at the tissue
level that result from local cellular interaction rules. Typical examples for
observables of emergent collective behavior are cell density patterns and re-
lated quantities such as the dynamics of moving cell fronts and cluster size
distributions (Bo¨ttger et al., 2012; Hatzikirou et al., 2006, 2010; Mente et al.,
2012). Cell density patterns can often be assessed experimentally and pro-
vide, therefore, a means to relate LGCA model predictions to experimental
observation. Although LGCA facilitate the implementation of cell-based in-
teraction mechanisms, they do not describe cell identities, that is cells of the
same type are indistinguishable in a classical LGCA. However, establishing
individual cell identities is a prerequisite for cell tracking.
In this thesis, an extension of LGCA is constructed which allows to track
individual cells in migrating cell populations. This is achieved by modify-
ing the state space to describe cell identity and the transition rules such
that cell identity is preserved over time (chapter 2). These extended LGCA
are called individual-based lattice-gas cellular automata (IB-LGCA). Cell
identity in IB-LGCA enables the extraction of individual cell trajectories,
which are a priori unknown, from the time evolution of IB-LGCA states.
The only known other mathematical modeling approach that is similar are
tagged particle systems (Harris, 1965; Arratia, 1983), a type of interacting
particle systems (Liggett, 2004). In contrast to IB-LGCA, tagged parti-
cle systems are defined with continuous time and asynchronous updates.
Stochastic differential equation (SDE) approximations of individual cell tra-
jectories for IB-LGCA models are constructed 1 in chapter 3. Such SDE
approximations allow the analytical description of the trajectories of indi-
vidual cells during single cell migration. Furthermore, SDE approximations
provide the possibility of theoretical analysis and model simplification. For
a complete analytical description of the trajectories of individual cell during
collective cell migration the aforementioned SDE approximations alone are
not sufficient. Analytical approximations of the time development of selected
1These results have been published in (Mente et al., 2015)
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observables for the cell population have to be added. What observables have
to be considered depends on the specific cell migration mechanism that is to
be modeled. Here, partial integro-differential equations (PIDE) that approxi-
mate the expected time evolution of the cell density distribution in IB-LGCA
are constructed and coupled to SDE approximations of individual cell tra-
jectories (chapter 4). Such coupled PIDE and SDE approximations provide
an analytical description of the trajectories of individual cells IB-LGCA with
density-dependent cell-cell interactions.
Finally, the IB-LGCA modeling approach is applied to investigate the in-
fluence of cell force changes on the migration behavior of individual cells dur-
ing the epithelial-mesenchymal transition (EMT). EMT is a change from ep-
ithelial to mesenchymal cell phenotype which is characterized by cells break-
ing adhesive bonds with surrounding epithelial cells and initiating individ-
ual migration along the extracellular matrix (ECM) (Kalluri and Weinberg,
2009). During the EMT, a transition from collective to single cell migration
occurs. EMT plays an important role during cancer progression, where it
is believed to be linked to metastasis development (Friedl and Wolf, 2003).
Here, specifically, the migration behavior of individual cells under the as-
sumption that undergoing EMT disturbs the cell-cell and cell-ECM force
balance is investigated (chapter 5).
In summary, this thesis presents a novel mathematical modeling ap-
proach, individual-based lattice-gas cellular automata (IB-LGCA), to study
the migration behavior of individual cells during single and collective cell
migration. Additionally, approximations that allow to analyze the trajecto-
ries of individual cells in IB-LGCA are developed and an IB-LGCA model
is applied to investigate a specific biological problem, the influence of cell
force changes on the migration behavior of individual cells inside epithelial
cell populations during the epithelial-mesenchymal transition.
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Individual-based lattice-gas
cellular automata (IB-LGCA)
Individual-based lattice-gas cellular automata (IB-LGCA) are individual-
based models, they allow to describe each cell as a distinct object. This
in contrast to lattice-gas cellular automata (LGCA) which describe cells as
indistinguishable objects. In this chapter, IB-LGCA are constructed as ex-
tension of LGCA. For comprehension of the IB-LGCA construction, here
a definition of LGCA is recalled based on (Deutsch and Dormann, 2005).
Additionally, an algorithm for the efficient computational implementation of
IB-LGCA is presented and examples are given that illustrate individual cell
tracking in IB-LGCA models of migrating cell populations.
2.1 Lattice gas cellular automata
Lattice-gas cellular automata are a sub-class of cellular automata. Lattice-
gas cellular automata were first introduced as modeling tools for fluid dy-
namics by (Hardy et al., 1973; Pomeau et al., 1986). They were first applied
as mathematical models for biology questions by (Deutsch and Dormann,
2005; Bussemaker et al., 1997). LGCA models are applied to model moving
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cells1 that locally interact with their environment and each other. LGCA
consider space, time, and the states as discrete quantities. The time evolu-
tion of the system is given by a local, stochastic transition rule. Before the
definition of a lattice-gas cellular automaton can be given the terms regular
lattice, neighborhood, configurations and transition rule have to be defined.
Here, a regular lattice is defined as a countable subset of Rd constructed
as the linear combinations with finite or countable many coefficients from
the vectors ci ∈ Rd, i = 0, . . . , b− 1 where b ∈ N>0 :
Definition 1. A regular lattice of dimension d ∈ N is a set L given by
• L :=
{
r|r = ∑b−1i=0 aici with ai ∈ X} ⊂ Rd with X = Z or X = [0, a] ⊂
Z, and a fixed number b ∈ N>0.
The elements r of L are called lattice nodes. The vectors ci ∈ Rd, i =
0, . . . , b − 1 are called channels. More specific, ci ∈ Rd is called a velocity
channel if ci 6= 0d and a rest channel otherwise, b is called the number of
channels.
The vectors ci not only span the lattice but also provide a substructure on
each node which will be used later when configurations on the lattice are
defined. Note, that the vectors ci are not required to be non-zero vectors
or to form a set of linear independent vectors. An important type of lattice
is the square lattice, which is obtained from the vectors ci = (ci,j)
T
j=0,...,d−1
given by
ci,j =

1 : i = j and 0 ≤ i ≤ d− 1
−1 : i− d = j and d ≤ i ≤ 2d− 1
0 : else
Note, that different values of b with b ≥ d yield the same square lattice but
with a different node substructure. See, figure 2.1 for different examples of
lattices.
Next, the term neighborhood is defined:
1In the context of mathematical biology, particles in LGCA models are always inter-
preted as biological cells.
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Definition 2. A (finite) neighborhood Nr around r ∈ L is a set:
• Nr :=
{
r + e|e = ∑b−1i=0 aici with ai∈Yi and ∑b−1i=0 |ai| ≤ R} \ r ⊂ L
with Yi ⊂ Z and a fixed value R ∈ Z,
• r′ ∈ L is a neighbor of r ∈ L with regard to the neighborhood Nr if
r′ ∈ Nr.
The sets Yi specify the shape and the value R specifies the size of the neighbor-
hood. Note, that neither Yi nor R depends on the node r, so the neighborhoods
of all nodes have the same shape and size.
Later, mainly the von Neumann neighborhood will be used, which is
constructed by setting Yi = {0, 1}, for all i = 0, . . . , b − 1 and R = 1. On a
two-dimensional square lattice the von Neumann neighborhood has the the
form Nr = {r + (1, 0)T , r + (−1, 0)T , r + (0, 1)T , r + (0,−1)T}, for all r ∈ L.
Note, that both Yi and R are necessary to characterise the von Neumann
neighborhood, because the Yi alone would yield the Moore neighborhood
{r+(1, 0)T , r+(−1, 0)T , r+(0, 1)T , r+(0,−1)T , r+(1, 1)T , r+(−1,−1)T , r+
(−1, 1)T , r + (1,−1)T}.
Cells are specified by configurations on lattice nodes. Configurations are
defined as follows:
c0
c1
A c0
c1 c3
c2
B
c0
c1c3
c2
c4 c5
C
Figure 2.1: Example lattices. Generated from (A) c0 = (1, 0)
T , c1 =
(0, 1)T ; (B) c0 = (1, 0)
T , c1 = (0, 1)
T , c2 = (−1, 0)T , c3 = (0,−1)T ; and
(C) c0 = (1, 0)
T , c1 =
(
1
2
,
√
3
2
)T
, c2 =
(
−1
2
,
√
3
2
)T
, c3 = (0,−1)T , c4 =(
−1
2
,−
√
3
2
)T
, c5 =
(
1
2
,−
√
3
2
)T
. The substructure of the nodes is not shown.
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Definition 3. A mapping η : L → Eb with η(r) = (η0(r), . . . , ηb−1(r)) and
E = {0, 1}, is called a configuration. For a fixed r ∈ L and i = 0, . . . , b− 1
a channel ci at r ∈ L is called occupied if ηi(r) = 1 and empty if ηi(r) = 0.
Cells are identified with occupied channels.
Definition 4. A local transition rule R with a discrete time step of length
τ consists of two subsequent steps: an interaction step I and a migration step
M
• interaction step I: stochastically assigns a new configuration ηI(r) ∈ Eb
to node r ∈ L given by the transition probabilities P(ηI , k + τ |r, k, ηNr),
with ηNr := {η(r′)|r′ ∈ Nr}.
• migration step M: deterministically redistributes cells and properties
in the neighborhood Nr according to ηM(r) = (ηI0 (r − c0), . . . , ηIb−1(r −
cb−1)).
The transition rule R is applied to every lattice node r synchronously. The
repeated application of the transition rule R describes the time evolution of
the lattice-gas cellular automaton and gives rise to a family of configurations
{η(k)}k∈T with η(r, k + τ) := ηM(r, k) for all r ∈ L. The time evolution of
a LGCA defines of a number of discrete time points k ∈ T , T = {iτ |i ∈ N}.
The quantity τ ∈ R>0 is called the time step length. Furthermore, the
quantity ε defined by
ε := min
r,r′∈L, r 6=r′
||r − r′|| ,
with the Euclidean distance ||· ||, is called the lattice spacing. When lattice
spacing ε and time step length τ are important, Lε and T τ is written instead
of L and T , respectively.
Remark 1. If the lattice L is finite it is necessary to specify how the inter-
action and the migration step behave near the lattice boundary, i.e. boundary
conditions have to be specified. Boundary conditions for the interaction rule
specify how neighborhoods are treated that cross the lattice boundary. Bound-
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ary conditions for the migration rule specify how cells move with respect to
the boundary. Possible boundary conditions for interaction step are
• fixed boundary: neighboring nodes across the boundary are assumed
to have fixed configurations
• reflective boundary: neighboring nodes across the boundary are re-
placed by reflecting the neighborhood on the boundary
• periodic boundary: neighboring nodes across the boundary are re-
placed by corresponding nodes on the opposite side of the lattice
Possible boundary conditions for the migration rule are
• absorbent boundary: cells moving across the boundary are simply
lost
• reflective boundary: instead of crossing the boundary cells move into
opposite velocity channels
• periodic boundary: instead of crossing the boundary cells move to
the opposite side of the lattice
Now the definition of a lattice-gas cellular automaton can be given:
Definition 5. A lattice-gas cellular automaton (LGCA) is a tuple (L,E,R)
with
• a lattice L of dimension d and channels ci, i = 0, . . . , b−1 and b ∈ N>0,
with boundary conditions when necessary,
• a set of states E = {0, 1},
• a transition rule R.
In the following a basic example is given:
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c0c1
c2
c0c1
c2
c0c1
c2
c0c1
c2
c0c1
c2
c0c1
c2
c0c1
c2
c0c1
c2
c0c1
c2
mi
gra
tio
ns
tep
int
era
cti
on
ste
p
space
tim
e
k
k+τ
Figure 2.2: Example of one LGCA interaction and migration step.
Shown is a one-dimensional lattice-gas cellular automaton with three nodes
each containing three channels c0 = +ε, c1 = −ε, c2 = 0. Periodic boundary
conditions are used. Cells, i.e. occupied channels, are presented by black
dots. Empty channels are denoted by white dots. During the interaction
step a new configuration is chosen from all configurations that preserve the
cell number. One possible realization of the interaction step is shown. Dash-
dotted arrows show the movement of the cells in the center node during the
migration step
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Example 1. Choose the dimension d = 1 and the number of channels b = 2.
With X = Z and lattice spacing ε = 1, the two velocity channels c0 = +1 and
c1 = −1 span the lattice L = {. . . ,−2,−1, 0,+1,+2, . . .}. Since, the lattice
is infinite, no boundary conditions need to be specified. Furthermore, choose
R = 0 so the neighborhood Nr around any lattice node r ∈ L is empty. Set
the time step length τ = 1, so T = {0, 1, 2, . . .}. The interaction rule is as
follows:
P
(
ηI , k + τ | r, k, ηNr
)
=

1 : ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 2
1
2
: ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 1
1 : ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 0
0 : else
This LGCA describes cells performing a random walk on the integers with
the restrictions that only two cells can be at any position at any time.
2.2 Definition of IB-LGCA
The definition of individual-based lattice-gas cellular automata (IB-LGCA)
is similar to the definition of lattice-gas cellular automata (LGCA). The
definitions for the lattice, the neighborhood, and configurations are identical
for LGCA and IB-LGCA. However, the crucial difference between classical
LGCAs and IB-LGCAs is the introduction of individual cell properties and
a modified transition rule.
Definition 6. A mapping p : L → Pb with p(r) = (p0(r), . . . , pb−1(r)) is
called a property configuration at r ∈ L, P is a set with at least one
element.
The set P specifies all possible values that properties can assume in a given
IB-LGCA, e.g. P := R, P := {red, green} or P := Z× Rd.
Remark 2. The above definition of p(r) allows for empty channels to have
individual properties. However, distinguishing empty channels from each
other is usually not necessary. When empty channels do not need to be
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distinguished the following approach can be adopted. Pick exactly one ele-
ment p0 from P and impose that all empty channels are required to have this
property, i.e. ηi(r) = 0⇒ pi(r) = p0, i = 0, . . . , b− 1, ∀r ∈ L. The property
p0 is then called the default property. Note, that the default property p0 is
not restricted to empty channels, it is possible for occupied channels (cells)
to have this property.
The transition rule for an IB-LGCA not only describes the change of cell
configurations but also change of property configurations. Note, that tran-
sitions from old cell configurations to new cell configurations can depend on
property configurations and vice versa. The transition rule for IB-LGCA is
defined as follows:
Definition 7. A local transition rule R with discrete time step of length
τ consists of two subsequent steps: an interaction step I and a migration
step M:
• interaction step I: stochastically assigns a new configuration ηI(r) ∈ Eb
and a new property configuration pI(r) ∈ Pb to node r ∈ L given by
the transition probabilities P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
, with ηNr :=
{η(r′)|r′ ∈ Nr} and pNr := {p(r′)|r′ ∈ Nr}.
• migration step M: deterministically redistributes cells and properties
in the neighborhood Nr by assign to each r ∈ L a new configuration
ηM(r) ∈ Eb and a new property configuration pM(r) ∈ Pb accord-
ing to ηM(r) = (ηI0 (r − c0), . . . , ηIb−1(r − cb−1)) and pM(r) = (pI0 (r −
c0), . . . , p
I
b−1(r − cb−1)).
Remark 3. If empty channels are not distinguished then it is necessary that
empty channels do not loose the property p0 (see remark 1) during the inter-
action step, i.e. ηIi = 0⇒ pIi = p0, i = 0, . . . , b− 1.
Now, the definition of an individual-based lattice-gas cellular automaton can
be given:
Definition 8. An individual-based lattice-gas cellular automaton (IB-
LGCA) is a tuple (L,E,P,R) with:
16
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• a lattice L of dimension d with channels ci, i = 0,. . ., b − 1, b ∈ N>0,
and boundary conditions
• a set of states E = {0, 1} and a set of properties P 6= ∅,
• a transition rule R.
As for LGCA, the transition rule R is applied to every lattice node r syn-
chronously. The repeated application of the transition rule R describes the
time evolution of the lattice-gas cellular automaton. Thus, the time evo-
lution of a IB-LGCA consists of a number of discrete time points k ∈ T ,
T = {iτ |i ∈ N}. The quantity τ ∈ R>0 is called the time step length. Also,
the quantity ε defined by:
ε := min
r,r′∈L, r 6=r′
||r − r′|| ,
with the Euclidean distance ||· ||, is called the lattice spacing. As for LGCA
models, when lattice spacing ε and time step length τ are important, Lε and
T τ instead of L and T will be written, respectively.
Remark 4. It is possible to drop configurations entirely and use only property
configurations to represent and describe cells. This approach would lead to the
same class of IB-LGCA models. However, for conceptual and implementa-
tion reasons (see also the implementation section) below, it is advantageous
to represent cells with configurations and only describe cell properties with
property configurations.
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c0c1 c0c1c0c1
c0c1 c0c1c0c1
c0c1 c0c1c0c1mi
gra
tio
ns
tep
int
era
cti
on
ste
p
space
tim
e
k
k+τ
1
1
1
Figure 2.3: Example of one IB-LGCA interaction and migration
step. Shown is the one-dimensional individual-based lattice-gas cellular au-
tomaton from Example 2. Displayed are three nodes each containing two
channels c0 = +1, c1 = −1. Periodic boundary conditions are used. Cells,
i.e. occupied channels, are presented by black dots. Empty channels are
denoted by white dots. During the interaction step a new configuration is
chosen from all configurations that preserve the cell number. One possible
realization of the interaction step is shown. One cell is labeled with 1 and its
trajectory is indicated by dashed arrows. The property 0 for empty channels
and not specifically marked cells is not shown.
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Example 2. Choose the dimension d = 1 and the number of channels b = 2,
with c0 = 1 and c1 = −1. Also, define the infinite lattice
L := {. . . ,−2,−1, 0,+1,+2, . . .} = Z.
Since the lattice is infinite, no boundary conditions need to be specified. Fur-
thermore, choose R = 0 so the neighborhood Nr around any lattice node
r ∈ L is empty. Define the properties P = {0, 1} and choose the default
property as p0 := 0. Set the time step length τ = 1, so T = {0, 1, 2, . . .} = N.
The interaction rule is as follows
P
(
ηI , pI , k + τ |r, k, ηNr , pNr
)
:=

1 : ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 2
and pI0 + p
I
1 = p0(r, k) + p1(r, k) = 2
1
2
: ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 2
and pI0 + p
I
1 = p0(r, k) + p1(r, k) = 1
1
2
: ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 1
and pI0 + p
I
1 = p0(r, k) + p1(r, k)
1 : ηI0 + η
I
1 = η0(r, k) + η1(r, k) = 0
0 : else
Furthermore, P
(
ηI , pI , k + τ | r, k, ηNr , ηNr
)
= 0 if ηIi = 0 ⇒ pIi = p0,
i = 0, . . . , b − 1 is not fulfilled. Similar to example 1, this LGCA describes
cells performing a random walk on the integers with the restrictions that only
two cells can be at any position at any time. However, in this example, cells
have been labeled with either 0 or 1 and the interaction rule preserves these
cell properties. Labeling only one cell with 1 would allow to track it.
IB-LGCA models open up two different possibilities, the first possibility
is to follow and study the trajectories of individual cells under transition
rules from known LGCA models. This approach allows to investigate if a
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particular LGCA model describes the underlying biological system only on
a macroscopic scale or also on a microscopic scale. The second possibility
is to introduce transition rules that depend on individual cell properties.
This approach allows to develop models for biological systems that cannot
be represented by LGCA models.
2.3 Implementation of IB-LGCA
Transition rules for LGCA models are implemented straightforward by cal-
culating all possible new configurations and the respective transition proba-
bility for each configuration, then choosing a new configuration based on the
aforementioned probabilities. While this approach is usually sufficient for
LGCA, it does not work for IB-LGCA models because the number of pos-
sible configurations is much higher. To be more precise, in a LGCA model
with b ∈ N channels, the number of configurations at a node that can be con-
structed from n ∈ N indistinguishable cells if the number of cells does not
change is given by
(
b
n
)
. However, in IB-LGCA models cells are not necessarily
indistinguishable and therefore the number of configurations is higher. Let
there be k ∈ N, 1 ≤ k ≤ n types of distinguishable cells in a configuration
of n cells and denote with ni ∈ N 0 ≤ ni ≤ n the number of cells of type
i ∈ {0, . . . , k − 1}, note that ∑k−1i=0 ni = n. The number of configuration is
then given by n!
Πk−1i=0 ni!
(
b
n
)
, see also example 3 and figure 2.4. If interactions
are considered that do not conserve the number cells the number of possible
configurations can be even higher. Furthermore, it is usually not possible
to calculate the probabilities of only a subset of all possible configurations
because often the probability for a new configuration depends on the proba-
bilities for all other possible configurations due to normalization terms.
Example 3. Consider a LGCA model with b = 10 channels per node and a
node containing n = 5 cell. There are
(
10
5
)
= 252 configurations that can be
chosen during interaction if the number of cells is preserved. In an IB-LGCA
model with b = 10, n = 5 and 5 distinguishable cells, i.e. k = 5 and n0 =
n1 = n2 = n3 = n4 = 1, there are 5!
(
10
5
)
= 30240 possible configurations.
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This chapter introduces a different, more efficient approach for the im-
plementation of IB-LGCA models. The approach presented here is based on
Monte-Carlo Markov-Chains methods Gilks et al. (1996), in particular on
the Metropolis algorithm Metropolis et al. (1953).
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Figure 2.4: Example of possible configurations resulting from the
interaction step. (A) shows the situation for a LGCA model where only
4 configurations are possible as results in this example. In comparison, (B)
shows a similar example for an IB-LGCA model where 12 configurations are
possible due to distinguishable cells.
The interaction step can always be decomposed into a part that redis-
tributes cells together with their respective properties while preserving in-
dividual properties and cell number, and into another part that adds cells,
removes cells or changes cell properties. Here, the focus is on the implemen-
tation of the former part because implementation of the latter is straightfor-
ward. Therefore, it is assumed in the following that during the interaction
step the cell number in each node is preserved and cell properties remain
unchanged.
2.3.1 General form of the transition probability
The transition probability P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
of any IB-LGCA
models can be written in the form
P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
=
1
Z
H(ηI , pI , k + τ, r, k, ηNr , pNr)
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with
Z :=
∑
(ηI ,pI)∈Eb×Pb
H(ηI , pI , k + τ, r, k, ηNr , pNr).
The transition probability can be rewritten as follows. If H(ηI , pI , k +
τ, r, k, ηNr , pNr) > 0 then write
P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
=
1
Z
exp
(
E(ηI , pI , k + τ, r, k, ηNr , pNr)
)
(2.1)
and otherwise
P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
= 0, (2.2)
where E(ηI , pI , k + τ, r, k, ηNr , pNr) := lnH(η
I , pI , k + τ, r, k, ηNr , pNr). As
already noted, every transition probabilities in an IB-LGCA model can be
written in the above form. Therefore, during the implementation it will be
assumed that the transition probabilities is in the form given by equations
(2.1) and (2.2).
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2.3.2 Metropolis-Hastings Algorithm for IB-LGCA
Application of the interaction rule requires the construction of pairs (ηI , pI)(r)
which describe the post-interaction state at node r and the calculation of
the corresponding transition probabilities P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
. As
mentioned in the introduction to this chapter, the number of cells is con-
sidered to be preserved during the interaction step. Any pair (ηI , pI)(r)
can then by written as ηI =
(
ηI0 , . . . , η
I
b−1
)
=
(
ηpi(0), . . . , ηpi(b−1)
)
and pI =(
pI0 , . . . , p
I
b−1
)
=
(
ppi(0), . . . , ppi(b−1)
)
, where pi is a permutation on {0, . . . , b−
1}. The number of possible permutations pi can be very large, even for rel-
atively simply IB-LGCA models. Therefore, calculating P (ηI , pI , k + τ |
r, k, ηNr , pNr) for all possible pairs (η
I , pI)(r) is inefficient and should be
avoided. However, interaction probabilities P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
are in a form that requires the calculation of a normalization factor Z to
compute P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
. For the calculation of Z informa-
tion from P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
for all (ηI , pI)(r) is necessary. For
this reasons, explicitly calculating the transition probabilities P (ηI , pI , k+τ |
r, k, ηNr , pNr) can be very inefficient and should be avoided.
The approach that is taken here uses Monte-Carlo Markov-Chains meth-
ods (Gilks et al., 1996) to implicitly construct interaction probabilities
P (ηI , pI , k + τ | r, k, ηNr , pNr) and avoid the calculation of Z. The Monte-
Carlo Markov-Chain based approach adopted here is based on the follow-
ing idea. A Markov chain is constructed whose equilibrium distribution
approximates the probability distribution one would obtain by explicitly
calculating all P (ηI , pI , k + τ | r, k, ηNr , pNr). The new pair (ηI , pI)(r) is
accepted and replaces the old one (η, p)(r) with a certain probability de-
rived from the constructed Markov chain. This is repeated multiple times
for each time-step and node r. Usually only a few repeats are necessary un-
til P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
is sufficiently approximated. The various
Monte-Carlo Markov-Chains methods differ mainly in the way the proba-
bility of accepting (ηI , pI)(r) is computed. Here, the Metropolis-Hastings
algorithm is used (Metropolis et al., 1953).
The application of the Metropolis-Hastings, or any other Monte-Carlo
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Markov-Chain method, requires the construction of several permutations of
η(r) and p(r). Properties can be arbitrarily complex and therefore the con-
struction of permutations of p(r) can become computationally costly. So,
as few as possible permutations of p(r) should be constructed. To this
end, an implementational device named ’labeled configurations’ is introduced
here. Labeled configurations allow to have to construct only permutations
of η(r) during the application of the Metropolis-Hastings algorithm. After
the Metropolis-Hastings algorithm has been applied, the new property con-
figuration pI is constructed from the accepted configuration ηI . This equals
constructing exactly one permutation of p(r).
Labeled configurations
For Monte-Carlo Markov-Chains methods it is necessary to construct mul-
tiple pairs (ηI , pI)(r) for different permutations pi during every interaction
step. However, constructing pI can involve computationally expensive copy
operations since cell properties can be arbitrarily complex. So, pI should only
be constructed when the interaction step is over and the final pair (ηI , pI)(r)
has been obtained. Here, an approach is designed that only requires to con-
struct ηI during the interaction step and allows to construct pI from ηI after
the interaction step.
To this end, the set of labeled configurations are introduced. Labeled
configurations are similar to configurations except that each occupied chan-
nels is assigned a unique number between 1 and b, and empty channels are
assigned the number 0.
Definition 9. Define the set of labeled configurations Db as
Db := {µ = (µ0, . . . , µb−1) ∈ {0, . . . , b}b|µi 6= µj if i 6= j ∨ µi = µj = 0}.
An element of Db is called a labeled configuration.
For a labeled configuration µ = (µi)i=0,...,b−1 ∈ Db, µi > 0 are identified with
occupied channels and µi = 0 with empty channels. Note that due to the
definition of Db labels denoting occupied channels are unique. However, the
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label 0 for empty channels is allowed multiple times. The the corresponding
configuration η ∈ Eb to a labeled configuration µ ∈ Db can be constructed
by the function q : Db → Eb defined component-wise as
qi(µ) :=
{
0 : µi = 0
1 : µi 6= 0
Before every interaction step, the labeled configuration µ(r) is constructed
from η(r) according to
µi(r) :=
{
i+ 1 : ηi = 1
0 : ηi = 0
This construction gives a one-to-one correspondence between each cell at r
and the channel it occupies and allows to preserve information about the
original channel each cell occupied beforehand the interaction step. After
the interaction step (ηI , pI)(r), ∀r ∈ L can be constructed by
ηIi (r) := qi(µ
I(r))
pIi (r) := pµIi −1(r).
If µIi − 1 = −1 then i is an empty channel which gets the ”default“ property
p0 assigned. The ”default“ property essentially stands as a placeholder for
no properties and exist to prevent having to explicitly distinguish between
occupied channels (cells) which have properties and empty channels which
cannot have properties. Note that the labeled configuration introduced here
are only a computational device and convey no physical or biological meaning.
Example 4. Consider b = 4, P ={(0, 0)T , (1, 0)T , (−1, 0)T , (0, 1)T , (0,−1)T}
⊂ R2 and p0 = (0, 0)T . Let the configuration η(r) = (0, 1, 1, 0) and the cor-
responding property configuration p(r) = ((0, 0)T , (1, 0)T , (0,−1)T , (0, 0)T ).
From η(r) the labeled configuration µ(r) = (0, 2, 3, 0) is constructed. After
the interaction step the labeled configuration µI(r) = (3, 0, 2, 0) is obtained.
From µI(r) the configuration ηI(r) = (1, 0, 1, 0) and the property configura-
tion pI = ((0,−1)T , (0, 0)T , (1, 0)T , (0, 0)T ) are constructed.
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Algorithm
Now that everything that is required has been introduced, the specific al-
gorithm which applies the Metropolis-Hastings algorithm to calculate the
interaction step in IB-LGCA models can be detailed. For every lattice node
r ∈ L
1. Calculate P := P (η(r), p(r), k + τ | r, k, ηNr , pNr)
2. Construct the labeled configuration µ from configuration η(r) according
to
µi :=
{
i+ 1 : ηi(r) > 0
0 : ηi(r) = 0
for all i = 0, . . . , b− 1.
3. Repeat for M times
(a) Construct a permutation µ′ of µ
i. Set N to the length of µ
ii. Set µ′ := µ
iii. For i = 0 to N − 1 do
A. Choose a random number j uniformly form i, . . . , N − 1
B. Switch µ′i with µ
′
j
(b) Construct η′ from µ′, according to
η′i :=
{
1 : µ′i > 0
0 : µ′i = 0
for all i = 0, . . . , b− 1.
(c) Calculate P ′ := P (η′, p′, k + τ | r, k, ηNr , pNr), here p′ is refer-
encing p(r) as follows:
p′i =
{
pµ′i−1 : µ
′
i > 0
p0 : otherwise
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for all i = 0, . . . , b− 1.
(d) Calculate the acceptance rate α according to
α :=
{
P ′
P
: P ′ < P
1 : P ′ ≥ P
(e) Choose a random number α′ uniformly form the interval [0, 1]
(f) If α′ ≤ α then
i. Set µ := µ′
ii. Set P := P ′
4. Construct ηI as follows
ηIi :=
{
1 : µi > 0
0 : µi = 0
for all i = 0, . . . , b− 1.
5. Construct pI as follows
pIi :=
{
pµi−1 : µi > 0
p0 : otherwise
for all i = 0, . . . , b− 1
2.4 Examples of individual cell tracking in
IB-LGCA of migrating cell populations
All the examples in this section are based on essentially the same IB-LGCA
model, only the interaction rule is different for each example. Consider an IB-
LGCA, see definition 8, in two-dimensions, d = 2, and with b = 10 channels.
Define the velocity channels c0 = (1, 0)
T , c1 = (0, 1)
T , c2 = (−1, 0)T , c3 =
(0,−1)T , and the rest channels ci = (0, 0)T , i = 4, . . . , 9. Also, define the
lattice L = {0, 1, . . . , L} × {0, 1, . . . , L} with periodic boundary conditions,
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where L ∈ N is the maximal lattice size and the lattice spacing is ε = 1.
Furthermore, choose Y0 = Y1 = {0, 1} and R = 1 so the neighborhood Nr
around any lattice node r ∈ L is Nr = {(1, 0)T , (0, 1)T , (−1, 0)T , (0,−1)T}.
Set the time step length τ = 1, so time steps are given by T = {0, 1, 2, . . .}.
Define the properties P = {0, 1} and choose the default property as p0 := 0.
Label exactly one cell with the property 1 and all others with 0. Furthermore
for the following examples, the number of cells n(η) and the cell flux j(η) of
a configuration η ∈ Eb are required, n(η) is defined as
n(η) :=
b−1∑
i=0
ηi
and j(η) as
j(η) :=
b−1∑
i=0
ciηi.
Analogously, n(r, k) := n(η(r, k)) and j(r, k) := j(η(r, k)) give the number
of cells and the cell flux at node r ∈ L at time k ∈ T , respectively. The
interaction rules in the following examples have the form
P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
:=
1
Z
exp(β〈j(ηI), g(r, k, ηNr , pNr)〉)·
· δ(n(ηI), n(r, k))Π(pI , p(r, k)). (2.3)
The function Π : Pb × Pb → {0, 1} ensures that cell properties are neither
gained nor lost during the interaction step. It is defined as follows
Π(p′, p) =
{
1 : p′pi(i) = pi, i = 0, . . . , b− 1 for a permutation pi
0 : else
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Here, during the interaction step, the number of cells is preserved which is
ensured by the function δ : N0 × N0 → {0, 1} defined by
δ(n,m) =
{
1 : n = m
0 : n 6= m
Furthermore, P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
= 0 if ηIi = 0 ⇒ pIi = p0,
i = 0, . . . , b− 1 does not hold. This additional condition prevents properties
from being distributed to empty channels during interaction. In the following
examples, different functions g : L×T ×Eb|Nr|×Pb|Nr| → Rd will be used to
obtain different cell interactions from interaction rule (2.3). The parameter
β ∈ R describes the sensitivity of cells to interaction. For all examples, when
not otherwise specified, the initial conditions are as follows: exactly one rest
channel in the node at the center of the lattice is occupied with a cell with
property 1, all other channels are occupied with a cell with property 0 with
probability ρ ∈ R and are left empty otherwise. For ρ = 0 the lattice contains
only the one cell labeled with 1 and for ρ = 1 all channels are occupied.
2.4.1 Individual cell migration along constant external
gradients
In this example, cells move along a constant vector field g ∈ R2 which is
an abstract representation of cells migrating in response to external gradient
cues, i.e. chemotaxis, haptotaxis or durotaxis. In the IB-LGCA model this
cell interaction is specified by g(r, k, ηNr , pNr) := g ∈ R2. Here, in this specific
example g = (1, 0)T .
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Figure 2.5: Trajectory of an individual cell migrating in the constant
field g = (1, 0)T . Cell trajectories are shown in red. The blue arrows mark
the beginning, at k = 0, and the end, at k = 25, of the trajectory. The
number of cells at each lattice node at time k = 25 is denoted by gray, low
cell numbers are denoted by dark gray and high cell numbers by light gray,
empty lattice nodes are white. Simulations were carried out on a lattice of
size 101 × 101, with lattice spacing ε = 1 and time step length τ = 1
2
. The
transition probability given by equation (2.3) was used. The sensitivity β
and the probability ρ for occupied channels were chosen as: β = 0.0, ρ = 0.0
for A; β = 1.0, ρ = 0.0 for B; β = 1.0, ρ = 0.5 for C; β = 1.0, ρ = 1.0 for D.
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Figure 2.6: Mean square displacement of an individual cell migrating
in the constant field g = (1, 0)T . The simulations were carried out on a
lattice of size 101 × 101, with lattice spacing ε = 1 and time step length
τ = 1
2
, and over 500 independent simulations. The transition probability
given by equation (2.3) was used. The figure on the left shows simulations
for β = 1.0, the figure on the right for β = 2.0.
2.4.2 Individual cell migration along space-dependent
external gradients
In this example, cells move in a radially symmetrical field g : L → R2.
The biological inspiration for this example are cells migrating towards a
nutrient source. In the IB-LGCA model this cell interaction is given by
g(r, k, ηNr , pNr) :=
r0−r
||r0−r|| . Here, r0 := (
L
2
, L
2
) is the center of the lattice.
31
CHAPTER 2. INDIVIDUAL-BASED LATTICE-GAS CELLULAR
AUTOMATA (IB-LGCA)
k = 0
k = 25
A
k = 0
k = 25
B
k = 0
k = 25
C
k = 0
k = 25
D
Figure 2.7: Trajectory of an individual cell migrating in a space-
dependent field. Cell trajectories are shown in red. The blue arrows mark
the beginning, at k = 0, and the end, at k = 25, of the trajectory. The
number of cells at each lattice node at time k = 25 is denoted by gray, low
cell numbers are denoted by dark gray and high cell numbers by light gray,
empty lattice nodes are white. The simulations were carried out on a lattice
of size 101× 101, with lattice spacing ε = 1 and time step length τ = 1
2
. The
transition probability given by equation (2.3) was used. The sensitivity β
and the probability ρ for occupied channels were chosen as: β = 0.0, ρ = 0.0
for A; β = 1.0, ρ = 0.0 for B; β = 1.0, ρ = 0.5 for C; β = 1.0, ρ = 1.0 for D.
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Figure 2.8: Mean square displacement of an individual cell. The
simulations were carried out on a lattice of size 101×101, with lattice spacing
ε = 1 and time step length τ = 1
2
and over 500 independent simulations. The
transition probability given by equation (2.3) was used. The figure on the
left shows simulations for β = 1.0, the figure on the right for β = 2.0.
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2.4.3 Collective cell migration
In this example cells interact with each other. The cell interaction in this
example is given by g(r, k, ηNr , pNr) :=
∑
r′∈Nr(r
′−r)n(r′, k), i.e. cells migrate
towards other cells. Here, the initial conditions are as follows: exactly one
rest channel in the node at the is occupied with a cell with property 1, for
all other channels are occupied with a cell with property 0 if the node they
are situated in is distanced nearer than R ∈ R from the center of the lattice
and are left empty otherwise.
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Figure 2.9: Trajectory of an individual cell migrating in a cell-
dependent field. Cell trajectories are shown in red. The blue arrows mark
the beginning, at k = 0, and the end, at k = 25, of the trajectory. The
number of cells at each lattice node at time k = 25 is denoted by gray, low
cell numbers are denoted by dark gray and high cell numbers by light gray,
empty lattice nodes are white. The simulations were carried out on a lattice
of size 101 × 101, with lattice spacing ε = 1 and time step length τ = 1
2
.
Initial conditions were chosen with R = 10. The sensitivity β was chosen as:
β = 0.0 for A; β = 0.1 for B; β = 0.25 for C; β = 0.5 for D.
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Figure 2.10: Mean square displacement of an individual cells mi-
grating in a cell-dependent field. The simulations were carried out on a
lattice of size 101× 101, with lattice spacing ε = 1, time step length τ = 1
2
,
and R = 10. Results were averaged over 500 independent simulations.
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Chapter 3
SDE approximations of
individual cell trajectories in
IB-LGCA models: implicit cell
population description
In this chapter, analytical approximations for the trajectories of individual
cells in IB-LGCA for migrating cell populations are constructed which allow
for the theoretical analysis of the migration behavior of individual cells. Since
IB-LGCA models are inherently stochastic, a straightforward approach is to
utilize stochastic differential equations (SDE) for this description. Approxi-
mating every single cell in a LGCA model by a SDE yields large and unwieldy
systems of SDEs. For practical purposes it is often sufficient to follow only a
few individual cells. Therefore, the trajectory of one cell is approximated here
by a SDE. The behavior of the remaining cells and information about inter-
actions with them will be described implicitly by a function g(x, t) which is
constructed as the limit of the functions gε(r, k) := 〈gε(r, k)〉, where 〈gε(r, k)〉
denotes the expected value with regard to ηNr of g
ε(r, k, ηNr).
Note that g(x, t) is deterministic allowing for a vastly simplified theory,
which is however still applicable to a large number of LGCA models. The
construction of the SDE approximation in this section will consist of the
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following steps. First, for the position changes of an individual cell we derive
transition probabilities from the interaction rule. Second, these transition
probabilities are used to calculate the drift and diffusion coefficients of the
corresponding SDE.
3.1 Construction
Here, only transitions are considered that assign the default property p0 to
empty channels (see remark 3), i.e. all ηI , pI have to fulfill the condition:
ηIi = 0⇒ pIi = p0, i = 0, . . . , b− 1. (3.1)
If this condition is not fulfilled, than P ε
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
= 0
The probability P ε
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
> 0 is written in the follow-
ing form:
P ε
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
=
1
Z
exp
(−βEε (ηI , pI , r, k, ηNr , pNr))
(3.2)
with β ∈ R. The value β is interpreted as the interaction strength of the
cells. It has not been absorbed into the definition of Eε
(
ηI , pI , r, k, ηNr , pNr
)
to obtain a conceptual separation between influence due to the environment,
captured by Eε, and the “willingness” β of cells to respond to these influences.
Here, properties p will only serve as markers to distinguish cells and not in-
fluence cell interaction, i.e. Eε
(
ηI , pI , r, k, ηNr , pNr
)
= Eε
(
ηI , r, k, ηNr , pNr
)
.
Furthermore, only Eε
(
ηI , r, k, ηNr , pNr
)
which do not explicitly depend on
the neighborhood, i.e. have the form:
Eε
(
ηI , r, k, ηNr , pNr
)
= − 〈j(ηI), gε(r, k)〉 (3.3)
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will be considered here, with j(η):
j(η) =
b−1∑
i=0
ηici.
As discussed above, all information about external influences and interaction
with cells in the neighborhood Nr of r is encoded in the vector field gε : Lε×
T τ → Rd. For a large number of (IB)-LGCAs applications, the interaction
rules can be written in form (3.3). So, the restriction to (3.3) here is not
a significant hindrance. Furthermore, in this chapter only interaction rules
here that preserve the number of cells are considered. Also, recall that the
lattice spacing is denoted by ε and the time step length by τ ∈ R>0. In
the context of this chapter, the lattice Lε is always assumed to be a square
lattice with the von Neumann neighborhood for migration 1.
3.1.1 Transition probabilities for individual cells in the
low density regime
The transition probability P ε
(
ηI , pI , k + τ |r, k, ηNr , pNr
)
describes the change
of the entire configuration at a node r. For the construction of the SDE
approximation however the transition probability P ε(r′, k+ τ |r, k, ηNr) is re-
quired. P ε(r′, k + τ |r, k, ηNr) is the probability for a cell that is at node
r ∈ L at time k ∈ N to be at r′ ∈ L at time k + τ if the neighbor-
hood is in configuration ηNr at time k. In the following the probability
P ε(r′, k + τ |r, k, ηNr) will be constructed from the transition probability
P ε
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
.
To this end, define the set of properties as P = {0, 1} and the default
property as p0 := 0, assign one and only cell the property “1”, and assign
to all other cells the property “0”2. For the cell with property “1”, starting
from r ∈ L, to be at position r′ ∈ L in the subsequent time step k + τ
1For other types of lattices qualitatively similar results are expected but with more
tedious calculations
2While the construction given here considers only one cell of interest, the extension to
more than one cell is straigtforward
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it has to be in a channel cj for which cj = r
′ − r holds. The probability
P ε(r′, k+ τ |r, k, ηNr) for the cell to be in channel cj, j = 0, . . . , b− 1 is given
by:
P ε(r′, k + τ |r, k, ηNr) =
∑
(ηI ,pI)
1
Zε
exp
(
β
〈
j(ηI), gε(r, k)
〉)
(3.4)
This sum runs over all pairs (ηI , pI) where the number of cells is preserved
and where the marked cell is in the appropriate channel cj. Calculation of
the above sum requires to compute the normalization factor Zε. However Zε
usually has a very high number of terms which make it rather intractable.
First the low density regime is considered. This assumption is valid if there
is only one cell per node or the number of cells per node is much smaller
than the number of channels. In the low density regime, cells behave almost
independently and the sum in (3.4) simplifies to
P ε(r′, k + τ |r, k, ηNr) ≈
1
Z˜ε
exp (β 〈cj, gε(r, k)〉) (3.5)
with
Z˜ε =
b−1∑
i=0
exp (β 〈ci, gε(r, k)〉)
This simplification allows to approximate P ε(r′, k + τ |r, k, ηNr) as:
P ε(r′, k + τ |r, k, ηNr) =
b−1∑
j=0
δ(||(r′ − r)− cj|| , 0)P ε(cj, k + τ |r, k, ηNr)
≈ 1
Z˜ε
b−1∑
j=0
δ(||(r′ − r)− cj|| , 0) exp (β 〈cj, gε(r, k)〉) .
||·|| denotes the Euclidean norm. Since here P ε(r′, k + τ |r, k, ηNr) does
not explicitly depend on the neighborhood ηNr , write P
ε(r′, k + τ |r, k) :=
P ε(r′, k + τ |r, k, ηNr). Recall that the lattice Lε is a rectangular lattice and
the von Neumann neighborhood is used for migration. Thus, the probability
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P ε(r′, k + τ |r, k) for the cell at r at time k to be at r′ at time k + τ is given
by:
P ε(r′, k + τ |r, k) = 1
Zε
exp (β〈r′ − r, gε(r, k)〉) , (3.6)
if ||r′ − r|| ≤ ε and
P ε(r′, k + τ |r, k) = 0,
otherwise. The probability of the cell to be at r′ after two timesteps is defined
by:
P ε(r′, k + 2τ |r, k) =
∑
r′′∈Lε
P ε(r′, k + 2τ |r′′, k + τ)P ε(r′′, k + τ |r, k),
and more generally for l ∈ N, l > 1 time steps:
P ε(r′, k + lτ |r, k) =
∑
r′′∈Lε
P ε(r′, k + lτ |r′′, k + (l − 1)τ)P ε(r′′, k + (l − 1)τ |r, k).
Furthermore, for completeness, the probability after l = 0 timesteps is de-
fined as:
P ε(r′, t|r, t) =
{
1 : r′ = r
0 : r′ 6= r
3.1.2 From transition probabilities to SDEs
Here, an approach to derive an SDE approximation directly from interaction
rules of the form (3.6) will be given. First some notation and basic definitions
have to be introduced.
If a cell is situated on a lattice Lε then its position will be written as r. If
Rd is used instead of Lε the cell position will be denoted by x. Analogously,
k will be used if time is discrete and t if it is continuous. For y, z ∈ R,
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introduce the characteristic function χ[y,z) by
χ[y,z)(x) =
{
1 : x ∈ [y, z)
0 : else
with x ∈ R. Furthermore, for y, z ∈ Rd with y = (y0, . . . , yd−1) and z =
(z0, . . . , zd−1), define χ[y,z) as
χ[y,z)(x) =
d−1∏
i=0
χ[yi,zi)(xi),
with x ∈ Rd and x = (x0, . . . , xd−1). The probability P ε(r′, k + τ |r, k) de-
scribes only transitions on the lattice Lε. To be able to consider limits
ε→ 0 the lattices Lε are embedded in Rd. The probability density function
P εc (x
′, t′|x, t) for x, x′ ∈ Rd and t, t′ ∈ R≥0 is considered which is constructed
in the following way. For x′ ∈ Rd and r ∈ Lε define P εc (x′, k + τ |r, k) as
P εc (x
′, k + τ |r, k) = 1
εd
∑
r′∈Lε
χ[r′− ε
2
,r′+ ε
2
)(x
′)P ε(r′, k + τ |r, k),
and, for x′ ∈ Rd and x ∈ Rd, define P εc (x′, k + τ |x, k) as
P εc (x
′, k + τ |x, k) = 1
εd
∑
r∈Lε
∑
r′∈Lε
χ[r− ε
2
,r+ ε
2
)(x)χ[r′− ε
2
,r′+ ε
2
)(x
′)P ε(r′, k + τ |r, k).
(3.7)
For l ∈ N time steps, define P εc (x′, k + lτ |x, k) by
P εc (x
′, k + lτ |x, k)= 1
εd
∑
r∈Lε
∑
r′∈Lε
χ[r− ε
2
,r+ ε
2
)(x)χ[r′− ε
2
,r′+ ε
2
)(x
′)P ε(r′, k + lτ |r, k).
Finally, for arbitrary times t, t′ ∈ R, define
P ε,τc (x
′, t′|x, t) : =
∞∑
l=0
∞∑
k=0
χ[lτ,(l+1)τ)(t
′−t)χ[k,k+τ)(t)P εc (x′, k + lτ |x, k).
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Note, that for each t′ there is only one value of l which leads to a non-zero
term in the above sum. The same is true for t and k. To explicitly denote
the dependence on the time step length τ , P ε,τc (x
′, t′|x, t) is written instead
of P εc (x
′, t′|x, t) . Analogously, gε(r, k) is extended from Lε×T τ to Rd×R≥0
by
gε,τ (x, t) :=
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x)g
ε(r, k). (3.8)
So far, the lattice spacing ε and the time step length τ have been considered
as independent from each other. However, the limit
lim
ε→0,τ→0
P ε,τc (x
′, t′|x, t)
does not exist because the limits limε→0 P
ε,τ(ε)
c (x′, t′|x, t) are different for
different relations τ = τ(ε) or do not exist at all. Thus, one has to focus on
one specific relation τ = τ(ε) and only consider the limit
lim
ε→0
P ε,τ(ε)c (x
′, t′|x, t) = Pc(x′, t′|x, t). (3.9)
Figure (3.1.2) illustrates the limit process. The relationship between ε and
τ(ε) is specified by
lim
ε→0
ε2
τ(ε)
= D,
which also called diffusive scaling. For any ε the probability density func-
tion P εc (x
′, t′|x, t) := P ε,τ(ε)c (x′, t′|x, t) describes a biased random walk. In
the appropriate scaling limit a biased random walk yields a diffusion process
(Capasso and Bakstein, 2012). This means that with diffusive scaling the
limit (3.9) exists and Pc(x
′, t′|x, t) describes a diffusion process. The drift
and diffusion coefficient can be directly calculated from the definition of a
diffusion processes. The coefficients for the corresponding SDE can then
be straigtforwardly obtained. The following calculations for the drift coef-
ficient (Ai(x, t))i=0,...,d−1 and for the diffusion coefficient (Bij(x, t))i,j=0,...,d−1
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are based on (Gardiner, 1998). The drift coefficient (Ai(x, t))i=0,...,d−1 is given
by
Ai(x, t) := lim
ε˜→0
lim
τ˜→0
1
τ˜
∫
||x′−x||≤ε˜
(x′i − xi)Pc(x′, t+ τ˜ |x, t) dx′, (3.10)
uniformly in x and t. Furthermore, the diffusion coefficient (Bij(x, t))i,j=0,...,d−1
is
Bij(x, t) := lim
ε˜→0
lim
τ˜→0
1
τ˜
∫
||x′−x||≤ε˜
(x′i − xi)(x′j − xj)Pc(x′, t+ τ˜ |x, t) dx′,
(3.11)
uniformly in x and t. For equation (3.10) and equation (3.11) to be well-
defined it is required that limε→0 gε(x, t) =: g(x, t) exists and is uniform.
The term Pc(x
′, t + τ˜ |x, t) is usually not known explicitly. However, it can
be substituted by the limit (3.9) given above.
Remark 5. Here, the lattice spacings ε and ε˜ are identified with each other.
The same is done for the time step lengths τ and τ˜ .
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Figure 3.1: Illustration of the embedding used in the construction
of the SDE approximations. The transition probabilities P εc (x
′, t′|x, t)
on lattices with decreasing lattice spacings ε1 > ε2 > . . . and the limit dis-
tribution Pc(x
′, t′|x, t) are depicted in light grey. Curved arrows show the
movement of a single cell from position x to position x′. The correspond-
ing transition probabilities P εc (x
′, t′|x, t) are constructed as step-functions
from P (r′, t′|r, t) according to (3.7). For ε → 0, the transition probabilities
P εc (x
′, t′|x, t) converge against a limit distribution Pc(x′, t′|x, t).
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Calculation of the drift coefficient
Equation (3.10) gives for the drift coefficientA(x, t) = (A0(x, t), . . . , Ad−1(x, t))
Ai(x, t) = lim
ε→0
1
τ(ε)
∫
||x′−x||≤ε
(x′i − xi)P εc (x′, t+ τ(ε)|x, t)dx′.
Inserting the definition (3.7) of P εc (x
′, t+ τ(ε)|x, t) yields
Ai(x, t) = lim
ε→0
1
τ(ε)
1
εd
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
∑
r′∈Lε
P ε(r′, k + τ(ε)|r, k)χ[r− ε
2
,r+ ε
2
)(x) ·
(3.12)
·
∫
||x′−x||≤ε
(x′i − xi)χ[r′− ε2 ,r′+ ε2 )(x′)dx′.
Note, that on the square lattice the term
Ai(x, t, ε) :=
1
τ(ε)
1
εd
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
∑
r′∈Lε
P ε(r′, k + τ(ε)|k, t)χ[r− ε
2
,r+ ε
2
)(x) ·
·
∫
||x′−x||≤ε
(x′i − xi)χ[r′− ε2 ,r′+ ε2 )(x′)dx′
can be bounded by Ai(x, t, ε) ≤ A+i (x, t, ε) with
A+i (x, t, ε) :=
1
τ(ε)
1
εd
∞∑
k=0
χ[k,k+τ)(t)
∑
r′∈Lε
||r′−r||≤ε
∑
r∈Lε
P ε(r′, k + τ(ε)|r, k)χ[r− ε
2
,r+ ε
2
)(x) ·
·
∫ r′0+ ε2
r′0− ε2
. . .
∫ r′d−1+ ε2
r′d−1− ε2
(x′i − ri)dx′0 . . . dx′d−1
Furthermore it holds that
lim
ε→0
A+i (x, t, ε) = lim
ε→0
Ai(x, t, ε),
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uniformly in x and t, because for ε→ 0:∣∣∣∣∣
∣∣∣∣∣
∫ r′0+ ε2
r′0− ε2
. . .
∫ r′d−1+ ε2
r′d−1− ε2
(x′i − ri)dx′0 . . . dx′d−1−
∫
||x′−x||≤ε
(x′i − xi)χ[r′− ε2 ,r′+ ε2 )(x′)dx′
∣∣∣∣∣
∣∣∣∣∣→ 0,
uniformly in x and t, i.e. the difference between both integrals vanishes.
Calculating the integral in A+i (x, t, ε) yields∫ r′0+ ε2
r′0− ε2
. . .
∫ r′d−1+ ε2
r′d−1− ε2
(x′i − ri)dx′0 . . . dx′d−1} =
=
1
ε
∫ r′i+ ε2
r′i− ε2
(x′i − ri)
∫ r′0+ ε2
r′0− ε2
. . .
∫ r′d−1+ ε2
r′d−1− ε2
dx′0 . . . dx
′
d−1dx
′
i
= εd−1
∫ r′i+ ε2
r′i− ε2
(x′i − ri)dx′i
= εd−1
[
1
2
x′2i − x′iri
]r′i+ ε2
x′i=r
′
i− ε2
= εd (r′i − ri) .
Since the von Neumann neighborhood is used for migration, one obtains
A+i (x, t, ε) =
ε
τ(ε)
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x) [P
ε(r + εei, k + τ |r, k)
− P ε(r − εei, k + τ |r, k)] .
(3.13)
Inserting P ε(r+εei, k+τ |r, k) and P ε(r−εei, k+τ |r, k) according to equation
(3.6) yields
A+i (x, t, ε) =
=
ε
τ(ε)
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x)
exp (βεgεi (r, k))− exp (−βεgεi (r, k))
Zε
=
ε
τ(ε)
exp (βεgεi (x, t))− exp (−βεgεi (x, t))
Zε
=
ε
τ(ε)
2 sinh (βεgεi (x, t))
Zε
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where gεi is given by (3.8).The normalization term
Zε =
b−1∑
j=0
exp(β〈cj, gε(x, t)〉) =
2d−1∑
j=0
exp(βεgεj (x, t)) + b− 2d
yields in the limit limε→0 Zε = b with limε→0 exp(βεgεj (x, t)) = 1. Using the
series expansion of the function sinh(·) yields
lim
ε→0
A+i (x, t, ε) =
2
b
lim
ε→0
(
ε2
τ(ε)
βgεi (x, t) +O(ε
2)
)
.
Recall that the relationship between ε and τ(ε) is specified by diffusive scal-
ing:
lim
ε→0
ε2
τ(ε)
= D,
With this scaling the following limit is obtained:
lim
ε→0
A+i (x, t, ε) =
2βgi(x, t)
b
D,
if limε→0 gεi (x, t) = gi(x, t) uniformly in x, t then the same also holds for
limε→0A+i (x, t, ε).
Calculation of the diffusion coefficient
Based on equation (3.11), the calculation of the diffusion coefficient proceeds
similarly to the calculation of the drift coefficient. The diffusion coefficient
B(x, t) = {Bij(x, t)}i,j=0,...,d−1 is given by
Bij(x, t) = lim
ε→0
1
τ(ε)
∫
||x′−x||≤ε
(x′i − xi)(x′j − xj)P ε,τ(ε)c (x′, t+ τ |x, t)dx′
= lim
ε→0
1
τ(ε)
1
εd
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
∑
r′∈Lε
P ε(r′, k + τ |r, k)χ[r− ε
2
,r+ ε
2
)(x) ·
·
∫
||x′−x||≤ε
(x′i − xi)(x′j − xj)χ[r′− ε2 ,r′+ ε2 )(x′)dx′.
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Similarly as above, consider B+ij (x, t) instead of Bij(x, t)
B+ij (x, t) = lim
ε→0
1
τ(ε)
1
εd
∞∑
k=0
χ[k,k+τ)(t)
∑
r′∈Lε
||r′−r||≤ε
∑
r∈Lε
P ε(r′, k + τ |r, k)χ[r− ε
2
,r+ ε
2
)(x) ·
·
∫ r′0+ ε2
r′0− ε2
. . .
∫ r′d−1+ ε2
r′d−1− ε2
(x′i − ri)(x′j − rj)dx′0 . . . dx′d−1.
Analogously to A+i (x, t) we have
lim
ε→0
B+ij (x, t) = lim
ε→0
Bij(x, t).
The integrals in the sum can now be directly calculated∫ r′0+ ε2
r′0− ε2
. . .
∫ r′d−1+ ε2
r′d−1− ε2
(x′i − ri)(x′j − rj)dx′0 . . . dx′d−1 =
=εd−2
∫ r′i+ ε2
r′i− ε2
∫ r′j+ ε2
r′j− ε2
(x′i − ri)(x′j − rj)dx′idx′j
=εd(r′i − ri)(r′j − rj)
.
Utilizing the von Neumann neighborhood again yields for i = j,
B+ii (x, t) = lim
ε→0
ε2
τ(ε)
∞∑
k=0
χ[k,k+τ)(t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x) [P
ε(r + εei, k + τ |r, k)
+ P ε(r − εei, k + τ |r, k)] .
Inserting (3.6) and using (3.8) gives
B+ii (x, t) =
2
b
lim
ε→0
ε2
τ(ε)
cosh(βεgεi (x, t)).
Again with diffusive scaling the following limit is obtained
lim
ε→0
B+ii (x, t) =
2
b
D.
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For i 6= j, with the von Neumann neighborhood, the coefficients are
lim
ε→0
B+ij (x, t) = 0.
because on the square lattice if i 6= j then (r′i − ri)(r′j − rj) = 0 for nearest
neighbors r and r′. As for the drift, these limits are uniform in x, t if the
same holds for the limit limε→0 gεi (x, t) = gi(x, t).
Fokker Planck equation and SDE approximation
As shown in the previous part, under diffusive scaling, the drift coefficient
is Ai(x, t) =
2βD
b
gi(x, t) and the diffusion coefficient is Bij(x, t) =
2D
b
δij.
From these, the following Fokker-Planck equation (differential Chapman-
Kolmogorov equation) is obtained
∂
∂t
Pc(x, t|x0, t0) = −2βD
b
∇· (g(x, t)Pc(x, t|x0, t0)) + D
b
∇2Pc(x, t|x0, t0).
The Fokker-Planck equation allows to derive the following stochastic differ-
ential equation (in the sense of Ito¯) for the position x ∈ Rd of a single cell at
time t ∈ R moving under the influence of the field g : Rd × R→ R:
dx(t) =
2βD
b
g(x, t)dt+
√
2D
b
dW(t),
with x(t0) = x0 ∈ Rd and W(t) the d-dimensional Wiener process. The main
result is summarized as follows:
Result 1. Let a IB-LGCA on a d-dimensional square lattice with a transition
rule specified by
P ε
(
ηI , k + τ | r, k, ηNr
)
=
1
Z
exp
(
β
〈
j(ηI), gε(r, k, ηNr)
〉)
,
with gε : Lε × T τ × E2db → Rd. Define gε(r, k) := 〈gε(r, k, ηNr)〉 and extend
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gε(r, k) on Rd × R≥0 by
gε(x, t) :=
∞∑
k=0
χ[k,k+τ(ε))(t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x)g
ε(r, k).
Furthermore, under diffusive scaling limε→0 ε
2
τ(ε)
= D ∈ R>0, the limit
lim
ε→0
gε(x, t) = g(x, t)
must exist and must be uniform in x and t. Then for the lattice spacing
ε→ 0 an approximation of the trajectory of an individual cell under the low
density assumption (3.5) is given by the stochastic differential equation in
the sense of Ito¯
dx(t) =
2βD
b
g(x, t)dt+
√
2D
b
dW(t)
with x(t0) = x0 ∈ Rd and W(t) the d-dimensional Wiener process.
Note, that the existence of the the limit limε→0 gε(x, t) = g(x, t) also
implies the existence of the limit in (3.9) since transition probabilities of the
form (3.2) were considered.
3.1.3 SDE approximations for high cell densities
The SDE approximation above was constructed under the assumption that
at any time the number of cells in a lattice node is much smaller than the
number of channels. This corresponds to the assumption that the cell density
is very low. In the following we consider SDE approximations for arbitrary
cell densities.
Again, LGCA models with d-dimensional square lattices are considered.
As in 3.1.1 we consider the probability given by (3.4)
P ε(cj, k + τ |r, k, ηNr) =
1
Zε
∑
(ηI ,lI)
exp
(
β
〈
j(ηI), gε(r, k)
〉)
.
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The sum runs over all (ηI , lI) as in (3.4), where the cell number is conserved
and the labeled cell is in channel cj. The normalization term Z
ε is given by
Zε =
∑
(ηI ,lI)
exp
(
β
〈
j(ηI , gε(r, k)
〉)
.
The only difference in the calculation of the drift coefficient compared to the
low density case is the evaluation of the expression P ε(r + εei, k + τ |r, k) −
P ε(r − εei, k + τ |r, k) in (3.13). Note that the term P ε(r′, k + τ |r, k) can be
written as
P ε(r′, k + τ |r, k) =
b−1∑
j=0
δ(||(r′ − r)− cj||)P ε(cj, k + τ |r, k)
which yields
P ε(r + εej, k + τ |r, k)− P ε(r − εej, k + τ |r, k) ≈
P ε(cj, k + τ |r, k)− P ε(−cj, k + τ |r, k).
Thus, only the term P ε(cj, k+ τ |r, k)−P ε(−cj, k+ τ |r, k) can be considered
instead of P ε(r + εej, k + τ |r, k)− P ε(r − εej, k + τ |r, k).
Expand P ε(cj, k + τ |r, k) into a series in terms of ε and consider only
constant and linear terms because similar to the low density assumption in
(3.13) terms of higher order vanish in the limit which yields
P ε(cj, k + τ |r, k) =
1
Zε
∑
(ηI ,lI)
 1 + βεηIj gεj (r, k)− βεηIj+dgεj (r, k)
+βε
d−1∑
m=0
m6=j
(
ηIm − ηIm+d
)
gεm(r, k)
 .
If there are n cells in a node with b channels and the labeled cell is in chan-
nel j, then there are
(
b−1
n−1
)
possibilities to distribute the remaining n − 1
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unlabeled cells over the other b − 1 channels. Note that here the labeled
cell is distinguished from the unlabeled cells, but unlabeled cells are not dis-
tinguished from each other. Furthermore, if additionally there is a cell in
channel j + d, then there are
(
b−2
n−2
)
possibilities to distribute the remaining
cells
P ε(cj, k + τ |r, k) = 1
Zε
(
b− 1
n− 1
)
+
εβ
Zε
(
b− 1
n− 1
)
gεj (r, k)
− εβ
Zε
(
b− 2
n− 2
)
gεj (r, k)
+
εβ
Zε
∑
(ηI ,lI)
d−1∑
m=0
m6=j
(ηIm − ηIm+d)gεm(r, k).
Note that
∑
(ηI ,lI)
d−1∑
m=0
m 6=j
(ηIm − ηIm+d)gεm(r, k) =
d−1∑
m=0
m 6=j
gεm(r, k)
∑
(ηI ,lI)
(ηIm − ηIm+d) = 0
holds because the number of configurations ηIm where channel cm is occupied
and the number of configurations ηIm+d where cm+d is occupied are identical.
The probability P ε(−cj, k+τ |r, k) is treated analogously, so P ε(cj, k+τ |r, k)−
P ε(−cj, k + τ |r, k) can be written as
P ε(cj, k + τ |r, k)−P ε(−cj, k + τ |r, k) =2βε
Zε
(
b− 1
n− 1
)
gεj (r, k)
− 2βε
Zε
(
b− 2
n− 2
)
gεj (r, k).
This expression can be simplified to
P ε(cj, k + τ |r, k)−P ε(−cj, k + τ |r, k)=2βε
Zε
((
b− 1
n− 1
)
−
(
b− 2
n− 2
))
gεj (r, k).
To determine the number of terms in the denominator one has to consider
the number of all possible configurations given b channels and n cells, with
one labeled and n−1 unlabeled cells. There are (b
n
)
possibilities to distribute
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n cells over b channels. Since the labeled cell can be in any occupied channel
the number of possibilities has to be multiplied by n to cover all possible
configurations
Zε = n
(
b
n
)
Therefore, P ε(cj, k + τ |r, k) − P ε(−cj, k + τ |r, k) is different from the low
density approximation by a factor
((b−1n−1)−(b−2n−2))
n(bn)
. The rest of the calculation
of the drift term A(x, t) remains unchanged and we obtain
A(x, t) =
((
b−1
n−1
)− (b−2
n−2
))
n
(
b
n
) 2Dβg(x, t) = (b− n)
(b− 1)
2Dβg(x, t)
b
,
where n := n(x, t) is the number of cells at position x at time t. The cal-
culation of the diffusion coefficient B(x, t) proceeds similarly, but instead of
P (cj, k+τ |r, k)−P (−cj, k+τ |r, k) the expression P (cj, k+τ |r, k)+P (−cj, k+
τ |r, k) has to be considered. This yields for Bii(x, t)
Bii(x, t) =
(
b−1
n−1
)
n
(
b
n
) 2D = 2D
b
,
and for Bij(x, t) with i 6= j
Bij = 0,
by the same argument as in the low density case. The SDE approximation
that includes volume exclusion effects is therefore given by:
Result 2. Let a lattice-gas cellular automaton with the same properties and
under the same conditions as in Result 1 but without the low density assump-
tion, then for the lattice spacing ε→ 0 an approximation of the trajectory of
an individual cell is given by the stochastic differential equation in the sense
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of Ito¯
dx(t) =
(b− n)
(b− 1)
2Dβ
b
g(x, t)dt+
√
2D
b
dW(t) (3.14)
with the cell number n := n(x, t). For large b where b
b−1 ≈ 1 the SDE
approximation can also written as
dx(t) = (1− ρ(x, t)) 2Dβ
b
g(x, t)dt+
√
2D
b
dW(t)
with ρ(x, t) := n(x,t)
b
.
3.1.4 SDE approximation for parameter-controlled dif-
fusion
Previously, SDE approximations have been derived for cell interactions that
influence the drift of individual cell migration but exert no influence the
diffusion. The diffusion coefficient depended only on the scaling constant D
and the number of channels b and therefore is identical for all cells in each
specific IB-LGCA model. Now, SDE approximations are given that describe
cell interactions where the diffusion coefficient is controlled by an additional
parameter γ ∈ R that can be chosen separately for each individual cell. Note,
that here only cell interaction are considered that lead to isotropic diffusion
coefficients. Cell interactions with parameter-controlled diffusion and the
corresponding SDE approximations are utilized in chapter 5.
Introduce the extended channels c˜i = (c˜i,0, . . . , c˜i,d) ∈ Rd+1, i = 0, . . . , d−
1, which are constructed from the channels ci = (ci,0, . . . , ci,d−1), i = 0, . . . , d−
1, by setting c˜i,j = ci,j, j = 0, . . . , d−1, and c˜i,d = 0 if ci is a velocity channel
or c˜i,d = γ if ci is a rest channel. This allows to control cell diffusion in the
IB-LGCA by the parameter γ ∈ R. As in the previous derivations, all cell
interactions are represented by a function gε : Lε × T τ → Rd+1 which here
maps to Rd+1 instead of Rd as previously. Furthermore, gεd(r, k) = 1β , for all
r ∈ Lε and τ ∈ T τ .
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On the square lattice and under the low density regime, the normalization
function Zε becomes
Zε =
b−1∑
i=0
exp (β〈c˜i, gε(x, t)〉) = 2
d−1∑
i=0
cosh (εβgεi (x, t)) + (b− 2d) exp (γ) .
The term (b − 2d) exp (γ) describes the contribution of the rest channels.
Note, that limβ→0 βgεd(r, k) = 1 has been used. Again, diffusive scaling is
applied and it is required that limε→0 gε(x, t) = g(x, t), uniformly in x and t.
Then the drift coefficient A(x, t) = {Ai(x, t)}i=0,...,d−1 is given by
Ai(x, t, ε) =
2Dβ
2d+ (b− 2d) exp (γ)gi(x, t)
and the diffusion coefficient B(x, t) = {Bij(x, t)}i,j=0,...,d−1 is, for i = j,
Bii(x, t) =
2D
2d+ (b− 2d) exp (γ)
and for i 6= j,
Bij(x, t) = 0.
This yields the following result.
Result 3. Let a lattice-gas cellular automaton with the same properties and
under the same conditions as in Result 1 but with the transition probability
P ε
(
ηI , k + τ | r, k, ηNr
)
=
1
Z
exp
(
β
〈
j˜(ηI), gε(r, k)
〉)
,
where gε : Lε × T τ → Rd+1 and gεd(r, k) = 1β , for all r ∈ Lε and τ ∈ T τ .
Furthermore j˜(ηI) is given by
j˜(ηI) =
b−1∑
i=0
c˜iη
I
i
and c˜i,j = ci,j j = 0, . . . , d − 1, c˜i,j = 0 if ci is a velocity channel and
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c˜i,j = γ ∈ R if ci is a rest channel. Then for the lattice spacing ε → 0 an
approximation of the trajectory of an individual cell is given by the stochastic
differential equation in the sense of Ito¯
dx(t) =
2Dβ
2d+ (b− 2d) exp (γ)g(x, t)dt+
√
2D
2d+ (b− 2d) exp (γ)dW (t).
3.2 Error estimates
Per construction SDE approximations of IB-LGCA models are only accurate
for low sensitivities. For high sensitivities, results from simulations and cor-
responding SDE approximations can differ significantly. Furthermore, the
discrete lattice introduces an additional error between simulations and SDE
approximations. In this section, estimates for the error based on the sensitiv-
ity and the lattice spacing between simulation and SDE approximations will
be derived. Note that as during the derivation of the SDE approximations
diffusive scaling
lim
ε→0
ε2
τ(ε)
= D
is assumed. Furthermore, it will be assumed that the IB-LGCA is defined on
a square lattice. Here, the cell position rεsim(k) = (rsim,i(k))i=0,...,d−1 obtained
from simulations on lattice Lε and xsde(t) = (xsde,i(t))i=0,...,d−1 ∈ Rd, with
t = k, obtained from solving a corresponding SDE are considered. Both
are stochastic variables and therefore various types of errors can be defined
based on the different types of stochastic convergences. Here, the error with
regard to the first moment E1mom(k) and with regard to the second moment
E2mom(k) are considered. Both errors are given by
Epmom(k) :=
d−1∑
i=0
∣∣∣∣∣∣〈(rεsim,i(k))p〉− 〈(xsde,i(k))p〉∣∣∣∣∣∣ ,
with p = 1, 2 and the euclidean norm ||·||. For the calculation of Epmom(k),
consider the error in the p-th moment Epmom,i(k) for each component r
ε
sim,i(k)
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and xsde,i(k), i = 0, . . . , d− 1, given by
Epmom,i(k) :=
∣∣∣∣∣∣〈(rεsim,i(k))p〉− 〈(xsde,i(k))p〉∣∣∣∣∣∣ .
For p > 0, the p-th moment of xsde,i(t), t = k, is obtained by applying Ito¯’s
lemma to the SDE approximation which yields
d
dt
〈(
xsde,i(t)
)p〉
=
2βpD
b
〈
gi(xsde(t), t)
(
xsde,i(t)
)p−1〉
+
p(p− 1)D
b
〈(
xsde,i(t)
)p−2〉
.
From this equation, the (formal) solution
〈(
xsde,i(t)
)p〉
=
〈(
xsde,i(0)
)p〉
+
2βpD
b
∫ t
0
〈
gi(xsde(s), s)
(
xsde,i(s)
)p−1〉
ds
+
p(p− 1)D
b
∫ t
0
〈(
xsde,i(s)
)p−2〉
ds.
(3.15)
can be obtained. The p-th moment of rεsim,i(k) can be calculated directly
from P ε,τ (r′, k|r0, 0)〈(
rεsim,i(k)
)p〉
=
∑
r′∈Lε
(r′i)
p
P ε,τ (r′, k|r0, 0),
where r0 denotes initial data, i.e. r0 = r
ε
sim(0). This can also be formulated
differently〈(
rεsim,i(k)
)p〉
=
∑
r′∈Lε
∑
r′′∈Lε
(r′i)
p
P ε,τ (r′, k|r′′, k − τ)P ε,τ (r′′, k − τ |r0, 0).
In the following, estimates for the error with regard to the first moment
E1mom(k) and with regard to the second moment E
2
mom(k) are derived sepa-
rately for each case.
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3.2.1 Error with regard to the first moment
The error in the first moment E1mom(k) between r
ε
sim(k) and xsde(k) is given
by
E1mom(k) :=
d−1∑
i=0
∣∣∣∣∣∣〈rεsim,i(k)〉− 〈xsde,i(k)〉∣∣∣∣∣∣ .
The first moment of rεsim,i(k) is given by〈
rεsim,i(k)
〉
=
∑
r′∈Lε
∑
r′′∈Lε
r′iP
ε,τ (r′, k|r′′, k − τ)P ε,τ (r′′, k − τ |r0, 0)
which yields
〈
rεsim,i(k)
〉
=
∑
r′′∈Lε
1
Zε(r′′)
[
r′′i (b− 2d) + (r′′i + ε) exp (βεgεi (r′′, k − τ)) +
+(r′′i − ε) exp (−βεgεi (r′′, k − τ)) + 2r′′i
d−1∑
j=0,j 6=i
cosh
(
βεgεj (r
′′, k − τ)) ] ·
· P ε,τ (r′′, k − τ |r0, 0).
The term r′′i
∑d−1
j=0,j 6=i cosh
(
βεgεj (r
′′, k − τ)) represents cell movement perpen-
dicular to direction i and the term r′′i (b− 2d) represents the cell resting. The
denominator Zε is given by
Zε(r′′) = 2
d−1∑
j=0,j 6=i
cosh
(
βεgεj (r
′′, k − τ))+ (b− 2d).
Combining terms allows to simplify the above expression of
〈
rεsim,i(k)
〉
to
〈
rεsim,i(k)
〉
=
∑
r′′∈Lε
1
Zε(r′′)
[
2ε sinh (βεgεi (r
′′, k − τ)) +
+ 2r′′i
d−1∑
j=0
cosh
(
βεgεj (r
′′, k − τ)) +r′′i (b− 2d)
]
P ε,τ (r′′, k − τ |r0, 0)
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and even more to
〈
rεsim,i(k)
〉
=
∑
r′′∈Lε
[
2ε
Zε(r′′)
sinh (βεgεi (r
′′, k − τ)) + r′′i
]
P ε,τ (r′′, k − τ |r0, 0)
because
[
2r′′i
∑d−1
j=0 cosh
(
βεgεj (r
′′, k − τ))+ r′′i (b− 2d)] /Zε(r′′) = r′′i . How-
ever, this representation of
〈
rεsim,i(k)
〉
is still rather unwieldy and calculation
of the first moment remains quite inefficient. Therefore, consider only the
local truncation error, i.e. the error with regard to the first moment after
one time step τ . Specifically, calculate E1mom for
〈
rεsim,i(τ)
〉
and 〈xsde,i(τ)〉,
for all i = 0, . . . , d− 1. The first moment 〈rεsim,i(τ)〉, starting from position
r0 :=
〈
rεsim,i(0)
〉
is given by
〈
rεsim,i(τ)
〉
=
∑
r′′∈Lε
[
2ε
Zε(r′′)
sinh (βεgεi (r
′′, 0)) + r′′i
]
P ε,τ (r′′, 0|r0, 0).
Using the fact that for P ε,τ (r′′, 0|r0, 0)
P ε,τ (r′′, 0|r0, 0) =
{
1 : r′′ = r0
0 : r′′ 6= r0
holds, yields for
〈
rεsim,i(τ)
〉
the simplified expression
〈
rεsim,i(τ)
〉
=
2ε
Zε(r0)
sinh (βεgεi (r0, 0)) + r0,i,
with
Zε(r0) = 2
d−1∑
j=0
cosh
(
βεgεj (r0, 0)
)
+ b− 2d.
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The first moment 〈xsde,i(τ)〉 follows directly from equation (3.15) with x0 :=
〈xsde(0)〉 〈
xsde,i(τ)
〉
= x0,i +
∫ τ
0
2βD
b
〈
gi(xsde(s), s)
〉
ds.
Thus, the error in the first moment after one time step E1mom(τ) is given by
E1mom(τ) =
d−1∑
i=0
∣∣∣∣∣∣〈rεsim,i(τ)〉− 〈xsde,i(τ)〉∣∣∣∣∣∣ =
=
d−1∑
i=0
∣∣∣∣∣
∣∣∣∣∣r0,i + 2εZε(r0) sinh (βεgεi (r0, 0))− x0,i −
∫ τ
0
2βD
b
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣ .
With the triangle inequality one obtains
E1mom(τ) ≤
d−1∑
i=0
(
||r0,i − x0,i||+
+
∣∣∣∣∣
∣∣∣∣∣ 2εZε(r0) sinh (βεgεi (r0, 0))−
∫ τ
0
2βD
b
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣
)
.
Incorporating diffusive scaling (see above) the second term on the right-hand
side of the inequality can alternatively be written as∣∣∣∣∣
∣∣∣∣∣ 2εZε(r0) sinh (βεgεi (r0, 0)) −
∫ τ
0
2βD
b
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣ =
=
1
τ
∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
2ε
Zε(r0)
sinh (βεgεi (r0, 0))−
2βε2
b
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣ .
Use the taylor expansion up to linear order of sinh (βεgεi (r0, 0)) /Z
ε(r0) around
β = 0 to obtain
sinh (βεgεi (r0, 0))
Zε(r0)
=
εβgεi (r0, 0)
b
+
β2
2
∂2
∂β′2
sinh (β′εgεi (r0, 0))
Zε(r0)
,
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with β′ ∈ [0, β]. The term β2
2
∂2
∂β2
sinh(β′εgεi (r0,0))
Zε
with β′ ∈ [0, β] is the remain-
der of second order. Now, inserting the above expansion yields
1
τ
∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
2ε
Zε(r0)
sinh (βεgεi (r0, 0))−
2βε2
b
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣ ≤
≤ 2βε
2
b
1
τ
∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
gεi (r0, 0)−
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣+εβ2
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ .
The next step is to find a suitable bound for
∣∣∣∣∣∣∫ τ0 gεi (r0, 0)− 〈gi(xsde(s), s)〉 ds∣∣∣∣∣∣.
Note that with regard to τ the term gεi (r0, 0) is constant. So, if the function
s 7→ 〈gi(xsde(s), s)〉 admits a maximum and a minimum on the closed interval
[0, τ ] then
∣∣∣∣∣∣∫ τ0 gεi (r0, 0)− 〈gi(xsde(s), s)〉 ds∣∣∣∣∣∣ can be bounded as follows∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
gεi (r0, 0)−
〈
gi(xsde(s), s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣ ≤ τ
∣∣∣∣∣
∣∣∣∣∣gεi (r0, 0)− 〈gi(xsde(τ ′), τ ′)〉
∣∣∣∣∣
∣∣∣∣∣
with τ ′ ∈ [0, τ ] chosen so that
∣∣∣∣∣∣gεi (r0, 0)− 〈gi(xsde(s), s)〉∣∣∣∣∣∣ is maximal. An
upper bound for the term
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh(β′εgεi (r0,0))Zε(r0)
∣∣∣∣∣∣∣∣ is given by
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ ≤ maxβ′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ .
Combining all the previously derived bounds allows to bound E1mom(τ) as
follows
E1mom(τ) ≤
d−1∑
i=0
(
||r0,i − x0,i||+ 2βε
2
b
max
τ ′∈[0,τ ]
∣∣∣∣∣
∣∣∣∣∣gεi (r0, 0)− 〈gi(xsde(τ ′), τ ′)〉
∣∣∣∣∣
∣∣∣∣∣+
+εβ2 max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣) . (3.16)
A bound for the error in the first moment after E1mom(lτ), l ∈ N, l > 1
time steps can calculated by iterating formula (3.16). Bounds for the er-
ror in the first moment of SDE approximations for high cell densities are
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obtained by substituting the sensitivity β with b−n
b−1β, where n := n(x, t) de-
notes the cell number. Furthermore, error bounds for SDE approximations
for parameter-controlled diffusion can be obtained by replacing the term 2βε
2
b
with 2βε
2
2d+(b−2d) exp(γ) .
3.2.2 Error with regard to the second moment
The error with regard to the second moment E2mom(k) is given by
E2mom(k) :=
d−1∑
i=0
∣∣∣∣∣∣∣∣〈(rεsim,i(k))2〉−〈(xsde,i(k))2〉∣∣∣∣∣∣∣∣ .
The second moment of rεsim,i(k) is obtained by evaluating〈(
rεsim,i(k)
)2〉
=
∑
r′∈Lε
∑
r′′∈Lε
(r′i)
2
P ε,τ (r′, k|r′′, k − τ)P ε,τ (r′′, k − τ |r0, 0).
This can also be written as〈(
rεsim,i(k)
)2〉
=
∑
r′′∈Lε
1
Zε(r′′)
[
(r′′i )
2(b− 2d) + (r′′i + ε)2 exp (βεgεi (r′′, k − τ)) +
+ (r′′i − ε)2 exp (−βεgεi (r′′, k − τ)) + 2(r′′i )2
d−1∑
j=0,j 6=i
cosh
(
βεgεj (r
′′, k − τ)) ] ·
· P ε,τ (r′′, k − τ |r0, 0).
This expression can be simplified to
〈(
rεsim,i(k)
)2〉
=
∑
r′′∈Lε
[
4εr′′i
Zε(r′′)
sinh (βεgεi (r
′′, k − τ)) +
+
2ε2
Zε(r′′)
cosh (βεgεi (r
′′, k − τ)) + (r′′i )2
]
· P ε,τ (r′′, k − τ |r0, 0).
Analogously to the error with regard to the first moment, the local truncation
error, i.e. error after one time step will be calculated here. The second
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moment after one time step
〈(
rεsim,i(τ)
)2〉
is given by
〈(
rεsim,i(τ)
)2〉
=
4ε
Zε(r0)
r0,i sinh (βεg
ε
i (r0, 0))+
2ε2
Zε(r0)
cosh (βεgεi (r0, 0))+(r0,i)
2.
and 〈(xsde,i(τ))2〉 by〈(
xsde,i(τ)
)2〉
=(x0,i)
2 +
4βD
b
∫ τ
0
〈
gi(xsde(s), s)xsde,i(s)
〉
ds+
2D
b
τ,
with (x0,i)
2 =
〈
(xsde,i(0))
2〉. Thus, the error with regard to the second mo-
ment after one time step E2mom,i(τ) is
E2mom,i(τ) :=
∣∣∣∣∣∣∣∣〈(rεsim,i(τ))2〉 −〈(xsde,i(τ))2〉 ∣∣∣∣∣∣ =∣∣∣∣∣
∣∣∣∣∣(r0,i)2 + 4εZε(r0)r0,i sinh (βεgεi (r0, 0)) + 2ε
2
Zε(r0)
cosh (βεgεi (r0, 0))−
−(x0,i)2 − 4βD
b
∫ τ
0
〈
gi(xsde (s), s)xsde,i(s)
〉
ds− 2D
b
τ
∣∣∣∣∣∣∣∣ .
Application of the triangle inequality and diffusive scaling yields
E2mom,i(τ) ≤
∣∣∣∣(r0,i)2 − (x0,i)2∣∣∣∣
+
1
τ
∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
4ε
Zε(r0)
r0,i sinh (βεg
ε
i (r0, 0))−
4βε2
b
〈
gi(xsde(s), s)xsde,i(s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣
+ 2ε2
∣∣∣∣∣∣∣∣cosh (βεgεi (r0, 0))Zε(r0) − 1b
∣∣∣∣∣∣∣∣ .
Apply Taylor expansion up to first order around β = 0 to expand
sinh(βεgεi (r0,0))
Zε(r0)
and
cosh(βεgεi (r0,0))
Zε(r0)
to
sinh (βεgεi (r0, 0))
Zε(r0)
=
εβgεi (r0, 0)
b
+
β2
2
∂2
∂β′2
sinh (β′εgεi (r0, 0))
Zε(r0)
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and to
cosh (βεgεi (r0, 0))
Zε(r0)
=
1
b
+
β2
2
∂2
∂β′2
cosh (β′εgεi (r0, 0))
Zε(r0)
,
with β′ ∈ [0, β]. A bound for the remainder
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh(β′εgεi (r0,0))Zε(r0)
∣∣∣∣∣∣∣∣ is given by
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ ≤ maxβ′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ .
Furthermore, as during derivation of the error in the first moment∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ ≤ maxβ′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣
holds. Inserting the expansion in the respective terms yields
1
τ
∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
4ε
Zε(r0)
r0,i sinh (βεg
ε
i (r0, 0))−
4βε2
b
〈
gi(xsde(s), s)xsde,i(s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣ ≤
≤ 4βε
2
b
1
τ
∣∣∣∣∣
∣∣∣∣∣
∫ τ
0
r0,ig
ε
i (r0, 0)−
〈
gi(xsde(s), s)xsde,i(s)
〉
ds
∣∣∣∣∣
∣∣∣∣∣
+ 2β2εr0,i max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣
and
2ε
∣∣∣∣∣∣∣∣cosh (βεgεi (r0, 0))Zε(r0) − 1b
∣∣∣∣∣∣∣∣ ≤ β2ε maxβ′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣ .
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Combining the previous terms yields the following bound for E2mom(τ)
E2mom(τ) ≤
d−1∑
i=0
(∣∣∣∣(r0,i)2 − (x0,i)2∣∣∣∣+
+
4βε2
b
max
τ ′∈[0,τ ]
∣∣∣∣∣
∣∣∣∣∣r0,igεi (r0, 0)− 〈gi(xsde(τ ′), τ ′)xsde,i(τ ′)〉
∣∣∣∣∣
∣∣∣∣∣ +
+ 2β2εr0,i max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣+
+ β2ε max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh (β′εgεi (r0, 0))Zε(r0)
∣∣∣∣∣∣∣∣) (3.17)
A bound for the error in the second moment after E2mom(lτ), l ∈ N, l > 1
time steps can calculated by iterating formula (3.17). Bounds for the error
in the second moment of SDE approximations for high cell densities and for
parameter-controlled diffusion can be obtained by substituting the sensitivity
β with b−n
b−1β and by replacing the term
4βε2
b
with 4βε
2
2d+(b−2d) exp(γ) , respectively.
3.3 Examples
In this section, examples of specific LGCA models and corresponding SDE
approximations are provided. The examples show how SDE approximations
can be used to obtain and study features of individual cell trajectories in
LGCA models. The example section is divided into two parts. The the first
part, 3.3.1 - 3.3.3, assumes the low density regime. The first example is
the symmetric random walk. The subsequent example, cell migration in a
constant field, demonstrates the effects of an additional drift term on the
quality of the SDE approximations. The last example for the low density
regime is cell migration in a radial gradient field. The second part, 3.3.4
- 3.3.5, presents examples beyond the low density regime. Cell migration
in a constant field is again considered and the effects of homogeneous and
heterogeneous cell environments are demonstrated.
66
CHAPTER 3. SDE APPROXIMATIONS OF INDIVIDUAL CELL
TRAJECTORIES IN IB-LGCA MODELS: IMPLICIT CELL
POPULATION DESCRIPTION
3.3.1 Low density regime: symmetric random walk
Symmetric random walk in one dimension without resting
The simplest type of cell motion in an IB-LGCA is the symmetric random
walk. Here, instead of directly using Result 1 a detailed calculation is given
to demonstrate the derivations in the previous section. Consider a one-
dimensional lattice Lε with the von Neumann neighborhood. The number
of channels is b = 2, these two channels are velocity channels corresponding
to −ε (left) and ε (right), respectively. Since cells are not allowed to rest,
there are no rest channels. The interaction probability P ε(ηI , k+ τ |r, k, ηNr)
is given by
P ε(ηI , k + τ |r, k, ηNr) = δ
(
η0(r) + η1(r), η
I
0 + η
I
1
) ·{ 1 : ηI0 + ηI1 ∈ {0, 2}
1
2
: ηI0 + η
I
1 = 1.
Thus, the probability for a labeled cell to move to a neighboring node is given
by
P ε(r′, t+ τ |r, t) =
{
1
2
: |r′ − r| = ε
0 : else
=
1
2
δ(|r′ − r|, ε).
The drift coefficient A(x, t) can be calculated by
A+i (x, t, ε) : =
1
2ετ(ε)
∑
r′∈Lε
||r′−r||≤ε
∑
r∈Lε
δ (|r′ − r|, ε)χ[r− ε
2
,r+ ε
2
)(x)ε(r
′ − r)
=
ε
2τ(ε)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x)− ε
2τ(ε)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x) = 0.
Obviously limε→0A+i (x, t, ε) = 0 and therefore A(x, t) = 0. There is no
drift, which is reasonable for a symmetric random walk. The diffusion com-
ponent {Bij(x, t)}i,j=0,...,d−1 still has to be calculated. In one dimension
{Bij(x, t)}i,j=0,...,d−1 has only one entry, which will be called B(x, t) here.
The diffusion coefficient B(x, t) can be calculated with the help of the term
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B+(x, t, ε) which is given by
B+(x, t, ε) =
1
τ(ε)
1
2ε
∑
r′∈Lε
||r′−r||≤ε
∑
r∈Lε
δ (|r′ − r|, ε)χ[r− ε
2
,r+ ε
2
)(x)ε(r
′ − r)2
=
ε2
τ(ε)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
)(x).
Diffusive scaling yields limε→0B+(x, t, ε) = D and therefore also B(x, t) = D.
This example leads to the following SDE
dx =
√
DdW(t). (3.18)
Note, that the same result can be obtained from result 1 by setting gε(r, t) =
0, because
P ε
(
ηI , k + τ | r, k, ηNr
)
=
1
Z
exp
(
β
〈
j(ηI), 0
〉)
δ
(
η0(r) + η1(r), η
I
0 + η
I
1
)
= δ
(
η0(r) + η1(r), η
I
0 + η
I
1
) ·{ 1 : ηI0 + ηI1 ∈ {0, 2}
1
2
: ηI0 + η
I
1 = 1.
Here, the error in the first moment for one time step E1mom(τ) is:
E1mom(τ) ≤ ||r0 − x0||
and the error in the second moment E2mom(τ) is:
E2mom(τ) ≤
∣∣∣∣(r0)2 − (x0)2∣∣∣∣
where r0 := r(0) and x0 := x(0) are the initial conditions. Therefore, the
only possible errors here are errors which are introduced with the initial
conditions.
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Symmetric random walk in d dimensions with resting
Now a symmetric random walk with resting is considered. Here, a d-dimensional
lattice Lε with b ≥ 2d channels, 2d velocity channels and b−2d rest channels,
and the von Neumann neighborhood is chosen. The LGCA model for the
symmetric random walk is given by gε(r, k) = 0 which implies g(x, t) = 0.
Using result (1) yields the SDE
dx(t) =
√
2D
b
dW(t). (3.19)
Similar to the random walk in one-dimension from the previous example the
errors in the first and second moment after one time step are given by:
E1mom(τ) ≤
d−1∑
i=0
||r0,i − x0,i||
and
E2mom(τ) ≤
d−1∑
i=0
∣∣∣∣(r0,i)2 − (x0,i)2∣∣∣∣
where r0,i = ri(0) and x0,i = xi(0) are the initial conditions.Using Ito¯’s lemma
the first 〈x(t)〉 and second moment 〈x2〉 can be obtained:
〈x(t)〉 = 〈x0〉, (3.20)
〈x2(t)〉 = 〈x20〉+
2Dd
b
t, (3.21)
with initial conditions 〈x0〉 = 〈x(0)〉 and 〈x20〉 = 〈x2(0)〉.
LGCA simulations were carried out on a two-dimensional square lattice
with 61×61 nodes and lattice lattice spacing ε = 0.5. In all cases, D = 2 was
used for diffuse scaling which implies a time step length τ = 0.125. Figure
3.2 shows the distribution of the position of a single cell starting at x0 = 30
for time t = 10. Furthermore, the time development of the mean square
displacement 〈(x − x0)2〉 of an individual cell and diffusion coefficients for
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different channels numbers b is displayed in Figure 3.2 for LGCA simulations
and corresponding SDE approximations (3.19). The effective diffusion coef-
ficient for an individual cell can be compared between simulations and SDE
approximations. For a simulation on a lattice with b channels, this coefficient
can be obtained by calculating the time average Dsim,b :=
〈
〈x2(t)〉
t
〉
t
.
Figure 3.2 shows that the position of a single cell in a LGCA is normally
distributed which corroborates the assumption that single cell trajectories in
LGCA can be approximated by diffusion processes. Good agreement between
solutions of equation (3.21) for 〈(x(t)−〈x(t)〉)2〉 and LGCA simulations can
be seen Figure 3.2. In addition, Figure 3.2 demonstrates that the diffusion
coefficients obtained from simulations agree with those obtained from SDE
approximations.
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Figure 3.2: Symmetric random walk with resting in the low density
regime. Simulations were carried out for a single cell on a two-dimensional
square lattice (61× 61, lattice spacing ε = 0.5, diffusive scaling D = 2).
A: Distribution f(x) of the cell position of a single cell at time t = 10 along
the x-axis for y = 30. Dashed lines show the normal distributions with the
same mean and variance as the corresponding simulation data averaged over
1000 independent simulations for each case. The distribution of the cell po-
sition is in good agreement with the corresponding normal distribution.
B: Time development of the mean square displacement 〈(x(t) − 〈x(t)〉)2〉,
with 〈x(t)〉 = 15, of an individual cell. Simulation data (symbols) and cor-
responding solutions (lines) of equation (3.19) for different numbers of chan-
nels are shown. All solutions were obtained for deterministic initial data
〈x(0)〉 = 15. The simulation data was averaged over 500 independent sim-
ulations for each case. IB-LGCA simulations and the corresponding SDE
approximations shown good agreement for the mean square displacement
〈(x(t)− 〈x(t)〉)2〉.
C: Diffusion coefficients averaged over 1000 independent simulations for
LGCA simulations and corresponding SDE approximations (3.19) for dif-
ferent channel numbers b. Diffusion coefficients obtained from IB-LGCA
simulations and corresponding SDE approximations fit well.
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3.3.2 Low density regime: cell migration in a spatially
constant field
In the following example it is assumed that cell motion is directed by a
stationary gradient with constant slope such as nutrient or chemoattractant
gradients. The first and second moment of the position of an individual
cell for the LGCA model and for the corresponding SDE approximation are
compared. The LGCA model is defined via equation (3.3) with a constant
external field
gε(r, k) := g ∈ Rd. (3.22)
In the limit ε → 0, g(x, t) = g is obtained and with Result 1 the following
SDE is derived
dx(t) =
2βD
b
gdt+
√
2D
b
dW(t). (3.23)
The errors in the first and second moment after one time step are given by:
E1mom(τ) ≤
d−1∑
i=0
(
||r0,i − x0,i||+ εβ2 max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgi)Zε
∣∣∣∣∣∣∣∣)
and
E2mom(τ) ≤
d−1∑
i=0
(∣∣∣∣(r0,i)2 − (x0,i)2∣∣∣∣+ 2β2εr0,i max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′εgi)Zε
∣∣∣∣∣∣∣∣
+ β2ε max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh (β′εgi)Zε
∣∣∣∣∣∣∣∣)
with initial conditions 〈x0〉 = 〈x(0)〉 and 〈x20〉 = 〈x2(0)〉, and Zε = 2
∑d−1
j=0 cosh(β
′εgj)+
b− 2d
For the first 〈x(t)〉 and second 〈x2(t)〉 moment with Ito¯’s lemma one
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obtains the ordinary differential equations
d〈x(t)〉
dt
=
2βD
b
g,
d〈x2(t)〉
dt
=
4βD
b
〈〈x(t)〉, g〉+ 2Dd
b
.
This system can be solved exactly, yielding
〈x(t)〉 = 〈x(0)〉+ 2βD
b
gt (3.24)
〈x2(t)〉 = 〈x2(0)〉+ 2D
b
(2β〈〈x(0)〉, g〉+ d) t+ 4D
2
b2
β2 ||g||2 t2 (3.25)
with initial conditions 〈x(0)〉 and 〈x2(0)〉. For simulations, an LGCA with
a two-dimensional lattice, b = 4 velocity channels and no rest channels is
considered. LGCA simulations were performed on a two-dimensional, square
lattice with 101 × 101 nodes. Diffusive scaling with D = 2 was used. Here,
simulations assume a lattice that contains one cell so the low density assump-
tion (3.5) is fulfilled. The constant field g is
g = (1, 0)T .
Based on equations (3.25), the first moments 〈x0(t)〉, 〈x1(t)〉 and the second
moment 〈x2(t)〉 are given by
〈x0(t)〉 = 〈x0(0)〉+ βt,
〈x1(t)〉 = 〈x1(0)〉, (3.26)
〈x2(t)〉 = 〈x2(0)〉+ 2 (β〈x0(0)〉+ 1) t+ β2t2.
With r(0) = (0.0, 0.0)T and x(0) = (0.0, 0.0)T the errors in the first and
second moment are:
E1mom(τ) ≤ εβ2 max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′ε)Zε
∣∣∣∣∣∣∣∣
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and
E2mom(τ) ≤β2ε
(
2〈r0,0〉 max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 sinh (β′ε)Zε
∣∣∣∣∣∣∣∣+ maxβ′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 cosh (β′ε)Zε
∣∣∣∣∣∣∣∣
+ max
β′∈[0,β]
∣∣∣∣∣∣∣∣ ∂2∂β′2 1Zε
∣∣∣∣∣∣∣∣)
where the normalization term Zε is given by:
Zε = 2 cosh(β′ε) + 2.
Figure 3.3 shows the effects of sensitivity β and lattice spacing ε on the
first and second moment, and on the distribution of the position of a single
cell. Figure 3.5 displays the dependence of the first moment 〈x0(t)〉 and
second moment 〈x2(t)〉 on the lattice spacing ε after a fixed time t and for
a fixed sensitivity β. Figure 3.3 shows very good agreement between LGCA
simulations and solutions of the SDE approximation for small values of β.
For high values of β and fixed ε, the agreement breaks down. However, Figure
3.3 shows that the smaller the lattice spacing of the corresponding LGCA the
better is the SDE approximation even for higher β. This effect exists because
cells can only migrate to direct neighbors in one time step which introduces
a maximum cell velocity of ε
τ
. Furthermore, Figure 3.3 implies that for small
values of β the position of a single cell is normally distributed and therefore
supports the assumption that for small β single cell trajectories in LGCA
can be approximated by a diffusion process. Figure 3.5 implies that for
finer lattice spacings simulation results are closer to the corresponding SDE
solution. With the relation ε
2
τ
= D, the maximal cell velocity that can be
reached in a given LGCA model can also be written as D
ε
. Obviously, for
ε→ 0 the maximal velocity tends towards infinity, i.e. the cell velocity in the
SDE approximation can be arbitrarily high. Therefore, a SDE approximation
can only give a good description of the corresponding LGCA if the (average)
cell velocity given by the approximation is below D
ε
.
The SDE approximation can therefore only give a good description of the
corresponding IB-LGCA if the (average) cell velocity given by the approxima-
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ε = 0.5
β E1mom(τ) rel. error E
1
mom(τ) rel. error
(calculated) (simulation)
0 0.000 - 0.000 -
1 0.058 0.058 0.038 0.038
2 0.363 0.181 0.089 0.045
3 0.864 0.288 0.439 0.147
4 1.536 0.384 0.946 0.237
5 2.400 0.480 1.573 0.314
10 9.600 0.960 6.057 0.606
ε ≈ 0.3535
β E1mom(τ) rel. error E
1
mom(τ) rel. error
(calculated) (simulation)
0 0.000 - 0.000 -
1 0.030 0.030 0.004 0.004
2 0.212 0.106 0.090 0.045
3 0.585 0.195 0.220 0.073
4 1.085 0.272 0.590 0.148
5 1.656 0.331 1.020 0.204
10 6.787 0.679 4.656 0.466
ε = 0.25
β E1mom(τ) rel. error E
1
mom(τ) rel. error
(calculated) (simulation)
0 0.000 - 0.000 -
1 0.015 0.015 0.010 0.010
2 0.115 0.058 0.093 0.047
3 0.353 0.118 0.180 0.060
4 0.730 0.183 0.400 0.100
5 1.200 0.240 0.550 0.110
10 4.800 0.480 3.200 0.320
Table 3.1: The error in the first moment E1mom for the lattice spacings ε = 0.5,
ε = 0.3535 and ε = 0.25.
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ε = 0.5
β E2mom(τ) rel. error E
2
mom(τ) rel. error
(calculated) (simulation)
0 0.000 - 0.000 -
1 0.362 0.121 0.120 0.040
2 2.600 0.433 0.900 0.150
3 7.900 0.713 3.400 0.309
4 16.500 0.917 8.000 0.444
5 25.850 0.957 14.000 0.519
10 114.600 1.118 86.500 0.859
ε ≈ 0.3535
β E2mom(τ) rel. error E
2
mom(τ) rel. error
(calculated) (simulation)
0 0.000 - 0.000 -
1 0.236 0.077 0.100 0.033
2 1.560 0.260 0.600 0.100
3 4.720 0.430 1.800 0.164
4 10.120 0.563 5.100 0.283
5 17.646 0.654 10.100 0.374
10 87.500 0.858 73.230 0.718
ε = 0.25
β E2mom(τ) rel. error E
2
mom(τ) rel. error
(calculated) (simulation)
0 0.000 - 0.000 -
1 0.154 0.051 0.060 0.020
2 0.940 0.157 0.150 0.025
3 3.110 0.282 1.200 0.110
4 6.920 0.384 3.500 0.194
5 13.700 0.510 5.800 0.215
10 76.800 0.753 55.325 0.542
Table 3.2: The error in the second moment E2mom for the lattice spacings
ε = 0.5, ε = 0.3535 and ε = 0.25.
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tion stays below D
ε
. However, from the above discussion about source of the
error introduced by the SDE approximation a corrected SDE approximation
can be derived. Correct the SDE approximation as follows
dx(t) = β′(ε) (1, 0)Tdt+ dW (t)
where β′(ε) = D
ε
tanh
(
ε
D
β
)
is the corrected sensitivity to fit a corresponding
IB-LGCA with lattice spacing ε. In this corrected SDE approximation, the
maximal velocity is limited to the value D
ε
. Figure (3.4) shows that the
corrected SDE approximations agree much better with simulation results for
all given sensitivities β than the uncorrected ones. Extension is to the general
case of spatially constant fields is straightforward and given by
dxi(t) =
2D
b
β′i(ε) gidt+
√
2D
b
dW(t).
where the corrected sensitivity β′i(ε) is β
′
i(ε) =
b
2ε||gi|| tanh
(
2ε
b
giβ
)
if gi 6= 0
and β′i(ε) = 0 if gi = 0.
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Figure 3.3: Cell migration in a spatially constant field: influence of
sensitivity β and lattice spacing ε.
A, C: SDE solutions and LGCA simulations for different sensitivities β and
lattice spacings ε. The data was averaged over 500 independent simulations
for each β.
B, D: Distribution f(x) of the position of a single cell at time t = 1.0
for different sensitivities β and lattice spacings ε. Dashed lines shows the
normal distribution with mean and variance as in the SDE approximation
(3.23). The data was each averaged over 1000 independent simulations.
Initial conditions were 〈x0(0)〉 = 0, 〈x1(0)〉 = 0, and 〈x2(0)〉 = 0. The
time was t = 1.00. LGCA simulations were performed on a two-dimensional,
square lattice with 101 × 101 nodes and over 8 (for ε = 0.5), 16 (for ε ≈
0.3535), and 32 (for ε = 0.25) time steps, respectively.
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Figure 3.4: SDE solutions with corrected sensitivities. SDE solutions
and LGCA simulations for corrected sensitivities β and lattice spacings ε
corresponding to figure (3.3). Initial conditions, time steps, etc are the same
as in figure (3.3).
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Figure 3.5: Cell migration in a spatially constant field: dependence
of first and second moment on the lattice spacing ε. Depicted are the
first moment 〈x0(t)〉 (A) and the second moment 〈x2(t)〉 (B) from LGCA
simulations over the lattice spacing ε for different sensitivities β. Dashed
lines show the first moment 〈x0〉 and the second moment 〈〉 obtained from the
corresponding SDE approximation. The LGCA simulations were performed
on a two-dimensional, square lattice with 101 × 101 nodes and for D = 2.
The time was t = 1.00, and therefore the simulations ran for 2 (for ε = 1),
4 (for ε =
√
1/2), 8 (for ε = 0.5), 16 (for ε =
√
1/8), 32 (for ε = 0.25), 64
(for ε =
√
1/32), 128 (for ε = 0.125), and 256 (for ε =
√
1/128) time steps,
respectively. The results were averaged over 500 independent simulations
for each β and ε. It can be observed that finer lattice spacings ε allow for
better agreement between LGCA models and SDE approximations for the
first moment 〈x0(t)〉 and the second moment 〈x2(t)〉.
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3.3.3 Low density regime: cell migration in a radial
gradient field
In this example, an individual cell moving in a radial field pointing towards
the center of the lattice is considered. The steady states of the second moment
〈x2(t)〉 of the position of this individual cell are investigated. To include the
radial field in the IB-LGCA model, the vector field
gε(r, k) = − r||r|| , (3.27)
is used in equation (3.3). Here, r||r|| is extended to 0 at r = 0. In the limit
ε → 0, one obtains g(x, t) = − x||x|| . Applying Result 1 allows to directly
obtain the SDE approximation
dx(t) = −2βD
b
x
||x||dt+
√
2D
b
dW(t), (3.28)
with x(0) = x0 ∈ Rd, g : R × R → Rd, and W(t) the d-dimensional Wiener
process. Now equations for the moments are derived from the SDE which
allow to directly calculate the corresponding steady states. Applying Ito¯’s
formula yields the ordinary differential equations
d
dt
〈||x(t)||〉 = −2βD
b
+
〈
1
||x(t)||
〉
D(d− 1)
b
(3.29)
for the mean displacement 〈||x(t)||〉. Multiplication with 2〈||x(t)||〉 and the
product rule yield for 〈||x(t)||〉2
d
dt
〈||x(t)||〉2 = −4βD
b
〈||x(t)||〉+ 〈||x(t)||〉
〈
1
||x(t)||
〉
2D(d− 1)
b
. (3.30)
This equation contains the unknown term 〈||x(t)||〉
〈
1
||x(t)||
〉
which cannot be
calculated directly. Thus, it will be replaced by an approximation. Write
||x(t)|| =
√∑d−1
i=0 x
2
i (t) ∼
∑d−1
i=0 |xi(t)|, and assume that all |xi(t)| are inde-
pendent and exponentially distributed for all i = 0, . . . , d− 1. Furthermore,
assume that ||x(t)|| is approximately gamma distributed, since a gamma
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distribution arises as the sum of k exponentially distributed, independent
random variables. Here, for ||x|| of the d-dimensional random vector x set
k = d. With ||x|| gamma-distributed, i.e ||x|| ∼ Γ(k, θ) with parameters k, θ
one obtains
〈||x||〉 = kθ
and〈
1
||x||
〉
=
∫ ∞
0
1
||x||
1
Γ(k)θk
||x||k−1 exp
(
−||x||
θ
)
=
1
(k − 1)(k − 2)θ2
∫ ∞
0
||x|| 1
Γ(k − 2)θk−2 ||x||
k−3 exp
(
−||x||
θ
)
=
1
(k − 1)θ .
So, for 〈||x||〉
〈
1
||x||
〉
one obtains
〈||x||〉
〈
1
||x||
〉
=
k
k − 1 .
Note that knowledge about the parameter θ is not required. Using k = d
equation (3.30) reduces to
d
dt
〈||x(t)||〉2 = −4βD
b
〈||x(t)||〉+ 2Dd
b
.
Setting d
dt
〈||x(t)||〉2 = 0 yields the steady state 〈||x∗||〉2
〈||x∗||〉2 =
(
d
2β
)2
.
The steady state is stable for β > 0 because then
−4βD
b
< 0,
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always holds. Again, applying Ito¯’s formula, one obtains for the second
moment 〈x2(t)〉 = 〈||x(t)||2〉 the ordinary differential equation
d
dt
〈||x(t)||2〉 = −4βD
b
〈||x(t)||〉+ 2Dd
b
. (3.31)
The term 〈||x(t)||〉 can be written as
〈||x(t)||〉 =
√
〈||x(t)||2〉 − Var(||x(t)||).
Thus, one obtains for 〈||x(t)||2〉
d
dt
〈||x(t)||2〉 = −4βD
b
√
〈||x(t)||2〉 − Var(||x(t)||) + 2Dd
b
.
Setting d
dt
〈||x(t)||2〉 = 0 yields
〈||x∗||2〉 =
(
d
2β
)2
+ Var(||x∗||),
here Var(||x∗||) denotes the variance of the steady state of ||x∗||. From pre-
vious assumptions that ||x|| is gamma distributed for the variance Var(||x∗||)
the following is obtained
Var(||x∗||) = d
4β2
,
and therefore
〈||x∗||2〉 = d(d+ 1)
4β2
.
Simulations of the LGCA model were carried out on a two-dimensional
lattice with 41× 41 nodes and b = 10 channels. Diffusive scaling with D = 2
was used. Furthermore, lattice spacing ε = 0.5 and a time step length τ =
0.125 were used, except where noted otherwise. Figure 3.6 shows the time
development of the second moment 〈x2(t)〉 of an individual cell’s trajectory
and respective steady states calculated above for different sensitivities β.
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Figure 3.6: Cell migration in a radial gradient field: time-
development of the second moment and corresponding steady
states. Shown is the second moment 〈x2(t)〉 of an individual cell in the
LGCA model specified by equation (3.27) for β = 0.3 (blue), β = 0.35 (vi-
olet), β = 0.4 (red), β = 0.45 (green), and β = 0.5 (black) for d = 2. The
dashed lines show the corresponding steady states calculated from the SDE
approximation. The scaling constant was chosen as D = 2, and the number
of channels as b = 10. For the simulations a square lattice with 41 × 41
nodes, time step length τ = 1
8
, and the lattice spacing ε = 0.5 was used. The
results were averaged over 500 samples for each value of β. The mean square
displacement of an individual cell from the LGCA model eventually reaches
a plateau close to the steady states given by the SDE approximation.
Figure 3.7 displays the dependence of the steady states of the second moment
〈x2(t)〉 on the sensitivity β for different lattice spacings ε. Figure 3.6 shows
an increase of the mean square displacement at the beginning. Eventually, it
reaches a plateau and does not increase further in the observed time interval.
The height of this plateau depends on the sensitivity β. These observations
suggest the existence of steady states for the mean square displacement which
depend on β. The SDE corresponding to the LGCA model also shows the
existence of a β-dependent steady state for the mean square displacement.
This supports the assumption that a steady state exists for the mean square
displacement in the LGCA model for low values of β. Figure 3.7 shows good
agreement between simulations and the corresponding SDE approximation
for the steady states of the second moment of an individual cell trajectory.
84
CHAPTER 3. SDE APPROXIMATIONS OF INDIVIDUAL CELL
TRAJECTORIES IN IB-LGCA MODELS: IMPLICIT CELL
POPULATION DESCRIPTION
There is a clear dependence of the steady states on the interaction strength
β. Furthermore, it can be seen that steady states are independent of the
lattice spacing ε.
0 0.25 0.5 0.75 1β
0
20
40
60
80
<
x2
( t )
>
ε = 1.4142
ε = 1
ε = 0.7071
 SDE solution
Figure 3.7: Cell migration in a radial gradient field: dependence
of the steady states of the second moment 〈x2(t)〉 on interaction
strength β . Shown is the second moment 〈x2(t)〉 of an individual cell for
LGCA simulations (symbols in color) and for the corresponding SDE (black
line) for dimension d = 2. The scaling constant was choosen as D = 2, and
the number of channels as b = 10. For the simulations a square lattice with
41 × 41 nodes was used. The time step length τ was τ = 1 for ε = 1.4142
(red), τ = 0.5 for ε = 1 (green), and τ = 0.25 for ε = 0.7071 (blue), and
the simulations were run for 100, 200, and 400 time steps, respectively. The
second moment was averaged over 1000 samples for each value of β. There
is a clear dependance of the steady states on the interaction strength β and
but no dependence on the lattice spacing ε.
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3.3.4 High density regime: homogeneous cell environ-
ment
Now examples with locally high cell density are considered. Assuming cell
volume exclusion, high cell density implies that many cells compete for lim-
ited space. Volume exclusion is inherent in LGCA models because of the
channel exclusion principle. The same interaction rule as in 3.3.2 is used but
now the effects of the local cellular environment are explicitly considered.
Here, the focus is on the case of homogeneously distributed cells and
assume that every lattice channel is occupied by a cell with probability ρ ∈
[0, 1]. Equation (3.14) provides a SDE approximation which includes volume
exclusion
dx(t) =
(b− n)
(b− 1)
2Dβ
b
gdt+
√
2D
b
dW(t).
The cell number n = n(x, t) at each position x and time t is not known ex-
plicitly. However, the above equation can be simplified by approximating the
cell number by n(x, t) ≈ ρb. This is possible because cells are homogeneously
distributed on the lattice and the interaction rule does not interfere with the
homogeneity assumption,
(b− n(x, t))
(b− 1) ≈
b
(b− 1)(1− ρ) ≈ (1− ρ).
Then the following SDE is obtained
dx(t) =
2β(1− ρ)D
b
gdt+
√
2D
b
dW(t). (3.32)
The LGCA simulations were performed on a two-dimensional, square
lattice with 151×101 nodes and over 200 time steps with lattice spacing ε =
0.125 and time step length τ = 0.0078125. Diffusive scaling with D = 2 was
used. Figure 3.8 displays the dependence of the mean square displacement
〈x2(t)〉 of an individual cell on sensitivities β for different densities ρ. Figure
3.8 shows that the SDE approximation with volume exclusion for the density
86
CHAPTER 3. SDE APPROXIMATIONS OF INDIVIDUAL CELL
TRAJECTORIES IN IB-LGCA MODELS: IMPLICIT CELL
POPULATION DESCRIPTION
0 1 2 3 4 5β
0
10
20
30
40
50
60
70
<
x2
( t )
>
ρ = 0.0
ρ = 0.2
ρ = 0.4
ρ = 0.6
ρ = 0.8
ρ = 1.0
Figure 3.8: Homogeneous cell environment: dependence of the the
second moment 〈x2(t)〉 of an individual cell on sensitivity β for dif-
ferent densities ρ. Depicted is the second moment 〈x2(t)〉 of an individual
cell from LGCA simulations (symbols) and corresponding SDE approxima-
tions (lines). The time t was 1.5625. LGCA simulations were performed on
a two-dimensional, square lattice with 151 × 101 nodes and lattice spacing
ε = 0.125. Diffusive scaling with D = 2 was used. The results were av-
eraged over 500 independent simulations for each value of β and ρ. Good
agreement of the second moment of an individual cell from LGCA and SDE
approximations can be seen.
dependence in equation (3.32) describes the corresponding LGCA behavior
sufficiently well. For high sensitivities there is slight disagreement between
simulation and approximation. This is again due to the speed limitation in
LGCA as discussed above in 4.2.
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3.3.5 High density regime: heterogeneous cell environ-
ment
Here, an example for spatial competition due to volume exclusion is con-
sidered where the local cell density is high but heterogeneously distributed.
The interaction rule is the same as previously, cell interaction with a spatially
constant field. The heterogeneous cellular environment is approximated by
a PDE obtained from the IB-LGCA dynamics. The constant gradient field
is specified by g = (1, 0, . . . , 0)T , g ∈ Rd. The following initial distribution
for the number n(r, 0) of cells on the lattice is chosen
n(r, 0) :=
{
n0 :
∣∣∣∣r − L
2
∣∣∣∣ ≤ R
0 : else
with constants n0 ∈ N, 0 ≤ n0 ≤ b and R ∈ R0. Among the channels, cells
are uniformly distributed, initially.
For the SDE approximations, the one-dimensional case is considered. In
one dimension, the constant field is set to g = +1. According to Result 2,
the SDE approximation is given by
dx(t) = (1− ρ(x, t))2Dβ
b
gdt+
√
2D
b
dW(t), (3.33)
with ρ(x, t) := n(x,t)
b
. Since n(x, t) is spatially heterogeneously distributed,
we cannot approximate n(x, t) with the help of the spatially averaged global
cell density. Instead the expected cell number 〈n(x, t)〉 is approximated by a
drift-diffusion equation,
∂
∂t
〈n(x, t)〉 = A(x, t) ∂
2
∂x2
〈n(x, t)〉+B(x, t) ∂
∂x
〈n(x, t)〉. (3.34)
The coefficients A(x, t) and B(x, t) are assumed to be constant, A(x, t) =
A ∈ R and B(x, t) = B ∈ R, since diffusive motion in a spatially constant
field is considered. A similar result has been derived in (Deutsch and Dor-
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Figure 3.9: Motion of cells in a heterogeneous environment: selected
individual cell trajectory and final cell positions. Displayed are the
positions of the cell population at t = 25 (black) and the trajectory of a
labeled cell (red). The positions of the labeled cell for t = 0 and t = 25
are marked by blue arrows. The first and second moment of the position
of the labeled cell at t = 25 are shown in purple (two-dimensional square
lattice with 101× 101 nodes, lattice spacing ε = 0.5, b = 10 channels, initial
conditions: n0 = 1 and R = 5, interaction rule: (3.22)). Simulation of the
LGCA model for sensitivity β = 0 (A) and β = 0.5 (B) are shown.
mann, 2005) for the purely diffusive case. Equation (3.34) has the solution
〈n(x, t)〉 =
∫ L
0
〈n(y, 0)〉 1√
4piAt
exp
(
−(x−Bt− y)
2
4At
)
dy, (3.35)
which allows to obtain ρ(x, t) ≈ 〈ρ(x, t)〉 = 〈n(x,t)〉
b
for use in equation (3.33).
The coefficients A and B are chosen by fitting equation (3.35) to data from
LGCA simulations, A = 2
10
and B = 4
9
β are obtained.
For the simulations, consider a two-dimensional LGCA on a square lattice
with 101× 101 nodes and a one dimensional LGCA on a square lattice with
50 nodes. In both cases lattice spacing ε = 0.5, b = 10 channels and diffusive
scaling with D = 2 were used. Furthermore, initial conditions were n0 = 1
and R = 5.
Figure 3.9 shows example trajectories of an individual cell in the two
dimensional LGCA model for different sensitivities and comparisons with the
first and second moment of the labeled cell positions. Figure 3.10 displays
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Figure 3.10: Heterogeneous cell environment: example fit of equa-
tion (3.35) to LGCA data. Depicted is the expected cell number 〈n(x, t)〉
for LGCA simulations and corresponding SDE approximations at different
times. Symbols denote data from LGCA simulations and corresponding SDE
solutions are shown with solid lines in the same color. A one-dimensional
LGCA on a square lattice with 50 nodes, lattice spacing ε = 0.5, and with
b = 10 channels was used. In all cases n0 = 1, R = 5 and β = 1.0 was used.
SDE solutions were obtained with the Euler-Maruyama method (time dis-
cretization 0.1, 5000 samples). Good agreement between LGCA simulations
and corresponding SDE approximation can be observed.
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Figure 3.11: Heterogeneous cell environment: displacement of a sin-
gle cell. Depicted is the mean displacement 〈x(t)〉 of the position of an
individual cell. The symbols denote values obtained from LGCA simula-
tions. Solutions of the corresponding SDE approximation are shown with
solid lines in the same color as the symbols. For the LGCA simulations, a
one-dimensional lattice with 50 nodes, with lattice spacing ε = 0.5, and with
b = 10 channels was used. Diffusive scaling with D = 2 was applied.
A: Time development of the mean displacement 〈x(t)〉 of a single cell for
different ρ.
B: Mean displacement 〈x(t)〉 at time t = 6.0 for different ρ. In all cases the
sensitivity β was chosen as β = 1.0.
C: Time development of the mean displacement 〈x(t)〉 from t = 0 to t = 30
for ρ = 0.0, ρ = 0.5, and ρ = 1.0.
Good agreement between LGCA simulations and corresponding SDE approx-
imations for the mean displacement 〈x(t)〉 of the position of an individual
cell can be observed.
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the expected cell number 〈n(x, t)〉 at different times for the one-dimensional
LGCA model and the corresponding SDE approximation. Figure 3.11 shows
the time development of the displacement 〈x(t)〉 of a single cell, and the
relation between the average displacement of a single cell and ρ, for the
one-dimensional LGCA model and the corresponding SDE approximation.
From Figure 3.10 good agreement between LGCA simulations and cor-
responding PDE approximations with regard to the average cell number
〈n(x, t)〉 can be observed. In Figure 3.11 good agreement between LGCA
simulations and corresponding SDE approximations with regard to the av-
erage cell displacement 〈x(t)〉 can be seen. This illustrates that the SDE
approximation can describe single cell dynamics effected by volume exclu-
sion. Furthermore, this example demonstrates the possibility of coupling
macroscopic LGCA behavior, given by equation (3.34), and single cell dy-
namics, given by equation (3.33), to describe the influence of heterogeneous
cell environments.
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Chapter 4
PIDE approximations of cell
populations in IB-LGCA
models: explicit cell population
description
In the previous chapter, stochastic differential equations were utilized to con-
struct approximations for the time development of the positions of individual
cells. For the IB-LGCA model considered here, cell-cell and cell-environment
interactions are solely specified by interaction functions gε(r, k, ηNr). Dur-
ing the construction of the SDE approximations, the interaction function
gε(r, k, ηNr) was substituted by a deterministic function g
ε(r, k) with no ex-
plicit dependence on the neighborhood ηNr . This approach limits SDE ap-
proximations for the positions of individual cells to IB-LGCA models with
cell-cell interactions that can either be disregarded entirely or be replaced by
approximations that do not depend on ηNr .
The goal of this chapter is to broaden the class of IB-LGCA to which
SDE approximations for the time development of positions of individual cells
can be applied to. Therefore, the function gε(r, k, ηNr) is replaced by its ex-
pected value 〈gε(r, k, ηNr)〉. Using 〈gε(r, k, ηNr)〉 allows to consider IB-LGCA
models with cell-cell interactions that can be described by deterministic ap-
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proximations that can explicitly depend on cells in the neighborhood ηNr .
Here, specifically, cell-cell interactions are considered that depend only on
the distribution of the cell density in the neighborhood.
The construction of the SDE approximation requires to obtain the limit
limε→0〈gε(r, k, ηNr)〉 =: 〈g(x, t)〉. Here, an approach for construction of the
above limit from a given transition probability P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
will be presented. This approach is based on deriving an appropriate partial
integro-differential equation (PIDE) whose solution is 〈g(x, t)〉 from the tran-
sition probability P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
. The PIDEs derived in this
chapter are able to cover a broader class of interactions than the PDEs pre-
sented in (Wolf-Gladrow, 2000; Deutsch and Dormann, 2005) because they
explicitly include the neighborhood.
The derivation of the above-mentioned PIDE requires to determine the
behavior of the neighborhood under the limit ε → 0. The limit behavior of
the neighborhood is not specified by the considered IB-LGCA model. There
are three different possible choices each potentially leading to different ap-
proximations. The first choice is to allow the neighborhood to vanish in
the limit. The second one is to extend the neighborhood to the entire sys-
tem in the limit. The third choice is to allow convergence to a finite limit
neighborhood. See (Oelschla¨ger, 1989) for an in-depth overview about the
different limit behaviors. Each of the three choices can be suitable depending
on the specific application. Here, the third choice is taken because a PIDE
that approximates non-vanishing, short-range cell-cell interactions will be
constructed.
4.1 Definitions and notation
Before the construction of the PIDE can be given, additional terms and
notation have to be introduced. The first two to be introduced are the
related terms of cell number per node and the cell density per node. The cell
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number per node nε(η(r, k)) ∈ {0, . . . , b} is defined by
nε(η(r, k)) :=
b−1∑
i=0
ηi(r, k)
and the cell density per node ρε(η(r, k)) ∈ R≥0 is defined by
ρε(η(r, k)) :=
1
Vnode(ε)
b−1∑
i=0
ηi(r, k).
Here Vnode(ε) denotes the volume of a single lattice node which is connected
to the lattice spacing ε. For example, on the d-dimensional square lattice
Vnode(ε) = ε
d.
Note that both definitions become problematic in the limit ε → 0. If
the number cells on the lattice stays constant and the lattice spacing ε gets
smaller, i.e. the lattice becomes finer, then the same number of cells has to
be distributed over an increasing number of lattice nodes. Since channels
can only be empty or occupied, that is ηi(r, k) is either 0 or 1, there will
be an increasing number of channels and lattice nodes that do not contain
any cells. In the limit ε → 0 the number of cells will then be 0 almost
everywhere. Similar, the cell density will also become 0 almost everywhere
and additionally tend to infinity at a finite number of points in the limit.
However, it is only necessary here to consider the expected values 〈nε(η(r, k))〉
and 〈ρε(η(r, k))〉 which remain useful in the limit ε → 0. To construct
〈nε(η(r, k))〉 and 〈ρε(η(r, k))〉 consider first the expected value 〈ηi(r, k)〉 ∈
[0, 1], i = 0, . . . , b− 1, r ∈ Lε, k ∈ T τ given by
〈ηi(r, k)〉 :=
∑
(η′N ,p
′
N )
∈Eb|N|×Pb|N|
∑
(ηI ,pI)
∈Eb×Pb
ηIi P
(
ηI , pI , k | r − ci, k − τ, η′N , p′N
) ·
·P (η′N , p′N , r − ci, k − τ),
where P (η′N , p
′
N , r− ci, k− τ) denotes the probability that at time k− τ the
neighborhood Nr−ci around node r − ci is in the state ηNr−ci = η′N , pNr−ci =
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p′N . Note that in IB-LGCA the probability P (η
′
N , p
′
N , r − ci, k − τ) and the
transition probability P
(
ηI , pI , k | r − ci, k − τ, η′N , p′N
)
are independent per
definition. The expected value 〈nε(r, k)〉 := 〈nε(η(r, k))〉 is then defined as
〈nε(η(r, k))〉 :=
b−1∑
i=0
〈ηi(r, k)〉
and the expected value 〈ρε(r, k)〉 := 〈ρε(η(r, k))〉 by
〈ρε(η(r, k))〉 := 1
Vnode(ε)
b−1∑
i=0
〈ηi(r, k)〉.
So far, 〈nε(r, k)〉 and 〈ρε(r, k)〉 are only defined on Lε×T τ . However, it will
later be required to extend both to Rd × R≥0. Define 〈nε(x, t)〉 for x ∈ Rd
and t ∈ R≥0 by
〈nε(x, t)〉 =
∞∑
l=0
χ[lτ,(l+1)τ ](t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
](x)〈nε(r, lτ)〉 (4.1)
and 〈ρε(x, t)〉 for x ∈ Rd and t ∈ R≥0 by
〈ρε(x, t)〉 =
∞∑
l=0
χ[lτ,(l+1)τ ](t)
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
](x)〈ρε(r, lτ)〉. (4.2)
In contrast to the limit limε→0 ρε(η(r, k)), the limit limε→0〈ρε(η(x, t))〉 is well-
defined if limε→0〈nε(x, t)〉 <∞. The transition probability which is used here
is given by P
(
ηI , pI , k + τ | r, k, ηNr , pNr
)
= P
(
ηI , k + τ | r, k, ηNr
)
with the
form
P
(
ηI , k + τ | r, k, ηNr
) ∼ exp (β〈j(ηI), gε(r, k, ηNr)〉) , (4.3)
where the “flux” j(ηI) =
∑b−1
i=0 ciη
I
i (r, k). The function g
ε : Lε×T τ×Eb|N | →
Rd further specifies the interaction. The distance between two lattice sites
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r = (r0, . . . , rd−1) and r′ = (r′0, . . . , r
′
d−1) is given by
d(r, r′) =
√√√√d−1∑
k=0
(rk − r′k)2
which is simply euclidean distance restricted to the lattice Lε.
4.2 Density dependent interactions
As previously mentioned, only interactions which have the form (4.3) are con-
sidered here. However, the thus specified class of IB-LGCA is still to general
to allow to derive a corresponding PIDE. Therefore, transitions probabilities
are limited to only consider the density distribution of neighboring cells, i.e.
transitions probabilities are required to be specified by functions gε(r, k, ηNr)
that have the form
gε(r, k, ηNr) :=
∑
r′∈Nr
nε(r′, k)f ε(r′, r). (4.4)
The function f ε : Lε × Lε → Rd describes the contribution of each node r′
in the neighborhood to the interaction. The dependence of the sum in the
above equation (4.4) on the neighborhood can be absorbed into f ε(r′, r) by
requiring that f ε(r′, r) = 0 ∈ Rd if r′ /∈ Nr. This allows to write gε(r, k, ηNr)
as
gε(r, k) := gε(r, k, ηNr) =
∑
r′∈Lε
nε(r′, k)f ε(r′, r). (4.5)
Replacing the cell number n(r′, k) with the cell density ρε(r′, k) in gε(r, k, ηNr)
yields
gε(r, k) =
∑
r′∈Lε
Vnode(ε)ρ
ε(r′, k)f ε(r′, r).
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If the variance of the density is low ρε(r′, k) can be replaced by the expected
value 〈ρε(r′, k)〉 (see the previous section)
〈ρε(r, k)〉 = 1
Vnode(ε)
b−1∑
i=0
〈ηi(r, k)〉
which directly leads to the the expected value 〈gε(r, k)〉
〈gε(r, k)〉 = Vnode(ε)
∑
r′∈Lε
〈ρε(r′, k)〉f ε(r′, r). (4.6)
Recall that the construction of the SDE approximation in the previous chap-
ter requires that 〈gε(x, t)〉 is defined for all x ∈ Rd and t ∈ R≥0 and that
the limit limε→0〈gε(x, t)〉 = 〈g(x, t)〉 is uniform with regard to all x ∈ Rd
and t ∈ R≥0. To this end 〈gε(r, k)〉 has to be extended to x ∈ Rd and
t ∈ R≥0. This is done by first extending the function f ε : Lε × Lε → Rd to
Rd × Rd → Rd by
f ε(x′, x) =
∑
r′∈Lε
∑
r∈Lε
χ[r− ε
2
,r+ ε
2
](x
′)χ[r− ε
2
,r+ ε
2
](x)f
ε(r′, r). (4.7)
Then the extension of 〈gε(x, t)〉 is simply
〈gε(x, t)〉 = Vnode(ε)
∑
r′∈Lε
〈ρε(r′, t)〉f ε(r′, x). (4.8)
As in previous sections, diffusive scaling is used. Recall that the definition of
IB-LGCA models requires that Nr is finite, i.e. there is a constant R ∈ R≤0
such that Nr ⊂ BR(r), where BR(x) is the ball around x given by BR(x) :=
{x′ ∈ Rd| ||x′ − x|| ≤ R} ⊂ Rd for all x ∈ Rd. Therefore, for any fixed
x ∈ Rd the function f ε(x′, x) can be non-zero only on a finite subset of Rd.
For the limit limε→0〈gε(x, t)〉 to be well-defined for all x ∈ Rd and all t ∈ Rd,
the limits limε→0〈ρε(x, t)〉 = 〈ρ(x, t)〉 and limε→0 f ε(x′, x) = f(x′, x) have to
exist and obey certain restrictions. The values of 〈ρ(x, t)〉 and f(x′, x) are
not allowed to “blow-up” in the neighborhood, i.e. 〈ρ(x, t)〉 and f(x′, x) have
to be bounded on the set BR(r). Furthermore, both limits must be uniform
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in x and t. If these conditions are met, then limε→0〈gε(x, t)〉 can be obtained
by treating it as a Riemann integral:
Result 4. If the uniform limits limε→0〈ρε(x, t)〉 = 〈ρ(x, t)〉 and limε→0 f ε(x′, x)
= f(x′, x) exist, and furthermore if for any fixed x ∈ Rd 〈ρ(x, t)〉 and f(x′, x)
are bounded on the set BR(x), then the uniform limit limε→0〈gε(x, t)〉 =
〈g(x, t)〉 also exists and is given by the Riemann integral
〈g(x, t)〉 =
∫
Rd
〈ρ(x′, t)〉f(x′, x)dx′.
While the above result provides an expression for 〈g(x, t)〉 the evaluation of
〈g(x, t)〉 requires knowledge of 〈ρ(x, t)〉 which is still unknown. The next step
is to construct an expression for the time evolution of 〈ρε(x, t)〉 which in the
limit ε→ 0 yields a PIDE whose solution is 〈ρ(x, t)〉. For the construction of
the time evolution of 〈ρε(x, t)〉, note that if at time k the value for 〈ρε(r, k)〉 is
known then the value 〈ρε(r, k+ τ(ε))〉 after one time step can be determined
by
〈ρε(r, k + τ(ε))〉 = 1
Vnode(ε)
b−1∑
i=0
〈ηi(r, k + τ(ε))〉.
Inserting the definition of 〈ηi(r, k + τ(ε))〉 leads to the expression
〈ρε(r, k + τ(ε))〉 = 1
Vnode(ε)
b−1∑
i=0
∑
(η′N ,p
′
N )
∈Eb|N|×Pb|N|
∑
(ηI ,pI)
∈Eb×Pb
ηIi ·
· P (ηI , pI , k + τ(ε) | r − ci, k, η′N , p′N )P (η′N , p′N , r − ci, k).
The sum
∑
(η′N ,p
′
N )
∈Eb|N|×Pb|N|
sums over all states the neighborhood Nr−ci of node
r− ci can assume at time k and P (η′N , p′N , r− ci, k) gives the probability for
each state (η′N , p
′
N ). Since the interaction depends only on the number of
neighboring cells and not on their properties only the sums over η′N ∈ Eb|N |
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and ηI ∈ Eb are relevant. Using that
P (η′N , r − ci, k) :=
∑
p′N∈Pb|N|
P (η′N , p
′
N , r − ci, k)
and
P
(
ηI , k + τ(ε) | r − ci, k, η′N
)
:=
∑
pI∈Pb
P
(
ηI , pI , k + τ(ε) | r − ci, k, η′N , p′N ) ,
allows to write the above expression as
〈ρε(r, k + τ(ε))〉 = 1
Vnode(ε)
b−1∑
i=0
∑
η′N∈Eb|N|
∑
ηI∈Eb
ηIi P
(
ηI , k + τ(ε) | r − ci, k, η′N
) ·
·P (η′N , r − ci, k).
Inserting the form of the interaction rule given by (4.3) yields
〈ρε(r, k + τ(ε))〉 = 1
Vnode(ε)
b−1∑
i=0
∑
η′N∈Eb|N|
∑
ηI∈Eb
ηIi
Z
exp
(
β
〈
j(ηI), gε(r − ci, k, η′N )
〉) ·
· δ(n(ηI), n(η′(r − ci, k)))P (η′N , r − ci, k). (4.9)
Here, n(η′(r − ci, k)) denotes the number of cells at position r − ci at time
k when ηNr−ci = η
′
N . Expression (4.9) is too convoluted to work with. To
simplify it, linearize around β = 0 which yields
〈ρε(r, k + τ(ε))〉 = T εdiff (r, k) + T εdri(r, k), (4.10)
with the linearized normalization term Zlin =
∑
η′′∈Eb δ(n(η
′′), n(η′(r − ci, k))).
The diffusion term T εdiff (r, k) is given by
T εdiff (r, k) :=
1
Vnode(ε)
b−1∑
i=0
∑
η′N∈Eb|N|
∑
ηI∈Eb
ηIi
Zlin
δ(n(ηI), n(η′(r − ci, k)))·
· P (η′N , r − ci, k)
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and the drift term T εdri(r, k) is
T εdri(r, k) :=
β
Vnode(ε)
b−1∑
i=0
∑
η′N∈Eb|N|
∑
ηI∈Eb
ηIi
Zlin
〈
j(ηI), gε(r − ci, k, η′N )
〉 ·
·δ(n(ηI), n(η′(r − ci, k)))P (η′N , r − ci, k).
4.2.1 Calculation of the diffusion term
First, consider the diffusion term T εdiff (r, k). Note that T
ε
diff (r, k) only de-
pends on the configuration η′(r − ci, k) in the node r − ci for each i in the
sum
∑b−1
i=0 . This allows to simplify the sum over all possible configurations
in the neighborhood
∑
η′N∈Eb|N| to the sum over all possible configurations at
one node
∑
η′∈Eb and the probability P (η
′
N , r − ci, k) to
P (η′, r − ci, k) :=
∑
η′N∈Eb|N|
η(r−ci,k)=η′
P (η′N , r − ci, k).
The diffusion term T εdiff (r, k) becomes
T εdiff (r, k) :=
1
Vnode(ε)
b−1∑
i=0
∑
η′∈Eb
∑
ηI∈Eb
ηIi
Zlin
δ(n(ηI), n(η′(r − ci, k)))·
·P (η′, r − ci, k).
Furthermore, only the number cells in configuration η′(r − ci, k) is actually
important for diffusion because of n(η′(r − ci, k)) in T εdiff (r, k). This allows to
further simplify the sum over all possible configurations at one node
∑
η′∈Eb to
the sum over all possible cell numbers
∑b
n=0 and the probability P (η
′, r−ci, k)
can be substituted by P (n) =
∑
η′∈Eb
n=n(η′)
P (η′, r − ci, k) yielding
T εdiff (r, k) :=
1
Vnode(ε)
b−1∑
i=0
b∑
n=0
∑
ηI∈Eb
ηIi
Zlin
δ(n(ηI), n(η′(r − ci, k)))P (n).
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Note, that Zlin can be written as
Zlin =
∑
η′′∈Eb
δ(n(η′′), n(η′(r − ci, k))) =
(
b
n(η′(r − ci, k))
)
because there are n(η′(r − ci, k)) cells that can be distributed among b chan-
nels. Similarly, the term
∑
ηI∈Eb η
I
i δ(n(η
I), n(η′(r − ci, k))) can be written
as ∑
ηI∈Eb
ηIi δ(n(η
I), n(η′(r − ci, k))) =
(
b− 1
n(η′(r − ci, k))− 1
)
because the occupation of channel i is fixed and there are n(η′(r − ci, k))− 1
cells that can be distributed among the remaining b−1 channels. This allows
to simplify the sum
∑b
n=0
∑
ηI∈Eb
ηIi
Zlin
δ(n(ηI), n(η′(r − ci, k)))P (n) to
b∑
n=0
∑
ηI∈Eb
ηIi
Zlin
δ(n(ηI), n(η′(r − ci, k)))P (n) =
b∑
n=1
(
b−1
n−1
)(
b
n
) P (n).
This can be further simplified
b∑
n=1
(
b−1
n−1
)(
b
n
) P (n) = b∑
n=1
(b− 1)!(b− n)!n!
(n− 1)!(b− n)!b!P (n) =
1
b
b∑
n=1
nP (n).
Note that
∑b
n=1 nP (n) is the expected cell number, so
b∑
n=0
∑
ηI∈Eb
ηIi
Zlin
δ(n(ηI), n(η′(r − ci, k)))P (n) = 1
b
〈n(r − ci, k)〉
=
Vnode(ε)
b
〈ρε(r − ci, k)〉.
Thus, the following form of the diffusive term is obtained
T εdiff (r, k) =
1
b
b−1∑
i=0
〈ρε(r − ci, k)〉.
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4.2.2 Calculation of the drift term
Consider now the drift term T εdri(r, k) given by
T εdri(r, k) :=
β
Vnode(ε)
b−1∑
i=0
∑
η′N∈Eb|N|
∑
ηI∈Eb
ηIi
Zlin
〈
j(ηI), gε(r − ci, k, η′N )
〉 ·
·δ(n(ηI), n(η′(r − ci, k)))P (η′N , r − ci, k).
Insert for gε(r − ci, k, η′N ) its definition as given by
gε(r, k, ηNr) =
∑
r′∈Lε
Vnode(ε)ρ
ε(r′, k)f ε(r′, r)
to obtain for T εdri(r, k)
T εdri(r, k) = β
b−1∑
i=0
∑
η′N∈Eb|N|
∑
ηI∈Eb
ηIi
Zlin
∑
r′∈Lε
ρε(r′, k)
〈
j(ηI), f ε(r′, r − ci)
〉 ·
· δ(n(ηI), n(η′(r − ci, k)))P (η′N , r − ci, k).
Analogously to the diffusive term T εdiff (r, k), only the number of cells in the
node r − ci does matter for each i in the sum
∑b−1
i=0 . This allows to simplify
the sum
∑
η′N∈Eb|N| to the sum over all possible cell numbers
∑b
n=0 and the
probability P (η′N , r − ci, k) can be substituted by P (n). The expression
T εdri(r, k) now becomes
T εdri(r, k) =β
b−1∑
i=0
∑
ηI∈Eb
ηIi
Zlin
∑
r′∈Lε
b∑
n=0
〈ρε(r′, k)〉 〈j(ηI), f ε(r′, r − ci)〉 δ(n(ηI), n)P (n).
Combining terms allows to write T εdri(r, k) as
T εdri(r, k) =β
b−1∑
i=0
∑
r′∈Lε
〈Jεi (r′, k), f ε(r′, r − ci)〉
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with
Jεi (r
′, k) :=
b∑
n=0
∑
ηI∈Eb
〈ρε(r′, k)〉 η
I
i
Zlin
j(ηI)δ(n(ηI), n)P (n).
To continue with the construction of the PIDE, it is necessary to find a
suitable expression of Jεi (r
′, k). First, insert the definition of the “flux” j(ηI)
j(ηI) =
b−1∑
j=0
cjη
I
j
into Jεi (r
′, k) which yields the following
Jεi (r
′, k) =
b∑
n=0
∑
ηI∈Eb
ηIi
Zlin
b−1∑
j=0
cjη
I
j δ(n(η
I), n)〈ρε(r′, k)〉P (n).
Note that the sum
∑
ηI∈Eb runs over all possible configurations η
I , however
due to ηIi only configurations with η
I
i = 1 contribute. Also, other directions
than ci cancel out in the sum
∑b−1
j=0. So, J
ε
i (r, r
′, k) is always parallel to ci, just
the coefficient before ci has yet to be determined. There are
(
b−1
n−1
)
possible
configurations where ηIi = 1. However of those possible configurations,
(
b−2
n−2
)
configurations do not contribute to the sum, because if in addition to ηIi = 1
also ηIi+d mod 2d = 1 this leads to ci and ci+d mod 2d canceling out. The above
expression are only valid for n > 1. The term with n = 0 does not contribute
to sum and can be dropped. For n = 1 there is only 1 possible configuration
where ηIi = 1. The expression J
ε
i (r
′, k) now becomes
Jεi (r
′, k) = 〈ρε(r′, k)〉ci
b∑
n=2
(
b−1
n−1
)− (b−2
n−2
)(
b
n
) P (n) + 〈ρε(r′, k)〉ci1
b
P (1)
= 〈ρε(r′, k)〉ci
b∑
n=2
n!(b− n)!
(
(b−1)!
(n−1)!(b−n)! − (b−2)!(n−2)!(b−n)!
)
b!
P (n) +
〈ρε(r′, k)〉
b
ciP (1).
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Further combination of terms leads to
Jεi (r
′, k) =〈ρε(r′, k)〉ci
b∑
n=2
n(b− n)
b(b− 1) P (n) +
〈ρε(r′, k)〉
b
ciP (1)
=〈ρε(r′, k)〉ci
b∑
n=1
n(b− n)
b(b− 1) P (n),
here it has been used that
Zlin =
(
b
n
)
.
The term Jεi (r
′, k) can be represented by the expected values 〈n(r − ci, k)〉
and 〈n2(r − ci, k)〉
Jεi (r
′, k) = 〈ρε(r′, k)〉ci
b∑
n=1
n
b− 1P (n) + 〈ρ
ε(r′, k)〉ci
b∑
n=1
n2
b(b− 1)P (n)
= 〈ρε(r′, k)〉ci 〈n(r − ci, k)〉
b− 1 + 〈ρ
ε(r′, k)〉ci 〈n
2(r − ci, k)〉
b(b− 1) .
Furthermore, using that 〈n(r − ci, k)〉 = Vnode(ε) 〈ρε(r − ci, k)〉 and 〈n2(r −
ci, k)〉 = V 2node(ε)
〈
(ρε(r − ci, k))2
〉
Jεi (r
′, k) =
ci
b− 1Vnode(ε) 〈ρ
ε(r′, k)〉 〈ρε(r − ci, k)〉
+
ci
b(b− 1)V
2
node(ε) 〈ρε(r′, k)〉
〈
(ρε(r − ci, k))2
〉
.
Inserting Jεi (r
′, k) back into T εdri(r, k) yields
T εdri(r, k) =
β
b− 1Vnode(ε)
b−1∑
i=0
∑
r′∈Lε
〈ρε(r′, k)〉 〈ρε(r − ci, k)〉 〈ci, f ε(r′, r − ci)〉+
+
β
b(b− 1)V
2
node(ε)
b−1∑
i=0
∑
r′∈Lε
〈ρε(r′, k)〉 〈ρε(r − ci, k)2〉 〈ci, f ε(r′, r − ci)〉 .
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4.2.3 Derivation of the PIDE
Inserting the above form of the drift term T εdri(r, k) and the previously derived
form of the drift term T εdiff (r, k) back into (4.10)
〈ρε(r, k + τ(ε))〉 = 1
b
b−1∑
i=0
〈ρε(r − ci, k)〉+
+
β
b− 1Vnode(ε)
b−1∑
i=0
∑
r′∈Lε
〈ρε(r′, k)〉 〈ρε(r − ci, k)〉 〈ci, f ε(r′, r − ci)〉+
+
β
b(b− 1)V
2
node(ε)
b−1∑
i=0
∑
r′∈Lε
〈ρε(r′, k)〉 〈ρε(r − ci, k)2〉 〈ci, f ε(r′, r − ci)〉 .
To simplify the following parts of the construction of the PIDE, it will be
assumed that the underlying lattice is a square lattice. The construction for
other lattice types is analogous, only more tedious. Note that on the square
lattice, the node volume Vnode(ε) is given by Vnode(ε) = ε
d. On the square
lattice, with ei ∈ Rd, i = 0, . . . , d − 1 denoting the canonical basis vectors,
the equation for 〈ρε(r, k + τ(ε))〉 becomes
〈ρε(r, k + τ(ε))〉 = 1
b
d−1∑
i=0
〈ρε(r + εei, k)〉+ 〈ρε(r − εei, k)〉+ 1
b
b−1∑
i=2d
〈ρε(r, k)〉+
+
βεd+1
b− 1
d−1∑
i=0
∑
r′∈Lε
〈ρε(r′ − εei, k)〉 〈ρε(r − εei, k)〉f εi (r′ − εei, r − εei)+
−〈ρε(r′ + εei, k)〉 〈ρε(r + εei, k)〉f εi (r′ + εei, r + εei)+
+
βε2d+1
b(b− 1)
d−1∑
i=0
∑
r′∈Lε
〈ρε(r′ − εei, k)〉 〈ρε(r − εei, k)2〉f εi (r′ − εei, r − εei)+
−〈ρε(r′ + εei, k)〉 〈ρε(r + εri, k)2〉f εi (r′ + εei, r + εei).
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Subtracting 〈ρε(r, k)〉 and dividing by the time step length τ(ε) gives
〈ρε(r, k + τ(ε))〉 − 〈ρε(r, k)〉
τ(ε)
=
1
b
ε2
τ(ε)
d−1∑
i=0
1
ε2
(
〈ρε(r + εei, k)〉 − 2〈ρε(r, k)〉+ 〈ρε(r − εei, k)〉
)
+
+
βεd
b− 1
ε2
τ(ε)
d−1∑
i=0
∑
r′∈Lε
1
ε
(
〈ρε(r′ − εei, k)〉 〈ρε(r − εei, k)〉f εi (r′ − εei, r − εei) +
− 〈ρε(r′ + εei, k)〉 〈ρε(r + εei, k)〉f εi (r′ + εei, r + εei)
)
+
+
βε2d
b(b− 1)
ε2
τ(ε)
d−1∑
i=0
∑
r′∈Lε
1
ε
(
〈ρε(r′ − εei, k)〉 〈ρε(r − ci, k)2〉f εi (r′ − εei, r − εei) +
− 〈ρε(r′ + εei, k)〉 〈ρε(r + ci, k)2〉f εi (r′ + εei, r + εei)
)
.
Using the embeddings (4.7) and (4.8), and taking the limit ε → 0 of the
above expression with diffusive scaling limε→0 ε
2
τ(ε)
= D yields for the first
part of the right-hand side
lim
ε→0
1
b
ε2
τ(ε)
d−1∑
i=0
1
ε2
(
〈ρε(x+ εei, t)〉 − 2〈ρε(x, t)〉+ 〈ρε(x− εei, t)〉
)
=
D
b
∆〈ρ(x, t)〉.
The second part can be split into
lim
ε→0
2βεd
b− 1
ε2
τ(ε)
d−1∑
i=0
∑
r′∈Lε
1
2ε
(
〈ρε(r′ − εei, t)〉 〈ρε(x− εei, t)〉f εi (r′ − εei, x− εei)−
− 〈ρε(r′ − εei, t)〉 〈ρε(x+ εei, t)〉f εi (r′ − εei, x+ εei)
)
=
= − 2βD
b− 1
∫
Rd
〈ρ(x′, t)〉
d−1∑
i=0
∂
∂xi
〈ρ(x, t)〉 fi(x′, x)dx′
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and
lim
ε→0
2βεd
b− 1
ε2
τ(ε)
d−1∑
i=0
∑
r′∈Lε
1
2ε
(
〈ρε(r′ − εei, t)〉 〈ρε(x+ εei, t)〉 f εi (r′ − εei, x+ εei) −
− 〈ρε(r′ + εei, t)〉 〈ρε(x+ εei, t)〉 f εi (r′ + εei, x+ εei)
)
=
= − 2βD
b− 1 〈ρ(x, t)〉
d−1∑
i=0
∫
Rd
∂
∂x′i
〈ρ(x′, t)〉 fi(x′, x)dx′.
For both limits it has been used that the Riemann sum εd
∑
r′∈Lε becomes
the Riemann integral
∫
Rd in the limit ε → 0. Because of the extra εd the
third part of the right-hand side vanishes in the limit ε→ 0. Combining all
of the above terms yields for 〈ρ(x, t)〉, x ∈ Rd, t ∈ R≥0 with diffusive scaling
limε→0 ε
2
τ(ε)
= D the following PIDE:
Result 5. Let an IB-LGCA on a d-dimensional square lattice with a transi-
tion rule specified by
P ε
(
ηI , k + τ | r, k, ηNr
)
=
1
Z
exp
(
β
〈
j(ηI), gε(r, k, ηNr)
〉)
,
with gε(r, k, ηNr) :=
∑
r′∈Nr n
ε(r′, k)f ε(r′, r) (density-dependent interaction).
Furthermore, f ε(r′, r) is extended according to equation (4.7). Require also
that under diffusive scaling limε→0 ε
2
τ(ε)
= D ∈ R>0 the limits
lim
ε→0
f ε(x′, x) = f(x′, x)
and
lim
ε→0
〈(ρε(x, t))p〉 = 〈(ρ(x, t))p〉
for p = 1, 2, exist and are uniform in x and t. Additionally, f ε(x′, x) is
required to have compact support and must be differentiable on its support.
If in addition to the aforementioned conditions 〈ρ(x, t)〉 is also twice differ-
entiable then for the lattice spacing ε → 0 the time evolution of the average
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cell density 〈ρ(x, t)〉 is given by the PIDE
∂
∂t
〈ρ(x, t)〉 = D
b
∆〈ρ(x, t)〉 − 2β D
b− 1
∫
Rd
〈ρ(x, t)〉
d−1∑
i=0
∂
∂x′i
〈ρ(x′, t)〉 fi(x′, x)
(4.11)
+ 〈ρ(x′, t)〉
d−1∑
i=0
∂
∂xi
〈ρ(x, t)〉 fi(x′, x)dx′.
Remark 6. An PIDE that includes parameter-controlled diffusion (compare
subsection 3.1.4) is given by
∂
∂t
〈ρ(x, t)〉 = D
b(1 + γ(b− 2d))∆〈ρ(x, t)〉 (4.12)
− 2β D
(b− 1)(1 + γ(b− 2d))
∫
Rd
〈ρ(x, t)〉
d−1∑
i=0
∂
∂x′i
〈ρ(x′, t)〉 fi(x′, x)
+ 〈ρ(x′, t)〉
d−1∑
i=0
∂
∂xi
〈ρ(x, t)〉 fi(x′, x)dx′,
with γ ∈ R. This PIDE is obtained by modifying the derivation by replacing
Zlin =
(
b
n
)
with Zlin =
(
b
n
)
(1 + γ(b− 2d)).
4.3 Examples: PIDE for migrating cell pop-
ulations
This section provides examples of PIDE approximations of cell density dis-
tributions for one-dimensional IB-LGCA models of different types of cell
migration. The migratory behaviors considered here are: undirected cell mi-
gration 4.3.1, density-dependent switching of cell migration 4.3.2, and cell
migration towards high cell densities 4.3.3. All PIDE solutions in this sec-
tion have been obtained with the the Finite Element Method, see appendix
B for details.
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4.3.1 Undirected cell migration
In this example, undirected cell migration, i.e. migration of cells without
guidance by surrounding cells or their non-cellular environment, is consid-
ered. This migratory behavior is also known as amoeboid cell migration. In
IB-LGCA, undirected cell migration can be modeled by specifying f ε(r′, r) =
0 which yields the PIDE approximation
∂
∂t
〈ρ(x, t)〉 = D
b
∆〈ρ(x, t)〉.
Figure 4.1 shows good agreement between IB-LGCA simulations and PIDE
solutions for the time development of the cell density in the absence of cell-
cell interactions.
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t = 1.5 (sim)
t = 2.0 (sim)
Figure 4.1: Comparison between IB-LGCA simulations and PIDE
approximations. The expected density 〈ρ(x, t)〉 is displayed. A one di-
mensional lattice of size L = 100 was used with the lattice spacing ε = 0.1,
the time step length τ = 0.05. For the IB-LGCA simulations, 〈ρ(x, t)〉 is
the average over 5000 independent realizations. The bars represent 95% con-
fidence intervals. Good agreement between IB-LGCA simulations and the
corresponding PIDE approximations can be observed.
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4.3.2 Density-dependent switching of cell migration
In this example, a type of density-dependent directed cell migration is con-
sidered where cells switch from undirected to directed migration based on
the local cell density. Specifically, cells perform directed motion along a con-
stant field, which points to the right, when they are surrounded by other cells
and move randomly when they are alone. A similar type of cell migration
has been observed in epithelial cells in vitro (Rosen and Misfeldt, 1980). In
IB-LGCA models, such migratory behavior is obtained with f ε(r′, r) = 1,
which yields in the limit f(x′, x) = 1 and the PIDE
∂
∂t
〈ρ(x, t)〉 = D
b
∂2
∂x2
〈ρ(x, t)〉 − 2βD
b− 1I(x, t),
with the integral term I(x, t)
I(x, t) :=
∫ x+R
x−R
〈ρ(x, t)〉 ∂
∂x′
〈ρ(x′, t)〉+ 〈ρ(x′, t)〉 ∂
∂x
〈ρ(x, t)〉 dx′.
Figure 4.2 shows good agreement for the time development of the cell density
between IB-LGCA simulations and PIDE solutions for small times, but for
longer times the PIDE introduces inaccuracies because errors introduced by
linearizing around β = 0 in the PIDE derivation are amplified more strongly
for longer times.
Remark 7. Replacing f(x′, x) = 1 by f(x′, x) = δ(x′ − x) allows to obtain
∂
∂t
〈ρ(x, t)〉 = D
b
∂2
∂x2
〈ρ(x, t)〉 − 4βD
b− 1〈ρ(x, t)〉
∂
∂x
〈ρ(x, t)〉.
This is the Burgers’ equation which is used to describe density transport phe-
nomena.
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Figure 4.2: Comparison between IB-LGCA simulations and PIDE
approximations for sensitivity β = 1.0. Displayed is the expected den-
sity 〈ρ(x, t)〉. A one dimensional lattice of size L = 100 was used with lattice
spacing ε = 0.1, the time step length τ = 0.001. For the IB-LGCA simula-
tions, 〈ρ(x, t)〉 is the average over 5000 independent realizations. The bars
present 95% confidence intervals. The expected density 〈ρ(x, t)〉 is displayed
at times: t = 0.0, t = 0.5, t = 1.0 t = 2.0 (A); t = 0.0 and t = 0.5 (B);
t = 0.0 and t = 1.0 (C); t = 0.0 and t = 2.5 (D). Good agreement between
IB-LGCA simulations and PIDE approximations can be observed for times
t = 0.5 and t = 1.0, however at time t = 2.0 the PIDE approximation shows
inaccuracies.
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4.3.3 Cell migration towards high cell densities
This example considers a migratory behavior of cells which is characterized
by a cell preference to migrate towards regions of high local cell density. In
IB-LGCA, this migratory behavior can be modeled by specifying f ε(r′, r) in
the following form
f ε(r′, r) :=
{
r′−r
|r′−r| : |r′ − r| ≤ R
0 : |r′ − r| > R
with the interaction radius R ∈ R>0. In the limit ε → 0, one obtains
f(x′, x) = x
′−x
|x′−x| if 0 < |x′ − x| ≤ R with f(x′, x) = 0 otherwise. This
yields the PIDE
∂
∂t
〈ρ(x, t)〉 = D
b
∂2
∂x2
〈ρ(x, t)〉 − 2βD
b− 1I(x, t),
with the integral terms I(x, t) given by
I(x, t) :=
∫ x+R
x
〈ρ(x, t)〉 ∂
∂x′
〈ρ(x′, t)〉+ 〈ρ(x′, t)〉 ∂
∂x
〈ρ(x, t)〉 dx′
−
∫ x
x−R
〈ρ(x, t)〉 ∂
∂x′
〈ρ(x′, t)〉+ 〈ρ(x′, t)〉 ∂
∂x
〈ρ(x, t)〉 dx′.
are obtained.
Figure 4.3 compares the time development of the cell density between IB-
LGCA and the corresponding PIDE approximations, and shows good agree-
ment between IB-LGCA and PIDE for small sensitivities β, figure 4.3(A),
but for high sensitivities β, figure 4.3(B), inaccuracies in the PIDE approx-
imation develop over time because the cell density in IB-LGCA models is
limited by the number of available channels which is not replicated in the
PIDE approximation. Later, in example 4.4.2 a corrected PIDE is provided
that includes effects due to limited cell density.
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Figure 4.3: Comparison between IB-LGCA simulations and PIDE
approximations for R = 1.05. Displayed is the expected density 〈ρ(x, t)〉.
A one-dimensional lattice of size L = 100 was used with the lattice spac-
ing ε = 0.1, the time step length τ = 0.05. For the IB-LGCA simulations,
〈ρ(x, t)〉 is the average over 5000 realizations. The bars are the 95% confi-
dence intervals. Sub-figure A shows results for β = 0.05, with good agreement
between IB-LGCA simulations and PIDE approximations, and sub-figure B
shows results for β = 0.5 where inaccuracies in the PIDE approximation
develop over time.
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4.4 Examples: combined SDE and PIDE ap-
proximations
Chapter 3 provides SDE approximations for the time development of the
positions of individual cells in IB-LGCA models. However, as previously
stated, many cell-cell interactions can only be adequately modeled if SDE
approximations are coupled with approximations of the time development of
the cell density distribution of the cell population. To this end, PIDE ap-
proximations for the time development of the cell density distribution were
constructed. These PIDE approximations are now applied to augment SDE
approximations to yield a combined analytical description of the time devel-
opment of individual cell positions and expected cell density distribution of
the cell population in IB-LGCA models. Based on chapter 3, SDE approx-
imation for the time development of individual cell positions y(t) have the
general form
dy(t) =
2βD
b
g(y, t)dt+
√
2D
b
dW(t).
The term g(y, t) is determined according to
g(y, t) =
∫
Rd
〈ρ(y′, t)〉f(y′, y)dy′,
where the expected cell density 〈ρ(y, t)〉 is given by the solution of the cor-
responding PIDE. Recall that to represent an IB-LGCA interaction, f(y′, y)
has to be non-zero only in a finite neighborhood around y. As long as f(y′, y)
is also bounded the above integral is well-defined.
The combined description of the time development of the position of an
individual cell y(t) and the average cell density distribution of the cell popula-
tion 〈ρ(x, t)〉 in IB-LGCA models with density dependent cell-cell interaction
is given by
dy(t) =
2βD
b
(∫
Rd
〈ρ(y′, t)〉f(y′, y(t))dy′
)
dt+
√
2D
b
dW(t) (4.13)
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and
∂
∂t
〈ρ(x, t)〉 = D
b
∆〈ρ(x, t)〉− (4.14)
− 2βD
b− 1
d−1∑
i=0
∫
Rd
〈ρ(x, t)〉 ∂
∂x′i
〈ρ(x′, t)〉fi(x′, x) + 〈ρ(x′, t)〉 ∂
∂xi
〈ρ(x, t)〉fi(x′, x)dx′.
4.4.1 Cell migration towards high cell densities revis-
ited
As in previous sections, consider a one-dimensional IB-LGCA on a square
lattice of length L ∈ R>0 with lattice spacing ε. Here the same interac-
tion as in example 4.3.3 is used: cells prefer to move towards each, i.e. cell
interactions are given by
f ε(r′, r) :=
{
r′−r
|r′−r| : |r′ − r| ≤ R
0 : |r′ − r| > R (4.15)
and in the limit ε→ 0 by f(x′, x) = x′ − x if |x′ − x| ≤ R with f(x′, x) = 0
otherwise, R ∈ R>0 denotes the interaction radius. Such a cell interaction
can be viewed as an abstract model of cell clustering. It yields the combined
approximations
dy(t) =
2βD
b
(∫ y(t)+R
y(t)
〈ρ(y′, t)〉dy′ −
∫ y(t)
y(t)−R
〈ρ(y′, t)〉dy′
)
dt+
√
2D
b
dW(t)
and
∂
∂t
〈ρ(x, t)〉 =D
b
∂2
∂x2
〈ρ(x, t)〉 − 2βD
b− 1I(x, t, R)
where the integral term is given by
I(x, t, R) := 〈ρ(x, t)〉
∫ x+R
x
∂
∂x′
〈ρ(x′, t)〉 dx′ + ∂
∂x
〈ρ(x, t)〉
∫ x+R
x
〈ρ(x′, t)〉 dx′
− 〈ρ(x, t)〉
∫ x
x−R
∂
∂x′
〈ρ(x′, t)〉 dx′ − ∂
∂x
〈ρ(x, t)〉
∫ x
x−R
〈ρ(x′, t)〉 dx′.
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Figures 4.4 and 4.5 show that for small sensitivities, from β = 0.00 to β =
0.10, the approximations provide a good description of the expected cell
density 〈ρ(x, t)〉 and the average second moment 〈x2(t)〉 of the position of
an individual cell in IB-LGCA models. However, for larger sensitivities, that
is β > 0.10, the approximations differ significantly from simulation data.
This error between simulation and approximation exists because of volume-
exclusion in IB-LGCA, i.e. the number of cells per node is limited by the
number of available channels for cells to occupy. This volume-exclusion,
however, does not exist in the approximations where the number of cells,
that is the cell density, can become arbitrarily high. The following example
provides an approach to correct for this error.
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Figure 4.4: The expected density 〈ρ(x, t)〉 from IB-LGCA simulations
and PIDE solutions of equation (4.15) for different sensitivities β .
IB-LGCA results were averaged over 5000 independent simulations each, the
bars show 95% confidence intervals. The interaction radius was R = 1.0.
Results are shown at time t = 0.50 and for sensitivities β = 0.00, β = 0.05,
and β = 0.10 (A) as well as for sensitivities β = 0.15, β = 0.20, β = 0.25
and β = 0.30 (B). For small sensitivities, from β = 0.00 to β = 0.10, the
approximations provide a good description but for larger sensitivities, that
is β > 0.10, approximations differ significantly from simulation data.
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Figure 4.5: The average second moment 〈x2(t)〉 of the position of
an individual cell from IB-LGCA simulations and SDE solutions
specified by equation (4.15) for different sensitivities β . IB-LGCA
results were averaged over 5000 independent simulations each, the bars show
95% confidence intervals. The interaction radius was R = 1.0. For small
sensitivities, from β = 0.00 to β = 0.10, the approximations provide a good
description but for larger sensitivities, that is β > 0.10, approximations differ
significantly from simulation data.
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4.4.2 Cell migration towards high cell densities and
volume exclusion
In this example, the same cell interaction as in 4.4.1 is used, but the resulting
approximations are modified by a correction term that describes the effect
of volume-exclusion which exists in IB-LGCA models. Volume-exclusion is
modeled by adding a repulsion term which tries to prevent cells from moving
towards each other if they are closer than a fixed distance Rrep ∈ R≥0. The
strength of repulsion is given by the parameter γ ∈ R≥0. Thus, the corrected
approximations for cell migration towards high cell densities are given by
dx(t) =
2βD
b
(∫ x(t)+R
x(t)
〈ρ(x′, t)〉dx′ −
∫ x(t)
x(t)−R
〈ρ(x′, t)〉dx′
)
dt−
− 2γD
b
(∫ x(t)+Rrep
x(t)
〈ρ(x′, t)〉dx′ −
∫ x(t)
x(t)−Rrep
〈ρ(x′, t)〉dx′
)
dt+
+
√
2D
b
dW(t) (4.16)
and
∂
∂t
〈ρ(x, t)〉 =D
b
∂2
x2
〈ρ(x, t)〉 − 2βD
b− 1I(x, t, R) +
2γD
b− 1I(x, t, Rrep). (4.17)
The integral terms I(x, t, R) and I(x, t, Rrep) are the same as in example 4.4.1.
The inclusion of the repulsive term has introduced two additional parameters,
Rrep and γ. Recall, that volume-exclusion in IB-LGCA models exists only
inside lattice nodes, therefore a good choice for the value of Rrep is the size of
the lattice nodes, i.e. Rrep = ε. The value of γ is determined by considering
that for cell distances of Rrep or smaller, the repulsive term
2γD
b−1 I(x, t, Rrep)
has to neutralize the influence of the “adhesive” term 2βD
b−1 I(x, t, R). Thus,
one arrives at the relation
γ
β
=
I(x, t, R)
I(x, t, Rrep)
≈ R
Rrep
,
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which provides γ = β R
Rrep
. Figure 4.6 shows that the corrected PIDE (4.17)
provides a good description of the expected cell density 〈ρ(x, t)〉 in IB-LGCA
models. Furthermore, from figure 4.7 it can be observed that the corrected
SDE (4.16) provides a good description of the average second moment 〈x2(t)〉
of the position of an individual cell in IB-LGCA models.
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Figure 4.6: The expected density 〈ρ(x, t)〉 from IB-LGCA simulations
and from the corrected PIDE (4.17) specified by equation (4.15)
for different sensitivities. IB-LGCA results were averaged over 5000 in-
dependent simulations each, the bars show 95% confidence intervals. The
interaction radius was R = 1.0. Results are shown at time t = 0.50 and for
sensitivities β = 0.00, β = 0.05, and β = 0.10 (A) as well as for sensitivities
β = 0.15, β = 0.20, β = 0.25 and β = 0.30 (B). It can be observed that the
PIDE (4.17) provides a good description of the expected density in IB-LGCA
models.
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Figure 4.7: The average second moment 〈x2(t)〉 of the position of an
individual cell from IB-LGCA simulations and from solutions for
the corrected SDE 4.16 of the cell interaction specified by equation
(4.15) for different sensitivities β . IB-LGCA results were averaged over
5000 independent simulations each, the bars show 95% confidence intervals.
The interaction radius was R = 1.0. It can be observed that the corrected
SDE 4.16 provides a good description of the average second moment 〈x2(t)〉
of the position of an individual cell in IB-LGCA models.
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Application: IB-LGCA model
predicts perturbation of force
balance during EMT
The epithelial-mesenchymal transition (EMT) is a biological process during
which cells lose adhesive cell-cell bonds and start to migrate individually
along the extracellular matrix (ECM), i.e. cells change from a epithelial to
a mesenchymal phenotype (Kalluri and Weinberg, 2009). EMT is believed
to play an important role during cancer progression, where it is linked to
metastasis development (Friedl and Wolf, 2003). Adhesive bonds between
cells produce cell-cell forces which are responsible for the integrity of epithe-
lial cell tissue. Analogously, cell-ECM forces generated by adhesive cell-ECM
bonds drive directed cell migration (DuFort et al., 2011). Experiments in-
dicate that cell-cell and cell-ECM forces are proportional in healthy epithe-
lial cells and are balanced against each other (Maruthamuthu et al., 2011).
However, for an individual cell to break away from surrounding epithelial
cell tissue and to migrate along the ECM it is necessary that cell-cell forces
are weakened such that cell-ECM forces are still strong enough for the cell
to exert traction on the ECM. This suggests that EMT is accompanied by
a change in the balance of cell-cell and cell-ECM forces. However, it is diffi-
cult to test this hypothesis with experimental work especially because forces
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extracelullar matrix (ECM)
epithelial cells:
cell-cell bonds
cell-ECM bonds
cell-cell and cell-ECM forces balanced
mesenchymal cells:
no cell-cell bonds
weakened cell-ECM bonds
directed migration
EMT:
weakening and breaking of cell-cell bonds
weakening of cell-ECM bonds
loss of cell force balance?
Figure 5.1: Epithelial-mesenchymal transition (EMT). EMT is char-
acterized by weakening and eventual breaking of adhesive cell-cell bonds and
weakening of adhesive cell-ECM bonds which allows individual cells to detach
from epithelial tissue and migrate along the ECM. Here it is hypothesized
that EMT is accompanied by a loss of balance between cell-cell and cell-ECM
forces.
exerted on individual cells inside cell populations are difficult to determine
experimentally (Sabass et al., 2008).
Here, a mathematical modeling approach is applied to test the above
mentioned hypothesis that EMT is coupled to a cell force balance pertur-
bation. Specifically, an IB-LGCA model is used to consider the migratory
behavior of an individual, labeled cell inside a population of epithelial cells.
Two types of forces are considered in the model, adhesive cell-cell forces and
adhesive cell-ECM forces. Epithelial cells are characterized by cell force bal-
ance, i.e. cell-cell force and cell-ECM force are proportional. The labeled cell
has its force balance disturbed as follows. It is assumed that the cell-cell
force can only balance the cell-ECM force up to a threshold, i.e. cell-cell and
cell-ECM force are proportional below a fixed threshold, above that thresh-
old the cell-cell force stays constant even if the cell-ECM force is increased.
The values of the aforementioned threshold that allow for the labeled cell to
display migration behavior indicative of EMT are investigated. The mean
displacement of the position of the labeled cell is chosen as the descriptor of
its migratory behavior. Furthermore, a non-zero mean displacement is used
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as indicator of EMT, because it indicates that the labeled cell detached from
the epithelial tissue and migrated in contact with the ECM. The IB-LGCA
model allows to connect cell migration behavior and the forces (cell-cell force
and cell-ECM force) exerted on individual cell in epithelial tissues, and to
test the basic validity of the disturbed cell force balance hypothesis. Fur-
thermore, an approximate description of our IB-LGCA is constructed which
allows to analytical obtain the critical values for the cell-cell and cell-ECM
forces which separates epithelial and mesenchymal migration behavior.
5.1 IB-LGCA model
In this section, the application of the specific IB-LGCA is introduced. In the
IB-LGCA model, cell migration dynamics result from two competing forces,
the cell-ECM force FCE and the cell-cell force FCC . The influence of FCE
and of FCC on the dynamics of the IB-LGCA are specified by the transition
probability P (ηI , pI , k + τ |r, k, ηNr , pNr) which is given by
P (ηI , pI , k + τ |r, k, ηNr , pNr) =
1
Z
exp
(〈j˜(ηI), gε(r, k)〉)
with
gε(r, k) = α(FCE)g
ε
CE(r, k) + β(FCC)g
ε
CC(r, k).
With the extended flux j˜(ηI) is defined by
j˜(ηI) =
b−1∑
i=0
c˜iη
I
i .
The parameters α : R → R and β : R → R specify the dependence be-
tween the strength of cell-ECM and cell-cell interactions in the IB-LGCA
and the forces FCC and FCE, respectively. The extended channels c˜i =
(c˜i,0, . . . , c˜i,d) ∈ Rd+1, i = 0, . . . , d − 1, are constructed from the channels
ci = (ci,0, . . . , ci,d−1), i = 0, . . . , d − 1 by setting c˜i,j = ci,j j = 0, . . . , d − 1,
c˜i,j = 0 if ci is a velocity channel and c˜i,j = γ if ci is a rest channel. Cell
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mobility in the IB-LGCA model can now be controlled independently from
the number of channels b by the parameter γ ∈ R. This is neccessary for the
accurate description of directed cell motion in the IB-LGCA. Note, that high
values of γ lead to immobile cells. The functions gεCE : Lε × T τ → Rd+1 and
gεCC : Lε ×T τ → Rd+1 specify cell-ECM interaction and cell-cell interaction,
respectively.
Cell-ECM interactions are given by gεCE(r, k) = (g
ε
CE,0, . . . , g
ε
CE,d−1, 0)
T
with constants gεCE,j ∈ R, j = 0, . . . , d − 1 and cell-cell interactions by
gεCC(r, k) = (g
ε
CC,0(r, k), . . . , g
ε
CC,d−1(r, k), 0)
T with
gεCC,i(r, k) =
∑
r′∈Lε
||r′−r||≤Rad
r′i − ri
||r′ − r||n
ε(r′, k),
for i = 0, . . . , d − 1, Rad ∈ R>0 specifies the range of cell-cell interactions.
Note, that the finite of channels in each lattice node limits local cell densi-
ties. It is not neccessary to specify repulsive cell-cell interactions to prevent
unrealistically high cell densities.
Recall that the parameter γ models cell motility. Here, γ is coupled with
cell-ECM interaction strength α to model that increasing cell-ECM force
eventually leads to decreasing cell motion since it becomes harder for cells to
break adhesive bonds between the ECM and themselves. Here, this effect is
heuristically approximated by choosing
γ(α) := A(exp(10α)− 1).
This introduces the coefficient A which is determined later.
Remark 8. The specified IB-LGCA allows to distinguish three different cell
phenotypes and intermediate stages between those phenotypes. Epithelial cells
which are firmly attached to the ECM and to each other, i.e. they have high
values for α(FCE) and β(FCC). Mesenchymal cells which migrate along the
ECM and are not attached to other cells, i.e. moderate values for α(FCE) and
low values for β(FCC). Amoeboid cells which are neither attached to ECM
nor other cells, i.e. low values for α(FCE) and β(FCC).
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5.2 Approximations
Now, the results of chapter 3 and chapter 4 are applied to obtain an analytical
approximation of the IB-LGCA model which will later be used to determine
α(FCE) and β(FCC). Note that the limits
lim
ε→0
gεCE(x, t) = gCE,
where gCE ∈ Rd is constant because gεCE(x, t) is constant for all ε, and
lim
ε→0
gεCC(x, t) = gCC(x, t)
T ,
with gCC,i(x, t) =
∫
||x′−x||≤Rad
x′−x
||x′−x||ρ(x
′, t)dx′ are both uniform in x and t.
Result 1 from chapter 3 can therefore be used to obtain an SDE approxima-
tion for the position of an individual cell
dx(t) =
2D
2d+ (b− 2d) exp(γ(α))h(x, t)dt+
√
2d
2d+ (b− 2d) exp(γ(α))dW (t),
where h(x, t) = (h0(x, t), . . . , hd−1(x, t)) is
hi(x, t) = α(FCE)gi + β(FCC)
∫
||x′−x||≤Rad
x′i − xi
||x′ − x||ρ(x
′, t)dx′,
i = 0, . . . , d− 1. If fluctuations around the average density 〈ρ(x, t)〉 are low
then ρ(x, t) can be replaced by 〈ρ(x, t)〉. Based chapter 4, the PIDE for the
average density 〈ρ(x, t)〉 is given by
∂
∂t
〈ρ(x, t)〉 = D
b(1 + γ(α)(b− 2d))∆〈ρ(x, t)〉−
α(FCE)D
b(1 + γ(α)(b− 2d))gCE∇〈ρ(x, t)〉
− 2β(FCC)D
(b− 1)(1 + γ(α)(b− 2d))
d−1∑
i=0
∫
Rd
〈ρ(x, t)〉 ∂
∂x′i
(〈ρ(x′, t)〉fi(x′, x))
+〈ρ(x′, t)〉 ∂
∂xi
(〈ρ(x, t)〉fi(x′, x)) dx′,
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with f(x′, x) specified by
f(x′, x) =
{
x′−x
||x′−x|| : ||x′ − x|| ≤ Rad
0 : ||x′ − x|| > Rad
5.3 Determination of the model parameters
The previously constructed analytical approximation of the IB-LGCA model
will now be applied to determine the parameters α(FCE) and β(FCC) based
on experimental data (Maruthamuthu et al., 2011; du Roure et al., 2005) for
the forces FCE and FCC , i.e. a connection between the model parameters and
experimental data will be established.
To determine α(FCE) consider the IB-LGCA model with only one (la-
beled) cell on the lattice. Now, the only interactions are cell-ECM interac-
tions. Furthermore, the description of the ECM is simplified by assuming
that it consists of straight fibers pointing to the right, i.e. the ECM is char-
acterized in the IB-LGCA model by the setting vector g := (1, 0, . . . , 0)T .
The SDE approximation for the position of a labeled cell is then given by
dx(t) =
2D
2d+ (b− 2d) exp(γ(α))α(FCE)gdt+
√
2d
2d+ (b− 2d) exp(γ(α))dW (t).
The average velocity v(t) := d
dt
〈x(t)〉 of the labeled cell is given by
d
dt
〈x(t)〉 = 2D
2d+ (b− 2d) exp(γ(α))α(FCE)g.
Since the ECM is characterized by g := (1, 0, . . . , 0)T only the first component
of x(t) is relevant which allows to solely consider
v0(t) =
d
dt
〈x0(t)〉 = 2D
2d+ (b− 2d) exp(γ(α))α(FCE), (5.1)
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since for i = 1, . . . , d− 1,
vi(t) =
d
dt
〈xi(t)〉 = 0.
From equation (5.1) the parameter α(FCE) can then be determined by com-
paring the maximal cell velocity in the IB-LGCA with experimentally deter-
mined values (du Roure et al., 2005).
The cell-cell interaction strength β(FCC) is determined as follows. For
(healthy) epithelial cells, cell-ECM adhesion and cell-ECM are balanced
(Maruthamuthu et al., 2011). This will be used here to calculate the cell-cell
adhesion strength β(FCC) from the cell-ECM adhesion strength α. To this
end, consider two cells in the IB-LGCA model situated next to each other.
The SDE approximation is given by
dx(t) =
2D
2d+ (b− 2d) exp(γ(α))h(x, t)dt+
√
2d
2d+ (b− 2d) exp(γ(α))dW (t),
where h(x, t) = (h0(x, t), . . . , hd−1(x, t))T is as above
hi(x, t) = α(FCE)gi + β(FCC)
∫
||x′−x(t)||≤Rad
x′i − xi(t)
||x′ − x(t)||ρ(x
′, t)dx′,
ρ(x, t) ∈ R is the cell density at x ∈ Rd and time t ∈ R≥0. Here, a PIDE
approximation is not necessary to approximate the IB-LGCA model because
here ρ(x, t) can be described as follows. Denote the position of the first cell
and second cell at time t with x1(t) and with x2(t), respectively. Furthermore,
denote the cells’ respective parameters by α1(FCE), α
2(FCE), β
1(FCC), and
β2(FCC). For the evaluation of the above integral, assume that for both cells
the mass is concentrated at the cell’s center of mass. This allows to write
ρ(x) as
ρ(x, t) = ρ1δ(x− x1(t)) + ρ2δ(x− x2(t)),
where the constants ρ1, ρ2 denote the average cell densities, δ(·) is the delta
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distribution. Evaluating the integral yields∫
||x′−x(t)||≤Rad
x′i − xi(t)
||x′ − x(t)||ρ(x
′, t)dx′ =
= ρ1
∫
||x′−x(t)||≤Rad
x′i − xi(t)
||x′ − x(t)||δ(x
′ − x1(t))dx′+
+ ρ2
∫
||x′−x(t)||≤Rad
x′i − xi(t)
||x′ − x(t)||δ(x
′ − x2(t))dx′ =
= rho1H
(
Rad −
∣∣∣∣x1(t)− x(t)∣∣∣∣) x1i (t)− xi(t)||x1(t)− x(t)||+
+ ρ2H
(
Rad −
∣∣∣∣x2(t)− x(t)∣∣∣∣) x2i (t)− xi(t)||x2(t)− x(t)|| ,
where H(·) denotes the Heaviside function. The expected positions 〈x1(t)〉
and 〈x2(t)〉 of the two cells are now given by the following ODEs
d〈x1(t)〉
dt
=D˜(α1)
(
α1(FCE)g+β
1(FCC)ρ2
〈
H
(
Rad−
∣∣∣∣x2(t)−x1(t)∣∣∣∣) x2(t)−x1(t)||x2(t)−x1(t)||
〉)
d〈x2(t)〉
dt
=D˜(α2)
(
α2(FCE)g+β
2(FCC)ρ2
〈
H
(
Rad−
∣∣∣∣x1(t)−x2(t)∣∣∣∣) x1(t)−x2(t)||x1(t)−x2(t)||
〉)
with D˜(·) := 2D
2d+(b−2d) exp(γ(·)) . Now assume that the second cell is fixed, i.e.
α2(FCE) = 0 and β
2(FCC) = 0 which yields
d〈x2(t)〉
dt
= 0.
Here, cell-cell adhesion and cell-ECM adhesion are balanced for the first cell,
therefore d〈x
1(t)〉
dt
= 0 has to hold for α1(FCE) 6= 0 and β1(FCC) 6= 0. Consider
0 = D˜(α1)
(
α1(FCE)g + β
1(FCC)ρ2
〈
H
(
Rad −
∣∣∣∣x2 − x1∣∣∣∣) x2 − x1||x2 − x1||
〉)
.
The term D˜(α1) cannot become zero, therefore when both cells are closer
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than Rad
0 = α1(FCE)g + β
1(FCC)ρ2
〈
x2 − x1
||x2 − x1||
〉
has to hold. Since g = (1, 0, . . . , 0)T and it can be assumed that x2 − x1 =
(x20 − x10, 0, . . . , 0)T , with x1 > x2 only
0 = α1(FCE)g0 + β
1(FCC)ρ2
〈
x20 − x10
||x2 − x1||
〉
= α1(FCE)− β1(FCC)ρ2
has to be considered, which yields β1(FCC) =
α1(FCE)
ρ2
. Therefore, β(FCC)
can be calculated directly from α(FCE). In situations where more than two
cells are involved β(FCC) can be calculated from α(FCE) by choosing an
appropriate ρ2.
5.4 Results
The IB-LGCA and the previously derived analytical approximations are now
applied to investigate three different model scenarios: (I) cell-cell and cell-
ECM forces are independent, (II) cell-cell and cell-ECM forces are balanced,
and (III) cell-cell and cell-ECM forces are initially balanced but the balances
breaks down if the cell-ECM force becomes too high. The model parameters
and initial conditions which are used are as follows. The lattice spacing is
ε = 12.5 µm and the scaling constant is D = 500 which requires that the
time step length is τ = 0.3125 min due to diffuse scaling. These values for
ε,D, and τ provide an IB-LGCA with good computational performance and
sufficiently fine spatial-temporal resolution. The number of channels is b = 10
which represents a compromise between computational performance and the
prevention of model artifacts due to overcrowded lattice nodes. Epithelial
cells are placed in a circle with radius R = 250 µm and initially homogeneous
cell density ρ = 0.0266 cells
µm
. Assuming that epithelial cell size is between
30 µm and 60 µm then ρ = 0.0266 cells
µm
specifies densely packed epithelial
cells. The range of cell-cell adhesion is Rad = 100 µm. One cell at the edge of
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the aforementioned circle is labeled. This cell is assumed to undergo EMT,
i.e. its cell-ECM adhesion strength α(FCE) and cell-cell adhesion strength
β(FCC) is perturbed, and its position is tracked over time. The ECM is
described by gεCE(r, k) = (1, 0, . . . , 0)
T . Due to gεCE(r, k) = (1, 0, . . . , 0)
T
only the first component of the labeled cell’s position is relevant. Therefore,
in the following the IB-LGCA model can be considered on a one-dimensional
lattice (d = 1) of size L = 1250 µm. The lattice is large enough to prevent
cells from interacting with lattice boundary in the simulated time length of
10 m.
The time evolution of the labeled cell’s position can be approximated by
dx(t) =
2D
2d+ (b− 2d) exp(γ(α))h(x, t)dt+
√
2d
2d+ (b− 2d) exp(γ(α))dW (t),
where h(x, t) is
h(x, t) = α(FCE) + β(FCC)
∫
|x′−x|≤Rad
x′ − x
|x′ − x| 〈ρ(x
′, t)〉dx′,
with γ(α) given by
γ(α) = A(exp(10α)− 1),
with A = 3.7. The parameter A as been chosen such that the maximal cell
speed is 1 µm
min
as given in (du Roure et al., 2005). The time development of
the expected density 〈ρ(x, t)〉 is approximated by
∂
∂t
〈ρ(x, t)〉 = D
b(1 + γ(α)(b− 2d))
∂2
∂x2
〈ρ(x, t)〉 − α(FCE)D
b(1 + γ(α)(b− 2d))gCE
∂
∂x
〈ρ(x, t)〉
− 2β(FCC)D
(b− 1)(1 + γ(α)(b− 2d))
∫ L
0
〈ρ(x, t)〉 ∂
∂x′
(〈ρ(x′, t)〉f(x′, x)) +
+ 〈ρ(x′, t)〉 ∂
∂x
(〈ρ(x, t)〉f(x′, x)) dx′,
(5.2)
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with f(x′, x) specified by
f(x′, x) =
{
x′−x
|x′−x| : |x′ − x| ≤ Rad
0 : |x′ − x| > Rad
can be assumed. Recall that here epithelial cells placed in a circle with radius
R are considered, i.e. the initial expected cell density 〈ρ(x, 0)〉 is given by
〈ρ(x, 0)〉 =
{
ρ :
∣∣L
2
− x∣∣ ≤ R
0 :
∣∣L
2
− x∣∣ > R
with ρ ∈ R>0. Inserting 〈ρ(x, 0)〉 and all parameter values into equation (5.2)
implies
∂
∂t
〈ρ(x, 0)〉 ≈ 0.
Therefore, for short times t ∈ R>0
〈ρ(x, t)〉 = 〈ρ(x, 0)〉
can be assumed and only the following simplified SDE has to be considered
dx(t) =
2D
2d+ (b− 2d) exp(γ(α))h(x, t)dt+
√
2d
2d+ (b− 2d) exp(γ(α))dW (t)
(5.3)
where h(x, t) is given by
h(x, t) = α(FCE)g + β(FCC)
∫
|x′−x|≤Rad
x′ − x
|x′ − x|〈ρ(x
′, 0)〉dx′.
Finally, the value of α(FCE) for a given force FCE has to be specified.
(du Roure et al., 2005) implies that a cell-ECM force FCE of 2 nN leads
to directed cell motion with a speed of 1 µm
min
. Assume that cell-ECM force
and cell speed are linearly related and that FCE = 0 implies that no directed
cell motion takes place. Comparing single cell speed in the IB-LGCA with
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(du Roure et al., 2005) then leads to
α(FCE) =
FCE
100 nN
The specific values of β(FCE) for scenario (I)-(III) are as follows: (I) no
cell-cell adhesion, β(FCE) = 0; (II) balance, β(FCE) =
1
ρRad
α(FCC), here
β(FCE) ≈ 0.37α(FCC) since ρ = 0.0266 cellsµm and Rad = 100 µm; and (III)
breakoff at α∗ with
β(FCE) =
{
0.37α(FCC) : α(FCC) ≤ α∗
0.37α∗ : α(FCC) > α∗
Note, that the force F ∗ corresponding to α∗ can be calculated by F ∗ =
α∗100 nN.
Figure 5.2 shows comparisons of the average cell displacement 〈x(t)〉 of
the labeled cell depending on the cell-ECM force at t = 10 min between
the IB-LGCA model and the SDE (5.3) for scenarios (I)-(III). It can be
observed that the maximal cell displacement depends the relation between
the cell-cell force FCC and the cell-ECM force FCE. Observe that in the if
FCC and FCE are balanced no significant directed cell motion takes place.
Directed cell motion can only be possible when FCC and FCE are decoupled.
Additionally, it can be seen that the SDE approximation accurately describes
the IB-LGCA concerning the average cell displacement 〈x(t)〉. Therefore, the
computationally less expensive SDE approximation can be used for further
investigations instead of the IB-LGCA model itself. Figure 5.3 shows the
average cell displacement of the labeled cell depending on different F ∗ at
t = 10 min obtained from the SDE (5.3). Figure 5.3 implies that there is
threshold at 4 nN where the cell migration behavior changes. The results
imply that the cell force disturbances (break-off) allows for a cell to show the
phenotypic switch from epithelial to mesenchymal migration behavior.
In the IB-LGCA model, cell migration is only possible at cell-ECM force
values below 4 nN which implies for EMT to take place the balance between
cell-ECM and cell-cell forces has to be significantly disturbed, small distur-
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bances can be compensated. Here, a disturbed cell force balance in the form
of scenario (III) was considered, i.e. cell-cell and cell-ECM forces are initially
balanced but the balances breaks down if the cell-ECM force becomes too
high.
Note, when there is no cell-cell adhesion in the IB-LGCA model directed
cell motion is observed for moderate cell-ECM adhesion which is indicated by
〈x(t)〉 > 0 even when the confidence intervals are take into account, see the
black curve in Figure 5.2. However, cell motion is different for low and for
high cell-ECM adhesion as can be seen from the SDE approximation (5.3).
For low cell-ECM adhesion
dx(t) ≈
√
2d
b
dW (t)
is obtained for equation (5.3). The motion of the labeled cell is then charac-
terized by the first moment 〈x(t)〉 = 0 and the second moment 〈x2(t)〉 = 2d
b
t
which corresponds to amoeboid cell motion. High cell-ECM adhesion implies
dx(t) ≈ 0
for equation (5.3) which yields 〈x(t)〉 = 0 and 〈x2(t)〉 = 0, i.e. the labeled cell
does not migrate. Thus, directed cell motion in the IB-LGCA model is only
possible when cell-ECM adhesion is strong enough to allow cells to follow
ECM cues but also weak enough to allow cells to break attachments to the
ECM. This is consistent with the prevailing view of directed cell migration
(Gardel et al., 2010).
The cell-ECM forces FCE considered here correspond to the average forces
exerted at single adhesion sites, their range is consistent with experimental
values (Deguchi et al., 2006; Ganz et al., 2006). In the model, the parameter
α∗ was applied as the threshold above which the cell force balance breaks
down. Cells with lowered α∗ are assumed to fail to produce sufficiently high
cell-cell forces. Such cells might correspond to malignant cancer cells involved
in invasion (Yilmaz and Christofori, 2009).
The IB-LGCA model allows to directly study forces acting on individual
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cells in cell populations. This approach opens up the possibility to determine
forces acting on individual cells inside cell populations by fitting an appro-
priate IB-LGCA model to experimentally obtained cell migration data. In
the context of mathematical modeling of EMT this a novel approach. Previ-
ous mathematical models have focused on the role intracellular regulation of
EMT and did not incorporate cell forces (Vargas et al., 2013; Ramis-Conde
et al., 2008).
Since ECM properties have a large impact on cell dynamics (Pelham
and Wang, 1997; Discher et al., 2005), a straightforward extension of the IB-
LGCA model is to include a more detailed description of the ECM, especially
of its mechanical properties. Furthermore, extending the IB-LGCA model by
including an explicit description of molecules at the cell surface, e.g. integrin
clusters and associated focal adhesion proteins, would allow to integrate the
current knowledge on molecular recruitment with information derived from
cell force measurements.
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Figure 5.2: Dependence of the average cell displacement 〈x(t)〉 of an
individual cell on the cell-ECM force FCE at t = 10 min. Epithelial
cells were placed in a circle with radius R = 250 µm and one cell at the edge
was labeled and its position tracked. A one-dimensional lattice of size L =
1250 µm with lattice spacing ε = 12.5 µm was used in the IB-LGCA model,
the number of channels is b = 10, the scaling constant D = 500 and d = 1.
The density of epithelial cells is given by ρ = 0.0266 cells
µm
. The range of cell-
cell adhesion is Rad = 100 µm. The average cell displacement of the labeled
cell in the IB-LGCA model were obtained by averaging over 1000 independent
simulations, the bars indicate 95% confidence intervals. Additionally, the
average cell displacement was obtained from the SDE (5.3). Displayed is
the average cell displacement of an individual cell for the scenarios (I)-(III):
no cell-cell adhesion (black), balanced cell-cell and cell-ECM adhesion (red),
and breakdown of cell adhesion balance after a threshold (green and blue).
Dependence of the maximal cell displacement and the relation between cell-
cell and cell-ECM adhesion can be observed. Furthermore, there is good
agreement between IB-LGCA simulations and the SDE approximation given
by equation (5.3).
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Figure 5.3: Deviation of the maximal average cell displacement 〈x∗〉
from the scenario of balanced cell forces depending on the break
off point F ∗. The maximal average cell displacement 〈x∗〉 of the labeled cell
(see figure 5.2) depending at time t = 10 min obtained from the SDE (5.3)
is displayed. The bars indicate the 95% confidence intervals. The model is
specified as in figure 5.2. Note that F ∗ = 0 nN corresponds to scenario (I),
no cell-cell adhesion, and that F ∗ = 10 nN corresponds to scenario (II), cell
adhesion balance. There is a threshold around F ∗ = 4 nN which separates
the regime where the labeled cell exhibits directed cell motion from the regime
where it is at rest.
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Discussion
In this thesis, individual-based lattice-gas cellular automata (IB-LGCA) have
been introduced. IB-LGCA extend lattice-gas cellular automata (LGCA) by
including individual, distinguishable cells, which allows to track individual
cell trajectories inside migrating cell populations and to model populations
of cells with individually different properties. Furthermore, a technique for
the computational implementation of IB-LGCA was presented. With IB-
LGCA it is possible to directly study the influence of cell interactions on the
migration behavior of individual cells. Furthermore, trajectories of individual
cells in IB-LGCA models can be compared with cell trajectories obtained
from experimental data.
Under the assumption that the movement of cells in IB-LGCAs can be
described by a drift-diffusion process, stochastic differential equations (SDEs
for the trajectories of individual cells have been constructed directly from
IB-LGCA transition rules (chapter 3). This construction establishes a di-
rect connection between IB-LGCA and SDEs. In addition to opening up
the possibility of theoretical analysis, the constructed SDE approximations
allow to replace some or all parts of an IB-LGCA model by corresponding
but less detailed SDE approximations to improve computational efficiency
by simplifying the model. Additionally, error estimates for the constructed
SDE approximations have been obtained. This enables an a priori overview
about the quality of the SDE approximation for specific transition rules.
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Furthermore, two main sources for the error of the SDE approximation have
been identified. SDE approximations overestimate the individual cell veloc-
ity because cell velocity limits inherent to IB-LGCA are not preserved during
the construction of the approximations. Additionally, SDE approximations
underestimate the cell density of surrounding cells because during their con-
struction cell density effects are neglected. Both of these errors can lead to
drift terms in the SDE approximation that are larger than the drift in the
corresponding IB-LGCA. This effect can be corrected by limiting the value
of the drift term. Corrected SDE approximations for high cell densities have
been provided. A general approach to correct for overestimated cell velocities
cannot be given because the corresponding error depends on the specific cell
migration mechanism. For the construction of the SDE approximation, it was
assumed that all cell-cell and cell-environment interactions can be approxi-
mated by a deterministic function. This approach is warranted if stochastic
fluctuations are low. Considering transition rules which include stochastic
functions requires a more sophisticated approach for the construction of SDE
approximation and is still an open question. Diffusive scaling has been used
during the derivation of the SDE approximations, different scaling limits will
be considered in the future.
The SDE approximations for individual cell trajectories have been cou-
pled to partial integro-differential equations (PIDE) that approximate the
expected time evolution of the cell density distribution (chapter 4). It is
unfeasible to develop a general approach to construct PIDE approximations
for arbitrary IB-LGCA. As a first step, IB-LGCA containing cell-cell interac-
tions that only depend on the density distribution of neighboring cells have
been considered here which leads to PIDE approximations that describe the
temporal development of the average cell density. The presented approx-
imations couple the time development of the positions of individual cells,
given by SDE approximation, and the time-development of the average cell
density, given by PIDE approximations. Only PIDE approximations derived
under diffusive scaling have been considered. Examples show that the PIDE
approximation provides a good description of the time-development of the
average cell density. Furthermore, the corresponding SDE approximations
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describe the trajectory of an individual cell well.
The introduced IB-LGCA modeling approach yields computational ef-
ficient models of interacting cell populations which allow to either simulate
systems with a large number of heterogeneous cells or explore a large number
of different parameter sets. This enables to do parameter studies to quan-
titatively determine the behavior of the cell population and the dynamics
of individual cells resulting from the influence of different cell interactions.
Also, IB-LGCA can be applied to estimate the strength (the parameters)
of cell interactions from experimental data about cell population and indi-
vidual cell dynamics. The corresponding approximations allow to obtain an
analytical description of the connections between cell interactions and cell be-
haviors, e.g. they can allow the calculation of steady states or critical values
of selected observables which might not be apparent from simulations.
Several other well-know individual-based modeling approaches for migrat-
ing cell populations exist which include vertex models (Glazier and Graner,
1993), cellular Potts models (Graner and Glazier, 1992; Merks and Glazier,
2005) and the so called Monte Carlo approach (Drasdo et al., 1995; Drasdo
and Ho¨hme, 2005). These three individual-based modeling approaches de-
scribe cells and cell interactions with a large amount of physical and biolog-
ical details leading to intricate but computationally inefficient models. In
comparison IB-LGCA offer a simplified approach for the description of mi-
grating cell populations which is computationally more efficient and requires
less model parameters. Systems of ordinary differential equations (ODEs)
or stochastic differential equations (SDEs) are also applied as individual-
based models of migrating cell populations (Galle et al., 2009; Rejniak and
Anderson, 2011). They are well suited for analytical treatment since there
is extensive theoretical knowledge about ODEs and SDEs. However, ODE
or SDE systems can become problematic as models of cell populations with
finite range cell-cell interactions because determining all cells in the inter-
action range for each cell in continuous space and time is computationally
expensive. In contrast, this task is trivial in IB-LGCA models due to the
discrete lattice. Cellular automata (CA) (Ermentrout and Edelstein-Keshet,
1993; Alarco´n et al., 2003) with appropriate state spaces can be considered as
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individual-based models for cell populations as well. However, they cannot
easily model cell migration without the introduction of asynchronous update
rules which lowers computational efficiency. IB-LGCA models maintain the
computational efficiency of CA with synchronous update rules while allow-
ing to easily describe migrating cell populations. Another individual-based
modeling approach are interacting particle systems (IPSs) (Liggett, 2004).
IPSs describe time as continuous but are otherwise comparable to cellular
automata with asynchronous update rules. IPSs are very well-suited to the-
oretical analysis (Liggett, 2004). However, asynchronous update rules and
continuous time negatively impact their computational efficiency compared
to IB-LGCA models.
Finally, an IB-LGCA model and corresponding analytical approximations
were developed to investigate the impact of changes in cell-cell and cell-ECM
forces on the migration behavior of an individual, labeled cell inside a pop-
ulation of epithelial cells. Specifically, individual cell migration during the
epithelial-mesenchymal transition (EMT) was considered. EMT is a biolog-
ical process during which epithelial cells loose cell-cell adhesive bonds and
start to migrate individually along the extra-cellular matrix (ECM). It is be-
lieved to be linked to metastasis development during cancer progression. In
the IB-LGCA model, epithelial cells are characterized by balanced cell-cell
and cell-ECM forces. The IB-LGCA model predicts that the balance between
cell-cell and cell-ECM forces can be disturbed to some degree without being
accompanied by a change in individual cell migration behavior. Only after
the cell force balance has been strongly interrupted mesenchymal migration
behavior is possible. The force threshold which separates epithelial and mes-
enchymal migration behavior in the IB-LGCA has been identified from the
corresponding analytical approximation. The IB-LGCA model allows to ob-
tain quantitative predictions about the role of cell forces during EMT. In the
context of mathematical modeling of EMT this a novel approach. Previous
mathematical models have focused on the role of intracellular regulation of
EMT and did not incorporate cell forces (Vargas et al., 2013; Ramis-Conde
et al., 2008). Understanding the connection between cell forces and EMT
might lead to the design of novel cancer therapies that directly alter specific
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cell forces to slow down or prevent tumor invasiveness.
All IB-LGCA models investigated in this thesis are based on a square
lattice. Extending the derivation of corresponding SDE and PIDE approxi-
mations to different lattice structures, e.g. hexagonal or triangular lattices is
straightforward. Determining the values of model parameter which are rele-
vant for specific problems is usually achieved by fitting IB-LGCA simulation
data to experimental data, as was done in chapter 5. General techniques
for finding suitable optimization methods for fitting IB-LGCA models to
experimental data do not exist yet.
The construction of PIDE approximations for the cell density distribution
in IB-LGCA required to specify the behavior of the neighborhood when the
lattice spacing tends to zero in the limit. In this thesis, PIDE approxima-
tions were considered that emerged under the assumption that the neighbor-
hood converges to a finite limit neighborhood, i.e. non-vanishing, short-range
cell-cell interactions were considered. Other types of limit behaviors of the
neighborhood are possible, see (Oelschla¨ger, 1989). One can alternatively
assume that either in the limit the neighborhood vanishes, then a PDE ap-
proximation is obtained that considers cell-cell interactions to act only at an
infinitesimal range, or that the size of the neighborhood tends towards in-
finity in the limit, then an PIDE approximation is obtained which describes
cell-cell interactions with infinite range. Here, PIDE approximations were
constructed based on the assumption that stochastic fluctuations around the
expected cell density can be neglected. This approach yielded deterministic
PIDE approximations for the expected cell density distribution. Including
stochastic terms in PIDE approximations for applications were stochastic
fluctuations cannot be neglected is still an open question. In addition to the
cell density distribution, there are other observables such as the cell velocity
distribution or the distribution of different cell phenotypes which can be rel-
evant for migrating cell populations. How to obtain PIDE approximations
for these observables from IB-LGCA models is an interesting, yet still open
question.
Diffusive scaling was applied exclusively during the construction of SDE
and PIDE approximations for IB-LGCA models. Different scalings might
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allow to construct alternative approximations for IB-LGCA models that pre-
serve IB-LGCA features that are lost with diffusive scaling such as upper
limits for cell velocities. All approximations considered in this thesis are
based on IB-LGCA models that yield SDE and PIDE approximations with
isotropic diffusion terms. For some applications, the motion of cells migrat-
ing in tissues/environments is better modeled by anisotropic diffusion. It is
still an open problem how to obtain SDE and PIDE approximations with
anisotropic diffusion terms from specific IB-LGCA.
In summary, in this thesis, a novel modeling approach, individual-based
lattice-gas cellular automata (IB-LGCA), was introduced that allows to in-
vestigate the migration behavior of individual cells involved in single and
collective cell migration by enabling the tracking of individual cell inside
migrating cell populations. Additionally, approximations that allow to ana-
lyze the trajectories of individual cells in IB-LGCA have been constructed.
Finally, an IB-LGCA model was developed to investigate and obtain exper-
imentally testable hypotheses concerning the influence of cell force changes
on the migration behavior of individual cells inside epithelial cell populations
during the epithelial-mesenchymal transition.
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Appendix A
Mathematical background:
stochastic processes and
stochastic differential equations
Crucial parts in this thesis rely on concepts from the theory of stochastic
processes and stochastic differential equations. This appendix provides a
basic on overview about both.
A.1 Stochastic processes
In the course of this thesis, stochastic cellular automata will be exclusively
considered. The mathematical description and analysis of stochastic cellular
automata requires to consider the temporal development of random variables,
i.e. stochastic processes. The overview over stochastic processes given here
is based on (Allen, 2003; Capasso and Bakstein, 2012). This section assumes
familiarity with σ−algebras, probability measures and random variables.
Definition 10. Given a probability space (Ω,A, P ) with a set Ω, a σ-algebra
A and probability measure P , and an index set T , a (Ψ,B)-valued stochas-
tic process is a family {Xt}t∈T of random variables Xt : (Ω,A) → (Ψ,B),
t ∈ T where Ψ is a set and B a σ-algebra on Ψ.
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Example 5. Consider the LGCA defined in example 1. Choose T as the
index set T . Define the probability space (Ω,A, P ) as follows. Set Ω :=
{0, 1}2 and A := P(Ω), with P denoting the power set. Furthermore, for
any r ∈ L, k ∈ T , and for any ω ∈ P(Ω) define the probability measure
P by P (ω) :=
∑
ηI∈ω P
(
ηI , k | r, k − τ, ηNr
)
. Also, set Ψ := {0, 1, 2} and
B := P(Ψ). Then the number of cells at a fixed position r ∈ L given by
Xk := η0(r, k) + η1(r, k) is a stochastic process.
For most applications, the natural numbers with 0 and non-negative real
numbers R≥0 are a usual choice for the index set T . In these cases the index
set T identified with time. For every fixed ω ∈ Ω the function t → Xt(ω) is
called a path.
In the following, all stochastic processes that are considered will be either
integer-valued or real-valued, i.e. Xt : Ω→ Nd or Xt : Ω→ Rd for all t ∈ T .
Later, the p-th moment, the expected value, and the variance or covariance
matrix of the random variable Xt for fixed t ∈ T are used. For d = 1 the
p-th moment 〈Xpt 〉 of Xt defined by
〈Xpt 〉 =
∫
Ω
Xt(ω)dP (ω).
For p = 1 one obtains the expected value 〈Xt〉 and for p = 2 the variance
〈X2t 〉 of Xt. For d > 1 the expected value of 〈Xt〉 = (〈Xt,i〉)i=0,...,d−1 is given
by
〈Xt,i〉 =
∫
Ω
Xt,i(ω)dP (ω)
and the covariance matrix Cov = (Covij)i,j=0,...,d−1, which replaces the vari-
ance for d > 1, is given by
Covij = 〈Xt,iXt,j〉 − 〈Xt,i〉〈Xt,j〉.
Well-known types of stochastic process are Markov chains, time-continuous
Markov processes and diffusion processes.
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Markov chains A (discrete time) Markov chain is a stochastic process with
discrete state space, discrete time, and the Markov property. A stochastic
process has the Markov property if and only if the next state depends only
on the present state and not past states. More formally, the Markov property
{Xk}k∈N for a stochastic process with discrete time is defined by
P (Xn = sn|X0 = s0, . . . , Xn−1 = sn−1) = P (Xn = sn|Xn−1 = sn−1),
for si ∈ S, i = 0, . . . , n, where S denotes the statespace. Since the statespace
S is discrete it can always assumed to be 0, . . . , n, n ∈ N if S is finite or be
N if S is not.
Time-continuous Markov processes The Markov property can also be
defined for time-continuous stochastic processes with continuous state space.
A stochastic process with continuous time and continuous state space is called
a Markov process if for any sequence of times t0 < t1 < . . . < tn−1 < tn,
with t0, . . . , tn ∈ T the following property of the cumulative distribution
Prob(X(tn) ≤ x|X(t0) = x0, . . . , X(tn−1) = xn−1) holds
Prob(X(tn) ≤ x|X(t0) = x0, . . . , X(tn−1) = xn−1) = Prob(X(tn) ≤ x|X(tn−1) = xn−1),
for all x ∈ Ω
Diffusion processes A time-continuous Markov process {Xt}t∈T on R
with the conditional probability distribution P (x, t|x0, t0) is called a diffusion
process if the following requirements are fullfilled:
1. lim∆t→0 1∆t
∫
||y−x||>ε P (y, t+ ∆t|x, t)dy = 0
2. lim∆t→0 1∆t
∫
||y−x||≤ε(y − x)P (y, t+ ∆t|x, t)dy = A(x, t)
3. lim∆t→0 1∆t
∫
||y−x||≤ε(y − x)2P (y, t+ ∆t|x, t)dy = B(x, t)
for all ε ∈ R≥0 and x ∈ R. The coefficients A(x, t) and B(x, t) are called
the drift and the diffusion coefficient, respectively. The conditional proba-
bility distribution P (x, t|x0, t0) of a diffusion process fulfills the Kolmogorov
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forward equation:
∂
∂t
P (x, t|x0, t0) = − ∂
∂x
(A(x, t)P (x, t|x0, t0)) + 1
2
∂
∂x2
(B(x, t)P (x, t|x0, t0))
A.2 Stochastic differential equations
Stochastic differential equations will later be utilized to approximate the
time development of the positions of individual cells in IB-LGCA models.
This section gives a brief introduction to stochastic differential equations
and stochastic integration. References for this section are (Øksendal, 2003)
and (Gardiner, 1998).
Consider first a system of ordinary differential equations in the following
form:
d
dt
x(t) = F (x(t), t) (A.1)
where t ∈ R≥0, x(t) ∈ Rd, and with initial data x(0) = x0 ∈ Rd. Furthermore,
the function F : Rd ×R≥0 → Rd is continuous. Systems of the type in (A.1)
are used as deterministic descriptions of the time evolution of physical or
biological quantities. Informally, (A.1) can be extended to describe time
evolution under additional stochastic influences by adding a “noise” term
G(x(t), t)ξ(t)
d
dt
x(t) = F (x(t), t) +G(x(t), t)ξ(t), (A.2)
where G : Rd×R≥0 → Rd and ξ(t) is a random variable. A stochastic process
ξ(t) suitable to represent the “noise” term in (A.2) must meet the following
requirements. First, ξ(t) must have continuous paths, so that (A.2) yields
a proper system of differential equations. Second, for practical reasons, ξ(t)
must have the following properties:
1. the noise at different times is unrelated to each other, i.e. for times
t, s ∈ R≥0 with t 6= s ξ(t) and ξ(s) are independent.
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2. the ξ(t) is stationary, i.e. for any t0, . . . , tk−1 ∈ R≥0, k ∈ N≥0 the joint
distribution of {ξ(t0 + t), . . . , ξ(tk + t)} is independent of t ∈ R≥0.
3. 〈ξ(t)〉 = 0 for all times t.
However, there is no stochastic process with continuous paths that fulfills
all three properties. Thus, interpreting (A.2) as a proper system of differen-
tial equations, a system of differential equations in the strong sense, is not
possible. A different approach has to be taken. Instead of interpreting the
system (A.2) in the context differential equations, (A.2) will be rewritten as
a system of integral equations. Consider the interval [0, t] with t ∈ R and
with 0 = t0 < t1 < . . . < tm−1 < tm = t partition it into m ∈ N subintervals
[tk, tk+1], k = 0, . . . ,m−1. Now, consider a discretized version of (A.2) given
as follows
x(tk+1)− x(tk) = F (x(tk), tk)∆tk +G(x(tk), tk)ξ(tk)∆tk, (A.3)
with ∆tk = tk+1− tk. Introduce the stochastic process ∆W (tk) = W (tk+1)−
W (tk) := ξ(tk)∆tk. Note, that the process ∆W (tk) fulfills the three con-
ditions from above. Since 〈ξ(t)〉 = 0 for any t ∈ R≥0 it follows that
〈∆W (tk)〉 = 0. From the independence of ξ(t) and ξ(s) for s 6= t follows
that ∆W (tk) and ∆W (tl) are independent for tk 6= tl. Furthermore from
the stationarity of ξ(t) follows the stationarity of ∆W (tk). Thus, W (tk) is
stochastic process with stationary and independent increments with mean 0.
A slight rewrite of (A.3) yields for x(t)
x(t) = x(0) +
m∑
j=0
F (x(tj), tj)∆tj +
m∑
j=0
G(x(tj), tj)∆W (tj).
To obtain a time-continuous version of (A.3) that can replace (A.2) define
∆t := maxj=0,...,m−1{tj} and take the limit ∆t → 0 (m → ∞). This limit
yields for the term
∑m
j=0 F (x(tj), tj)∆tj an ordinary Riemann integral
lim
∆t→0
m∑
j=0
F (x(tj), tj)∆tj =
∫ t
0
F (x(s), s)ds.
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For the term
∑m
j=0 G(x(tj), tj)∆W (tj) the limit yields
lim
∆t→0
k∑
j=0
G(x(tj), tj)∆W (tj) =
∫ t
0
G(x(s), s)dW (s). (A.4)
The stochastic integral
∫ t
0
G(x(s), s)dW (s) is described below. Now, in the
limit x(t) becomes
x(t) = x(0) +
∫ t
0
F (x(s), s)ds+
∫ t
0
G(x(s), s)dW (s), (A.5)
is well-defined for a large class of functions G(x(s), s). Rewriting (A.5) to∫ t
0
d
ds
x(s)ds =
∫ t
0
F (x(s), s)ds+
∫ t
0
G(x(s), s)dW (s)
and dropping the integral signs yields the following notation
dx(t) = F (x(t), t)dt+G(x(t), t)dW (t).
An important tool for working with SDEs is Ito¯’s formula . In one dimension
it is given as follows (Øksendal, 2003):
Lemma 1. Ito¯’s lemma in one dimension
Given the stochastic differential equation
dx(t) = F (x(t), t)dt+G(x(t), t)dW (t)
and a twice-continuous differentiable function H(x(t), t)
y(t) = H(x(t), t),
then the stochastic process dy(t) = dH(x(t), t) is given by
dy(t) =
∂
∂t
H(x(t), t)dt+
∂
∂x
H(x(t), t)dx(t) +
1
2
∂2
∂x2
H(x(t), t)(dx(t))2.
Note that (dt)2 = dt · dW (t) = dW (t) · dt = 0 and (dW (t))2 = dt. Here ·
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denotes multiplication.
In d-dimensions Ito¯’s formula is given by:
Lemma 2. Let the system of stochastic differential equations
dx(t) = F (x(t), t)dt+G(x(t), t)dW (t),
with F : Rd×R≥0 → Rd, G : Rd×R≥0 → Rd×Rd, x(t) = (x0(t), . . . , xd−1(t))T
and dW (t) = (dW0(t), . . . , dWd−1(t))T . Applying a twice-continuous differ-
entiable function H : Rd × R≥0 → Rd
y(t) = H(x(t), t)
yields for the k-th component of dyk(t), k = 0, . . . , d− 1,
dyk(t) =
∂
∂t
Hk(x(t), t) +
d−1∑
i=0
∂
∂xi
Hk(x(t), t)dxi(t)
+
1
2
d−1∑
i=0
d−1∑
j=0
dxi(t)
∂2
∂xixj
Hk(x(t), t)dxj(t)
With (dt)2 = dt · dWi(t) = dWi(t) · dt = 0 and dWi(t)dWj(t) = δijdt.
Stochastic integration Stochastic integration is the theory of integrating
functions with respect to a stochastic process, i.e. it deals with integrals of
the form given in (A.4). Here, stochastic integration is introduced as in
(Øksendal, 2003). Stochastic integration will be first defined on the class
of simple functions. Simple functions are functions that are constant on
intervals. The definition will then be extended to a broader class V(t0, t1).
The nature of V(t0, t1) will be specified shortly but some additional concepts
must be introduced first. Given a family {At}t≥0 of σ-algebras, it is called
a family of increasing σ-algebras if As ⊂ At for all s, t ∈ R≥0 with s ≤ t.
Furthermore, given a probability space (Ω,A, P ) and a family {At}t≥0 of
increasing σ-algebras of Ω, a stochastic process f(t, ω), ω ∈ A, is called
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At-adapted if
ω → f(t, ω)
is At-measurable for each t ∈ R≥0. Define also the characteristic function χA
of a set A by
χA(x) =
{
1 : x ∈ A
0 : x /∈ A
Now V(t0, t1) can be introduced, V(t0, t1) is the class of functions f(t, ω) :
R≥0 × Ω→ R which have the following properties:
1. f(t, w) is B ×A measurable,
2. f(t, ω) is At-adapted,
3. 〈∫ t1
t0
f(s, ω)2ds〉 <∞.
Here, B denotes the Borel-algebra on R≥0. A function f(t, ω) ∈ V(t0, t1) is a
simple function if it has the form
f(t, ω) =
m−1∑
i=0
fi(ω)χ[t˜i,t˜i+1](t)
with t0 = t˜0 < · · · < t˜m = t1 for m ∈ N>0 , the coefficients fi(ω) : Ω→ R are
At-measurable functions for all i = 0, . . . ,m − 1. For simple functions the
definition of the integral
∫ t1
t0
f(s, ω)dW (s, ω) is straightforward
∫ t1
t0
f(s, ω)dW (s, ω) :=
∫ t1
t0
m−1∑
i=0
fi(ω)χ[ti,ti+1](s)dW (s, ω)
=
m−1∑
i=0
fi(ω)
∫ t1
t0
χ[ti,ti+1](s)dW (s, ω)
=
m−1∑
i=0
fi(ω) (W (ti+1, ω)−W (ti, ω))
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In the following stochastic integration will be extended from simple functions
to all functions in V(t0, t1). If g(t, ω) ∈ V(t0, t1) is bounded with regard to t
and continuous in t for all ω than it can be approximated by simply functions
{fn(t, ω)}n in the sense
lim
n→∞
〈∫ t1
t0
(g(s, ω)− fn(s, ω))2 ds
〉
= 0.
In the same sense, any bounded function h(t, ω) ∈ V(t0, t1) can be approxi-
mated by bounded and continuous (both in t) functions {gn(t, ω)}n
lim
n→∞
〈∫ t1
t0
(h(s, ω)− gn(s, ω))2 ds
〉
= 0.
Finally, arbitrary functions v(t, ω) ∈ V(t0, t1) can be approximated by bounded
functions {hn(t, ω)}n
lim
n→∞
〈∫ t1
t0
(v(s, ω)− hn(s, ω))2 ds
〉
= 0.
See (Øksendal, 2003) for proofs. Combining all these previous steps allows
to give the following definition for the stochastic (Ito¯) integral of functions
v(t, ω) ∈ V(t0, t1) as follows∫ t1
t0
v(s, ω)dW (s, ω) : = lim
n→∞
∫ t1
t0
fn(s, ω)dW (s, ω)
= lim
n→∞
m−1∑
i=0
fi,n(ω) (W (ti+1, ω)−W (ti, ω)) .
with {fn(t, ω)}n ⊂ V(t0, t1) simple functions and
lim
n→∞
〈∫ t1
t0
(v(s, ω)− fn(s, ω))2 ds
〉
= 0.
In contrast to the Riemann integral, the value of
∫ t1
t0
v(s, ω)dW (s, ω) depends
on the partion of [0, t]. There are two well-know approaches for this: the ap-
proach by Ito and the approach by Stratonovich, both leading to different
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stochastic integrals and to stochastic differential equations with slightly dif-
ferent properties. Here, the approach by Ito is adopted, because it is more
general.
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Appendix B
Numerical solution of the PIDE
in 1D with the finite-element
method
Consider equation (4.11) in one dimension, on a finite domain [0, L] with
L ∈ R≥0 and periodic boundary conditions
∂
∂t
〈ρ(x, t)〉 = D
b
∆〈ρ(x, t)〉− (B.1)
− 2βD
b− 1
∫ L
0
〈ρ(x, t)〉 ∂
∂x′
〈ρ(x′, t)〉 f(x′, x) + 〈ρ(x′, t)〉 ∂
∂x
〈ρ(x, t)〉 f(x′, x)dx′.
However, even for relatively simple examples analytical solutions for equa-
tion (B.1) usually can not be obtained. Therefore, numerical methods have
to be applied to construct approximate solutions. Here, the finite-element
method (FEM) will be applied, for a general overview of FEM see for exam-
ple (Zienkiewicz et al., 2005). Finite-element methods where chosen because
of their flexibility and good numerical properties.
First, introduce test functions φ(x) ∈ H1([0, L]), where H1([0, L]) is the
Sobolev space of L2-functions on the interval [0, L] whose weak first deriva-
tive is also an L2 function, i.e. H1([0, L]) = {φ(x) ∈ L2([0, L])|Dφ(x) ∈
L2([0, L])}. Here, L2([0, L]) denotes the space of real-valued, square-integrable
functions on [0, L], i.e. f ∈ L2([0, L]) is equivalent to ∫ L
0
|f(x)|2dx < ∞.
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Weak derivatives are defined as follows. A function w(x) is the weak deriva-
tive of φ(x) if it fulfills
∫ L
0
φ(x) ∂
∂x
ψ(x)dx = − ∫ L
0
w(x)ψ(x)dx, for all ψ(x) ∈
C∞0 ([0, L]) where C
∞
0 ([0, L]) is the set of smooth functions on [0, L] with
ψ(0) = ψ(L) = 0. The weak derivative of φ(x) is denoted by Dφ(x) := w(x).
The weak formulation of equation (B.1) is obtained by multiplying both sides
with an arbitrary test function φ(x) ∈ H1([0, L]) and integrating over [0, L].
With partial integration the second derivative becomes∫ L
0
∂2
∂x2
〈ρ(x, t)〉φ(x)dx = −
∫ L
0
∂
∂x
〈ρ(x, t)〉 ∂
∂x
φ(x)dx
and the weak formulation of (B.1) reads
∂
∂t
∫ L
0
〈ρ(x, t)〉φ(x)dx =− D
b
∫ L
0
∂
∂x
〈ρ(x, t)〉 ∂
∂x
φ(x)dx
− 2β D
b− 1
∫ L
0
∫ L
0
〈ρ(x, t)〉 ∂
∂x′
〈ρ(x′, t)〉 f(x′, x)dx′φ(x)dx
− 2β D
b− 1
∫ L
0
∫ L
0
〈ρ(x′, t)〉 ∂
∂x
〈ρ(x, t)〉 f(x′, x)dx′φ(x)dx
The above equation is discretized by restricting the test functions to a finite
subset VH of H
1([0, L]) and replacing 〈ρ(x, t)〉 by 〈ρH(x, t)〉, which is given
by
〈ρH(x, t)〉 =
N∑
j=0
ρj(t)φj(x),
with φj(x) ∈ VH . This yields for the left-hand side for any test functions
φi ∈ VH
∂
∂t
∫ L
0
〈ρH(x, t)〉φi(x)dx = ∂
∂t
∫ L
0
N∑
j=0
ρj(t)φj(x)φi(x)dx,
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for the integral in the diffusion term
∫ L
0
∂
∂x
〈ρH(x, t)〉 ∂
∂x
φi(x)dx =
∫ L
0
∂
∂x
N∑
j=0
ρj(t)φj(x)
∂
∂x
φi(x)dx
=
N∑
j=0
ρj(t)
∫ L
0
∂
∂x
φj(x)
∂
∂x
φi(x)dx
and for the other integrals∫ L
0
∫ L
0
〈ρH(x, t)〉 ∂
∂x′
〈ρH(x′, t)〉 f(x′, x)dx′φi(x)dx =∫ L
0
∫ L
0
N∑
l=0
ρl(t)φl(x)
∂
∂x′
N∑
j=0
ρj(t)φj(x
′)f(x′, x)dx′φi(x)dx =
N∑
l,j=0
ρl(t)ρj(t)
∫ L
0
∫ L
0
φl(x)
∂
∂x′
(
φj(x
′)f(x′, x)
)
dx′φi(x)dx =
N∑
l,j=0
ρl(t)ρj(t)
∫ L
0
∫ L
0
φl(x)
(
f(x′, x)
∂
∂x′
φj(x
′) + φj(x′)
∂
∂x′
f(x′, x)
)
dx′φi(x)dx
and∫ L
0
∫ L
0
〈ρH(x′, t)〉 ∂
∂x
〈ρH(x, t)〉 f(x′, x)dx′φi(x)dx =
N∑
l,j=0
ρl(t)ρj(t)
∫ L
0
∫ L
0
φj(x
′)
∂
∂x
(
φl(x)f(x
′, x)
)
dx′φi(x)dx =
N∑
l,j=0
ρl(t)ρj(t)
∫ L
0
∫ L
0
φj(x
′)
(
f(x′, x)
∂
∂x
φl(x) + φl(x)
∂
∂x
f(x′, x)
)
dx′φi(x)dx.
Combining the above terms yields the system of ordinary differential equa-
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tions (ODEs)
∂
∂t
N∑
j=0
ρj(t)
∫ L
0
φj(x)φi(x)dx = −D
b
N∑
j=0
ρj(t)
∫ L
0
∂
∂x
φj(x)
∂
∂x
φi(x)dx−
− 2βD
b− 1
N∑
l,j=0
ρl(t)ρj(t)
∫ L
0
∫ L
0
φl(x)
(
f(x′, x)
∂
∂x′
φj(x
′) + φj(x′)
∂
∂x′
f(x′, x)
)
dx′φi(x)dx
− 2βD
b− 1
N∑
l,j=0
ρl(t)ρj(t)
∫ L
0
∫ L
0
φj(x
′)
(
f(x′, x)
∂
∂x
φl(x) + φl(x)
∂
∂x
f(x′, x)
)
dx′φi(x)dx,
(B.2)
with i = 0, . . . , N − 1. Here, linear basis functions φi(x) are sufficient. Par-
tition the interval [0, L] into N parts given by 0 = x0 < x1 < . . . < xN−1 <
xN = L and define φi(x), i = 1, . . . , N − 1 by
φi(x) =

x−xi−1
xi−xi−1 : x ∈ [xi−1, xi]
xi+1−x
xi+1−xi : x ∈ [xi, xi+1]
0 : else
and define φ0(x)
φ0(x) =

x−xN−1
xN−xN−1 : x ∈ [xN−1, xN ]
x1−x
x1−x0 : x ∈ [x0, x1]
0 : else
this choice for φi(x) enforces periodic boundary conditions. The weak deriva-
tives ∂
∂x
φi(x) are
∂
∂x
φi(x) =

1 : x ∈ [xi−1, xi]
−1 : x ∈ [xi, xi+1]
0 : else
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and ∂
∂x
φ0(x) is
∂
∂x
φ0(x) =

1 : x ∈ [xN−1, xN ]
−1 : x ∈ [x0, x1]
0 : else
The thus defined basis functions φi(x) yield
∫ L
0
φj(x)φi(x)dx =
1
6

2(xi+1 − xi−1) : i = j
xi+1 − xi : i = j + 1
xi − xi−1 : i = j − 1
0 : else
and
∫ L
0
∂
∂x
φj(x)
∂
∂x
φi(x)dx =

xi+1 − xi−1 : i = j
−(xi+1 − xi) : i = j + 1
−(xi − xi−1) : i = j − 1
0 : else
Applying an equidistant space discretization with width h ∈ R>0 to the ODE
system (B.2) yields
M
∂
∂t
ρH(t) =
D
b
AρH(t)− 2βD
b− 1I(t, ρH(t)), (B.3)
with ρH(t) = (ρj(t))j=0,...,N−1. The matrices M = (Mi,j)i,j=0,...,N−1 and A =
(Ai,j)i,j=0,...,N−1 are given by
M =
h
6

4 1 0 0 . . . 1
1 4 1 0 . . . 0
0 1 4 1 . . . 0
...
. . .
...
0 . . . 0 1 4 1
1 . . . 0 0 1 4

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and by
A = h

2 −1 0 0 . . . −1
−1 2 −1 0 . . . 0
0 −1 2 −1 . . . 0
...
. . .
...
0 . . . 0 −1 2 −1
−1 . . . 0 0 −1 2

The term I(t, ρH(t)) = (Ii(t, ρH(t)))i=0,...,N−1 is
Ii(t, ρ(t)) =
∫ L
0
ρH(t)F (x)ρH(t)φi(x)dx,
with Fj,l(x
′, x) given by
Fj,l(x) =
∫ L
0
φl(x)
(
f(x′, x)
∂
∂x′
φj(x
′) + φj(x′)
∂
∂x′
f(x′, x)
)
+φj(x
′)
(
f(x′, x)
∂
∂x
φl(x) + φl(x)
∂
∂x
f(x′, x)
)
dx′.
Here, the system (B.3) is then time-discretized with the implicit Euler method
and the resulting non-linear system is solved with the Newton-Raphson
method. Simpson’s rule is used for the numerical calculation of the inte-
grals.
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