I. INTRODUCTION
T HE MECHANICAL and optical characteristics of a 1-mm PolyMethilMetaAcrilate step-index polymer optical fiber (PMMA-SI-POF), such as stress resilience, low bending radius, low bending losses, ease of connection and installation, which are all due to the large fiber core and high numerical aperture (NA), would make this type of fiber an ideal candidate for low-cost connection in a wide area of short-and medium-reach applications. All of these mechanical advantages are coupled with two main drawbacks: high attenuation and strong multimodality [1] . These two characteristics have so far limited the use of PMMA-SI-POF in short-reach and low-bitrate applications (typically less than 100 Mb/s and less than 100 m). In fact, today, the automotive sector is the market in which POF is most widely used: More than eight million cars use this fiber for their infotainment network [2] , [3] . However, PMMA-SI-POF has been proposed for other areas, such as inhouse and in-building networks, and edge networks, i.e., the very last part of access networks [7] .
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Digital Object Identifier 10.1109/JLT. 2006.884566 are able to reach 200 m at 10 Mb/s or 100 m at 100 Mb/s [6] . An interesting field of research for POF today is also the IEEE 1394 S200-S400 Firewire standard [16] over distances of up to 50 m. The focus of this paper is the experimental demonstration of a PMMA-SI-POF media converter for fully compliant 10-Mb/s Ethernet transmission over an extended distance, covering more than 400 m with a suitable system margin. Besides being, to the best of our knowledge, a record transmission result on this type of fiber, we believe that this extended reach can encourage the use of PMMA-SI-POF in new areas, such as data transfer in large industrial environments, in-house and in-building networks, aircrafts/ships cabling, and edge networks. For instance, the target specifications for the system we projected and hereafter will describe have been given us by the main Italian fiber-to-the-home (FTTH) operator. They are currently using an access architecture where the edge part toward the final user is based on 10-Mb/s optical Ethernet links over multimode glass fibers, and from the statistics of their current subscribers, it emerges that 90% of their edge links from the shared switch in the building basement toward the apartments are within a fiber length of 400 m. In this scenario, ease of installation is key; thus, a large-core POF may attract significant interest. In fact, the same FTTH operator previously mentioned estimates that no more than two customer connections a day can be activated by an average installer team because of difficulties in handling glass fibers in household environments. Details on the potential use of our media converter in this scenario were given in [15] .
The main goal of this paper is to demonstrate that large-core PMMA-SI-POF can actually be used over a significantly longer distance than what it is commonly perceived. While this paper focuses on a relatively low bit rate of 10 Mb/s, we mention that our team is currently coordinating a new European research project called "POF-ALL" [17] , where an upgrade of the ideas presented in this paper to 100 Mb/s (and even 1 Gb/s over a shorter distance) will be investigated from both technical and application points of view.
The media converter presented in this paper is based on a proprietary transmission protocol using nonreturn to zero (NRZ) continuous transmission [12] , 8B/10B [4] , and Reed-Solomon (RS) forward error correction (FEC) [8] coding and highperformance clock and data recovery. The protocol is demonstrated on a commercial field-programmable gate array (FPGA) board. The developed high-performance transmission protocol, together with careful selection of commercial optoelectronic components, allows error-free transmission over a distance of 425 m. This paper reports the physical-layer techniques that have been introduced in order to achieve this record distance, and it is organized as follows: In Section II, an experimental analysis of the physical limitations in the attenuation and bandwidth imposed by the transmission channel, which includes the PMMA-SI-POF and the transmission/receive optoelectronic components, is presented. This is followed in Section III by a functional description of the proprietary transmission protocol. The system characteristics are shown in Section IV by a set of experimental measurements. In Section V, we analyze the temperature stability of the proposed systems in order to address the often-cited concern about the temperature resilience of PMMA-SI-POF links. Finally, the obtained results are discussed in Section VI.
II. TRANSMISSION CHANNEL CONSTRAINTS
The two main limitations of PMMA-SI-POF links are low bandwidth and high attenuation [1] . Concerning bandwidth, all measurements available in the literature are, to the best of our knowledge, limited to 150-200 m, with a typical reported value of 30 MHz · 100 m for high-NA PMMA-SI-POF [1] , [5] , [10] . In Fig. 1 , we present, for the first time to our knowledge, bandwidth measurements of the PMMA-SI-POF for distances greater than 200 m and up to 400 m, with the latter value being the reference target distance for our system. All measurements were done using a commercial 1-mm PMMA-SI-POF fiber (provided by Luceat S.p.A) with an NA of about 0.46. For our 400-m target reach, the figure shows that a 3-dB bandwidth of about 9 MHz is available for a 400-m link. This bandwidth poses a very severe limitation for standard 10-Mb/s Ethernet transmission. In fact, the use of Manchester coding [13] required by the standard asks for an available bandwidth close to twice the actual bit rate, i.e., an available bandwidth close to 20 MHz. This explains why in our proprietary protocol, which will be explained later, it was mandatory to change the line code from Manchester to a combination of NRZ and 8B/10B in order to overcome bandwidth limitation while still keeping high transition density and dc balancing. Alongside the bandwidth problem, standard PMMA-SI-POF exhibits an attenuation of the order of 0.15 dB/m in the typically used red wavelength region (650 nm) [1] . This high attenuation makes transmission over our 400-m target distance impossible since it would ask for more than the 60-dB power budget. We thus opted for green wavelength transmission (520 nm) [7] , where PMMA shows an attenuation minimum of the order of 0.08 dB/m. With this attenuation, we get a more reasonable link total attenuation of approximately 35 dB for our target distance, including one to two connectors. Considering at least a 3-dB system margin, our system should tolerate a fairly high 38-dB power budget, which requires an optimization in the transmitter and receiver design in terms of average launched power and sensitivity. It also explains why FEC coding was introduced in our protocol.
Regarding the optoelectronic part, the proposed system is based on commercial components, i.e., a green LED (Die-Mount) and a photodiode-transimpedance amplifier (Hamamatsu S6468-02). The −3-dB bandwidth is 35 MHz for the LED (with an optimal driving current) and 25.8 MHz for the photodiode-transimpedance amplifier, while the LED-launched average power is about +1 dBm. The combination of the two optoelectronic elements gives an equivalent cutoff frequency of about 20 MHz, a value that, being significantly higher than the 9 MHz offered by the 400-m POF, does not limit significantly the global available bandwidth.
In conclusion, the proposed 400-m system is bandwidth limited mainly by the fiber, with a global available bandwidth of 9 MHz, and should cope with at least 35 dB of link attenuation and thus, typically, a 38-dB power budget.
III. MEDIA CONVERTER SYSTEM DESCRIPTION
The media converter is based on two parts, as shown in Fig. 2: 1) an optoelectronic part that interfaces with the POF (indicated as POF-PHY in the figure, indicating with this the "physical" optoelectronic part of the system) and 2) the logical core of the converter, which implements the proprietary protocol. This second part was implemented on a commercial FPGA development board (XILINX Spartan-3). Our protocol performs a conversion of the incoming Ethernet frames to a new framing model based on the RS-FEC block. This structure has been designed with the following target in mind: improve the physical-layertransmission performance with respect to standard Ethernet while keeping the digital complexity at a reasonable level by developing an algorithm that can be easily implemented in digital electronics. The key idea is to map the incoming traffic into a synchronous and continuous transmission based on 8B/10B and RS-FEC. We opted for a transmission framing that coincides with a FEC block.
We will describe here each functional element reported in Fig. 2 , logically following the signal path from the electrical Ethernet input to the POF at the transmitter side and then in the reverse order at the receiver side.
1) 10BASET-PHY:
Via a commercial Ethernet PHY chip, which handles the full set of Ethernet physical-layer specification, the Manchester encoded signal is passed to the algorithm core by means of a media independent interface. 2) Rate adaptation: We decided to force a strictly continuous bit transfer over the PMMA-SI-POF to allow good optimization of clock and data recovery at the receiver side. To this end, due to the fact that the input Ethernet traffic is intrinsically bursty, the rate-adaptation unit inserts properly coded "idle" words in the absence of incoming Ethernet data in order to guarantee a continuous output data stream. 3) DC balancing: As most optoelectronic transmission systems, our optoelectronic system is ac coupled (i.e., with a zero in the receiver at null frequency) with a low cutoff frequency of about 30 kHz. At the bit rate of our systems (approximately 10 Mb/s), this cut would generate significant baseline wander effects [14] using standard NRZ, unless some proper countermeasure is taken. We thus decided to use 8B/10B line coding [4] that, besides assuring a good dc balanced signal, eases clock recovery because of high transition density. Moreover, 8B/10B adds monitoring features, due to the availability of reserved control words (called K-characters in the 8B/10B standard). In our protocol, we have used a subset of the K-characters for implementing a dedicated framing. In particular, a "frame" in our protocol coincides with a FEC block (will be discussed later in the text) and is delimited by four K28.5 characters that act as an "attached sync mark (ASM)." Moreover, we have used K27.7 and K23.7 K-characters [4] for implementing the previously mentioned rate adaptation by using these two characters as "idle" words. As a result of what has been described until now, the Ethernet input data are mapped on a new framing structure. The use of 8B/10B comes, anyway, together with the well-known 25% overhead. We observe that this 25% overhead is much smaller than the 100% bandwidth overhead required by conventional Manchester encoding. 4) FEC: In order to increase overall system sensitivity, our protocol uses RS FEC [5] to increase the power budget.
To match the 10-bit words at the output of the 8B/10B coder, the chosen RS FEC code was an RS(1023 959), which directly handles 10-bit words. This code has the capability to correct up to 32 10-bit words in a 1023-word block; it gives a quasi-error-free operation (BER < 10 −12 ) for an input BER < 10 −3 ; to achieve this result, 64 redundant words are added to each 959 input data word, given an overhead of 6.67%. Since all data are arranged in bytes before the 8B/10B block and in 10-bit words after it, they are processed in a parallel way by the logical core. Data parallelization helps in achieving the required speed rate by using low-cost digital electronics. As shown in Fig. 2 , the FEC block is directly followed by a serializer with interfaces directly with the POF physical interface, i.e., with the optoelectronics by a continuous NRZ binary stream. Taking into account the overhead introduced by 8B/10B, FEC, and ASM, the resulting line bit rate is 13.64 Mb/s. This rate is compatible with the 9-MHz available bandwidth for the target 400-m PMMA-SI-POF system without requiring special compensation techniques, such as adaptive equalization. 5) Optoelectronic transceiver: It is composed by a LED working in the green region of the visible spectrum, as mentioned at the beginning of Section II, and a photodiode with an integrated transimpedance amplifier at the receiver side. Serial data from the logical core are transferred to the LED by means of a commercial LED driver (Microlinear ML4632), while the received data are quantized by a digital comparator (Microlinear ML4622) before it is transmitted back to the logical core. 6) Data recovery: At the receiver side, before carrying out all the previously described processes in inverse order, a fully digital data recovery algorithm is implemented. We used a modified version of the data recovery oversampling technique described in [9] and long-term phase-locked-loop-like averaging in the clock recovery to minimize jitter in the sampling point in the middle of each received bit. Without going into its details, we only mention that the implemented data recovery algorithm allows to reach a sensitivity limit that is very close to the theoretical value, which can be estimated by considering the transimpedance amplifier as the limiting noise source. The obtained high-performance levels, as will be explained in the next section, would be impossible without an optimized data recovery algorithm, which in turn requires a transmitter that forces continuous transmission (due to the rate-adaptation functionality) and high transition density (due to the 8B/10B standard).
After recovery, the data are deserialized in order to be fast processed in a parallel format by the FEC and the 8B/10B decoder. Moreover, the original Ethernet traffic, including the proper time gap between frames, is reassembled using the rateadaptation unit, which removes idle words.
IV. SYSTEM PERFORMANCE The described system implements a fully compliant 10-Mb/s Ethernet full-duplex link. In this section, we report its characterization in terms of BER performance. Fig. 3 shows pre-FEC BER versus received power plots for two different link configurations: 1) back-to-back and 2) after 300 m of PMMA-SI-POF. Considering that the used FEC starts to fail for a pre-FEC BER of about 10 −3 , the figure shows that the resulting global receiver sensitivity is about −37 dBm of the incoming power at the receiver side. Given an average transmitted power of 1 dBm for the used green LED, the resulting power margin is 38 dB, which is a value that allows a 400-m link including one to two connectors and a 3-dB system margin, as explained in Section II. The figure also shows that fiber-related impairments are small. In fact, for BER = 10 −8 , the figure evidences a 0.5-dB power penalty when 300 m of fiber is used (with respect to the back-to-back case). The power penalty gets even smaller for higher BER values, demonstrating that the intersymbol interference introduced by multimodal dispersion at the operating bit rate is very low. Fig. 4 shows the eye diagram obtained after 300-and 400-m fiber spans. In both cases and in particular in the latter case, even though the eye is quite degraded, the receiver setup still gives an error-free condition, due to optimized clock and data recovery, and FEC coding.
Finally, several long-term measurements have been carried out over a record distance of 425 m, which turns out to be our system's ultimate limit. Fig. 5 shows the result of this test by reporting, as a histogram, the probability density function of the obtained BER after a continuous 105-day measurement. Reminding that the selected RS-FEC fails when there are more than 32 erroneous words per 1023-word block, which is a situation that corresponds to a BER of approximately 10 −3 , the graph shows that this threshold value was never reached, demonstrating that no errors after FEC have been observed in 105 days over 425 m.
All the previously presented results have been obtained, feeding the system with either a continuous DVD quality video stream running between two PCs or real traffic coming from an FTTH connection from an Italian operator. The used fibers are part of a real POF LAN test bed, i.e., they are deployed in the same ducts used in our premises for the standard LAN cabling.
V. TEMPERATURE CHARACTERIZATION
One of the issues that often arise when using PMMA-SI-POF in the green window is the fiber thermal behavior [11] . Thus, we have tested our system characteristics under severe temperature variations. In particular, thermal stability measurements have been carried out by inserting the fiber spool in a climatic chamber. We focus on a thermal cycle that is repeated every 12 h. Each cycle starts with 3 h at a constant temperature of 80
• C, followed by a 3-h falling edge toward the next tem- • C. The result of a 100-h measurement over 300-m PMMA-SI-POF is shown in Fig. 6 by reporting the resulting received power. The figure also shows the measured BER, which was forced to 10 −7 at room temperature in order to be measurable during the test by adding an attenuator at the output of the 300-m fiber. The resulting power variation during the test was smaller than 2 dB, and the resulting BER swing was from 8 · 10 −4 to 9 · 10 −8 . These results, although not exhaustive yet, show that the system may tolerate temperature variation that is much higher than that found in most environments, particularly in in-building installations.
VI. CONCLUSION
This paper constitutes a proof of concept of the usage of PMMA-SI-POF not only in short-reach applications below 100 m but also in extended-reach applications above 400 m by demonstrating a fully compliant 10-Mb/s Ethernet to a PMMA-SI-POF media converter. The proprietary protocol has been implemented on a commercial FPGA, and the full system is shown in Fig. 7 . Besides edge networks, our system may find application in other niche sectors, such as any industrial-like environment where the data rate to be transmitted is not very high but where harsh environmental conditions (dust, EMI interference, etc.) make the use of other transmission media difficult or even impossible.
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