Identifying significant changes across lake ecosystems is important for understanding impacts of global environmental change. Synthesizing data on lake warming trends is challenging because individual lake datasets differ in the: (1) length of the time series available for analysis and (2) frequency of data collection (e.g., daily vs. monthly observations). This study aimed to address how dataset length, frequency of data collection, and strength of temperature trends could impact both the accuracy of summer surface-water temperature trends and their statistical significance. Using Monte Carlo simulations, we found that accuracy in trend estimates and the ability to recover statistically significant trends were both directly related to trend strength, dataset length, and sampling frequency. To consistently retrieve statistically significant trend estimates that deviated < 25% from the true values, 30-yr datasets with high warming rates ( 0.758C decade 21 ) were required. These findings have important implications for efforts to analyze lake temperature trends, as the characteristics of many existing datasets fall within a range where our simulations predict low accuracy in trend estimates as well as a low probability of achieving statistical significance. Longer datasets are needed to accurately estimate warming trends and evaluate drivers of lake surface-temperature changes, highlighting the need to support existing long-term monitoring projects occurring across the globe, and to encourage updates to remotely sensed lake temperature datasets.
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Long-term data provide critical insights into global environmental change and facilitate prediction of ecosystem shifts likely to occur under ongoing climate change and other anthropogenic stressors. Fortunately, established environmental research and monitoring programs have enabled global analyses of long-term ecological data in recent years (e.g., Schneider and Hook 2010; Aronson et al. 2014; O'Reilly et al. 2015; van Katwijk et al. 2016) . However, even the highest quality datasets often have attributes that can limit the accuracy of trend estimates and affect the statistical significance of those trends. For example, programs that monitor water temperature in lakes rely on either manual measurements or semi-permanent sensors, which can vary in the length and frequency of data collection (Sharma et al. 2015) . Some lakes are monitored continuously with sensors attached to buoys (e.g., Great Lakes data from the National Data Buoy Center), while other datasets consist of measurements collected at intervals ranging from weekly to monthly (e.g., Hampton et al. 2008) . Even satellite-based datasets may differ in the frequency of data collection owing to periodic cloud cover that hampers the retrieval of temperature observations (Aires et al. 2004; Schneider and Hook 2010; Kilibarda et al. 2014) . The length of available datasets can also be an issue when examining temperature trends. Some sampling programs have recorded lake surface temperatures for more than 60 yr (Livingstone and Dokulil 2001; Dokulil 2014) , while many others have less than 10 yr of available data (Sharma et al. 2015) . The large amount of variation in the resolution and length of temperature datasets can make the detection of trends challenging.
The detection of linear trends in environmental data is a well-studied problem (Tiao et al. 1990; Weatherhead et al. 1998) . The ability to detect trends in a time series can be affected by the magnitude of the trend to be detected, as well as the time span of available data (Tiao et al. 1990 ). An additional complication for time series data can be temporal autocorrelation in the noise or random component of the time series (Tiao et al. 1990; Weatherhead et al. 1998) . For time series without temporal autocorrelation, the length of a time series needed to detect a given trend is dependent on variation in the noise or random component of the series (Weatherhead et al. 1998 ). However, many environmental time series exhibit temporal autocorrelation, such that a lower/higher than normal value on one day is followed by a lower/higher value on the following day (Weatherhead et al. 1998) . For time series that exhibit temporal autocorrelation, the length of the time series needed to detect a trend will depend not only on the variability of the noise, but also on the autocorrelation structure of the random component (Tiao et al. 1990 ). Lake temperature observations collected at short intervals (daily or weekly) tend to exhibit temporal autocorrelation (Lewis 1983; Coats et al. 2006) , suggesting that variability and autocorrelation in the noise process needs to be considered when attempting to detect long-term trends.
Another challenge when estimating long-term trends is dealing with missing data. Missing observations in a dataset is a common challenge faced in many fields of environmental science (Gnauck 2004; Plaia and Bond ı 2006; Sorjamaa et al. 2010; Hartmann et al. 2013; Lovejoy 2017) . Limnologists are often forced to address gaps in time series in order to obtain estimates of surface-water trends and to facilitate valid comparisons of trends among lakes. There are many ways to handle missing data in a time series (Gnauck 2004; Fung 2006 ), but the most common methods for temporal temperature data collected at a single point location are various types of interpolation and locally weighted scatterplot smoothing (LOWESS) (Schneider et al. 2009; Trouet et al. 2013; Sharma et al. 2015; Jasi nski 2016) . Interpolation methods allow for estimates of missing values if measurements are available on either side of the gap. The simplest typelinear interpolation-is simply a straight-line connection between two data points, while more complicated methods such as cubic spline interpolation, rely on algorithms to construct polynomial functions with a smooth fit to the data (Chambers and Hastie 1992) . LOWESS is a popular nonparametric regression technique that uses a complex algorithm to fit a smooth line describing the relationship between x and y (Cleveland 1979) . The choice of interpolation or smoothing algorithm used to handle missing data can be influenced by a desire for simplicity (e.g., Sharma et al. 2015 used linear interpolation) or by a desire to closely match the curved sinusoidal shape of the annual temperature cycle (e.g., Schneider and Hook (2010) used LOWESS).
Maturation of many limnological datasets worldwide now gives us an opportunity to better understand how data inconsistencies and natural variability complicate detection of trends in real data. Using a large compilation of lake datasets Sharma et al. (2015) and O'Reilly et al. (2015) recognized that a low sampling frequency, coupled with a linear interpolation technique for data processing, could result in minor, but consistent underestimates of average summer lake surface-water temperatures. Less understood is how specific attributes of lake temperature datasets, such as data gaps and short observation periods, could impact trend estimates. In this study, we use simulated temperature datasets and Monte Carlo analyses to examine how dataset length and the frequency of temperature observations influences trend estimates. We discuss our conclusions in the context of the global lake database collected by Sharma et al. (2015) to examine how structural variation in available datasets may influence results and interpretation, particularly with respect to O'Reilly et al. (2015) , which ultimately may have underestimated the number of lakes experiencing warming. Although we focus on water temperatures, our findings have implications for any study that examines trends in oscillatory phenomena, such as annual cycles in air temperature, stream flow, ice phenology, and lake productivity. , and lengths of 10 yr, 20 yr, or 30 yr. The range of warming rates and length of time series were based on datasets available in Sharma et al. (2015) . Each time series of temperature observations was created according to
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where T represents temperature, a is the temperature trend per day, and t is time in days. The simulated datasets were made more realistic by adding temporally autocorrelated random noise to daily temperature observations. To determine a realistic level of noise to add to our simulated data, we examined long-term daily lake temperature datasets from Lake Vattern, Sweden and Lake Tahoe, Nevada, United States. Datasets from these two lakes were chosen because they had a high temporal resolution and very little missing data. The time series for each of these lakes was decomposed into seasonal, trend, and random components using moving averages as implemented in the decompose function in the R Statistics package (R Core Team 2018). We then calculated the variance of the random component as an estimate of the amount of noise we needed to add to our simulated datasets. In addition to matching the magnitude of random noise from real datasets, we also processed our simulated data in order to match the autocorrelation structure of temperature data from real lakes. First, we examined the structure of the autocorrelation through time for Vattern and Tahoe by estimating the autocorrelation function using the acf function in R (Supporting Information Fig. S1 ). To generate the correct amount of noise for our simulated temperature data, we then produced a list of random normal deviates that matched the length of the time series and the magnitude of the variance in the random component of Vattern and Tahoe. Next, the random deviates were passed through a linear filter with a vector of filter coefficients that allowed us to closely match the autocorrelation structure found in Vattern and Tahoe (R code in Supporting Information). An example of a simulated dataset is shown in Fig. 1 .
Simulating different sampling frequencies
Following past studies, we used temperature observations during July, August, and September to represent summer temperatures (Schneider and Hook 2010; O'Reilly et al. 2015; Sharma et al. 2015) . Temperature observations collected throughout these months were used to estimate mean annual summer temperatures. Estimates of long-term temperature trends were made based on a time series of resulting annual summer temperature values through time. If a dataset of temperature observations had missing observations for any days during July, August, or September, we considered these to be "gaps" in the temperature record.
To examine how gaps in the temperature record for a lake can influence the accuracy of long-term trend estimates, we ran Monte Carlo simulations in the R programming language. Monte Carlo simulations are a class of analyses that rely on repeated random sampling in order to solve a deterministic problem (Manly 2007) . Simulations were conducted for two scenarios: (1) Temperature data were collected at regularly spaced temporal intervals (e.g., weekly); (2) Temperature data were collected at irregular intervals. For simulations with regularly spaced sampling intervals, we examined weekly, biweekly, and monthly sampling intervals. For simulations with irregularly spaced observations, 4 d, 7 d, 13 d, or 20 d were selected at random during July, August, and September. To calculate mean summer temperatures, low frequency data were interpolated to daily temperature observations and then the mean of those observations was calculated (Sharma et al. 2015) . For comparison, we used two common methods of interpolation: linear and cubic spline. LOWESS was also used as an interpolation technique, but provided similar results to cubic spline interpolation, and so was omitted from this manuscript. Trends in summer water temperatures were then estimated using both leastsquares linear regression and Sen's slope with the MannKendall trend test for significance. Sen's slope is a nonparametric method commonly used for examining trends in environmental data (Sen 1968; Gilbert 1987) . It is calculated as the median slope of all pairwise relationships in a dataset, and is therefore more resistant to outliers in the data (Gilbert 1987) . The Mann-Kendall trend test is a nonparametric method that evaluates if there is a monotonic trend in the dataset (Mann 1945; Kendall 1970) .
Each temporal sampling interval and dataset length (10 yr, 20 yr, or 30 yr) combination was simulated 10,000 times. Trends calculated from the simulations were then compared with those that were imposed on the simulated data and trend accuracy was calculated according to:
Trend accuracy % difference from true trend ð Þ 5 jCalculated trend2Imposed trendj Imposed trend 3100
For each sampling frequency by dataset length combination, the proportion of significant trend tests out of 10,000 was also recorded (i.e., p values < 0.05). For trend estimates with Sen's Slope, the p value was based on the Mann-Kendall trend test as implemented in the wq package in R (Jassby and Cloern 2016) . A summary of the eight different simulations based on sample spacing, interpolation type, and trend estimation type can be found in Table 1 .
Simulations with no trend
Differentiating lakes with weak trends from those that show no change in surface temperatures over time is particularly important for making generalizations about the impacts of climate change on lakes. Using the methods described above, we generated simulated datasets of 10 yr, 20 yr, 30 yr, 40 yr, and 50 yr with no trend. The length of time chosen for these simulations is longer than our simulations using datasets with trends (50 yr vs. 30 yr) because we wanted trend accuracy to reach an asymptote, allowing for an assessment of the minimum length of a time series needed to maximize accuracy in trend estimates. For these simulations, linear interpolation was used to fill data gaps and linear regression was used for trend estimation. As above, a realistic level of autocorrelated noise was added to the simulated datasets. For these simulations, trend accuracy was calculated as the mean difference in degrees Celsius from the true trend. Note that given a a value set at 0.05, we would expect 5% of the simulations with no trend to produce a statistically significant p value by chance (i.e., Type I error).
Results
The accuracy of estimated summer temperature trends was influenced by dataset length, trend strength, sampling frequency, and whether data were collected at regular or irregular intervals (Figs. 2 and 3) . Simulations that produced the highest accuracy were those using 30-yr datasets with warming rates of 0.758C or 1.08C per decade, and were based on weekly observations collected at regular sampling intervals (Fig. 2) . Conversely, accuracy was lowest in simulations with short time series (10 yr), low warming rates (0.258C or 0.58C per decade), and four samples per summer collected at irregular sampling intervals (Fig. 3) .
Regularly spaced data
For datasets with our lowest warming rate of 0.258C decade 21 , all models deviated by > 25% from the true trends, even with 30 yr of data consisting of weekly observations. However, with trends 0.758C decade
21
, datasets of 30 yr were adequate for producing trend estimates that deviated 25% from the true trends (Fig. 2) . To consistently produce estimates with 25% difference from the true trend for shorter time series (20 yr), trends 0.758C decade 21 were needed. The use of cubic spline interpolation to fill data gaps resulted in slightly higher accuracy in trend estimates compared with linear interpolation (Fig. 2) . The difference in trend accuracy between cubic spline and linear interpolation was < 1% for 30-yr datasets sampled weekly, but as high as 66% for 10-yr datasets with monthly sampling intervals (Fig. 2) .
Irregularly spaced data
For datasets with the lowest warming rate (0.258C decade
21
), all models produced trend estimates that deviated > 25% from the true trends, even with 30 yr of data consisting of 20 measurements each summer. However, with trends 0.758C decade
, datasets of 30 yr were adequate for producing trend estimates that differed 25% from the true trends (Fig. 2) . To consistently produce estimates with 25% difference from the true trend for shorter time series (20 yr), only trends of 1.08C decade 21 sufficed. For shorter datasets, and those with weak trends, cubic spline interpolation resulted in less accurate trend estimates compared with linear interpolation when only four samples were collected per summer (Fig. 2) . When greater than four samples were collected per summer, cubic spline interpolation resulted in a slight increase in accuracy of trend estimates (Fig. 2) . The difference in trend accuracy between cubic spline and linear interpolation was < 1% for 30-yr datasets sampled weekly, but as high as 45% for 10-yr datasets with monthly sampling intervals (Fig. 2) .
Simulations with no trend
Simulations with short datasets containing no trend produced trend estimates that differed significantly from zero (Fig. 4) . The mean trend accuracy is represented by the mean Fig. 2 . Difference between mean values for trend estimates during simulations and the true trend imposed on the data for temperature data collected at regularly spaced time intervals (weekly, biweekly, monthly). Numbers across the top facets indicate the temperature trends (8C decade 21 ) imposed on the simulated datasets, while those on the right of the figure indicate the length of the data series in years. CS, cubic spline interpolation of temperature data; LI, linear interpolation of temperature data; LR, linear regression for trend estimation; SS, Sen's slope for estimating trends. Error bars represent standard error of the mean.
difference from the true trend, which decreased asymptotically with the length of the time series (Fig. 4) .
Statistical significance
The proportion of bootstrap simulations that returned significant trends (p < 0.05) was impacted by dataset length, trend strength, sampling frequency, and whether data were collected at regular or irregular intervals (Figs. 5 and 6 ). Only datasets with trends 0.758C decade 21 and time series of 30 yr consistently produced significant trends (Figs. 5 and 6). For irregularly spaced observations, datasets with a high sampling frequency (e.g., 13 or 20 samples per summer) produced a higher proportion of significant p values than those with low sampling frequencies (four or seven samples per summer; Fig. 6 ).
Discussion
The length of a temperature dataset and the frequency of data collection had a meaningful impact on our ability to recover accurate warming trends from simulated datasets. Our results suggest that analyses with time series > 30 yr in duration led to the best estimates of warming trends and allowed for statistical tests with the lowest probability of committing a type II error. The frequency of temperature observations was also important for short time series (10 yr), especially if the observations were irregularly spaced (Fig. 3) . These results have important implications for studies aiming to examine global patterns of change, as it can be difficult to find globally distributed sites for which high frequency, long-term temperature data are available. The global database of lake surface temperatures compiled by Sharma et al. (2015) consists of 151 lakes measured by in situ instruments and 154 based on remote sensing. The in situ datasets in this study contain up to 25 yr of data, with approximately 70% of the lakes monitored for at least 20 yr. In addition, over half of the lakes in the database (52.8%) have sampling frequencies higher than once every 14 d (Sharma et al. 2015) . Together, our results suggest that existing datasets provide ample opportunity to obtain accurate estimates of trends, but Fig. 4 . Mean difference in trend estimates (8C decade 21 ) from 10,000 simulations when there was no trend added to data (only autocorrelated random noise). Linear interpolation was used to fill data gaps and linear regression was used to estimate trends. Results for regularly spaced data (weekly, biweekly, monthly) are displayed on the right, while those from simulations with irregularly spaced observations (4, 7, or 13 samples) are on the left. Error bars represent standard error of the mean. some caution should be used in the interpretation of trends in datasets of shorter duration, or those with a low sampling frequency.
Difficulty with accurately estimating trends is not a problem unique to data obtained through in situ methods. Due to issues with obtaining cloud-free observations, satellite datasets can also have gaps in time series. Remotely sensed surface-temperature data available in Schneider and Hook (2010) and Sharma et al. (2015) were based on a minimum of 20 temperature retrievals during the July, August, September window. Since these temperature retrievals are based on cloud-free observation periods, they are likely more representative of irregularly spaced time series than data collected at regular intervals. Most satellite datasets in Sharma et al. (2015) have 25-yr time series, but 27% had fewer than 20 yr of data. With 20-yr of data, trend estimates differed from the true trend by 21-86%, depending on the strength of the trend in the simulated datasets (Fig. 3) . For 30-yr time series, trend estimates differed from the true trend by 14-57% depending on trend strength (Fig. 3) .
The strength of the warming trend in our simulated datasets emerged as an important factor determining the accuracy of trend estimates. With 30-yr datasets, warming trends 0.758C decade 21 for regularly spaced data and 18C decade 21 for irregularly spaced data were needed to produce estimates that differed from the true trend by < 25%. The , with 67% of in situ and 61% of satellite datasets having trends < 0.58C decade
21
. This indicates that trend estimates for many lakes in O'Reilly et al. (2015) may have differed from the true trend by > 25%. The ultimate impact of error in these trend estimates would be to add noise to the global database of trends, possibly making warming rates appear more heterogeneous than is the case. In addition, relationships explored in explanatory models, such as the regression tree approach used by O'Reilly et al. (2015) could be obscured by the noise added to lake trends. This may be why the pruned regression tree containing important variables such as air temperature, elevation, and lake depth explained only 45% of the variation in trend estimates among lakes (O'Reilly et al. 2015) .
Dataset length, trend strength, sampling frequency, and data spacing (regular vs. irregular) all had an impact on the ability to detect statistically significant trends. For linear regression or the Mann Kendall trend test to return significant p values in > 90% of simulations where a simulated trend existed, datasets needed to be at least 30 yr in length, and have trends 0.758C decade 21 for regularly spaced data or 18C decade 21 for irregularly spaced data. Therefore, dataset length and trend strength are key factors in determining the probability of making a type II error. Given that all datasets used in O'Reilly et al. (2015) had 25 or fewer years of data, and that the mean trend strength for their 291 lakes was 0.348C decade
, it is not surprising that significance tests for 72% of in situ lake datasets and 64% of satellitebased datasets produced p values > 0.05 (O'Reilly et al. 2015) . It is important to highlight that the low probability of detecting a significant trend in short time series (especially if it is weak) would frequently lead investigators to reject the trend estimates obtained from a model (i.e., p will be > 0.05). Therefore, it is unlikely that the large amount of error highlighted by our simulations for short time series would lead to erroneous conclusions (type I error), as most investigators would simply disregard trend estimates that are not significant.
We found very little difference in our results when comparing linear regression vs. Sen's slope combined with the Mann-Kendall trend test (M-K tests). Both methods resulted in trend estimates with similar accuracy, and both identified a similar number of significant trends. The similarity in results was somewhat surprising given that parametric methods such as linear regression are more powerful than their nonparametric counterparts (Hirsch et al. 1991) . One potential explanation for the similarity in results from these two analyses may be the method used to construct our simulated data. It is likely that most of the datasets produced by our code contained linear trends due to the addition of the linear term (a) in our equation for temperature (see Assessment). The addition of autocorrelated noise, and the random selection of sampling dates in our simulations, may have produced some monotonic relationships (i.e., the slope of the trend varies through time), but this was unintentional. The M-K test is designed specifically to detect monotonic trends (Kendall 1970) , and so may excel in circumstances where these trend types are present. Unfortunately, we could not find any studies in the literature that directly compared linear regression vs. the M-K tests when evaluating monotonic relationships. Based on the results of our simulations for this manuscript, we have no reason to suggest a preference for either technique, provided that the temperature dataset meets the assumptions of each test. Investigators interested in more detail on the power of the M-K test in relation to sample size, trend strength, and random error should consult Yue et al. (2002) .
Although this study focused on examining trends in surface-water temperatures, the conclusions should also be relevant to other types of datasets that deal with oscillatory phenomena, such as annual cycles in air temperature, stream flow, and lake productivity (Harris 1973; Kalff and Knoechel 1978; Porter et al. 1996; Dettinger and Diaz 2000) . Since our simulations involved interpolating data corresponding with a sine wave, our results probably have less relevance for phenomena that are not strictly oscillatory, such as population abundance data or nutrient fluxes in aquatic habitats (e.g., Ahrestani et al. 2013 ). In addition, the impact of interpolation when examining datasets with a shorter timescale (e.g., calculating weekly rather than seasonal averages) may also be quite different since a short section of data extracted from a dataset that exhibits an annual cycle may appear to fluctuate chaotically rather than following the normal seasonal progression found in an annual cycle.
Our simulations indicate that the rate and significance of warming trends requires careful analysis. Long-term data collected at regular sampling intervals (e.g., weekly) is needed to improve trend estimates for lake surface waters. Recent studies (e.g., O'Reilly et al. 2015) were able to provide an initial, but limited, exploration of global warming patterns in lake warming trends due to the extent of data available. To develop a more accurate understanding of global heterogeneity in lake warming, and to discover the drivers that may be associated with variability in these trends, resources need to be dedicated to maintaining long-term research programs. Lake surface temperature is one of the simplest, least laborintensive variables to measure and it is a master variable in physical, biological, and chemical dynamics of lakes. The fact that so few long-term, high frequency datasets exist for this simple variable highlights the importance of maintaining current long-term research programs (e.g., Long-term Ecological Research Network sites) and encouraging the establishment of others such as those associated with the Global Lake Ecological Observatory Network. In addition, basic infrastructure, such as collaborative synthesis centers, can play a role by encouraging the data sharing and collaboration necessary to understand large-scale environmental issues (Baron et al. 2017) . Projects that encourage the continued processing of remote-sensing data for lake surface temperatures would accelerate progress toward achieving datasets that exceed the 30-yr threshold needed to accurately estimate weaker warming trends (< 0.58C decade
).
