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Ce mémoire propose un algorithme exact pour la résolution du problème de 
maximisation d'une fonction non linéaire sans contrainte, en variables binaires. 
C'est un problème qui trouve de nombreuses applications réelles surtout dans Ie 
cas quadratique. Après avoir démontré qu'une classe de problèmes représentant 
un cas particulier du problème général peut se résoudre en temps polynômial, en 
résolvant une relaxation linéaire, on étend cette relaxation au  cas général que l'on 
résout par la technique de séparation et évaluation progressives (S.E.P.). Certaines 
parties de la S.E.P. ont été programmées, nous permettant ainsi de constater Le com- 
portement de l'algorithme en terme de nombre de nœuds dans I'arbre de la S.E.P. 
nécessaire pour trouver lyoptimalité. Nous terminons avec quelques conclusions et 
recommandations pour des travaux futurs. 
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ABSTRACT 
This thesis proposes an exact algorithm for the solution of the problem of 
m~.xirnizing a nonlinear and unconstrained polynornial function in binary variables. 
This is a problem mi th  numerous real applications especially in the quadratic case. 
After having shown that a class of problems representing a special case of the general 
problem can be solved in polynomial time by soIving a linear relaxation, we extend 
this relaxation to the general case which we solve by the Branch-and-Bound (B & 
B) technique. Some parts of the B.B. technique have been programmed permitting 
u s  to observe the behavior of the algorithm in terms of the number of nodes in 
the B.B. tree necessary to prove optimality- ?Ve finish with several conclusions and 
recommendations for future works. 
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LISTE DES SYME3OLES 
Q : l'ensemble des nœuds du graphe qui est aussi un sous-ensemble de g(U). 
Q' : l'ensemble des éléments de l'ensemble S appartenant à R tels que S contient 
au moins deux ensembles. 
A : l'ensemble des arcs dans le graphe G. 
as : les pondérations des nœuds du  graphe G. 
Bn : l'ensemble des nombres binaires. 
Ci : une clause qui est une conjonction de littéraux 3, dans la satisfiabilité logique. 
C : une constante. 
(ci) : la pondération du nœud i dans le graphe dirigé G = (N, A). 
F : une formule logique. 
l (S ,  Y) : la fonction des ensembles de variables de décision x et y, ou la fonction 
relaxée. 
F(-Y, Y) : la valeur de la fonction à chaque nœud de calcul. 
G : graphe orienté associé à une fonction f l ( X ) .  
( 2 ,  j) : un arc du réseau. 
(k) : est le degré des termes non linéaires. 
(1) : est Ie nombre moyen de variables dans un terme non linéaire de la fonction 
f (W.  
!VI : est un ensernbk de nœuds dont les pondérations sont positives dans le graphe 
biparti. 
1V2 : est un ensemble de nœuds dont les pondérations sont négatives dans le graphe 
biparti. 
(P) : désigne le problème que nous allons résoudre au cours de ce travail. 
(Pl) : le problème (cas particulier) équivalent à P. 
(P2) : désigne le problème général relaxé. 
SEP : désigne la Séparation et Évaluation Progressives. 
s : la "source" dans le réseau associé au graphe G. 
t : le "puits" dans le réseau associé au  graphe G. 
U : tous les sous-ensembles de Ia collection p. 
Y : la fermeture dans le graphe G. 
Z : l'ensemble des nombres entiers. 
g(U)  : la collection de tous les sous-ensembles de l'ensemble U. 
0 : un ensemble vide. 
CHAPITRE 1 
INTRODUCTION 
1.1 Énoncé du problème 
Le but de ce mémoire est d'élaborer un algorithme pour la maximisation d'une 
fonction non linéaire polynômiale j(X). 
Pour X E Bn = (,Y = (x1,x2, .-.' 5,) : xi E {O, 1) , i  = 1'3, ..., n), 
on écrit ce problème de ta manière suivante: 
tel que 
A' E B" 
où les pondérations as f 2, l'ensemble des nombres entiers, et  
Q G 2, - - ., n)) \ 0; 
où p(U), est la collection de tous les sous-ensembles de l'ensemble U. 
L'organisation de ce mémoire est la suivante: nous présentons d'abord une 
revue de la littérature sur Ie sujet et nous énonçons un cas particulier de (P) qui se 
résout en temps polyn6mial. 
Dans le deuxième chapitre, nous esposons les outils dont on aura besoin: la 
Fermeture maximale dans un graphe et le flot maximum et nous résolvons le cas 
particulier. 
Dans le troisième chapitre, nous revenons au probIème général et nous don- 
nons la description de l'algorithme de résolution et un exemple d'illustration de la 
méthode. 
Ensuite, dans le quatrième chapitre nous présentons les résultats numériques 
de certains problèmes tests tirés de la littérature et engendrés aléatoirement. 
Enfin Ie dernier chapitre contient les conclusions et les recommandations. 
1.2 Revue de la littérature 
La généralité du problème (P) est due au résultat que n'importe quelle fonction 
booléenne f : 3" + Z peut être écrite comme un polynôme impliquant les mêmes 
variables O - 1. (Gaspar [12], p.21). 
De nombreux exemples d'applications de la formulation (P) à des problèmes 
pratiques ont été cités dans Hansen [14]. Il y cite des applications à des problèmes 
dans le domaine de la planification des investissements, de la locaiiçation, de l'analyse 
des  clu us ter^"^ de la statistique et des graphes et hypergraphes. 
La plupart de ces applications utilisent une formulation quadratique 
( (S E Q I  ISl = 1 ou 2))' mais parmi les applications du rnodèIe général, il y a celle 
du problème de satisfiabilité logique. 
Une formule logique F en forme normale disjonctive est une disjonc- 
t ion de "clauses", Ci: i = 1, ..., ml où chaque clause est une conjonction de 
l i t téraux,  des variables binaires pouvant assurer les valeurs vrai = 1 ou fa== 0. 
Donc F peut s'écrire: 
n 
F = V C ,  
i= 1 
ci= A pjy -Ji E Q ~ ( 1 ~ 2 ,  ..., n) \ 0 
j € A  
et y, = x, OU 1~j = 1 - x~ 
xj est vrai si et seulement si 1 - xi est faux, i = 1, ..., n. 
Une clause Ci de F est satisfaite si et seulement si la valeur d'au moins l'un 
de ses littéraux est faux et I'espression booléenne F est satisfaite si et seulement si 
il existe une affectation de valeurs vrai ou faux aus xi, i = 1, ..., n telle que toutes 
ses clauses soient satisfaites. 
Le p rob l ème  de satisfiabilité est défini comme suit: étant donné une es- 
pression booléenne F, il faut déterminer s'il existe une affectation de valeurs O ou 1 
aux xi, i = 1, ..., n telle que F = O. S'il existe une teIle affectation, alors on dit que 
le problème est satisfiable; sinon il est non satisfiable. 
Le problème de satisfiabilité est important dans la théorie de la complesité et 
l'intelligence artificielle (Stan [25]). 
Si l'on fait l'espansion des clauses en éliminant les compléments des variables, 
alors on trouve une expression de la forme 
c + f (.Y) 
où C est une constante > 0' C + f (X) 2 O V X  E B" et f (X) est de la forme de Ia 
fonction-objectif du problème (P) .
Un algorithme pour la résolution de (P) pourrait nous dire si mas - f (S) = C 
(F satisfiable) ou may - f (,Y) < C (F non satisfiable). 
Il faut remarquer tout d'abord que le problème (P) est NP-complet car il con- 
tient le problème quadratique (SI = {S, IS] = 1 0 ~ 2 ) )  qui est équivalent au problème 
de coupe de capacité m a ~ i m u m  (Harnmer [8]) qui est lui-même XP-complet (Garey: 
Johnson et S tockineyer [5]). 
Des algorithmes pour résoudre le problème (P) sont proposés depuis 1963. 
Hammer, Rosenberg et Rudeanu [ I l ]  proposèrent une méthode algébrique qui éliminait 
de façon récursive une variable à la fois; de teIIe sorte qu'elle produisait une fonction 
à chaque itération qui avait la mème valeur optimale que la fonction à l'itération 
précédente. Crama, Hansen et Jaumard [4], en 1990, proposaient une amélioration 
de l'algorithme de (111 qui élimine Ia variabIe par un procédé de séparation et 
évaluation progressives. Au cours des années, d'autres méthodes, principalement 
énumératives ont été proposées. Citons entre autres Lawler et Bell [l'il, Mao et 
Wallingford [lS] (méthodes d'énumération lesicograp hique), Berman (21, Hammer 
[9), Hammer et Peled [IO] et Hansen [15] (méthodes de séparation et évaluation pro- 
gressives). 
C'est surtout le problème quadratique qui a reçu le plus d'attention surtout à 
cause de son importance pratique et de sa structure spéciale. 
En plus des algorithmes de type séparation et évaluation progressives, de nom- 
breuses approches utilisant des techniques continues (programmation linéaire ou 
dérivées partielles) ont été proposées (voir à cet égard le survol de Hansen [14] et 
l'article de Harnmer et  Simeone [13]). 
Enfin, notons que Rosenberg [23] a démontré que le problème (P) est équivalent 
à un problème quadratique non contraint en variables O - 1. Cette équivalence a un 
intérêt plutôt théorique puisque la transformation augmente de beaucoup le nombre 
de variables et de termes. 
1.3 Le cas particulier. 
Avant d'aborder le cas général de (P), on va considérer un cas particulier du 
problème (P) qui peut se résoudre de façon polynômiale (Picard et  Ratliff [El) 
.i partir du problème ( P ) :  on en estrait les termes linéaires de la fonction- 
objectif qui prend la forme suivante: 
Dans le cas particulier qu'on va considérer, on suppose que: 
a, 3 O ;  VS E QI. 
Sans perte de généralité, on peut supposer que ai 5 O, 'di ; si non dans toute solution 
optimale xi = 1. Ainsi l'on pourrait éliminer xi du problème. 
On définit maintenant un problème équivalent à (1.4) à (1.6), où on linéarise 
la fonction-objectif: 
(Pl) : m a s  f (S, Y) = C ai Xi + 1 as 
xi E {O, 11, i = 1,2, ...ln. (1.10) 
Les contraintes (1.8), (1.9) et (1.10) forcent les deus conditions suivantes: 
Si y, = ? , on aura automatiquement zi = l ; Y  I E SI 
Si xi = 1; V i E S, alors on aura ys = 1 car as > O, et l'on maximise. 
Donc, 1/, = n xi = 1 e xi = 1, Q i f S e t  ( P l )  est équivalent à (P) pour ce cas 
iES  
particulier. 
Dans Ie prochain chapitre nous définissons les outils qui nous permettront de 
résoudre ce cas particulier i l'aide des techniques de réseaux. 
CHAPITRE 2 
FERMETURE MAXIMALE DANS UN 
GRAPHE. 
2.1 Rappels et Définitions 
2.1.1 F e r m e t u r e  maximale 
On considère un graphe dirigé G = (N, .A), muni de pondérations c, pour tout noeud 
i E :V. O n  définit une f e r m e t u r e  Y C N comme un sous-ensemble de nœuds du 
graphe tel que si un nœud i appartient à Y et qu'il existe un arc (i, j) E .-i, alors le 
nœud j appartient aussi à Y. 
La valeur de la f e r m e t u r e  k' est C ci. 
i E \ '  
Le problème de la fermeture maximafe de G consiste à trouver une fer- 
meture de G dont la valeur est m u i m u m .  On illustre cette définition par un exemple. 
2.1.2 E x e m p l e  2.1 
Dans le graphe de la Figure Tl., on a par exemple les fermetures {1,5,9,10,7,12,11) 
ou {2,6,5,9,10,7, L 1 12,3,S, 4) de valeurs 6 et 4 respectivement. 
Figure 2.1 Exemple de graphe avec pondératioris sur les ticeiids 
2.1.3 Formulation mathématique du problème de la fermeture maximale 
Le problème de fermeture maximale peut se formuler comme suit: 
n 
(PF) : m m  ci Xi  
t=L 
s.c: 
Il y a une variable xi pour tout nœud i E IV et une contrainte de précédence 
pour chaque arc ( 2 ,  j) E A). Les variables sliiiterprêtent comme x, = 1 e le nœud 
i est dans une fermeture. 
Avant de présenter une méthode pour résoudre ce problème, nous rappelons 
le problème de flot ma.ximum dans un réseau. 
2.1.4 Problème de f lot  maximum dans u n  réseau  
Soit un réseau G = (!VI A), où IlVI = n est le nombre fini de nœuds et (.4( = 
m, le nombre d'arcs. Dans ce réseau on associe à chaque arc ( 2 ,  j )  une borne  
inférieure O et une borne supérieure uij sur la valeur du flot f,. Les u, sont 
des nombres  entiers et le coût sur chaque arc est nul. Le problème de trouver un 
flot maximum entre deus nœuds s et t de G peut se formuler comme un problème de 
flot à coût minimum et peut être résolu par un algorithme de flot à coût minimum. 
Il existe plusieurs algorithmes d'étiquettage comme ceux de Ford et Fulkerson 
[6], Karzanov [24], OU Dinic [24] pour résoudre le problème de flot masimum et  
sont plus performants que l'algorithme du simplese adapté aus réseaux ou d'autres 
algorithmes qui résoIvent le problème de flot à coût minimum. Nous supposons une 
connaissance de l'algorithme de Ford et Fulkerson [6 ] .  
2.1.5 La mé thode  de Picard-Queyranne 
Picard [20] résout le problème de fermeture ma.imale comme suit: 
On crée un réseau associé au graphe G en ajoutant deus neuds  aii graphe 
G dont le premier, la source, s, sera relié aux nœuds ayant une pondération positive 
tandis que les nacuds qui ont une pondération négative seront reliés au deusièrne, 
le puits, t. Les arcs reliant s et t aus nœuds de G portent des capacités qui sont 
les valeurs absolues des pondérations dans G de ces nœuds. Les arcs intermédiaires, 
c'est-à-dire les arcs du graphe G, portent une capacité infinie. 
Le réseau associé au  graphe de l'esemple 2.1. est illustré à la figure 2.2. avec 
les capacités des arcs données à côté de ceus-ci. 
capaci te' 
Figure 2.2 Réseau associé au graphe de la Figure 2.1. 
On procède au calcul du flot maximum entre s et t dans ce réseau associé 
ainsi construit. Picard [%O] démontre que la valeur de la fermeture maximale de G 
= C c; - valeur du flot mauimum. En d'autres termes, elle est égale à la différence 
ci >_ O 
entre la somme de toutes les capacités d u  côté de la source (capacité résiduelle à 
la source) e t  la valeur du flot maximum dans le réseau. Il démontre aussi que les 
nœuds de la fermeture maximale de G sont ceux (à part s) qui sont étiquetés à 
l'optimalité de l'algorithme de Ford et Fulkerson [6]. 
Le flot ma-imum pour l'exemple 2.1 est donné dans la Figure 2.3. ci-dessous 
où le flot non nul est indiqué à côté de l'arc qui le porte. Les nœuds étiquetés à 
la dernière itération de l'algorithme de Ford et  Fulkerson [G ]  sont identifiés par un 
astérisque (*). Une fermeture maximale est alors Y = {1,4,5,7,5,9,10,11,1'2) de 
valeur 9. 
* =k * 
Figure 2.3 Flot maxinium dans le graphe de la Figure 2.2. 
2.1.6 Solution du cas particulier 
On revient à la formulation du  cas particulier 
n 
(Pl)  : max f (X, Y )  = C ai xi + C as YS 
i= L SERI 
Il est évident que ce problème est équivalent à un problème (PF) de ferme- 
ture maximale dans le graphe G = (N, A)  où iV = {l! 2, ..., n, S € RI) e t  l'ensemble 
-4 = {(S, i), VS E Rtl Vi E S). I'optimalité du flot maximum, les nieuds i étiquetés 
correspondent aux variables xi de Pl égales à 1. On peut noter que pour ce cas 
particulier, G est biparti. Par conséquent tout problème du type (Pl) peut ètre 
résolu par la méthode de Picard (201, et, puisque le problème de flot maximum est 
polynômial (Karzanov Pd]) ,  le cas particulier est polynômia!. 
On considère en guise d'esemple le problème suivant: 
2.1.7 Exemple 2.2 
et sa relaxation linéaire. 
x, E { 0 , 1 ) , i = l , 2  ,..., 4. 
Ys E {O, 1). 
Le graphe G et le réseau associé correspondarits sont donnés aus Fig. 2.1. et 
2.5. 
-7 
Figure 2.4 Graphe de l'exernple 2.2 
Le flot maximal et les sommets étiquetés sont donnés à la Fig. 2.6. 
Figure 2.5 Le réseau associé au graphe de Ia Fig. 2.2. 
On remarque sur la Fig. 2.6. l'ensemble de n e u d s  qui sont étiquetés, c'est-à- 
dire {12,124,1,2,4). Ils constituent une fermeture masimale du graphe G considéré. 
Donc, la valeur iriasiniale de la fonction f (X) de 17esempIe 2.2 est 3 et elle est 




3.1 Relaxation du problème 
On considère le problème général énoncé au chapitre I. 
xi E {O! 11, i = 1, . . - , n (3.2) 
où as est de signe quelconque. En mettant en évidence les termes linéaires et en 
effectuant une relaxation dans la fonction - objectif dc manière à transformer les 
termes non linéaires en des termes linéaires, on définit le problème: 
(P2)  m a ï  f (S, Y) = C ai Xi + 1 as 9s 
i = l  SER' 
xi E {O, l}, z = 1 ,2 ,  ..., n. (3.7) 
On peut remarquer que les problèmes (Pz )  et ( P )  ne sont pas équivalents. 
En effet, (,Y', Y * )  , la solution optimale de (P2) pourrait être irréalisable pour ( P ) :  
en effet si as < O, y: peut être égal à O alors que xf = 1 tli E S. Mais, (P2) admet 
toutes les soiutions de ( P )  et donc (Xe, Y*) de (P2) fournit une borne supérieure 
f (S*, Y') sur la valeur de max f (S) de (P), c'est-à-dire ia relation suivante entre 
les deux valeurs sera toujours vérifiée : 
On remarque que dans le cas particulier où a, 2 O, VS E n', les contraintes 
(3.4) sont satisfaites pour n'importe quelle solution satisfaisant les contraintes (3.5)' 
(3.6) et (3.7) ; car si S' C S et si ys = 1, alors d'après (3.5) xi = 1 Vi E S, ce qui 
implique que zi = 1 Vi E S' et à l'optirnalité de (P?),  y 9  = 1 car as, >_ O. Donc 
on peut laisser tomber les contraintes (3.4) et l'on retrouve le problème (Pl) du 
chapitre 1. Cette relaxation, (P2) ,  est due à Picard et  Queyranne [21]. 
3.2 Description de l'algorithme 
Dans la description de l'algorithme, nous supposons que les grandes lignes de la 
technique de séparation et évaluation progressives (SEP) sont connues. Dans cet te  
section on précise la façon de calculer les bornes et  Ia règle de branchement. 
3.2.1 Calcul des bornes 
Le problème (P3) est un problème de fermeture rna~imale (PF) pour un graphe G 
et donc peut être résolu par la méthode de Picard [20]. 
La valeur de F ( S ,  Y) va constituer la borne supérieure à cliaquc ncrud de 
l'arbre de la SEP. Il y a cependant certaines définitions et  simplifications qu'il est 
possible de faire auparavant. 
La forme standard de F ( S )  consiste à avoir tous les coefficients des ter- 
mes linéaires négatifs ou nuls et les coefficients des termes non linéaires de signe 
quelconque. Pour y arriver, il faut éventuellement effectuer des complémentations 
des variables à coefficients positifs dans la partie linéaire en commençant par celle 
qui a le coefficient le plus grand par rapport a u s  autres (afin d'éviter trop de 
complémentations). Cela se fait en remplaçant la variable xi par 1 - xi, et en 
substituant cette expression dans tous les termes qui la contiennent. On réunit tous 
les termes semblables dans la fonction, puis on annule ceux qui ont les mêmes coef- 
ficients mais de signes opposés, enregistre la constante (le coefficient de la variable 
complémentée) ou on l'ajoute à celle qui existe déjà. Le processus est répété avec 
la nouvelle fonction et ce jusqu'à obtenir la forme standard. Ce processus doit se 
terminer car la constante croît à chaque complémentation et que la fonction-objectif 
est bornée. On garde cette forme de la fonction-objectif au cas où on tombe dans 
le cas particulier à un nceud de l'arbre de la SEP. A ce rnoment-18, comme nous 
l'avons vu, la borne supérieure correspond à la valeur de F ( S )  a ce ntzud. 
Notons qu'après avoir mis la Fonction originale f (X) sous la forme standard, 
on obtient une nouvelle fonction, constante + f'(S), ou T(S), en forme standard, 
est une fonction différente de f (,Y). 11 faut donc tenir compte des complérnentations 
nécessaires pour arriver à cette forme. 
Or, te1 qu'il est, le graphe associé à (P2) n'est pas biparti mais peut le devenir 
moyennant certaines simplifications. 
Par la suite, on dit qu'un nœud S' de G est couvert  par un nœud S de G si l'arc 
(ys, yst) E -11 (13 contrainte ps < yp est dans (P?), ou encore S' C S). 
On met les nœuds S E R' tels que a s  > O dans un ensemble N, et les nmuds 
xi, i = 1,2, . - , TL e t  S E fir tels que as < O dans un ensemble !V2. .Alors, on va 
montrer que dans le graphe G = (IV, A) de (P2) ,  on n'a qu'a considérer les arcs du 
graphe biparti G' = (X, A') où -4' NI x x. 
Si ys, ysr E 1V2 et (gs,ysr) E A alors on peut éliminer (ysl ys1) de -4 car, 
à l'optimalité du flot maximum dans le réseau associé à G, s'il y a une chaîne 
d'augmentation du flot s - ys, - fi, alors il y a une chaîne d'augmentation du 
flot s - ys, - y s  car Sr est couvert par S. De plus S étant couvert par SI, alors S' 
est couvert par SI. Ainsi si y5 est étiqueté à l'optimalité du  flot maximum dans le 
réseau associé à G, alors l'est aussi (voir la Figure 3.1.). 
Figure 3.1 L'arc (ys, yst) peut être éliminé. 
Si ys ,~ / s l  E !VI et (ysl ys1) E -4, alors on peut éliminer (ys, yst) de A. Tous 
les nœuds de 1V2 qui sont couverts par S' le sont aussi par S. Donc à I'optimalité 
du flot maximum dans le réseau associé a G, si ys est étiqueté, alors ?/SI l'est aussi, 
soit parce que 95. est étiqueté à partir de s, soit parce que l'arc (s, pst) est saturé et 
alors il esiste du flot > O sur au moins un arc (ys!' YS-), ysn E rV2 ; donc ys- étant 
couvert par ys peut ëtre étiqueté et enfin peut être étiqueté à partir de y p  (voir 
Figure 3.2.). 
Figure 3.2 L'arc (ys, ySt) peut être éliminé. 
si 9s E % et ysl E NI et (ysi 9s) E .4, alors (ys, pst) peut ëtre éliminé de A. À 
lloptimaIité de l'algorithme du flot ma~ imum,  si ps est étiqueté, alors ysl l'est aussi; 
car il esiste une chaîne d'augmentation de flot s - gst -ys et  si yst n'est pas étiqueté 
de s, alors il existe un flot > O sur au moins un arc (ysl, ysp) E -4 e t  YS- est couvert 
par gsi donc ysl est étiqueté par la chaîne d'augmentation de flot s - ys, - yr - ysl 
(voir Figure 3.3.). 
Notons aussi que tout nœud yy E 1V2 qui n'est pas couvert par un nœud 
Figure 3.3 L'arc (ys1 yst) peut être éliminé. 
ys E !VL peut être éliminé de G car il n'y a aucune chaîne d'augmentation d u  flot 
possible de s à YS#- Donc ysr ne sera jamais étiqueté à l'optimalité de l'algorithme 
de flot maximum, et par conséquent ysl = O à ce nœud de l'arbre de la S.E.P.. 
On suppose que toutes les simplifications ci-haut détaillées ont été effectuées 
et que le graphe G associé à ( P z )  est le graphe biparti G'. 
3.2.2 Règle de branchement 
On fait une recherche en profondeur d'abord le long des chemins xi = 1. Pour 
choisir la variable de séparation, on regarde toutes les variables xi, i E Nt c N telles 
que Xi = 1 à l'optimalité du problème (P2) du nœud actuel de l'arbre de la S.E.P., 
et l'on évalue la valeur de m a -  (constante + j(X, Y)) avec xi = 0. 
Pour calculer ce maximum, il suffit de faire une analyse de sensibilité B 
partir du flot masimum dans le réseau. On donne à l'arc (xi, t) une capacité in- 
finie et l'on réoptimise. Ceci a l'effet de saturer l'arc incident à s dans toute chaîne 
d'augmentation de flot menant de s à xi. Donc le naeud xi ne pourra jamais être 
étiqueté à la réoptimalité; et alors x, = O dans cette solution. 
On fait cette analyse de sensibilité pocr toutcs les variables xi E Y': et l'on 
choisit comme variable de séparation celle qui fait décroître le plus la valeur de  
mas  (constante + f (X, Y)). L'idée, c'est que quand on remontera au ~iœud actuel 
de l'arbre et que l'on descendra la branche xi = O, on soit capable de sonder un 
nœud rapidement par le critère des bornes. 
On tient compte de Z*, la plus grande valeur de Ia constante dans la fonction- 
objectif (constante + f (S, Y)). Cette valeur constitue la meilleure borne inférieure 
trouvée à date. Notons que S = O, Y = O correspond toujours à une solution de 
valeur O de la fonction f (X, Y). On met à jour la valeur de Zm quand on trouve une 
valeur plus grande de la constante. 
Il y a une exception dans le choix de la variable de séparation. Si dans l'analyse 
de sensibilité, max (constante+ f (X, Y)) 5 Zg,  pour un certain nombre de variables 
xi E N t ,  alors t o u t e s  ces variables peuvent être fixées à la valeur  1 à partir du 
nœud actuel de l'arbre de la S.E.P., parce que toute solution contenant ces variables 
égales à O est bornée par la valeur 2'. .i ce moment-là, on choisit comme variable 
de séparation celle qui donne la plus petite valeur de f ( S ,  Y), telle que 
mau (constante + f ( X ,  Y ) )  > Z'. 
Un nœud est sondé si: 
1. mau (constante + f (X, Y)) 5 Z' 
2. f (X, Y) est telle que as > 0, Vys (le cas particulier). 
3. mas (constante + i (X ,  Y ) )  = constante, c'est à dire m a -  f (X, Y) = 0. 
Les deux derniers cas correspondent à une solution optimale (X, Y) réalisable 
à (P). 
3.3 Exemple 
On considère la fonction non linéaire polynômiale suivante: 
011 effectue la relaxation linéaire et l'élimination de certaines contraintes de 
précédence comme on l'a fait remarquer plus haut. Ceci nous donne deus ensembles 
disjoints de nœuds à partir desquels on construit un graphe biparti. On donne 
ci-après la forme simplifiée du problème. 
S.C. 
Y12 I XI 
Y12 5 x2 
On crée le graphe biparti à partir de cette fonction et on calcule le flot mâuimurn 
dans le réseau qui lui est associé. 
Figure 3.4 Le réseau associé a u  graphe construit à partir de f(X,Y) 
Tous les arcs intermédiaires portent une capacité infinie. 
Figure 3.5 Les résultats du flot rnaximum avec le flot > O à côté de chaque arc. 
La valeur de la fonction à ce niveau est égale à 
et l'ensemble des variables qui valent 1 dans la fonction reIa~ée st: 
Nous allons maintenant effectuer une analyse de sensibilité sur les variables 
citées plus haut. On  annule une à une ces variables précédemment choisies dans 
la première solution en augmentant la capacité à l'infini sur leurs arcs ( x i ,  t )  corre- 
spondants dans le réseau. Les résultats obtenus sont enregistrés au fur et à mesure 
et sont comparés pour choisir la variable de séparation. 
On trouve les résultats de l'analyse de sensibilité au tableau 3.1: 
Tableau 3.1 Analyse de setisibilité sur les variables 
xi = O max f (X, Y) 
tilt_-l 
D'après ces résultats, on branche sur xl = 1. 
On substitue (xl = 1)' dans la fonction f(X, Y) (nécessitant la complérnentation 
des variables ~ 2 ~ x 4 ,  x3 , afin de regagner la forme standard) et la nouvelle fonction 
a la forme suivante: 
m&.X f (S) = 4 - 2X2 - 3x3 - 4x4 - 26x5 - 356 - 4x3x5x6 - 16x2x3x5 
- ~ x ~ x ~ x ~  - ~ x ~ x ~ x ~ x ~  - 8x3x4x5 - iix3x4x6 - 4x4xjx6 
-8x2x4 - 3X2x4x6 - 1 8 x 2 ~ ~ ~ ~  -t 16x5x6 + 20x2x5 + 12x6 
f 1 2 x 4 ~ ~  f 3x3x4 f ~ x ~ x ~ x ~ x ~  + 8x2x3x4 f x ~ x ~ x ~ x ~  
f 3x2x3x5x6 f 5x3x6 f 3 ~ ~ x 6  f 18x3xj f ~ x ~ x ~ x ~ x ~ ;  (3 .12)  
S.C. 
xi E { 0 , 1 ) ,  i = I l ?  ,..., 6. (3.13) 
On calcule de nouveau le flot rna,ximum dans le réseau associé au graphe construit 
à la base de cette fonction. 
Or1 trouve une nouvelle solution qui sera comparée à celle qui est déjà obtenue. 
mas f (S, Y) = 4 + 39 
= 43 
avec 
x; = 1. 
x, = 1 ,  
x; = 1 ,  
5; = 1 ,  
x;, = 1 ;  
Donc Z' = 4 et les résultats sur l'analyse de sensibilité sont donnés dans Ie tableau 
3.2. 
Tableau 3.2 Analyse de sensibilité sur les variables 
La variable xj est nécessairement égale à 1 dans la fonction pour tous les 
nœuds successeurs du nœud actuel. On fixe la variable x5 à 1 dans la fonctiori et 
cornplémente la variable qui a un coefficient positif en commençant par la variable 
qui a Le plus grand coefficient; il s'agit seulement de la variable s2 . 
La nouvelle fonction est: 
On crée de nouveau un graphe à partir de la nouvelle fonction et on calcule le 
flot maximum qui passe à travers le réseau associé. 
On obtient: 
m a s  f (,Y', Y') = -4 + 22 = 1s 
avec 
x; = 1 
xi = 1 
x; = 1; 
Les résultats de l'analyse d e  sensibilité sont donnés dans Ie tableau 3.3. 
Tableau 3.3 Analyse de sensibilité sur les variables 
Puisque -4 + max f (X, Y )  < 4 = 2' pour xq,x3 et xg, on doit fixer ces 
variables à 1 dans la fonction à partir de laquelle on a calculé le flot mauimum, et 
cette fonction devient: 
 ma^ f(S, Y )  = 7, et Z* = 7. 
Pour la branche x l  = O, on a déjà calculé ma.x f (S, Y) = 5 < 2' = 7, donc ce nccud 
est sondé et la solution optimale a la valeur Z* = 7. 
Pour établir la solution optimale du  problème, on remonte à la racine de l'arbre 
en retraqant les complémentations qui ont eu lieu sur Les variables. 
La solution optimale de cet exemple est donnée par les variables: 
Z; = 1 ,~ ;  = l , x j  = O , X ; = ~ , X ~ = ~ ! X ~ = ~  
On résume l'arbre de la S.E.P. pour cet exemple dans Ia figure 3.6. 
rnax f(X.Y) = 5 
Fixation de la variable à 1 / Les numéros des variables à droite de la flèche 
F â X G n \ ; " d i q u e n r  l'indice des variables qui ont Ctt5 cornplérnentées. 
Fixation des variabIes à 1 ] 
rnax i(X.Y) = 7 D 
Figure 3.6 L'arbre de branchement pour l'exemple. 
CHAPITRE 4 
LES RÉSULTATS NUMÉRIQUES 
Nous présentons dans ce chapitre les résultats obtenus sur les tests réalisés sur 
des probIèrnes créés de manière aléatoire ou ceux qu'on a pu trouver dans certains 
articles et  manuels qui parlent de la programmation non-linéaire en variables O - 1. 
Nous avons construit des fonctions qu'on maximisait d'une part ou qu'on minimisait 
d'autre part sachant que 
min f (,Y) = - mas  - f (S) 
Yous avons élaboré un programme en language C qui crée le graptie a partir de 
Ia fonction reIa_uée. La programmation a été faite sur une machine Sun S P A R C s t a -  
tion du Laboratoire du CRT (Centre des Recherches sur les Tra~isports . Université 
de Montréal). Nous donnons ci-après les détails de ce qui a été réalisé au niveau 
de la programmation en vue de tester la performance de I'algorithme de Picard- 
Queyranne pl]. 
Dans ce programme, nous avons utilisé les structures de listes chainées et de 
pointeurs. Cela nous a facilité à construire un tableau représentant la fonction 
donnée. Nous enregistrons la valeur de l'indice, représentant la variable la plus 
grande dans Ia fonction, puis la liste des termes à coefficient négatif e t  celle des 
termes à coefficient positif. La fonction ainsi construite est composée par une liste 
de termes et chaque t e rme  est précédé par un signe,  un coefficient en valeur ab- 
solue et la liste d' indices des variables du terme. On note que chaque terme va 
correspondre à un nœud du graphe associé à la fonction. 
Comme on l'a vu dans la section 3.2.1, le graphe associé à la fonction-objectif 
peut être ramené à un graphe biparti. Le programme effectue cette réduction. 
Nous inscrivons le graphe biparti dans un fichier de sortie, appelé "output ". t e  
graphe construit sert de données (ou "input ") à une sous-routine de flot maximum 
qui est un algorithme de pré-flot dû à Karzanov [24]. Ce code a été implémenté par 
M. Beyime Tachefine, étudiant au doctorat du département de  mathématiques et 
de génie industriel. Le code s'avère être très efficace, cela dépend de la performance 
de la machine: la vitesse et la mémoire vive. 
On note que dans ce programme, après avoir calculé le flot ma~ imum,  il four- 
nit également la fermeture maximale dans le graphe et la liste des nœuds qui sont 
étiquetés à l'optimalité. partir de ces naeuds étiquetés, ceus qui correspondent 
aux termes linéaires seront fixés un à un égal à O, en augmentant la capacité à 
l'infini sur les arcs qui les relient au puits. Le programme calcule de nouveau le flot 
maximum à partir d'un flot nul, bien qu'il soit possible de regagner l'optimalité 2 
partir du flot maximum précédent. On a fait ce chois pour éviter de faire des mod- 
ifications au code de Tachefine. Ensuite notre programme présente les résultats de 
l'analyse de sensibilité dans un tableau des fermetures maximales pour les variables 
correspondantes aus termes linéaires dont les nœuds correspondants sont étiquetés. 
11 spécifie également la fermeture dont la valeur est la plus petite. 
Pour le branchement, nous fixons l a  variable d e  s épa ra t i on  à 1 dans Ia 
fonction. Nous effectuons de s  complémentat ions  si c'est nécessaire, puis nous 
remettons la fonction sous la forme standard et nous préparons Ie graphe de 
nouveau si nécessaire (dans le cas d'analyse de sensibilité). 
On a construit en outre une fonction dans le même programme qui évalue la 
fonction lorsque la variable de séparation xi = O et qui donne une nouvelle fonction 
sous Ia forme standard. La différence est qu'on détruit tous les termes qui contien- 
nent la variable xi et on imprime la fonction. Cette nouvelle fonction sera traitée 
de la même manière que la branche Xi = 1. 
Les seules inten-entions humains- dans l'application de la technique de séparation 
et évahation progressh-es sont: 
1. Choix de la variable de branchement et Lsation des variables à 1 ou O. 
2. -4pplication des règles de sondage. 
3. SIise-à-jour de la meilleure d e u r  de la fonction-objectif, Z*, 
4. Les déplacements dans l'arbre de la S.E.P. 
En ce qui concerne les tests: noüs avons engendré un certain nombre de fonc- 
tions. Sous avons généré des coefficients des termes dans 17inten.alle [-99, 991, et 
les indices des termes dont le degré e s  &se sont engendrés aléatoirement entre 1 et 
n. Le signe des termes linéaires est roujours '--", tandis que les termes non linéaires 
portent des signes "+" et u" en alternance. 
En ce qui concerne les esempls rirés des références, nous attirons une atten- 
tion particulière au lecreur qui s'iméresse à ces exemples que nous avons vérifiés 
avec notre programme afin qu'il puisse retrouver leurs données dans la référence 
correspondante écrite à côté de nos r&dtats. On peut alors trouver ces exemples 
dans les références à la page 37. 
On présente ci-après le tableau représenrant les résultats numériques à la page 
suivante. Dans ce tableau, on a ut&=é le paramètre 1 que nous définissons comme 
suit: 
l = C  
(nombre de termes de degré k) x k 
k = 2  nombre total de termes non linéaires 
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Dans ce mémoire, nous avons vérifié la perform .ance de I'algorithme, 1 .a tech- 
nique de séparation et évaluation progressives pour optimiser une fonction non 
linéaire en variables 0-1. Nous avons remarqué que pour les fonctions de petite 
taille, I'algorithme converge rapidement vers la solution optimale. Mais pour les 
fonctions de grande taille, le nombre de sommets de calcul semble augmenter con- 
sidérablement. Le nombre de ces sommets d'évaluation de la fonction augmente, 
c'est tout à Lait normal. On note en passant que pour une fonction f(X), le nombre 
de solutions possibles est de l'ordre de Y, et aussi longtemps que n augmente, le 
nombre de solutions possibles augmente aussi. Nous sommes confiants à de très 
bons résultats du moment où l'algorithme fonctionne sans qu'il y ait intervention 
humaine, et à ce-moment-là, le temps de calcul deviendrait le critère de comparaison. 
Un test que nous n'avions pas le temps de faire, serait de brancher sur xi = O 
pour essayer d'avoir rapidement une bonne solution 2' > O qui permettrait de son- 
der des riœuds des branches s, = 1. 
Bien que les cas quadratiques du problème (P) revêtent un intérêt particulier à 
cause de leurs nombreuses applications, nous n'avons pas testé ces cas exclusivement, 
notre but était de constater la performance de l'algorithme sur les cas généraus. 
Nous notons, cependant, que dans presque tous les cas considérés, la fonction 
était "presque quadratiqueJ' (1  N 2) ,  et dans ces cas même pour n = 20, la coriver- 
gente était rapide. 
Il y a peut être d'autres critères de branchement et d'accélération de sondage 
qu'on pourrait prouver applicables aus  cas quadratiques, mais ceus-ci doivent at- 
tendre des travaus futurs. 
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