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Abstract
Subjective visual interpretation is a challenging yet im-
portant topic in computer vision. Many approaches reduce
this problem to the prediction of adjective- or attribute-
labels from images. However, most of these do not take at-
tribute semantics into account, or only process the image in
a holistic manner. Furthermore, there is a lack of relevant
datasets with fine-grained subjective labels. In this paper,
we propose the Focus-Aspect-Polarity model to structure
the process of capturing subjectivity in image processing,
and introduce a novel dataset following this way of model-
ing. We run experiments on this dataset to compare several
deep learning methods and find that incorporating context
information based on tensor multiplication in several cases
outperforms the default way of information fusion (concate-
nation).
1. Introduction
Subjectivity is the phenomenon wherein human percep-
tion is influenced by personal feelings, tastes, opinions etc.
The variance which arises as a result of this phenomenon
plays a crucial role in the visual domain. For example, the
meaning that we infer from an image can depend on: our
internal templates about the stimuli [26], expectations and
learned biases about the visual object [7], context / prior vi-
sual input [6], random neural fluctuations in cortex [16] and
other factors like personality of the interpreting individual.
This innate diversity in interpretation has made evaluation
and computational modeling of subjectivity a difficult task.
The challenge in modeling subjectivity arises from two
main sources. First, subjective interpretation by definition
is arbitrary in a certain sense, since there is no a priori ob-
1Equal contribution.
Figure 1. Illustration of the task. The model takes an image and
a noun (focus) present in the image as input. It outputs the corre-
sponding aspects and polarity (of each aspect). For the given im-
age in the illustration, since the focus is on the noun “person”, the
model identifies the aspects “Age” and “Happiness” as the most
appropriate. The polarity provided for each aspect determines
which set of attributes suits the noun in the context of the image.
For the aspect age in the given example, the polarity output indi-
cates that suitable attributes for the person in the image would be
“old”, “elderly”, “mature” or “senior”, in contrast to “young”. At-
tributions of images, “Old man and his dog” by Katie Cook, used
under CC BY-NC-ND 2.0.
jective taste, feeling, or opinion, and at times such context
information might not be accessible at all. In particular,
this poses challenges to evaluation, and in many cases it
is reasonable to expect that there will be a larger margin
to a perfect score. Second, subjectivity tends to be more
fine-grained than objectivity. For example, in images, ob-
jectivity that is detected typically is about which entities are
visible, while subjective information is rather about charac-
terizing how these entities or the picture as a whole differ
from some expectation [6, 7].
To attenuate these issues, previous methods typically
consider holistic aspects of subjectivity (e.g. in visual sen-
timent analysis) or mix subjective components with non-
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subjective components (as in adjective-noun pairs) [3]. A
problem with the latter is that, in evaluation, these com-
ponents are mixed and might be hard to separate later on,
while the original interest was to focus on subjective parts.
Additionally, existing works which use this approach do not
include any sophisticated structuring of the subjective com-
ponents. We also found that there is a clear lack of datasets
with more fine-grained or structured subjective aspects an-
notated.
In order to overcome these shortcomings, we propose a
novel dataset (aspects-DB) and the Focus-Aspect-Polarity
model for subjective visual interpretation, disentangling
three components of subjectivity: 1) focus: the center of
attention, 2) aspect: which dimension to evaluate on, and
3) polarity: result of this evaluation. Our proposed way of
modeling is illustrated in Figure 1. Briefly put, our model
works as follows: Given an image and, as context, a noun
present in the image (as proxy to describe which part of
the image is attended to), we would like to first identify
which dimension of evaluation (represented by aspects) one
is likely use for describing the noun in the given image, and
secondly predict how the noun would be evaluated with re-
spect to these dimensions of evaluation (represented by as-
pect polarities). Finally, in this paper we analyze several
methods for the emerging tasks aspect prediction and po-
larity detection, thereby providing an overview of different
ways of using context information in this particular case and
revealing general open issues.
The rest of the paper is organized as follows. Section 2
surveys related work relevant to this paper. Section 3 intro-
duces the model and the new dataset. Section 4 explains the
two tasks that form the core of this method. Section 5 gives
a detailed description of the experiments and architectures
used. Section 6 provides our insights and findings from the
experiments along with the open questions. Section 7 con-
cludes the paper with a summary and future work.
2. Related Work
This section can be broadly divided into three seg-
ments: First, the methods which attempt to capture sub-
jectivity. Second, the methods which use Adjective-Noun
pairs for this purpose. Finally, the available attribute detec-
tion datasets.
2.1. Detecting Subjectivity
There have been many promising approaches which re-
searchers have employed at detecting subjective parts of vi-
sual interpretation. While some works focused on attributes
to enhance the quality of nouns [10, 21, 4], others focused
on understanding the aesthetics [23, 9].
[4, 3] proposed the large scale visual sentiment ontology
to detect adjective-noun pairs inside an image. Given an
image they propose to find a suitable adjective-noun pair to
best describe an image from a set of adjective-noun pairs.
Although adjective noun pairs capture the sentiment to an
extent, they do not reveal the degree to which this senti-
ment applies. Moreover, relying on a single adjective-noun
pair to describe the whole image would mean only the most
prominent noun is focused upon.
The authors of [22] propose a cross-modal mapping from
a visual semantic space onto a linguistic space in order to
automatically annotate images with adjectives. The map-
ping is performed by a projection function that maps the
vector representation of an image tagged with an object /
attribute onto the linguistic representation of the object / at-
tribute word. This mapping function can then be applied to
any given image to obtain its linguistic projection. The main
advantage, as claimed by [22], is that of zero-shot learn-
ing, i.e., unseen attributes (not present in training) can be
predicted. However, in this approach the whole image is
mapped onto an adjective without focusing on any particu-
lar noun or aspect. Our method, on the other hand focuses
on finding a suitable set of adjectives for a given noun in
context of an image, and still allows for zero-shot learning.
2.2. Detecting Adjectives-Nouns
Our work mainly builds on a line of work originating
from the Visual Sentiment Ontology [5] proposed by Borth
et al., which aims at detecting adjective-noun combinations
from images. So far, the best performing method within
this direction are cross-residual networks (XResNet) [17],
which we include in our experiments and will describe in
detail in Section 5.2. For any given image, XResNet outputs
scores for adjective-noun combinations as well as scores for
all individual adjectives and nouns separately. This means
that it separates the more subjective parts of interpreta-
tion (represented by the adjectives) from the more objective
(represented by the nouns).
There are two major datasets that have been used for
training the above-mentioned architectures: The Visual
Sentiment Ontology (VSO) [5] and the Multilingual Vi-
sual Sentiment Ontology (MVSO) [18]. These datasets
have been created from the popular photo-sharing platform
Flickr. However, the data in these cases suffers from a clear
bias towards the positive attributes / adjectives [19]. [17]
has taken some efforts for achieving a better overall balance,
but even there, for any given noun the number of associated
adjectives is typically very small and the distribution heav-
ily skewed. More importantly, the “feasible” adjectives for
a given noun are in most cases not mutually exclusive, at
times even similar in meaning (e.g. “smiling person” and
“happy person”), and yet any non-ground-truth adjective is
typically considered to be wrong. This makes it harder to
interpret performances on these datasets in terms of ability
to capture subjective aspects.
These issues can be overcome by considering the prob-
lem of attribute prediction to focus on the subjective part of
visual interpretation: Given an image and an entity (in our
case represented by a noun) in the image, estimate the suit-
ability of attributes under consideration of their semantic
relations. In this regard we created a dataset with structured
and properly balanced attributes for any given noun, thus
addressing the issue of balance which was found lacking in
the existing VSO and MVSO.
2.3. Attribute datasets
There are several popular attribute datasets available for
computer vision research.
The Visual Genome [20] contains over 100,000 im-
ages with fine-grained annotations, including region de-
scriptions, object instances and visual attributes in the order
of Millions. However, the attributes in this dataset mostly
relate to objective information. Hence, most common at-
tributes are colors like white, blue red, black and despite
the large number of total annotations in Visual Genome, we
found the number of subjective attribute instances to be too
low for our purpose.
aPascal and aYahoo [11] are two attribute datasets con-
taining natural object-based images with attribute annota-
tions. Here again, the included attributes correspond to ob-
jective features, such as parts of a face like eyes, nose and
so on, which deems it inappropriate for analyzing subjective
interpretation.
Another attribute dataset is the SUN Attribute Dataset
[24], which contains scene attributes of the four categories
“functions / affordances” (e.g. “diving”, “climbing”), “ma-
terials”, “surface properties” and “spatial envelope”. The
former three categories are restricted to objective informa-
tion, and while there are several subjective attributes (such
as “scary” or “stressful”) in the “spatial envelope” category,
all of these annotations are describing the scene in a holistic
manner.
Overall, none of the available datasets is appropriate for
focusing on more fine-grained subjective visual interpreta-
tion.
3. Modeling and Dataset
3.1. Focus-Aspect-Polarity model for subjective vi-
sual interpretation
The work of Borth et al. [5] shows that adjective noun
combinations are often visible and reasonably simple to au-
tomatically detect in images, presumably because of how
they contain both subjective (in the adjective) and objective
(in the noun) information.
If we consider the semantics of adjectives as described
by Baroni and Zamparelli in [2], where adjectives are inter-
preted as modifiers of nouns, we see that visually detecting
adjective noun combinations can be understood as a model
that combines attention and evaluation, where the noun de-
scribes where the viewer is focusing when interpreting the
image and the adjective contains the subjective evaluation
of this part of the image.
For the adjective, we want to take a step further and ac-
knowledge the fact that adjectives for the same noun are
often semantically related. In other words, they can be or-
ganized along various dimensions of evaluation. Example
for such dimensions would be size, age, cuteness or temper-
ature.
So instead of considering any non-ground-truth adjec-
tive as wrong and thereby largely ignoring semantic rela-
tions between adjectives, we organized the adjectives into
opposing lists. Arranging in this manner paves way for a
more appropriate evaluation as opposing adjectives (mutu-
ally exclusive) cannot occur together for the same noun.
For example, if we consider the opposing adjectives in
[“cute”, “adorable”] vs [“scary”, “ugly”], a classification
of “cute” or “adorable” of a puppy are semantically simi-
lar, but “cute” and “scary” cannot apply to the same puppy.
To further elaborate, we arranged a list of mutually oppos-
ing adjectives, where each opposing list reflects a certain di-
mension of evaluation, which we call “aspect”, of the noun.
The aspects and the adjectives pertaining to these aspects
that are incorporated in our dataset are listed in Table 2 and
will be derived in Section 3.2.
In summary, we separate three potential sources of sub-
jectivity in our model:
1. Focus: Given a single image, there are typically dif-
ferent components one can pay attention to. For this
paper we will assume that this place of focus can be
captured by a noun. Note that nouns can relate to an
entity in the image (such as “dog” or “dude”), but also
refer to the whole scene (as in “place”) or the picture
itself (“shot”).
2. Aspect: Once the focus has been determined, there are
several potential dimensions for evaluation. For exam-
ple, people in the image can be evaluated with respect
to their physical size, age, level of activity and so on.
In our dataset, selecting an aspect for evaluation is es-
sentially about choosing a set of semantically related
attributes.
3. Polarity: In our case, we chose all aspects to be rep-
resented by mutually exclusive sets of adjectives, such
that evaluating each aspect amounts to a binary deci-
sion problem. For example, physical size would have
adjectives like “small”, “tiny”, “short” on one side and
“tall”, “big”, “huge” on the other. Picking a certain po-
larity then means to say that one of the adjectives from
this side is appropriate to be used as an attribute for the
given noun.
Aspect Noun Left Polarity Right Polarity
age people
“young” “old”, “elderly”, “mature”, “senior”,
“aged”
activity city
“active”, “busy” “sleepy”, “sleeping”
happiness boy
“smiling”, “laughing”, “happy” “crying”, “sad”
Table 1. Examples of ground truth data in the proposed aspects-DB dataset. Each row represents an aspect, an example noun and a sample
image which corresponds to the left and right polarities. Attributions of images, from left to right: “Young Heart Attack” by Richard Child,
used under CC BY-NC-ND 2.0, “Old Chinese Men” by Michael Goodine, used under CC BY-NC-ND 2.0., “Busy Times Square” by Jim
Larrison, used under CC BY-NC-ND 2.0., “A quiet Saturday morning” by Pedro, used under CC BY-NC-ND 2.0, “Grandma looks happy”
by Praveen, used under CC BY-NC-ND 2.0, “Boy crying” by Francisco Osorio, used under CC BY-NC-ND 2.0
The following points summarize the key features of this
method of modeling:
• Three different sources of subjectivity are disentan-
gled. This brings about the possibility to evaluate
these components separately, and can potentially be
exploited by computational models, e.g. by learning
biases at these distinct levels.
• Semantic relations between attributes are respected. In
particular, by detecting aspect polarities instead of in-
dividual attributes, we treat attributes of the same po-
larity as being synonymous for the given aspect. We
thereby avoid to consider any attribute as wrong if it
means the same but is merely phrased differently, as it
is for example done when using adjective noun combi-
nations or single attributes as independent class labels.
• This modeling leads to a more sensible way of 0-shot
learning for attribute detection, i.e., predicting subjec-
tive attributes for nouns for which they were not avail-
able during training time. We will explore this direc-
tion below.
3.2. Compiling the dataset
To overcome the shortcomings of the existing datasets
mentioned above, and to have a fair evaluation for experi-
ments, we decided to create a new dataset called aspects-
DB for subjective visual interpretation, following the AAP
model. We will now describe the steps we took for building
the dataset.
First, based on the Visual Sentiment Ontology, we com-
piled thematic lists of nouns, focusing on terms from the
urban environment since such images often contain several
entities:
• people: “person”, “people”, “guy”, “girl”, “woman”,
“man”, “baby”, “boy”, “child”
• animals: “cat”, “dog”, “animal”, “pet”, “puppy”, “kit-
ten”, “bird”
• buildings: “building”, “house”, “architecture”, “ho-
tel”, “church”, “restaurant”
• scene: “street”, “place”, “view”, “city”, “event”,
“neighborhood”, “location”
• plants: “tree”, “plant”, “flower”
Second, based on semantic adjective classes in Ger-
maNet [13] we selected a list of adjective classes that can
apply to these nouns and can be visible in images. Examples
for such semantic classes are appearance (“pretty”, “ugly”,
...), size (“small”, “big”, “large”, ...) or age (“young”, “old”,
...). For each such class we fixed its meaning (e.g. evalu-
ation), then came up with one or more adjectives for ei-
ther side (e.g. “good”, “great” vs “bad”, “stupid”). This
gave us an initial list of aspects with associated attributes
(represented by adjectives) grouped into mutually exclusive
sets. We then iteratively expanded both sides of each as-
pect by using synonym and antonym information from the-
saurus. For example, for the aspect evaluation thesaurus
would be invoked to find synonyms of “good”, add any of
these synonyms to the left side of the aspect if they are mu-
tually exclusive with all attributes on the right side, and add
antonyms of “good” to the right side of the aspects if they
are mutually exclusive with all attributes on the left side.
Third, for each adjective-noun combination based on the
noun list and the initial aspect list, we used the Flickr-API
(https://www.flickr.com/services/api/) to
crawl images tagged with “[adjective] [noun]” (as one tag).
Finally, we iteratively performed the following steps for
cleaning and structuring the data properly:
• We removed all adjective-noun combinations with less
than 20 occurrences.
• For each noun-aspect combination we counted the total
number of available images for each polarity. We only
kept noun-aspect combinations if for each polarity the
total number of available images was at least 100.
• All nouns with less than 500 images in total and less
than two available aspects were removed.
• We removed all aspects with a total of less than 500
images for any of the two polarities.
• We manually checked whether images obtained for in-
dividual adjective-noun combinations captured the as-
sociated aspect and visibly included the noun. All
combinations where this was not the case were re-
moved. Note that this led to the removal of almost half
of the originally crawled data.
• For each feasible noun-aspect combination we ran-
domly sampled the same number of images for left and
right polarity from all relevant adjective-noun combi-
nations. (Not recycling any images, i.e., each image
in our dataset is only used for exactly one noun-aspect
combination.)
The final aspects-DB dataset contains 67, 818 images in
total and features 13 nouns for 6 aspects. A complete list
of aspects can be found in Table 2. More detailed statistics
are presented in Table 3. The dataset is balanced on polar-
ity level, i.e., for each noun-aspect combination, half of the
the available images belong to the left polarity of the as-
pect and the other half to the right. Since the ground truth
was obtained by adjective-noun pairs, we keep the adjective
part in our dataset as extra information, so for each image,
aspects-DB includes a noun, an aspect, the polarity of this
aspect and the original adjective the noun was combined
with in the adjective-noun tag.
Table 1 shows a few examples of nouns, their top aspects
and the corresponding left and right polarities. The dataset
is available to the public and can be downloaded at http:
//madm.dfki.de/downloads.
We would like to emphasize that the ground truth in
aspects-DB is meant to capture general tendencies in sub-
jective interpretation (where we use tags as proxy). These
tendencies must to some extent be corpus / domain specific
and on item-level we cannot expect perfect performance.
This means that the task is not to detect objectively correct
labels as in many common image classification datasets,
but to model general biases such as “for this image of a
sleepy puppy and noun dog, people would typically inter-
pret the image with respect to aspect age. Aspects age, ac-
tivity, evaluation would likely be rated as having polarities
- (young), + (sleepy), and - (good) respectively”.
4. Tasks
4.1. Aspect prediction
In the first task, an image and a noun are given and the
task is to predict which one of the aspects in our dataset (see
Table 2) a subjective interpretation would most likely focus
on. For example, given an image with a puppy together
with the noun “dog”, a likely aspect from our list would
typically be age. This problem is modeled as multi-class
classification task, where for each given image and noun,
only a single aspect is considered to be correct.
Note that our dataset is not balanced on aspect level, and
indeed, for a given noun the aspect prior typically strongly
favors a certain aspect (see dataset statistics in Table 3).
This skewness motivates us to not use an evaluation met-
ric that is based on accuracy. More precisely, for each noun
we first compute the average F1 score across all applicable
aspects, and then average this number across all nouns to
No. Aspect Name Attributes with Left Polarity (-1) Attributes with Right Polarity (+1)
1 evaluation
[“perfect”, “great”, “good”, “awesome”,
“wonderful”, “cool”, “nice”] [“bad”, “stupid”]
2 size [“small”, “miniature”, “little”] [“large”, “big”, “giant”, “huge”]
3 age [“new”, “modern”, “young”]
[“ancient”, “old”, “elderly”, “historic”,
“mature”, “senior”, “aged”]
4 happiness [“smiling”, “laughing”, “happy”] [“crying”, “sad”]
5 rareness
[“exotic”, “unusual”, “strange”, “weird”,
“odd”, “peculiar”] [“normal”, “everyday”, “regular”, “common”]
6 activity [“active”, “busy”] [“lazy”, “tired”, “sleepy”, “sleeping”]
Table 2. Aspects in the aspects-DB dataset. We only list attributes that are included in any adjective-noun combination in the dataset.
Noun Aspecteval. size age happ. rar. act.
people 0 0 7352 0 1620 0
guy 1672 0 296 0 0 0
man 554 0 5846 0 0 0
baby 0 0 0 690 0 298
boy 1558 0 0 602 0 0
cat 874 0 960 214 0 0
dog 2094 0 402 630 0 922
building 0 312 9912 0 0 0
house 0 2084 7814 0 0 0
architecture 528 0 8746 0 0 0
hotel 342 0 5384 0 0 0
city 0 698 2372 0 0 286
tree 0 2428 328 0 0 0
Table 3. Numbers of images for all noun-aspect combinations in
our final dataset. For all combinations that are withheld during
training for 0-shot experiments (see Section 4), the corresponding
numbers are underlined.
obtain the overall performance measure of a model:
F1asp :=
1
|N |
∑
n∈N
(
1
|A(n)|
∑
a∈A(n)
F1n(a)
)
,
where A(n) denotes all aspects that are available for noun
n,N the set of nouns, and F1n(a) is the F1 score for aspect
a calculated over all images for noun n.
All available data is for each polarity split into 50% train-
ing, 20% development and 30% test data.
4.2. Aspect polarity detection
Aspect polarity detection is about deciding which polar-
ity applies to a given noun for a given aspect in the context
of the input image. Coming back to the previous puppy ex-
ample of Section 4.1, the true polarity for aspect age would
be “left” (corresponding to young age) when given an im-
age of a puppy with the noun context “dog”. For training
and evaluation we only consider one aspect at a time, hence
this problem can be seen as binary classification task.
Apart from the standard polarity detection task, where
the same dataset split is used as for aspect prediction, we
consider 0-shot polarity detection, where some aspect-noun
combinations (the ones that are underlined in Table 3) are
only contained in the final test set and the rest of the data
was randomly split into 70% training and 30% for devel-
opment (per aspect-noun combination). It should be noted
that zero-shot learning on aspect prediction cannot be done
in the same way (unless the noun is left out completely for
training): If we remove individual noun-aspect combina-
tions and train a model on the remaining ones, the model
generally learns that for the nouns any excluded aspect is
not feasible. This points at another problem in the adjective-
noun way of modeling, where aspect and aspect polarity are
both blended into adjective information.
For calculating overall accuracy for polarity detection
(for both sub-tasks), for each aspect we compute the average
accuracy across all nouns, and then compute the average of
these numbers:
accpol :=
1
|A|
∑
a∈A
(
1
|N (a)|
∑
n∈N (a)
acc(a, n)
)
,
where A denotes the set of aspects, N (a) returns a list of
all nouns available for aspect a, and acc(a, n) denotes the
accuracy for aspect a and noun n.
5. Methods
In this section we explain the methods we compare in
our experiments (Section 6), where they are evaluated on
both tasks described in the previous section. For all models,
except the XResNet variants, visual features are extracted
from the image by an inception-v3 network [27], which was
trained on ImageNet [8] and kept unchanged.
5.1. Logistic regression
We deploy various models based on logistic regression
which take visual features from the inception network as
the only input. The motivation for using these models was
to have a robust starting point which allows us to compare
the effect of modeling the tasks in different ways. More pre-
cisely, the different possibilities for modeling the tasks lead
to these three versions (for both aspect and aspect polarity
prediction):
• The noun-agnostic version does not consider noun in-
formation at any point. Aspect prediction is modeled
as classification task with multiple classes. So for pre-
dicting the most likely aspect given an image and noun,
a single logistic regression model is trained to output
the corresponding class from the visual features, irre-
spective of the noun. Aspect polarity detection is mod-
eled as separate binary classification problems, i.e., for
each aspect, one logistic regression model is trained
to detect the polarity of the respective aspect from the
image vector, again not taking the noun into account.
• In the noun-specific variant, separate models are
trained for distinct nouns. For each individual noun,
we then follow the same approach as described in the
previous point. This means that for each noun we have
one model predicting the most likely aspect, and for
each noun-aspect combination we have one model for
aspect polarity detection. We explore this possibility
as a simple way to take the noun context into account.
• Finally, we consider a logistic regression model (adj-
noun) trained on detecting adjective-noun combina-
tions from the inception features. We include this
model to analyze the effect of modeling the output
as adjective-noun as compared to aspect and polarity.
Here, a single model is trained, and conditioning on
a noun is done by simply ignoring all outputs with a
different noun. To evaluate this model on aspect pre-
diction and aspect polarity prediction, the remaining
adjective-noun scores have to be converted to aspect
and polarity scores: For aspect prediction, we select
the adjective from the highest ranked adjective-noun
combination and return the aspect it is contained in.
In case of aspect polarity detection, for any given as-
pect the adjective-noun outputs are filtered further such
that all remaining adjectives are included in this aspect.
The polarity of the highest ranked among these adjec-
tives is given as final polarity output.
In all these cases we use the scikit-learn [25] implemen-
tation for training and inference.
5.2. Cross-residual networks
Cross-residual networks, or short XResNet, refers to an
architecture which was introduced in [17] for adjective-
noun pair detection and is based on the well-known residual
networks (ResNet) architecture [15]. Figure 2 shows the
structure of the XResNet architecture we used. The main
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Figure 2. XResNet architecture (adapted from [17]). Solid short-
cuts indicate identity, dotted connections indicate 1 × 1 projec-
tions, and dashed shortcuts indicate cross-residual weighted con-
nections. We train and evaluate two different versions of XRes-
Net, one which predicts adjective, adjective-noun and noun, and
one which predicts aspect-polarity, aspect-polarity-noun and noun
(indicated in the diagram by purple and green color respectively).
difference of XResNet as compared to ResNet is that the
network branches out at the end into three distinct heads,
where these branches remain closely connected to each
other via so-called cross-residual connections. The standard
XResNet architecture has 50 layers and finally branches out
to predict adjectives, nouns and adjective-noun pairs respec-
tively.
We trained this standard model based on adjective and
noun ground truth in our dataset, starting from a pre-trained
model and using settings as described in [17] for fine-tuning
on our data. Since this method outputs scores for adjectives,
nouns and adjective-noun combinations, the output needs to
be converted into aspect and aspect polarity information for
evaluation. We consider two ways of doing this conversion,
each based on a different output branch of the model:
• Using the adjective output (adj): To convert adjective
scores to a prediction of the most likely aspect, adjec-
tives are ordered by score and the aspect of the highest
ranked adjective is output. For aspect polarity predic-
tion, for any given aspect, all adjectives that are asso-
ciated with the current aspect are ordered by score and
the polarity of the highest ranked among these adjec-
tives is taken as prediction of the model. Note that this
version completely ignores any given noun informa-
tion.
• Using the adjective-noun output (adj-noun): For both
aspect and aspect polarity prediction the output is
first filtered based on the given noun, such that only
adjective-noun combinations featuring this noun are
kept. All remaining adjective-noun combinations only
differ in their adjective, and can thus be treated like a
list of adjective scores. To obtain the final output we
then follow the same steps as described in the previous
point.
To exclude the possibility that training on adjective
and nouns while testing on aspects and polarities is ad-
versarial to final performance, we train another XResNet
model which directly predicts aspect-polarity-noun combi-
nations, aspect-polarity combinations and the noun, instead
of adjective-noun, adjective and noun. In this case, the out-
put does not need to be converted, but we still have two
possibilities for evaluation, a noun-agnostic one using the
aspect-polarity scores for the prediction (asp-pol), and one
based on aspect-polarity-noun output (asp-pol-noun) where
conditioning on the noun is done by ignoring all irrelevant
output scores.
5.3. Concatenation + MLP
The concatenation model is a straightforward application
of information fusion, where a one-hot encoding of the noun
is appended to the image embedding obtained from the in-
ception network. This concatenated vector is then used as
the input to a multi-layer perceptron (MLP) with one hidden
layer.
We build one such model for aspect prediction and one
for detecting aspect polarity. For both aspect prediction and
aspect polarity detection, the corresponding model has one
output neuron per aspect. Note however, that for polarity
detection during training and testing we only consider the
output of the unit corresponding to the aspect which is pro-
cessed at the time.
5.4. Tensor Conditioning
Instead of merely concatenating image features and con-
text we consider a slightly more sophisticated way of condi-
tioning on the context, using tensor products to combine in-
formation. Similar ways of using context information have
been used in several publications in the field of natural lan-
guage processing, for example [14], [12] and [1], but we
are not aware of any other publication in computer vision
including this method.
This approach is illustrated in Figure 3. The core part
is the Tensor Conditioning layer, which can be understood
as part of a neural network that combines the noun-agnostic
and noun-specific logistic regression models: For each noun
i = 1, . . . , 13, there is a weight matrix Wi and a bias term
bi. In addition, the layer uses a weight matrix W0 and a bias
term b0 that is used irrespective of the context. Given as
input the image embedding x and the i-th noun, the output
of the Tensor Conditioning layer is then computed as
tanh
(
(W0 +Wi) · x+ b0 +Bi
)
.
We now represent nouns as one-hot vectors n ∈ R13 and
put together all noun weight matrices Wi into a third-order
Tensor W ∈ R6×2048×13 and all noun biases bi into a bias
matrix B ∈ R6×13. The final layer function T (x, n) can
be formulated by using a tensor product between the noun
context and a weight tensor to obtain the weight matrix for
the given noun:
T (x, n) = tanh
((
W0 +
13∑
i=1
Wi · ni
)
· x+ b0 +
13∑
i=1
Bi · ni
)
= tanh
(
(W0 +W · n) · x+ b0 +B · n
)
As in the concatenation approach, we deploy separate Ten-
sor Conditioning models for the two tasks of aspect predic-
tion and aspect polarity detection.
6. Results
For both tasks described in Section 4, we ran experi-
ments with all conditioning methods explained in Section 5.
All hyper-parameters (learning rate, number of hidden units
for the concatenation method) were fine-tuned based on
performances on training and development data (see Sec-
tion 4). We report performances on the test data.
Figure 3. An overview of the Tensor Conditioning model. Given as input a one-hot encoded noun and an image, the Tensor Conditioning
model embeds the image with a pre-trained inception-v3 network. This image embedding vector is then processed with the Tensor Condi-
tioning layer which consists of two linear layers, a context-independent and a context-dependent one, followed by element-wise additive
fusion of their outputs. For the context-dependent path, the Tensor Conditioning layer keeps a tensor with context-dependent weights and
a matrix with context-dependent biases, which are multiplied by the noun vector to obtain weights and bias. (Since the noun is one-hot
encoded, this multiplication amounts to a selection operation.) We use two separate Tensor Conditioning models for our experiments, one
for aspect prediction with aspect likelihoods and one for aspect polarity detection with aspect polarities as output.
6.1. Aspect prediction
All results for the aspect prediction task are listed in Ta-
ble 4. As a statistical baseline, we include the score of a
method which ignores the image and randomly predicts an
aspect with the probability P (aspect|noun), based on gen-
eral dataset statistics.
As we can see when comparing performances of the
models to the statistical baseline, noun-agnostic logistic re-
gression and the concatenation model apparently did not
work for this task at all. Many of the other models achieve
comparable scores, so there was no unique best perform-
ing method but a rather large group of top models. Among
these, Tensor Conditioning performs slightly worse than the
rest (0.62 aspect-F1 while the top one achieves 0.64), but as
expected performs very similarly to noun-specific logistic
regression. Interestingly, logistic regression (adj-noun) is
on par with the top XResNet models (adj-noun and asp-
pol-noun), despite being a considerably simpler approach.
There are two methods between the top and bottom
group: The asp-pol and adj versions of XResNet. Here,
surprisingly, predicting based on aspects and aspect polar-
ities is worse than based on adjectives, while this discrep-
ancy disappears completely when using other output layers
of the respective models (see adj-noun and asp-pol-noun).
In case of logistic regression the way of modeling also only
marginally affects final performance.
Overall, the noun context seems to be important and is
used by the models, but this effect is less pronounced for
the more sophisticated XResNet models.
6.2. Aspect polarity detection
Results for both polarity detection experiments can be
found in Table 5.
The two best performing models for the standard sub-
task are noun-specific logistic regression and the asp-pol-
Method Aspect-F1
statistical baseline 0.47
logistic regression (adj-noun) 0.64
logistic regression (noun-agnostic) 0.48
logistic regression (noun-specific) 0.63
XResNet [17] (adj) 0.59
XResNet [17] (adj-noun) 0.64
XResNet (asp-pol) 0.54
XResNet (asp-pol-noun) 0.64
concatenation + MLP (10) 0.48
concatenation + MLP (500) 0.51
Tensor Conditioning 0.62
Table 4. Aspect prediction performances of all models. All meth-
ods except the baseline and the XResNet models use inception-v3
to embed the image. The number in parentheses after MLP indi-
cates the number of hidden units used for this model. Please refer
to Section 5 for details on the individual models.
Method Polarity accuracy
standard 0-shot
statistical baseline 50.0% 50.0%
logistic regression (adj-noun) 79.1% -
logistic regression (noun-agnostic) 75.3% 63.4%
logistic regression (noun-specific) 79.7% -
XResNet [17] (adj) 75.5% 61.5%
XResNet [17] (adj-noun) 78.8% -
XResNet (asp-pol) 76.4% 60.5%
XResNet (asp-pol-noun) 79.7% -
concatenation + MLP (10) 69.1% 65.1%
concatenation + MLP (500) 71.4% 63.8%
Tensor Conditioning 79.2% 61.8%
Table 5. Aspect polarity detection performances of all models.
All methods except the baseline and the XResNet models use
inception-v3 to embed the image. The number in parentheses af-
ter MLP indicates the number of hidden units used for this model.
Please refer to Section 5 for details on the individual models. Note
that not all models are applicable to the 0-shot learning task.
noun XResNet, both of which are not applicable to 0-shot.
Among all models with 0-shot capability, Tensor Condi-
tioning performs best on the standard task. Again, the con-
catenation method works worst among all models, but this
time at least it outperforms the baseline by a large margin.
For this task, modeling according to aspects and polarities
seems to work better in general than using adjectives and
nouns (see corresponding logistic regression or XResNet
results). As for aspect prediction, noun information is used
but does not lead to terribly large improvements as com-
pared to methods not using any noun context.
The performances on the 0-shot experiment are quite
comparable, while concatenation achieves the highest over-
all score. This is an interesting finding, considering that it
is worst for polarity detection in the standard task.
7. Conclusion
We introduced a new method for capturing subjectivity
prevalent in images. To overcome several challenges, in-
cluding the heavy bias towards positive tags / titles in social
media, and to make it possible to separately evaluate dif-
ferent parts of subjective visual interpretation, we compiled
a new dataset. We ran our experiments on the new dataset
and reported the results with different architectures. It was
also shown that with the new model, it is possible to per-
form 0-shot learning to predict unseen noun-attribute com-
binations. Given the prevalence of simple concatenation
for combining information in deep learning approaches, we
find it interesting that Tensor Conditioning performed better
in two out of three tasks.
Our results raise some fundamental questions, which we
want to investigate in the future:
• How can context be modeled optimally? Often re-
searchers use concatenation as default choice and fo-
cus on data or hyper-parameters for improvement
without changing this part of the architecture, but our
results showed a decrease in performance in two out of
three cases with the concatenation method.
• Which properties of the tasks make some methods
(like concatenation) fail in one but outperform all other
methods in another?
Furthermore, we plan to explore more ways of condition-
ing on context, and adapt our approach to applications such
as personalized tag prediction and affective image caption-
ing, where biases at different stages of subjective visual in-
terpretation according to the Focus-Aspect-Polarity model
can be made dependent on a user context to mimic the sub-
jective interpretation of the given user.
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