Abstract-In digital watermarking, the original data, called host or cover data, is inevitably distorted by the insertion of a watermark or embedded data. However, there are a number of applications that require complete lossless recovery of original data. This paper introduces an information theoretical model to the lossless data embedding problem, and gives the maximum embedding rate of the model. The main contribution of the paper is to propose an embedding scheme, which can asymptotically attain the maximum rate without knowing the source of the host data. The proposed scheme divides the host data into fixed-length blocks and embeds a watermark by replacing a less significant component of each block with a new component of the same length. The new component represents both the replaced original component and a fragment of the watermark. This paper shows that as the block length tends to infinity, the embedding rate converges to the maximum rate that could be attained when we ideally compress the less significant components using complete knowledge on the source of the host data.
I. INTRODUCTION
In digital watermarking, the original data, called host or cover data, is inevitably distorted by the insertion of a watermark or embedded data. However, there are a number of applications that require complete lossless recovery of original data. The technique that makes it possible to recover the host data after the embedded data has been extracted is called lossless data embedding [6] , [4] , reversible data hiding [3] , or reversible watermarking [11] . In this paper, we model the methods in [6] , [3] , [4] as an information theoretical problem, and give a solution to that. A more innovative, but less practical model for reversible embedding can be found in [13] - [15] .
The methods in [6] , [3] , [4] embed watermarks by modifying selected features, e.g., high frequency areas, of the host data while keeping other features unchanged so that the distortion Original (host) data due to embedding is not easily perceived. In lossless data embedding, since we must not only extract the embedded data but also recover the original features that have been modified, we usually first compress the original features losslessly and then fill the obtained space with the embedded data (see Figure 1) . However, high frequency signals are hard to compress, so the main concerns of the previous work [6] , [3] , [4] are to develop compression methods suitable for such situations.
We propose a new scheme realizing the above model, in which we divide the host data into fixed length blocks and replace a high frequency component of each block in order to embed a watermark. Since each block is replaced with a new block of the same length, our scheme makes no explicit use of compression. Despite this, as the block length tends to infinity, the embedding rate converges to the rate that can be attained when we ideally compress the components by use of complete knowledge on the source of the host data.
The proposed scheme utilizes the multiplicity of previous occurrences of the current block. The well-known Lempel-Ziv code (LZ77) [16] encodes each phrase by its recurrence time and length. The recurrence time of a phrase is the number of symbols that have appeared since the last occurrence of the same phrase. In the case where the same phrase has appeared more than once, we can embed extra information by choosing one from the previous occurrences [1] , [2] , [9] . We have applied a similar idea to the compression method of Willems [12] to achieve data embedding in lossless compression [10] . Although the present scheme is also based on the latter, it is different from [10] 2) We can losslessly recover from Ü Ò ½ both the host data and the embedded data.
3) The composite data Ü Ò 
In the rest of this paper, we propose a lossless embedding scheme that can asymptotically attain the above rate in (2) without knowing the source of the host data. 
IV. ASYMPTOTIC PERFORMANCE
As seen from the embedding algorithm, our scheme can embed a ÐÓ Å -bit watermark in every -bit block as long
¼ corresponds to the current block.
½ represents an occurrence of the same block as the current one.
as the corresponding set (3) is not empty. Then, the embedding rate asymptotically fulfills the following. Theorem 1: The embedding rate per bit attained by the proposed embedding scheme satisfies ½ ÐÓ Å ½ À´Î Ëµ in probability as approaches infinity. , as similar to the discussion in [7] . Ì ´AEµ ¾ ´À´ µ·AEµ (6) Ô´×µ ¾ ´À´Ëµ AEµ for´× Úµ ¾ Ì ´AEµ
These can be combined with the equation (4) 
Combining (8) and (10), we can complete the proof. Q.E.D.
The above theorem shows that the case of Å ¼ almost always occurs in the embedding procedure, and that as the block length increases the embedding rate of our scheme approaches in probability the ideal upperbound.
V. CONCLUSION We have proposed a universal scheme for lossless data embedding, which can embed a watermark in a host data so that not only the embedded data but also the host data can be losslessly recovered from the composite data. We have shown that the scheme can asymptotically attain the maximum possible embedding rate without knowing the source of the host data.
