We study synchronization in two neurons using two-dimensional neuronal models coupled through threshold delayed inhibition, acting for a fixed duration T . We explain the mechanism of synchronization between the two coupled units by means of phase-plane analysis. Using a piecewise linear approximation, we compute the firing times of two mutually coupled neurons, which allows a quantitative study of synchronization. The results are in good agreement, both quantitatively and qualitatively, with the numerical simulations of the full nonlinear coupled system describing the two neurons. We first show that, with simple inhibition, only phase-lagged synchronization can be achieved except for a particular set of T -values. We then show that coincidence synchronization can rapidly be achieved with an improved coupling model which takes into account the increase of membrane conductance during inhibition.
Introduction
Synchronization of coupled oscillators has been studied as long ago as 1665 by Huygens. In spite of the great amount of work on this subject, it has gained a new interest with its possible application to biological neural networks.
The key role of time delays in biological neuronal networks was previously mentioned by Andersen et al. [3] to explain the postsynaptic inhibition exerted on hippocampal pyramidal neurons. In a more recent study of hippocampal slices, Miles et al. [25] reported the observation of monosynaptic EPSPs excitatory postsynaptic potentials latencies ranging from 2.5 to approximately 8.5 ms. Time delays are also present in other vertebrate neuronal strutures like the opossum prepyriform cortex [15] or the visual system (see [29] for a comprehensive review). In the case of invertebrates, time delays are also required to understand neural circuits such as the flight system of the locust [34] or the sound localization system of the owl [9] . Time delays are due to both finite propagation velocities in the conduction of signals between neurons in the neurites [23] and delays in the synaptic transmission at chemical synapses [20] . Still from a biological point of view, the role of inhibitory neurons has been re-evaluated [8] (see also [7, Chs. 34 and 35] ): the role of inhibition in the cortex is not solely to ensure the stability of neuronal activity. From a theoretical point of view, time delays may account for a significant percentage of the interspike interval and hence completely modify network dynamics, as has been shown for phase oscillators [27, 35] and for leaky integrate-and-fire neurons [28] . For both these models [28, 40] , and also for pulse-coupled oscillators [11] , it has been demonstrated that one should include inhibition to achieve synchronization with biologically plausible coupling, i.e., with non-instantaneous or delayed interactions.
The aim of the present paper is to get closer to biological neurons in the study of synchronization, compared with other works. Nevertheless, we still want to keep an analytical control on the results. The phase description for neuron models, which allows to study synchronization mechanisms in detail even within fully connected networks [18] , will not be used hereafter because it is valid only at weak coupling [17] . Moreover, as pointed out by Somers and Kopell [36, 37] phase-type two-component neuron models have a different behaviour in terms of synchronization than the same models in a relaxation-type regime. Thus, a two-component model in the relaxation-type regime will be used. This kind of model incorporates both the effects of cell capacitance and of voltage-dependent membrane conductances [22, 24, 30] , whereas leaky integrate-and-fire model does not take into account the latter [1] . Besides, two-component models can be studied in detail by means of phase-plane analysis [32] . Therefore, a neuron will be regarded as a particular type of oscillator, a Terman-Wang unit [38] in which two variables describe the neuron's dynamics, one being potential-like and the other a recovery variable. It has been shown in [38] that this type of oscillator locally connected through zero-delay excitatory coupling is able to achieve synchronization within blocks of oscillators which are stimulated by connected regions. However, previous studies [36, 38] do not include the effects of transmission delays. In the present paper, the synchronization between two mutually coupled twocomponent neuron models interacting through time-delayed inhibition will be studied, with the motivation that the understanding of the behaviour of two mutually coupled neurons is, in several cases, the starting point or the guideline for the study of more complete networks [11, 28] .
Another important difference from previous studies is that the coupling we consider is a threshold coupling acting during a fixed duration, and not an instantaneous coupling, as in pulse-coupled oscillators [11] , or a coupling acting only during the spike duration as in [36, 38] .
In what follows, we shall briefly recall the main properties of the neuron model used in Section 2. In Section 3, it will be shown that, with a simple delayed inhibition acting only on the potential-like variable, only phase-lagged synchronization can be achieved except for the case of a particular set of values of the duration of the inhibition. This will be shown with the help of a piecewise linear model, in the phase space, of the full nonlinear system describing the neuron. The observed behaviour of the nonlinear system is explained in the framework of the piecewise linear model. Then, in Section 4, it will be shown, with the same methods, that coincidence synchronization may be reached rapidly with a more complete coupling taking into account the increase of membrane conductance during neurophysiological inhibition. Finally, the results will be discussed in Section 5 and compared with those obtained with other models.
Model for a single neuron
Each neuron is described by a set of two nonlinear coupled equations of the form [38] : v is a potential-like variable and u a recovery-like variable which governs the repolarizing conductance. I v is the coupling with the other unit (non-null only during the inhibition duration), and E v is an external stimulation which will be taken constant. The spiking neuron model described by Eqs. (1) and (2) is a point model. This approximation is justified when inhibitory coupling is considered because inhibitory synapses are mainly positioned on cell somata [2, 6, 14] . The v-nullcline V ≡ {(v, u) such thatv = 0} is a cubic curve while the u-nullcline U ≡ {(v, u) such thatu = 0} is a sigmoid function. We denote by R the right branch of V and L its left branch. We denote by LK (respectively RK) the lower knee of L (respectively the upper knee of R). In what follows, the parameter c will always be taken smaller than one in both the analytic approach and the computer simulations. The analytic approach will deal with "singular solutions" (c → 0), i.e., with the limiting case in which the jumps between branches take place infinitely fast [13] .
The unit will be said stimulated if E v > 0 and unstimulated for E v < 0. Stimulated non-coupled units are oscillatory whereas unstimulated units do not oscillate (no action potential is emitted). In the stimulated case, we denote by R free the right branch of V free and L free its left branch (see Fig. 1 ). The knees, or extrema of the cubics, represent thresholds for jumping to the other branch. Thus each unit in the relaxation regime has an onset threshold at the local minima and an offset threshold at the local maxima. The orbital trajectory in the phase plane is therefore composed of one segment on L free and an adjacent segment on R free for the slow part of the trajectory bound together with instantaneous jumps at constant u (see Fig. 1 ). It may easily be seen, from the shape of U free , that the depolarization duration is much longer than the action potential duration, and that their ratio increases with γ .
A system of two units with inhibitory coupling in the v component

Threshold coupling with a fixed period
"Threshold coupling" acts on the postsynaptic unit at time t only if the presynaptic potential is above a fixed threshold at time t − ∆ where ∆ is the coupling delay (for non-delayed coupling as considered in [36, 38] , one has ∆ = 0). With this definition, the coupling duration is equal to the spike duration. This kind of coupling is based on action potential occurrence, which is known to be essential in order to process information [12, 39] . However, it still does not take into account neurophysiological data on the duration of EPSPs and IPSPs which are known to last longer than the spike (especially with IPSPs) [21] . Hence, these models go one step further than pulse-coupled models but can still be improved in managing the effects of the coupling period on the postsynaptic neuron.
In the present model, the same definition will be used for the coupling onset which occurs at threshold, but the coupling duration, T , will be allowed to differ from the spike duration. We shall limit our study to the case where the coupling delay, ∆, is smaller than the interspike intervals of the stimulated unit and where the postsynaptic neuron receives a single action potential from the presynaptic neuron during an interspike interval.
In biological spiking processes, the action potential amplitude and duration do not depend on the coupling. Therefore, in order to keep biological relevance, the interaction between units should not modify the spike amplitude and duration which is possible (see [38, Fig. 10] ) with two variables relaxation type neuron model using nonconditional coupling in the postsynaptic unit. Thus the interaction does not act during the spiking process, which excludes the phase-space region corresponding to fast evolutions and portions of R of postsynaptic dynamics.
We shall assume in this section that the inhibition makes I v negative in Eq. (1) only throughout its duration. This term I v corresponds to the usual hyperpolarizing current present during inhibition in leaky integrate-and-fire models. In the phase-space, the u-nullcline is the same with or without inhibition, i.e., U free , and only the v-nullcline is modified. This latter is just translated downward as long as inhibition is active, it will be denoted by V inhib (see Fig. 2 ). As in Section 2, L inhib will be defined as the left branch of V inhib .
With this coupling acting only on variable v, the point representing the receiving unit is always above U free when it gets inhibition. Its trajectory in phase-space is then the following: before inhibition it moves along L free , then, during a relatively short period, it moves from L free to L inhib .
This results from the existence of two different timescales in the system defined by Eqs. (1) and (2) . There is a factor c between them and, since c 1 (in most of our simulations c = 0.04)|(du/dt)/(dv/dt)| 0 except on the v-nullcline. Therefore, the trajectory between the two v-nullclines roughly follows a line of constant u. The situation is of the same type as the one encountered at spike onset where the starting point in phase-space is unstable and the trajectory follows a line of constant u to join the curve corresponding with the associated limit solution [13] (in our case, this curve is L inhib and, in [13] , it is R free ). When the unit's position is on L inhib , it moves toward the stable fixed point S corresponding to the intersection of L inhib and U free . This stable fixed point exists because: (i) with the considered inhibition, V inhib is just translated downward compared to V free , and (ii) the inhibition intensity was chosen such as to ensure the existence of the intersection of L inhib and U free .
Since, on L inhib , u is a monotically decreasing function of v, and since S is below the knee of L free , S is below any point which could be reached by a transient trajectory between the two v-nullclines (see Fig. 2 ). When inhibition is removed, the system is again described by Eqs. (1) and (2) with I v = 0. The unit rejoins L free or it emits a spike, according to its position in phase space at the time the inhibition is removed.
To advance or delay the emission of an action-potential in an absolute way is not the way synchronization can be achieved. One should rather reduce the absolute time interval between the spikes of the two units. Hence, the lag induced by the coupling should depend on the position of the postsynaptic unit in the phase plane: the nearer to spiking the unit is, the longer the induced lag must be. If the lag is independent of the location in the phase plane of the postsynaptic neuron, the two units will not reach impulse synchrony. Let us estimate the effect of delayed inhibition in this model neglecting the transient periods corresponding to the fast transitions from one v-nullcline to another. The inhibition duration is fixed and we call it T . We have three cases to study:
(i) No unit reaches the stable fixed point of the inhibited system during the inhibition duration T , i.e., both units will rejoin L free before spiking: During T , the unit is described by Eqs. (1) and (2) with I v < 0 and hence it evolves on L inhib . The same thing occurs for the others unit when it receives inhibition during the same duration T (but not at the same moment). Since I v is independent of postsynaptic unit position in phase plane, the two units evolve during T according to the same equations. The dynamics on L inhib is then controlled by the u-equation (2) where the term cγ (1 + tanh(v/β)) is negligible. Therefore, while both units rejoin L free , inhibition modified v time course during T but at the end of the inhibition v recovers the value it would have without inhibition. Thus, in this case the effect of inhibitory only v-coupling is null in terms of impulse synchronization: the coupling freezes the spiking times interval of the two units leading to phase-lagged synchronization (see Fig. 3 ). (ii) Only the leading unit reaches the stable fixed point S , consequently this unit will emit a spike as soon as inhibition will be released and the lagged one will rejoin L free (which implies that it will spike later):
The second unit is not delayed by the inhibition process as in the previous case, while the leading unit is delayed. This will reduce the time gap between the two units. In this case, the v-only coupling is synchronizing (see Fig. 3 ). We shall quantify this effect on the next section with a piecewise linear approximation of the full nonlinear system. (iii) Both units reach the stable fixed point during the inhibition duration, consequently both units will emit a spike as soon as inhibition is released:
The lagged unit will receive inhibition from the leading unit and will be locked at the stable fixed point at least during a certain period. As already stated, this unit will emit a spike as soon as inhibition is released. On the other hand, inhibition on the leading unit will be released later since the coupling comes from the lagged unit, thus the latter is now the leading unit. We have here a spiking order reversal. As coupling terms will be the same as before and as they will act relatively at the same location in phase space, the units' roles will just be interchanged (see Fig. 4 ). In this case, we can prove the order reversal and we can compute easily the successive interspike intervals. Let t 1 be the first spike time of unit 1, t 2 the first spike time of unit 2 with t 1 < t 2 , and ∆ the coupling delay. At t = t 1 + ∆ unit 2 is inhibited and at t = t 2 + ∆ unit 1 is inhibited. Both units fire when their inhibition is released.
Thus, we have, for t 2 and for t 1 , the second firing times of each unit:
Since t 1 < t 2 , t 1 > t 2 . The unit 2 is now the leading unit and the units' roles are just interchanged. Order reversal will occur again at next firing. Let us note by P + and P − the two successive interspike intervals and define t = t 2 − t 1 , then one has
Piecewise linear model in the phase plane
In order to get further analytical insights into synchronization mechanisms, we shall define, in the phase plane, a piecewise linear model of the system defined by Eqs. (1) and (2) . In [33] , Rinzel and Keller used a similar approach for the Fitzhugh-Nagumo model, but without considering any coupling. Let us first explain how we build each linear part of this model, which is only valid during the repolarization period. We want to linearize the v-terms on the r.h.s. of Eq. (1), let us define f (v) as equal to
, and since we only consider the repolarization period, we take the tangent at Q to f (v). We denote its slope by k = f (V Q ) and by l the value of f (V Q ). In the case of the u-nullcline, we can neglect the factor cγ (1 + tanh(v/β)) since it is nearly equal to zero all along the v-interval corresponding to the repolarization region, the main term being −cbu. Thus, one getṡ
Let us now define V th as the threshold potential for action potential emission which is such as k(V th − V Q ) + l = 0 and corresponds to the point LK in the "free" nonlinear system. We shall limit our study to the case where −I v > E v so as to ensure the existence of a fixed point S with V s < V th during inhibition duration. We can rewrite the above system using linear matrix formalism since now it is piecewise linear:
if the system is "inhibited",
if the system is "free".
We shall now compute the time interval between spikes in each unit after an interaction according to the one before, when no spike is suppressed. By interaction, we mean that both units receive the inhibitory coupling from the other. Thus there are the following three steps between the two spikes of a same unit: (i) Suppose that at t = t 1 , unit 1 emits a spike and that at t = t 2 , unit 2 emits a spike, with t 2 − t 1 = t > 0. At t = t 1 + ∆, unit 2 receives the coupling from unit 1 (where ∆ is defined as previously as the coupling delay). Thus, in the time interval [t 2 , t 1 + ∆], unit 2 is described by the "free" system, while in the interval [t 1 , t 2 + ∆], unit 1 is described by the "free" system. (ii) At t = t 1 + ∆, the inhibition begins for unit 2; it will end at t = t 1 + ∆ + T (where T is defined as previously as the inhibition duration). Thus, during this interval [t 1 + ∆, t 1 + ∆ + T ], unit 2 is described by the inhibited system, and similarly, during the interval [t 2 + ∆, t 2 + ∆ + T ], unit 1 is described by the inhibited system. (iii) At t = t 1 + ∆ + T , the inhibition for unit 2 ends. We denote by t 2 , the time then required by unit 2 to reach the spiking threshold V th (seeing that the inhibited system cannot spike). Thus, during the interval
, unit 2 is described by the "free" system. Similarly, denoting by t 1 , the time required by unit 1 after the inhibition end to reach the spiking threshold, during [t 2 + ∆ + T , t 2 + ∆ + T + t 1 ], unit 1 is described by the "free" system. Let us denote by t 1 and t 2 the respective firing times of the two units. We can define a synchronization rate, σ s , as the ratio between the successive differences of the two units spiking times:
Then, since
The detailed calculations and the expressions used to compute t 1 and t 2 are given in Appendix A.1. The results are shown in Fig. 5 for t 1 , in Fig. 6 for t 2 , and in Fig. 7 for σ s . The plateau associated with t 1 in Fig. 5 corresponds to the freezing of unit 1 in S , i.e., in this case the actionpotential is fired as soon as the inhibition is removed. In a similar way, the plateau associated with t 2 in Fig. 6 corresponds to the freezing of the unit 2 in S . The combination of these two situations gives the case (iii) of Section 3.1. There is an order reversal of the spike times without any decrease of the absolute value of the time intervals between the action potentials of the two units (see, in Fig. 7 , the region where σ s is equal to −1).
The varying part of t 1 in Fig. 5 corresponds to the situation where unit 1 does not reach S during inhibition. In a similar way, for unit 2, the varying part of t 2 in Fig. 6 corresponds to the situation where unit 2 does not reach S during inhibition. The combination of both these situations gives the case (i) of Section 3.1. There is a freezing of the spiking times interval of the two units (see, in Fig. 7 , the corresponding region where σ s is equal to 1).
In Fig. 7 , the synchronization rate is plotted versus inhibition duration, T , and time interval between the spikes of the two units, t. For small t in Fig. 7 , the transition from 1 to −1 regions is very steep. A fixed system evolutes at constant ∆, therefore except for the rare case where it finaly falls into the transition region, an initial situation corresponding to the case (ii) leads in a few steps to either the case (i) (σ s = 1) or the case (iii) (σ s = −1) of Section 3.1. This is exactly what is shown in Fig. 3 . It must be noted that the position of the region where the coupling is synchronizing depends on the value of external stimulation E v , so that a coincidence synchronization occurring for a fixed value of E v cannot be warranted to hold for another value of E v .
In Fig. 8 , one may see that the results obtained from the piecewise linear approximation of the full nonlinear system rather agree, both qualitatively and quantitatively, with those obtained numerically from the full model. The agreement is better than 10%. The discrepancy comes from the nonlinear terms which are neglected in the piecewise linear model.
In order to be more biologically relevant, we now take into account the linear dependency on postsynaptic potential in the coupling term [16] . We take ions responsible for inhibition. By means of the same kind of calculus as the ones used for a constant coupling (see Appendix A.2), we can compute the synchronization rate σ s . The results are similar to those obtained from the constant coupling on variable v as one can see in Fig. 9 .
The synchronization rate as a function of the coupling strength R v (respectively of the reversal potential V s ) is plotted in Fig. 10 (respectively in Fig. 11 ). For these two figures, the synchronization rate is small since we choose ∆ and T values so as to avoid parameter values where σ s is equal to ±1. In Fig. 12 , the synchronization rate is shown as a function of the coupling delay ∆. The same behaviour occurs with the constant v-only coupling. This change of the slope of σ s corresponds to the limit case where the first unit reaches the stable fixed point S . The ∆ limit corresponding to this situation is approximated in Appendix A.1. 
A system of two units: A more complete inhibitory-type coupling
Description of the new coupling and its neurophysiological justification
Synapses on neuronal cell bodies are often inhibitory [5, 20] which maximizes their effect [2] . Inhibition may result at least in two processes [16, 21] . Firstly, an IPSP can hyperpolarize the membrane potential and can move it further away from threshold. Secondly, the inhibition induces an increase of the membrane conductance through the increase of the membrane permeability to Cl − (or K + ), which stabilizes the membrane potential near E Cl − (or
, reducing the amplitude of concomitant EPSPs. Let us assume that a model neuron can emit action potentials with only two kinds of ionic channels such as Na + and K + in the Hodgkin-Huxley model [19] , or Ca 2+ and K + in the model of Morris and Lecar [26] .
We wish to take into account at least qualitatively the membrane conductance rise due to K + during inhibition. We first recall some observations on the timescales of ionic channel dynamics in the above two models. In the model of Morris and Lecar, K + channel dynamics are much slower than those of Ca 2+ . It is this property that allows to obtain from the full system of three coupled nonlinear equations the well-known reduced system where the Ca 2+ conductance is taken equal to its steady state value, depending only on the potential. In the HodgkinHuxley model, dimensional reduction schemes [1, 22] are based, among other things, on the fact that the timescales of the ionic channels for Na + and K + are quite different. 
Since u is the recovery variable, a u-increase corresponds to an increase of the membrane conductances linked to hyperpolarizing ionic channels or to a decrease of membrane conductances linked to depolarizing ionic channels. A description of this effect can be found for the Hodgkin-Huxley model in [4, Appendix] : "an increase in n corresponds to an increase in the fraction of open potassium channels, and hence an increase in outward current", and in the same way, an increase in 1 − h corresponds also to an increase of outward current. Therefore, the new positive term I u will mimic the increase of the membrane conductances linked to hyperpolarizing channels during the inhibition duration (I v and I u are different from zero only during inhibition period, see Fig. 13 ). For instance, if we assume that the inhibition, in our neuron model, is mediated through ligand-gated channels like the inhibitory GABA A [16] , then we shall consider that the u-increase due to the coupling term I u is linked to an increase of the fraction of open ligand-gated channels. Our coupling model acting on both v and u variables is only an approximation firstly because our neuron model is described by only two equations, and secondly because the hyperpolarizing conductance rise will last as long as the inhibition duration. This may be true for inhibition durations less than or equal to the hyperpolarizing channels' time constant, but it would be incorrect for longer inhibition. In that case, we should describe inhibition at the hyperpolarizing channels level with a more complex dynamics like the kinetic model description [10] . 
The synchronization mechanism
With our more complete coupling, synchronization is reached by order reversal (for most parameters values) (see Fig. 13 ). The coupling delays the spiking and, as it is required by impulse synchronization, the absolute time between the firing of the two units is reduced.
In the phase plane, with this coupling, we observe that the u-nullcline is now translated upward (it will be denoted by U inhib ) and the v-nullcline is translated downward (as in the previous section it will be denoted by V inhib ). Thus, with this coupling, the rest point S is translated upward in u compared to S which is (see above) the rest point with the v-only coupling. Therefore, the situation is more complicated than with v-only coupling because S is no longer below all the possible points reachable by the transient trajectories between V free and V inhib (see Fig. 2 ).
As we again work in the singular limit solutions, we neglect the transient periods where the units move from one set of nullclines to another. From the moment that I u value is sufficient to translate S above the knee LK of the "free" system we have two kinds of possible trajectories in the phase plane for a postsynaptic unit receiving inhibition. (i) The unit will reach L inhib above S.
(a) It follows L inhib downward without reaching S during inhibition duration. At the end of the inhibition v nearly recovers the value it would have without inhibition. Thus, in this case, the induced delay is weak compared to the inhibition period. (b) It follows L inhib downward and reaches S before the inhibition ends. In this case, the induced delay is equal to T minus the time spent to reach S. (ii) The unit will reach L inhib below S.
(a) It follows L inhib upward without reaching S during inhibition duration. When the inhibition is released, the unit will rejoin L free . Thus the induced delay, in comparison with a "free" unit, is equal to T plus the time needed by the unit to rejoin its initial position in L free . Therefore, the delay is greater than the inhibition duration. (b) It follows L inhib upward and reaches S before the inhibition ends. When the inhibition ceases, the unit will rejoin L free . Thus, the delay, in comparison with a "free" unit, is equal to T minus the time spent to reach S, plus the time needed to return to its initial position. For these different cases, the effect of inhibition on the postsynaptic unit strongly depends on its position in the phase space and ensures that the more advanced unit will be more delayed than the lagged one. We shall compute the magnitude of this effect in the piecewise linear model.
Piecewise linear model
We shall use the piecewise linear model with the new coupling term which acts only during the duration of the inhibition. Then, one gets
In order to ensure that the fixed point S is such that V s < V th we shall only consider the case where −I v +I u /b > E v , i.e., −I v > E v given that I u > 0. The detailed calculations are done in Appendix B.1. One gets
where
Thus we obtain an analytical solution for the synchronization rate, σ s , which is seen to depend only on I u and not on I v . The dependence on I v has been removed on the RHS of Eq. (B.6) consequently to the approximations used in deriving Eqs. (B.3) and (B.4). We can see that the effect of synchronization is reduced for a longer period of inhibition and a longer coupling delay (see Fig. 14) . The dependency of σ s on the coupling strength is shown in Fig. 15 .
The results are in very good agreement (see Fig. 16 ) with the numerical simulations of the full system defined by Eqs. (12) and (13) . The agreement is better than 3.5%. We note that the absolute value of the synchronization rate is smaller in the full system than in the piecewise linear one, which corresponds to a faster synchronization. This holds for all the initial conditions which we have tried. Heuristically, this can be understood because the postsynaptic position dependency is stronger in the full system than in the piecewise linear one, thus improving the synchronization. The effects of the nonlinear dependency on v of the RHS of Eq. (12) are particularly important when the time interval between the spikes of the two units is small compared to the repolarization period. The accuracy of the analytical results is better in this section than in Section 3. This might result from the existence, in the v-only coupling, of two relevant timescales in the nonlinear system (see Eq. (A.15)) whereas it is not the case with the more complete coupling acting in both u and v.
We can also calculate the synchronization rate when one considers coupling terms with a linear dependency on postsynaptic potential (the detailed calculus is done in Appendix B.2). The results are shown in Figs. 17-19 . The behaviour of σ s as a function of the time interval between the spikes of the two units is similar to the one obtained from the constant u-v coupling. The synchronization rate as a function of the coupling delay ∆ is shown in Fig. 20 . Its behaviour is qualitatively the same for the constant u-v coupling. It is worth noting that, for a fixed value of the delay, the synchronization rate can be made small by means of a suitable choice of other coupling parameters. Fig. 13 ).
Summary and discussion
We have shown that neural oscillators can rapidly reach impulse synchronization through a time-delayed coupling, with non-vanishing duration, by considering a more realistic inhibitory coupling than the one acting only on variable v. With this v-coupling, we have shown that impulse synchronization can be reached only for a small particular interval of values of the duration of the inhibition. Besides, the position of this interval depends on the values of the external stimulation. This coupling only describes current injection in the soma associated with inhibition whereas the u−v coupling we propose takes also into account the increase in membrane conductance produced by inhibition. We analyse this approximately by means of a phase-plane analysis. A more accurate study of this effect is possible if one works with a true conductance-based model neuron and not with a two-dimensional model; the building of a piecewise linear model allows however analytical insights. In the case of the u-v coupling, we give an analytical expression for the synchronization rate. For the v-only coupling, we give only local analytical approximations of the synchronization rate (see Appendix A.1) but we obtain a global numerical solution. Our approach may be extended to other two-component neuronal models, if two different timescales are present, and if the nullclines may be, at least, approximately piecewise linearized.
For both inhibitory couplings, the trajectories of each unit in the two-dimensional phase-plane are strongly modified, during the inhibition, compared to the trajectories of a "free" unit. When one of the two units reaches a stable fixed point, we cannot consider that the coupling has induced only a perturbation of the limit-cycle of the uninhibited system, especially when the unit goes upward in the phase plane, along L inhib , towards S, where it remains until the inhibition is removed. This remark agrees with that of Somers and Kopell [36, 37] about the different behaviour of phase-type two-component neuron models compared with the same models in a relaxation-type regime.
To study the dependence of the synchronization on the coupling strength, we must distinguish between the two kinds of inhibition. For the v-only inhibition, the synchronization rate does not depend on I v or depends only slightly on it according to the detailed cases described in Section 3.1. In the piecewise linear model with a constant coupling, this can easily be understood if we remember firstly that the stable fixed point S is below all the possible points reachable by the transient trajectories between the v-nullcline of the "free" system and the one of the inhibited system, and, secondly that the slope k of the linearized v-nullcline is constant whatever the coupling strength. When the coupling term depends linearly on postsynaptic potential the slope of the linearized v-nullcline is weakly changed during inhibition duration. Consequently, the synchronization rate dependency on the coupling strength is weakly increased. On the other hand, with the inhibition acting both on u and v, Eq. (15) leads to a synchronization rate which strongly depends on the coupling strength (see Fig. 15 ). This result can be easily understood, since in this case the position of the stable fixed point S strongly depends on I u .
For the v-only coupling, the results on synchronization are quite different from the ones obtained for the leaky integrate-and-fire model (LIF) where the coincidence synchronization can be reached from a wider range of initial conditions and durations of inhibition [28] . This discrepancy comes form the fact that in the LIF model, time dependent conductances are neglected whereas they are included in the two-component neuronal model used herein.
At the end of their paper [36] , Somers and Kopell note that "if the coupling has another form (e.g., electrical) or delays are significant, the conclusions of the analysis and the simulations may not hold". One has to remind this warning when one compares their results and the results of Terman and Wang with those obtained in our study. With the two-component dynamical neuron model we use, instantaneous excitatory coupling lead to synchronization of two mutually coupled oscillators [36, Theorem] and the role of the global inhibition introduced by Terman and Wang [38] is to desynchronize two oscillators without direct excitatory coupling whereas our delayed inhibitory coupling leads to synchronization. It is worth noting that the synchronization mechanisms acting herein are different from the fast threshold modulation (FTM) first described in [36] for an instantaneous excitatory coupling since the ratio of the rates of change of u before and after the jump from L free to R free does not play any part whereas it is a "key notion" in FTM. Herein the key point is the existence and the position of the rest points. With the couplings we use, we have not to consider the right branches of the v-nullclines to study synchronization. Therefore, as already mentionned in Section 3, no amplitude effect induced by the coupling is present on the spiking process whereas the FTM mechanism leads to a "solution with lower frequency and higher amplitude" [36] . In [36, Fig. 4 ], a piecewise linear approximation of the v-nullclines is sketched to show that, in this case, the FTM does not guarantee synchrony, on the contrary we have shown that synchrony can be reached in a piecewise linear approximation of the two-component dynamical neuron model used herein if we consider the delayed inhibitory coupling described in Section 4. Consequently, it is not possible to use the piecewise linear approximation to get an explicit analytical formula for the synchronization rate in the case of the FTM.
In the present paper, inhibition duration is one of the key parameters of synchronization through mutual delayed inhibition. This result agrees with the experimental results obtained by Whittington and his colleagues [41] . They show that the frequency of the inhibitory neuronal network oscillations is a function of IPSP kinetics in individual inhibitory interneurons. Inhibition duration is often neglected in other studies, either because it vanishes, as in pulse-coupled models [11] or in phase models [35] , or because the main parameter is the coupling delay [28] . A functional role can be found in a globally coupled inhibitory network. As has been proposed in [8] , networks of inhibitory interneurons "can provide a clock signal for the timing of action potentials of cortical principal cells", but in order to do so, the "multistable clusters synchronized in common phases" found by Ernst and his colleagues [11] in a globally pulse-coupled network of inhibitory integrate-and-fire neurons with time-delayed coupling should be avoided. We believe that this is possible, even for small temporal delay (compared to the averaged interspike interval), with the neuronal model and the inhibitory coupling we use herein.
In future work we shall investigate this aspect within the framework of the present model as well as effects of the noise in the delays and in the neuronal dynamics. Furthermore, we shall investigate another functional role in rapid pattern segmentation [38] through the temporal labelling of each stimulus within a locally connected two-dimensional network. Preliminary results are described in [32] .
The solution Eq. (7), with initial value u(0) =
, is easily found:
Using matrix formalism, with u 1 (t 1 ) = u 2 (t 2 ) = u(0), we get:
After substitutions and simplifications:
(We can easily check that, for T = 0, we get the expected results.) We now have to evaluate the RHS of Eqs. (A.11) and (A.12). We have from Eq. (9):
The first components of the vectors defined by Eqs. (A.13) and (A.14) vanish. Therefore, the terms in exp(λ 2 t) must be kept, even if exp(λ 2 t) exp(λ 1 t) (recall that λ 1 and λ 2 < 0 and λ 1 /λ 2 = −bc/k 1). Thus, we get
.
We can compute t 1 from Eq. (A.11) using the threshold condition on v for unit 1, i.e., v 1 (
Using a similar equation for unit 2, we can compute t 2 from Eq. (A.12): Using Eq. (A.17), one finds (11) in Fig. 21 . One clearly sees that the approximations we have used are fully justified. -Case (iii): Since both t 1 and t 2 are nearly equal to zero, one gets t 2 − t 1 = 0 and consequently σ s = −1.
As in case (i), we see that the synchronization rate does not depend on the coupling strength. It is worth noting that one cannot use Eq. (A.16) to analyse the case t 1 = 0 straight because this equation is the threshold condition on variable v and inhibitory coupling strength is such as V s < V th . The stable fixed point of Eqs. (5) and (6) can only be reached asymptotically. For the limit case where the first unit reaches the neighbourhood of the stable fixed point we approximately have P = T + t + ∆ where P is the interspike interval of a free stimulated unit. Therefore, we can calculate a ∆ limit for fixed P , t, and T ; this value corresponds to the change of the slope of σ s in Fig. 12 .
A.2. Coupling with a linear dependency on postsynaptic potential
During inhibition, we get the following system: In order to ensure that the firing does not occur during inhibition, the following inequality must hold: V rev < V th + E v /R v . Since the formalism is the same as in the previous part of this appendix, we just give the main results. We define M i and its derived matrices M 
B.2. Coupling with a linear dependency on postsynaptic potential
During inhibition, we have the following system: Using these two equations and Eq. (11) we can calculate analytically the synchronization rate σ s , we get: 
