The CHaracteristic-function-Enabled Source Separation (CHESS) method for independent component analysis (ICA) is based on approximate joint diagonalization (AJD) of Hessians of the observations' empirical log-characteristicfunction, taken at selected off-origin "processing points". As previously observed in other contexts, the AJD performance can be significantly improved by optimal weighting, using the inverse of the covariance matrix of all of the off-diagonal terms of the target-matrices. Fortunately, this apparently cumbersome weighting scheme takes a convenient form under the assumption that the mixture is already "nearly-separated", e.g., following some initial separation.
Introduction
We consider the framework of Independent Component Analysis (ICA, often encountered in the context of Blind source Separation (BSS)), where K statistically independent (real-valued) sources are instantaneously mixed by an unknown constant mixing matrix A ∈ R K×K , such that x[t] = As[t], 1 ≤ t ≤ T , where x[t], s[t] ∈ R K are the observations and sources vectors at time t. Given T observation vectors, the goal is to obtain an estimate V of the demixing matrix,
which in turn provides an estimate of the sources viaŝ[t] = V x[t].
A popular approach to ICA is to apply approximate joint diagonalization (AJD) to a set of M matrix-form statistics (frequently termed "target-matrices"), having the appealing property of being strictly diagonal for random vectors with independent components. Some examples are the Joint Approximate Diagonalization of Eigenmatrices (JADE, [2] ), where the target-matrices are derived from the observations' empirical fourth order cumulants; Second-Order Blind Identification (SOBI, [3] ), where the target-matrices are the observations' empirical covariance matrices taken at different delay lags; Or the Referenced Contrast (RC, [4] ), in which the target matrices are based on cross-cumulants built from the output data of the separating system and the reference, enabling separation of mixture with more than one Gaussian source. Our current work is focused on the context of the CHaracteristic-function-Enabled Source Separation (CHESS, [5] ) approach, where the target-matrices are Sample-Hessians of the joint Log-characteristic functions of the observations, taken at some selected "processing-points" (see more details in Section 2).
Since AJD can essentially be regarded as an attempted Least-Squares (LS) fit of the target-matrices to the joint diagonalization model, significant improvement of the resulting estimation accuracy can often be attained by applying proper weighting to the AJD process, thereby taking a Weighted LS (WLS)
approach. The optimal weight matrix, assuming sufficiently small errors in the estimated target-matrices, is well-known to be given by the inverse of the joint covariance matrix of these errors. In general, however, this covariance matrix is unknown in a blind scenario, and must therefore be estimated from the observed data. Such an approach was first proposed in [6] for SOBI, where it was termed "Weights-Adjusted SOBI" (WASOBI), but the performance improvement in [6] was attained at the cost of a significant computational complexity. A simplified approach to the covariance estimation and to the subsequent weighted AJD was later proposed in [7] , [8] , which offered a computationally efficient version of WASOBI. The simplifying idea is based on the observation, that in a nearlyseparated mixture, the required covariance matrix (and, hence, also the weight matrix) take a nearly block-diagonal form, and therefore admit more convenient manipulations. Thus, following an initial separation step, which is assumed to transform the mixture into a nearly-separated condition, the demixing can be further refined by convenient estimation and application of the block-diagonal weights. A similar idea was used in [9] for applying optimal weighting in JADE.
Our goal in this paper is to use the same philosophy in applying asymptotically optimal weighting to the CHESS algorithm. CHESS was shown in [5] to potentially attain significant performance improvement with respect to (w.r.t.)
existing alternatives (such as JADE), by exploiting Hessians of the observations' log-characteristic-function (taken at selected off-origin "processing-points") as a substitute to the use of cumulants, which are higher-order derivatives (tensors) of the same, taken at the origin. However, the performance of CHESS generally depends on the specific choice of "processing-points" for the targetmatrices. When an arbitrary selection of processing-points is used, the "bad"
points (points at which the respective Sample-Hessian has a large variance and little information content) can obscure the potential performance gain of the "good" points (at which the respective Sample-Hessian has a small variance and rich information content). However, if proper (let alone optimal) weighting is used, the effect of the "bad" points would be out-weighted by that of the "good" points, and the desired performance gain would become evident.
In order to attain the potential improvement at a reasonable computational cost, we follow the computationally appealing "near-separation" philosophy of [7] [8] [9] . Assuming an initial separation stage, we derive an efficient estimation algorithm of the required weight matrix, along with a proof of its nearblock-diagonality. The weight matrix estimation algorithm, together with the recently proposed weighted AJD algorithm abbreviated as WEDGE [7] , are incorporated into the CHESS algorithm to form our proposed WeIghTed CHESS (WITCHESS) algorithm.
Another aspect of our motivation in this paper is the development of analytic expressions (and associated convenient estimators) for the covariance of the Sample-Hessians. Such estimates can serve in other statistical signal processing applications, so as to enhance the performance of methods based on the generic tool of off-origin Hessians of the joint log-characteristic function (e.g., [10] , [11] ).
The remainder of this paper is organized as follows: In section 2 the CHESS target matrices and algorithm, based on the Hessians of the joint log-characteristic function, are briefly reviewed. In section 3 we derive the relevant covariance expressions, leading to the desired weight matrix. In particular, we show how these expressions can be conveniently estimated from the observed data. In section 4 the WITCHESS algorithm is introduced, incorporating the proposed weighting scheme via the WEDGE-based (re)weighted AJD algorithm. Some experimental results are presented in section 5 and conclusions are summarized in section 6.
Preliminaries
The characteristic function and its variants serve in several BSS algorithms [5] [12] [13] [14] . In this section, the basic definitions of the GeneralizedCharacteristic-Function (GCF), the Log-GCF and its Hessian are provided, as well as sample estimate thereof. Special attention will be drawn to the exploitation of Hessians of the Log-GCF in the CHESS algorithm.
Let τ denote a real-valued arbitrarily-selected "processing-point" in R K .
The GCF of a random vector x ∈ R K at τ is defined as
(whenever this mean exists); the Log-GCF is denoted ψ x (τ ) = log φ x (τ ) ∈ R;
and the Hessian of the Log-GCF is denoted
Thus, for x = As, we have:
which also implies that ψ x (τ ) = ψ s (A T τ ), and therefore that the Hessians Ψ x (τ ) and Ψ s (τ ) are related by:
It is easy to observe (see [5] for details), that if the elements of s are statistically independent, then Ψ s (τ ) is a diagonal matrix for all τ (at which it exists). Therefore, any set of Hessian matrices of the Log-GCF of x taken at
these Hessian matrices can be used for identifying the mixing matrix (under mild conditions, and up to basic scale and permutation ambiguities -see [5] for details) via exact joint diagonalization. In practice, however, the Hessians are obviously unknown, and have to be estimated from the data.
Given a set
ples of the random vector x, the Sample-GCF is given bŷ
the Sample-Log-GCF isψ x (τ ) = logφ x (τ ) ∈ R and the Sample-Hessian of the Log-GCF is
It is shown in [5] , that this Sample-Hessian, which is a convenient and consistent estimate of the true Hessian of the Log-GCF, can be formulated as a speciallyweighted empirical covariance matrix:
where
∈ R can be regarded as weights, and
is a similarly-averaged empirical mean.
Note that for real-valued processing points τ ∈ R K , all the weights w , as briefly outlined in Table 1 below.
The computational complexity is O(T K 2 M ) for computing the target matrices, plus the complexity of the AJD algorithm, which is usually negligible when the observation length T is sufficiently long. However, standard AJD approaches cannot incorporate proper weighting, and might therefore be severely sub-optimal (in terms of the resulting estimation accuracy in V ). In order to incorporate proper weighting, we first need to find the covariance matrix of the Sample-Hessians, and then to use a weighted AJD approach, capable of accommodating the inverse of that covariance as the weight matrix. 
1.
Inputs: The observed data
2. Obtain the target-matrices: Ψ x (τ 1 ), . . . , Ψ x (τ M ) using (7).
3. Apply an AJD algorithm to the set of M target-matrices.
4.
Output: The Unmixing matrix V is the approximate joint diagonalizer of the set of target-matrices.
Weight matrices based on the covariance of the Sample-Hessians
We begin this section by deriving expressions for the joint covariance matrix of all elements of all of the Sample-Hessian matrices computed in (7). These general expressions are then used for obtaining the covariance matrix of a specially structured vector (called the "Off-DIagonal Terms (ODIT) vector") comprised of all of the off-diagonal-terms of the Sample-Hessians -which are the only relevant terms for the AJD weighting. We then show that, under the simplifying assumption that the sources are nearly-separated (thanks to an initial separation stage), the covariance matrix of the ODIT vector can be assumed to be nearly block-diagonal, leading to a convenient block-diagonal weight matrix for the weighted AJD process. We further show how straightforward estimates of the relevant covariance expressions can be obtained from the observed datawhich in turn leads to estimates of the required weight matrices.
General covariance expressions
Let us begin with the covariance between the empirical GCFs taken at two
Cov e
where we have exploited the temporal iid structure of x[t] for resolving the double summation and for dropping the time-index t.
We now turn to the covariance between the respective empirical Log-GCFŝ ψ x (η) andψ x (ξ). Since these are deterministic functions ofφ x (η) andφ x (ξ) (resp.), their covariances are approximately related (under a small-errors assumption) as follows:
and therefore, substituting (9), we obtain
We are now interested in the covariance between second derivatives of the empirical Log-GCFs. As we show in Appendix A, this covariance is given by
where η k , η , ξ k and ξ denote the k-th and -th elements of η and the k -th and -th elements of ξ (resp.). This means (following substitution of (11)) that the covariance between the (k, )-th elements of Ψ x (η) and the (k , )-th element
As already mentioned above, we shall assume a nearly-separated mixture, obtained from an initial separation stage using any consistent separation algorithm (e.g., JADE, unweighted CHESS, etc.). We assume, for convenience, that following this initial separation we have
. Naturally, this can only be true up to the inevitable permutation and scale ambiguities of ICA.
Nevertheless, we would consider this, possibly scaled and permuted version of the sources, as their "true" scaling and permutation. Consequently, the final algorithm would only recover the sources up to the same particular scale and permutation which was obtained at the initial separation.
Let K x ∈ R K×K×M ×K×K×M denote a six-way covariance tensor, whose
Similarly, let K s denote a similar covariance tensor with respect to the sources' Sample-Hessians of the Log-GCF. Under the near-separation assumption we have
Fortunately, due to the statistical independence of the sources, their joint GCF φ s (·) is separable, and therefore
where φ k (·) is shorthand for φ s k (·), the GCF of the k-th source. To facilitate the subsequent derivations, let us define
We further define the following derivatives notation:
In Appendix B we provide relatively simple expressions for α
and α
, expressed in terms of φ k (·) and of its first and second derivatives φ k (·) and φ k (·). Explicit (and more cumbersome) expressions for other (p, q)
combinations are irrelevant to the elements of K s in which we are interested for obtaining the required weight matrices (this will become evident in Prop. 2 in subsection 3.2 below) -and therefore will not be pursued in here. Before turning to identify the elements of K s , we also define the following terms, which would help to further simplify the resulting expressions. For any given pair {m, m } of processing-points' indices we define
where τ m,k denotes the k-th element of τ m and τ m ,k denotes the k-th element of τ m . Note that the indices m and m are implicit in this notation, and are deduced from the context. Based on (14), we are now ready to state the resulting expression for all elements of the covariance tensors K x ≈ K s .
Proposition 1. In a nearly separated mixture, assuming small errors in the estimated (sample) Hessians (namely, a sufficiently large sample-size T ) and a temporal iid structure of the sources, the covariance tensor of the elements of the Sample-Hessians is approximately given by
where the expressions for γ m,m [k, , k , ], depending on the relations between the indices k, , k , , are given, in terms of the "β-terms", in Table 2 below. [
-entry #5 in the table -by swapping m and m as well).
The covariance of the "off-diagonal terms (ODIT) vector"
In this subsection we focus on a covariance matrix comprised of a subset of the elements of the general covariance tensor K x . In particular, we are only interested in the covariance of the off-diagonal elements of the M target-
. This is because in a near separation condition the attempted LS fit in the AJD process only addresses the off-diagonal elements (we elaborate on this issue in Appendix C). For convenience, we shall stack these elements in a single long vectorr, which we call the "ODIT vector" as follows.
For each index-couple (k, ) satisfying 1 ≤ k < ≤ K (namely, indexing all
where the index p = p(k, ) serves as a sequential counter (mapping) of (k, ) to {1, . . . , P }. More explicitly, p(k, ) can be given, e.g., by
in accordance with the structure depicted in Figure 1 . However, the ordering doesn't really matter, as long as there is a one-to-one mapping (k, ) ↔ p.
[ The concatenation of all these vectors into a single vector defines the ODIT
The covariance matrix of the ODIT vector is then defined as K r = Cov(r) ∈ R P M ×P M , and can be viewed as an array of P 2 sub-blocks, each termed Kr prp = Cov(r p ,r p ) ∈ R M ×M .
Proposition 2. (The elements of the covariance matrix of the ODIT vector):
Under the same assumptions of Proposition 1, the elements within sub-blocks
Kr prp of the covariance matrix of the ODIT vector are given by the following. Table 2 , and therefore
where (k, ) are the indices corresponding to p (and where m and m are implicit in β
2. Off-diagonal blocks: The off-diagonal blocks correspond to cases where p = p , namely where (k, ) = (k , ). Such cases can correspond either to entry #1 in Table 2 (if k, , k and are all distinct) or to entry #2 in Table   2 if the elements in question share the same row or the same column in the Sample-Hessians. Therefore,
(where we have used the symmetry of the Sample-Hessians together with entry #2 in Table 2 for the third case).
Note that all the other entries (#4 − #7) in Table 2 are irrelevant to the covariance of the ODIT vector, since they all involve diagonal entries of the Sample-Hessians. Moreover, we observe that if the "processing points"
. . , τ M are sufficiently close to the origin, then K r can be assumed to be nearly block-diagonal, as stated in the following Proposition. T is common to all elements of K r , and therefore the ratio between entries of off-diagonal to entries of on-diagonal blocks does not decrease with T . Now, since the elements of K r are, under mild assumptions on the sources' distributions, a smooth function of the processing-points, we deduce that a sufficiently small departure of the processing-points from the origin implies only a small departure of K r from block-diagonality. Or, in other words, for any specified upper-bound on a measure of deviation from block-diagonality, we can find a bound δ on the norm of all processing-points, such that if τ m ≤ δ for m = 1, . . . , M , then the deviation of K r from block-diagonality would be smaller than .
In the following example, the analytic expressions (22) and (23) for the covariance matrix K x of the ODIT vector are compared with an empirical estimate. We used K = 3 independent zero-mean, unit-variance sources, all with uniform distribution. The empirical estimate of the covariance matrix of the ODIT vector was obtained using 500 independent trials. In each trial, the Sample-Hessians of the Log-GCF for M = 4 processing-points were obtained from T = 300 independent samples in each (unmixed) channel. The off-diagonal elements were stacked intor ∈ R P M = R 12 , and the empirical 12×12 covariance matrix of all 500 vectorsr obtained in the 500 independent trials was computed.
This sample-covariance matrix is depicted in the left-hand side graph of Figure   2 for the processing points: 
and on the left-hand side graph of Figure 3 for a set of processing points obtained by multiplying each point in the set (24) by 5. and its analytic prediction is evident. In addition, we observe that the expected block-diagonality of K x is well-evident with the smaller-valued processing-points (Fig. 2) , and somewhat breached (as could be expected) with the larger-valued processing points (Fig. 3 ). 
Estimation of the weight matrix
Since the weighted AJD can be regarded as a nonlinear WLS problem, a weight matrix which (under a "small-errors" assumption) would be optimal (in the sense of minimum mean square error in the estimation of elements of the demixing matrix, which translates, under the "small-errors" assumption, to minimum Interference to Source Ratio (ISR)) is the inverse of the covariance matrix of the ODIT vector. It is important to note here, that optimality of these weights certainly does not imply general optimality of the resulting separation algorithm. It merely implies optimal exploitation of the given set of SampleHessians, which in itself may (and usually would) still be sub-optimal.
As already shown, when the signals are nearly separated and the processingpoints are not too far from the origin, the covariance matrix of the ODIT vector is nearly block diagonal, with P = 1 2 K(K −1) blocks across the diagonal, each of size M ×M . This property (in the respective contexts) was also rigorously shown to be the case for the SOBI and JADE target-matrices (in [7] and [9] , resp.).
Evidently, in such cases the resulting weight matrix is also block-diagonal, with the inverses of the respective blocks Kr prp along its diagonal.
However, calculation of the Kr prp blocks requires knowledge of the sources' GCFs, as well as of their first and second derivatives, for substitution into the α-and β-terms for (22). While these functions are rarely known in advance (except for semi-blind scenarios, in which the sources' distributions might be available), they can all be conveniently estimated from the (nearly separated) data usinĝ 
The weights estimation algorithm is summarized in Table 3 below. The com-
2 ) (but quite commonly the observation length T is much larger than K, so the second term is negligible w.r.t. the first).
The WITCHESS algorithm
WITCHESS is an enhanced version of CHESS, utilizing the weight matrices derived above for (asymptotically) optimal exploitation of the information content in the target matrices. Intuitively, the main impact of the weight matrices is to attribute smaller weight to the "bad" target matrices, and higher weight to the "good" ones -thus partly mitigating the effect of sub-optimal selection of processing-points. Since there is currently no known method for "good" (let alone optimal) selection of the processing points, the weighting serves to avoid the potentially destructive effect of choosing "bad" processing-points together with "good" processing points. In a truly optimal weighting scheme, the addition of processing-points cannot degrade the average performance -as opposed to the case in an unweighted scheme. It is important to realize, however, that the weighting operation entails more than just this intuitive interpretation of weighting target matrices "in" or "out". Since the weighting matrix is not diagonal, it also bears an additional, more subtle geometrical effect on the resulting fit. Although this geometrical effect is more difficult to visualize, it makes a significant contribution to enhancing the performance. 
1.
Inputs: The "nearly-unmixed" data
For m := 1 to M
4.
5.
Estimate the GCF of the k-th source, as well as its first and second derivatives, at the respective processing-points, using (25).
Using these estimates, obtain from (16), (B.2)-(B.4) the es-
7. For p := 1 to P
8.
9.
10.
Extract the index-pair (k, ) from p.
11.
Using (26), obtain Kr prp m,m .
12.
Set
Outputs:
The estimated weight matrices W 1 , . . . , W P .
The WITCHESS algorithm employs the WEighted Diagonalization using
Gauss itErations (WEDGE, [7] ) algorithm to apply weighted AJD to a set of target matrices, given block-diagonal weights (just like in our case) in a relatively cost effective way. The block-diagonal weight matrix should reflect the inverse of the covariance matrix of the off-diagonal elements of the target matrices, assuming an already nearly-separated condition. For completeness of the exposition, we provide a brief description of WEDGE. Table 4 : WEDGE
The WEDGE algorithm

1.
Inputs: A set of target-matrices:
A set of weight matrices:
An initial guess:
2. Set j := 1.
3. Repeat 4-13 until convergence:
where p = p (k, ) is a one-to-one mapping (see section 3.2).
Set A = I (the K × K Identity matrix).
8.
For p := 1 to P
9.
Extract the index-couple (k, ) from p.
10.
Calculate:
11. Set V
[j]
.
12.
Normalize the rows of V [j] such that V
for k = 1, . . . , K.
13.
j := j + 1.
14. Output: The estimated demixing matrix V ∈ R
K×K
The WEDGE algorithm is developed in [7] , where its use is described for the weighted AJD of estimated lagged correlation matrices -giving rise to an efficient implementation of WASOBI. Table 4 above contains a brief outline of the algorithm, slightly modified to match the notations used in this work.
It was shown in [7] that equation (27) is the solution of a single Gauss iteration in the nonlinear WLS problem of weighted AJD (when the weight matrix takes the specified block-diagonal structure), starting from an initial guess A = I. The algorithm consists of re-transforming the target-matrices (in step 11) after each iteration, such that the initial guess for the next iteration can again be taken as the identity matrix, leading to the conveniently decoupled solution of the Gauss iteration in equation (27) . The solution of the P sets of 2 × 2 equations in (27) has complexity O(KM 2 ), and this is also the complexity of each iteration.
The Iterative reweighting algorithm
As already mentioned, the computational efficiency of WEDGE is based on the block-diagonal structure of the weight matrix, and the optimal weight matrix for CHESS indeed takes a (nearly) block-diagonal structure when the mixture is "nearly-separated" (cf. Proposition 3 above). Naturally, the given mixture is usually far from such a state, and therefore a preliminary separation step should be applied first, so as to bring the mixture sufficiently close to a separated state. Since the weighted AJD provides a refined estimate of the remaining residual separation matrix, an appealing strategy would be to employ an iterative scheme, in which the weight-matrices are re-calculated (from the "better-separated" mixtures) following each application of WEDGE. In our simulation examples (shown in Section 5 below), convergence was typically attained within 2-3 iterations (we define convergence as the state in which the estimated residual mixing provided by WEDGE is close to I to within a specified tolerance). The WITCHESS algorithm is summarized in Table 5 below.
Thus, WITCHESS typically consists of 2−3 repeated applications of CHESS.
In the initial application, unweighted AJD is used in CHESS, and initial separation is attained. Then, for each subsequent application the weights are first computed from the estimated (nearly separated) sources, and are then used in a weighted AJD scheme (using WEDGE) in CHESS. The dominant computational effort (assuming T >> K) is the re-computation of the target matrices and of the weights in each stage, which are O(T K 2 M ) and O(T KM 2 ), resp. Thus, the dominant overall computational effort is O(T K 2 M ) (the standard CHESS complexity) for the first iteration, and O(T KM (K + M )) for each subsequent iteration. Table 5 : WITCHESS
1.
∈ R K×K ← an initial guess for the separation matrix, provided by some consistent BSS algorithm, e.g., unweighted CHESS.
4. Set j := 1
5. Repeat steps 6-10 until convergence:
7.
Regenerate the target-matrices: Ψ x (τ 1 ), . . . , Ψ x (τ M ) using (7) with
8.
Re-estimate the weight matrices: W p ← Weight -Matrices Estima-
← WEDGE with the new target-and weight-matrices.
10.
Set j := j + 1 11. Upon convergence ( V [j] sufficiently close to I), set J := j.
12.
Output:
The estimated separated signals areŝ[t] =x [J] [t], t = 1, . . . , T.
Simulation Results
To capture the essence and effectiveness of the weighting, we first consider a simple scenario of K = 2 zero-mean unit-variance Uniform sources, using A = I (a non-mixing condition). In Figure 4 we show the attained mean ISR of the two channels, vs. the observation length T , for the following six experiments: Evidently, all the CHESS and WITCHESS combinations outperform JADE in this example. We stress, however, that this is due to our "hand-picked" (trial and error based) selection of the processing-points, and with different processingpoints the performance can certainly be worse than JADE. We note further, that since in this experiment we used A = I for the true mixing, the CHESS results (only) are significantly better than with a random A, since among the three algorithms (CHESS, WITCHESS and JADE), CHESS is the only one which is not equivariant w.r.t. A [5] (JADE is well-known to be equivariant [2] , and WITCHESS enjoys equivariance thanks to the initial separation stage). Indeed, with a random mixing-matrix the other two (WITCHESS and JADE) exhibit the same performance as with A = I, but CHESS attains ISRs spanning a range of about 10dB (in our setup), through its dependence on A. Therefore, in order to be able to present statistically meaningful results for CHESS, we chose to run this example with A = I (a randomized version A is used in the second example below).
With the three processing-points in Exp. 1, the ordinary (unweighted) CHESS outperforms JADE by roughly 4dB, but degrades by about 1dB when the additional processing-points are added in Exp. 2. Initially, this may appear as somewhat counter-intuitive: although more target-matrices are added to the joint diagonalization, the performance degrades. This is exactly where the optimal weighting comes into play: generally, the addition of data (target-matrices) is guaranteed not to degrade (or even to improve) the performance, only if such additional data is properly weighted into the estimation process. If the additional data is "worse" than the original data, then attributing uniform weight to all the data would evidently result in loss of performance. Figure 4 , hardly distinguishable from the WITCHESS 3+3 line), the estimated weight matrices are sufficiently close to the true weight matrices, such that the "blindness" loss becomes negligible. In other words, for sufficiently long observation lengths, our estimated weighting nearly coincides with the true optimal weighting, and is therefore "asymptotically optimal".
We further note in passing, that in such a 2 × 2 setup the assumption regarding the block-diagonality of the covariance of the ODIT vector is irrelevant, since in this case that matrix consists of a single "block" (corresponding to the single off-diagonal element in the 2 × 2 Sample-Hessians). Therefore, in this case the use of the relatively distant processing-points (e.g., in the first set) is allowed without threat to the block diagonality assumption.
Next, we consider a larger setup of K = 5 sources / mixtures, comparing the WITCHESS performance to CHESS, as well as to JADE, to the popular FastICA algorithm and to an recently proposed efficient 1 version of FastICA, called EFICA [15] . For reference, we also compare to the Cramér-Rao bound (CRB) on the attainable ISR [15, 16] .
We used five sources, each drawn independently from a different zero-mean, symmetric Gaussian Mixture distribution as follows,
where N (µ, σ 2 ) denotes a Gaussian distribution with mean µ and variance σ 2 , and using p = 0.2, σ scenario (with these processing points). However, JADE and WITCHESS (with these processing points) both perform significantly better, with a clear advantage of WITCHESS, which is closer to the bound in most ISR combinations.
We note once again, that among the five algorithms (and the bound), CHESS is the only one whose performance is not equivariant w.r.t. A. Since in this experiment A is randomized, the presented CHESS performance reflects averaging over the different, random values of A, and is therefore relevant only to our specific randomization scheme for A.
Conclusions
We considered asymptotically-optimal weighting in the AJD process in CHESS, attainable by the WITCHESS algorithm. Generally, such optimal weighting requires knowledge of all of the elements of the covariance matrix of the ODIT vector defined in section 3.2, followed by inversion of this covariance matrix in order to obtain the optimal weight matrix. In this work we developed explicit analytic expressions (under the assumptions of small errors and a near-separation condition) for all of the required covariance elements, which depend only on the individual sources' GCF's and on their first and second derivatives. If unknown in advance, these GCFs and derivatives can be conveniently (and consistently) estimated from the data, with almost no loss of performance if the observation length is sufficiently large.
Moreover, we have shown that if the sources are nearly-separated and the processing points are sufficiently close to the origin, the covariance matrix of interest becomes nearly-block-diagonal. Consequently, its estimation is conveniently reduced to estimation of its particular "on-diagonal" blocks; Likewise, the optimal weight matrix becomes block-diagonal, with blocks given by inverses of the respective blocks in the covariance matrix. Furthermore, such block-diagonal weighting can be conveniently incorporated into the AJD process using the recently proposed WEDGE algorithm. Appendix A. The covariance between second derivatives Let x 1 (θ 1 ) denote a random variable which depends (smoothly) on a deterministic parameters vector θ 1 (namely, x 1 (θ 1 ) is some random, twice differentiable function of θ 1 ); Let x 2 (θ 2 ) similarly denote another random variable, which depends (smoothly) on another deterministic parameters vector θ 2 . Let
) denote the covariance between the two random variables, and define, w.r.t. some indices k 1 and k 2 , new random variables,
where θ 1,k1 and θ 2,k2 denote the k 1 -th and k 2 -th elements of θ 1 and of θ 2 (resp.).
The covariance between these two random variables is given by: We are now interested in C z (θ 1 , θ 2 ) = Cov(z 1 (θ 1 ), z 2 (θ 2 )). Noting that 4) and invoking the implied covariance relation (A.2) between C z (θ 1 , θ 2 ) and C y (θ 1 , θ 2 ), we obtain Recall the definition (16) of α(η, ξ) (we drop the k index in here for simplicity),
We denote by φ (·) and φ (·) the first and second derivatives of the GCF φ(·).
The first derivative of α(η, ξ) w.r.t. η is given by F . Evidently, the fit is now decoupled between E on one hand and Λ 1 , ..., Λ M on the other hand: Recalling that the diagonal elements of E are all zeros, a perfect fit of the target-matrices' diagonal elements is attained by setting each Λ m to the diagonal of the respective target matrix Q m . then, the remaining E-dependent terms can only affect the fit of the off-diagonal terms of the target matrices, and therefore these are the only relevant elements for the LS (or WLS) fit.
