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1. Introduction
A space B is called W-trivial if all the Stiefel–Whitney classes of α vanish, i.e. w(α) = 1, for every vector bundle α
over B . A complex B is called I-trivial if there does not exist a Z2-map from Si−1 to S(α), the sphere bundle of α, for any
vector bundle α over B and any integer i with i > dimα. Here the “complex” means CW-complex and Z2-actions on Si−1
and S(α) are given by the antipodal map. Thus the classical Borsuk–Ulam theorem can be simply stated as the point space is
I-trivial. Obviously the point space is also W-trivial. By [4, Proposition 2.2], a complex is I-trivial if it is W-trivial. The sphere
Sn is I-trivial if and only if it is W-trivial, that is, n = 1,2,4,8 (see [3,5]). As we have shown in [6,7], I-triviality coincides
with W-triviality also for some families of 2-cell complexes. From these, we see that W-triviality is a good condition for
complexes to be I-trivial and it provides us a large number of examples of I-trivial complexes. Thus it would be interesting
to ask when a complex becomes W-trivial in a general setting. In this paper, we prove the following theorems.
Theorem 1.1. If B is a complex such that H2
r
(B;Z2) = 0 for every integer r  0, then B is W-trivial.
Theorem 1.2. Let B be an n-dimensional complex with n 16 and let r be the largest integer such that 2r  n.
(1) If B is (2r−1 + 2r−3 − 1)-connected and Sq1 H2r−1(B;Z2) = 0, then B is W-trivial.
(2) If B is a ﬁnite (2r − 4)-connected complex, then B is W-trivial.
We do not know whether the assumptions in Theorem 1.2 are best possible. For r = 4, there is a complex B such that B
is not W-trivial whereas B is (2r−1+2r−3−2)-connected or equivalently (2r −8)-connected (see Remark after Corollary 4.3).
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below), there is at most one non-zero Stiefel–Whitney class and it is of dimension a power of 2 if any.
Theorem 1.3. Let B be an m-connected complex of dimension n with m > 34n − 1 and let r be the largest integer such that 2r  n.
Then, for every vector bundle α over B, we have wi(α) = 0 for all i = 2r .
In the above theorem, the only possibly non-zero Stiefel–Whitney class w2r (α) satisﬁes Sqi w2r (α) = 0 for every i > 0
(see Remark 1 in Section 3).
For a space B not W-trivial, we describe B as W-trivial except for one dimension, or more precisely, W-trivial except for
dimension  if for every vector bundle over B , Stiefel–Whitney classes vanish in all dimensions other than a single ﬁxed
dimension . Such  is seen to be necessarily a power of 2 (see Lemma 2.1). Theorem 1.3 can be restated as an m-connected
complex of dimension n is either W-trivial or W-trivial except for dimension 2r if m > 34n−1. Immediate examples of spaces
which are W-trivial except for one dimension are Sn for n = 1,2,4 or 8. Naturally, there arises the question of whether there
exists a space which is W-trivial except for dimension 2r for r  4. The following theorem is proved in Section 4.
Theorem 1.4. For every r  4, there is a complex B such that B is W-trivial except for dimension 2r .
Thus, there are inﬁnitely many examples of complexes which are W-trivial except for one dimension.
If B be an m-connected complex of dimension n with m > 12n − 1, there is at most one integer i such that i is a
power of 2 and m < i  n. This may suggest that Theorem 1.3 is still true when the assumption m > 34n − 1 is replaced by
m > 12n − 1. However, we obtain counter-examples to it when (m,n) = (3,6) and (7,12) (see Remark after Theorem 4.5).
Throughout this paper, all cohomology is assumed to have coeﬃcients Z2 and the total Stiefel–Whitney class of a vector
bundle α is denoted by w(α). We do not discuss the I-triviality in this paper. Applications to it will be presented elsewhere.
2. Proof of Theorems 1.1 and 1.2
In this section, we prove Theorems 1.1 and 1.2. Let α be an arbitrary vector bundle over a complex B and let dimα = n.
We consider the Thom class U ∈ Hn(D(α), S(α)) and the relation Sqi U = wi(α)U for i > 0. Suppose that wi(α) = 0 for all i
with 0 < i < k. Then, from the above relation, we have Sqi U = 0 for all i with 0 < i < k. For k not a power of 2, we can
decompose Sqk by means of the Steenrod squares of lower degrees. By this we obtain Sqk U = 0 and hence, from the above
relation, we conclude that wk(α) = 0 for k not a power of 2. Thus we obtain the following lemma.
Lemma 2.1. For a vector bundle α, the least integer k so that wk(α) = 0 is a power of 2.
Under the hypothesis of Theorem 1.1, we have wk(α) = 0 for every k a power of 2, so that Theorem 1.1 follows immedi-
ately from Lemma 2.1.
Next we consider the case where H2
r
(B) = 0 for some r > 0. We use the decomposition of Sq2r (r  4) by secondary
operations to prove (1) of Theorem 1.2. Here, we summarize Adams’ results necessary for our purpose. Let X be a space
and let k  3. Let u ∈ Hn(X) (n > 0) be a class such that Sq2 u = 0 for 0    k. Then, for each i and j such that
0 i  j  k and i = j− 1, a secondary operation Φi, j of degree 2i + 2 j − 1 is deﬁned on the class u with an indeterminacy
Q n+2i+2 j−1(X; i, j). We write d(i, j) for 2i + 2 j − 1.
Theorem 2.2. (See [1, Theorem 4.6.1].)[
Sq2
k+1
u
]= ∑
0i jk
i = j−1
ai, j,kΦi, j(u)
modulo
∑
0i jk, i = j−1 ai, j,k Q n+d(i, j)(X; i, j). Here, k 3 and each ai, j,k is a certain Steenrod operation.
Now, let B be an n-dimensional complex, r the largest integer such that 2r  n, and suppose n  16, that is, r  4.
Furthermore, we assume that B is m-connected, where m 2r−1 + 2r−3 − 1. Let α be an arbitrary vector bundle over B . As
we are concerned with the Stiefel–Whitney classes, we may assume that dimα is equal to n, the dimension of B , from the
stability of Stiefel–Whitney classes and also from the stability theorem of vector bundles. Consider the Thom space T (α) of
α and denote by u the element in Hn(T (α)) which corresponds to the Thom class U under the isomorphism H˜∗(T (α)) ∼=
H∗(D(α), S(α)). From the Thom isomorphism H∗(D(α), S(α)) ∼= H∗−n(B), we have H˜∗(T (α)) = 0 for n < ∗ n +m. Since
m  2r−1, we have Sq2 u = 0 for 0    r − 1, so that regarding k = r − 1, Φi, j(u)’s can be deﬁned as above. Recall that
Φi, j(u) is an element in Hn+d(i, j)(T (α))/Q n+d(i, j)(T (α); i, j) where d(i, j) = 2i + 2 j − 1.
R. Tanaka / Topology and its Applications 155 (2008) 1687–1693 1689Case (i). i = j. In this case, we have d(i, j) 2 j−2 + 2 j − 1 2r−3 + 2r−1 − 1m. Hence we have Hn+d(i, j)(T (α)) = 0, so
that Φi, j(u) must be zero with the indeterminacy Q n+d(i, j)(T (α); i, j) also zero.
Case (ii). i = j < r − 1. In this case, we have d(i, j)  2 · 2r−2 − 1 = 2r−1 − 1 m. Hence, just as in the above case, we
have Φi, j(u) = 0 with the indeterminacy zero.
Case (iii). i = j = r − 1. In this case, we have d(i, j) = 2 · 2r−1 − 1 = 2r − 1. Hence, the degree of ai, j,k , where
i = j = k = r − 1, is equal to one, so that ai, j,k is either Sq1 or 0. For an element x in Hn+2r−1(D(α), S(α)), we ex-
press x as y · U , where y ∈ H2r−1(B). Then we have Sq1x = Sq1 y · U + y · Sq1U . Here, we have Sq1U = w1(α) · U = 0
since m > 1. We also have Sq1 y = 0 from the hypothesis Sq1 H2r−1(B) = 0. We thus obtain Sq1x = 0. Therefore we have
Sq1Hn+2r−1(D(α), S(α)) = 0, or equivalently, Sq1Hn+2r−1(T (α)) = 0. Hence, we conclude that ai, j,kΦi, j(u) = 0 with the
indeterminacy ai, j,k Q n+d(i, j)(T (α); i, j) also zero.
Thus, in all cases, we have ai, j,kΦi, j(u) = 0 with the indeterminacy zero. We conclude by Theorem 2.2 that [Sq2r u] = 0
with the total indeterminacy zero, that is, Sq2
r
u = 0, or equivalently, Sq2r U = 0. Therefore, we have w2r (α) = 0. Finally,
using Lemma 2.1, we have w(α) = 0 for all  with m <  n. This completes the proof of (1) in Theorem 1.2.
Next we proceed to prove (2) in Theorem 1.2. We assume that B is a ﬁnite (2r − 4)-connected complex. We show
w2r (α) = 0. First consider the coﬁbration
B(2
r ) i1−→ B j1−→ B/B(2r ),
where B(2
r) is the 2r-skeleton of B . Since H2
r
(B/B(2
r )) = 0, the homomorphism i1∗ : H2r (B) → H2r (B(2r )) is injective. Hence
it suﬃces to show i1∗(w2r (α)) = 0, that is, w2r (i1∗(α)) = 0. Consider the coﬁbration
B(2
r−1) i2−→ B(2r ) j2−→ B(2r )/B(2r−1) =
∨
ﬁnite
S2
r
.
Since B is (2r − 4)-connected, we have H˜k(B(2r−1)) = 0 unless k = 2r − 3,2r − 2,2r − 1, so that, since r  4, we have
H˜k(B(2
r−1)) = 0 unless k ≡ 5,6,7 (mod 8). Hence, by the Atiyah–Hirzebruch spectral sequence [2], we have K˜O(B(2r−1)) = 0.
Therefore the homomorphism j2∗ : K˜O(∨ S2r ) → K˜O(B(2r )) is surjective. Thus the class [i1∗(α)] can be expressed as
[i1∗(α)] = [ j2∗(β)] for some vector bundle β over ∨ S2r . Since r  4, S2r is W-trivial, so that ∨ S2r is also W-trivial (see [6,
Proposition 2.6]). Hence we have w2r (i1∗(α)) = w2r ( j2∗(β)) = j2∗(w2r (β)) = j2∗(0) = 0. Thus we have shown w2r (α) = 0.
By Lemma 2.1, it follows that w(α) = 0 for all  with 2r − 4<  n and the proof of (2) in Theorem 1.2 is completed.
3. Proof of Theorem 1.3
For a positive integer n, let r be the largest integer such that 2r  n. We denote n−2r by ψ(n), that is, we write ψ(n) = j
if n = 2r + j with 0 j < 2r . Since the inequality 0 j < 2r is equivalent to 0 j < n2 , we have 0 ψ(n) < n2 in general.
Particularly, ψ(n) = 0 means that n is a power of 2.
Lemma 3.1. Let n,m be integers such that 0m n2 − 1. We have ψ(n)m if and only if
(n
i
)≡ 0 mod 2 for m+ 1 i  n−m− 1.
Proof. Let n = 2r + j with 0 j < n2 ; ψ(n) = j. Let us consider the polynomial (1+ x)n in Z2[x]. We have
(1+ x)n = (1+ x)2r (1+ x) j = (1+ x2r )(1+ x) j = (1+ x) j + xn− j(1+ x) j,
in which j < n − j. From this equality, we obtain (ni)≡ 0 (mod 2) for j + 1 i  n − j − 1. This shows the “only if” part of
the lemma. From the above equality, we also obtain
(n
j
)≡ 1 (mod 2). This shows the “if” part of the lemma. 
Now, let B be an m-connected complex of dimension n. We put m = n − k − 1 for convenience sake. If k = 0, then B
is homotopy equivalent to a (one point) union of spheres, so that Theorem 1.3 is true in this case. So we assume k > 0.
Of course we also assume k < n but we do not make any further assumption on k at this stage. Let α be an arbitrary
vector bundle over B . As we are concerned with the Stiefel–Whitney classes, we may assume that dimα is equal to n as
before. We denote by P (α) the associated projective bundle of α, and by e the Z2-Euler class of the line bundle α → P (α).
The cohomology H∗(P (α)) is a free H∗(B)-module generated by 1, e, e2, . . . , en−1, in which we have the relation en =∑n−1
i=0 wn−i(α) · ei . Since H˜ i(B) = 0 for i < n − k, we can write this relation as en = wn + wn−1 · e + · · · + wn−k · ek . Here
and hereafter, we abbreviate wi(α) as wi . We apply the total squaring operation Sq =∑i0 Sqi to the above relation. Since
Sq(ei) = (Sq e)i = (e + e2)i = ei(1 + e)i , we obtain the following relation in which we have used the above relation once
again:
(
wn + wn−1 · e + · · · + wn−i · ei + · · · + wn−k · ek
)
(1+ e)n
= Sq wn + Sq wn−1 · e(1+ e) + · · · + Sq wn−i · ei(1+ e)i + · · · + Sq wn−k · ek(1+ e)k. (3.1)
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for each j with 1 j  n − 1. Since the underlying space B is of dimension n, the right-hand side of (3.1) is of dimension
not greater than n + 2k. So we divide into two cases according as j  2k or j > 2k. The latter case is much simpler and we
consider it ﬁrst.
Case 1. 2k < j  n − 1.
In this case, we have the following equation from (3.1):
(
wn + wn−1 · e + · · · + wn−i · ei + · · · + wn−k · ek
)(n
j
)
e j = 0. (3.2)
We look at the coeﬃcients of ei in the above equation. Considering the structure of H∗(P (α)), we divide into two cases
again according as the exponents of e exceed n − 1 or not, that is, k + j  n or k + j < n. First consider the case where
k + j < n, that is, 2k < j < n − k. Remarking that this case is not vacant if we assume n − 3k > 1, we obtain the following
lemma from (3.2).
Lemma 3.2. Let k > 0 and assume n > 3k + 1. For every j with 2k < j < n − k, we have(
n
j
)
wn =
(
n
j
)
wn−1 = · · · =
(
n
j
)
wn−k = 0.
We next consider the case where k + j  n, that is, n − k  j  n − 1. If we assume n > 2k, then every cup product in
H˜∗(B) is trivial, since H˜ i(B) = 0 for i < n − k and 2(n − k) is greater than n. Then, we have wi · en = wi · (wn + wn−1 · e +
· · ·+wn−k ·ek) = 0 for every i > 0. Thus, in the left-hand side of (3.2), all the terms that include e with exponents exceeding
n − 1 vanish. Therefore we obtain the following lemma from (3.2).
Lemma 3.3. Let k > 0 and assume n > 2k. For every j with n − k j  n − 1, we have(
n
j
)
wn =
(
n
j
)
wn−1 = · · · =
(
n
j
)
w j+1 = 0.
We combine Lemmas 3.2 and 3.3 to obtain the following proposition.
Proposition 3.4. Let k > 0 and assume n > 3k + 1. For  = 0,1, . . . ,k, we have(
n
j
)
wn− = 0 for every j with 2k < j  n −  − 1.
Next we consider the second case.
Case 2. 1 j  2k.
In relation (3.1), we wish to compare the coeﬃcients of ei in each dimension n+ j. To do it for all i and j, the right-hand
side of (3.1) in this case is apparently too complicated, so we choose i and j in the most effective way. In fact, we choose
as i = 2 j for each j with 1 j  k. We here assume n > 2k so that we can compare the coeﬃcients of e2 j for 1 j  k.
The (n + j)-dimensional part of the left-hand side of (3.1) is
(
wn + wn−1 · e + · · · + wn−k · ek
)(n
j
)
e j .
Since n > 2k, every cup product in H˜∗(B) is trivial, so that all the terms that include e with exponents exceeding n − 1
vanish just as in Case 1. Hence the coeﬃcient of e2 j in the above is equal to
(n
j
)
wn− j for 1 j  k. On the other hand, to
ﬁnd the coeﬃcient of e2 j in (n + j)-dimensional part of the right-hand side, we ﬁrst pick out the terms which include e2 j .
Actually, the terms which include e2 j in the right-hand side of (3.1) are as follows because 2k < n:
Sq wn− j · e2 j + Sq wn− j−1 ·
(
j + 1
j − 1
)
e2 j + Sq wn− j−2 ·
(
j + 2
j − 2
)
e2 j + · · · + Sq wn−k ·
(
k
2 j − k
)
e2 j .
Here we use the convention that
(s
t
)= 0 for t < 0. Looking at the (n+ j)-dimensional part of this, we now can compare the
coeﬃcients of e2 j in the (n + j)-dimensional terms of (3.1) and thus obtain the following proposition.
Proposition 3.5. Let k > 0 and assume n > 2k. For j = 1,2, . . . ,k, we have(
n
j
)
wn− j = wn− j +
(
j + 1
j − 1
)
Sq1 wn− j−1 +
(
j + 2
j − 2
)
Sq2 wn− j−2 + · · · +
(
k
2 j − k
)
Sqk− j wn−k.
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rem 1.3 is completed since the equality ψ(n) =  means that n −  is a power of 2 by deﬁnition.
Theorem 3.6. Let k > 0 and assume n > 4k. If wn− = 0 for some , where  = 0,1, . . . ,k, then we have ψ(n) = . Consequently,
such  is unique if any.
Proof. We ﬁrst assert the following.
Claim. If wn− = 0, then the inequality ψ(n)  holds.
Indeed, suppose wn− = 0. From Proposition 3.4, we have
(n
j
) ≡ 0 (mod 2) for every j with 2k < j  n −  − 1. By
the symmetric property of the binomial coeﬃcients, this holds also for j with  + 1  j < n − 2k. Thus we have (nj) ≡
0 (mod 2) for  + 1 j  n −  − 1 because 2k < n − 2k from the assumption. Hence, by Lemma 3.1, we obtain ψ(n) .
Now we proceed to prove the theorem. In the case where  = 0, the theorem is clearly true from the above claim. So,
let 1    k. The proof is done by downward induction on  starting from  = k. Suppose wn−k = 0. Then we ﬁrst have
ψ(n) k from the above claim. On the other hand, we have
(n
k
)
wn−k = wn−k from Proposition 3.5. Hence, by the assumption
wn−k = 0, we have
(n
k
) ≡ 1 (mod 2), which implies ψ(n)  k by Lemma 3.1. Thus we obtain ψ(n) = k and the theorem is
shown to be true for  = k. We now assume that the theorem is true for all  with j <  k and suppose wn− j = 0. Then
we have ψ(n)  j from the above claim. Then, by the induction hypothesis, we have wn− = 0 for j <   k. Hence, by
Proposition 3.5, we obtain
(n
j
)
wn− j = wn− j . Hence, by the assumption wn− j = 0, we have
(n
j
)≡ 1 (mod 2), which implies
ψ(n) j by Lemma 3.1. Thus we obtain ψ(n) = j and the theorem is shown to be true for  = j. This completes the proof
of Theorem 3.6. 
Remark 1. The only possibly non-zero Stiefel–Whitney class wn− as stated in Theorem 3.6 actually satisﬁes Sqi wn− = 0
for every i > 0, which will be shown below.
Remark 2. To prove Theorem 3.6, we have compared the coeﬃcients in relation (3.1) only for dimensions and terms suitably
chosen. However, our result stated in Theorem 3.6, together with the fact stated in Remark 1, is all that the relation (3.1)
implies in the case n > 4k.
To show these, let ψ(n) =  and let wn− be the only possibly non-zero Stiefel–Whitney class as in Theorem 3.6. Then
(3.1) can be written as follows:
wn− · e(1+ e)n = Sq wn− · e(1+ e).
Since n−  is a power of 2, we have (1+ e)n = (1+ en−)(1+ e) = (1+ e) + en−(1+ e) . Thus the left-hand side is equal
to wn− · e(1+ e) + wn− · en(1+ e) , whose second term vanishes because en = wn− · e and cup products in H˜∗(B) are
trivial. Hence the above relation is reduced to the following form:
wn− · e(1+ e) = Sq wn− · e(1+ e). (3.3)
Since 2  2k < n, we obtain wn− = Sq wn− from (3.3), which proves Remark 1. Relation (3.3) also shows Remark 2.
Finally, we remark that Remark 1 is an immediate consequence of Theorem 3.6 if we use Wu’s formula of Steenrod squares
on Stiefel–Whitney classes [8].
4. A few examples
In this section, we give a few examples of spaces which are W-trivial except for one dimension.
First we consider the stunted real projective space RPnm+1 = RPn/RPm with 1m n − 2. Let
RPm
i−→ RPn j−→ RPnm+1
be the standard coﬁbration and let α be a vector bundle over RPnm+1. Since j∗ : Hk(RPnm+1) → Hk(RPn) is injective, where
m < k n, we have wk(α) = 0 if and only if j∗(wk(α)) = 0, that is, wk( j∗(α)) = 0. Consider the exact sequence
0 ←− K˜O(RPm) i∗←− K˜O(RPn) j∗←− K˜O(RPnm+1).
The image of j∗ in the above sequence is generated by the class of 2ϕ(m)ξ , where ξ is the canonical line bundle over RPn
and ϕ(m) is the number of integers i such that 0< i m and i ≡ 0,1,2,4 mod 8. Denoting the generator of H∗(RPn) by t ,
we have w(k2ϕ(m)ξ ) = (1 + t)k2ϕ(m) = (1 + t2ϕ(m) )k for any integer k. This is equal to 1 for all k when n < 2ϕ(m) and equal
to 1 or 1 + t2ϕ(m) according as k is even or odd when 2ϕ(m)  n < 2ϕ(m)+1, while this contains higher terms (depending
on k) when n 2ϕ(m)+1. Thus we obtain the following theorem.
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(1) If n < 2ϕ(m) , then RPnm+1 is W-trivial.
(2) If 2ϕ(m)  n < 2ϕ(m)+1 , then RPnm+1 is W-trivial except for dimension 2ϕ(m) .
(3) If 2ϕ(m)+1  n, then RPnm+1 is neither W-trivial nor “W-trivial except for one dimension”.
From this theorem, we immediately obtain the following corollary, which proves Theorem 1.4 stated in Section 1.
Corollary 4.2. For each r  4, let m be an integer such that ϕ(m) = r. Then RP2rm+1 is W-trivial except for dimension 2r .
The above theorem can be also speciﬁed in the case n = 2m as follows.
Corollary 4.3. RP2mm+1 is W-trivial except for one dimension if 1<m 8, and it is W-trivial if m 9.
Proof. It is easy to see that 2ϕ(m)  2m < 2ϕ(m)+1 when 1 < m  8. To show that 2m < 2ϕ(m) when m  9, let us put
m = 8k+  with k 1 and 0  < 8. If  > 0, then we have ϕ(m) 4k+ 1, so that we obtain 2ϕ(m)  2 · 16k  2 · (8k+ 8) =
16k + 16> 2m. If  = 0 and k > 1, then we have ϕ(m) = 4k, so that we obtain 2ϕ(m) = 16k > 16k = 2m. 
Remark. Of particular interest in Corollary 4.3 is the case m = 8. It should be noted that RP169 is 8-connected and it is
W-trivial except for dimension 16. It follows that for r = 4, we have obtained an example of a (2r−1 + 2r−3 − 2)-connected
complex, or equivalently a (2r − 8)-connected complex of dimension 2r which is not W-trivial (confer Theorem 1.2).
Next we consider ΣmF P2, the m-fold suspension of projective plane F P2, where F is R,C,H or the Cayley algebra.
From [6, Theorem 4.4], [7, Theorem 4.3] and also from Remark after Proposition 3.6 in [7], we have the following.
Theorem 4.4. (See [6] and [7].)
(1) ΣmRP2 is not W-trivial if and only if m = 0,1,2 or 6.
(2) ΣmCP2 is not W-trivial if and only if m = 0,2 or 4.
(3) ΣmHP2 is not W-trivial if and only if m = 0 or 4.
(4) For F the Cayley algebra, ΣmF P2 is not W-trivial if and only if m = 0.
We investigate whether those spaces mentioned in the above theorem are W-trivial except for one dimension.
Let t denote the generator of H∗(F P2). In the case where m = 0 and F = R,C,H, we have w(3ηF ) = 1 + t + t2, where
ηF is the canonical line bundle over F P2 regarded as a real bundle. In the case where m = 0 and F is the Cayley algebra, let
ρ be a bundle over F P2 whose restriction to S8 is stably equivalent to the Hopf bundle. Since w8(ρ) = 0, we have either
w(ρ) = 1 + t or w(ρ) = 1 + t + t2. If w(ρ) = 1 + t , we have w(3ρ) = 1 + t + t2. Thus in all cases, F P2 is not “W-trivial
except for one dimension” either.
Considering the cohomology of ΣmF P2, it is immediate from Lemma 2.1 that Σ2RP2, Σ6RP2 and Σ4CP2 are W-trivial
except for one dimension.
The rest are Σ1RP2, Σ2CP2 and Σ4HP2 ; that is, Σd F P2 for F = R,C and H, where d = dimRF . From [7, Proposi-
tion 2.4], we have w3d = Sqd w2d for Σd F P2. Since Sqd is non-trivial on H2d(Σd F P2), we see that if w2d = 0, then w3d = 0.
Therefore Σd F P2 is not “W-trivial except for one dimension” either.
We thus obtain the following theorem.
Theorem 4.5. Let F be R,C,H or the Cayley algebra and let m  0. Then ΣmF P2 is neither W-trivial nor “W-trivial except for one
dimension” if and only if either m = 0 or m = dimRF with F = R,C,H.
Remark. Since Σ2CP2 and Σ4HP2 are 3-connected and 7-connected complexes of dimensions 6 and 12 respectively, the
connectivities of these complexes are greater than or equal to half of their dimensions. From the latter example, it is not
true in general that an (m+1)-connected complex of dimension 2m is either W-trivial or W-trivial except for one dimension
(confer Theorem 1.3).
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