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Abstract
This paper proves the existence of global rational structures on spaces
of cusp forms of general reductive groups. We identify cases where the
constructed rational structures are optimal, which includes the case of
GL(n). As an application, we deduce the existence of a natural set of
periods attached to cuspidal automorphic representations of GL(n). This
has consequences for the arithmetic of special values of L-functions that
we discuss in [30, 31].
In the course of proving our results, we lay the foundations for a general
theory of Harish-Chandra modules over arbitrary fields of characteristic
0. In this context, a rational character theory, translation functors and
an equivariant theory of cohomological induction are developed. We also
study descent problems for Harish-Chandra modules in quadratic exten-
sions, where we obtain a complete theory over number fields.
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Introduction
By Langlands’ philosophy and generalized Taniyama-Shimura type modularity
conjectures, we expect a close relationship between motives over number fields
and certain automorphic representations. To each motiveM one may, assuming
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Grothendieck’s Standard Conjectures, attach a field of coeffients E in a natural
way, which is a number field. This field plays a fundamental role in arithmetic
questions: The coefficients of the L-function attached to M all lie in E. A
famous conjecture of Deligne [14] predicts that the special values of this L-
function — a priori complex numbers — also lie in E.
If we believe that we may attach to M an automorphic representation ΠM
of GL(n), it is not obvious how the inherently transcendental object ΠM reflects
these rationality properties. In [10], Clozel went a long way to single out the
class of (regular) algebraic automorphic representations of GL(n) which should
correspond to absolutely irreducible motives of rank n (cf. loc. cit. Conjecture
4.16). Clozel went on to show that the finite part of a regular algebraic repre-
sentation Π of GL(n) is defined over a number field Q(Π) (cf. loc. cit. The´ore`me
3.13). This implies that the coefficients of the standard L-function of Π all lie
in Q(Π). In these cases, Well known results on special values of automorphic
L-functions show the validity of the automorphic analog of Deligne’s Conjecture
with Q(Π) replacing E.
An essential feature of Clozel’s rational structure is that it is optimal: It
exists over the field of rationality of the finite part of Π (cf. Proposition 3.1 of
loc. cit.). In his treatment Clozel circumvents the problem of rationality of the
archimedean part of Π by studying an ad hoc action of the Galois group on
the infinity type. This is legitimate since a well known result of Matsushima
relates the occurence of an automorphic representation in Betti cohomology to
its type at infinity, and Clozel’s rational structure originates in the cohomology
of arithmetic groups.
Yet the existence of global rational structures on automorphic representa-
tions remains an open problem for GL(n), even more so for more general re-
ductive groups. Until now this was a major obstacle in the study of arithmetic
properties of automorphic representations and their L-functions, especially when
it comes to the finer structure of cohomologically defined periods, as working
in the finite part of the representation turns out to be not enough. The rai-
son d’eˆtre of this article is to settle this problem once and for all for arbitrary
reductive groups.
In the case of GL(n) our results are optimal. For general reductive groups
the situation is more involved. We also discuss global rational structures for not
necessarily cohomological representations of groups of Hermitian types, where
we allow discrete and non-degenerate limits of discrete series at infinity.
Results for the general linear group
The global formulation of our main result in the case of GL(n) is the following
(cf. Theorems 8.27 and 8.29). Fix a number field F/Q and a character ω :
Z(g) → C of the center of the universal enveloping algebra of the Lie algebra
of G := ResF/QGLn, which we assume ‘regular and C-algebraic’ in the sense
that ω occurs as infinitesimal character of an absolutely irreducible rational
representationM of G. Furthermore, M is assumed to be essentially conjugate
self-dual over Q, i.e. M∨,c ∼= M ⊗ η for some Q-rational character η of G.
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Consider the space
L20(GLn(F )Z(R)
0\GLn(AF );ω)
of automorphic cusp forms which lie in the closure of the smooth forms trans-
forming under Z(g) ⊗R according to ω (with respect to the derived action of
G(R)). The character ω may be considered as defined over its field of rationality
Q(ω), a number field, which agrees with the field of rationality of M . Consider
the space
L20(GLn(F )Z(R)
0\GLn(AF ); ResQ(ω)/Q ω) = (1)⊕
τ :Q(ω)→C
L20(GLn(F )Z(R)
0\GLn(AF );ωτ ),
where τ on the right hand side runs through the embeddings of Q(ω) into C.
We may think of the left hand side as a space of vector valued cusp forms.
Assume further given a Q-rational model K ⊆ G of a maximal compact
subgroup of G(R), which is semi-admissible in the sense of section 6 and quasi-
split over an imaginary quadratic extension of Q. Such a Q-rational model
exists whenever F is totally real or a CM field (cf. section 6.4). Otherwise we
may replace Q with a finite extension QK/Q where K has a model and depart
from there. For simplicity we discuss only the case QK = Q here. Write g for
the Q-Lie algebra of G.
Theorem A. As a representation of GLn(AF ), the space (1) is defined over
Q, i.e. there is a basis of the space (1) which generates a Q-subspace
L20(GLn(F )Z(R)
0\GLn(AF ); ResQ(ω)/Q ω)Q, (2)
stable under the natural action of (g,K)×GLn(A(∞)F ). This rational structure
has the following properties:
(a) The complexification
L20(GLn(F )Z(R)
0\GLn(AF ); ResQ(ω)/Q ω)Q ⊗C
is naturally identified with the subspace of smooth K-finite vectors in (1).
(b) To each irreducible subquotient Π of the space (1) corresponds a unique
irreducible subquotient Π
Q
of the Q-rational structure induced by (2), and
vice versa.
(c) The module ΠQ is defined over its field of rationality Q(ΠQ), which agrees
with Clozel’s field of rationality Q(Π) and is a number field.
(d) As an abstract Q(Π)-rational structure on Π, ΠQ(Π) ⊆ Π from (b) is
unique up to complex homotheties.
(e) Taking (g,K)-cohomology sends the Q-structure (2) to the natural Q-
structure on cuspidal cohomology
H•cusp(GLn(F )\GLn(AF )/K∞; ResQ(ω)/QM∨). (3)
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For a more precise statement, we refer to Theorem 8.29 in the text.
The notion of (g,K)-cohomology in (e) is a rational variant of the classical
one, which is introduced in section 2.2. In particular, the action of Aut(C/Q)
induced on complex K-finite cusp forms by (2) is compatible with the action of
Aut(C/Q) on cuspidal cohomology in (e).
The normalization of the rational structure we obtain on (1) depends on the
degree in cohomology chosen in (e) (and odd finite order twists, cf. Theorem
8.29). Since in a degree q lying in the interior of the cuspidal range (i.e. t0 <
q < q0 where t0 and q0 denote the minimal and maximal degrees where Π
contributes to cohomology), the multiplicity of an irreducible Π in cuspidal
cohomology of degree q is an integer m > 1, we need to make precise the sense
of the normalization we have in mind. Such a normalization may be obtained
via appropriate normalization of period matrices.
More concretely Theorem A implies the existence of a natural set of periods
attached to Π (cf. Theorem 8.30):
Theorem B. For each irreducible cuspidal regular algebraic Π occuring in (3)
and each t0 ≤ q ≤ q0 in the cuspidal range and each rational structure ι :
ΠQ(Π) → Π on Π there is a period matrix Ωq(Π, ι) ∈ GLmq (C) with the following
properties:
(a) Ωq(Π, ι) is the transformation matrix transforming the rational structure
Hq(g,K∞; ι) on (g,K)-cohomology into the natural Q(Π)-structure on
cuspidal cohomology.
(b) The double coset GLmq (Q(Π))Ωq(Π, ι)GLmq (Q(Π)) depends only on the
pair (Π, ι) and the degree q.
(c) For each c ∈ C× we have the relation
Ωq(Π, c · ι) = c · Ωq(Π, ι).
(d) The ratio
1
Ωt0(Π, ι)
· Ωq(Π, ι) ∈ GLmq (C)
is independent of ι.
In [30] and [31] the author applies the rational theory developed here to
prove period relations for special values of automorphic L-functions outside the
context of Shimura varieties. This puts the extremal periods Ωt0(Π, ι) and
Ωq0(Π, ι) in Theorem B into the context of Deligne’s Conjecture [14].
Results for reductive groups
For a general connected linear reductive group G over a number field F , Buz-
zard and Gee [8] generalized Clozel’s notion of algebraicity for GL(n) to G
in order to formulate corresponding conjectures about the existence of Galois
5
representations attached to automorphic representations Π of G(AF ). Buz-
zard and Gee introduce in fact two notions of algebraicity for Π: C-algebraicity
and L-algebraicity, where the first notion generalizes that of a cohomological
representation, and the second notion conjecturally corresponds to those rep-
resentations which admit Galois representations. Buzzard and Gee show that
while these two notions on G do in general not agree, passing from G to a suit-
able covering group G˜ enables them to twist C-algebraic representations into
L-algebraic representations and vice versa (cf. section 5.2 of loc. cit.).
By definition, C- and L-algebraicity are local properties of the archimedean
component Π∞ of an automorphic representation Π, and a consequence of the
existence of motivic Galois representations attached to Π would be that the Sa-
take parameters of unramified components Πv at finite places v are algebraic and
generate a finite extension E of Q. A representation with the latter properties is
called L-arithmetic in loc. cit., and the corresponding notion of C-arithmeticity
means that the unramified representations Πv at finite places v are, as Hecke
modules, defined over a number field E.
Let G be a connected linear reductive group over Q. The case of a general
number field reduces to this case via restriction of scalars. Shin and Templier
showed in [46] that for a cohomological cuspidal automorphic representation Π
of G(A) the field of rationality Q(Π) of Π(∞) is a number field. However they
did not construct a rational structure on the latter space defined over a number
field. The authors of loc. cit. exhibit only a Q-rational structure. Such a Π
is always C-algebraic in the sense of [8]. In particular, Π is expected to be
C-arithmetic, cf. Conjecture 3.1.6 of loc. cit.
We show that this is indeed the case.
Theorem C. Let Π be any irreducible cohomological cuspidal automorphic rep-
resentation of G(A). Then
(a) The finite part Π(∞) is defined over a finite extension Q(Π)
rat/Q(Π).
(b) Any Q(Π)rat-rational structure on Π(∞) is unique up to complex homoth-
eties.
It is not clear if Q(Π)rat = Q(Π), because multiplicity one is known to fail in
general. We show that the degree of the field of definition over Q(Π) divides the
multiplicity and is therefore bounded (cf. Theorem 8.4, (c)). Corollaries 8.10
and 8.12 show the existence of a rational decomposition of cuspidal cohomology
into irreducibles.
To state the global extension of Theorem C, assume that K ⊆ G is a model
of a maximal compact subgroup of G(R) defined over a number field Q′K , over
which every K(R)-conjugacy class of θ-stable parabolic subalgebras of gC ad-
mits a Q′K-rational representative.
We prove (cf. Theorem 8.15),
Theorem D. If Π is an irreducible cohomological cuspidal automorphic repre-
sentation of G(A) contributing to cohomology with coefficients in an absolutely
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irreducible rational G-module M , then the (g,K) × G(A(∞))-module Π(K) of
K-finite vectors in Π admits a model over the number field Q′KQM (Π)
rat.
Under suitable hypotheses on K(R) and the model K, the field Q′K may be
replaced by a smaller field, which yields optimal fields of definition, cf. Theorem
7.3 in the text.
Unlike in the case of GL(n), we do not obtain a globalQ-structure on natural
spaces of cusp forms as in Theorem A, due to the lack of control over the field of
definition of the finite part. However, we do prove the existence of a Q-rational
structure on spaces of cusp forms in the general case (cf. Theorem 8.17).
For every factorizable automorphic representation Π of G, our framework
allows us to define for every automorphism σ ∈ Aut(C/QK) a twisted represen-
tation Πσ. We conjecture that this operation preserves automorphy of cuspidal
representations (cf. Conjecture 8.18). We also formulate the stronger Conjec-
ture 8.20 which predicts that twisting with σ preserves multiplicities. Assuming
the latter, we determine the field of rationality of the given spaces of cusp forms
in Proposition 8.21.
For G = ResF/QGL(n), Conjecture 8.20 is a Theorem due to Clozel [10],
and for discrete and non-degenerate limits of discrete series representations of
groups of Hermitian type Blasius, Harris and Ramakrishnan provide in [4] more
evidence for our Conjectures.
We did not attempt to formulate an even stronger Conjecture which would
predict the existence of a rational structure on spaces of cusp forms defined
over a number field. Such a statement would be far from present techniques,
whereas Conjectures 8.18 and 8.20 may be within reach of the Arthur-Selberg
trace formula.
In general, the size of the field of rationality is related to a suitable Galois
action on the corresponding L-packets, which suggests the existence of a rational
Langlands classification, generalizing [35]. Such a rational classification could
reveal fundamental arithmetic patterns in the representation theory of reductive
groups, local and global. As already hinted in the previous sections certain
rationality patterns reflect motivic arithmetic structure as demonstrated in [30,
31].
Results for groups of Hermitian type
For a group G of Hermitian type satisfying Deligne’s axioms [13] Blasius, Harris
and Ramakrishnan showed in [4] the existence of a rational structure on the
finite part of cuspidal representations Π of G(A) whose infinity component is
either a discrete series or a non-degenerate limit of discrete series representation.
We globalize this result (cf. Theorem 8.23).
Theorem E. Let Π be an irreducible cuspidal automorphic representation of
G(A) with infinity component Π∞. Assume that Π∞ belongs to the discrete se-
ries, or is a non-degenerate limit of discrete series. Then the (g,K)×G(A(∞))-
module Π(K) admits a model over a number field F .
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Again Theorem 7.3 provides a list of cases where we find optimal rational
structures at infinity over the fields of rationaliy.
Methods of proof and outline of the paper
In order to construct the global rational structures in Theorems C, D and E,
we are naturally led to define rational structures on the infinite-dimensional
archimedean part Π∞ of each automorphic representation Π under considera-
tion. Our main local result is that Π∞ is always defined over a number field,
which in many cases agrees with the field of rationality of Π∞ (cf. Proposition
7.1). A substantial part of our work follows our pursuit of proving optimal
rationality results (cf. Theorem 7.3).
In order to have a useful notion of rationality for G(R)-representations, we
need to set up an appropriate theory of (g,K)-modules over general fields of
characteristic zero.
In the first four sections we lay the foundation for such a theory. After
introducing the abstract notion of a pair in this setting we introduce the ap-
propriate categories of modules for pairs. In that context we emphasize that
the elementary Proposition 1.1 has fundamental consequences for all aspects of
the theory. We set up the necessary homological machinery which allows us to
define and study related rationality questions. Our first main result is the Ho-
mological Base Change Theorem (cf. Theorem 2.1), which has many important
consequences in the sequel.
A fundamental question in the theory of (g,K)-modules over arbitrary fields
F/Q is which properties are geometric, in the sense that a property holds for
a module X over F if and only if it holds over one resp. over all extensions
F ′/F . Section 3 is dedicated to the study of geometric properties. We show
that admissibility and finite length are both geometric properties. As we are
dealing with infinite-dimensional modules and possibly infinite field extensions
these are non-trivial facts.
In order to construct models of modules we define rational Zuckerman func-
tors and show that they commute with base change, and in particular are Galois
equivariant. We also sketch a rational algebraic character theory, generalizing
the algebraic characters defined by the author in [28], which is Galois equivari-
ant as well (cf. Theorem 4.1 and Proposition 4.2). This implies the existence of
an equivariant global character theory for automorphic representations.
This setup yields rational models of Harish-Chandra modules of interest
over Q resp. number fields where the corresponding θ-stable parabolics and
their characters are defined, since in our principal applications to automorphic
representations the modules of interest are cohomologically induced standard
modules Aq(λ).
To obtain optimal rationality results for Aq(λ), we depart from a standard
module Aq(0) with trivial infinitesimal character occuring in the same coherent
family as Aq(λ). Then Aq(0) is defined over an imaginary quadratic extension
Q′K/QK , and we descend it to QK whenever this is possible. We refer to
Theorem 7.3 for a non-exhaustive list of cases where we can guarantee models
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over QK . Finally, we apply rational translation functors to obtain suitable
models of Aq(λ) for general λ (supposed to be rational in a suitable sense).
This descent problem leads us to a natural generalization of the classical
notion of Frobenius-Schur indicator [18] to (g,K)-modules over arbitrary fields.
We pursue this in section 5 where we show that the general descent problem
in quadratic extensions over number fields satisfies a local-global principle (cf.
Theorem 5.5).
For infinitesimally unitary representations such as Aq(0), the obstruction for
descent at the ramified archimedean places is controlled by the symmetry prop-
erties of invariant bilinear forms, as is the case classically. This is established in
Theorem 5.12. An important consequence is that the indicator for one ramified
archimedean place determines the indicators at all archimedean places.
For elementary reasons the indicator for Aq(0) at a ramified archimedean
prime is determined by the indicator of the bottom layer. More generally, we
show in Proposition 5.8 that this reduction always works, locally and globally,
regardless of any unitarity assumptions. This then allows us to exploit properties
of the chosen model K of the maximal compact group to lay hand on the local
obstructions for descent at non-archimedean places.
Section 6 identifies the relevant natural classes of groups for this purpose.
We say that a model K is F ′/F -admissible for a quadratic extension F ′/F if
the only obstruction to descent for arbitrary absolutely irreducibles is the field
of rationality. Not all compact groups admit admissible models. Therefore, we
also introduce the class of F ′/F -semi-admissible models consisting of models
K where the global obstruction is controlled by a single archimedean place.
Propositions 6.10, 6.12 and 6.14 give necessary and sufficient criteria for the
existence of admissible models.
For example we show that every model of U(n) is admissible, whereas SU(n)
admits admissible models only when n is odd. For even n there are Q(
√−1)/Q-
admissible models of SU(n). In general it seems to be a delicate question if semi-
admissible models exist, because we usually want to realize K as a subgroup of
a given group G over Q.
In order to define rational translation functors, we first investigate the Galois
action on infinitesimal characters (cf. Propositions 1.4 and 1.5). It is no surprise
that in terms of Harish-Chandra’s parametrization of characters by weights,
this action specializes to the one studied by Borel and Tits in [5] in the finite-
dimensional case. This then allows us to define rational translation functors
accordingly. As their definition is straightforward, we only treat them implicitly
in the proof of Proposition 7.1.
As already indicated, we do not develop a full blown theory of (g,K)-modules
over any field here, as this would certainly yield to a monograph of size com-
parable to [32]. Therefore we do not discuss rational Hecke algebras, and omit
the treatment of Bernstein functors and hard duality. These topics are taken up
in [30, 31] in order to study the rationality properties of certain zeta integrals,
which has applications to Deligne’s Conjecture on special values of L-functions
[14].
9
Related work
The beginnings of a rational theory of Harish-Chandra modules had already
been sketched in the author’s manuscript [27]. Independently Michael Harris
sketched a variant of Beilinson-Bernstein Localization over Q in the context
of Shimura varieties and hinted at applications to periods of automorphic rep-
resentations in [25]. Harris emphasizes the Galois-equivariant viewpoint, i.e.
he considered modules over Q together with a Galois action, and Beilinson-
Bernstein Localization already puts strict finiteness conditions on the modules
under consideration. Our results show that this is not a serious loss, since finite
length modules satisfy those conditions automatically (cf. Theorem 3.7).
Harris obtains another proof of Theorem E in [25]. However, we remark
that the exposition in loc. cit. is very terse. For example, the existence of a
rational Beilinson-Bernstein correspondence, which is the key ingredient to the
proof of Theorem E in loc. cit., is claimed but not proved. Furthermore, certain
rationality statements in loc. cit. are too optimistic. We convinced ourselves
that such a theory indeed exists and has the claimed properties. Meanwhile,
Michael Harris is working on an erratum for loc. cit.
Further motivation for our work comes from related work of Michael Harris
and his joint work with Harald Grobner, as well as work of Gu¨nter Harder and
A. Raghuram. In their joint work [19], Harris and Grobner observed a weaker
variant of Theorem 8.26 for GL(n, F ⊗Q R) for imaginary quadratic fields F ,
which is an essential ingredient in their work.
In their recent investigation of special values of Rankin-Selberg L-functions,
Harder and Raghuram implicitly compared rational structures on Harish-Chandra
modules in [24]. In this context Harder observed in [23], independently from
us, that cohomological modules for GL(n,R) are defined over Q, which is a
special case of Theorem 8.26. Harder even went further and gave models over
Z. He first gives an ad hoc construction of models for GL(2,R)-modules and
then invokes an explicit algebraic variant of parabolic induction in order to pro-
duce models for GL(n,R)-modules without reference to ambient categories of
modules.
Harder pursues rationality and integrality properties of intertwining oper-
ators, which yield applications in [24]. In this context questions of integrality
of inverses of intertwining operators boil down to combinatorial identities [22],
which have been taken up by Don Zagier in [53] in a special but non-trivial case.
Frobenius-Schur indicators classifying invariant bilinear forms had been pre-
viously studied by Prasad and Ramakrishnan [43] and by Adams [1]. Adams’
results allow us to expand the list in Theorem 7.3. In their theses, Adams’
students Robert McLean and Ran Cui studied Frobenius-Schur indicators for
self-dual irreducible Langlands quotients of the principal series and the real-
quaternionic indicator respectively [40, 11, 12]. Their results fit into our frame-
work and provide even more optimal cases along the line of Theorem 7.3.
Acknowledgements. The author thanks Binyong Sun for his hospital-
ity and fruitful discussions, Jacques Tilouine for pointing out that the field of
definition of Harish-Chandra modules is related to the L-packet, and Gu¨nter
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Harder for sharing and explaining his work in [23]. The author thanks Jeff
Adams for sharing Robert McLean’s and Ran Cui’s work. The author thanks
Claus-Gu¨nther Schmidt and Anton Deitmar for their comments and remarks on
a preliminary version of this paper. Last but not least the author thanks the
referee for helpful remarks and the suggestion to include the general reductive
case.
Notation and Conventions
Throughout the paper all fields we consider are of characteristic 0. The reader
may well assume that all fields are contained in C in light of an appropriate Lef-
schetz Principle (see also [38]). We denote fields by F , F ′, ..., linear algebraic
groups by B,G,K, ..., their Lie algebras by the corresponding gothic letters
b, g, k, ..., and by G′, resp. g′ their base change in an extension F ′/F . Reductive
linear algebraic groups are not assumed to be connected, but their connected
components are assumed to be geometrically connected. We follow the cus-
tomary convention that a rational representation of an algebraic group G is a
homomorphism of algebraic groups ρ : G → Aut(V ) for a (finite-dimensional)
vector space V . Such a representation is said to be F -rational if all these data
are given over a field F . U(g) denotes the universal enveloping algebra of a
Lie algebra g over F and Z(g) its center. Note that Z(g) is defined over F , cf.
Proposition 1.4. For an algebraic group or a real Lie group G, the superscript
·0 denotes the connected component of the identity, and pi0(G) = G/G0.
The derived group of a group G is denoted by D(G), and the adjoint group
of a reductive group is Gad. We extend the notion of isogeny to compact Lie
groups in the obvious way.
We say that a connected reductive group G over a number field or non-
archimedean local field F has good reduction at a place v of F if there is a
group scheme G over the valuation ring Ov ⊆ F of v which admits G as generic
fiber and whose special fiber is smooth and connected.
If F is a number field, we write AF for the ring of ade`les of F . We set
A := AQ for notational simplicity. We say that an archimedean prime v of F
ramifies in an extension F ′/F if the extension of the corresponding completions
F ′v/Fv is non-trivial (here v always denotes the unique extension of v to F
′).
We say that F ′/F ramifies at infinity if there at least one archimedean place of
F ramifies in F ′/F .
If F ′/F is a quadratic extension of fields, we say that a quadratic extension
L′/L dominates F ′/F , if F ⊆ L, F ′ ⊆ L′, L′ = F ′L and F = L ∩ F ′.
1 Rational Pairs and Modules
Let F be a field of characteristic 0. A pair (a, B) over F , or equivalently an F -
rational pair (a, B), consists of a reductive linear algebraic group B over F (not
necessarily connected), and a Lie algebra a over F , and the following additional
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data:
(i) A Lie algebra monomorphism
ιB : b := Lie(B) → a.
(ii) An action of B on a, whose differential is the action of b on a.
We consider the category Cfd(B) of finite-dimensional rational B-modules
over F . This is an F -linear tensor category, with a natural forgetful functor
FB : Cfd(B)→ Cfd(1),
which turns (Cfd(B),FB) into a Tannakian category, with Tannakian dual canon-
ically isomorphic to B.
We remark that by (i) and (ii), a is a Lie algebra object in Cfd(B), i.e. we
have a commutative diagram
a⊗F a [·,·]−−−−→ a
∆
x x
a −−−−→ 0
in Cfd(B), and a similar one reflecting the Jacobi identity.
The category of finite-dimensional (a, B)-modules is defined as the category
Cfd(a, B) of a-module objects in Cfd(B) with the property that the action of
b ⊆ a coincides with the derivative of the action of B. Considering the category
C(B) of ind-objects in Cfd(B), we define mutatis mutandis the category of (a, B)-
modules C(a, B) as the category of a-module objects in C(B), again with the
action of b ⊆ a being the derivative of the action of B. All these categories are
equipped with natural forgetful faithful exact functors
C(a, B)→ C(1)
into the category of F -vector spaces.
We call an (a, B)-module X admissible, if for each finite-dimensional B-
module V
dimF HomB(V,X) < ∞. (4)
1.1 Base change
Let F ′/F be a field extension. Then every pair (a, B) over F gives rise to a pair
(a′, B′) := (a, B)⊗F F ′ := (a⊗F F ′, B ×SpecF SpecF ′)
over F ′. Similarly every (a, B)-module X gives rise to an (a′, B′)-module X⊗F
F ′, and this construction extends to an exact faithful functor
−⊗F F ′ : C(a, B)→ C(a′, B′),
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which is left adjoint to the exact faithful forgetful functor
·|F : C(a′, B′)→ C(a, B).
The latter also admits an exact right adjoint
−⊗BF F ′ : C(a, B)→ C(a′, B′), X 7→ HomF (F ′, X)B−finite,
where the F ′-vector space structure of HomF (F
′, X) is inherited from the do-
main.
Proposition 1.1. For any (a, B)-modules X,Y we have a canonical monomor-
phism
Hom(a,B)(X,Y )⊗F F ′ → Hom(a′,B′)(X ⊗F F ′, Y ⊗F F ′). (5)
which extends to a natural isomorphism
Hom(a,B)(X,Y )⊗1F F ′ ∼= Hom(a′,B′)(X ⊗F F ′, Y ⊗BF F ′). (6)
The map (5) is an isomorphism in the following cases:
(i) F ′/F is finite,
(ii) X is finitely generated,
(iii)
dimF ′ Hom(a′,B′)(X ⊗F F ′, Y ⊗F F ′) = 1.
Proof. The existence of the monomorphism (5) is clear, and the existence of
the canonical isomorphism (6) is a straighforward application of the adjointness
relations. For F ′/F finite, the two functors − ⊗F F ′ and − ⊗BF F ′ agree, this
shows statement (i). The proof of statement (ii) is standard.
For (iii) we observe that under the given hypothesis, Hom(a′,B′)(X⊗FF ′, Y⊗BF
F ′) 6= 0, hence Hom(a,B)(X,Y ) 6= 0 by (6), which implies that (5) must be an
isomorphism.
We will generalize Proposition 1.1 to arbitrary Ext groups in section 2 (cf.
Corollary 2.2).
1.2 Restriction of scalars
If F ′/F is finite, and if (a′, B′) is a pair over F ′, we may define the restriction
of scalars
(a′′, B′′) := ResF ′/F (a
′, B′) := (ResF ′/F a
′,ResF ′/F B
′),
where on the right hand side ResF ′/F denotes restriction of scalars a` la Weil
[52]. We have similarly a functor
ResF ′/F : C(a′, B′)→ C(a′′, B′′),
naively given by sending an (a′, B′)-module X ′ to X ′ considered as an F -vector
space ResF ′/F X
′. We have the straightforward
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Proposition 1.2. The functor ResF ′/F is fully faithful.
Proof. It is well known that
ResF ′/F : Cfd(B′)→ Cfd(B′′)
is fully faithful. This naturally extends to the categories of ind-objects, and as
the image of a′ under ResF ′/F is a
′′, the claim follows.
In the sequel, depending on the context, we also consider ResF ′/F also as a
functor
ResF ′/F : Cfd(a′, B′)→ Cfd(a, B),
i.e. we implicitly compose the restriction of scalars with the forgetful functor
along the unit map (a, B)→ (a′′, B′′) of the adjunction.
1.3 Associated pairs
We depart from an F -rational pair (a, B). Let σ : F → C be an embedding and
denote
(aσ, Bσ) := (a, B)⊗F,σ C
the corresponding base change. Then we consider Bσ(C) as a real Lie group
and fix a maximal compact subgroup Kσ. It is unique up to conjugation by an
element of Bσ(C). The inclusion
Kσ → Bσ(C)
induces an equivalence
Cfd(B ⊗F,σ C) → Cfd(Kσ) (7)
of the categories of finite-dimensional representations. Then (aσ,Kσ) consti-
tutes a classical pair that we call associated to (a, B) (with respect to σ).
For associated pairs we have
Proposition 1.3. The category C(aσ, Bσ) of C-rational modules is naturally
equivalent to the category C(aσ,Kσ) of classical (aσ,Kσ)-modules. This equiva-
lence induces an equivalence of the corresponding categories of finite-dimensional
modules.
Proof. First observe that in the case a = b both categories agree thanks to
the equivalence (7), and are given by the category of rational Bσ-modules,
which is the same as locally finite Kσ-modules. The general case reduces to
this case by the observation that the corresponding Lie algebra objects a in
both categories are mapped onto each other (up to isomorphism), whence the
resulting categories of (a, B)- resp. (aσ,Kσ)-module objects are equivalent.
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1.4 Reductive pairs
A pair (g,K) over F is reductive if g is reductive, k is the space of fixed points
under an F -linear involution θ of g, and we are given a non-degenerate invariant
bilinear form 〈·, ·〉 : g → F , where invariance is understood with respect to the
adjoint actions of g and K on g.
On the categories of reductive pairs and their modules we have natural base
change and restriction of scalars functors as before. Recall that restriction of
scalars on pairs is only defined for finite extensions.
By the classification of reductive algebraic groups we know that each reduc-
tive pair (g,K) that corresponds to a linear reductive real Lie group G, has
an F -rational model (gF ,KF ) over a number field F ⊆ C, i.e. F/Q is finite.
However in general such a model is not unique, and the resulting notion of
rationality for modules depends on the choice of model.
We call a parabolic subalgebra q ⊆ g, defined over F , F -germane if it has a
Levi decomposition l+ u over F with a θ-stable Levi factor l. Write L˜ ∩K for
the maximal subgroup of K whose Lie algebra is contained in l. We assume it
to be defined over F and set
L ∩K := NL˜∩K(q) ∩NL˜∩K(θq).
Then (l, L ∩ K) is another reductive pair over F . In the sequel we implicitly
assume Levi factors of F -germane parabolic subalgebras to be always of this
specific form, except when explicitly stated otherwise (in which case we pass to
a subgroup of finite index of L ∩K).
1.5 Galois actions
Let F ′/F be a not necessarily finite Galois extension with Galois group Gal(F ′/F ).
If (a, B) is a pair over F with base change (a′, B′) to F ′, (c, D) ⊆ (aF ′ , BF ′) a
subpair over F ′ and τ ∈ Gal(F ′/F ), we have the Galois twists
cτ := τ(c) ⊆ a′ = a⊗F F ′
and similarly the subgroup
Dτ := τ(D) ⊆ B′ = B ⊗F F ′
Then we have the subpair
(c, D)τ := (cτ , Dτ ) ⊆ (a′, B′).
We remark that mutatis mutandis τ acts on the universal enveloping algebra
U(a′).
Proposition 1.4. Let F ′ be an algebraic closure of F , (a, B) a pair with base
change (a′, B′) to F ′. Write Z(a′) for the center of the universal enveloping
algebra U(a′). Then Z(a′) is defined over F , i.e.
Z(a′) = Z(a)⊗F F ′.
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Proof. An element a ∈ U(a′) lies in Z(a′) if and only if one (hence all) its Galois
twists aτ lie in Z(a′) as well, τ ∈ Gal(F ′/F ). Hence by Galois descent for vector
subspaces of U(a′), Z(a′) is defined over F .
Let F ′/F be a Galois extension as before and let X be an (a′, B′)-module.
Then for any τ ∈ Gal(F ′/F ) we have on
Xτ := X ⊗F ′,τ F ′
a natural F ′-linear action of a, induced by the action of a on X . This action
extends uniquely to an action of
a′ = a⊗F F ′.
Similarly we have a unique action of B′ on Xτ , extending the natural F ′-linear
action of B on X . If Xτ is defined over F , this action coincides with the usual
Galois-twisted action.
We remark that unless X is defined over F , Xτ is only defined up to unique
isomorphism. To be more precise, the twisted module Xτ comes with a natural
σ-linear isomorphim
ιτ : X → Xτ .
Then (Xτ , ιτ ) is unique up to unique isomorphism.
In their investigation of rationality questions of rational representations of
reductive groups, Borel and Tits introduced in [5, Section 6] the following Galois
action on weights. Let g be a reductive Lie algebra defined over F , F ′/F a Galois
extension, over which the base change g′ of g to F ′ splits, and h ⊆ g′ a split
Cartan subalgebra. Denote by ∆(g′, h) the set of roots and fix a positive system
∆+ ⊆ ∆(g′, h), giving rise to a Borel subalgebra b = h+n with nilpotent radical
n. We write W (g, h) for the corresponding Weyl group and X(h) = h∗ for the
space of linear characters of h, and ρ ∈ X(h) for the half sum of positive roots.
Then for every σ ∈ F ′ we find a unique inner automorphism α ∈ Inn(g) ⊆
Aut(g) sending hτ to h and bτ to b. Then a weight λ ∈ X(h) is sent via τ to
∆τ(λ), which is characterized by the property
∆τ(λ)(α(h
τ )) = λ(h)τ , h ∈ h. (8)
This action is well defined, i.e. independent of the choice of α, and sends domi-
nant weights to dominant weights. More concretely, if λ ∈ X(h) is the highest
weight of an irreducible finite-dimensional g′-module V (λ), then V (λ)τ is irre-
ducible of highest weight ∆τ(λ). Observe that ∆τ(ρ) = ρ.
We remark that for h ∈ U(h)W (g′,h), also
α(hτ ) ∈ U(h)W (g′,h),
and this element is independent of the choice of α. Indeed, if α′ ∈ Inn(g′) sends
hτ to h and nτ to n, then the element
α′ ◦ α−1 ∈ N(h)
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sends the positive system ∆+ to ∆+, thus lies in the centralizer of h.
Recall that a g′-moduile V is called quasi-simple if the center Z(g′) of the
universal enveloping algebra acts on V via scalars.
Proposition 1.5. If V is a quasi-simple g′-module on which Z(g′) acts via the
infinitesimal character λ+ ρ, then V τ has infinitesimal character
∆τ(λ + ρ) = ∆τ(λ) + ρ.
Proof. In light of Proposition 1.4, the Galois action on infinitesimal characters
η : Z(g′) → F ′,
is given by
ητ = τ ◦ η ◦ τ−1.
The same formula applies to the action of g on V τ . Recall the definition of the
Harish-Chandra map
γ : Z(g′)→ U(h)W (g′,h).
It is given by the composition of the projection
pn : U(g
′) = U(h)⊕ (n−U(g′) + U(g′)n) → U(h)
with the algebra map
ρn : U(h)→ U(h),
which is induced by the map
h→ h, h 7→ h− ρ(h) · 1U(h).
Let τ ∈ Gal(F ′/F ) and where α ∈ Inn(g) as before. Then
α(nτ ) = n, (9)
and the same formula holds for n−.
For any g ∈ U(g′) with decomposition
g = pn(g) + rn(g), rn(g) ∈ (n−U(g′) + U(g′)n),
we deduce the decomposition
α(gτ ) = α(pn(g)
τ ) + α(rn(g)
τ ).
Hence, by (9),
pn(α(g
τ )) = α(pn(g)
τ ).
Similarly we deduce from relation (8), the relation
ρ(α(hτ )) = ∆τ(ρ)(α(h
τ )) = ρ(h)τ ,
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and
α(1τU(h)) = 1U(α(hτ )) = 1U(h),
that for any h ∈ h,
ρn(α(h
τ )) = α(hτ )− ρ(h)τ · 1U(h).
In conclusion we obtain for any z ∈ Z(g),
γ(α(zτ )) = α(pn(z)
τ )− ρ(h)τ · 1U(h). (10)
Let η : Z(g′)→ F ′ be the infinitesimal character parametrized by λ ∈ h∗/W (g′, h).
Applying λ to the identity (10) proves the claim.
2 Homological Base Change Theorems
Let (a, B) be any F -rational pair. Since B is reductive, the category Cfd(B) of
finite-dimensional rational representations of B is semisimple, hence all objects
in Cfd(B) are injective and projective, and the same remains valid in the ind-
category C(B).
The forgetful functor Fa,BB sending (a, B)-modules to B-modules has a left
adjoint
Inda,BB : M 7→ U(a)⊗U(b) M (11)
and a right adjoint
Proa,BB : M 7→ Homb(U(a),M)B−finite. (12)
Then Inda,BB sends projectives to projectives and Pro
a,B
B sends injectives to
injectives and both functors commute with base change. As all B-modules are
injective and projective, we see that C(a, B) has enough injectives and enough
projectives. Therefore standard methods from homological algebra apply.
2.1 The General Homological Base Change Theorem
We have the fundamental
Theorem 2.1 (Homological Base Change). Let (a, B) and (c, D) be two pairs
over F , and let
F : C(a, B)→ C(c, D)
be a left (resp. right) exact functor. Consider for a homomorphism of fields
τ : F → F ′ another left (resp. right) exact functor
F ′ : C(a⊗F,τ F ′, B ⊗F,τ F ′)→ C(c⊗F,τ F ′, D ⊗F,τ F ′)
which extends F , i.e. there is a natural isomorphism
ι : F(−)⊗F,τ F ′ → F ′ ◦ (− ⊗F,τ F ′).
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Then in the right exact case, the natural isomorphism ι always extends naturally
to a natural isomorphism
(LqF)(−)⊗F,τ F ′ → (LqF ′) ◦ (−⊗F,τ F ′)
for all q, which are compatible with the associated long exact sequences. In
the left exact case, if F ′/F is finite, or if X admits an admissible standard
resolution, then we have a natural isomorphism
(RqF)(X)⊗F,τ F ′ → (RqF ′) ◦ (X ⊗F,τ F ′)
in all degrees.
Proof. The right (resp. left) derived functors of F and F ′ may be computed via
resolutions computed inductively with standard injectives (resp. projectives).
Since the contruction of resolutions by standard projectives via the functors
(11) and (12) always commutes with base change to F ′ along τ , the first claim
follows. The construction of standard injectives commutes with base change
along τ whenever F ′/F is finite or X is admissible, which shows the second
claim.
Corollary 2.2. Assume that for two (a, B)-modules X and Y one of the fol-
lowing conditions is satisfied:
(i) F ′/F is finite,
(ii) X is finitely generated and Y admits an admissible injective standard res-
olution.
Then, writing (a′, B′) for the base change of (a, B) in F ′/F , we have in every
degree q natural isomorphisms
Extqa,B(X,Y )⊗F F ′ ∼= Extqa′,B′(X ⊗F F ′, Y ⊗F F ′).
In particular, a short exact sequence
0 −−−−→ X −−−−→ Z −−−−→ Y −−−−→ 0
of (a, B)-modules splits over F if and only if the short exact sequence
0 −−−−→ X ⊗F F ′ −−−−→ Z ⊗F F ′ −−−−→ Y ⊗F F ′ −−−−→ 0
of (a′, B′)-modules splits over F ′.
Proof. Strictly speaking Corollary 2.2 is not an immediate consequence of Theo-
rem 2.1, since we are dealing with a bifunctor here. However, to prove the claim,
we may compute Extqa,B(−,−) as the left derived functor of Homa,B(−,−) in
the second argument. Using a standard resolution, which commutes by hypoth-
esis (i) or (ii) with base change, and recalling that Homa,B(−,−) commutes
with base change by Proposition 1.1 under the given choices of hypotheses as
well, the claim follows. By the universality of δ-functors we eventually obtain
binatural isomorphisms. Those isomorphisms are independent of the previous
choices.
The last statement of the Corollary follows from Baer’s classical interpreta-
tion of the Ext1 group as the group of extensions.
19
2.2 Equivariant homology and cohomology
As before let (a, B) be a pair over F . Assume that (c, D) is a subpair which is
normalized by another subpair (a˜, B˜) of (a, B) with the property that
a = a˜+ c. (13)
We obtain a functor
H0(c, D;−) : C(a, B)→ C(a˜, B˜),
X 7→ Xc,D,
sending a module to its (c, D)-invariant subspace, on which (a˜, B˜) acts naturally.
H0(c, D;−) is left exact and the higher right derived functors
Hq(c, D;−) := RqH0(c, D;−) : C(a, B)→ C(a˜, B˜)
are the F -rational c, D-cohomology and may, thanks to (13), be computed via
the usual standard complex
HomD(∧•c/d, X) (14)
of (a˜, B˜)-modules.
Dually we may define and explicitly compute F -rational c, D-homology as
the left derived functors of the coinvariant functor
H0(c, D;−) : C(a, B)→ C(a˜, B˜),
X 7→ Xc,D.
Again it may be computed via the usual standard complex
(∧•(c/d)⊗F X)D (15)
of (a˜, B˜)-modules.
These homology and cohomology theories satisfy the usual Poincare´ dual-
ity relations, Ku¨nneth formalism, and give rise to F -rational Hochschild-Serre
spectral sequences [26].
Proposition 2.3. For any F -rational (a, B)-moduleM the cohmology Hq(c, D;X)
is F -rational and for any map τ : F → F ′ of fields we have a natural isomor-
phism
Hq(c, D;X)⊗F,τ F ′ → Hq(c⊗F,τ F ′, D ⊗F,τ F ′;X ⊗F,τ F ′)
of (a, B) ⊗F,τ F ′-modules. The same statement is true for c, D-homology, and
the duality maps and Hochschild-Serre spectral sequences respect the rational
structure.
Proof. This is obvious from the F -resp. F ′-rational standard complexes com-
puting cohomology and homology, and also a consequence of Theorem 2.1
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2.3 Equivariant cohomological induction
To define F -rational cohomological induction, we adapt Zuckerman’s original
construction as in [49, Chaper 6]. Assume we are given an F -rational reductive
subgroup C ⊆ B. We start with an (a, C)-module M and set
Γ˜0(M) := {m ∈M | dimF U(b) ·m < ∞}.
and
Γ0(M) := {m ∈ Γ˜0(M) | the b-representation U(b) ·m lifts to B0}.
As in the analytic case the obstruction for a lift to exist is the (algebraic)
fundamental group of B0. In particular there is no rationality obstruction, as
a representation N of b lifts to B0 if and only if it does so after base change
to one (and hence any) extension of F . It is easy to see that Γ0(M) is an
(a, B0)-module.
We define the space of B0-finite vectors in M as
Γ1(M) :=
{m ∈ Γ0(M) | the actions of C (on M) and C ∩B0 ⊆ B0 agree on m}.
This is an (a, C ·B0)-module. Finally the space of B-finite vectors in M is
Γ(M) := Proa,B
a,C·B0(Γ1(M)).
Remark that this is not a subspace of M in general. By Frobenius reciprocity
it comes with a natural map Γ(M)→M .
The functor Γ is a right adjoint to the forgetful functor along
i : (a, C) → (a, B)
and hence sends injectives to injectives. We obtain the higher Zuckerman func-
tors as the right derived functors
Γq := RqΓ : C(a, C)→ C(a, B).
As in the classical case we can show
Proposition 2.4. In every degree q we have a commutative square
C(a, C) Γ
q
−−−−→ C(a, B)
Fa,C
b,C
y yFa,Bb,B
C(b, C) Γ
q
−−−−→ C(b, B)
Strictly speaking the commutativity only holds up to natural isomorphism.
The natural isomorphisms are unique as it turns out that Γ(−) is in both cases
the right adjoint of the classical forgetful functor along the corresponding in-
clusion of pairs. We will not go into this as the commutativity may also easily
be deduced via base change from the classical setting. However, for the sake of
readability, we decided to ignore such higher categorical aspects in the sequel.
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Proof. For q = 0 the commutativity is obvious from the explicit construction
of the functor Γ. For q > 0 this follows from the standard argument that the
forgetful functors have an exact left adjoint given by induction along the Lie
algebras and hence carry injectives to injectives. Furthermore they are exact,
which means that the Grothendieck spectral sequences for the two compositions
both degenerate. Therefore the edge morphisms of said spectral sequence yield
the commutativity, this proves the claim.
Theorem 2.5. Let M be an F -rational (a, C)-module and τ : F → F ′ a map of
fields. Assume that either F ′/F is finite or that M admits an admissible injec-
tive standard resolution. Then in every degree q we have a natural isomorphism
Γq(X)⊗F,τ F ′ → Γq(X ⊗F,τ F ′)
of (a, B) ⊗F,τ F ′-modules. Furthermore these isomorphisms are functorial in
a, B, C, and respect the long exact sequences associated to Γ.
Proof. By the Homological Base Change Theorem 2.1, it suffices to show that
the rational Zuckerman functor Γ commutes with base change. This follows
easily from the above construction of Γ.
Remark 2.6. By Theorem 2.5 the functors Γq satisfy the usual properties, i.e.
they vanish for q > dimF b/c, we have a Hochschild-Serre spectral sequence
for B-types, for parabolic cohomological induction the effect on infinitesimal
characters is the same as in the classical setting, etc.
3 Geometric Properties of (g, K)-modules
A natural question to ask is which properties of Harish-Chandra modules are
geometric, in the sense that the property of an (a, B)-module M holds over F ,
if and only if it holds over one (and hence any) extension F ′ of F . We will see
in this section that many classical properties, i.e. admissibility, Z(g)-finiteness,
and finite length are geometric properties. In order to control finite length in
extensions we need to appeal to Quillen’s generalization of Dixmier’s variant of
Schur’s Lemma.
3.1 Schur’s Lemma and fields of definition
Let again F ′/F be an extension and the pair (a′, B′) be the extension of scalars
to F ′ of a pair (a, B) over F . We say that an (a′, B′)-module X ′ over F ′ is
defined over F , if there is an (a, B)-module X satisfying
F ′ ⊗F X ∼= X ′ (16)
We say that the pair (a, B) satisfies condition (Q), if we find a finite subgroup
B0 ⊆ B such that the map
B0 → pi0(B ⊗F F¯ ) (17)
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is surjective, where F¯ denotes an algebraic closure of F .
For example condition (Q) is satisfied if (a, B) is a reductive pair coming
from a connected reductive linear algebraic group G.
For later use we first remark the following generalization of Schur’s Lemma.
Proposition 3.1. If (a, B) satisfies condition (Q) and if X is an irreducible
(a, B)-module, then Enda,B(X) is an algebraic division algebra over F .
An algebraic division algebra over F is a division algebra A over F , all of
whose elements are algebraic over F , i.e. for each a ∈ A, F (a)/F is a (necessarily
finite) algebraic extension.
Proof. It suffices to remark that an irreducible (a, B)-module X remains irre-
ducible after replacing B by an appropriate finite subgroup B0 satisfying (17).
Therefore X is an irreducible module over the convolution algebra U(a) ∗ B0.
Quillen’s result in [44] applies to this case and proves the claim.
Corollary 3.2. Let (g,K) be a reductive pair over F satisfying condition (Q). If
X is an irreducible (g,K)-module, then Z(g) acts on X via a finite-dimensional
quotient. In particular X is Z(g)-finite, and so is every (g,K)-module of finite
length.
Proof. Fix an extension F ′/F over which g splits. Over this extension the
center Z(g)⊗F F ′ of U(g⊗F F ′) (cf. Proposition 1.4) is noetherian, hence Z(g)
is noetherian. Therefore its image in Endg,K(X) is finitely generated, and thus
finite-dimensional by Proposition 3.1. Therefore Z(g) acts on X via a finite-
dimensional quotient and the corollary follows.
Definition 3.3. We call an (a, B)-module X absolutely irreducible if it is irre-
ducible over every extension F ′/F .
Corollary 3.4. If X is an absolutely irreducible (a, B)-module over F , (a, B)
satisfying condition (Q), then Enda,B(X) = F .
Proof. If F is algebraically closed or equal to C, we have
dimF Enda,B(X) = 1
by Proposition 3.1. Therefore Proposition 1.1 implies the claim for arbitrary
F .
In general, for a Galois extension F ′/F , models of (a′, B′)-modules X ′ over
F need not be unique. The existence of non-isomorphic models is equivalent to
the existence of non-trival 1-cocycles of Gal(F ′/F ) with coefficients in the group
Aut(a′,B′)(X
′). At least for absolutely irreducible modules satisfying Schur’s
Lemma, Hilbert’s Satz 90 guarantees the uniqueness.
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Proposition 3.5. Let F ′/F be a Galois extension F , assume that X ′ is an
(a′, B′)-module satisfying
Enda′,B′(X
′) = F ′, (18)
and X is a model of X ′ over F . Then X is unique up to isomorphism.
Proof. The proof proceeds as in [5, p. 741].
3.2 Geometric properties
Admissibility is a geometric property in the following sense.
Proposition 3.6. Let X be an (a, B)-module. Then the following are equiva-
lent:
(i) X is an admissible (a, B)-module.
(ii) For some extension F ′/F , X⊗F F ′ is an admissible (a, B)⊗F F ′-module.
(iii) For every extension F ′/F , X⊗F F ′ is an admissible (a, B)⊗F F ′-module.
Proof. Let us show that (i) implies (iii). Let F ′/F be any extension. Then by the
theory of reductive algebraic groups we know that there is a finite subextension
F ′′/F with the property that the scalar extension functor − ⊗F ′′ F ′ induces a
faithful essentially surjective functor
Cfd(B′′) → Cfd(B′),
i.e. all finite-dimensional representations of B which are defined over F ′ are al-
ready defined over F ′′. This observation naturally extends to the ind-categories
C(B′′) → C(B′).
In light of Proposition 1.1 this reduces our considerations to the cases where
F ′/F is finite-dimensional.
Assume (i), and let V be any finite-dimensional B′-module over a finite
extension F ′/F . Then
HomB′(V,X ⊗F F ′) = HomB(ResF ′/F V,X).
Since ResF ′/F V is finite-dimensional over F , (iii) follows.
Since (iii) implies (ii), we are left to show that (ii) implies (i). So assume
that X ⊗F F ′ is an admissible (a′, B′)-module for an extension F ′/F . Let V be
a finite-dimensional B-module. Then by Proposition 1.1 we have
dimF (V,X) = dimF ′(V ⊗F F ′, X ⊗F F ′) < ∞.
This concludes the proof.
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Theorem 3.7. Let (g,K) be a reductive pair over F satisfying condition (Q),
and let X be an F -rational (g,K)-module. Then the following are equivalent:
(i) X is of finite length.
(ii) X is Z(g)-finite and admissible.
Proof. That (ii) implies (i) reduces to the case F = C by Proposition 3.6, since
Z(g)-finiteness is a geometric property as well. By Proposition 1.3 the case
F = C follows from the classical case, where the statement is well known.
The implication (i) to (ii) reduces to the classical case as follows. Let X
be an irreducible (g,K)-module over F . Then X is Z(g)-finite by Corollary
3.2, and also finitely generated. The latter two properties are stable under base
change, and to prove the admissibility of X , we may by Proposition 3.6 assume
that F = C, in which case, by Proposition 1.3, the result is well known (cf.
[37]).
Corollary 3.8. Let X be an F -rational (g,K)-module for a reductive pair (g,K)
satisfying condition (Q). Then the following are equivalent:
(i) X is of finite length.
(ii) For some extension F ′/F , X ⊗F F ′ is of finite length.
(iii) For every extension F ′/F , X ⊗F F ′ is of finite length.
Proof. By Theorem 3.7 and Proposition 3.6 it suffices to observe that Z(g)-
finiteness is a geometric property as well, which is obvious.
3.3 u-cohomology and constructible parabolic subalgebras
Proposition 3.9. If q is a θ-stable F -germane parabolic subalgebra of a re-
ductive F -rational pair (g,K), with Levi decomposition q = l + u, then for all
degrees q, the functors
Hq(u;−) and Hq(u;−),
preserve admissibility, Z(g)-finiteness and if (g,K) satisfies condition (Q), then
also finite length.
Proof. The preservation of Z(g)-finiteness is proven as in the classical case,
which holds in fact for any parabolic subalgebra. The preservation of admissi-
bility also follows mutatis mutandis as in the classical case. With Theorem 3.7
we conclude that u-(co)homology preserves finite length.
Assume that the field F has a real place, i.e. we have
Hom(F,R) 6= 0,
and that (g,K) gives rise to a classical reductive pair (gR,KR) after extension
of scalars along an embedding ιR : F → R. Let F ′/F be an extension, and
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(g′,K ′) the usual extension of scalars in the extension F ′/F . We call an F ′-
germane parabolic subalgebra q′ ⊆ g′ F -constructible, if there exists a sequence
of F ′-germane parabolic subalgebras
q′ = q′0 ⊆ q′1 ⊆ · · · ⊆ q′l = g′ (19)
with the following property: Inside the Levi pair (l′i+1, L
′
i+1 ∩K ′) of the asso-
ciated parabolic q′i+1 the parabolic q
′
i ∩ l′i+1 is θ-stable or defined over F . This
notion generalizes the notion of constructibility introduced in [28]. In the case
F = R and F ′ = C the two notions coincide.
The motivation for this notion is
Proposition 3.10. Assume that (g,K) is a reductive pair over a field F ⊆ R
satisfying condition (Q) and that q′ ⊆ g′ is F ′-constructible with Levi decompo-
sition q′ = l′ + u′. Then for all degrees q, the functors
Hq(u′;−) and Hq(u′;−),
preserve finite length.
Proof. Assume we are given a sequence as in (19) satisfying the defining prop-
erty of F ′-constructibility. By the Hochschild-Serre spectral sequence for u′-
(co)homology it is enough to show that finite length is preserved in the case
where q′ is θ-stable or defined over F . In the θ-stable case the claim follows
from Proposition 3.9. The other case reduces by Corollary 3.8 to the case of a
real parabolic q′ over F = R after base change along ιR, where the statemement
is well known.
3.4 Restrictions of irreducibles
Proposition 3.11. Assume F ′/F to be a finite Galois extension. Let X ′ be an
irreducible (a′, B′)-module, then as an (a, B)-module, ResF ′/F X
′ decomposes
into a finite direct sum of irreducible (a, B)-modules. The number of summands
is bounded by the degree [F ′ : F ].
Proof. We write X for the (a, B)-module ResF ′/F X
′. Consider the (a′, B′)-
module X ′′ := X ⊗F F ′. The identity
F ′ ⊗F F ′ =
⊕
σ∈Gal(F ′/F )
F ′ ⊗F ′,σ F ′
shows that X ′′ decomposes into a finite direct sum
X ′′ = X ′ ⊗F ′ F ′ ⊗F F ′ =
⊕
σ∈Gal(F ′/F )
X ′ ⊗F ′,σ F ′, (20)
of irreducible (a′, B′)-modules
F ′σ := X
′ ⊗F ′,σ F ′.
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Therefore, by Corollary 2.2, each short exact sequence
0 −−−−→ Y −−−−→ X −−−−→ Z −−−−→ 0
of (a, B)-modules splits, as it must split over F ′ by (20), and we have isomor-
phisms
Y ⊗F F ′ =
⊕
σ∈Ξ
F ′σ
and
Z ⊗F F ′ =
⊕
σ 6∈Ξ
F ′σ
for some unique subset Ξ ⊆ Gal(F ′/F ). Inductively we conclude that X de-
composes into a finite sum of irreducible (a, B)-modules as claimed.
Corollary 3.12. Assume F ′/F to be a finite extension. Let X ′ be an absolutely
irreducible (a′, B′)-module. Then, as an (a, B)-module, ResF ′/F X
′ decomposes
into a finite direct sum of irreducible (a, B)-modules.
Proof. Since X ′ is absolutely irreducible, we may replace F ′ without loss of
generality by its normal hull over F . Then the claim follows from Proposition
3.11.
4 Algebraic Characters
In the context of the theory developed here, it is possible to construct an abstract
theory of algebraic characters over any field F of characteristic 0 following the
axiomatic treatment given in [28]. Our results about geometric properties of
modules may be used to produce non-trivial instances of this theory. To give a
concrete example, we sketch the case of finite length modules here. The case of
discretely decomposables discussed in [28] generalizes to arbitrary base fields of
characteristic 0 along the same lines as well.
4.1 Rational algebraic characters
We depart from a reductive pair (g,K) over a field F and fix an F ′-constructible
parabolic subalgebra q′ ⊆ g′ over an extension F ′/F with Levi decomposition
q′ = l′ + u′. By Proposition 3.10 we have for each q ∈ Z a well defined functor
Hq(u′,−) : Cfl(g′,K ′)→ Cfl(l′, L′ ∩K ′)
on the corresponding categories of finite length modules over F ′. We remark
that by Corollary 3.8 the categories of finite length modules are essentially small.
Hence, by the long exact sequence of cohomology, the Euler characteristic of
these functors gives rise to a group homomorphism
Hq′ : Kfl(g
′,K ′)→ Kfl(l′, L′ ∩K ′),
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[X ] 7→
∑
q∈Z
(−1)q[Hq(u′, X)]
of the corresponding Grothendieck groups of the abelian categories Cfl(g′,K ′)
resp. Cfl(l′, L′∩K ′). Here the bracket [·] denotes the class associated to a module.
We define the Weyl denominator relative to q′ as
Wq′ := Hq′(1g′,K′),
where 1g′,K′ denotes the trivial (g
′,K ′)-module.
We know that the category Cfl(l′, L′∩K ′) of finite length modules is closed un-
der tensor products with finite-dimensional representations, again by Corollary
3.8, as this is well known over C, cf. [33]. In particular Kfl(l
′, L′ ∩K ′) is natu-
rally a module over the commutative ring Kfd(l
′, L′ ∩K ′) of finite-dimensional
modules, the (scalar)multiplication stemming from the tensor product. The rel-
ative Weyl denominatorWq′ lies in the latter ring and we may therefore consider
the module-theoretic localization
Cq′(l
′, L′ ∩K ′) := Kfl(l′, L′ ∩K ′)[W−1q′ ].
The q′-character map is by definition the map
cq : Kfl(g
′,K ′)→ Cq′ (l′, L′ ∩K ′),
[X ] 7→ Hq′(X)
Wq′
.
The generalization of Theorem 1.4 of loc. cit. in our context is
Theorem 4.1. The map cq′ has the following properties:
(a) The map cq′ is additive, i.e. for all X,Y ∈ Kfl(g′,K ′) we have
cq′(X + Y ) = cq′(X) + cq′(Y ).
(b) The map cq′ is multiplicative, i.e. for all X ∈ Kfl(g′,K ′) and Y ∈
Kfd(g
′,K ′) we have
cq′(X · Y ) = cq′(X) · cq′(Y ),
and
cq′(1g′,K′) = 1l,L∩K′.
(c) If q is θ-stable then cq′ respects admissible duals, i.e. for all X ∈ Kfl(g′,K ′)
we have
cq′(X
∨) = cq′(X)
∨,
where X∨ denotes the K-finite dual.
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(d) If for X ∈ Kfl(g′,K ′) its restriction lies in Kfl(l′, L′ ∩K ′), then we have
the formal identity
cq′(X) = [X ]
in Cq′(l
′, L′ ∩K ′).
Proof. The additivity is clear. The multiplicativity is proven mutatis mutandis
as in Theorem 1.4 in [28]. This also applies to (d).
To prove (c), we recall the notion of an (u′-admissible) pair of categories
having duality. In our situation we consider the pair of categories of finite
length modules for (g′,K ′) and (l′, L′ ∩K ′) respectively. By definition this pair
has duality if for each finite length (g′,K ′)-module X in each degree q the three
modules
Hq(u′;X)∨, Hq(u′;X∗), Hq(u′;X∗/X∨),
all lie in Cfl(l′, L′ ∩K ′), where the superscripts ·∨ and ·∗ denote the K ′- resp.
(L′ ∩K ′)-finite duals, and furthermore the Euler characteristic∑
q
(−1)q[Hq(u′;X∗/X∨)] = 0
vanishes. Once this is established in our situation, the proof of the analogous
statement of Theorem 1.4 in loc. cit. goes through word by word.
To see that the two categories of finite length modules form a pair with
duality, it suffices in our context to see that the natural map
Hq(u′;X∨)→ Hq(u′;X∗)
is an isomorphism, which is equivalent to the vanishing of Hq(u′;X∗/X∨). This
may be proved as in Proposition 1.2 in loc. cit., which is stated for admissible
modules, but the proof given in loc. cit. works mutatis mutandis also in the
finite length case for arbitrary F ′.
As in Proposition 1.6 in [28] we see that our algebraic characters over F ′
are transitive, and similarly we see as in Proposition 1.7 of loc. cit. that our
characters are compatible with restrictions, which generalizes statement (iv)
of Theorem 4.1. The compatibility of F ′-rational characters with translation
functors as discussed in section 2 of loc. cit. remains valid as well.
Given a map of subfields τ : F ′ → F ′′ of C, which induces the identity on
F , we may consider the exact base change functors
C?(g′,K ′) → C?(g′′,K ′′),
for ? ∈ {fd, fl}, and similarly
C?(l′, L′ ∩K ′) → C?(l′′, L′′ ∩K ′′),
where double prime denotes the base change to F ′′ along τ . These induce maps
−⊗F ′,τ F ′′ : K?(g′,K ′)→ K?(g′′,K ′′),
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on the level of Grothendieck groups, and mutatis mutandis for the modules over
the Levi factor of q′. These maps are additive, multiplicative, and respect duals
in the sense of Theorem 4.1.
Now q itself gives rise to a parabolic subalgebra q′′ ⊆ g′′, which is easily seen
to be constructible, and we have the relation
Wq′ ⊗F ′,τ F ′′ = Wq′′ .
As we have already seen in Proposition 2.3, by the very definition of u- resp.
u′′-cohomology via standard complexes (or the Homological Base Change The-
orem), we see that
(−⊗F ′,τ F ′′) ◦Hq′ = Hq′′(−⊗F ′,τ F ′′).
Since base change commutes with tensor products, we just proved
Proposition 4.2. For each constructible subalgebra q′ ⊆ g′ and each F -linear
map of fields τ : F ′ → F ′′ ⊆ C, q′′ = q′ ⊗F ′,τ F ′′ is constructible again and we
have the commuting square
Kfl(g
′,K ′)
−⊗F ′,τF
′′
−−−−−−−→ Kfl(g′′,K ′′)
cq′
y ycq′′
Cq′(l
′, L′ ∩K ′) −−−−−−−→
−⊗F ′,τF
′′
Cq′′ (l
′′,K ′′)
If G is a reductive group over a number field F , the distribution characters
of admissible G(A
(∞)
F )-modules preserve rationality and commute with base
change, as Hecke operators act via operators of finite rank. Thus for factoriz-
able automorphic representations of G(AF ), this obserservation together with
Proposition 4.2 implies the existence of algebraic global characters which pre-
serve rationality and commute with base change.
5 Frobenius-Schur Indicators
In this section we introduce and study Frobenius-Schur indicators for (a, B)-
modules over arbitrary fields and discuss their relation to the descent problem
in quadratic extensions F ′/F . Contrary to common terminology, we define the
indicator as obstruction to descent, regardless of existence or non-existence of
invariant bilinear forms. Our choice in Definition 5.3 below is a notational
convenience and simplifies the formulation of many statements. Conceptually it
would be preferrable to define the indicator as an element in the Brauer group
of F as in the proofs of Propositions 6.10 and 6.12.
The main results of section 5.1 are a local global principle for quadratic de-
scent (cf. Theorem 5.5) and Proposition 5.8, which reduces the descent problem
for (a, B)-modules to descent of suitable B-types.
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In section 5.2 we show that the infinitesimally unitary case over the complex
numbers, the indicator classifies irreducibles and their invariant bilinear complex
forms accordingly. Here the situation turns out to be completely analogous to
the classical case treated by Frobenius and Schur in [18].
Adams determined classical Frobenius-Schur indicators classifying invariant
bilinear forms on complex representations of real reductive groups with the
property that all irreducible representations are self-dual in [1]. By our results
in section 5.2 Adams’ results fit into our framework and allow us to extend the
list of cases in which we obtain optimal results (cf. the proof of Theorem 7.3).
5.1 The general notion
In this section we let (a, B) denote a pair over a field F of characteristic 0 and
we fix a quadratic extension F ′/F .
We write (a′, B′) for the base change of (a, B) to F ′. Let X be an irreducible
(a′, B′)-module and denote by Y := ResF ′/F X its restriction of scalars to F ,
which we consider as an (a, B)-module over F . We write τ : F ′ → F ′ for the
non-trivial automorphism of F ′/F and set
X := X ⊗F ′,τ F ′.
We remark that the action of (aF ′ , BF ′) on X depends on the real form (a, B)
(cf. section 1.5).
We have the decomposition
Y ′ := Y ⊗F F ′ = X ⊕X, (21)
as (a′, B′)-module.
The module Y is either irreducible or, by Proposition 3.11, decomposes into
a direct sum
Y ∼= Y1 ⊕ Y2 (22)
of two irreducible (a, B)-modules, where this decomposition may be assumed
compatible with the decomposition (21).
Proposition 5.1. An irreducible (a′, B′)-module X is defined over F if and only
if Y = ResF ′/F X is reducible. In this case Y decomposes into two isomorphic
copies of the same module, i.e. Y1 ∼= Y2 in (22), and X ∼= X. If furthermore X
is absolutely irreducible and (a, B) satisfies condition (Q), then Yi is absolutely
irreducible, Enda,B(Yi) = F , i = {1, 2}, and Enda,B(Y ) = F 2×2.
Proof. Assume X is defined over F , i.e. there exists an (a, B)-module X0 with
X ∼= X0 ⊗F F ′.
Then, as (a, B)-modules, we have
Y = X0 ⊗F ResF ′/F F ′,
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which clearly decomposes into two copies of the irreducible module X0.
If X is defined over F and absolutely irreducible, Yi ∼= X0 is absolutely
irreducible as well. By Corollary 3.4 we know Enda,B(X0) = F , which implies
Enda,B(Y ) = F
2×2, and the claim about endomorphism rings follows.
Assume conversely that Y is reducible. We claim that Y1 is a model of X
over F . Indeed, consider the map
Y1 ⊗F F ′ → X (23)
of (a′, B′)-modules induced by the inclusion
Y1 → Y
by the adjointness relation of restriction of scalars. One the one hand, the map
(23) is non-zero, and therefore an epimorphism, X being irreducible. On the
other hand Y1 ⊗F F ′ is a non-trivial submodule of (21), hence irreducible as
well. Therefore (23) is an isomorphism and the claim follows.
Proposition 5.2. Assume that (a, B) satisfies condition (Q). Let X be an
absolutely irreducible (a′, B′)-module and assume that Y = ResF ′/F X is an
irreducible (a, B)-module. Then either
(i) X ∼= X and Enda,B(Y ) is a quaternion division algebra over F , or
(ii) Enda,B(Y ) = F
′ otherwise.
Proof. We first observe that by absolute irreducibility
F ′ = Enda′,B′(X) ⊆ Enda,B(Y ),
and by Proposition 1.1,
dimF Enda,B(Y ) = dimF ′ Enda′,B′(Y
′) ∈ {2, 4},
by (21). Therefore case (ii) applies if and only if X 6∼= X and Enda,B(Y ) is a
four-dimensional division algebra over F by Proposition 5.1 and Schur’s Lemma
otherwise.
Definition 5.3. We define the Frobenius-Schur indicator FSF (X) of an abso-
lutely irreducible (a′, B′)-module X accordingly as
FSF (X) = 1 ⇐⇒ Enda,B(Y ) = F 2×2,
FSF (X) = 0 ⇐⇒ Enda,B(Y ) = F ′,
FSF (X) = −1 ⇐⇒ Enda,B(Y ) is a quaternion division algebra,
where Y = ResF ′/F X as before.
Lemma 5.4. Let X be an absolutely irreducible (a′, B′)-module and L′/L a
quadratic extension dominating F ′/F , i.e. F ′L = L′ and F ′ ∩ L = F . Then
FSF (X) = 0 ⇐⇒ FSL(X) = 0.
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Proof. It suffices to remark that by Proposition 1.1 the dimension of Enda,B(Y )
over F equals the dimension of EndaL,BL(YL) over L and YL = ResL′/LXL′ .
If F ′/F is a quadratic extension of number fields and v a place of F , we
denote by Fv the completion of F at v and let F
′
v := F
′ · Fv. We let SF denote
the set of places of F .
Theorem 5.5. Let F ′/F be a quadratic extension of number fields, (a, B) a
pair over F satisfying condition (Q), and X be an absolutely irreducible (a′, B′)-
module. Then
(a) If FSF (X) 6= 0, then for all but an even number of finitely many places
v ∈ SF the module XF ′v over F ′v admits a model over Fv.
(b) Furthermore, independently of any a priori condition on FSF (X), X ad-
mits a model over F if and only if for all places v ∈ SF the module XF ′v
over F ′v admits a model over Fv.
Remark 5.6. Statements (a) and (b) imply that X admits a model over F if for
all but one place v ∈ SF the module XF ′v over F ′v admits a model over Fv.
Theorem 5.5 and Lemma 5.4 may be summarized by the following two for-
mulae:
|FSF (X)| =
∏
v∈SF
FSFv (XF ′v ),
FSF (X) = min
v∈SF
FSFv (XF ′v ),
with the convention FSFv (XF ′v ) := 1 whenever F
′
v = Fv.
Proof of Theorem 5.5. Assume that for all places v ∈ SF , the module XF ′v over
F ′v admits a model over Fv. By Lemma 5.4 this implies FSF (X) 6= 0.
Let Y = ResF ′/F . Then for all places v of F the quaternion algebra
Enda,B(Y )⊗F Fv = EndaFv ,BFv (YFv ) (24)
is split by Proposition 5.1. By the Theorem of Hasse-Minkowski this implies
that Enda,B(Y ) splits, and the claim follows by Propositions 5.1 and 5.2. This
proves (b).
In general (24) splits for almost all places and number of exceptions is even
by the global product formula for the Hilbert symbol, hence (a) follows.
Remark 5.7. The proof shows that Enda,B(Y ) is uniquely determined by the
collection of local Frobenius-Schur indicators FSFv (XF ′v ).
Proposition 5.8. Let (a, B) be a pair over a field F satisfying condition (Q),
F ′/F a quadratic extension and let X be an absolutely irreducible (a′, B′)-module
with FSF (X) 6= 0. Assume that there exists an absolutely irreducible rational B′-
module X0 which occurs in X with multiplicity one and for which FSF (X0) 6= 0.
Then
FSF (X) = FSF (X0).
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Proof. Assume that X is defined over F . Since X0 ∼= X0 by our hypothesis and
because X0 occurs with multiplicity one in X , the subspace X0 ⊆ X is invariant
under the action of Gal(F ′/F ), and therefore defined over F by Galois descent.
This shows
FSF (X0) = −1 =⇒ FSF (X) = −1.
Assume conversely that FSF (X) = −1. Let Y = ResF ′/F X and Y0 =
ResF ′/F X0. Then Y is irreducible by Proposition 5.1. Consider the restriction
map
r : Enda,B(Y ) → EndB(Y0).
This map is well defined by the characterization of X0 as submodule of X and
the identity (21). The irreducibility of Y implies that r is injective, hence an
isomorphism because
dimF EndB(Y0) ≤ 4.
Therefore EndB(Y0) = EndB(Y ) is a quaternion division algebra and FSF (X0) =
−1 as claimed.
5.2 Frobenius-Schur indicators in the infinitesimally uni-
tary case
In this section we show that in the infinitesimally unitary case over C the
previously defined Frobenius-Schur indicators behave the same way as they do
classically [18]. This has important consequences on the local indicators at
archimedean places (cf. Corollary 5.14).
Before we proceed with the complex case, we consider the following situation.
Let F ⊆ R be a subfield (a, B), a pair over F satisfying condition (Q), and
choose an ‘imaginary’ quadratic extension F ′/F in the sense that F ′ comes with
a fixed embedding F ′ ⊆ C and F ′ 6⊆ R. In other words we have a commutative
square
F ′ −−−−→ Cx x
F −−−−→ R
(25)
with C = F ′R and F = F ′ ∩R.
Since F and F ′ come with fixed embeddings into R and C respectively we
consider likewise the pairs (aR, BR) and (aC, BC) over R and C and also the
complexification XC of X , and
YR := Y ⊗F R = ResC/RXC.
A Hermitian form on X is an F ′-linear (a′, B′)-equivariant map
h : X ⊗F ′ X → F ′. (26)
satisfying the usual condition
h ◦ ε = τ ◦ h, (27)
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of conjugate symmetry, where τ : F ′ → F ′ denotes the non-trivial Galois auto-
morphism of the extension F ′/F as before, X is the τ -twist of X and
ε : X ⊗F ′ X → X ⊗F ′ X,
v ⊗ w 7→ κ−1(w) ⊗ κ(v)
is the conjugate linear transposition of the arguments of h, with
κ : X → X, v 7→ v ⊗ 1
denoting the natural conjugate linear isomorphism of F ′-vector spaces.
We say that h is posititive definite if the complex form
hC : XC ⊗C XC → C (28)
deduced from h is positive definite. We call X infinitesimally unitary if the form
h is positive definite.
Lemma 5.9. An absolutely irreducible admissible (a′, B′)-module X admits a
non-zero invariant Hermitian form (resp. an invariant (anti-)symmetric bilinear
form) if and only if XC is admits a non-zero invariant Hermitian form (resp.
an invariant (anti-)symmetric bilinear form).
Proof. As before we write X∨ for the K-finite and hence admissible dual of X .
Then any non-zero sesquilinear form h on X corresponds uniquely to a non-zero
(a′, B′)-linear map
h∨ : X → X∨, (29)
x 7→ h(−⊗ x).
As absolutely irreducible admissible module X is reflexive, hence h∨ is always
an isomorphism. In particular there is an invariant non-zero sesquilinear form
on X if and only if
Homa′,B′(X,X
∨) 6= 0.
By Proposition 1.1 the latter property is independent of the base field. There-
fore, X admits a non-zero sesquilinear form if and only if XC does.
Assume XC admits an invariant Hermitian form. We need to show that X
admits an invariant form h satisfying (27) as well (the converse being tautolog-
ical).
By the absolute irreducibility and Schur’s Lemma, the space of invariant
sesquilinear forms is one-dimensional in the cases at hand, and the map
h = τ ◦ h ◦ ε,
induces an action of the symmetric group S2 on two elements on this space.
Therefore there is a non-zero form h satisfying (27), if and only if the action of
S2 is trivial, a property which is independent of the base.
The proof in the case of invariant bilinear forms proceeds mutatis mutandis.
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Corollary 5.10. An absolutely irreducible admissible (a′, B′)-module X is in-
finitesimally unitary if and only if XC is infinitesimally unitary in the usual
sense.
Corollary 5.11. If F is a number field, X an absolutely irreducible admissible
(a′, B′)-module, and v an archimedean place of F such that XF ′v admits an in-
variant (anti-)symmetric bilinear form, then for every place v of F , XF ′v admits
an invariant (anti-)symmetric bilinear form.
Proof. By Lemma 5.9 X admits an invariant (anti-)symmetric bilinear form,
which implies the existence of invariant (anti-)symmetric forms over all comple-
tions F ′v.
For the rest of the section we keep the previous notation with the convention
that F = R and F ′ = C, i.e. (a, B) is a pair over R and the rest retains its
meaning as before. We assumeX to be an irreducible admissible (a′, B′)-module
over C.
Theorem 5.12. Let (a, B) be a pair over R satisfying condition (Q) and let
X be an irreducible admissible infinitesimally unitary (a′, B′)-module over C.
Then FSR(X) 6= 0 if and only if X carries a non-zero invariant bilinear form.
In this case X is real (quaternionic) if and only if this form is symmetric (resp.
anti-symmetric).
We remark that in the infinitesimally unitary case (F = R) Theorem 5.12
provides another proof for Proposition 5.8.
Proof. Recall that Y = ResC/RX and Y
′ is the base change of Y to C. In the
infinitesimally unitary case the existence of the isomorphism (29) implies that
decomposition (21) reads
Y ′ ∼= X ⊕X∨. (30)
Therefore, saying that X is real or quaternionic is, equivalent to saying that X
is self-dual, which is the same to say that X carries a non-zero invariant bilinear
form. This proves the first part of the theorem.
As to the second part, our proof is a mere categorical reinterpretation of the
classical proof in [18]. From now on we assume FSR(X) 6= 0, which means that
we have a C-linear isomorphism
ι : X → X
of (a′, B′)-modules.
Recall that the symmetry of h is reflected in the identity (27). A direct
computation shows that
h′ := τ ◦ h ◦ (ικ⊗ κι)
is another positive definite Hermitian form on X . Therefore, by Schur’s Lemma,
we find an η ∈ R>0 satisfying
h′ = η · h.
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If we replace ι by λ · ι, λ ∈ C×, we obtain
τ ◦ h ◦ ((λι)κ ⊗ κ(λι)) = (NC/R(λ) · η) · h.
Therefore we may assume have η = 1 without loss of generality, and
h = τ ◦ h ◦ (ικ⊗ κι). (31)
Again by Schur’s Lemma, the isomorphism (ικ)2 : X → X equals
(ικ)2 = λ · 1X (32)
for a constant λ ∈ C×, and the relation
(ικ)2 ◦ ι = ι ◦ (κι)2
implies likewise that
(κι)2 = λ · 1X .
We conclude with (31) that
λ2 · h = h ◦ ((ικ)2 ⊗ (κι)2)
= τ ◦ τ ◦ h ◦ (ικ⊗ κι) ◦ (ικ⊗ κι)
= τ ◦ h ◦ (ικ ◦ κι)
= h,
hence λ2 = 1, i.e. λ = ±1.
Consider the invariant bilinear form
b := h ◦ (1X ⊗ κικ)
on X . Since h is non-degenerate, so is b. A direct calculation, exploiting rela-
tions (27), (31) and (32), yields
λ · b(w ⊗ v) = h(ικικ(w) ⊗ κικ(v))
= h(κ−1(κικικ(w)) ⊗ κ(ικ(v)))
= τ ◦ h(ικ(v) ⊗ κικικ(w))
= h(v ⊗ κικ(w))
= b(v ⊗ w).
Hence the explicit relation
b ◦ δ = λ · b, (33)
where
δ : V ⊗ V → V ⊗ V, v ⊗ w 7→ w ⊗ v.
If X is of real type, and X0 is a model of X over R, we may choose ι as an
R-multiple of the map
ι′ : v ⊗ τ(c) 7→ v ⊗ c,
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where v ∈ X0 and c ∈ F ′. We conclude that for
0 6= v = v0 ⊗ 1 ∈ X0 ⊗F F ′,
we obtain
(ικ)2(v) = v,
and thus λ = 1.
Assume conversely that λ = 1. We consider ικ as an endomorphism of
Y = ResC/RX . Being conjugate C-linear, ικ is not a multiple of the identity.
Hence by (32) its minimal polynomial is given by
ξ2 − 1 = (ξ − 1) · (ξ + 1).
Therefore the endomorphism
1Y − ικ ∈ Enda,B(Y )
has a kernel satisfying
0 6= ker(1Y − ικ) ( Y,
which implies that Y is reducible, and with Proposition 5.1 we conclude that X
is real.
We saw that FSR(X) = λ, which by (33) concludes the proof.
Remark 5.13. Replaying the proof of Theorem 5.12 over the field F in the
situation of (25) shows that λ ∈ F×, η = ±λ and b is symmetric if and only if
η = λ. Furthermore X admits a model over F if and only if λ ∈ NF ′/FF ′×. If
F is a number field, the local obstruction for λ being a local norm at a place
v is FSFv (XF ′v), which for ramified archimedean places is controlled by the
symmetry property of the bilinear form b at hand, and Hasse’s Norm Principle
(due to Hilbert in the case at hand) provides another approach to Theorem 5.5.
Corollary 5.14. Let F ′/F be a quadratic extension of number fields which is
ramified at at least one archimedean place v∞ of F . Let (a, B) a pair satisfying
condition (Q) and assume that X is an absolutely irreducible admissible (a′, B′)-
module, assumed to be unitary at all archimedean places v ramified in F ′/F .
Then for every ramified archimedean prime v of F we have
FSFv (XF ′v) = FSFv∞ (XF ′v∞ ).
In particular if XF ′v∞ is real, XF ′v admits a model over Fv for every archimedean
place v of F .
Proof. The Corollary is an immediate consequence of Lemma 5.4, Lemma 5.9
and Theorem 5.12.
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6 Admissible Models of Compact Groups
In order to apply the obtained results on rationality and descent in quadratic
extensions we are naturally led to the following question. Given a quadratic
extension of number fields F ′/F , ramified at a fixed archimedean place v∞, and
a compact real Lie group KR, identify models K of KR over F (with respect to
v∞) satisfying the following condition:
(A) All absolutely irreducible rational K ′-modules X over F ′ are defined over
their field of rationality (i.e. FSF (X) 6= −1).
We call such an F -form F ′/F -admissible or simply admissible if the extension
F ′/F is clear from the context. We emphasize that the notion of admissibility
depends on the real place v∞.
Remark 6.1. Admissible forms do not exist for all groups KR, for admissibility
implies that FSFv∞ (X ⊗ F ′v∞) 6= −1 for all absolutely irreducibles X defined
over F ′.
Remark 6.2. All models of compact groups with adjoint derived group are ad-
missible (cf. [5]).
For some applications the notion of F ′/F -admissibility might be too strict.
therefore we also introduce the larger class of F -forms K subject to the weaker
condition
(A’) All absolutely irreducible rational K ′-modules X over F ′ satisfy
FSF (X) = FSFv∞ (X ⊗ F ′v∞). (34)
Such a form is called F ′/F -semi-admissible.
By our results in section 5 it is clear that every admissible form is semi-
admissible. Proposition 6.9 below gives a sufficient condition for the converse
to be true.
6.1 Groups of class S
Lemma 6.3. Let K be a linear reductive group over a field F of characteristic
0 with the property that K is a semi-direct product of K0 and pi0(K), the latter
of order at most 2. Let F ′/F be a quadratic extension and X an absolutely
irreducible K ′-module with FSF (X) 6= 0, and assume that an irreducible K ′0-
module X0 in X satisfies FSF (X0) 6= −1. Then either
(i) FSF (X) = 1, i.e. X admits a model over its field of rationality F , or
(ii) FSF (X) = −1 and X decomposes into two irreducible Galois conjugate
K ′
0
-modules Xi (i.e. FSF (Xi) = 0).
The exceptional case (ii) applies if and only if we have FSL(XL′) = −1 for every
quadratic extension L′/L dominating F ′/F . Case (ii) does not occur if F is a
number field.
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Remark 6.4. The hypotheses on X in Lemma 6.3 are always satisfied if K0 is
quasi-split or has adjoint derived group (cf. [5]).
Proof. For K = K0 there is nothing to prove. If K 6= K0 there are two cases
to consider:
(I): X is irreducible as K ′
0
-module,
(II): X is reducible as K ′
0
-module.
We treat case (I) first. In this caseX ∼= X also asK ′0-modules, which implies
that the field of rationality of the K ′
0
-module X is F . By our assumption on
X0 the K
′0-module X admits a model X0 over F . Fix a section of K → pi0(K)
and denote its image by S2. We claim that X0 is stable under the action of
S2 ⊆ K.
Let δ ∈ S2 denote the non-trivial element. We claim that δ acts as a scalar
±1 on X . Indeed, if X± ⊆ X is the eigen space of the action of δ for the
possible eigen value ±1, then X± is stable under K ′0 since δ normalizes K ′0.
Hence either X+ = X or X− = X , and case (I) falls into case (i).
In case (II) X decomposes into a direct sum
X ∼= X1 ⊕X2
of irreducible K ′
0
-modules Xi and
X = IndK
′
K′0(Xi). (35)
There are two subcases.
If X1 ∼= X1 our hypothesis implies FSF (X1) = 1, i.e. X1 admits a model
over F , and as an induced module X also admits a model over F . This case
also falls into (i).
If X1 6∼= X1, we have X2 ∼= X1 since X ∼= X . Then Yi := ResF ′/F Xi is a
model of the K ′
0
-module X over F . The modules Yi become isomorphic over
F ′, and Proposition 1.1 implies that Y1 ∼= Y2 already over F , because every
non-zero homomorphism over F is an isomorphism. Therefore, if a model of X
over F exists, it is given by Y1.
We need to check when the action of δ on X commutes with the non-trivial
Galois automorphism τ ∈ Gal(F ′/F ) induced by the model Y1 at hand.
By (35) the action of δ does not stabilize the spaces Xi, but interchanges
them. Consider the action of τ on X defined by the model Y1, i.e. we fix an
isomorphism
ι : Y1 ⊗F F ′ → X
and decree that the diagram
X
t−−−−→ X
ι
x xι
Y1 ⊗F F ′ −−−−−−−−→
y⊗c 7→y⊗τ(c)
Y1 ⊗F F ′
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be commutative. Then t is a conjugate-linear isomorphism of K ′
0
-modules,
which interchanges the submodules Xi as well.
Restricted to X1 and X2 the map t induces conjugate-linear isomorphisms
t1 : X1 → X2, t2 : X2 → X1,
which are unique up to scalar by the absolute irreducibility of Xi (cf. Corollary
3.4). Since δ is F -linear and of order 2 this shows that there is a constant λ ∈ F ′
satisfying the two relations
λt1 = δ ◦ t2 ◦ δ, λt2 = δ ◦ t1 ◦ δ.
In particular we deduce λ2 = 1, hence λ = ±1 and
δ ◦ t = λ · (t ◦ δ).
Therefore δ commutes with τ if and only if λ = 1, which falls into case (i).
The case λ = −1 is the exceptional case (ii). If L′/L is a quadratic extension
dominating F ′/F , we know by Lemma 5.4 that FSL(Xi,L′) = FSF (Xi) = 0 ,
and the above computation shows that λ is independent of the extension L′/L.
Therefore case (ii) applies for F ′/F if and only if it applies for L′/L.
If F is a number field, we know by Theorem 5.5 that there are infinitely
many places v of F where F ′v 6= Fv and FSFv (XF ′v) = 1, hence case (ii) cannot
apply.
We introduce the following class of groups.
Definition 6.5. A reductive group K over a field F is of class S, if K is an
isogenous image of a direct product
∏r
i=1Ki where each Ki is a semi-direct
product of its identity component K0i and a group of order at most two. A pair
(a, B) is of class S if B is so.
Remark 6.6. Each such pair (or group) satisfies condition (Q).
Corollary 6.7. Let K be reductive group over a number field F of class S. Let
F ′/F be a quadratic extension and let X be an absolutely irreducible K ′-module
with FSF (X) 6= 0, Then the following statements are equivalent:
(i) FSF (X) = 1.
(ii) FSFv(XFv ) = 1 for every place v of F which is inert or ramified in F
′/F
and where K0 is not quasi-split, with one possible exception v0.
Proof. Obviously statement (i) implies that statement (ii) holds for all places
v. We need to show that the local conditions in (ii) imply (i).
For every finite place v 6= v0 where K0 is quasi-split XF ′v admits a model
over its field of rationality Fv by Lemma 6.3. At places v 6= v0 which are not
inert or ramified we have F ′v = Fv and the existence of models is tautological.
By hypothesis (ii), we also find models over Fv at all other places v 6= v0 of F .
Therefore the parity condition in statement (a) of Theorem 5.5 shows that we
find models locally everywhere and statement (b) of said Theorem proves the
existence of a model over F .
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6.2 Criteria of semi-admissibility
Proposition 6.8. Let K be a reductive group over a number field F and F ′/F
a quadratic extension ramified at infinity. Assume the following conditions are
satisfied:
(A) K is of class S.
(B) For each ramified archimedean place v, K0Fv is anisotropic.
(C) K0 is quasi-split at all finite places of F , with one possible exception.
Then K is an F ′/F -semi-admissibile model for K(Fv) for every archimedean
prime v of F ramified in F ′/F .
Proof. Let X be any absolutely irreducible rational B′-module over F ′ and fix
a ramified archimedean prime v∞.
By Lemma 5.4 we know that the condition FSF (X) = 0 is independent of
the base field. Hence we may assume FSF (X) 6= 0.
By hypothesis (B), K(Fv) is compact and therefore the complexification of
every absolutely irreducible rational B-module X over F ′ is unitary. Hence
Corollary 5.14 applies and shows that for every ramified archimedean prime v,
FSFv (XF ′v ) = FSFv∞ (X0,F ′v∞ ).
Hypothesis (C) and Corollary 6.7 then imply the claim.
6.3 Criteria of admissibility
Proposition 6.9. Let KR be a compact Lie group with the following properties:
(i) KR is of class S (in the obvious sense).
(ii) Every complex irreducible K0R-module X satisfies FSR(X) 6= −1.
Then, given any quadratic extension of number fields F ′/F ramified at infinity,
any F ′/F -semi-admissible model K of KR over F with respect to a ramified
archimedean place v∞ is F
′/F -admissible.
Proof. The claim follows with Lemma 6.3.
Proposition 6.10. Let KR be a (non-abelian) simple compact Lie group. Then
for every irreducible complex representation X of KR we have FSR(X) 6= −1 if
and only if KR is one of the following types:
(An) n ≡ 0, 2, 3 (mod 4), any compact form;
n ≡ 1 (mod 4), any cover of odd degree of the adjoint compact form;
(Bn) n ≡ 0, 1 (mod 4), any compact form;
n ≡ 2, 3 (mod 4), the adjoint compact form;
(Cn) the adjoint compact form;
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(Dn) n ≡ 0, 1, 3 (mod 4), any compact form;
n ≡ 2 (mod 4), SO(2n) and the adjoint compact form;
(E6) all compact forms;
(E7) the adjoint compact form;
(E8, F4, G2)
the unique compact form.
Proof. Choose a Cartan subalgebra h in the complexified Lie algebra of KR.
Write Λ for the weight lattice of KR and Λ0 for the root lattice. Fixing a basis
of the root system, the Galois group Gal(C/R) acts on Λ via the action ∆τ
introduced by Borel and Tits [5] (cf. section 1.5), and this action descends to
Λ/Λ0. In the case at hand the action of complex conjugation is given by the
negated longest Weyl element −w0. Since Λ/Λ0 may be canonically identified
with the dual C∗KR of the center of KR, we obtain a Galois action on the latter.
The Frobenius-Schur indicator of an irreducible representation X of highest
weight λ is non-zero if and only if λ ∈ ΛGal(C/R) and it is easy to see that the
map
βKR : (C
∗
KR)
Gal(C/R) → H2(Gal(C/R);C×),
λ 7→ [EndKR(ResC/RX)]
is well defined and a homomorphism of groups. The second cohomology on the
right hand side is canonically isomorphic to the Brauer group of R and with
that identification [·] denotes the class associated to a central simple R-algebra.
The map βKR is the cohomological incarnation of the Frobenius-Schur in-
dicator: We have βKR(λ) = 1 if and only if FSR(X) = 1. For a generalization
of this approach, valid for arbitrary fields and arbitrary Galois extensions, we
refer the reader to [48].
For any subgroup C ⊆ CKR of the center, the center CKR/C of KR/C
is naturally identified with the group CKR/C, and we have a natural Galois
equivariant monomorphism
ιC : C
∗
KR/C
→ C∗KR ,
rendering the following diagram commutative
(C∗KR)
Gal(C/R)
βKR−−−−→ H2(Gal(C/R);C×)
ιC
x x1
(C∗KR/C)
Gal(C/R)
βKR/C−−−−−→ H2(Gal(C/R);C×)
(36)
On the level of modules the map ιC corresponts to pullback along the canonical
projection KR → KR/C.
The map βKR/C is necessarily trivial if CKR/C is of odd order or more
generally if CKR/C is contained in the kernel of βKR .
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With these tools at hand we proceed case by case:
An: If n 6≡ 1 (mod 4), then βKR is trivial by table 1 of Chap. VIII in [7]. For
n ≡ 1 (mod 4) and KR simply connected the same table shows that βKR is
non-trivial, and since the center CKR is cyclic of order n + 1 ≡ 2 (mod 4) in
this case, the map βKR/C is trivial if and only if the order of C is even.
Bn: If n ≡ 0, 1 (mod 4), then βKR is trivial by table 1 of loc. cit. For n ≡ 2, 3
(mod 4) and KR simply connected βKR is non-trivial, and since the center CKR
is of order 2, the claim follows.
Cn: The same reasoning as in type Bn applies.
Dn: If n ≡ 0, 1, 3 (mod 4), then βKR is trivial by table 1 of loc. cit. For
n ≡ 2 (mod 4) andKR simply connected βKR is non-trivial, the Galois action is
trivial, and (C∗KR)
Gal(C/R) is the Klein four group V4, generated by the two last
fundamental weights ωn−1 and ωn, which both have non-trivial image under βKF
(cf. table 1 of loc. cit.). The dual C∗SO(2n) of the center of SO(2n) is generated
by the image of the first fundamental weight ω1. As an element of the dual of
the center, ω1 is the sum of ωn−1 and ωn, hence in the kernel of βKR .
E6: Since the center of the simply connected compact form is of order 3, the
claim follows.
E7: Table 1 of loc. cit. shows that the simply connected compact form admits
quaternionic representations, its center is of order 2.
E8, F4, G2: The simply connected compact form is adjoint.
Corollary 6.11. Let KR be a compact Lie group with the following properties:
(i) KR is of class S (in the obvious sense).
(ii) D(K0R) is an isogenous image of a product of groups where Proposition
6.10 applies.
Then for any quadratic extension F ′/F of number fields, ramified at infinity, ev-
ery F ′/F -semi-admissible model K of KR with respect to a ramified archimedean
place v∞ is F
′/F -admissible.
Proof. This follows from Proposition 6.10, Lemma 6.3 and the multiplicativity
of the Frobenius-Schur indicators FSFv∞ (−) under outer products of represen-
tations.
Proposition 6.12. Let F be a number field and K a reductive group over F ,
F ′/F a quadratic extension ramified at infinity, subject to the following condi-
tions:
(i) K is of class S.
(ii) For a fixed real place v∞ ramified in F
′/F , K0Fv∞ is anisotropic.
(iii) D(K(Fv∞)
0) is an isogenous image of a product of groups of the types
(An) 2 | n, any compact form;
2 ∤ n, any cover of odd degree of the adjoint compact form;
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(Bn, Cn, Dn, E7)
the adjoint compact form;
(E6) all compact forms;
(E8, F4, G2)
the unique compact form;
Then K is an F ′/F -admissible model of K(Fv∞).
Proof. Lemma 6.3 reduces us to the case of connected K. Since the case of
compact tori is clear, we are reduced to K simple and connected. The remaining
argument is a suitable adaption of the proof of Proposition 6.10.
We fix an algebraic closure F ⊆ F ′v∞ of F . The map βKR in the proof of
Proposition 6.10 may be defined relative to the extension F/F as follows. We
still write C∗K for the quotient of the weight lattice divided by the root lattice
of KF , with respect to some fixed Borel B and maximal torus T ⊆ B, both
defined over F . Then we define
βK : (C
∗
K)
Gal(F/F ) → H2(Gal(F/F );F×),
λ 7→ [EndK(ResF ′/F X)],
where X is absolutely irreducible of highest weight λ and defined over F ′. This
map enjoy the same properties as the map βKR (cf. [48]).
Since the elements associated to non-split quaternion algebras in the Brauer
group are of order 2, βK factors over the maximal quotient of C
∗
K which is
2-torsion.
We remark that we have a commutative square
(C∗K(Fv∞ )
)Gal(F
′
v∞
/Fv∞ )
βK(Fv∞ )−−−−−−→ H2(Gal(F ′v∞/Fv∞);F ′v∞×)
γ
x x
(C∗K)
Gal(F/F ) βK−−−−→ H2(Gal(F/F );F×)
(37)
where γ is an monomorphism for trivial reasons. In particular if βK(Fv∞ ) is
non-trivial, so is βK , but the converse needs not be true.
Again we inspect each case individually.
An: Assume K(Fv∞) simply connected. Then CK(Fv∞ ) = CK is cyclic of order
n+ 1. Hence if n is even, βK must be trivial.
Bn, Cn, Dn: clear.
E6, E7, E8, F4, G2: as before.
Remark 6.13. It seems that in type An with n odd we cannot do better in
general: IfK splits over F ′, then (C∗K)
Gal(F/F ) is non-trivial of order 2 whenever
K(Fv∞) is simply connected and even if βK(Fv∞ ) is trivial, the map βK could
still happen to be non-trivial. Similar remarks apply to types Bn, Cn, Dn and
E7.
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For later use we state the following generalization.
Proposition 6.14. Let F be a number field and K a reductive group over F ,
F ′/F a quadratic extension ramified at at least one archimedean place, subject
to the following conditions (i) and (ii):
(i) For a fixed real place v∞ ramified in F
′/F , K0Fv∞ is anisotropic.
(ii) K is an F -form of a quotient of a product
KU ×KD
where KU is a product of unitary groups U(n), and KD is a group to which
Proposition 6.12 applies.
Then K is an F ′/F -admissible model of K(Fv∞). The same conclusion is true
if condition (ii) is replaced by
(ii’) K is a F ′/F -semi-admissible model of a quotient of a product
KU ×KD
where KU is a product of unitary groups U(n), and KD is a group to which
Proposition 6.10 applies.
Proof. We claim that under (i) and (ii) βK is trivial. To see this, we may assume
without loss of generality that K is an F -form of a product KU ×KD as in the
statement, which reduces us to the case K = KU , since βK = βKU × βKD , and
we know that βKD = 1 by Proposition 6.12.
We claim that (Λ/Λ0)Gal(F/F ) = 0. By (37) it suffices to show
(Λ/Λ0)
Gal(F ′v∞/Fv∞ ) = 0,
which readily reduces to the case K(Fv∞) = U(n). Write e1, . . . , en for the
standard basis of Λ, and such that dominance is given by the usual condition
a1 ≥ a2 ≥ · · · ≥ an
for weights λ = a1e1 + · · · anen. Then complex conjugation acts via
ei 7→ −en+1−i,
which shows that
ΛGal(F
′
v∞
/Fv∞ ) = {λ | ∀k : ak = −an+1−k} ⊆ Λ0,
and the claim follows.
The proof in the case of conditions (i) and (ii’) proceeds similarly using
Proposition 6.10.
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6.4 Explicit construction of models
In the cases where Proposition 6.10 but not Proposition 6.12 (or Proposition
6.14) applies, we may try to find explicit suitable admissible models as follows.
The local conditions on K in statement (ii) of Corollary 6.7 are always
satisfied if K0 has good reduction at all finite places with one possible exception
v0. Indeed, since the reduction of K
0 at finite places v 6= v0 is smooth connected
and therefore quasi-split by Lang’s Theorem [34], Hensel’s Lemma implies that
K0Fv is quasi-split.
Orthogonal groups
Consider the quadratic form
f : Zn × Zn → Zn, ((xi)i, (yj)j) 7→ x1y1 + · · ·+ xnyn,
and define O(n) as the group scheme over Z whose A-valued points are given
by
O(n)(A) := {g ∈ AutA(An) | ∀x, y ∈ An : f(gx, gy) = f(x, y)}.
Then O(n)⊗ZQ is a model of the compact real Lie group O(n), i.e. in particular
its identity component is anisotropic over R.
For each prime p 6= 2 the form f is non-degenerate and the group O(n)0Z⊗Fp
is smooth connected over Fp. Therefore O(n)
0 ⊗Z Q is quasi-split at all p 6= 2
by Lang’s Theorem [34].
For any totally real number field F/Q, O(n)F = O(n) ⊗Z F is a model of
[F : Q] many copies of the compact group O(n). It is quasi-split at all finite
places v ∤ 2. Therefore K = ResF/Q(O(n) ⊗Z F ) is quasi-split at all primes
p 6= 2.
Then K = ResF/QO(n)F is an F
′/Q-admissible model of O(n)(F ⊗QR) for
every imaginary quadratic extension F ′/Q. We remark that K0 is quasi-split
over Q(
√−1)/Q.
This model of O(n)[F : Q] comes with a canonical embedding into GLn, and
we see that G = ResF/QGL(n) admits a subgroup K = ResF/Q(O(n) ⊗Z F )
satisfying the hypotheses of Theorem 7.3 below.
Products of this model produce suitable models K ⊆ G for the maximal
compact subgroup of the R-valued points of the groups G = ResF/QO(p, q),
the latter being defined similarly as a subgroup of ResF/QGLn.
This construction also provides admissible models for SO(n).
Unitary groups
We consider a CM field F/F+, i.e. F is a totally imaginary quadratic extension
of a totally real number field F . Write τ for the non-trivial automorphism of
F/F+, and consider Fn as an 2n-dimensional F+-vector space. Then we have
the quadratic form
f : OnF ×OnF → OnF , ((xi)i, (yj)j) 7→ x1yτ1 + · · ·+ xnyτn,
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on the OF+ -module OnF . Over any finite place p ∤ 2 of F+ where F/F+ is
unramified the form f is non-degenerate modulo p. Yet it is unclear if we
obtain a model quasi-split at finite places where F/F+ ramifies.
However by Proposition 6.14 we know that for each real place v of F+ the
group
Uf (A) := {g ∈ AutA(F ⊗F+ An) | ∀x, y ∈ F ⊗F+ An : f(gx, gτy) = f(x, y)}
is an F/F+-admissible model of U(n) with respect to v, and likewise ResF+/QUf
is a semi-admissible model of [F+ : Q] many copies of U(n).
Applying restriction of scalars and Proposition 6.14, we obtain an F ′/Q-
admissible model K over Q for every imaginary quadratic extension F ′/Q.
This model embeds into G = ResF/QGL(n). Likewise we obtain models with
embeddings into ResF+/QU(p, q).
If F = F+(
√−1) this construction also provides semi-admissible models for
ResF+/Q SU(n). The existence of semi-admissible models for SU(n) in general
seems to be a delicate question.
7 Cohomologically Induced Standard Modules
In this section we specialize the general results obtained thus far to the case of
standard modules and prove a number of optimal rationality results. In section
8 we will apply these results to automorphic representations.
7.1 Defininition of standard modules
We depart from a reductive pair (g,K) over a subfield F ⊆ R with Cartan
involution θ (also defined over F ). We assume that (g,K) is a model of a
classical reductive pair. In particular K0 is R-anisotropic.
We fix a quadratic extension F ′/F as in (25), subject to the same conditions,
i.e. F ′R = C. We write (g′,K ′) for the base change of (g,K) to F ′. We write
τ for the non-trivial automorphism of the extension F ′/F and denote it also by
a bar.
We adopt the following convention to ease notation. If we consider functors
such as Hq(u;−), where u is defined over some base field F , then we denote
canonical functor deduced from Hq(u;−) on the category of modules over any
extension F ′/F still the same.
Let q be a θ-stable germane parabolic inside of g′ (defined as in section 1.4)
with Levi decomposition q = l + u. Then l is defined over F and the complex
conjugate of u is the opposite of u, i.e.
u = u−.
We recall the Cartan decomposition
g = p⊕ k,
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which is defined over F . Then q ∩ k′ is a parabolic subalgebra of k. We let
L ∩K = NK(q)
denote the normalizer of q in K, which happens to be defined over F , as is the
subgroup L ⊆ G, the normalizer of q in G.
Let Y be an (l, L ∩K)-module over F ′. As before we consider
Yq := Y ⊗F ′ ∧dim uu
as a (q, L′ ∩ K ′)-module with trivial action of the radical. Then we have the
cohomologically induced module
Rq(Y ) = RqΓ(HomU(q)(U(g′), Yq)L∩K),
where Γ(·) denotes the rational Zuckerman functor from section 2.3 for the
inclusion
(g′, L′ ∩K ′) → (g′,K ′).
We remark that we may compute Rq(Y ) as the q-th right derived functor of the
composition
Γ ◦HomU(q)(U(g′),−)L∩K ,
which enables us to apply the Homological Base Change Theorem by choosing
an admissible standard resolution of Yq whenever we consider possibly infinite
field extensions.
In these cases the functor Rq(−) preserves infinitesimal characters in the
sense that if L ∩ K meets every (geometrically) connected component of K,
and if Y , as an (l′, L′ ∩K ′)-module, has infinitesimal character λ, then Rq(Y )
has infinitesimal character λ + ρ(u′). This easily follows via base change from
the classical case (cf. [32, Corollary 5.25] for example). Classical non-vanishing
and irreducibility criteria generalize to our setting without modification and
identical proofs.
We remark that the rational construction of the Hecke algebra in [31] to-
gether with the associated Koszul resolution shows that Rq(−) commutes with
base change without any hypothesis, which implies that above preservation
statements eventually hold in general.
7.2 The bottom layer
Consider the commutative square of pairs
(g, L ∩K) −−−−→ (g,K)x x
(k, L ∩K) −−−−→ (k,K)
By Proposition 2.4 the corresponding Zuckerman functors commute with the
tautological forgetful functors and we obtain a natural map
β : RqK(Y⊗F ′∧dim u∩p
′
u∩p′) := RqΓK(U(k′)⊗U(q∩k′)(Yq∩k′⊗F ′∧dimu∩p
′
u∩p′))
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→ RqΓ(U(g′)⊗U(q) Yq) = Rq(Y ),
where the first Zuckerman functor ΓK is associated to the inclusion into the
compact pair, and the second one to the inclusion into the (possibly) non-
compact pair (g,K) as before. Traditionally this map is called the ‘bottom
layer map’, even though conceptually it should be defined as a projection rather
than an inclusion in the case of Zuckerman functors.
7.3 The good and the fair range
We define the middle degree
Sq := dimF ′ u ∩ p′.
If λ is a character of (l, L ∩K) defined over F ′′/F ′, we set
Aq(λ) := RSq(λ),
which is always of finite length with infinitesimal character λ + ρ(u), and is
defined over F ′′ by the discussion in section 2.3. By Theorem 2.5 the F ′′-
rational module Aq(λ) provides a model for the complex standard module of
the same type that we denote by Aq(λ)C.
We say that λ is in the weakly good range if for some θ-stable Cartan h ⊆ lC
(defined over R) and a Borel b = h⊕ n ⊆ gC satisfying uC ⊆ n, we have
∀α ∈ ∆(n, h) : Re〈λ+ ρ(u), α〉 ≥ 0, (38)
for a choice of invariant bilinear form 〈·, ·〉 on the complex space spanned by the
roots which is positive definite on the real span. If strict inequality holds for all
α, then λ is said to be in the good range.
Likewise λ is in the weakly fair range if
∀α ∈ ∆(u, h) : Re〈λ+ ρ(u), α〉 ≥ 0, (39)
and in the fair range if strict inequality holds for all α.
Under the assumption
K = K0(L ∩K),
we know that for λ in the weakly good range the module Aq(λ) is absolutely
irreducible or zero, and it is non-zero for λ in the good range. If λC is unitary
and in the weakly fair range, then Aq(λ)C is unitarizable. We refer to [32] for
further details.
7.4 Rational models
From now on we assume that (g,K) is attached to a connected reductive group
G over F . We call a character λ of l integral if it lifts to a rational character of
the subgroup L of G corresponding to l. In the sequel dominance and positivity
are understood with respect to b. For integral dominant λ we let F (λ) denote
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a field of definition of the absolutely irreducible rational representationM of G
of highest weight λ.
Recall that the center Z(g) of U(g) is defined over F (cf. Proposition 1.4).
Therefore any character η = µ+ρ(n) of Z(g) is defined over its field of rationality
F (η), which agrees with the field of rationality of µ under the Galois action ∆−,
cf. Proposition 1.5.
We write F (λ, η) for the composite of the fields F (λ) and F (η), and likewise
F0(λ) = F0F (λ), etc., and fix an algebraic closure F/F containing all these
fields whenever they are algebraic over F .
Proposition 7.1. With the above notation, we have
(a) The standard module Aq(0) always admits a model over an F0 ∈ {F, F ′}.
(b) For integral dominant λ, Aq(λ) is defined over F0(λ, ρ(l ∩ u)).
(c) For integral λ in the weakly good range, let w ∈ W (gC, h) rendering w(λ)
dominant. Then Aq(λ) is defined over F0(w(λ), λ + ρ(u)).
Theorem 7.3 below contain non-exhaustive lists of cases where F0 = F and
where F0 is known to agree with the field of rationality of Aq(0) respectively.
Proof. Statement (a) is clear from our previous discussion.
Let η denote a character of Z(g), assumed to be stable under K and defined
over a number field F (η), and M an absolutely irreducible rational G-module
defined over a number field F (λ). We consider the translation functor
T ηM : X 7→ piη(X ⊗F (λ,η) M),
where X is a Z(gF (λ,η))-finite (gF (λ,η),KF (λ,η))-module, stable under K, and
piη is the projection to the η-primary component. The resulting functor is well
defined, exact, and commutes with base change for obvious reasons.
Theorem 7.237 of [32] carries over to this situation and shows that for η =
λ+ ρ(u), the resulting module
T λ+ρ(u)M (Aq(0)⊗F0 F0(λ, λ+ ρ(u)))
is an F0(λ, λ+ ρ(u))-model of the standard module Aq(λ). Now λ+ ρ(n) is the
infinitesimal character of M , hence defined over F (λ). The identity
ρ(n)− ρ(u) = ρ(l ∩ n)
shows that F0(λ, λ+ ρ(u)) = F0(λ, ρ(l ∩ n)), and (b) follows.
As to (c), we may assume that M admits λ as an extremal weight, i.e. M is
of highest weight w(λ) (for suitable w ∈ W (gC, h). Then (c) follows again by
Theorem 7.237 of loc. cit.
Consider any reductive groupK ⊆ K∞ ⊆ G defined over F with the property
that K∞ is contained in Z ·K, where Z ⊆ G denotes the center.
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Corollary 7.2. For each integral dominant weight λ, and each absolutely irre-
ducible rational G-representation M of highest weight λ, defined over F0(λ), we
have for any q ∈ Z a natural isomorphism
Hq(g,K∞;Aq(λ) ⊗M∨) ∼= HomL∩K(∧q−Sq(l ∩ p)/(z ∩ p ∩ k∞), F0(λ)), (40)
of F0(λ)-vector spaces. Conversely every irreducible (g,K)-module with non-
vanishing (g,K)-cohomology with coefficients in M∨ is isomorphic to Aq(λ) for
some θ-stable parabolic q.
We remark that the θ-stable parabolic q in the converse statement my be
defined only over a finite extension of F ′.
Proof. The identity (40) is an immediate consequence of [50, Theorem 3.3] and
the Homological Base Change Theorem. The rest of the claim follows by loc.
cit. and uniqueness of models (Proposition 3.5).
Theorem 7.3. Let (g,K) be a reductive pair attached to a connected reductive
group G over a number field F and F ′/F be a quadratic extension, ramified at
infinity, q ⊆ g′ a θ-stable parabolic subalgebra defined over F ′, subject to the
following conditions:
(I) For a fixed ramified archimedean place v∞, K(Fv∞) ⊆ G(Fv∞) is a maxi-
mal compact subgroup.
(II) K is an F ′/F -semi-admissible model of K(Fv∞).
(III) G(Fv∞) is a quotient group of a direct product
r∏
i=1
Hv∞,r,
r∏
i=1
Mv∞,r,
accordingly, and qF ′v∞ decomposes compatibly into a direct sum
qF ′v∞ = ⊕
r
i=1qv∞,i,
and λF ′v∞ = ⊗ri=1λv∞,i.
(IV) For each pair (Hv∞,i, qv∞,i) in (D) one of the following cases applies:
(i)
Hv∞,i ∈ {SL2n+1(R),GLn(R),GLn(C)}; (41)
(ii) Hv∞,i ∈ {SL2n(R), SL2n+1(C),U(p, q), SO∗(2n), SO(p, q),O(p, q)};
(iii) Hder is one of the following real Lie groups
(An) SO(2, 1), SU(2), SO(3);
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(Bn) Spin(2p, 2q + 1), 2 | p;
(Cn) Sp(p, q);
(D2n) Spin(2p, 2q), 2 | p, 2 | q; SO(2p, 2q), 2 | p + q; SO(2p, 2q),
2 | p, 2 | q; SO∗(4n) when disconnected; PSO(2p, 2q), 2 | p + q;
PSO∗(4n); all groups locally isomorphic to SO(2p + 1, 2q + 1),
2 ∤ p+ q;
(iv) Hderv∞,i is any real form of the adjoint group of type Bn, Cn, E7;
(v) Hderv∞,i is any real form of type G2, F4, E8;
(vi) Hderv∞,i is a complex group of type A1, Bn, Cn, D2n, G2, F4, E7, E8;
(vii) Hv∞,i = H˜v∞,i × H˜v∞,i for a real reductive group H˜v∞,i, K(Fv∞)
intersected with each component gives the same maximal compact
subgroup,
qv∞,i =
{
q˜v∞,i × q˜v∞,i, or
q˜v∞,i × q˜v∞,i,
and
λv∞,i =
{
λ˜v∞,i ⊗ λ˜v∞,i, or
λ˜v∞,i ⊗ λ˜v∞,i,
accordingly.
(viii) D(M0v∞,i) is of adjoint type.
Then
(a) Aq(0) is defined over its field of rationality F0 ∈ {F, F ′}.
(b) If G is quasi-split and q a Borel subalgebra, then for any integral dominant
weight λ the standard module Aq(λ) is defined over its field of rationality
F0(λ) as well.
(c) Regardless of whether G is quasi-split or not, if only the cases (i), (iii),
(iv), (v) and (vi) occur, and if furthermore qv∞,i is a Borel in case (i),
then F0 = F .
For the definition of the groups SO(2p, 2q) and SO
∗
(4n) we refer the reader
to [1]. We remark that in the lists (ii) and (iii) the case q = 0 is allowed (subject
to the imposed parity conditions and the exception in case of SU(p, q)).
Proof. We first remark that since λ = 0 satisfies (38) and (39), the module
Aq(0)F ′v∞ is unitarizable, irreducible or zero and has trivial central character.
Therefore Aq(0) is absolutely irreducible or zero.
If there is no isomorphism
Aq(0) ∼= Aq(0), (42)
i.e. if Aq(0) is not self-dual, it does not admit a model over F by Proposition 5.1,
hence F0 = F
′ in Proposition 7.1 and (a) follows in this case. Recall that if G is
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quasi-split, the field of rationality of absolutely irreducible rational G-modules
agrees with the field of definition, and (b) follows.
Hence we may assume there is an isomorphism (42). Then the same is true
over F ′v∞ .
By construction the bottom layer
B ⊆ Aq(0)F ′
is an irreducibleK ′-module, which is generated by an absolutely irreducibleK ′0-
module of highest weight 2ρ(u ∩ p). In particular B is a self-dual K ′-module
over F ′.
By Proposition 5.8 and hypothesis (II) we have
FSF (Aq(0)F ′) = FSFv∞ (Aq(0)F ′v∞ ) = FSFv∞ (BF ′v∞ ).
Therefore, to prove statement (a) it suffices to show that
FSFv∞ (Aq(0)F ′v∞ ) = −1
does not occur.
By the multiplicativity of Frobenius-Schur indicators for products of groups
and outer products of modules we may assume without loss of generality that
r = 1, and treat each case in (IV) separately.
In cases (i) and (ii), if Hv∞,i 6= SLn(R), SL2n+1(C), SU(p, q), the maximal
compact subgroup Mv∞,i of Hv∞,i is isomorphic to a product of compact uni-
tary groups, and (full) orthogonal groups. The maximal compact subgroup of
SLn(R) is SO(n), that of SL2n+1(C) is SU(2n+1). Therefore, the claim follows
by Proposition 6.14.
We remark that for even n in case (i), Theorem A of [43] together with
Theorem 5.12 also shows that the indicator is 1, and the case of odd n may be
settled by the same way by consideration of the representation of the local Weil
group attached to Aq(0)Fv∞ .
The cases (iii), (iv), (v) and (vi), are all included in the list on page 2137 of
[1], hence by Theorem 5.8 of loc. cit. the Frobenius-Schur indicator FSFv∞ (Aq(0)F ′v∞ )
agrees with the central character evaluated at a specific element. Since the cen-
tral character is trivial in our case, the claim follows again.
Case (vii) follows trivially in the first subcase, since the indicator is a
square, hence equals 1. The same argument applies to the second subcase:
The Frobenius-Schur indicator of a module and its complex conjugate agree
by definition, and by the Homological Base Change Theorem the two resulting
standard modules on the two direct factors under consideration are complex
conjugates of each other.
Case (viii) is a consequence of Remark 6.2 and Lemma 6.3, or Proposition
6.12.
Statement (b) is a consequence of Proposition 7.1.
As to statement (c), we claim that the hypothesis imply that Aq(0)F ′v∞ is
self-dual.
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In case (i), Aq(0)F ′v∞ is be self-dual if q is a Borel, because in this case q is
K-conjugate to q. In all other cases (cases (iii), (iv), (v) and (vi)), Corollary
4.7 and Corollary 4.8 of [1] applies and shows that Aq(0)F ′v∞ is again self-dual.
This concludes the proof of the Theorem.
8 Applications to Automorphic Representations
In this section we show the existence of global rational structures on spaces of
cusp forms for several types of groups. In the case of GLn we determine the
optimal fields of definition and show that they agree with the fields of rationality
in this case. For general reductive groups the situation is more delicate and
we determine bounds for the degree of the field of definition over the field of
rationality in the general case. We also discuss groups of Hermitian type.
We limit our treatment here to cuspidal representations, even though our
methods admit generalizations to residual representations and Eisenstein series.
8.1 Automorphic representations of reductive groups
From now on we assume G to be a connected linear reductive group over Q and
fix a subgroupK ⊆ G defined over a finite extension fieldQK/Q admitting a real
place v∞ that we suppose to be fixed. Then v∞ corresponds to a fixed embedding
QK → R, and we suppose that K(R) ⊆ G(R) is maximal compact. Recall that
we assume implicitly that the connected component K0 of the identity of K is
defined over QK as well. We assume fixed a quadratic extension Q
′
K/QK in
which v∞ ramifies. Write Z for the center of G and we let K∞ denote a closed
subgroup of G between K and Z ·K defined over QK .
We write AF for the ring of ade`les of a number field F (a finite extension
of Q) and let A
(∞)
F = F ⊗Q AQ denote the finite part of AF . For notational
simplicity we set A := AQ.
An irreducible automorphic representation of G is an irreducible constituent
Π of the Hilbert space
L2(G(Q)\G(A), ω) (43)
of forms transforming under Z(A) according to an ide`le class character ω :
Z(Q)\Z(A)→ C× and which are square integrable modulo center. We denote
the subspace of cuspidal forms by
L20(G(Q)\G(A), ω). (44)
This space turns out to be a direct summand in (43).
For such an irreducible Π we consider its factorization Π = Π∞ ⊗ Π(∞)
into a representation of G(R) and of G(A(∞)). Since we are only concerned
with (essentially) unitary representations, we may pass from Π∞ to the space of
smooth vectors ΠCW∞ which is an admissible Fre´chet representation of moderate
growth of G(R), i.e. ΠCW∞ is the Casselman-Wallach completion of the under-
lying (g,K)-module Π
(K)
∞ of K-finite vectors in Π(∞) and carries an action of
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g as well as of G(R). Then ΠCW∞ ⊗ Π(∞) ⊆ Π is a dense subspace of Π, and
ΠCW∞ ⊗Π(∞) has the virtue of being canonically defined in terms of the subspace
of K-finite vectors.
Our goal is to show the existence of rational structures on suitable subspaces
of (44), since the full space (44) turns out to be too large, even if ω is of type
‘A0’ in the generalized sense of [8].
We consider for each compact open K(∞) ⊆ G(A(∞)) the locally symmetric
space
XG(K(∞)) := G(Q)\G(A)/K(∞) ·K∞(R).
Given any rational representationM of G, defined over a fieldQM ⊆ C, we have
for any intermediate field QM ⊆ E ⊆ C an associated sheaf M(E) of E-vector
spaces on XG(K(∞)). Whenever K(∞) is sufficiently small and gives rise to a
torsion free arithmetic group (modulo the central subgroup K∞(R) ∩ Z(R)),
XG(K(∞)) is a manifold. We henceforth always assume that this condition is
satisfied.
Several cohomology theories are of interest to us. We have the standard
sheaf cohomology
H•(XG(K(∞));M
∨(E)), (45)
which agrees with the singular cohomology for the local system associated to the
representation M(E). Similarly we have cohomology with compact supports
H•c (XG(K(∞));M
∨(E)),
and its canonical image in (45) is known as inner cohomology
H•! (XG(K(∞));M
∨(E)). (46)
The existence of the Borel-Serre compactification implies that we have a distin-
guished triangle
H•! (XG(K(∞));M
∨(E))→ H•(XG(K(∞));M∨(E))→ H•(∂XG(K(∞));M∨(E)).
This characterizes inner cohomology as the kernel of the restriction map to the
boundary ∂XG(K(∞)) of the Borel-Serre compactification.
For E = C the space (45) admits a description via automorphic represen-
tations of G. By Theorem 18 in [16] and Theorem 2.3 in [17], significantly
generalizing pioneering work of Harder [20, 21], we have a decomposition
lim−→
K(∞)
H•(XG(K(∞));M
∨(C)) ∼=
⊕̂
{P}
⊕̂
ϕ∈ΦM,{P}
H•(g,K∞;AM,{P},ϕ⊗M∨)(χM ),
(47)
where the outer sum ranges over associate classes {P} of Q-rational parabolic
subgroups P ⊆ G and in the inner sum ϕ = (ϕQ)Q∈{P} ranges over the set
ΦM,{P} of classes ϕQ of associate irreducible cuspidal automorphic representa-
tions of Levi components of parabolics Q ∈ {P}, subject to certain elementary
conditions, most importantly that the infinitesimal character of ϕQ occurs in
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M∨. Likewise (χM ) denotes a suitable twist of the Hecke action depending on
M , in order to render the isomorphism (47) G(A(∞))-equivariant.
Finally AM,{P},ϕ is the subspace of the space of smooth automorphic forms
on G(A) with constant terms supported at the various Q ∈ {P} and contained
in the sum of the elements of the finite set ϕQ. Equivalently the space AM,{P},ϕ
is spanned by all residues and derivatives of cuspidal Eisenstein series associated
to the cuspidal datum ({P}, ϕ).
The isomorphism (47) is a topological incarnation of Langlands’ decomposi-
tion of the space of automorphic forms (43) into the Hilbert direct sum of spaces
AM,{P},ϕ (cf. [36, 41]).
By (47) an irreducible cuspidal automorphic representation Π of G con-
tributes to (45) in degree q for some sufficiently small K(∞) if and only if
Hq(gC,K∞(C); Π
CW
∞ ⊗M∨(C)) 6= 0. (48)
We remark that the space (48) does not change if we replace ΠCW∞ by the
subspace of K-finite vectors Π
(K)
∞ . If condition (48) is satisfied, we call Π coho-
mological with respect to M , or simply cohomological.
As outlined in (47), in general the cuspidal, residual and continuous spectrum
of G(A) contribute to (45), whereas only the discrete spectrum (i.e. residual and
cuspidal) contributes to (46).
The contribution coming from cuspidal automorphic representations (the
summand {P} = {G} on the right hand side of (47)) gives rise to the cuspidal
cohomology
H•cusp(XG(K(∞));M
∨(C)). (49)
Cuspidal cohomology is a subspace of inner cohomology (46).
In general it is unclear if the individual summands of (47) are rational sub-
spaces of (45), i.e. preserved under the natural action of Aut(C/Q). Currently
this is only known for G = ResF/QGLn (cf. Theorem 20 in [16]), which is a
significant generalization of Clozel’s rationality result [10] for cuspidal cohomol-
ogy in this case. For a rationality statement valid for cuspidal cohomology for
general reductive G we refer to Proposition 8.1 below.
8.2 Rationality considerations for Hecke modules
We remark that by definition inner cohomology is a QM -rational subspace of
the full cohomology (45). As outlined above, the same is expected to be the case
for the cuspidal cohomology (49). In general this is unknown and intimately
related to rationality properties of cohomological cusp forms. In general we have
Proposition 8.1 (Li-Schwermer). Assume that every absolutely irreducible con-
stituent of M is of regular highest weight. Then (49) is a QM -rational subspace
of (45) and in particular carries a natural QM -structure. Furthermore, any
cuspidal representation contributing to (45) is tempered at infinity.
Remark 8.2. The hypothesis of Proposition 8.1 implies that Franke’s Eisenstein
spectral sequence in Theorem 19 of [16] degenerates.
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Proof. The last statement is contained in Proposition 5.2 in [39]. For the first
part, since any highest weight ofM is regular, an elementary consequence of the
Vogan-Zuckerman classification of the representations ΠCW∞ of G(R) satisfying
(48) (cf. [50]) is that ΠCW∞ must be tempered (i.e. cohomologically induced from
a θ-stable Borel, cf. Proposition 4.2 in [39]). Therefore, any representation Π
contributing to inner cohomology must be cuspidal by [51], since it contributes
to the discrete spectrum and is tempered. Therefore cuspidal cohomology agrees
with inner cohomology in this case and the claim follows.
We remark that if we consider the space
L20(G(Q)\G(A);M(C)) (50)
generated by cusp forms of G which generate irreducible representations con-
tributing to cohomology with coefficients in M∨(C), then we have an isomor-
phism
H•(gC,K∞(C);L
2
0(G(Q)\G(A)(K);M(C))⊗M∨(C))
→ lim−→
K(∞)
H•cusp(XG(K(∞));M
∨(C)) (51)
of G(A(∞))-modules. Under the assumptions of Proposition 8.1, the right
hand side is defined over QM , and we obtain a QM -structure on the (g,K)-
cohomology of (50). One of our aims is to extend this rational structure to the
entire space of K-finite cusp forms in (50).
Due to the possible variation of the infinity component of Π contributing
to (50), we are led to consider finer multiplicities and to prove the existence of
rational structures on irreducible representations. The latter will be achieved
in Theorems 8.4 and 8.15 below.
For each irreducible admissible representation Π of G(A) we consider its
finite multiplicity mL20(Π) in (50). In each degree q we have a cohomological
multiplicity
mM,qcoh (Π∞) := dimH
q(gC,K∞(C); Π
CW
∞ ⊗M∨(C)).
Then, by the above isomorphism, the multiplicity mcusp(Π(∞)) of the finite
part contributing to the inductive limit of the cuspidal cohomology spaces (49)
of finite level in degree q is explicitly given by
mM,qcusp(Π(∞)) =
∑
ΠCW∞
mM,qcoh (Π
CW
∞ ) ·mL20(Π
CW
∞ ⊗Π(∞)), (52)
where ΠCW∞ runs over isomorphism classes of irreducible Casselman-Wallach rep-
resentations of G(R). In this optic we may attach to Π(∞) a set of isomorphism
classes
Φcusp∞ (Π(∞)) := {ΠCW∞ | ∃q : mM,qcoh (ΠCW∞ ) ·mL20(Π
CW
∞ ⊗Π(∞)) 6= 0}/ ∼ . (53)
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For each ΠCW∞ occuring in (53), there is a minimal qmin and a maximal qmax
degree in which ΠCW∞ contributes. By Vogan-Zuckerman [50] (cf. Corollary 7.2)
we have
mM,qmincoh (Π
CW
∞ ) = m
M,qmax
coh (Π
CW
∞ ) = 1,
and for each qmin ≤ q ≤ qmax,
mM,qcoh (Π
CW
∞ ) =
(
qmax − qmin
q − qmin
)
> 0,
since the (g,K∞)-cohomology is an exterior algebra. Furthermore the length of
the range of degrees where ΠCW∞ contributes is minimal if Π
CW
∞ is tempered.
We remark that formula (52) does in general not extend to inner cohomology,
since the discrete spectrum fails to inject into cohomology in general.
8.3 Rational structures on irreducible representations
The previous discussion shows that, in order to extend the natural rational
structure on cuspidal cohomology to a global rational structure, we are led to
consider rational structures on irreducible G(A(∞))-modules. The only known
case where we have such a rational structure (and even an optimal one) is
G = ResF/QGL(n) for a number field F due to Clozel [10].
Shin and Templier showed in Proposition 2.15 in [46] that for general G
and general cohomological cuspidal Π the field of rationality Q(Π) of Π(∞) is
a number field. However They did not construct a rational structure on the
latter space defined over a number field. The authors of loc. cit. exhibit only
a Q-rational structure. Our first task is to prove the existence of a rational
structure defined over a finite extension of the field of rationality Q(Π).
For any field extensionE/Q we consider the Hecke algebraHE(G(A(∞));K(∞))
of E-valued bi-invariant compactly supported functions. For any simple Hecke
module S over E and any finite-dimensional Hecke module H we write H [S]
for the S-isotypic component of H , which is the linear span of all homomorphic
images of S inside H . We let m(S;H) denote the length of H [S], which is the
multiplicity of S in H as a submodule. We remark that this notion of multiplic-
ity is not additive in short exact sequences since we do not suppose H to be
semisimple.
Remark 8.3. For GL(n) multiplicity one implies QM ⊆ Q(Π) whenever M is
absolutely irreducible. For general G the field QM is not a subfield of Q(Π).
We write QM (Π) for the composite QM · Q(Π), and likewise for a field of
definition Q(Π)rat of Π(∞).
Theorem 8.4. Let Π be any irreducible cohomological cuspidal automorphic
representation of G(A). Then
(a) The finite part Π(∞) is defined over a finite extension Q(Π)
rat/Q(Π).
(b) Any Q(Π)rat-rational structure on Π(∞) is unique up to complex homoth-
eties.
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(c) For any rational G-representation M defined over QM , if we assume that
[QM (Π)
rat : QM (Π)] is minimal, then
[QM (Π)
rat : QM (Π)] | m
(
Π
K(∞)
(∞) ;H
q
•(XG(K(∞));M
∨(C))
)
(54)
for every degree q and any sufficiently small compact open K(∞), and
• ∈ {−, !} and also • = cusp if cuspidal cohomology (49) admits a QM -
structure.
(d) Under the hypotheses of (c), if Π(∞),Q(Π)rat is a model for Π(∞) over
Q(Π)rat, then for any subfield QM (Π) ⊆ E ⊆ QM (Π)rat or QM ⊆ E ⊆
QM (Π)
ResQM (Π)rat/E Π(∞),QM (Π)rat
is an irreducible G(A(∞))-module over E which embeds into
Hq•(XG(K(∞));M
∨(E)). (55)
We remark that cohomological cuspidal representations Π as in Theorem 8.4
are known to be C-algebraic in the terminology of [8], cf. Lemma 2.14 in [46].
Remark 8.5. The relation (54) is a non-empty statement if and only if condition
(57) below is satisfied and if furthermore Π contributes to inner (resp. cuspidal)
cohomology in degree q with coefficients in M .
Remark 8.6. In (c) and (d) we do not assume M to be irreducible. By passing
from an absolutely irreducible M for which Π contributes to an irreducible
submodule of ResQM/QM , we obtain a local system defined over Q and the
contribution of M in (c) and (d) disappears.
Remark 8.7. It is not clear that
Q(Π)rat = Q(Π) (56)
in general. Such a statement cannot be deduced from Proposition 8.1 for regular
cohomological weights by Galois descent, since multiplicity one fails in general,
and we currently do not have enough control over preservation of automorphic
representations under Galois twists.
Remark 8.8. For representations which are unramified everywhere (56) can be
achieved (cf. Lemma 2.2.3 and Corollary 2.2.4 in [8]). In particular any possible
failure of the equality (56) would be attributable to ramification of Π(∞).
Remark 8.9. For G = ResF/QGL(n), equality (56) is known and was proven
by Clozel who relied on a rational classification of admissible irreducibles at
the non-archimedean places, which Clozel achieved in [10]. We remark that in
this case multiplicity one is known for G, and therefore Theorem 8.4 provides
a direct proof for Clozel’s result that the field of definition agrees with the field
of rationality in this case without recourse to a rational classification of local
representations at finite primes. Furthermore we have QM ⊆ Q(Π) in this case.
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Proof of Theorem 8.4. The proof is a refinement of the argument in the proofs
of [10, Proposition 3.13] and [46, Proposition 2.15, (ii)].
Given Π as in the theorem, we choose a sufficiently small compact open
K(∞) ⊆ G(A(∞)) satisfying
ΠK(∞) 6= 0. (57)
Then Π
K(∞)
(∞) is an irreducible module for the complex Hecke algebraHC(G(A(∞)),K(∞))
of compactly supported bi-K(∞)-invariant C-valued functions on G(A
(∞)). By
our hypothesis it occurs as a direct summand in (55) for some rational G-
representation M and E = C. We do not assume that M is absolutely irre-
ducible. In case • = ‘!′ we remark that the QM -structure on (45) descends to
inner cohomology which therefore inherits a QM -structure as Hecke module for
the QM -rational Hecke algebra of QM -rational bi-invariant functions.
We consider the Π
K(∞)
(∞) -isotypic component
Hq•(XG(K(∞));M
∨(C))[Π
K(∞)
(∞) ], (58)
in a degree q where Π contributes non-trivially. Then the space (58) is stable
under the Galois action of Aut(C/QM (Π)) and stable under the Hecke action
which commutes with the Galois action because (55) is a QM -rational Hecke
module by our hypothesis. Therefore (58) is a QM (Π)-rational subspace of (55)
with QM (Π)-rational Hecke action.
This claim is true for any compact open K(∞) satisfying (57). Since these
rational stuctures are compatible with the restriction maps, passing to the direct
limit provides us with a QM (Π)-rational structure on the G(A
(∞))-module
lim−→
K(∞)
Hq•(XG(K(∞));M
∨(C))[Π
K(∞)
(∞) ]
∼=
 lim−→
K(∞)
Hq•(XG(K(∞));M
∨(C))
 [Π(∞)].
(59)
We fix a QM (Π)-rational model HQM (Π) of (59).
The irreducible finite-dimensional Hecke module Π
K(∞)
(∞) admits a model Π
K(∞)
(∞),Q(Π)rat
over a finite extension QM (Π)
rat of QM (Π), a priori possibly depending on
K(∞), and a Q(Π)
rat-rational Hecke equivariant embedding
i : Π
K(∞)
(∞),Q(Π)rat → Hq•(XG(K(∞));M∨(Q(Π)rat))[Π
K(∞)
(∞) ],
for a fixed K(∞) satisfying (57). The map
M 7→ MK(∞)
induces a Galois equivariant lattice isomorphism between the lattice ofG(A(∞))-
submodules of (59) and the lattice of Hecke submodules of (58). Therefore there
is a unique submodule M of (59) satisfying
MK(∞) = i
(
Π
K(∞)
(∞)
)
.
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By Galois descent for vector spaces, this shows that Π(∞) admits a model over
QM (Π)
rat and (a) follows.
This argument reduces the statements (b) to (d) to equivalent statements
about finite-dimensional Hecke modules of level K(∞).
Uniqueness of the rational structure thus obtained up to complex homoth-
eties follows from Schur’s Lemma for irreducible complex G(A(∞))-modules (or
equivalently finite-dimensional Hecke modules) as in the proof of Proposition
3.5. This proves (b).
As to (c), let ΠQM (Π) denote a simpleQM (Π)-rationalHQM (Π)(G(A(∞)),K(∞))-
module occuring in HQM (Π). We consider the division algebra AQM (Π) =
End(ΠQM (Π)) over QM (Π). Let
C ⊆ AQM (Π)
denote the center, and fix an embedding C → C extending the given embedding
QM (Π) → C. By restriction of the codomain this also fixes an embedding
C → Q ⊆ C. On the one hand, by Burnside’s Theorem,
AQM (Π) ⊗C Q ∼= Mn(Q),
for some n ≥ 1. On the other hand,
AQM (Π) ⊗QM (Π) Q = (AQM (Π) ⊗QM (Π) C)⊗C Q,
and, as C-algebras,
AQM (Π) ⊗QM (Π) C ∼= A[C:QM (Π)]QM (Π) .
Therefore, by the analog of Proposition 1.1 for Hecke modules,
End(ΠQM (Π) ⊗QM (Π) Q) = AQM (Π) ⊗QM (Π) Q ∼= (Mn(Q))[C:QM (Π)],
where
n · [C : QM (Π)] = m(ΠK(∞)(∞) ; ΠQM (Π)). (60)
A finite field extension F/QM (Π) is a minimal spliting field for AQM (Π) if and
only if there is an embedding F → AQM (Π) of QM (Π)-algebras identifying F
with a maximal (commutative) subfield of AQM (Π). Then F contains the center
C of AQM (Π) and
dimC F = n,
hence (60) gives
[F : QM (Π)] = m(Π
K(∞)
(∞) ; ΠQM (Π)). (61)
Therefore,
[F : QM (Π)] ·m(ΠQM (Π);Hq•(XG(K(∞));M∨(QM (Π)))) =
m(Π
K(∞)
(∞) ;H
q
•(XG(K(∞));M
∨(C))). (62)
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This proves (c).
This argument also shows that for any F -rational model Π
K(∞)
(∞),F of Π
K(∞)
(∞)
and any subfield QM (Π) ⊆ E ⊆ F ,
ResF/E Π
K(∞)
(∞),F
is an irreducible Hecke module over E, for (61) implies that
ResE/QM (Π)(ResF/E Π
K(∞)
(∞),F ) = ResF/QM (Π)Π
K(∞)
(∞),F = ΠQM (Π)
is irreducible over QM (Π).
If QM ⊆ E ⊆ QM (Π), then
ResF/E Π
K(∞)
(∞),F = ResQM (Π)/E ΠQM (Π)
is defined over E and decomposes over QM (Π) into [QM (Π) : E] pairwise non-
isomorphic Galois conjugates of ΠQM (Π), and therefore is irreducible over E.
This proves the irreducibility claims in (d).
By the universal property of restriction of scalars and the irreducibility we
just proved, every embedding of Π
K(∞)
(∞),F into (55) (for F -rational coefficients)
naturally induces an embedding of ResF/E Π
K(∞)
(∞),F over the subfield E.
Corollary 8.10. Let M be a G-module defined over QM and assume that cus-
pidal cohomology (49) admits a QM -rational structure. Then we have a QM -
rational decomposition
lim−→
K(∞)
Hqcusp(XG(K(∞));M
∨(QM )) ∼=
⊕
Π(∞)
mM,qΠ(∞) ResQM (Π)rat/QM Π(∞),QM (Π)rat
(63)
into irreducible G(A(∞))-modules. The sum ranges over irreducible G(A(∞))-
modules contributing to inner cohomology in degree q over C, QM (Π)
rat denotes
a minimal field of definition for Π(∞) and the multiplicities are given by
mM,qΠ(∞) =
mM,qcusp(Π(∞))
[QM (Π)rat : QM ]
.
Proof. The irreducibility of each module ResQM (Π)rat/QM Π(∞),QM (Π)rat is clear
by statement (d) of the Theorem, and also that we obtain for every monomor-
phism
Π(∞),QM (Π)rat → lim−→
K(∞)
Hqcusp(XG(K(∞));M
∨(QM (Π)
rat))
an embedding
ResQM (Π)rat/QM Π(∞),QM (Π)rat → lim−→
K(∞)
Hqcusp(XG(K(∞));M
∨(QM )).
The existence of a decomposition now follows by induction. The multiplicity
formula is a consequence of the proof of (54).
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Remark 8.11. Without the hypothesis that cuspidal cohomology admits a QM -
structure the same proof shows that the right hand side of (63) embeds into the
colimits of inner and singular cohomology.
Corollary 8.12. For any finite-dimensional rational representation M of G,
cuspidal cohomology (49) carries a Q-rational structure and is defined over a
number field.
Remark 8.13. The field of definition of cuspidal cohomology of finite level may
depend on the level K(∞). Therefore, passing to the colimits over all K(∞), we
only obtain a Q-rational structure for G(A(∞))-modules in Corollary 8.12.
Remark 8.14. It is still unclear if cuspidal cohomology is a Q-rational or even
QM -rational subspace of inner cohomology (46).
Proof. OverC cuspidal cohomology decomposes into a direct sum of irreducibles,
and by Theorem 8.4 the same is true over Q (by the argument in the proof of
Theorem 8.4 we know that both decompositions are equivalent). Since cuspidal
cohomology of finite level is of finite length, and each irreducible admits a model
over a number field, the decomposition into absolutely irreducibles is already
defined over a number field.
As global analog of Theorem 8.4 we obtain
Theorem 8.15. Assume that every K(R)-conjugacy class of θ-stable parabolic
subalgebras of gC admits a representative defined over Q
′
K. If Π is an irre-
ducible cuspidal automorphic representation of G(A) contributing to (49) for
an absolutely irreducible rational G-module M , then
(a) The (g,K)-module Π
(K)
∞ admits a model over the composite field Q′KQM .
(b) The (g,K)×G(A(∞))-module Π(K) admits a model over the number field
Q′KQM (Π)
rat.
Remark 8.16. We may replace Q′K by QK in the statement of the Theorem if
the standard module Aq(0) with trivial infinitesimal character occuring in the
same coherent family as Π
(K)
∞ admits a model over QK , cf. Theorem 7.3 for a
list of known cases. We also emphasize that QM is not necessarily contained in
Q(Π)rat.
Proof. Since by Vogan-Zuckerman [50] the Harish-Chandra module Π
(K)
∞ is a
cohomologically induced standard module Aq(λ)C where λ is the highest weight
of M , the claim about the field of definition of Π
(K)
∞ follows from Proposition
7.1.
The existence of the global rational structure then is a direct consequence
of the above and Theorem 8.4.
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8.4 A global rational structure on cusp forms
Given a rational G-module M defined over QM , we define the Hilbert space
sum
L20(G(Q)\G(A);M) :=
⊕̂
ω
ω∞⊆M
L20(G(Q)\G(A);ω) (64)
of the spaces of cusp forms (44) where ω ranges over all quasi-characters of the
center Z(A) of G, whose infinity component occurs inM . We remark that these
ω are C-algebraic in the sense of [8].
We consider the subspace
L20(G(Q)\G(A);M)coh ⊆ L20(G(Q)\G(A);M)
which is given by the closure of the span of the sum of the irreducible cuspidal
automorphic representations Π which are cohomological with respect to M (i.e.
(48) is satisfied). All these representations occur in the right hand side, therefore
the left hand side is well defined. By Schur’s Lemma each such Π occurs in a
uniquely determined summand of the right hand side of (64).
We have the following globalization of Corollary 8.12.
Theorem 8.17. For any rational G-representation M defined over a number
field QM the G(A)-representation
L20(G(Q)\G(A);M)coh (65)
admits a rational structure over Q in the following sense: There is a dense
subspace
L20(G(Q)\G(A);M)Kcoh
of (65) contained in the smooth K(C)-finite vectors which admits a Q-rational
model
L20(G(Q)\G(A);M)coh,Q (66)
as (g,K)×G(A(∞))-module. It enjoys the following properties:
(a) Topologically irreducible subquotients of (66) correspond bijectively to ir-
reducible subquotients of (65), the relation is given by taking closures.
(b) Taking (g,K∞)-cohomology in degree q over Q produces a G(A
(∞))-module
isomorphic to the inductive limit of the Q-rational structure on cuspidal
cohomology in Corollary 8.12.
Proof. By Theorem 8.4 the underlying (g,K)-module of each irreducible Π con-
tributing to (65) admits a model over a number field. Since (65) decomposes
into a direct Hilbert sum of such Π, the existence of a Q-rational structure as
claimed follows if we define (66) as the algebraic direct sum of the Q-rational
models of the underling (g,K)-modules of the irreducibles Π.
The claim about preservation of irreducible subquotients (direct summands
in the case at hand) is clear and the rest of the argument is standard.
The last statement is a consequence of the isomorphism (51) and the Homo-
logical Base Change Theorem.
65
We expect that the field of rationality of the rational structure (66) from
Theorem 8.17 is a subfield of QK′QM , see Proposition 8.21 below.
If Π is a factorizable automorphic representation of G(A), we define for
σ ∈ Aut(C/QK) the smooth G(A)-representation
Πσ := Πσ∞⊗ˆΠσ(∞),
where Πσ∞ is the Casselman-Wallach completion of
(
Π
(K)
∞
)σ
(we refer the reader
to [9, 3] for the notion of Casselman-Wallach completion).
Conjecture 8.18. For any irreducible cuspidal automorphic representation Π
of G(A) which is cohomological with respect to a rational G-representation M ,
the representation Πσ of G(A) is cuspidal automorphic whenever σ ∈ Aut(C/QK).
We remark that Πσ is necessarily irreducible and if it is cuspidal automor-
phic, it is automatically cohomological with respect to Mσ.
We also expect Conjecture 8.18 to be true for C-algebraic representations in
the sense of Buzzard and Gee [8]. However for our purpose at hand (Proposition
8.21 below) the statement for cohomological representations suffices.
Remark 8.19. Theorems 4.2.3 and 4.3.1 of [4] provide evidence for Conjecture
8.18 for a larger class of representations of groups of Hermitian type.
The statement of Conjecture 8.18 is equivalent to saying that the map
ΠCW∞ 7→ Πσ∞
induces a bijection between Φcusp∞ (Π(∞)) and Φ
cusp
∞ (Π
σ
(∞)) (cf. (53)).
In particular it implies that Φcusp∞ (Π
σ
(∞)) is non-empty, which in turn is
equivalent to saying that Πσ(∞) is the finite part of a cuspidal automorphic
representation. This statement is implied by Proposition 8.1 for sufficiently
regular weights, because if M satisfies the hypothesis of Proposition 8.1, then
Mσ does so as well.
We conclude that if Conjecture (8.18) is true, then for every Π which occurs
in (65) and every σ ∈ Aut(C/QKQM ), the representation Πσ occurs in (65).
However it is not clear that the multiplicities agree. Therefore we are naturally
led to the stronger
Conjecture 8.20. Let Π be an irreducible cohomological cuspidal automorphic
representation of G(A). Then we have for every σ ∈ Aut(C/QK) an identity
mL20(Π
CW
∞ ⊗Π(∞)) = mL20(Πσ∞ ⊗Πσ(∞)). (67)
of multiplicities.
Proposition 8.21. Assume Conjecture 8.20. Then for every rational G-representation
M the field of rationality of (66) is QKQ(M), where Q(M) denotes the field
of rationality of M .
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Proof. The space (66) is a direct sum of irreducibles, and for each irreducible
summand X occuring the multiplicity m > 0, the identity(67) implies that for
σ ∈ Aut(C/QKQ(M)), Xσ occurs in (66) with multiplicitym as well. Therefore
the σ-twist of (66) is isomorphic to (66).
Despite the fact that each irreducible constituent X of (66) is defined over
a number field, the lack of control over the field of definition as a possibly
non-trivial extension of the field of rationality prevents us from deducing the
existence of a rational structure defined over a number field.
In the case of GL(n) we will prove an optimal result for the field of definition
in Theorem 8.27 below. In general we have
Proposition 8.22. Assume Conjecture 8.20 is true. Then for any irreducible
cuspidal automorphic representation Π of G(A), every σ ∈ Aut(C/QK) and
every degree q,
mM,qcusp(Π(∞)) = m
Mσ ,q
cusp (Π
σ
(∞)).
Proof. We begin with the observation that we have an identity
mM,qcoh (Π
CW
∞ ) = m
Mσ ,q
coh (Π
σ
∞),
which is an immediate consequence of the Homological Base Change Theorem.
Therefore formula (52) implies the claim.
The conclusion of Proposition 8.22 is also implied by the conjectural state-
ment that cuspidal cohomology admits a model over QKQM (or even QM ).
Unfortunately, without improving Proposition 8.21 to a statement about a field
of definition finite over Q, the converse seems currently out of reach, even ad-
mitting Conjecture 8.18.
8.5 Automorphic representations in the Hermitian case
In this section we put ourselves in the context of [4], i.e. G is a connected
reductive group over Q of Hermitian type, together with a G(R) conjugacy
class X of morphisms
h : ResC/RGL1 → GR
over R satisfying Deligne’s axioms [13] of a Shimura datum. We also suppose
that condition (1.1.3) of [4] is satisfied: The maximal Q-split torus in the center
Z of G is also a maximal R-split torus in ZR. Then
X ∼= G(R)/K∞
where K∞ is the centralizer of h(C
×) in G(R), and for neat compact open
K(∞) the locally symmetric spaces XG(G(∞)) are the complex points of quasi-
projective algebraic varieties defined over the reflex field E, the so-called ‘canon-
ical models’. It is known that E is a number field and is characterized by the
property that Aut(C/E) is the stabilizer of the restriction of the complexifica-
tion of h to GL1(C) (the latter naturally embeds into ResC/RGL1(C)). For
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arbitrary σ ∈ Aut(C/Q) there is another canonically defined twisted Shimura
datum, which gives rise to the σ twisted canonical models. We refer to section
1 of [4] for this and further details.
Deligne’s axioms imply that we have a Hodge decomposition
gC = k∞,C ⊕ p+ ⊕ p− (68)
into isotypic components of the action of h(ResC/RGL1(C)) for the characters
1, zz−1, and zz−1 respectively. The spaces p± are abelian Lie subalgebras of
gC and canonically identified with the (anti-)holomorphic tangent space of X .
Via the decomposition (68) we define the complex parabolic subalgebra
Q := K∞,C · exp(p−)
in the complexification G(C).
We assume additionally that G(R) has the following property: Let GC de-
note the analytic group of matrices with Lie algebra the complexification gC of
the Lie algebra of G. Then G(R) ⊆ GC · Z(G(R)) where Z(G(R)) denotes the
centralizer of G(R) in the total general linear group of matrices under consid-
eration.
Let H ⊆ K0∞ denote a maximally compact Cartan subgroup. Then H is also
a Cartan subgroup of G(R)0. Consider the root system Φ = ∆(gC, hC). Write
Φc (resp. Φn) for the subsets of (non-)compact roots in Φ. Choose a positive
system Φ+ ⊆ Φ in such a way that
Φ+ ∩ Φn = ∆(p+, hC).
Following section 3 of loc. cit. we consider the following class of representa-
tions of G(R). Let λ ∈ h∗R denote an analytically integral linear form, which is
not orthogonal to any member of Φc. Let Ψ ⊆ Φ a positive system rendering
λ dominant, and write pi(λ,Ψ) for the nontrivial irreducible tempered repre-
sentation of D(G(R)0) with Harish-Chandra parameter λ and positive system
Ψ. Then for regular λ the representation pi(λ,Ψ) is a member of the discrete
series of D(G(R)0), and otherwise it is a nondegenerate limits of discrete series
representation.
By the work of Harish-Chandra we know that pi(λ,Ψ) ∼= pi(λ′,Ψ′) if and only
if the pairs (λ,Ψ) and (λ′,Ψ′) are conjugate by a member of the compact Weyl
group W (kC, hC). In particular we may assume without loss of generality that
Φ+ ∩Φc ⊆ Ψ.
Then λ− ρ(Φ+) is dominant with respect to Φ+ ∩ Φc and integral.
The representation pi(λ,Ψ) extends to a representation of G(R) as follows.
Set
Z∞ := Z(R) ∩K∞.
Then
G(R) = G±(R) · Z0∞
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where the two groups on the right hand side have trivial intersection and
D(G(R)0) is of finite index in G±(R). Choose any irreducible direct summand
pi±(λ,Ψ) ⊆ IndG±(R)D(G(R)0) pi(λ,Ψ).
Then, as a submodule of the induced representation, the isomorphism class of
pi±(λ,Ψ) is characterized by its central character ω±(λ,Ψ).
For every character β : Z∞ → C×, which occurs in the restriction of a
rational representation of K∞, and which agrees on Z∞∩G±(R) with ω±(λ,Ψ),
we have a unique extension of pi±(λ,Ψ) to a representation pi±(λ,Ψ)⊗β ofG(R).
Following [4], we define the sets
Σ• := {pi±(λ,Ψ)⊗ β | λ,Ψ, as above and pi(λ,Ψ) in the
(limits) of discrete series of D(G(R)0) for • = ‘d′ (• = ‘ld′).}.
Assume that K ⊆ G is a semi-admissible model of a maximal compact
subgroup of G, defined over a number field QK with a distinguished real place
v∞.
Theorem 8.23. If Π is an irreducible cuspidal automorphic representation of
G(A) with infinity component Π∞ ∈ Σd ∪ Σld. Then the (g,K) × G(A(∞))-
module Π(K) admits a model over a number field F .
Proof. We know by Theorem 3.2.2 of [4] that the finite part Π(∞) of Π admits
a model over a number field.
By the hypothesis we have Π∞ ∼= pi±(λ,Ψ) ⊗ β. Therefore we find a θ-
stable Borel q ⊆ g′, depending on the positive system Ψ, and defined over a
finite extension Q′K of QK with the property that Π
(K)
∞ = Aq(λβ) for a suitable
character λβ of of the Levi pair (l, L ∩ K) of (q, L ∩ K), depending on the
characters λ and β. Proposition 7.1 applies and shows that Aq(λβ) admits a
model over a number field, and the claim follows.
Remark 8.24. By Theorem 4.4.1 in [4] the field of rationality Q(Π) of the finite
part of Π is known to be totally real or a CM field. Applying our argument
from the proof of equation (54) in Theorem 8.4 to coherent cohomology one
may deduce a similar bound for the degree of the field of definition of Π(∞) over
Q(Π). Likewise Theorem 7.3 implies the existence of optimal fields of definition
for Π∞ in the cases where it applies.
8.6 Automorphic representations of GL(n)
In this section we specialize to the following situation. We let F denote a number
field and G := ResF/QGL(n). We have
G(R) =
∏
v real
GLn(R)×
∏
v complex
GLn(C),
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where in the first product v runs over the real places of F and in the second
v runs through the complex places, i.e. pairs of complex conjugate embeddings
v, v : F → C.
The cohomological representations in the unitary duals of GLn(R) and
GLn(C) have been identified by Speh [47] and Enright [15] respectively, pre-
dating the general approach of Vogan-Zuckerman [50], which at the time was
based on certain unitarity assumptions.
Fix an admissible model K ⊆ G of a maximal compact subgroup G(R) in
the sense of section 6, defined over a number field QK . The field QK comes with
a distinguished real place v∞. We also assume that we find models of θ-stable
Borel subalgebras over a quadratic extension Q′K of QK . In such an extension
v∞ ramifies. Write g for QK-Lie algebra of G.
Remark 8.25. For F totally real or a CM field we know from the explicit con-
structions in section 6.4 that we may choose QK = Q and Q
′
K is an imaginary
quadratic field. We may arrange Q′K = Q(
√−1) for totally real F .
In this section we prove
Theorem 8.26. Keep the notation as before. LetM be an absolutely irreducible
finite-dimensional G-module, which is defined over a number field QM . Then
the non-degenerate complex infinitesimally unitary irreducible (g,K)-module VC
satisfying
H•(g,K0∞;VC ⊗M) 6= 0,
has a unique model VQM over QKQM .
Proof. Up to a quadratic twist, this follows from Theorem 7.3, (a).
Theorem 8.27. Let Π be an irreducible cuspidal regular algebraic representa-
tion of G(AQ) = GLn(AF ) with field of rationality Q(Π) in the sense of Clozel
[10]. Then Π is defined over QK(Π) in the following sense:
(i) There exists a unique (g,K)×G(A(∞)Q )-module ΠQK(Π) over QK(Π) which
is a model of Π(K).
(ii) The module ΠQK(Π) is irreducible and its image in Π
(K) is unique up to
homotheties.
Proof. By Clozel’s The´ore`me 3.13 in [10], we know that the field of definition of
the finite part Π(∞) agrees with Q(Π). Furthermore the field Q(Π) contains the
field of rationality Q(M) of the absolutely irreducible G-module M for which
Π contributes to cuspidal cohomology (49). Since G is quasi-split, the field of
definition QM of M agrees with Q(M) (cf. [5]). By Theorem 8.26 the (g,K)-
module Π(K) admits a model over QKQM ⊆ QK(Π), and (i) follows.
Statement (ii) is a consequence of Proposition 3.5.
Remark 8.28. Considering an algebraic but not necessarily regular algebraic
representation Π, part (iii) of Proposition 7.1 shows that the statement and
proof of Theorem 8.27 generalizes to this case, whenever the finite part of Π is
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rational over a number field. This is known for 1 ≤ n ≤ 2 and F totally real,
since the results from section 8.5 apply, but unkown in general.
Theorem 8.27 allows us to improve Theorem 8.17: For F totally real or a
CM field it implies the existence of a global Q-structure on regular algebraic
automorphic cusp forms for appropriate choices of K. In general we obtain a
QK-structure.
In the case of GL(n) the space (65) of cohomological cusp forms has an
intrinsic description. For any character ω of the center Z(g) of the universal
enveloping algebra of G, which we assume regular algebraic in the sense that
it occurs as the infinitesimal character of an absolutely irreducible rational G-
representation M , which we assume to be essentially conjugate self-dual over
Q, we consider the space
L20(GLn(F )Z(R)
0\GLn(AF );ω)
of automorphic cusp forms as in the introduction, and similarly
L20(GLn(F )Z(R)
0\GLn(AF ); ResQK(ω)/QK ω) = (69)⊕
τ :QK(ω)→C
L20(GLn(F )Z(R)
0\GLn(AF );ωτ ).
Here τ ranges over the embeddings extending the fixed embedding v∞ : QK →
C. The left hand side may be interpreted as a space of vector valued cusp forms.
By construction this space should be defined over QK . This is indeed the case.
Theorem 8.29. As a representation of GLn(AF ), the space (69) is defined
over QK , i.e. there is a basis of the space (69) which generates a QK-subspace
L20(GLn(F )Z(R)
0\GLn(AF ); ResQK(ω)/QK ω)QK (70)
This rational structure has the following properties:
(a) The complexification
L20(GLn(F )Z(R)
0\GLn(AF ); ResQK(ω)/QK ω)QK ⊗C
is naturally identified with the subspace of smooth K-finite vectors in (69).
(b) The space (70) is stable under the natural action of (g,K)×GLn(A(∞)F ).
(c) For any field extension F ′/F/QK the extension of scalars functor −⊗F F ′
as in (a) is faithful and preserves extension classes.
(d) To each irreducible subquotient Π of the space (69) corresponds a unique
irreducible subquotient ΠQ of the Q-rational structure induced by (70),
and vice versa.
(e) The module ΠQ is defined over its field of rationality Q(ΠQ), which agrees
with Clozel’s field of rationality QK(Π) over QK and is a number field.
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(f) As an abstract QK(Π)-rational structure on Π, ΠQK(Π) ⊆ Π from (d) is
unique up to complex homotheties.
(g) For each τ ∈ Aut(C/QK) and Π as in (d),
(ΠQK(Π))
τ = ΠQK(Π) ⊗QK(Π),τ QK(Πτ )
is the unique rational structure on Πτ .
(h) For every finite order character ξ : F×\A×F → C× and every τ ∈ Aut(C/QK),
(ΠQK(Π) ⊗ ξ)τ = ΠτQK(Π) ⊗ ξτ .
(i) Taking (g,K)-cohomology sends the Q-structure (70) to the natural QK-
structure on cuspidal cohomology
H•cusp(GLn(F )\GLn(AF )/K∞; ResQK(ω)/QK M∨). (71)
Moreover (a), (h) and (i), for a fixed degree within the cuspidal range, charac-
terize (70) as a QK-subspace of (69) uniquely. If F is totally real or a CM field
we may arrange QK = Q.
Proof. We first remark that ResQK(ω)/QK M is defined over QK and we have
(ResQK(ω)/QK M)⊗C =
⊕
τ :QK(ω)→C
M ⊗QK(ω),τ C.
Therefore every irreducible automorphic representation Π occuring in (69) is
regular algebraic up to a twist by a finite order Hecke character. The twist is
only necessary when n is odd and F admits a real embedding (cf. [10]).
Let us assume first that Π is regular algebraic. Then its finite part occurs in
H•cusp(GLn(F )\GLn(AF )/K0∞;M∨ ⊗QM ,τ C)
for a uniquely determined embedding τ : QM → C, where for notational sim-
plicity we assume QK ⊆ QM in the sequel.
We observe that as Π is regular algebraic so is Πτ and the latter also occurs
in (69) for any τ ∈ Aut(C/QK) by [10].
Furthermore, by Theorem 8.27 the subspace Π(K) of K-finite vectors is de-
fined over the number field QK(Π). Denote a QK(Π)-rational model for the
latter by ΠQK(Π). Then the (g,K)×GLn(A(∞)F )-module ResQK(Π/QK)ΠQK(Π)
is defined over QK . Complexification gives
(ResQK(Π/QK)ΠQK(Π))⊗C =
⊕
τ :QK(τ)→C
(
ΠQK(Π) ⊗QK(Π),τ C
)
.
If Π is not cohomological, we find a quadratic Hecke character
ξ : F×\A×F → C×
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with the property that
Π ∼= Π0 ⊗ ξ
and Π0 cohomological, as Π ⊗ ξ−1 is again an automorphic representation of
GL(n) by [2]. Since ξ is defined over Q, we again conclude that QK(Π)/QK is
finite and Π is defined over this field.
Summing up, this shows for the subspace of K-finite cusp forms, by multi-
plicity one for GL(n) [42, 45],
L20(GLn(F )Z(R)
0\GLn(AF ); ResQK(ω)/QK ω)(K) =
⊕
Π
(ResQK(Π/QK)ΠQK(Π))⊗C,
where on the right hand side Π runs through a system of representatives for the
Galois orbits
{Πτ | τ ∈ Aut(C/QK)}
occuring in (69). This proves the existence of a QK-rational model for the space
of cusp forms.
By our previous results, the justification of the statements (a) to (i) is
straightforward. Statements (a) and (b) follow form Theorem 8.27. By (a)
the left hand side of (70) is dense in (69). Statement (c) is a consequence of
Corollary 2.2, and (d) is a consequence of (b) and Theorem 8.27, as is (e). State-
ment (f) follows from Hilbert’s Satz 90, cf. Proposition 3.5. By construction (g)
and (h) are true. Statement (i) follows from Matsushima’s Formula and our
Proposition 2.3, a consequence of the Homological Base Change Theorem, and
the fact that we may associate to an even finite order character ξ a cohomology
class of degree 0, such that cup product with this class realizes the twist with
ξ. Fruthermore, if ξ is odd, or if φ is a non-cohomological cusp form in (69)
generating an irreducible representation, the form
φξ(g) := ξ(det(g)) · φ(g)
lies again in (69) by Arthur-Clozel [2], is K-finite if and only if φ is K-finite, and
thus this correspondence may serve as the bridge to transport any normalization
of the rational structure on the subspace of cohomoligcal forms to the space of
non-cohomological forms. For an explicit exposition of the Eichler-Shimura
map realizing Matsushima’s formula in the case of totally real F (yet valid in
general), we refer to Section 6.2 in [29]. Finally the uniqueness statement is a
consequence of the construction and the uniqueness statement (f).
8.7 Construction of periods
We keep the notation of the previous section and assume Π is a regular algebraic
representation of GLn(AF ) with same infinitesimal character as the rational
representation M of G. By Theorem 8.27 we know the existence of a QK(Π)-
rational structure
ι : ΠQK(Π) → Π(K),
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which we interpret as a QK(Π)-rational intertwining map, where the right hand
side denotes the complex (g,K)-module unterlying the global representation.
Matsushima’s Formula states that for each degree t0 ≤ t ≤ q0 in the cuspidal
range we have a natural isomorphism
ιq : H
q(g,K∞; Π⊗M∨) ∼= Hqcusp(GLn(F )\GLn(AF )/K∞;M∨⊗QM ,τC)[Π(∞)]
The right hand side carries a natural QK(Π)-rational structure, and by the
rationality of (g,K∞)-cohomology, ι induces a natural QK(Π)-structure on the
left hand side.
For notational simplicity we write
mq := dimH
q(g,K∞; Π∞)
for the multiplicity of Π in cuspidal cohomology of degree q.
By Schur’s Lemma, theQ(Π)-rational structures on
(
Π(∞)
)mq
are parametrized
by cosets [g] in GLmq (C)/GLmq (QK(Π)). In particular, choosing a QK(Π)-
rational basis of the relative Lie algebra cohomology of Π⊗M∨ and a QK(Π)-
rational basis on the Π(∞)-isotypical component in cuspidal cohomology, the
transformation matrix Ωq(Π, ι) ∈ GLmq (C) of ιq with respect to these bases,
may be interpreted as a period matrix associated to the pair (Π, ι). It enjoys
the following properties.
Theorem 8.30. For each irreducible cuspidal regular algebraic Π as above and
each t0 ≤ q ≤ q0 in the cuspidal range and each rational structure ι : ΠQK(Π) →
Π on Π there is a period matrix Ωq(Π, ι) ∈ GLmq (C) with the following proper-
ties:
(a) Ωq(Π, ι) is the transformation matrix transforming the rational structure
Hq(g,K∞; ι) on (g,K∞)-cohomology into the natural QK(Π)-structure on
cuspidal cohomology.
(b) The double coset GLmq (QK(Π))Ωq(Π, ι)GLmq (QK(Π)) depends only on
the pair (Π, ι) and the degree q.
(c) For each c ∈ C× we have the relation
Ωq(Π, c · ι) = c · Ωq(Π, ι).
(d) The ratio
1
Ωt0(Π, ι)
· Ωq(Π, ι) ∈ GLmq (C)
is independent of ι.
Remark 8.31. In (d) we may as well divide by the top degree period and obtain
the same conclusion.
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In certain cases there are natural choices for ι. If n is even and admits a
Shalika model, then we may use a natural global Q(Π)-structure on the Shalika
model of Π to normalize ι accordingly, i.e. in such a way that a Q(Π)-rational
vector produces the correctly normalized L-function via the Friedberg-Jacquet
integral representation. That this is indeed possible is shown in [31]. This then
should be used as normalization in the top degree q = q0. A similar approach is
available for Rankin-Selberg L-functions, where one may normalize the period
in bottom degree inductively, cf. [30] (the results for n ≥ 4 are conditional in
this case, cf. loc. cit. Conjecture 5.5).
These normalizations are then be compatible with Deligne’s Conjecture [14].
Any motivic interpretation of the period matrices Ωt(Π, ι) for t0 < q < q0
remains a challenge.
References
[1] J. D. Adams. The Real Chevalley Involution. Compositio Mathematica
150, pages 2127–2142, 2014.
[2] J. Arthur and L. Clozel. Simple Algebras, Base Change, and the Advanced
Theory of the Trace Formula. Annals of Mathematics Studies 120, Prince-
ton University Press, 1989.
[3] J. Bernstein and B. Kro¨tz. Smooth Fre´chet globalizations of Harish-
Chandra modules. Israel Journal of Mathematics 199, pages 45-111, 2014.
[4] D. Blasius, M. Harris and D. Ramakrishnan. Coherent cohomology, limits
of discrete series, and Galois conjugation. Duke Mathematical Journal 73,
pages 647–685, 1994.
[5] A. Borel and J. Tits. Groupes re´ductifs. Publications Mathe´matiques de
l’I.H.E´.S. 27, pages 55–151, 1965.
[6] A. Borel and J. Tits. Comple´ments a` l’article: Groupes re´ductifs. Publica-
tions Mathe´matiques de l’I.H.E´.S. 41, pages 253–276, 1972.
[7] N. Bourbaki. Groupes et alge`bres de Lie. E´le´ments de mathe´matique.
Hermann, Paris, 1982.
[8] K. Buzzard and T. Gee. The conjectural connections between automorphic
representations and Galois representations. In Proc. LMS Durham Symp.
(2011).
[9] W. Casselman. Canonical extensions of Harish-Chandra modules to rep-
resentaitons of G. Canadian Journal of Mathematics 41, pages 385–438,
1989.
[10] L. Clozel. Motifs et formes automorphes: applications du principe de
fonctorialite´.(French) [Motives and automorphic forms: applications of
75
the functoriality principle] Automorphic forms, Shimura varieties, and L-
functions, Vol. I (Ann Arbor, MI, 1988), Perspect. Math., 10, Academic
Press, Boston, MA, pages 77–159, 1990.
[11] R. Cui. The Real-Quaternionic Indicator of Irreducible Self-Conjugate Rep-
resentations of Real Reductive Groups and A Comment on the Local Lang-
lands Correspondence of GL(2, F ). PhD Thesis, University of Maryland,
2016.
[12] R. Cui. The Real-Quaternionic Indicator. Preprint, pages 1–21, 2016.
[13] P. Deligne. Varie´te´s de Shimura: Interpretation modulaire et techniques de
construction de mode`les canoniques, Automorphic forms, representations
and L-functions (Providence RI) (A. Borel and W. Casselman, eds.), Pro-
ceedings of the Symposium in Pure Mathematics 33(2), American Mathe-
matical Society, pages 247–290, 1979.
[14] P. Deligne. Valeurs de fonctions L et pe´riodes d’inte´grales, Automorphic
forms, representations and L-functions (Providence RI) (A. Borel and
W. Casselman, eds.), Proceedings of the Symposium in Pure Mathematics
33(2), American Mathematical Society, pages 313–346, 1979.
[15] T. J. Enright. Relative Lie algebra cohomology and unitary representations
of complex Lie groups. Duke Mathematical Journal 46, pages 513–525,
1979.
[16] J. Franke. Harmonic analysis in weighted L2-spaces. Annales scientifiques
de l’E´cole normale supe´rieure 31, pages 181–279, 1998.
[17] J. Franke and J. Schwermer. A decomposition of spaces of automorphic
forms, and the Eisenstein cohomology of arithmetic groups. Mathematische
Annalen 311, pages 765–790, 1998.
[18] F. G. Frobenius and I. Schur. U¨ber die reellen Darstellungen der endlichen
Gruppen. Sitzungsberichte der Ko¨niglich Preußischen Akademie der Wis-
senschaften zu Berlin, pages 186–208, 1906.
[19] H. Grobner and M. Harris. Whittaker periods, motivic periods, and special
values of tensor product L-functions. J. Inst. Math. Jussieu 15, pages 711-
769, 2016.
[20] G. Harder. On the cohomology of discrete arithmetically defined groups.
In Colloquium on Discrete Subgroups of Lie Groups and Applications to
Moduli (Bombay 1973), pages 129–160, 1975.
[21] G. Harder. Eisenstein cohomology of arithmetic groups: The case GL2.
Inventiones Mathematicae 89, 37–118, 1987.
[22] G. Harder. Arithmetic aspects of Rank one Eisenstein Cohomology. In
Cycles, Motives and Shimura Varieties, TIFR 2010, pages 131–190, 2010.
76
[23] G. Harder. Harish-Chandra modules over Z. Preprint, 2014.
[24] G. Harder and A. Raghuram. Eisenstein cohomology for GLn and ratios
of critical values of Rankin-Selberg L-functions. Preprint, 2014.
[25] M. Harris. Beilinson-Bernstein localization over Q and periods of auto-
morphic forms. International Mathematics Research Notices 2013, pages
2000–2053, 2013.
[26] G. P. Hochschild and J.-P. Serre. Cohomology of Lie algebras. Annals of
Mathematics 57, pages 591–603, 1953.
[27] F. Januszewski. Algebraic characters of Harish-Chandra modules and arith-
meticity. http://arxiv.org/abs/1310.6884, pages 1–65, 2013.
[28] F. Januszewski. Algebraic characters of Harish-Chandra modules. Journal
of Lie Theory 24, pages 1161–1206, 2014.
[29] F. Januszewski. On p-adic L-functions for GL(n) × GL(n − 1) over to-
tally real fields. International Mathematics Research Notices 2014, doi:
10.1093/imrn/rnu181, 2014.
[30] F. Januszewski. On Period Relations for Automorphic L-functions I.
http://arxiv.org/abs/1504.06973, pages 1–46, 2015.
[31] F. Januszewski. On Period Relations for Automorphic L-functions II.
http://arxiv.org/abs/1604.04253, pages 1–65, 2015.
[32] A. W. Knapp and D. A. Vogan. Cohomological induction and unitary
representations. Princeton University Press, 1995.
[33] B. Kostant. On the tensor product of a finite and an infinite representation.
Journal of Functional Analysis 20, pages 257–285, 1975.
[34] S. Lang. Algebraic groups over finite fields. American Journal of Mathe-
matics 78, pages 553–563, 1958.
[35] R. P. Langlands. On the classification of irreducible representations of real
algebraic groups (1973). In P. J. Sally, D. A. Vogan, Representation theory
and harmonic analysis on semisimple Lie groups, Math. Surveys Monogr.
31, pages 101–170, American Mathematical Society, Providence, 1989.
[36] R. P. Langlands. On the Functional Equations satisfied by Eisenstein Series.
Lecture Notes in Mathematics 544, 1976.
[37] J. Lepowsky. Algebraic results on representations of semi-simple Lie groups.
Transactions of the American Mathematical Society 176, pages 1–44, 1973.
[38] J. Lepowsky. A generalization of H. Weyl’s ”unitary trick”. Transactions
of the American Mathematical Society 216, pages 229–236, 1976.
77
[39] J. Li and J. Schwermer. On the Eistenstein cohomology of arithmetic
groups. Duke Mathematical Journal 123, pages 141–169, 2004.
[40] R. A. McLean. Classical Invariants of Principal Series and Isomorphism
of Root Data. PhD Thesis, University of Maryland, 2016.
[41] C. Moeglin and J.-L. Waldspurger. De´composition Spe´ctrale et Se´ries
d’Eisenstein – Une Paraphrase de l’E´criture. Progress in Mathematics 113,
1994.
[42] I. I. Piatetski-Shapiro. Euler subgroups, in Lie Groups and Their Repre-
sentations, edited by I. M. Gelfand. Wiley and Sons, pages 597-620, 1971.
[43] D. Prasad and D. Ramakrishnan. Self-dual representations of division alge-
bras and Weil groups: a contrast. American Journal of Mathematics 134,
pages 749–767, 2012.
[44] D. G. Quillen. On the endomorphism ring of a simple module over an
enveloping algebra. Proceedings of the A.M.S. 21, pages 171–172, 1969.
[45] J. Shalika. The multiplicity one theorem for GL(n). Annals of Mathematics
100, pages 121-161, 1974.
[46] S. W. Shin and N. Templier. On fields of rationality for automorphic rep-
resentations. Compositio Mathematica, doi:10.1112/S0010437X14007428,
1-51, 2014.
[47] B. Speh. Unitary representations of GLn(R) with non-trivial (g,K)-
cohomology. Inventiones Mathematicae 71, pages 443–465, 1983.
[48] J. Tits. Repre´sentations line´aires irre´ductibles d’un groupe re´ductif sur un
corps quelconque. Journal fu¨r die reine und angewandte Mathematik 247,
pages 196–220, 1971.
[49] D. Vogan. Representations of real reductive groups. Progress in Mathemat-
ics 15. Birkha¨user, 1981.
[50] D. Vogan and G. J. Zuckerman. Unitary representations with non-zero
cohomology. Compositio Mathematica 53, pages 51–90, 1984.
[51] N. Wallach. On the constant term of a square integrable automorphic
form. In Operator Algebras and Group representations, Vol. II, Mono-
graphs Stud. Math. 18, Boston, 1984, pages 227-237.
[52] A. Weil. Adeles and algebraic groups. Institute for Advanced Study, Prince-
ton, 1961.
[53] D. Zagier. Appendix: On Harder’s SL(2,R)-SL(3,R)-identity. In Cycles,
Motives and Shimura Varieties, TIFR 2010, pages 131–190, 2010.
78
