Abstract-A near-infrared (NIR) image of a scene contains different information than the corresponding visible spectrum (RGB) image, due to physical phenomena related to scattering, absorption, and reflectance of the different radiation bands. It can be desirable to combine the most relevant image content from both NIR and RGB to improve image quality. In this paper, we present two schemes of combining NIR and RGB information to obtain visually better quality images. The first is an automatic approach that performs segment-based NIR-blending by local and global entropy maximization. The second uses a GUI-aided approach where the user chooses the segments and manually controls blending. To minimize artifacts at the segment boundaries, three different boundary smoothing methods are introduced and compared in terms of speed and quality of output.
I. INTRODUCTION
Near-infrared (NIR) is used in many imaging tasks. As opposed to X-ray or Thermal Infrared images, the scene content of an NIR image is similar to what is perceived in the visible spectrum. Much research has been devoted to security applications. Images or videos can be captured in the dark with acceptable quality [1] . Similarly, by fitting an NIR source on a camera, e.g., by using flash light fitted with a filter, one can obtain photographs that are almost invariant to ambient light sources, an approach which has been used in face recognition [2] . Another field that uses NIR information is remote sensing, where it is often employed in conjunction with middle-or far-infrared to better distinguish object classes, such as water, constructed areas, and in particular vegetation [3] . NIR imaging has also been employed for in-depth analysis of tree types and health [4] .
Near-infrared spectral responses can also be used to discriminate between samples that are visually indistinguishable. Among these are analyses of counterfeited products, such as cigars or drugs [5] , disambiguating black metamers [6] , as well as discriminating painted surfaces [7] . In all these studies, the visible spectra of considered objects or surfaces are almost identical. NIR images nonetheless capture radiation beyond the visible spectrum, and as such, their color interpretation is difficult to ascertain. This is one of the primary reasons why NIR applications are generally very task specific.
The goal of this paper is to explore the idea of combining the "best" of both NIR and RGB image content to obtain better quality images. NIR information based color image quality improvement has been previously done in [8] where haze is removed from visual (VS) images.
We first show results of combining VS and NIR information using an automatic method that relies on maximizing entropy in the output image. Motivated by the fact that "better visual quality" is highly user-and task-dependent, we also present a GUI-aided approach of improving image quality using NIR and visible sensor responses. The GUI allows users to select pre-segmented regions in images where they can control the ratio of NIR to visible information content.
At the end of a segment based blending process (automatic or GUI-aided), artifacts may appear at the edges of segments. We demonstrate three different approaches of automatically removing these artifacts: Gaussian blurring, matting, or Bilateral filtering. These three approaches are compared for speed and visual quality.
The rest of the paper is organized as follows: Section II briefly explains how NIR and visible images of a scene are obtained, Section III explains the segment-wise automatic blending technique, Section IV explains the same for GUIaided (manual) blending, Section V describes three methods of boundary artifact removal, and finally Section VI concludes the paper.
II. NIR IMAGE ACQUISITION AND BLENDING Camera sensors are made of silicon, sensitive to radiation from 200 nm to 1100 nm. The 400-700 nm range is called the visible band, as it corresponds to the radiation spectrum the human visual system is sensitive to, while the 700-1100 range belongs to the NIR band. The ultraviolet part of the spectrum (200-400 nm) is generally filtered out by the camera's optical elements. A filter, called hot mirror, protects the sensors from incoming NIR radiation. By replacing the hot mirror by a piece of plain glass, the camera is enabled to capture both visible and NIR [9] . NIR and visible images of the same scene are obtained by manually swapping an NIR and visible blocking filter on the lens between each shot. To blend visible and NIR images, we first transform the RGB image into an opponent color space to obtain an intensity-chrominance image representation. The one channel NIR image contains intensity data. For both automatic as well as manual approaches, NIR-blending is performed at image segment level. We pre-segment the image using the mean-shift algorithm [10] , [11] , [12] . The output of the intensity image I o is a weighted sum of the color image intensity I RGB and I N IR . The parameter α decides the ratio between the two: In this section we present an automatic approach of blending NIR and VS intensity information. This is done both globally, i.e. by using a single α value for the entire image, and locally by using a different value of α for each segment of the image (pre-segmented by mean-shift 1 [12] segmentation algorithm).
In the case of whole image blending, the image is considered to be the only segment. A set of α values is defined, and for each value the corresponding blended fragment is computed. The entropy is calculated for every result and the one with the highest entropy is kept to form the output image. This operation is repeated for every segment so that at the end the whole image has been processed. Fig. 3(b) shows the result obtained by globally processing an image. We can see more detail in the shadow area of the object, nevertheless the result looks unnatural. Fig. 3(c) shows the result obtained by locally processing the image. In some cases, adjacent segments of the same object are processed with different α values. This introduces an undesired edge in the resulting image. Using GUI-aided method (Fig. 3(d) ) we can avoid this undesired result by choosing a more suitable α value.
A. Entropy calculation
To compute the entropy of the image, the intensity is quantized into fixed numbers of levels. Entropy is computed as:
where X = [1, nb], nb defines the number of bins used for the quantization, x is a selected bin, and p (x) is obtained as:
The number of bins is obtained using Scott´s Rule [13] , which defines the bin range as follows:
N is the number of samples to be quantized, which corresponds to the number of pixels in the segment.
IV. GUI-AIDED NIR AND VS IMAGE BLENDING
As seen in the previous section, automatic blending, whether applied globally or locally, is often unsatisfactory since there is no easy way to automatically judge the semantic relevance of the output, which may differ from user to user or task to task. The degree of blending is best decided manually. For this reason, we propose a GUI-aided approach of performing segment based blending. The GUI we propose is shown in Fig.  4 . The GUI allows the user to specify a segment and choose the value of α to use for the NIR-blending.
V. BOUNDARY ARTIFACT REMOVAL
Segment based blending, though a better approach than global blending, suffers from boundary artifacts. This is because the intensity information at the boundaries may differ enough to introduce a visible edge. We experiment with three different approaches of removing these artifacts, and compare 1 http://www.caip.rutgers.edu/riul/research/code/EDISON/index.html them for their pros and cons. Fig. 7 shows an example of processing done on an image using the three different approaches. 
A. Alpha mask
We define the "alpha mask" to be a two dimensional matrix M such that M i,j is the value of α corresponding to the image pixel i, j. Applying the automated method or letting the user choose the desired value of α, we eventually obtain a completely defined alpha mask. This results in a patchwork where values are grouped in areas corresponding to segments and change only along segment edges.
Boundary artifacts are possible when the variation between two adjacent alpha mask values is high. A large difference between I RGB and I N IR introduces a visible edge that is particularly disturbing in low-textured smooth regions.
To minimize these artifacts, we tested three different ways to process the alpha mask. All the methods modify the values of M along the boundaries between segments. Fig. 6 shows how an alpha mask may appear before and after the artifact removal correction. Fig. 6 . The alpha mask of a blended image can appear like a patchwork as a consequence of segmentation. Applying an artifact removal blurs the boundaries. The degree of blurring is not necessarily the same over the entire alpha mask.
B. Gaussian blurring
The most basic approach is to filter the alpha mask using a Gaussian filter (the GUI allows the user to set the standard deviation of the gaussian kernel). This approach is fast but it performs uniform smoothing all along the boundary, smoothing edges even where they are desirable (Fig. 7(b) ).
C. Bilateral filtering
To overcome the limitations of the simple Gaussian blurring we experiment with edge-adaptive blurring using bilateral filtering 2 [14] . The range and space standard deviation values can be modified in the GUI. Predictably, Bilateral filtering gives a much better output than simple Gaussian blurring, as seen in Fig 7(c) .
D. Matting
The third method is Levin et al.'s matting technique 3 [15] . It takes as input an image I, which is assumed to be a composite of a foreground image F and a background image B. The intensity of the i-th pixel is assumed to be a linear combination of the corresponding foreground and background intensity where α i is the foreground opacity of the pixel.
All quantities on the right hand side of the compositing equation 5 are unknown. The problem is strictly underdetermined and consequently some assumptions have to be made to compute them. Both the foreground F and the background B are assumed to be approximately constant over a small window around each pixel. Also, initial conditions specifying background and foreground regions are set.
can be modified by the user in the GUI. Fig. 8 shows a region subdivision. The procedure is then repeated for each segment. Fig. 8 . Inputs regions for the matting artifact removal algorithms. "Foreground" corresponds to the user-chosen segment. "Background" corresponds to the non-chosen segments. The boundary region is the region where the algorithm is applied. The value "h" defines the width of the region. This parameter is a menu item of the GUI and can be set by the user.
E. Performance comparison
The Gaussian blurring approach, which is computationally the most efficient, is also the most naïve in smoothing boundaries. The Bilateral filtering and the matting approach output far better results. Matting can perhaps offer the best quality output, but is the slowest of the three. In terms of general quality of the output and speed, the best compromise is offered by using the Bilateral filter. A comparison of speeds is shown in Fig. 9 . 
VI. CONCLUSION
We present two ways of blending NIR and visible information to improve visual image quality -automatically, by globally and locally maximizing entropy, and GUI-aided, where users can manually choose regions and their blending ratios. Since we perform segment-based blending, both approaches result in boundary artifacts. Therefore, we also propose three ways of removing boundary artifacts and compare their results. Our work shows that NIR information and VS information can be combined to obtain images with few artifacts and good visual quality. The limitation of course is that at present, the easiest way to obtain NIR and VS images is to capture two separate images. This may no longer be a limitation when the use of sensors that simultaneously capture both NIR and VS information [16] becomes widespread. 
