(ii) The somatic depolarization due to an excitatory synapse on a spine is a very sensitive function of the spine neck length and diameter. Thus the spine can effectively control the attenuation of its input via the dimensions of the neck, thereby setting the shape of the resulting saturation curve. There is an optimal neck diameter for which variations of the neck are most effective in controlling the weight of the excitatory spine synapse. For reasonable parameter values this optimal value is consistent with anatomical data. This might be the basic mechanism underlying ultra-short memory, long-term potentiation in the hippo campus or learning in the cerebellum.
(i) Spines may effectively compress the effect of each single excitatory synapse on the soma, mapping a wide range of inputs onto a limited range of outputs (nonlinear saturation). This is also true for very fast transient inputs, in sharp contrast with the case of a synapse on a dendrite.
(ii) The somatic depolarization due to an excitatory synapse on a spine is a very sensitive function of the spine neck length and diameter. Thus the spine can effectively control the attenuation of its input via the dimensions of the neck, thereby setting the shape of the resulting saturation curve. There is an optimal neck diameter for which variations of the neck are most effective in controlling the weight of the excitatory spine synapse. For reasonable parameter values this optimal value is consistent with anatomical data. This might be the basic mechanism underlying ultra-short memory, long-term potentiation in the hippo campus or learning in the cerebellum.
(iii) Spines with shunting inhibitory synapses on them are ineffective in reducing the somatic depolarization due to excitatory inputs on the dendritic shaft or on other spines. Thus isolated inhibitory synapses on a spine are not expected to occur.
(iv) The conjunction of an excitatory synapse with a shunting inhibitory synapse on the same spine may result in a time-discrimination circuit with a temporal resolution of around 100 |is.
I ntroduction
Dendritic spines, first described by Cajal in Golgi preparation, were confirmed to be postsynaptic targets for a major portion of the synaptic inputs to pyramidal cells of the cortex (Gray 1959) . Their functional role has remained a matter of speculation. Most of the early hypotheses considered the establishment of physical contact with presynaptic terminals as the main function of spines (for a modern view of this, see Swindale (1981) ). More recently, however, dendritic spines have received increased attention as possible sites of neuronal plasticity.
A well studied case is the long-term potentiation (l. that stimulation of the perforant path induces a long-lasting increase in the area of the dendritic spines, which are the postsynaptic sites on the stimulated pathways in the distal third of the dentate molecular layer. These changes were reversible and disappeared after a couple of hours (Fifkova & Van Harreveld 1977) . Specifically, it could be shown that the spine necks increase in width and decrease in length (Fifkova & Anderson 1981) . By adding a compound such as anisomycin that blocks protein synthesis, the enlargement of spines can be successfully suppressed, suggesting that the changing spine dimensions are caused by increased protein synthesis, possibly as a result of the creation of additional membrane . The same type of l.t.p. occurs in the mossy fibres to th and in the Schaeffer collaterals to the CA1 pyramidal cells in the hippocampus. A possible explanation would be again the enlargement of the postsynaptic spines (Andersen et al. 1980; Eccles 1979) .
One can also try to influence experimentally the spine density and/or dimensions. Valverde (1967) , in one of the first deprivation studies, found that the mean number of spines in visual cortex of visually deprived animals is significantly reduced in comparison with normally reared mice. In a different kind of deprivation experiment, in which community-reared and socially isolated jewel fish were com pared, Coss & Globus (1978) observed that the community-reared fish have more dendritic branches and spines and, furthermore, that these spines have thicker and shorter stems than the spines of their isolated colleagues. Purpura (1974) and Marin-Padilla (1974) found, in the cortex of mentally retarded children, a reduced spine density and a significantly larger population of abnormally long, thin spines, concomitant with the absence of short, thick spines. Purpura (1979) has even suggested that some of the progressive neurobehavioural deteriorations (amentia) may be due to the degeneration of these spines. Bradley & Horn (1979) have exposed freshly hatched chicks to visual stimuli and looked at cells in the hyperstriatum, known by electrophysiology to be sensitive to early visual experience. They find that the electrophysiological change in these cells after visual experience goes hand in hand with a morphological change: the spines have increased in size when compared with spines of dark-raised chickens. While all of these studies were performed under abnormal conditions, a few reports describe the effect of natural stimuli on spine shape. Boycott, in his study (1982) of spines on the Purkinje cells in hibernating and awake ground squirrels, found in the hibernating animals spines with enlarged spine heads, possibly leading to a decreased spine input resistance and thus to an enhanced excitability of these neurons during winter sleep. Rausch & Scheich (1982) , when comparing young birds with speech-trained older birds, found a reduction in spine density and a concomitant enlargement in spine size in the latter group. One of the rare spine studies in insects (Brandon & Coss 1982 ; see also Coss et al. 1980) shows that the honeybees' first orientation flight, lasting on the average no more than 5 min, can already reduce spine neck dimensions and increase spine head diameter, without lowering the overall spine length. All these observations strongly support an important role of spine plasticity under normal stimuli conditions. If spines are modifiable, a study of their electrical properties becomes especially important. In contrast, however, with the numerous experimental findings, there have been only a few theoretical analyses of spines. Rail (1970 Rail ( , 1974 Rail ( , 1978 ; see also Jack et al. 1975 ) gave an estimate of the effect of a variable spine geometry on the somatic potential induced by an active synapse on the spine. He pointed out that to achieve maximal plasticity of spines, i.e. small variations of the spine neck diameter producing large variations in the somatic depolarization, there must be a kind of impedance matching between the spine neck and the dendrite, causing distal spines to be longer and thinner than proximal ones. Recently, Crick (1982) conjectured that dendritic spines are involved in some kind of ultra-fast memory, on the scale of seconds or even milliseconds. In this picture spines would be constantly changing their shape in response to the synaptic input.
In this paper we shall extend the results of Rail in a study of a real cortical pyramidal cell with transient conductance changes as inputs. We shall then discuss several non-exclusive hypotheses on the function of dendritic spines.
Methods
The main tool that we have used is a (pascal) program that computes the transfer function K^oj) for current input at location i and voltage output at location j as a function of frequency 0) in any given passive dendritic structure ). The direct current (d.c.) value 7^( 0) of the transfer function is the ohmic transfer resistance seen for steady-state current inputs ( Ij = Kij(0)/i). If the two locations i and j coincide, one obtains the familiar input impedance at that location (A^w) is the impedance seen by an electrode for current injections). The complex functions for various locations i and j, completely characterize the (linear) electrical properties of a branched passive cable. Any given current input with a Fourier transform /^(gj) at location i can be 'propagated' by the associated K^oj) to another location j to give the resulting depolarization: JjM = /i(w).
F ig u r e 1. For description see opposite.
The algorithm implemented by the program is basically due to Butz & Cowan (1974; see also Koch 1982) and is based on classical one-dimensional cable theory (for a review see Jack et al.( 1975) We calculated the electrical properties of spines on the basis of measurements made on a Golgi-stained pyramidal cell (kindly provided by V. Braitenberg) from the sensory-motor cortex of an adult mouse. From this preparation (see figure 1) we determined the branching structure, the length and the diameters of each dendritic segment as described in detail elsewhere . If not otherwise stated, we used Rm = 4000 Q cm2 for the membrane resistance, Ri = 10 Q cm for the intracellular resistance and Cm = 2 pF cm-2 for the membrane capacity, resulting in a membrane time constant of 8 ms (Creutzfeldt et al. 1964 ). The reversal potential of the excitatory synapse, Ex, is always equal to 80 mV relative to the resting potential of the cell. We shall discuss the effect of different neuronal parameters on our results later.
The spines were modelled by a thin and narrow cylinder, called the spine neck and by a thick, short cylinder simulating the spine head (see inset in figure 1). Except when otherwise stated, the spine neck is 0.1 pm thick and 1.0 pm long and the head is 0.3 pm thick and 0.6 pm long (for the exact morphology of spines see Coss et al. (1980) or Westrum & Blackstad (1962) ). In all cases considered further on, the total spine area is always constant and equal to 0.96 pm2. Because of limitations in storage space and computation time, we simulated the pyramidal cell (in figure 1) with only 10 spines, instead of the 1000 or more spines that are actually present. To test the effect of this approximation on our results, we compared the somatic depolarization due to an active synapse in a small cell with the usual spine density (ca. 1.7 spines per micrometre (Schiiz 1976)) with the somatic potential in the same cell without any spines. Owing to the extremely small neck of the spines, practically no current enters the spines and the potential in the two cases differed by at most 1.5 %. 
K12{(0) = R22(Q))/(l+i(DTs)
Since rs is very small (much smaller than the typical time constant of R12(oj) Tm), for low frequencies essentially all the injected current reaches the dendritic trunk. Only at high frequencies (with respect to 1) do losses take place because of the very small surface of the spine. In the following we shall make use of two relations that hold for an arbitrary tree without loops (Koch 1982 where l is any location on the direct path from location i to j. For the transfer function from spine head to soma we find therefore
However, since K2s((o) drops rapidly to zero (in the order of Hz) the spine filter function can be considered essentially flat over this range and therefore
R1s(oj) = R2s(o )).
(10) (When K1s(oj) is compared with R2s(oj), equation (10) holds within this is due to the fact that practically all the injected current reaches the dendritic trunk. In other words, the depolarization due to a current input at some other location in the dendritic tree (for instance the soma) is the same, irrespectively of whether the synapse is on the spine or directly on the dendrite. In short, in the linear (current) case, spines do not isolate. By the same argument, spines are no more electrically isolated from a current input at an arbitrary location than synapses directly on the dendritic stem. Specifically, the depolarization induced by the antidromic invasion of a somatic spike, based on the assumption of a passive membrane, is the same on the dendritic trunk as in the spine head.
Notice that these results hold for the overall transfer function and therefore for any d.c. or transient current input. Thus, if synaptic inputs were described as current inputs (and the membrane is assumed passive), it would not matter whether synapses are on spines or directly on the dendritic trunk.
Synaptic inputs on spin es are n on linear
Synaptic inputs, however, consist of transient conductance changes to specific ions and are not currents. Synaptic inputs effectively open ' holes ' in the membrane for ions with a reversal potential E x measured with respect t potential Frest. If the conductance for a specific ion changes by the amount gx(t) and Vx(t) is the membrane potential change at the synapse relative to the resting potential, we have the following expression for the current
The change in voltage is then given by a Volterra-integral equation
Because spines have a high input impedance, even a small and very fast Electrical properties of spines conductance change may easily drive the local potential in the spine towards the equilibrium potential Ex, considerably reducing the amount o and therefore the depolarization at the soma (or some other location).
Steady-state inputs
We shall first restrict ourselves to steady-state conductance changes g1, while the more general case of transient inputs will be regarded later on. In the steady-state case, equation (12) 
C. Koch and T. Poggio With the use of equation (2 a), the depolarization V s at the soma (relative to P^.est) is glVen by
where Kxx and Kls are the steady-state impedances i f n (0 ) and iTls(0 ). can be rewritten as:
where A is the attenuation factor A = and S is the spine factor S = gxKxx/(l +g1K11). A, which is the voltage attenuation between the location 1 and s, depends only on the neuronal geometry, while the spine factor S, reflecting the nonlinear addition at the spine (also called nonlinear saturation), is a function of the conductance input and the spine geometry; the potential change at the spine, due to a conductance change g is given by (of course, both A and S depend on neuronal parameters such as Rm and A ). Equa gain control mechanism. For small inputs, Fs is essentially proportional to and for large inputs it saturates to Ex Kls/K xx (see figure   Figure 2 shows the somatic potential as a function of the input for a proximal (figure 2 a) and a distal spine (figure 26). The top curve is the somatic potential Fs generated by a synapse on the dendritic shaft (this can be interpreted as the limiting case of a spine with dN oo and £N -► 0), the middle curve is the potential for our standard spine (dN = 0.1 pm, Z N = 1.0 pm) and the bottom curve is the potential for a spine where the neck has been stretched (dN = 0.05 pm, == 2.0 pm).
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F ig u r e 3. (a) The d.c. input impedance ^n (0 ) = (for the distal spine) as a function of the spine neck length and diameter calculated for different membrane parameters (the spine neck dimensions were changed in such a way as to leave the total neck surface area constant: rfNlN = 0.1 urn2). The solid curve is for 4000 Q cm2, the dotted curve is for Rm = 1000 Q cm2 and the dashed curve is for Rm = 16000 fl cm2; while for these curves Rx i s everywhere homogeneous with = 70 Q cm ; for the dot-dashed curve Rm = 4000 Q cm2 and Rx = 70 fl cm holds in the soma and dendrites but Ri has t value (140 Q cm) for the cytoplasm of the spine. The corresponding transfer resistances to the soma are 12.75, 1.51, 39.25 and 12.75 MQ. (b) The somatic depolarization for the distal spine of figure 1 with changing spine neck dimensions (see (a)) for different inputs.
For steady-state inputs equation (6) can be used to determine the input resistance of a spine:
Depending on the dimensions of the neck, i?N can be very much larger than K22, implying that Kxx depends strongly on the spine neck diameter and length. A relatively small change in dN or £N will then lead to a large change in Kxx with corresponding changes in the somatic potential. Figure 3a demonstrates this effect. For a distal spine (see figure 1) we stretched or contracted the spine neck in such a way, as to leave the total neck surface area constant (Iffd-g = 0.1 pm2). Thus increasing the neck length goes hand in hand with a decrease in neck diameter. Figure 36 shows the corresponding change in spine potential for different synaptic inputs.
Transient inputs
Until now we have only considered steady-state inputs It may be argued that our picture of the spine changes appreciably when transient conductance changes gx(t) are considered. With this kind of input, it is in general impossible to write the depolarization in a closed analytical form, although the solution of the Volterra equation can be determined by simple numerical integration.
i i r l i r 
Equations (10) oo) that this kind of impedance matching between the spine neck and the dendritic shaft to which the spine is attached, implies a systematic variation of spine geometry with distance from the som a: because the soma is a current sink, will decrease with decreasing distance to the soma and consequently so will the spine neck resistance F N. Thus, depending on synaptic strength and on the position of the spine, spines should be shorter and thicker for proximal locations and longer and thinner for distal locations in order to maximize synaptic 'plasticity' (for the functional consequences see Discussion, §9.
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Interactions between two synaptic inputs
Up to now we have only considered the effect of a single synaptic input on the potential. But what happens when two or more synapses are simultaneously active ? One can distinguish two important cases: nonlinear interaction between inputs of different types, i.e. between an excitatory and an inhibitory synapse; and nonlinear addition between inputs of the same type.
Nonlinear interaction
Let us consider the case of an excitatory synapse at location e modulating the conductance change ge(t) of an ionic species with equilibrium potential > 0 (relative to Frest) and an inhibitory synapse modulating the conductance change g^t) to an ionic species with equilibrium potential ^ 0 at location i (the locations i and e can coincide). For transient conductance inputs the system of coupled Volterra integral equations giving the resulting change in somatic potential is:
W = {ge(t)[Ee-Fe(()]} * Jfes(0 --F,(()]} * Kls(t), \

Ve(t) = {g"(t)[Ee-Ve(t)]}*K M(t)-{gi(t)[Ei
-r m ) * Kie(t),(19)
VS) = {<?e(f)[£e-V e(f)]}* Kei( t ) -{» ,(< )[£ ,-F
To maximize the nonlinear interaction between these two different inputs, we shall consider only shunting inhibition, i.e. Ei = 0 (rela simple measure of the effectiveness of shunting inhibition is the ratio (called F-factor) between the maximum somatic depolarization in the absence of inhibition to the maximum of the somatic depolarization in the presence of the inhibitory input.
In the case of steady-state inputs, the F-factor is given by (see Koch et al. 1982) T ji 9eJ^es 1 1/e ^ee "hf/i -^ii ^ei) 1201 dC " 1 Table 1 shows Fdc for four typical situations: both synapses are on the spine, both synapses are on the dendritic shaft and one synapse is on the spine while the opposing synapse lies on the dendrite.
+ ge K ee geKeS + gegi(K
Two conclusions can be drawn from these and similar results. (i) An inhibitory synapse situated alone on a spine is usually ineffective in reducing the potential at some other location. This is in accordance with the general on-the-path property (Koch et al. 1 982): inhibition it is located on the direct path between excitation and soma.
(ii) If the excitatory synapse lies on the spine, it does not make much difference whether the inhibition is directly adjacent or on the dendrite (between the spine and the soma). (Both the excitation e (Ee = 80 mV) and the shunting inhibition i (Ei = 0 mV) are exactly below or on the spine in the middle portion of the apical tree. The depolarization at the soma due to excitation on the spine (on the dendrite just below the spine) without inhibition is 1.06 mV (1.15 mV) for ge = 0.001 pS, 4.99 mV (7.87 mV) for = 0.01 pS and (19.04 mV) for ge = 0.1 pS.) 
Conclusion (i) implies that one would not expect to observe any inhibitory synapses on spines in histological preparations (see Discussion).
When transient inputs are considered, the relative timing between them is an important determinant for the degree of interaction (see ). We solved numerically the system of integral equations (19) for the case when both synapses are either on the spine or on the dendrite. As input functions we used fast transients with £peak =: 0.25 ms for both inputs (see figure 4). The shunting inhibition had a peak conductance value (gimax) of 10-7 S, while the excitation was ten times weaker (<7emax = 10-8 S), but the main properties of the interaction do not depend on it. Figure 7 shows the resulting ' tuning curve ' of the F-factor. What is especially remarkable is that the vetoing effect of inhibition is very sharply dependent on relative timing between the two inputs. Whereas inhibition on the dendritic shaft can effectively veto excitation within a temporal window of the order of ± £peak, inhibition on a spine is stronger and more selective, being effective only in a window of ±^peak ( + 120 ps around the start of excitation).
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Vol. 218. B gi/gS F ig u r e 7. F-factor (ratio of the maximum of the somatic depolarization without inhibition to the somatic depolarization in the presence of inhibition) for synapses on the spine head of a distal spine (continuous curve) or on the dendritic shaft just below the spine (broken curve) as a function of relative timing between the two conductance changes. Both input functions of the form of figure 4 have £peak = 0.25 ms with gemax = 1 0 8 S and gimax = 10-7 S. The corresponding voltage is the full solution of the coupled Volterra equations (19). The halfwidth of the curves is 0.12 and 0.22 ms for the spine and the dendrite case respectively.
F ig u r e 8. Nonlinear addition as a function of synaptic input amplitude for three different situations. For the three pairs of curves, the upper continuous curve is + V s2, i.e. the sum of the individual evoked somatic potentials, while the lower dotted curve represents Fsl+2, i.e. the somatic potential generated while both synapses are simultaneously active (the two curves overlap in the third case). The driving potential (80 mV) and the steady-state synaptic inputs gx are the same for both synapses. For the top pair of curves both synapses lie directly on the apical tree, for the middle pair of curves both are situated on two standard spines (ln = 1.0 pm and dn = 0.1 pm) and for the bottom curve both are on elongated spines (ZN = 2.0 pm and dN = 0.05 pm). The spines are 26 pm apart (0.05 times the electrotonic distance) and are located in the middle part of the apical tree.
We now determine the degree of nonlinear addition between two excitatory synapses lying close together, with the same driving potential E and the same steady-state conductance input g. We are specifically interested in the summation of potential for two synapses lying on nearby spines. The effect of nonlinear addition can be appreciated best when the sum of the somatic potential generated when both synapses are active alone Vsl 4-Fs2 is compared with the somatic depolarization when both fire simultaneously ( f^1+2 ; see equation (19) Abramof 1970) , the specific resistivity of the spines could be significantly higher than the resistivity of the dendrites and the soma. Figure 3a (dotr-dashed curve) shows Kxx for such a case. The specific resistivity of the soma and the dendrites was assumed to be 70 £2 cm while the Rx value of the spine (neck and head) was doubled to 140 £2 cm; since Kxx depends linearly on Ri there is a significant increase in spine input resistance. This would cause a much stronger nonlinear behaviour than with a homogeneous value of Rx, without leading to an increase in the maximal evoked somatic potential.
All of our conclusions rest on the assumption of passive or non-regenerative membrane properties. The situation could change if the dendrite or even the spine itself were capable of producing spikes or if voltage-dependent channels were activated. A systematic under-or overestimation of the diameter of dendrites could influence strongly our conclusions. If the dendritic processes were much finer than we measured, the input impedances K n(oj) w dendritic tree; a synapse on a dendrite would then be much more similar to a synapse on a spine.
Precise data about conductance changes at a spine and their time course seem much more difficult to obtain. As all our data make abundantly clear, the size of the conductance change is critical for determining the operating range of the spine and its actual properties (see Discussion). An important conclusion of our analysis is that a small change in spine dimensions around the optimal value can produce a large change in the ' weight ' of the synapse. Since spines are so numerous that the total effect on the somatic potential can be biophysically quite effective. According to our calculations, the magnitude of the structural change to be expected is small for individual spines, making their observation by present morphological methods very difficult. Changes of the dimensions of all the spines on a neuron may be observable in special cases, as for instance in the experiment by Boycott (1982) .
D iscussion
This facilitation effect can be further augmented either by increasing the membrane resistance or by increasing the specific resistivity of the cytoplasm within the spine. The advantage of the latter proposal is the fact that this would increase the nonlinearity while lowering the evoked somatic potential, leading to a higher number of synapses that must be active to elicit a spike. If the input is too small {g1Kll < 0.1) the spine is working in the linear range, where conductance inputs can be considered as current inputs and the somatic potential does not depend any more on the spine itself, but only on the position of the spine relative to the soma ( In table 2 we have determined for different steady-state synaptic inputs the corresponding dimensions of the spine neck for the proximal, the middle and the distal spine of figure 1. For small conductance changes the spines work in the linear range and the difference in geometry of the necks is too small to be of any relevance. For larger inputs (10-7 S) the changes in optimal dimensions increase considerably (there is a 5 0 % length increase and 3 3 % diameter decrease from proximal to distal). This is of the same order of magnitude as measured experi mentally (Coss & Globus 1978) . Thus our exact calculations confirm Rail's earlier hypothesis that the observed dependence of spine dimensions on their locations could be ascribed to the fact that this changing shape implies optimal control. As suggested by B. B. Boycott (personal communication), some caution is needed here: the diversity of spine shapes on a single cell could also be related to different types of inputs. Furthermore, the dependence of spine length on location may have simple explanations, for instance in terms of a different growth rate at distal and proximal locations.
Although the correlation between structure and function of synapses is not yet conclusively established, there is growing evidence associating Gray type 1 (asymmetrical) synapses with excitatory synapses and Gray type 2 (symmetrical) synapses withinhibitory synapses ). Based on these morphological criteria it is found that most spines carry an excitatory synapse. This makes a lot of sense when one considers the nonlinear interaction between synapses of opposing sign (table 1). If we assume that the inhibitory reversal potential is not too far away from the membrane resting potential, a single inhibitory synapse on a spine is not very effective in reducing the potential due to an excitatory input somewhere else. Moving an inhibitory synapse from the direct path (in this case the apical dendrite) onto a nearby spine can reduce the F-factor by as much as 5 0 %. In agreement with these calculations, inhibitory synapses are almost always found either on the dendritic shaft or on the soma ( (1968) ), the conjunction of excitatory and inhibitory synapses on a single spine seems to offer the possibility of constructing a time-discrimination circuit with a temporal resolution of the order of 100 ps, for input pulses lasting somewhat under 1 ms. Using a spine with an excitatory and a shunting inhibitory synapse and working with inputs lasting about 1 ms, we find that delaying inhibition by just 0.1 ms with respect to the start of excitation makes this inhibition practically inefficient in reducing the somatic depolarization due to the excitation. Using inputs ge(t) and ĝ t )w i slowly decaying phase, the 'tuning curve' of figure 7 would become much more asymmetric, with the F-factor for negative delays being rather high but dropping very quickly to 1.0 for positive delays (by positive delay we mean inhibition after excitation). Inhibitory conductance changes seem indeed to last much longer than excitatory conductance changes in the cases analysed so far. Such a mechanism might possibly be used in the neuronal circuit responsible for the startle response in teleost fish (Diamond et First of all, spines compress the range of each single excitatory synapse, mapping a wide range of inputs onto a limited range of outputs. Spines show a high sensitivity to small inputs and keep the maximum depolarization that can be achieved by a single synapse below a certain value (dependent on the spine and its position relative to the soma). Furthermore, they tend to isolate individual synapses on spines from the depolarization generated by simultaneously active synapses elsewhere. It is important that this saturation property holds also for very fast inputs, in sharp contrast with the case of a synapse on a dendrite or the soma.
Secondly, a fine control of synaptic efficiency via the spine diameter (and/or length) may represent a basic mechanism for learning. This requires a conductance change outside the linear range, implying that spines that do not fulfil this condition have no interesting electrical function. Repeated activation of a synapse on a spine could enlarge spine dimensions by some mechanism and thereby enhance synaptic potency.
This postsynaptic mechanism may underly long-term potentiation in the pyramidal cells of the hippocampus (see Introduction) and the changes in cortical functional connectivity taking place during early visual exposure (Rauschecker & Singer 1981; Schuz 1981) . Spine plasticity could also play the decisive role during learning in the cerebellum. This suggestion is based on the general framework of neuronal plasticity in the cerebellum as laid down by Marr (1969) 
