Reactive events in proteins may be strongly coupled to a few specific modes of protein motion or they may couple nonspecifically to the dense continuum of protein and solvent modes. We summarize the evidence that at least some biologically important reactions can be described in terms of a few specific modes, and we propose experiments to quantify the strength of coupling to the continuum. We also show that large entropic effects-solvent ordering, for example-can be rigorously incorporated in few-mode models without losing mode specificity. Within our description, the dynamics that determine chemical reaction rates can be summarized by a small number of parameters directly related to spectroscopic and thermodynamic data. Mode specificity allows protein dynamics to contribute directly to the control and specificity of biochemical reaction rates. In the past 15 years, a number of experiments on biomolecules-particularly the temperature dependence of photosynthetic electron transfer reactions-have been successfully interpreted in terms of simple dynamical models, and to some extent predictions from these models have been verified by independent experiments (1). A key feature of these models is in fact the assumption that reaction dynamics are dominated by a small number of vibrational modes in the protein and only weakly coupled to the continuous smear of remaining modes in the protein and solvent. In view of these results, the hypothesis of mode-specific chemistry in proteins seems especially attractive. There are, however, two very serious objections to this idea: (i) Numerical simulations (2) and inelastic neutron scattering experiments (3) both indicate that the modes of a protein as a whole form a dense continuous spectrum; (ii) biochemical reactions are often accompanied by large entropy changes that cannot be accounted for by changes in the dynamics of just a few modes (4).
Proteins are complicated systems with thousands of interacting degrees of freedom; still more degrees of freedom describe the solvent that surrounds the protein. Are the dynamics of a biochemical reaction in the interior of such a molecule shared more or less equally among these many degrees of freedom, or is the reactive event dominated by a few well-defined modes of motion? If only a few modes are important, it is likely that we can construct a relatively simple dynamical theory of reaction rates in proteins. More importantly, if reaction rates are determined by the properties of particular modes of motion in the protein, then substantial control over reaction rates may be achieved through relatively small changes in these dynamical properties.
In the past 15 years, a number of experiments on biomolecules-particularly the temperature dependence of photosynthetic electron transfer reactions-have been successfully interpreted in terms of simple dynamical models, and to some extent predictions from these models have been verified by independent experiments (1) . A key feature of these models is in fact the assumption that reaction dynamics are dominated by a small number of vibrational modes in the protein and only weakly coupled to the continuous smear of remaining modes in the protein and solvent. In view of these results, the hypothesis of mode-specific chemistry in proteins seems especially attractive. There are, however, two very serious objections to this idea: (i) Numerical simulations (2) and inelastic neutron scattering experiments (3) both indicate that the modes of a protein as a whole form a dense continuous spectrum; (ii) biochemical reactions are often accompanied by large entropy changes that cannot be accounted for by changes in the dynamics of just a few modes (4) .
In this paper, we show that the relative importance of specific modes and the dense continuum can be directly measured both in kinetic experiments and in spectroscopies directed at the protein active site, and that large entropic effects can be rigorously incorporated in simple models without sacrificing the idea that a few specific modes dominate the reactive dynamics. We also consider the ways in which the hypothesis of mode specificity could be tested in molecular dynamics simulations. Looking for the Continuum Much of the interest in dynamical models for reaction rates in proteins was sparked by the observation of DeVault and Chance (5) that one of the electron transfer reactions in the photosynthetic bacterium Chromatium vinosum exhibits classical Arrhenius behavior around room temperature but the transfer rate becomes temperature independent below 200 K. Similar behavior has been observed in the semibiological electron transfer reactions of Zn-substituted hemoglobin (6) , and also in the binding of small ligands to heme proteins (7) , where the crossover is at much lower temperatures; none of the primary electron transfer reactions in bacterial photosynthesis display Arrhenius behavior even near 300 K (8) (9) (10) . The explanation (11) of temperature-independent reaction rates is based on the idea that motion from reactants to products occurs along a specific vibrational mode of the molecule with frequency fQ. For temperatures T << Afl/kB, this mode is frozen in its quantum mechanical ground state and the reaction occurs only by tunneling out of this state, so that there is no temperature dependence; the rate becomes thermally activated only once the temperature is high enough to populate the first excited vibrational level. To account for the DeVault-Chance data, one requires U1 -200 cm-1, for example, which is a reasonable value for iron-histidine vibrational frequencies in the cytochrome c molecule, which acts as donor in this reaction.
It is clear that if a reaction is coupled uniformly to a dense continuum of modes then an abrupt crossover to temperature independence at low T will not be observed. Quantitatively, if we have a specific mode then the rate varies as k(T) = k(O) + B exp{-IAB/keT at low temperatures, so the corrections to T independence are exponentially small. We shall see that with a continuum k(T) = k(O) + C(kBT/thf)', so that the approach to T independence is only gradual. What is important is that C measures the strength of coupling to the continuum and n measures the effective density of continuum modes at low frequencies. By searching for this powerlaw behavior, one can thus quantify the extent to which a given reaction is affected by the continuum (12, 13) .
To make these considerations precise, we study the model schematized in Fig. 1 [1] where Q0 is the equilibrium position of the specific mode which will be different in the reactant and product states and gj measures the amount by which continuum mode i "wants" to move in response to displacements ofthe specific mode; gi can also be viewed as determining the force the continuum modes apply to the specific mode. It is clear that Eq. 1 is not the most general possible description of interaction with the continuum; in particular, it must be extended if we are to account for entropic effects, as discussed below. In the limit that interactions between the specific mode and any single mode of the continuum are small, however, Eq. 1 gives a correct description of the dynamics even when the total mode-continuum interaction is strong (14) .
If we were to apply a time-dependent force F(t) to the molecular coordinate Q we would find that Q(t) obeys a classical equation of motion dt2 + dtj d2 e dQ(t') [2] where y(w) = (ir/2)Y (gjWi)25(W -wi), which is a smooth function of w in the limit that the modes co form a dense continuum. Eq. 2 is just the equation of motion for a damped harmonic oscillator with frequency-dependent damping y(co). The familiar example on which we will concentrate is the "Ohmic" limit of y(w) ' small matrix element V, which, for example, measures the frequency at which an electron can hop between donor and acceptor sites in an electron transfer reaction. This model is the simplest member of a whole family of models whose dynamics have been studied by a variety of techniques (15) (16) (17) . Here we phrase our arguments in semiclassical terms, and although this is only an approximation to the exact reaction rates predicted by the model, it is sufficient to capture the important effects of coupling to the continuum. An important caveat is that some reactions may be dominated by coupling to high frequency localized vibrational modes, such as the carbonyl stretching modes of quinones in the photosynthetic reaction center (9) . In these cases, a semiclassical approach is not sufficient, and the temperature dependence of the rate constant may present anomalies distinct from the behavior discussed here. These issues will be discussed elsewhere.
In a semiclassical picture, the transition between reactant and product states can occur only at those instants in time when the potential energies of the two states are equal: In terms of Fig. 1 , only when the vibrational coordinate Q is at the point Qt. where the energy surfaces cross. But for the energy function in Eq. 1, the probability distribution of Q is predicted-both in classical mechanics and in quantum mechanics-to be Gaussian. Thus, we expect that the rate of the reaction is proportional to the probability that Q = Qt, or
where QOr is the equilibrium position of coordinate Q in the reactants state, stuff is temperature independent, and ( (8Q)2) is the temperature-dependent variance in the coordinate Q. These mean-square fluctuations are determined from statistical mechanics (18) At low temperatures we find, after some calculation,
where we are neglecting terms with higher powers of T and y. Here the leading term is proportional to (kBT/tfl)2 because we are using an Ohmic form for y(w); more generally, we find (kBT/ifl)'+2 if y(W) is proportional to Con at low frequencies.
To obtain the temperature dependence of the rate at low temperatures, we simply combine Eqs. 3 and 5 and identify the activation energy as above:
The magnitude of the power-law correction to T independence can be estimated for the DeVault-Chance reaction, where (1) (21), measurements of the temperature dependence of the Debye-Waller factors do not suffer from this problem, since the T = 0 spectrum serves as the standard for interpreting the spectra at T + 0. This approach has been used to detect large changes in mean-square displacements with temperature and ligation of hemerythrin (21) , and it may also be possible to detect the smaller effects discussed here, or at least to place significant bounds on the strength of coupling to the continuum.
Let us suppose that the specific mode Q is not quite a simple harmonic oscillator, as in Eq. 1, but rather has some mild anharmonicities. Then as the temperature is increased the mean value of the coordinate will change-thermal expansion or contraction-and the fluctuation in Q will occur not at the "bare" frequency fi but at some effective T-dependent frequency feff(T). This latter effect is observable as Tdependent shifts in infrared or Raman spectral lines. For any weakly anharmonic potential, it can be shown that fleff(T) = fl[1 -(q2/4V0)((8Q)2) + . . .1, [7] where V0 measures the energy scale on which the potential becomes significantly anharmonic (the dissociation energy of a Morse potential, for example), and ... denotes terms of higher order in the strength of the anharmonicity and/or in powers of y/fl. As before, if the mode Q were undamped this would result in exponentially small T dependence of fleff(T) at low T, but coupling to the continuum produces power-law corrections determined by ((8Q)2).
For the iron-histidine stretching mode of myoglobin (/if = 220 cm-1 at 300 K), J. Friedman (personal communication) has found that the effective frequency shifts by =-5% between 2 and 300 K. This determines V0 1000 cm-1, so that power-law corrections are -(y/fl)(T/100 K)2 cm-1.
Careful Raman-difference measurements can reveal frequency shifts much smaller than 1 cm-' (22) To emphasize the second, more positive, point, consider making a microscopic model that expresses these ideas. As an example, one could couple the specific mode Q to a collection of rigid rotors-perhaps modeling the tumbling of solvent molecules-so that as the protein breathes, changing Q, the barrier to rotation changes. This corresponds to our usual notion of changes in the degree of solvent ordering in response to structural changes of the protein, and if the rotational relaxation time of the relevant solvent molecules is faster than the frequency of motion along Q then our "generalized Born-Oppenheimer" approximation will give a correct description of the dynamics. We emphasize that such models are necessarily more complex than Eq. 1, but unless one actually wants to explain the origin of the entropic effects it is not necessary to keep track of all this complexity.
The fact that the dynamics of a slow specific coordinate can be rigorously described as motion on a free energy surface obtained by averaging over rapidly relaxing degrees of freedom in the protein and solvent means that a model for reaction dynamics with even one slow specific mode can nonetheless include all of the entropic effects associated with faster motions. As a result, the energy gap of Fig. 1 can be taken as a free energy gap, the spectroscopically observable vibrational frequencies and structural changes of the coordinate Q are related to changes in free energy, and so on.
We thus conclude that there is no conceptual barrier to describing complex reactive events in proteins in terms of a few critical degrees of freedom, as is in fact suggested by the experiments discussed above.
Conclusions
The basic ideas of this paper are summarized schematically in Fig. 2 It would clearly be very attractive if we could test the schematic Fig. 2 by direct molecular dynamics simulation. In principle this is straightforward: We study the dynamics along some important reaction coordinate and examine carefully the time dependencies to see whether specific low frequency modes emerge. There are certainly examples in the literature where the spectral properties of different generalized coordinates have been measured in molecular dynamics simulations, and there is at least one case in which the presence of a resolved specific mode is sensitive to the functional state of the molecule (26) . It is more difficult, of course, to choose a coordinate that is clearly the reaction coordinate for some interesting chemical event. In the case of electron transfer, one can meaningfully look at the energy difference between oxidized and reduced species, and measurements of the spectral characteristics of this quantity in molecular dynamics simulations of cytochrome c gave results remarkably similar to our Fig. 2 (27) . All of these studies sample only configurations that are easily accessible through thermal fluctuations on the picosecond time scale, so we do not know whether these apparently resolvable modes retain their identity as the molecule evolves from reactant to product. To conclusively test the hypothesis of mode specificity in molecular dynamics simulations would require a new technique that combines the advantages of conventional molecular dynamics (temporal/spectral information) with those of umbrella sampling (access to unlikely configurations).
Finally, we consider the relationship of mode specificity to the control of biochemical reaction rates. We emphasize that mode specificity does not necessarily imply some exotic dynamical effects on the rate constant; in particular, it may still be possible to think about reaction rates in a semiclassical transition state picture even with such specificity. There are, however, two important consequences of mode specificity in protein-mediated reactions. First, the importance of a few specific modes makes it possible to construct relatively simple dynamical models for the reactive event within which different approximate concepts (such as the transition state) can be more rigorously tested, as we have considered in some detail for the case of electron transfer (W.B., R. F. Goldstein, and J.N.O., unpublished work). Second, even in the absence of a detailed dynamical theory of the rate constant, mode specificity implies a correspondence between spectroscopically observable dynamics of the protein as a whole and the dynamics along some "reaction coordinate" for a biochemical event of interest. This possibility of thinking intuitively about the effects of the protein on a reaction in terms ofjust a few spectrally identified degrees of freedom is to us the most appealing consequence of mode specificity. Appendix We are interested in studying the dynamics of a single coordinate Q interacting with a large number of other coordinates {Ya}, which we shall assume relax rapidly compared to any motion of Q. Al of the dynamics of Q at nonzero temperature can be reconstructed (28) A7 where we neglect Q-independent terms. We now note that all equilibrium correlation functions of the {Y()} must be stationary, so that they are functions only of time differences. This allows a factor of to be removed from each of the terms in Eq. A7, and we are left with F(Q) = V1[Q] + V2[Q] + . . ., as promised.
