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Abstract
Let X be a multidimensional diffusion with jumps. We provide sets of conditions under which:
X fulfils the ergodic theorem for any initial distribution; and X is exponentially β-mixing. Utilizing
the Foster–Lyapunov drift criteria developed by Meyn and Tweedie, we extend several existing results
concerning diffusions. We also obtain the boundedness of moments of g(X t ) for a suitable unbounded
function g. Our results can cover a wide variety of diffusions with jumps by selecting suitable test functions,
and serve as fundamental tools for statistical analyses concerning the processes.
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1. Introduction
For a Markov process X with transition semigroup (Pt )t∈R+ and L(X0) = η, the β-mixing
coefficient βX (t) of X is given by
βX (t) = sup
s∈R+
∫
‖Pt (x, ·)− ηPs+t (·)‖ηPs(dx), (1)
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where ηPt = L(X t ) and ‖λ‖ stands for the total variation norm of a signed measure λ. The
process X is called β-mixing if βX (t) = o(1) for t → ∞ and exponentially β-mixing if there
exists a constant γ > 0 such that βX (t) = O(e−γ t ) for t →∞. The expression (1) results from
the Markov nature, cf. Davydov [5, Proposition 1]. It is well known that αX ≤ βX , so that the
β-mixing property implies the α-mixing property, where
αX (t) = sup
s∈R+
sup |P(A ∩ B)− P(A)P(B)|,
the second supremum taken over every σ(Xs)-measurable A and σ(Xs+t )-measurable B, is the
α-mixing coefficient of X , which is in turn equivalent to
α˜X (t) := sup
s∈R+
sup ‖E[ f |Xs] − E[ f ]‖L1(P),
where the second supremum is taken over every σ(Xs+t )-measurable f such that ‖ f ‖∞ ≤ 1, in
the sense that αX ≤ α˜X ≤ 6αX . For the exponential mixing property of general multidimensional
diffusions, the reader may consult, e.g., Kusuoka and Yoshida [13, Theorem 3] for α-mixing, and
Meyn and Tweedie [21], Stramer and Tweedie [29], and Veretennikov [32] for β-mixing; [21]
also treated storage processes with general release rule and compound-Poisson input. Roberts
and Tweedie [23] and Stramer and Tweedie [30] studied the exponential ergodicity (cf. (27)
below) of one-dimensional symmetric stationary diffusions with some classes of given marginal
distributions. Also, Masuda [15, Theorem 4.3] obtained the exponential β-mixing property for
multidimensional stationary Ornstein–Uhlenbeck processes driven by a general Le´vy process.
However, the mixing property for general diffusions with jumps does not seem to have been
investigated as yet.
Let (Ω ,F, (Ft )t∈R+ , P) be a complete filtered probability space endowed with an
r1-dimensional standard Wiener process w and a Poisson random measure {µ(I, B) : I ⊂
R+, B ⊂ Rr2 \ {0}} with intensity measure ν(dz)dt , where ν is a Le´vy measure, namely, a
measure on Rr2 \{0} such that ∫ (|z|2∧1)ν(dz) <∞. We write µ˜(dt, dz) = µ(dt, dz)−ν(dz)dt .
Let Z be a pure-jump Le´vy process given by
Z t =
∫ t
0
∫
|z|≤1
zµ˜(ds, dz)+
∫ t
0
∫
|z|>1
zµ(ds, dz). (2)
We shall always deal with a ca`dla`g version of X . Then consider a d-dimensional solution process
X of the Markovian stochastic differential equation
dX t = b(X t )dt + σ(X t )dwt + ζ(X t−, dZ t ), (3)
equivalently,
dX t = b(X t )dt + σ(X t )dwt +
∫
|z|≤1
ζ(X t−, z)µ˜(dt, dz)+
∫ t
0
∫
|z|>1
ζ(X t−, z)µ(dt, dz),
where b : Rd → Rd , σ : Rd → Rd⊗r1 , and ζ : Rd × Rr2 → Rd , and the initial variable X0 is
F0-measurable and independent of (w,µ). Among other publications, we refer the reader to the
recent monograph Applebaum [1] for fundamental facts of the process. A typical special case of
(3) is
dX t = F(X t−)dZ ′t
for some F : Rr → Rd⊗r and r -dimensional Le´vy process Z ′. Our principal aim here is to
provide sets of easily verifiable sufficient conditions under which:
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(i) X fulfils the ergodic theorem for any initial distribution (Theorem 2.1);
(ii) X is exponentially β-mixing (Theorem 2.2).
For the mixing properties, we shall apply the general stability theory of continuous-time
Markov processes developed in [21], which formulated the so-called Foster–Lyapunov drift
criteria; for this, Proposition 3.1 below plays a substantial role. We shall introduce two function
spaces for the drift criteria (see (4) and (5) below), with which a wide variety of X can be taken
into consideration; for example, we can deal with heavy-tailed ν such as the operator-stable type
with any exponent matrix, cf. Lemmas 2.4 and 2.5 below.
Though derivation of the mixing property is interesting in its own right, this work was
motivated by statistical analysis for mixing processes. Indeed, from our results we can directly
derive the ergodic theorem, which often plays an essential role for parameter estimation
concerning X based on large-time asymptotics; see, e.g., Shimizu [26], Shimizu and Yoshida
[27], and Yoshida [34], and see also the simulation study of Masuda [18]. Our Theorem 2.2 also
provides boundedness of moments required in these papers, see (9) and (10) below. Moreover,
speed of mixing is important to the validity of formal Edgeworth expansions for functionals of
a mixing process. General methodologies of the validity have been developed in Kusuoka and
Yoshida [13] and Yoshida [33]; see also Sakamoto and Yoshida [24] and Uchida and Yoshida [31]
as well as their references for applications to higher order statistical inference in this direction.
Previously, Masuda and Yoshida [17] applied the result [15, Theorem 4.3] to obtain an asymptotic
expansion for an additive functional of a positive stationary Ornstein–Uhlenbeck process. Since
diffusions with jumps have been recognized as an important ingredient for modelling time-
varying random phenomena and indeed their applications are wide-ranging, the results obtained
in this paper serve as fundamental tools for applications.
Our regularity conditions and results are described in Section 2, and all the proofs are given
in Section 3. Our Assumption 2 below is given for simplicity in preference to generality, and
sometimes it is possible to weaken the conditions. As regards this we give some remarks in
Section 4.
2. Assumptions and statement of results
Let X be given by (2) and (3), and denote by Pη the law of X associated with the initial
condition L(X0) = η; in particular, Px = Pδx for x ∈ Rd . We write |B| = {trace(B>B)}1/2 for
any matrix B, and F . G if F ≤ CG for some positive universal constant C .
2.1. Assumptions
Assumption 1. For every x1, x2 ∈ Rd and z1, z2 ∈ Rr2 , we have:
|b(x1)− b(x2)| + |σ(x1)− σ(x2)| . |x1 − x2|,
ζ(x1, 0) = 0,
|ζ(x1, z1)− ζ(x2, z1)| . |z1||x1 − x2|,
|ζ(x1, z1)− ζ(x1, z2)| . (1+ |x1|)|z1 − z2|.
Then (3) admits a unique non-explosive ca`dla`g adapted solution possessing the strong Markov
property (cf. [1, Theorems 6.2.9 and 6.4.6]), and |ζ(x, z)| . (1 + |x |)|z| for every x ∈ Rd and
z ∈ Rr2 .
Recall that a function F on Rd such that FF> ∈ Rd⊗d is called uniformly elliptic if
|u|2 . u>FF>(x)u for every u, x ∈ Rd .
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Assumption 2. Either (a) or (b) below holds true.
(a) For u ∈ (0, 1), define
bu(x) = b(x)−
∫
u<|z|≤1
ζ(x, z)ν(dz),
and consider the diffusion process Y u given by
Y ut = y0 +
∫ t
0
bu(Y us )ds +
∫ t
0
σ(Y us )dws .
Then, for every u ∈ (0, 1) small enough, there exists a constant ∆ > 0 for which Y u∆ admits
a density p∆(x, y) with respect to the Lebesgue measure on Rd for every Y u0 = x ∈ Rd ,
and (x, y) 7→ p∆(x, y) is positive (x, y)-a.e., bounded in y ∈ Rd and in x ∈ K for every
compact K ⊂ Rd .
(b) There exists a constant ∆ > 0 such that X∆ admits a density p∆(x, y) with respect to the
Lebesgue measure on Rd for every x ∈ Rd , and (x, y) 7→ p∆(x, y) is bounded in y ∈ Rd
and in x ∈ K for every compact K ⊂ Rd . Moreover, for every x ∈ Rd and every open ball
U ⊂ Rd there exists a point z = z(x,U ) ∈ supp(ν) such that ζ(x, z) ∈ U .
In case (a) we impose nothing about ν, whereas we need a nondegenerate jump part in case
(b), where instead σ may be degenerate or even null. The existence of a smooth transition
density of Markov processes with jumps has been investigated by many researchers by means
of stochastic calculus of variations, and nowadays a lot of results are available: among others, we
refer to Bichteler et al. [3], Ishikawa and Kunita [8], and Picard [22]. We refer to, e.g., Gobet [6,
Proposition 1.2] for easy verification of the conditions on p∆(x, y) in case (a). It is possible to
weaken Assumption 2 in some cases, see Section 4.2.
We introduce two function spaces for the drift criteria. Define
Q =
{
f : Rd → R+
∣∣∣∣ f is C2 and there exists a locally bounded measurable
function f¯ such that
∫
|z|>1
f (x + ζ(x, z))ν(dz) ≤ f¯ (x) for every x ∈ Rd .
}
, (4)
and then the linear operator A acting on Q by
A f = G f + J f,
where
G f (x) = ∇ f (x)b(x)+ 1
2
trace{∇2 f (x)σ (x)σ (x)>},
J f (x) =
∫
( f (x + ζ(x, z))− f (x)−∇ f (x)ζ(x, z)1{|z|≤1}(z))ν(dz).
Also we define
Q∗ = Q ∩
{
f : Rd → R+
∣∣∣ f (x)→∞ as |x | → ∞.} . (5)
Although A is formally the infinitesimal generator of X , note that, given a ν and an f 6∈ Q, the
mapping x 7→ A f (x) is not always well defined. In order to look at a variety of unbounded f ,
we shall make use of a stopping argument in the proof: then Q, hence Q∗ too, will indeed serve
as a class of test functions, see Lemma 3.7 below.
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We impose the following for the ergodicity.
Assumption 3. There exist f ∈ Q, positive constants c1 and c2, a measurable function f0 ≥ 1
on Rd , and a compact set G ⊂ Rd such that
A f ≤ −c1 f0 + c21G . (6)
For the exponential β-mixing property, we need the following drift condition stronger than
Assumption 3.
Assumption 3∗. There exist f ∗ ∈ Q∗ and positive constants c∗1 and c∗2 such that
A f ∗ ≤ −c∗1 f ∗ + c∗2 . (7)
Assumptions 3 and 3∗ come from the Foster–Lyapunov drift criteria (S) and (CD3) of [21,
p. 533 and p. 536], respectively, where “the sequences (Am)m∈N and (Om)m∈N” appear. This
difference is not important as regards our framework, since x 7→ A f (x) is locally bounded for
any f ∈ Q, see Section 3.1.2.
2.2. Main results
Theorem 2.1 (Ergodic Theorem for any Initial Distribution). Under Assumptions 1–3, X admits
a unique invariant distribution pi satisfying pi( f0) ≤ c2/c1, and is β-mixing for η = pi . Moreover,
for every measurable function g : Rd → Rd ′ satisfying pi(|g|) <∞ and for every η, we have as
T →∞
1
T
∫ T
0
g(Xs)ds
Pη-a.s.−−−−→ pi(g). (8)
As is mentioned, this may be essential for statistical inference concerning X .
Theorem 2.2 (Boundedness of Moments and Exponential β-mixing Property). Suppose that
Assumptions 1 and 3∗ hold true and that η( f ∗) <∞. Then:
(i) it holds that
sup
t∈R+
Eη[ f ∗(X t )] ≤ η( f ∗)+ c
∗
2
c∗1
, (9)
and in particular,
sup
t∈R+
Eη[|X t |q ] ≤ η( f ∗)+ c
∗
2
c∗1
(10)
if additionally
∫
|z|>1 |z|qν(dz) < ∞ and f ∗ ∈ QK ,q for some q > 0 and K > 0 (see
Section 3.2.2 for the definition of QK ,q );
(ii) if Assumption 2 is additionally fulfilled, X admits a unique invariant distribution pi satisfying
pi( f ∗) ≤ c∗2/c∗1 , and is exponentially β-mixing.
Note that Theorem 2.2(i) does not require Assumption 2. The proofs of Theorems 2.1 and 2.2
are given in Section 3.1, where we obtain the convergence ‖Pt (x, ·)− pi(·)‖ → 0 as t →∞ for
every x ∈ Rd (ergodicity; see Proposition 3.8).
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2.3. On verification of Assumptions 3 and 3∗
It is clear that the spaceQ simultaneously puts limitations on ζ and the tail behavior of ν. Here
we present some convenient conditions under which Assumptions 3 and 3∗ are fulfilled. Since
the formal generator A is of integrodifferential type, the ν-integral parts J being seemingly
less tractable than the diffusion part G, we shall provide conditions in terms of the drift b only,
focusing on some simple test functions. This procedure restricts the structures of σ and ζ , but
yields practical recipes for verifying the assumptions.
We begin with a very simple condition for f to belong to Q.
Lemma 2.3. Suppose Assumption 1, and let f : Rd → R+ be a C2-function. Suppose that there
exist functions g : Rd → R+ and ξν : Rd → R+ such that the following hold true:
(i) there exists a set {x ∈ Rd : |x | ≥ K } for some constant K > 0, on which f ≤ g where g is
subadditive or submultiplicative;
(ii) ξν is locally bounded and
∫
|z|>1 g(ζ(x, z))ν(dz) ≤ ξν(x) for every x ∈ Rd .
Then f ∈ Q. In particular, any C2-function f : Rd → R+ such that f (x) . |x |q for some
q > 0 outside some neighborhood of the origin belongs to Q as soon as ∫|z|>1 |z|qν(dz) <∞.
For example, if
∫
|z|>1 e
a|z|ν(dz) <∞ and supx∈Rd |ζ(x, z)| ≤ a′|z| for some a, a′ > 0, then we
can take f fulfilling f (x) . 1+ eδ|x | with δ ∈ (0, a/a′). The most typical and handy candidate
is probably f (x) = |x |q for some q > 0; a slightly more general choice is f (x) = (x>Bx)κ
for some nonnegative-definite matrix B and positive constant κ (the use of such a test function
goes back to at least Has’minskıˇ [7] in a diffusion context). In view of Lemma 2.3, possible
choices of q depend on the tail behavior of ν. In particular, we can take f (x) = |x |2 globally if∫
|z|>1 |z|2ν(dz) <∞, and in this case we can estimate A f as
A f (x) ≤ 2x>b(x)+ |σ(x)|2 +
∫
|ζ(x, z)|2ν(dz),
from which we see that good behavior of the drift b may lead to Assumptions 3 and 3∗.
Though f (x) = |x |q is not of class C2 at the origin for q ∈ (0, 2), under the assumptions of
Lemma 2.3 we may freely modify this f around the origin, so that many kinds of heavy-tailed ν
can be treated in a unified way.
Lemma 2.4. Let Assumption 1 hold true. Suppose that
∫
|z|>1 |z|qν(dz) <∞ for some q ∈ (0, 2),
and that
sup
x∈Rd
|ζ(x, z)| . |z| (11)
for every z ∈ Rr2 . Then we haveA f (x) ≤ G f (x)+ o(1) for |x | → ∞. Suppose in addition that
|σ(x)| = o(|x |1−q/2) for |x | → ∞. Then:
(i) Assumption 3 is fulfilled if there exists a constant c2 > 0 such that
|x |q−2x>b(x) ≤ −c2
for every |x | large enough;
(ii) Assumption 3∗ is fulfilled if there exists a constant c1 > 0 such that
x>b(x) ≤ −c1|x |2
for every |x | large enough.
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Likewise, we can even treat “very heavy-tailed” cases.
Lemma 2.5. Let Assumption 1 hold true, and suppose that
∫
|z|>1 |z|qν(dz) = ∞ for every
q > 0, but
∫
|z|>1(log |z|)ν(dz) < ∞. Suppose that (11) holds true for every z ∈ Rr2 . Then
we have A f (x) ≤ G f (x) + o(1) for |x | → ∞. If |σ(x)| = o(|x |) for |x | → ∞ in addition,
then:
(i) Assumption 3 is fulfilled if there exists a constant c2 > 0 such that
|x |−1(1+ |x |)−1x>b(x) ≤ −c2
for every |x | large enough;
(ii) Assumption 3∗ is fulfilled if there exists a constant c1 > 0 such that
|x |−1(1+ |x |)−1x>b(x) ≤ −c1 log(1+ |x |)
for every |x | large enough.
The proofs of Lemmas 2.3–2.5 are given in Section 3.2.
2.4. A special case: Le´vy-driven Ornstein–Uhlenbeck processes
Utilizing our results we can refine [15, Theorem 4.3]. Let Q ∈ Rd⊗d whose eigenvalues have
positive real parts, and let Z be a nontrivial d-dimensional Le´vy process with generating triplet
(b, A, ν). Then let X be a d-dimensional Ornstein–Uhlenbeck process given by
dX t = −QX tdt + dZ t (12)
with L(X0) = η, namely, the case of b(x) = b − Qx , σ(x) =
√
A, and ζ(x, z) = z. We
beforehand know that a unique invariant distribution pi exists if and only if
∫
|z|>1 log |z|ν(dz) <
∞, and moreover we have Pt (x, A) → pi(A) as t → ∞ for every A ∈ Bd : see the references
cited in [15, Section 2] for details.
Theorem 2.6. Let X be the Ornstein–Uhlenbeck process given by (12). Then:
(i) if
∫
|z|>1 log |z|ν(dz) <∞, then X fulfils the ergodic theorem (8) for any η and X is β-mixing
for η = pi ;
(ii) if
∫
|z|>1 |z|qν(dz) < ∞ and
∫ |x |qη(dx) < ∞ for some q > 0, then X is exponentially
β-mixing and
∫ |x |qpi(dx) <∞.
See Section 3.3 for the proof of Theorem 2.6. We should mention that Jongbloed et al. [10]
already proved the β-mixing property under stationarity.
3. Proofs
3.1. Proofs of Theorems 2.1 and 2.2
3.1.1. Preliminary
Denote by Pt the transition kernel of X at time t . Two direct but important consequences of
Assumption 1 are in order:
(i) X is a (Borel) right process since Pt maps Borel functions to Borel functions for each
t ∈ R+; see Sharpe [25, p. 38]. This fact should be noted prior to applying the theory of
[21] formulated for right processes.
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(ii) Denoting by X (x) a solution process to (3) associated with η = δx , the random function
x 7→ X t (x) admits a continuous modification for each t ∈ R+; see [1, Theorem 6.6.3].
Moreover X is weak-Feller, that is, Pt f ∈ CB(Rd) for every t ∈ R+ and f ∈ CB(Rd), where
CB(Rd) stands for the set of all bounded continuous functions on Rd . Indeed, we know that
X t (xn)→ X t (x) a.s. as n →∞ for every t > 0 and any nonrandom sequence (xn) tending
to x , hence the continuous mapping theorem says that f (X t (xn))→ f (X t (x)) a.s. for every
f ∈ CB(Rd). Lebesgue’s theorem then yields E[| f (X t (xn)) − f (X t (x))|] → 0, so that
|Pt f (xn)− Pt f (x)| → 0.
The proofs of Theorems 2.1 and 2.2 will be carried out through the following steps: first, we
formulate a sequence of extended generators in the sense of [21, pp. 520–522]; secondly, we
derive ergodicity and exponential ergodicity (see Section 3.1.3 for the definitions); and finally,
we show that the exponential β-mixing property holds true for every η such that η( f ∗) < ∞.
In the second step we shall apply Theorems 5.1 and 6.1 of [21], which in part require that “all
compact sets are petite for some∆-skeleton chain”, where the∆-skeleton chain of X , say X (∆),
is defined by X (∆)n = Xn∆ (∆ > 0, a constant) for each n ∈ {0} ∪ N.
In the rest of this section we shall prove the following.
Proposition 3.1. Suppose Assumptions 1 and 2. Then every compact sets are petite for the ∆-
skeleton chain.
Proof. Since X (∆) is weak-Feller under Assumption 1, the ψ-irreducibility of X (∆) for some
finite measure ψ on (Rd ,Bd) whose support possesses a nonempty interior leads to the desired
claim (cf. Meyn and Tweedie [19, Theorem 3.4(ii)]). Here we recall that X (∆) is called ψ-
irreducible for some σ -finite measure ψ on the Borel space (Rd ,Bd), if for every A ∈ Bd
such that ψ(A) > 0 and for every x ∈ Rd there exists an m = m(x, A) ∈ N such that
Px [X (∆)m ∈ A] > 0; see [20, Proposition 4.2.1]. In order to show such a ψ-irreducibility of
X (∆), we shall prove the following.
Claim 1. For every x ∈ Rd , we have P∆(y, O) > 0 for every open neighborhood O ∈ Bd of x
and every y ∈ Rd .
Claim 2. lim infy→x P∆(y, A) ≥ P∆(x, A) for every A ∈ Bd and x ∈ Rd .
Note that Claim 1 means that X (∆) is open-set (Lebesgue-)irreducible, so that supp(P∆(x0, ·))
possesses a nonempty interior and that P∆(x0,Rd) > 0 for every x0 ∈ Rd . This together with
Claim 2 then means that, under Assumptions 1 and 2, X (∆) is a T -chain with a corresponding
continuous component being P∆ itself (that is, the sampling distribution is the Dirac mass at
∆ > 0); see Meyn and Tweedie [20, Section 6] for the three italic terminologies. With these
observations, it follows from Meyn and Tweedie [20, Proposition 6.2.1] that “X (∆) is P∆(x0, ·)-
irreducible for every x0 ∈ Rd”. Thus the proof is complete if Claims 1 and 2 are proved. The
proof of Claim 1 is a little bit long, and for this we shall establish several lemmas. We temporarily
admit Claim 1, and prove it shortly after.
Let us prove Claim 2. By virtue of Cline and Pu [4, Lemma 3.1], it suffices to show that:
(i) for every  > 0 and compact K1, K2 ∈ Bd , there exists a constant δ > 0 for which
supy∈K1 P∆(y, A) <  as soon as A ⊂ K2 and `(A) < δ; and (ii) P∆(·, O) is lower
semicontinuous for every relatively compact open O ∈ Bd . But (ii) is nothing but the weak-Feller
property (e.g., [20, Proposition 6.1.1]), which holds true under Assumption 1. So it remains to
show (i). Take any  > 0 and compact K1, K2 ∈ Bd . Under Assumption 2 there exists a constant
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C = C(K1) ∈ (0,∞) such that supx∈K1,y∈Rd p∆(x, y) ≤ C . Then take any δ ∈ (0, /C). For
any relatively compact A ⊂ K2 such that `(A) < δ, we have
sup
y∈K1
P∆(y, A) = sup
y∈K1
∫
A
p∆(y, x)dx ≤ C`(A) < ,
completing the proof of Claim 2. 
Remark 3.2. Prof. Kulik [11] gave me to understand that Claim 2 actually can be strengthened
as “X (∆) is strong-Feller, namely limy→x P∆(y, A) = P∆(x, A) for every A ∈ Bd”. We may
replace the existence of bounded density in Assumption 2 (and Assumption φ in Section 4.2.2)
with the strong-Feller property of some ∆-skeleton chain since any strong-Feller chain is a T -
chain, while the strong-Feller property is generally difficult to verify; however, one may apply
Kwon and Lee [14, Theorem 2.1].
Now we are in position to prove Claim 1. Denote by ` the Lebesgue measure on Rd .
Roughly speaking, we proceed as follows: in case of Assumption 2(a), we reduce the situation
to a uniformly elliptic diffusion case and do not utilize jumps; on the other hand, in case of
Assumption 2(b) we utilize a single jump by considering a deterministic skeleton of X (see (17)
below).
For any A ∈ Bd satisfying `(A) > 0 we can find a ∈ A and  > 0 for which B(a; ) :=
{x ∈ Rd : |a − x | < } ⊂ A. It suffices to prove
Px [X∆ ∈ B(a; )] > 0. (13)
In what follows we fix arbitrary a ∈ Rd ,  > 0, and x ∈ Rd .
Proof of Claim 1 in case of Assumption 2(a). Let Assumptions 1 and 2(a) hold true.
First let us consider the case of ν(Rr2) <∞. Then we can rewrite (3) as
X t = x +
∫ t
0
{
b(Xs)−
∫
|z|≤1
ζ(Xs, z)ν(dz)
}
ds
+
∫ t
0
σ(Xs)dws +
∫ t
0
∫
ζ(Xs−, z)µ(ds, dz). (14)
The Px -probability of the event where the last term of (14) is null over [0,∆] is positive for (any)
∆ > 0, and on the event, X agrees with the diffusion solving
Yt = x +
∫ t
0
{
b(Ys)−
∫
|z|≤1
ζ(Ys, z)ν(dz)
}
ds +
∫ t
0
σ(Ys)dws (15)
up to time ∆. Thus (13) follows on account of Assumptions 1 and 2.
The expression (14) is valid even when
∫
|z|≤1 |z|ν(dz) <∞, but we shall deal with every cases
where ν(Rr2) = ∞ in a unified way. What is important is then how to handle the fluctuations
caused by infinitely many small jumps. We shall utilize the Borel–Cantelli argument in order to
bound such fluctuations suitably.
Before proceeding, we need some notation. Given constants u and v such that 0 ≤ u < 1 ≤ v,
we introduce the modified Z (recall (2)) given by
Zu,vt =
∫ t
0
∫
u<|z|≤1
zµ˜(ds, dz)+
∫ t
0
∫
1<|z|≤v
zµ(ds, dz),
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regarding the second term at the right-hand side as 0 when v = 1. Then we denote by Xu,v a
solution of
Xu,vt = x +
∫ t
0
b(Xu,vs )ds +
∫ t
0
σ(Xu,vs )dws +
∫ t
0
ζ(Xu,vs− , dZu,vs ). (16)
Moreover we define
Ωt;c =
{
ω ∈ Ω : µ ((0, t], {z ∈ Rr2 : |z| > c}) = 0}
for t > 0 and c > 0. Then, without loss of generality we may consider cases of bounded jumps,
since we have P[Ωt;c] > 0 for any t > 0 and c > 0.
We need the following lemma:
Lemma 3.3. Suppose Assumption 1 and fix any v ≥ 1, t ∈ (0,∞), and δ > 0. Then there exists
a constant u0 ∈ (0, 1) such that for every u ∈ (0, u0] we have
sup
0≤s≤t
|X0,vs − Xu,vs | < δ
Px -a.s. on Ωt;v .
Proof. The proof is similar to [1, Theorem 6.5.2], and we just give a sketch. Let (un) ⊂ (0, 1)
be an arbitrary deterministic sequence (un) ⊂ (0, 1) such that un ↓ 0. It suffices to prove
that we can take (un) so that U nt := sup0≤s≤t |X0,vs − Xun ,vs | Px -a.s.−−−−→ 0 on Ωt;v , which is
in turn implied by
∑
n∈N Ex [(U nt )2] < ∞ by means of Borel–Cantelli’s lemma. On account
of Assumption 1 it easily follows from Burkholder–Davis–Gundy and Gronwall’s inequalities
that Ex [1 + sups≤t |X0,vs |2] . 1 + |x |2, and using this we similarly get Ex [(U nt )2] .∫
{|z|≤un} |z|2ν(dz). Now take un sufficiently small so that, e.g.,
∫
{|z|≤un} |z|2ν(dz) ≤ 2−n . 
Note that the proof of Lemma 3.3 may be violated without introducing v, since we do not have∫
|z|>1 |z|2ν(dz) <∞ in general.
By Lemma 3.3 we can find sufficiently small u0 ∈ (0, 1) for which “Xu,1t ∈ B(a; /2) implies
that X t ∈ B(a; ) for every u ∈ (0, u0], Px -a.s. on Ωt;1 for any t > 0”: that is to say, the lemma
allows us to ignore the fluctuations caused by the compensated-jump term
∫ t
0
∫
|z|≤u zµ˜(ds, dz)
of (3) with positive Px -probability for u small enough, the required degree of smallness of u
determined by .
After fixing a u ∈ (0, u0] as above, we further concentrate on Ωt;u(⊂ Ωt;1), so that, just like
the case where ν(Rr2) <∞, it suffices to consider the diffusion process Y u solving
Y ut = x +
∫ t
0
{
b(Y us )−
∫
u<|z|≤1
ζ(Y us , z)ν(dz)
}
ds +
∫ t
0
σ(Y us )dws
instead of X . Again by considering Y u∆, (13) follows from Assumption 2(a).
Thus we have seen that Claim 1 follows under Assumptions 1 and 2(a) without any condition
on ν.
Proof of Claim 1 in case of Assumption 2(b). Finally we prove Claim 1 under when Assump-
tions 1 and 2(b). Considering a small-time asymptotics, we shall simultaneously bound fluctua-
tions caused by the (possibly degenerate) diffusion term and the small compensated-jump term.
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First we note that, in order to show (13), it suffices to prove that there exists a constant ρ0
(possibly rather small) for which we have Px [Xρ ∈ B(a; )] for every ρ ∈ (0, ρ0]. Indeed, if
this is the case, then we can find a (sufficiently large) N = N (x, B(a; )) ∈ N for which we
have Px [X∆/N ∈ B(a; )] > 0. Then the Markov property yields Px [X2∆/N ∈ B(a; )] =∫
P∆/N (y, B(a; ))P∆/N (x, dy) > 0, and then inductively
Px [Xm∆/N ∈ B(a; )] > 0
for every m ∈ N. Hence we get in particular Px [X∆ ∈ B(a; )] > 0 as desired.
For any u ∈ (0, 1) and v > 1, we introduce the process X˜u,v defined by
X˜u,vt = x +
∫ t
0
b(X˜u,vs )ds +
∫ t
0
ζ(X˜u,vs− , dZu,vs ).
Then we have the following (recall the definition (16)):
Lemma 3.4. Suppose Assumption 1 and fix any u ∈ (0, 1), v > 1, and δ > 0. Then there exists
a positive nonrandom sequence (ρn) decreasing to 0, for which we can find N ∈ N such that for
every n ≥ N
sup
0≤s≤ρn
|X0,vs − X˜u,vs | < δ
Px -a.s. on Ωρn;v .
Proof. As in Lemma 3.3, the proof is again based on Borel–Cantelli argument. In a similar way
to the proof of Lemma 3.3 it is not difficult to get Ex [sup0≤s≤t |X0,vs − X˜u,vs |2] . eCt − 1
for some C > 0 and for any t < 1. Take, e.g., t = ρn := C−1 log(1 + 2−n), so that
Ex [{sup0≤s≤ρn |X0,vs − X˜u,vs |}2] . 2−n . 
Just like the proof in case of Assumption 2(a), on account of Lemma 3.4 we can find
sufficiently large n ∈ N for which “X˜u,vρn ∈ B(a; /2) implies that Xρn ∈ B(a; ) for every
v > 1 and u ∈ (0, 1) a.s. on Ωρn;v”: roughly speaking, with positive Px -probability we may
partly ignore the martingale part of X over sufficiently small time intervals. This enables us to
concentrate on X˜u,v over [0, ρn], the degree of smallness of the interval determined by . In the
sequel we fix a ρn as above. Note that at this stage we still have freedom to control u ∈ (0, 1)
and v > 1.
Next we introduce a modified skeleton process of X with σ ≡ 0; let us emphasize that in the
present case σ is not necessarily null, but it suffices to consider the null-σ case in view of the
previous paragraph.
Let (ti )i∈N∪{0} be a deterministic sequence such that t0 = 0 and tn ↑ ∞, and (zi )i∈N a
deterministic sequence in the support of νu , the restriction of ν to {z ∈ Rr2 : u < |z|}. Denote by
Ξ u the totality of all admissible {(ti ), (zi )}. Given a ξ ∈ Ξ u , we define the deterministic process
φu,ξ by
φ
u,ξ
t = x +
∫ t
0
bu(φu,ξs )ds +
∑
i :ti≤t
ζ(φ
u,ξ
ti− , zi ), (17)
where
bu(x) = b(x)−
∫
u<|z|≤1
ζ(x, z)ν(dz).
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(This skeleton process was considered by Simon [28] in relation to support theorems for jump
processes without diffusion part.)
Now let us remind that the goal is achieved by showing X˜u,vρn ∈ B(a; /2) for some u ∈ (0, 1)
and v > 1. Under Assumption 2(b), for every x ∈ Rd and every open ball U ⊂ Rd there
exists a point z = z(x,U ) ∈ supp(ν) such that ζ(x, z) ∈ U . Therefore we can find t1 > 0
together with (ti )i≥2 ⊂ (ρn,∞) and z1 ∈ supp(νu) \ {0}, for which the corresponding φu,ξ
fulfills φu,ξρn ∈ B(a; /4): it may be possible that this occurs without jumps, i.e. ρn < t1, but of
course we generally need a jump of suitable size according as the physical relationship between
x and B(a; /4).
Fix a (t1, z1) as stated above and take any u ∈ (0, 1) and v > 1 such that u < |z1| < v. Then
it suffices to show that |X˜u,vρn − φu,ξρn | < /4 occurs with positive Px -probability on Ωρn;v . Along
with the idea of Simon [28, Proposition 1], this can be seen as follows. Let (Ti )i∈N∪{0} denote
the sequence of jump times of X˜u,v (T0 ≡ 0). For ′ > 0 and i = 1, 2 we define
Ai,′ = {ω ∈ Ω : 0 < (ti − ti−1)− (Ti − Ti−1) < ′, |zi −∆Zu,vti | < ′}.
Then the Px -probability of the event
Λ(2)
′,n := A1,′ ∩ A2,′ ∩ Ωρn;v
is positive for every ′ > 0 by the independently scattered character of µ, where t2(>ρn) and z2
(contained in the support of ν restricted to {z ∈ Rr2 : u < |z| ≤ v}) may be arbitrary.
Lemma 3.5. Suppose Assumption 1, fix any x ∈ Rd , and let n ∈ N, u ∈ (0, 1), and v ≥ 1 be as
above. Then for every δ > 0 there exists an ′ > 0 such that
sup
0≤s≤ρn
|X˜u,vs − φu,ξs | < δ
Px -a.s. on Λ
(2)
′,n .
Proof. The claim easily follows from Assumption 1, the definition of Λ(2)
′,n , the boundedness of
(|∆Zu,vTi |)i∈N on Λ
(2)
′,n , and Gronwall’s inequality: the quantity sup0≤s≤ρn |X˜u,vs − φu,ξs | can be
bounded from above a.s. on Λ(2)
′,n by a function of 
′ decreasing to 0 as ′ ↓ 0. 
Finally, applying Lemma 3.5 with δ = /4 we obtain (13) under Assumptions 1 and 2(b). The
proof of Claim 1 in case of Assumption 2(b) is thus achieved. 
3.1.2. Specification of an extended generator
When we consider a heavy-tailed ν, the domain of the (genuine) infinitesimal generator is too
narrow to deal with unbounded f ∈ Q as a Foster-Lyapunov test function. Hence, following [21,
pp. 520–522] we shall introduce an extended generators in concrete form.
Let V : Rd → R be a measurable function for which there exists a measurable function
UV : Rd → R such that, for each x ∈ Rd and t ∈ R+,∫ t
0
Ex [|UV (Xs)|]ds <∞, (18)
Ex [V (X t )] = V (x)+ Ex
[∫ t
0
UV (Xs)ds
]
. (19)
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Then we call UV an extended generator of X associated with V ; (18) and (19) imply that
MV := V (X)− V (x)− ∫ ·0 UV (Xs)ds is a martingale with respect to (Ft ).
In order to define an extended generator in our context, we introduce a truncation of X as
follows. Put Om = {x ∈ Rd : |x | < m} for each m ∈ N and let (∆m)m∈N be an arbitrary
sequence of fixed points such that ∆m ∈ {x ∈ Rd : |x | = m}. Let τm = inf{t ∈ R+ : X t ∈ Ocm}
and define Xm = (Xmt )t∈R+ by
Xmt =
{
X t if t < τm,
∆m if t ≥ τm . (20)
It follows from the non-explosivity of X that τm → ∞ Px -a.s. as m → ∞ for each x ∈ Rd and
that t 7→ Xmt is Px -a.s. bounded for each m ∈ N and x ∈ Rd . If X never exits Om for some m,
then we take τm′ = ∞ P-a.s. for m′ ≥ m: this implies that we can also treat X evolving on a
bounded region in a unified way without any substantial change.
Now define (Am)m∈N by
Am f (x) = 1Om (x)A f (x). (21)
Remark 3.6. The choice of the truncation of X here is not essential (see [21, p. 521]), and we
introduced (20) only because it is perhaps the simplest one. Also, we sometimes do not need the
truncation (20) to apply the drift conditions (6) and (7); given f ∈ Q and f ∗ ∈ Q∗, this is the
case when the operatorA itself in fact defines an extended generator of the original X associated
with f and f ∗.
Lemma 3.7. Under Assumption 1, we have Q ⊂ Dom(Am) for every m.
Proof. Fix m ∈ N, t ∈ R+, x ∈ Rd , and f ∈ Q arbitrarily. The task is to show that Am is
an extended generator of Xm associated with f . In this proof we specifically denote universal
constants depending on the m by Cm , which may vary from line to line. Write
J = J ∗ + J∗,
where
J ∗ f (x) =
∫
|z|>1
( f (x + ζ(x, z))− f (x))ν(dz), (22)
J∗ f (x) =
∫
|z|≤1
( f (x + ζ(x, z))− f (x)−∇ f (x)ζ(x, z))ν(dz). (23)
First we prove (18). To this end it suffices to bound A f over Om . Since f is of C2-class,
Assumption 1 says that |G f (x)| ≤ Cm on Om . For the jump part we see that
|J ∗ f (x)| ≤
∣∣∣∣∫|z|>1 f (x + ζ(x, z))ν(dz)
∣∣∣∣+ ν({|z| > 1}) sup
x∈Om
f (x)
≤ sup
x∈Om
f¯ (x)+ ν({|z| > 1}) sup
x∈Om
f (x) ≤ Cm,
and that, denoting by f (α) the αth partial derivative of f ,
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|J∗ f (x)| .
∫
{|z|≤1}
|ζ(x, z)|2
∫ 1
0
sup
|α|=2
| f (α)(x + uζ(x, z))|duν(dz)
≤ Cm sup
x∈Om ,0≤u≤1,|z|≤1,|α|=2
| f (α)(x + uζ(x, z))|
≤ Cm
on account of the continuity of f (α). Thus we have obtained |A f (x)| ≤ Cm , which yields∫ t
0 Ex [|Am f (Xms )|]ds ≤ Cm t <∞ as desired.
To prove (19), we shall show that
Gmt :=
∫ t
0
∇ f (Xms )σ (Xms )dws,
Jmt :=
∫ t
0
∫
1{|z|≤1}(z)( f (Xms− + ζ(Xms−, z))− f (Xms−))µ˜(ds, dz)
+
∫ t
0
∫
1{|z|>1}(z)( f (Xms− + ζ(Xms−, z))− f (Xms−))µ˜(ds, dz)
= Jm,1t + Jm,2t , say, (24)
are martingales with respect to ((Ft )t∈R+ , Px ). If so, then (20), (21), and Itoˆ’s formula imply
that, with using the standard notation,
f (Xmt ) = f (Xm0 )+
∫ t
0
∇ f (Xms−)dXms +
1
2
∫ t
0
∂i∂ j f (X
m
s−)d[Xm,i , Xm, j ]cs
+
∑
0<s≤t
( f (Xms )− f (Xms−)−∇ f (Xms−)∆Xms )
= f (Xm0 )+
∫ t∧τm
0
∇ f (Xms−)dXms +
1
2
∫ t∧τm
0
∂i∂ j f (X
m
s−)d[Xm,i , Xm, j ]cs
+
∑
0<s≤t∧τm
( f (Xms )− f (Xms−)−∇ f (Xms−)∆Xms )
= f (Xm0 )+
∫ t∧τm
0
A f (Xms−)ds + Gmt∧τm + Jmt∧τm
= f (Xm0 )+
∫ t
0
1Om (X
m
s )A f (Xms−)ds + Gmt∧τm + Jmt∧τm
= f (Xm0 )+
∫ t
0
Am f (Xms−)ds + Gmt∧τm + Jmt∧τm (25)
for every t ∈ R+. Operating Ex in the both sides of (25) and then applying the optional sampling
theorem, we get
Ex [ f (Xmt )] = f (x)+ Ex
[∫ t
0
Am f (Xms−)ds
]
,
which proves (19).
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That Gm is a martingale is clear from the boundedness of t 7→ Xmt and the
Burkholder–Davis–Gundy inequality. Turning to Jm , we first note that Xm is quasi-left
continuous. Put
Jm,k· =
∫ ·
0
∫
jmk (s, z)µ˜(ds, dz), k = 1, 2.
By means of the boundedness of Xm and the isometry of Itoˆ’s stochastic integrals, it is easy to
see that
Ex
[∫ t
0
∫
| jm1 (s, z)|2ν(dz)ds
]
≤ Cm t.
Therefore Jm,1 is a locally square-integrable martingale with some localizing sequence, say
(Tm,1n )n∈N, and its quadratic predictable covariation process is given by〈∫ ·
0
∫
jm1 (s, z)µ˜(ds, dz)
〉
=
∫ ·
0
∫
| jm1 (s, z)|2ν(dz)ds
due to the quasi-left continuity of Xm ; cf. Jacod and Shiryaev [9, Theorem II.1.33 a)]. Also, we
have
Ex
[∫ t
0
∫
| jm2 (s, z)|ν(dz)ds
]
≤
∫ t
0
Ex [ f¯ (Xms )]ds + ν({|z| > 1})
∫ t
0
Ex [ f (Xms )]ds
≤ Cm t <∞.
Therefore [9, Theorem II.1.33 b)] implies that Jm,2 is a local martingale with some localizing
sequence, say (Tm,2n )n∈N. Clearly the sequence (Tm,1n ∧ Tm,2n )n∈N localizes Jm,1 + Jm,2. Since
Tm,kn → ∞ P-a.s. (k = 1, 2) as n → ∞, for every ω ∈ Ω we can find sufficiently large
n = n(m, ω) ∈ N for which t∧τm(ω) < Tm,1n (ω)∧Tm,2n (ω)whether τm(ω) <∞ or τm(ω) = ∞
(here m is fixed). With such a collection {n(m, ω)}ω∈Ω , we conclude that Jm,1 and Jm,2, hence
Jm too, are martingales. 
3.1.3. Ergodicity and exponential ergodicity
Now we mention the notion of ergodicity and exponential ergodicity in the sense of [21]. X
is called ergodic if it admits a probability measure pi and if, for any x ∈ Rd ,
‖Pt (x, ·)− pi(·)‖ → 0, t →∞. (26)
This pi is the unique invariant probability measure of X . Also, X is called exponentially ergodic
if X is ergodic and additionally if there exist finite-valued function h on Rd and positive constant
γ for which
‖Pt (x, ·)− pi(·)‖ ≤ h(x)e−γ t (27)
for any x ∈ Rd and t ∈ R+. Both properties can be derived from our assumptions:
Proposition 3.8. X is ergodic (resp. exponentially ergodic) under Assumptions 1–3 (resp. under
Assumptions 1 and 2 and 3∗).
Proposition 3.8 directly follows from [21, Theorem 5.1] and [21, Theorem 6.1], the latter
providing a specific choice h = 1+ f ∗.
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3.1.4. Stationary case and proof of Theorem 2.1
At this point we can complete the proof of Theorem 2.1 under the stationarity of X . If X is
stationary, then the definition (1) reduces to
βX (t) =
∫
‖Pt (x, ·)− pi(·)‖pi(dx),
from which, combined with Proposition 3.8 and the dominate convergence theorem, it follows
that X is β-mixing when η = pi . The moment bound pi( f0) ≤ c2/c1 directly follows from [21,
Theorem 4.3(ii) or 4.5]. Furthermore, the ergodic theorem (8) for arbitrary η can be obtained
on account of the ergodicity and the argument in Bhattacharya [2, pp. 193–194]. The proof of
Theorem 2.1 is now complete.
3.1.5. Proof of Theorem 2.2
In order to prove Theorem 2.2 for arbitrary η satisfying η( f ∗) <∞, we prepare the following
lemma.
Lemma 3.9. Let Y = (Yt )t∈R+ be a Markov process taking its values in a locally compact
separable metric space (E, E). Let η, (Pt )t∈R+ , and βY (t) respectively denote initial distribution,
transition semigroup, and β-mixing coefficient of Y . Suppose that there exist probability measure
pi on (E, E), measurable function h : E → R+, and deterministic sequence {δ(t)}t∈R+ tending
to 0 as t →∞ for which:
(i) ‖Pt (y, ·)− pi(·)‖ ≤ h(y)δ(t) for each t ∈ R+ and y ∈ E; and
(ii) κh := sups∈R+
∫
h(y)ηPs(dy) <∞.
Then βY (t) ≤ 2κhδ(t) for any t ∈ R+, that is, Y is β-mixing at rate δ(t).
Proof. Write Vt (y) = ‖Pt (y, ·) − pi(·)‖ for y ∈ E and t ∈ R+. The condition (ii) in particular
implies that η(Vt ) ≤ κhδ(t). Note that the function t 7→ Vt (y) is non-increasing for each y ∈ E ,
so that recalling the definition (1) we have
βY (t) ≤ sup
s∈R+
∫
{Vt (y)+ ‖ηPs+t (·)− pi(·)‖} ηPs(dy)
≤ sup
s∈R+
∫
Vt (y)ηPs(dy)+ sup
s∈R+
‖ηPs+t (·)− pi(·)‖
≤ sup
s∈R+
∫
Vt (y)ηPs(dy)+ sup
s∈R+
∫
Vs+t (y)η(dy)
≤ sup
s∈R+
∫
Vt (y)ηPs(dy)+
∫
Vt (y)η(dy),
hence the claim follows. 
Now we can complete the proof Theorem 2.2.
First, the moment bound pi( f ∗) ≤ c∗2/c∗1 again follows from [21, Theorem 4.3(ii) or 4.5] as
Assumption 3∗ implies Assumption 3. From [21, Theorem 6.1], the exponential ergodicity (27)
holds true: δ(t) = e−γ t and h = f ∗ + 1. Therefore, by means of Lemma 3.9 it suffices to
prove sups∈R+ Eη[ f ∗(Xs)] < ∞ for the exponential β-mixing property. Applying the same
argument as in the first paragraph in the proof of [21, Theorem 6.1], under Assumption 3∗
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we get
Ex [ f ∗(X t )] ≤ e−c∗1 t f ∗(x)+ c∗2/c∗1
for each x ∈ Rd and t ∈ R+. By integrating x with respect to η and then taking the supremum
over t ∈ R+, it follows that sups∈R+ Eη[ f ∗(Xs)] ≤ η( f ∗) + c∗2/c∗1 < ∞, which ends the
proofs of the exponential β-mixing property and (9). As for (10), take any f ∗ ∈ QK ,q such that
|x |q ≤ f ∗(x) for every x ∈ Rd (see Section 3.2.2 about QK ,q ). The proofs of Theorem 2.2 are
thus achieved.
3.2. Proofs of Lemmas 2.3–2.5
3.2.1. Proof of Lemma 2.3
Let f be any C2-function satisfying the assumptions. Then, for every x ∈ Rd we have∫
|z|>1
f (x + ζ(x, z))ν(dz) ≤
∫
|z|>1
1{|x+ζ(x,z)|≤K }(z) f (x + ζ(x, z))ν(dz)
+
∫
|z|>1
1{|x+ζ(x,z)|≥K }(z)g(x + ζ(x, z))ν(dz).
=: I1 + I2, say.
Clearly I1 ≤ ν({|z| > 1}) sup|y|≤K f (y) . 1. Under the conditions we see that I2 can be
bounded from above by g(x)+ ξν(x) or g(x)ξν(x) up to multiplicative constant. Hence we have
f ∈ Q, and the latter half of the lemma is obvious by the subadditivity of x 7→ |x |q .
3.2.2. Proof of Lemma 2.4
Without loss of generality we may suppose q ∈ (0, 1) in this proof. Consider the space
QK ,q =
{
f : Rd → R+
∣∣∣ f is C2, f (x) = |x |q on {|x | ≥ K }}
for a constant K > 0; note that the shape of f near the origin does not matter here and in
Lemma 2.5. Let us note that for every |x | ≥ K we have
∇ f (x) = q|x |q−2x>,
∇2 f (x) = q|x |q−2
{
(q − 2)[xi x j ]di, j=1|x |−2 + Id
}
,
where xi and Id denote the i th element of x and the d × d identity matrix, respectively.
It follows from Lemma 2.3 thatQK ,q ⊂ Q∗ for every K > 0. We show that |J ∗ f (x)| = o(1)
and |J∗ f (x)| = o(1) for |x | → ∞ (recall the notation (22) and (23)). Taylor’s theorem gives
J∗ f (x) =
∑
|α|=2
2
α!
∫
E0
(ζ(x, z))α
∫ 1
0
(1− u) f (α)(x + uζ(x, z))duν(dz),
from which we have
|J∗ f (x)| . sup
{
| f (α)(x + uζ(x, z))| : |z| ≤ 1, u ∈ [0, 1], α ∈ (N ∪ {0})d , |α| = 2
}
. (28)
Under the assumption the right-hand side of (28) tends to zero, since | f (α)(x)| = o(1) for every
α ∈ (N ∪ {0})d such that |α| = 2. Thus we get |J∗ f (x)| = o(1). Turning to J ∗ f (x), we first
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note that
|J ∗ f (x)| ≤
∣∣∣∣∫|z|>1 1{|x+ζ(x,z)|≤K }(z){ f (x + ζ(x, z))− f (x)}ν(dz)
∣∣∣∣
+
∣∣∣∣∫|z|>1 1{|x+ζ(x,z)|≥K }(z){|x + ζ(x, z)|q − f (x)}ν(dz)
∣∣∣∣
=
∣∣∣∣∫|z|>1 G1(x, z)ν(dz)
∣∣∣∣+ ∣∣∣∣∫|z|>1 G2(x, z)ν(dz)
∣∣∣∣ , say, (29)
as in the proof of Lemma 2.3. In view of the dominated convergence theorem and the definition
of QK ,q , it suffices to show that |Gi (x, z)| = o(1), i = 1, 2, for every |z| > 1. Note that under
the assumption we have |x + uζ(x, z)| → ∞ for every |z| > 1 and u ∈ [0, 1], and hence
there exists y = y(z, K ) ∈ Rd such that |G1(x, z)| = 0 for every |x | ≥ |y|, concluding that
|G1(x, z)| = o(1) for every |z| > 1. Also, supposing |x | ≥ K we see that
|G2(x, z)| =
∣∣∣∣∣1{|x+ζ(x,z)|≥K }(z)q d∑
i=1
ζi (x, z)
∫ 1
0
|x + uζ(x, z)|q−2(xi + uζi (x, z))du
∣∣∣∣∣
. 1{|x+ζ(x,z)|≥K }(z)
∫ 1
0
|x + uζ(x, z)|q−1du = o(1).
After all we obtain A f (x) ≤ G f (x) + o(1), as was desired. Especially if |σ(x)| = o(|x |1−q/2)
in addition, we have
G f (x) . q|x |q−2x>b(x)+ o(1),
completing the proof of Lemma 2.4.
3.2.3. Proof of Lemma 2.5
The space QK ,q cannot be used here. Instead let us consider the space
QK ,log =
{
f : Rd → R+
∣∣∣ f is C2, f (x) = log(1+ |x |) on {|x | ≥ K }} ,
where K > 0 is a constant. Again Lemma 2.3 says that QK ,log ⊂ Q∗ for every K > 0. For the
jump parts we first note that |J∗ f (x)| = o(1), by utilizing (28) as in the proof of Lemma 2.4.
For J ∗ f (x), we estimate in the same way as (29), namely,
|J ∗ f (x)| ≤
∣∣∣∣∫|z|>1 H1(x, z)ν(dz)
∣∣∣∣+ ∣∣∣∣∫|z|>1 H2(x, z)ν(dz)
∣∣∣∣
= H1(x)+H2(x), say,
where
H1(x, z) = 1{|x+ζ(x,z)|≥K }(z){log(1+ |x + ζ(x, z)|)− log(1+ |x |)},
H2(x, z) = 1{|x+ζ(x,z)|≤K }(z){ f (x + ζ(x, z))− log(1+ |x |)}.
We shall consider the termsH1(x) andH2(x) separately.
Note that the assumption leads to
|H1(x, z)| ≤ log
(
1+ C |z|
1+ |x |
)
,
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the extreme right-hand side being ν|{|z|>1}-integrable and tending to 0 as |x | → ∞ for every
|z| > 1. Thus the dominated convergence theorem yieldsH1(x) = o(1) for |x | → ∞.
ConcerningH2(x), note that |x + ζ(x, z)| → ∞ as |x | → ∞ for every |z| > 1 as before, and
that we can find an  > 0 for which
sup
x∈Rd
| f (x)− log(1+ |x |)| < .
Building on these observations, we estimate H2 as follows:
|H2(x, z)| ≤ 1{|x+ζ(x,z)|≤K }(z)
{
| f (x + ζ(x, z))− log(1+ |x + ζ(x, z)|)|
+
∣∣∣∣log(1+ |x + ζ(x, z)|1+ |x |
)∣∣∣∣}
≤ 1{|x+ζ(x,z)|≤K }(z)
{
 +
∣∣∣∣log(1+ C |z|1+ |x |
)∣∣∣∣} ,
the extreme right-hand side being ν|{|z|>1}-integrable and tending to 0 as |x | → ∞ for every
|z| > 1, hence we getH2(x) = o(1) from the dominated convergence theorem.
After all it follows that A f (x) ≤ G f (x)+ o(1) for |x | → ∞. Further, since
∇ f (x) = |x |−1(1+ |x |)x>,
∇2 f (x) = |x |−1(1+ |x |)−1
{
Id − |x |−2(1+ |x |)−1(1+ 2|x |)[xi x j ]di, j=1
}
for |x | ≥ K , we get G f (x) ≤ |x |−1(1 + |x |)x>b(x) + o(1) under the assumption. Now the
claims of Lemma 2.5 are obvious.
3.3. Proof of Theorem 2.6
We know that under the condition
∫
|z|>1 log |z|ν(dz) < ∞ any skeleton chain of X is
pi -irreducible with pi being absolutely continuous with respect to the Lebesgue measure, hence it
suffices to check Assumptions 3 and 3∗; recall the proof of Proposition 3.1. Since Q’s eigenvalues
have positive real-parts, we can find a positive constant κ such that x>Qx ≥ κ|x |2 for every
x ∈ Rd . For (i), observe that
|x |−1(1+ |x |)−1x>b(x) = |x |−1(1+ |x |)−1x>(b − Qx)
≤ |b|(1+ |x |)−1 − κ|x |(1+ |x |)−1
≤ o(1)−
(
K
1+ K
)
κ
for every |x | ≥ K > 0, hence the claim follows from Lemma 2.5(i). The claim (ii) directly
follows from Lemma 2.4(ii) since x>b(x) = x>(b − Qx) ≤ x>b − κ|x |2.
4. Further remarks
4.1. On the state space
Sometimes we need to introduce an open S ( Rd as the state space of X in order to deduce the
claims in this paper, where S should be chosen according to the structure of X . This may be clear
from, for example, a one-dimensional Ornstein–Uhlenbeck process driven by a subordinator, in
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which case X stays positive forever once X enters (0,∞) whatever X0 is, so that the open-set
`-irreducibility cannot hold true while the open-set `|R+ -irreducibility may be valid. To be
precise, S should be chosen so that
Px [X t ∈ S for every t ∈ R+] = 1 for every x ∈ S. (30)
The results obtained in this paper are still in force, the corresponding proofs requiring no essential
change.
4.2. On the irreducibility
We should keep in mind that there may be many other ways to get the irreducibility (recall
the first sentence of the proof of Proposition 3.1). However, for our model it is not clear when
this condition is fulfilled in the greatest generality. For example, if we know beforehand that
Pt (x, A) → pi(A) as t → ∞ for every x ∈ Rd and A ∈ Bd (as in the case of Le´vy-
driven Ornstein–Uhlenbeck processes), any skeleton chain of X as well as X itself is clearly
pi -irreducible. Furthermore, let us note that the positivity of the transition density is generally
too much to ask.
4.2.1. On Assumption 2(a)
Although we assumed the positivity of the transition density, it might be possible to give a set
of conditions in terms of “controllability” while in this case the coefficients should be smooth
enough; see Kunita [12] for details.
4.2.2. On Assumption 2(b): Another condition
Concerning the skeleton-process approach employed in this paper, we should note that [28]
also gave a support theorem in the case of jumps of infinite variation while, unlike in the finite-
variation cases, the conditions involved become much stronger; see Assumption H.1 and H.2
of that paper. Recall that in the proof of Proposition 3.1 we made use of only one jump under
Assumption 2(b), which may be broken if, for example, supp(ν) is bounded or very sparse.
So one may naturally ask how the open-set `-irreducibility can be verified in such cases. In
this regard we mention here another useful condition in the case of
dX t = bˇ(X t )dt +
∫
ζ(X t−, z)µ(dt, dz), (31)
supposing
∫
|z|≤1 |z|ν(dz) < ∞. Again let φ0,ξ , ξ ∈ Ξ 0, denote the corresponding skeleton
process; recall the definition (17). We introduce the following instead of Assumption 2:
Assumption φ. |bˇ(x)− bˇ(y)| . |x − y| for every x, y ∈ Rd , and ζ fulfils Assumption 1. There
exists a constant ∆ > 0 for which X∆ admits a density p∆(x, y) with respect to the Lebesgue
measure on Rd for every x ∈ Rd , and (x, y) 7→ p∆(x, y) is bounded in y ∈ Rd and in x ∈ K
for every compact K ⊂ Rd . Moreover, for every x ∈ Rd and every open ball B ⊂ Rd , there exist
ξ ∈ Ξ 0 and t > 0 for which the corresponding φ0,ξ fulfills φ0,ξt ∈ B.
Once the coefficients of X and ν are specified and the existence of a suitable transition
density is verified, it is not difficult to run a check on Assumption φ. Since we just have to find
deterministically a suitable skeleton process attaining B, Assumption φ would be of practical
use.
We conclude with the following proposition.
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Proposition 4.1. Consider X given by (31) and suppose Assumption φ. Then every compact sets
is petite for the ∆-skeleton chain.
Proof. We consistently use the notation introduced in the proof of Claim 1 in case of
Assumption 2(b) in Section 3.1.1.
Under Assumption φ we can find nonrandom finite sequences (ti )Ni=0 ⊂ [0, t] and (zi )Ni=1 ⊂
supp(ν) \ {0}, for which the corresponding φ0,ξ fulfills φ0,ξt ∈ B(a; /4) for any a ∈ Rd and
 > 0. Take then u and v as
u = min
i≤N |zi | and v = maxi≤N |zi |.
Let (Ti )i∈N∪{0} with T0 ≡ 0 denote the sequence of jump times of Xu,v , and define
Λ(N+1)
′′ =
N+1⋂
i=1
Ai,′′ ∩ Ωt;v
for ′′ > 0. For any ′′ > 0 and x ∈ Rd , it still holds that Px [Λ(N+1)′′ ] > 0 with arbitrary
tN+1(>tN ) and zN+1 (contained in the support of ν restricted to {z ∈ Rr2 : u < |z| ≤ v}).
Every bit as in the proof of Claim 1 in case of Assumption 2(b), the open-set `-irreducibility
of X follows on making use of Lemma 3.5. Therefore we have seen that it follows from
Assumption φ that, “for every x ∈ Rd and open ball B ⊂ Rd there exists a t0 = t0(x, B) > 0
for which Px [X t0 ∈ B] > 0”. Note that this t0 may be large according as the value of x . Take
N = N (x, B) ∈ N so that N∆ > t0. Then, as in the proof of Claim 1 the Markovian property
yields Px [XN∆ ∈ B] =
∫
Pt0(y, B)PN∆−t0(x, dy) > 0, so that X (∆) is open-set Lebesgue-
irreducible under Assumption φ. The same argument as in the proof of Claim 2 now applies to
end the proof of Proposition 4.1. 
Of course we can rephrase Assumption φ and Proposition 4.1 to deal with the case where X
fulfils (30) for some S ⊂ Rd .
Unfortunately, we cannot directly follow the same lines as above for infinite-variation cases
since these involve a condition to be fulfilled for “arbitrarily small u”, so that for example how
to treat Le´vy measures having a bounded support is not clear.
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