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Abstract
Adaptive sequential decision making is one of the central challenges in machine learning and
artificial intelligence. In such problems, the goal is to design an interactive policy that plans
for an action to take, from a finite set of n actions, given some partial observations. It has
been shown that in many applications such as active learning, robotics, sequential experimental
design, and active detection, the utility function satisfies adaptive submodularity, a notion that
generalizes the notion of diminishing returns to policies. In this paper, we revisit the power of
adaptivity in maximizing an adaptive monotone submodular function. We propose an efficient
semi adaptive policy that with O(log n × log k) adaptive rounds1 of observations can achieve
an almost tight 1 − 1/e − ε approximation guarantee with respect to an optimal policy that
carries out k actions in a fully sequential manner. To complement our results, we also show
that it is impossible to achieve a constant factor approximation with o(logn) adaptive rounds.
We also extend our result to the case of adaptive stochastic minimum cost coverage where the
goal is to reach a desired utility Q with the cheapest policy. We first prove the conjecture of
the celebrated work of Golovin and Krause [24] by showing that the greedy policy achieves the
asymptotically tight logarithmic approximation guarantee without resorting to stronger notions
of adaptivity. We then propose a semi adaptive policy that provides the same guarantee in
polylogarithmic adaptive rounds through a similar information-parallelism scheme. Our results
shrink the adaptivity gap in adaptive submodular maximization by an exponential factor.
1 Introduction
Adaptive stochastic optimization under partial observability is one of the fundamental challenges
in artificial intelligence and machine learning with a wide range of applications, including active
learning [15], optimal experimental design [40], interactive recommendations [31], viral marketing
[41], adaptive influence maximization [44], active detection [14], Wikipedia link prediction [37],
and perception in robotics [30], to name a few. In such problems, one needs to adaptively make
a sequence of decisions while taking into account the stochastic observations collected in previous
rounds. For instance, in active learning, the goal is to learn a classifier by carefully requesting as
few labels as possible from a set of unlabeled data points. Similarly, in experimental design, a
practitioner may conduct a series of tests in order to reach a conclusion.
Even though it is possible to determine all the selections ahead of time before any observations
take place (e.g., select all the data points at once or conduct all the medical tests simultaneously),
so called a priori selection, it is more efficient to consider a fully adaptive procedure that exploits
the information obtained from past selections in order to make a new selection. Indeed, a priori
1We also refer to an adaptive round as a batch query and use these two terms interchangeably throughout the
paper.
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and fully sequential selections are simply two ends of a spectrum. In this paper, we develop a semi-
adaptive policy that enjoys the power of a fully sequential procedure while performing exponentially
fewer adaptive rounds compared to previous work. In particular, we only need poly-logarithmic
number of rounds for both adaptive stochastic submodular maximization and adaptive stochastic
minimum cost coverage problems. In the following, we will state these problems more formally,
and then present our results in more details.
1.1 Notations
We mostly follow the notation used by Golovin and Krause [24]. Let the ground set E = {e1, . . . , en}
be a finite set of elements (e.g., tests in medical diagnostics, data points in active learning). Each
element e ∈ E is associated with a random variable Φ(e) ∈ Ω where Ω is the set of all possible
outcomes. A realization of the random variable Φ(e) is denoted by φ(e) ∈ Ω. Note that a realization
φ : E → Ω is simply a function from the ground set E to the outcomes Ω. For the ease of notation,
we can also represent φ as a relation {(e, ω) : φ(e) = ω,∀e ∈ E}. For instance, in medical diagnosis,
the element e may represent a test, such as the blood pressure, and Φ(e) its outcome, such as,
high or low. Or in active learning, an item e may represent an unlabeled data point and Φ(e) may
represent its label. We assume that there is a prior probability distribution p(φ) = p(Φ = φ) over
realizations φ. This probability distribution encodes our uncertainty about the outcomes as well
as their dependencies. In its simplest form, the outcomes maybe independent and the distribution
p completely factorizes. The product distribution may very well be a valid model in the sensor
placement scenario where sensors may fail to work independent of one another [2]. However, in
many practical settings, such as medical diagnosis and active learning, the underlying distribution
may not factorize and the outcomes may depend on each other.
In this paper, we consider adaptive strategies for picking elements where based on our observa-
tions so far, we sequentially pick an item e and observe its associated outcome Φ(e). The set of ob-
servations made so far can be represented by a partial realization ψ = {(e, ω) : ψ(e) = ω}} ⊆ E×Ω.
We use dom(ψ) = {e : ∃ω s.t (e, ω) ∈ ψ} to denote the domain of ψ. We say that ψ is a subrealiza-
tion of ψ′, and denoted by ψ 4 ψ′, if dom(ψ) ⊆ dom(ψ′) and ∀e ∈ dom(ψ) we have ψ(e) = ψ′(e).
Similarely, a partial realization ψ is consistent with a realization φ, and denote by ψ 4 φ, if they
agree everywhere in the domain of ψ. We take a Bayesian approach and assume that after observing
φ, we can compute the posterior distribution p(φ|ψ) = p(Φ = φ|ψ 4 Φ).
A policy π : 2E×Ω → E is a partial mapping from partial observations ψ to elements E, stating
which element e ∈ E to select next2. Note that any deterministic policy can be visualized by a
decision tree. In the proofs we also make use of two notions related to policies, namely, truncation
and concatenation [24]. Given a policy π, we define the level-k-truncation π[k] by running π until it
terminates or until it selects k items. Given two policies π1 and π2, we define concatenation π1@π2
as the policy obtained by first running π1 to completion, and then running policy π2 as if from
a fresh start, ignoring the information gathered during the running of π1. The utility of a set of
observations ψ is specified through a utility function f : 2E×Ω → R+. The expected utility of a
policy is then defined as
favg(π) = E[f(S(π,Φ),Φ)] =
∑
φ
p(φ)f(S(π, φ), φ),
2Golovin and Krause [24] originally defined a policy as follows pi : 2E × ΩE → E. However, in subsequent works
[13, 11], the less restrictive form, the one we consider in this paper, is used.
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where the expectation is taken with respect to p(φ). Throughout the paper S(π, φ) denotes the
set of elements selected by policy π under realization φ. Without any structural assumptions, it is
known that finding an optimal policy, the one that maximizes the expected utility, is notoriously
hard as in many cases the utility functions are computationally intractable [39].
Adaptive submodularity [24], a generalization of diminishing returns property from sets to poli-
cies, is a sufficient condition under which a partially observable stochastic optimization problem
admits (approximate) tractability. This condition ensures that the expected marginal benefit asso-
ciated with any particular selection never increases as we make more observations. More formally,
we define the conditional expected marginal benefit ∆(e|ψ) of an item e conditioned on observing
the partial realization ψ as follows:
∆(e|ψ)
.
= E[f(dom(ψ) ∪ {e},Φ) − f(dom(ψ),Φ)|ψ 4 Φ] =
∑
ω
p(Φ(e) = ω|ψ)[f(ψ ∪ {e, ω}) − f(ψ)]
The utility function f is adaptive submodular if for all subrealizations ψ 4 ψ′, and all e ∈ E \
dom(ψ′), we have
∆(e|ψ) ≥ ∆(e|ψ′).
Moreover, we say that the utility function f is adaptive monotone if for all subrealizations ψ, and
all e /∈ dom(ψ) we have ∆(e|ψ) ≥ 0.
Whenever we use expectation notation E[χ] for a random variable χ, the expectation is over all
randomness of χ, unless specified otherwise. Moreover, note that we always use capital letters for
random variables, and small letters for realizations. For example Ψ refers to a random variable,
and ψ refers to a realization of Ψ, and hence ψ is a deterministic quantity.
1.2 Problem Formulation
The general goal in adaptive stochastic optimization is to develop policies that can maximize the
expected utility while minimizing the cost of running the policy. One way to formalize it is through
the adaptive stochastic submodular maximization problem where we aim to maximize the expected
utility subject to a cardinality constraint, i.e.,
π∗ = argmax
π
favg(π) s.t. |S(π, φ)| ≤ k whenever p(φ) > 0.
It is known that when the utility is adaptive submodular and adaptive monotone, the greedy policy,
shown in Algorithm (1), achieves the tight (1−1/e) approximation ratio with respect to the optimal
policy [24]. This result has lead to a surge of applications in decision making problems that are
amenable to myopic optimization such as active learning [25], interactive recommender systems
[32], value of information [12], and active object detection [14], to name a few.
Algorithm 1 Adaptive Greedy Policy πgreedy [24] for Adaptive Stochastic Maximization
Input: Ground set E, size k, distribution p(φ), function f(·)
1: initialize A← ∅, ψ ← ∅
2: for i = 1 to k do
3: e∗ = argmaxe∈E\A∆(e|ψ)
4: A← A ∪ {e∗}
5: ψ ← ψ ∪ {(e∗,Φ(e∗))}
6: end for
7: return A
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An alternative formalization is through adaptive stochastic minimum cost coverage where we
prespecify a quota Q of utility to achieve, and aim to find a policy that achieves it with the cheapest
policy, i.e.,
π∗ = argmin
π
cavg(π) s.t. favg(π) ≥ Q whenever p(φ) > 0,
where cavg(π) = Ep[|S(π, φ)|] is the expected number of actions a policy π selects. We can also
consider a slightly more general setting where each item e has a non-negative cost c(e) and replace
cavg(π) = Ep[c(S(π, φ))] where c(S) =
∑
e∈S c(e). Unlike the adaptive stochastic submodular
maximization problem, the performance of the greedy policy, shown in Algorithm (2), is unknown
for the above problem unless one makes strong assumptions about the distribution or the utility
function. One of the contributions of this paper is to resolve this issue.
Algorithm 2 Adaptive Greedy Policy πgreedy [24] for Adaptive Stochastic Minimum Cost Coverage
Input: Ground set E, quota Q, cost function c(·), distribution p(φ), function f(·)
1: initialize A← ∅, ψ ← ∅
2: while f(A,ψ) < Q do
3: e∗ = argmaxe∈E\A∆(e|ψ)/c(e)
4: A← A ∪ {e∗}
5: ψ ← ψ ∪ {(e∗,Φ(e∗))}
6: end while
7: return A
1.3 Our Contributions
Fully sequential policies benefit from previous observations in order to make informed decisions.
In many scenarios, however, it is more effective (and sometimes the only way) to select multiple
elements in parallel and observe their realizations together. Examples include crowdsourcing (where
a single task consists of a collection of unlabeled data to be labeled altogether), multi-stage viral
marketing (where in each stage a subset of nodes are chosen as seed nodes), batch-mode pool-based
active learning (where the label of a set of data points are requested simultaneously), or medical
diagnosis (where there is a shared cost among experiments). A batch-mode, semi-adaptive policy is
a mix of a priori and fully sequential selections. The focus of this paper is to answer the following
question in the context of adaptive stochastic optimization:
How many adaptive rounds of observations are needed in order to be competitive to an
optimal and fully sequential policy?
We answer the above question in the context of adaptive submodularity. In this paper, we con-
sider two adaptive stochastic optimization problems, namely, adaptive stochastic maximization and
adaptive stochastic minimum cost cover. We re-exam the required amount of adaptivity in order
to be competitive to the optimal and fully sequential policy. In particular, we show the follow-
ing results in the information-parallel stochastic optimization when the utility function is adaptive
submodular and adaptive monotone.
• For the adaptive stochastic submodular maximization problem, we develop a semi adaptive
policy that with O(log(n) log(k)) adaptive rounds (a.k.a., batch queries) achieves the tight
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(1 − 1/e − ε) approximation guarantee with respect to the optimum policy π∗ that selects k
items fully sequentially, i.e., favg(π) ≥ (1− 1/e − ε)favg(π
∗).
• We complement the above result by showing that no policy can achieve a constant factor
approximation guarantee with fewer than o(log(n)) adaptive rounds. Moreover, the approxi-
mation guarantee of any semi adaptive policy that chooses batches of fixed size r will degrade
with a factor of O(r/ log2(r)).
• For the adaptive stochastic minimum cost coverage problem, we show that the greedy policy
achieves an asymptoticly tight logarithmic approximation guarantee, effectively proving [24]’s
conjecture. More precisely, we show that cavg(πgreedy) ≤ (cavg(π
∗)+1) log
(
nQ
η
)
+1 where we
make the common assumption that there is a value η such that f(ψ) > Q − η implies that
f(ψ) = Q for all partial realizations ψ.
• We also develop a semi adaptive policy for the the adaptive stochastic minimum cost
coverage problem that achieves the same logarithmic approximation guarantee with
O
(
log n log(Qn/η)
)
adaptive rounds.
2 Related Work
Submodularity captures an intuitive diminishing returns property where the gain of adding an
element to a set decreases as the set gets larger. More formally, a non-negative set function
f : 2V → R+ is submodular if for all sets A ⊆ B ⊂ V and every element e ∈ V \B, we have
f(A ∪ {e})− f(A) ≥ f(B ∪ {e}) − f(B).
Submodular maximization has found numerous applications in machine learning and artificial in-
telligence [43], including neural network interpretation [17], data summarization [35], crowd teach-
ing [42], privacy [36], fairness [8], and adversarial attacks in deep neural nets [34]. Moreover, in
many information gathering and sensing scenarios, the objective functions satisfy submodularity
[33, 45, 28]. However, the classic notion of submodularity falls short in interactive information
acquisition settings as it requires the decision maker to commit to all of her selections ahead of
time, in an open-loop fashion [27].
To circumvent this issue, [24] proposed adaptive submodularity, a generalization of submodular-
ity from sets to policies. Like submodularity, adaptive submodularity is a sufficient condition that
ensures tractability in adaptive settings. More precisely, in the adaptive stochastic submodular
maximization problem, when the objective function is adaptive monotone and adaptive submod-
ular, the greedy policy achieves the tight (1 − 1/e) approximation guarantee with respect to an
optimum policy [24]. More generally, [26] proposed a random greedy policy that not only retains
the aforementioned (1−1/e) approximation ratio in the monotone setting, but also provides a (1/e)
approximation ratio for the non-monotone adaptive submodular functions.
The results for adaptive stochastic minimum cost coverage problem are much weaker. Originally,
[24] claimed that the greedy policy also achieves a logarithmic approximation factor but as pointed
out by [38] the proof was flawed. Instead, under stronger conditions, namely, strong adaptive
submodularity and strong adaptive monotonicity, Golovin and Krause proposed a new proof, with a
squared-logarithmic factor approximation, i.e., cavg(πgreedy) ≤ cavg(π
∗)
(
log
(
nQ
η
)
+ 1
)2
. Note that
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there are some fundamental technical differences between the notions of submodularity and adaptive
submodularity. For example, submodularity preserves under truncation, that is, if a function f(·)
is submodular, for any constant c, min
(
f(·), c
)
is submodular as well. This comes very handy in
designing algorithms for submodular functions and often used as a simple way to reduce minimum
cost coverage to submodular maximization. However, unfortunately, truncation does not preserve
adaptive submodularity (See Appendix B) and thus all the previous attempts to use this reduction
are futile. In this paper, we prove the original conjecture of Golovin and Krause [24] and show
that under adaptive submodularity (without resorting to stronger conditions), the greedy policy
achieves a logarithmic approximation factor, namely, cavg(πgreedy) ≤ (cavg(π
∗) + 1) log
(
nQ
η
)
+ 1.
The main focus of this paper is to explore the information parallelism, a.k.a., batch-mode,
stochastic optimization [29, 23]. Many active learning problems naturally fall into this setting
when it is more cost-effective to request labels in large batches, rather than one-at-a-time (for
detailed discussions, we refer the interested reader to [10]). Note that the two extremes of batch-
mode stochastic optimization are full batch setting (i.e., all selections are done in a single batch,
and hence the batch-mode setting reduces to the non-adaptive, open-loop optimization problem)
and full sequential setting (i.e., elements are selected one-by-one in a closed-loop manner where
each selection is based on the results of all previous selections). In this paper, we lay out a rigorous
foundation for the semi-adaptive setting where elements are selected in a sequential and closed-loop
way but with multiple selections at each round.
There are a few partial results regarding the semi-adaptive policy for the adaptive stochastic
minimum cost coverage problem. In particular, [13] proposed a policy that selects batches of fixed
size r and proved that under strong adaptive submodularity and strong adaptive monotonicity, this
policy achieves a poly-logarithmic approximation to an optimal policy that is also constrained to
picking up batches of size r. Note that this result does not provide any guarantees with respect
to the actual baseline, namely, the optimal and fully sequential policy. Moreover, [10] showed that
this policy has a sublinear-approximation3 guarantee against the fully sequential policy. In fact,
we show that for the adaptive stochastic submodular maximization problem, the approximation
factor of a fixed batch-policy suffers by at least a factor of log2(r)/r in the worst case, so unless r
is a fixed constant, no constant factor approximation guarantee is possible.
Back to the adaptive stochastic minimum cost coverage, when the distribution p is fully factor-
ized (i.e., the outcomes are independent), [1] very recently showed that there exists a policy that,
using O(log(Q)/ log log(Q)) rounds of adaptivity, achieves a poly-logarithmic approximation to the
optimal sequential policy. In this paper, we propose a (batch-mode) semi adaptive policy that,
using only polylogarithmic adaptive rounds, achieves an asymptotically tight logarithmic approxi-
mation to the fully sequential policy for general adaptive monotone submodular functions (we do
not need to resort to stronger notions of adaptivity and monotonicity).
To the best of our knowledge, no results are known for semi-adaptive policies for the adaptive
stochastic submodular maximization problem. We develop a (batch-mode) semi adaptive policy
that achieves an almost tight 1 − 1/e − ε approximation guarantee with only polylogarithmic
adaptive rounds. We also complement our result by showing that no semi-adaptive policy can
achieve a constant factor approximation to the optimal policy by fewer than o(log(n)) adaptive
rounds.
Our work is also related to the adaptivity complexity of submodular maximization, which refers
3Unfortunately, the approximation factor grows polynomially in r. Moreover, note that this result assumes strong
adaptive submodularity and strong adaptive monotonicity.
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to the number of parallel rounds required to achieve a constant factor approximation guarantee
in the offline, open-loop setting. [6] developed a parallel algorithm that O(log n) rounds finds
a solution with an approximation arbitrarily close to 13 which was soon improved to (1 −
1
e −
ǫ)-approximation [21, 4, 18]. The adaptivity complexity was also studied in the non-monotone
submodular maximization [3, 20, 9], convex minimization [5, 16, 7] and multi-armed bandit [22, 19].
We lift the notion of adaptivity complexity from the offline optimization to the interactive setting
where instead of parallelizing the optimization steps we parallelize the information acquisition.
3 Greedy Versus Optimum
Throughout the paper, we assume that the utility function f is an adaptive monotone and adaptive
submodular function with respect to the distribution p(φ). In this section, we show how the
expected utility obtained by the greedy policy πgreedy is related to the expected utility obtained by
the optimum policy π∗. Let us define πτ to be the policy that runs the greedy policy πgreedy and
stops when the expected marginal gain of all of the remaining elements is less than or equal to τ .
We define τi to be a threshold such that the expected number of elements selected by π
τi is i, in
other words
∑
φ p(φ)|S(π
τi , φ)| = i.4 Also remember that for two policies π and π′ we define π@π′
to be a policy that first runs π and then runs π′ from a fresh start (i.e., ignoring the information
gathered by π). This definition implies S(π@π′, φ) = S(π, φ) ∪ S(π′, φ). The following is the key
lemma of this paper.
Lemma 1 For any policy π∗ and any positive integer ℓ we have
favg(π
τℓ) >
(
1− e
− ℓ
E[K]+1
)
favg(π
∗),
where K is a random variable that indicates the number of items picked by π∗, i.e. K = |S(π∗,Φ)|.
Before proving Lemma 1, we provide some primitives that we use in the proof of this lemma as
well as Lemmas 6 and 14. For a randomized policy π, we use Θπ to indicate the random bits of the
policy π. We use θπ to indicate a realization of Θπ and use p(θπ) to indicate the probability that
θπ is realized. We drop π from the notation when it is clear from the context.
For a deterministic policy π, a (potentially) randomized policy π∗, an element e, and two
subrealization ψ and ψ 4 ψ′, we define the event < ψ,ψ′, e, π, π∗ > to be the event that
• dom(ψ) ⊆ dom(π), meaning that the policy π selects all the elements of ψ,
• and, the set of elements selected by the policy π@π∗, at some point during its run, coincides
exactly with the domain of ψ′,
• and, right after the policy π@π∗ selects all the elements of ψ′, it chooses e.
4Use an arbitrary tie breaking rule to make it exactly equal. For example, if by accepting elements whose
expected marginal benefit is strictly larger than τ the greedy policy selects α < i elements in expectation, and by
accepting elements with expected marginal benefit larger than or equal to τ the greedy policy selects β > i elements
in expectation, then we let the policy piτi accepts τ with probability i−α
β−α
. Hence, the expected number of items
accepted by piτi is α+ i−α
β−α
(β − α) = i.
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Note that for a fixed θπ∗ , and conditioned on ψ 4 Φ
′, we can simulate π@π∗ and deterministically
indicate whether the event < ψ,ψ′, e, π, π∗ > happens or not.5 We define 1ψ′,ψ,e,π,π∗,θπ∗ to be a
deterministic binary variable that is 1 if and only if, conditioned on Θπ∗ = θπ∗ and ψ 4 Φ
′, the
event < ψ,ψ′, e, π, π∗ > happens. We use the shorthand 1ψ′,ψ,e,θ (and drop the notations of policies)
when it is clear from the context.
Proof of Lemma 1: First we provide an upper bound on favg(π
∗). Pick an arbitrary number
i ∈ {0, . . . , ℓ}. Note that by adaptive monotonicity, we have favg(π
∗) ≤ favg(π
τi@π∗). Next we
show that favg(π
τi@π∗) ≤ favg(π
τi) + E [K]∆τi(π), where ∆τi(π) = favg(π
τi) − favg(π
τi−1). This
implies that
favg(π
∗) ≤ favg(π
τi@π∗) ≤ favg(π
τi) + E [K]∆τi(π). (1)
Note that once we run πτi the set of selected elements and their realizations depends on Φ.
To capture this randomness, we let Ψi be a random variable that indicates the partial realization
observed by running policy πτi . We use ψi to indicate a realization of the random variable Ψi.
Note that, by definition of πτi we have τi ≥ maxe∈E\dom(ψi)∆(e|ψi). Moreover, by adaptive sub-
modularity, for all sub-realizations ψi 4 ψ
′, and for all e ∈ E \dom(ψ′) we have ∆(e|ψi) ≥ ∆(e|ψ
′).
Therefore, we have
τi ≥ ∆(e|ψ
′), ∀ψi 4 ψ
′ and ∀e ∈ E \ dom(ψ′). (2)
Now, we can bound the different between the expected utility obtained by πτi@π∗ and πτi as follows:
favg(π
τi@π∗)− favg(π
τi)
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θE
[
f(ψ′ ∪Φ(e)) − f(ψ′)|ψ′ 4 Φ and Θπ∗ = θ
]
Definition
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θE
[
f(ψ′ ∪Φ(e)) − f(ψ′)|ψ′ 4 Φ
]
Independency6
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ∆(e|ψ
′) Definition
≤
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θτi Inequality 2
≤
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ∆
τi(π) ∆τi(π) ≥ τi
=
( ∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ
)
∆τi(π)
= E [K]∆τi(π).
This proves inequality (1) as promised. Let us define ∆∗i = favg(π
∗) − favg(πτi). Inequality 1
implies that ∆∗i ≤ E [K] (∆
∗
i−1 −∆
∗
i ). By a simple rearrangement we have
∆∗i ≤
(
1−
1
E [K] + 1
)
∆∗i−1.
5Note that if policy pi@pi∗ attempts to query an element that does not exist in ψ′, we know that the event
< ψ,ψ′, e, pi, pi∗ > does not happen and do not need to simulate the policy any further.
6Note that ψ′ is fixed, hence f(ψ′ ∪ Φ(e))− f(ψ′) is independent of Θ.
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By iteratively applying this inequality we have
∆∗ℓ ≤
(
1−
1
E [K] + 1
)ℓ
∆∗0 ≤ e
− ℓ
E[K]+1∆∗0.
By applying the definition of ∆∗i and further rearrangements we have
favg(π
τℓ) >
(
1− e
− ℓ
E[K]+1
)
favg(π
∗),
as desired. 
Next, we will use Lemma 1 to prove the conjecture by [24] that the greedy policy achieves the
asymptotically tight logarithmic approximation guarantee.
4 Adaptive Stochastic Minimum Cost Coverage
In this section, we prove that the greedy policy, outlined in Algorithm 2, achieves a logarithmic ap-
proximation guarantee for adaptive stochastic minimum cost coverage. For the ease of presentation,
we focus on the unit cost case, i.e., c(e) = 1 for all e ∈ E. The generalization to the non-uniform
cost is immediate.
Theorem 2 Assume that there is a value η ∈ (0, Q] such that f(ψ) > Q − η implies f(ψ) = Q
for all ψ. Let π∗ be an arbitrary policy (including the optimum policy7) that covers everything i.e.,
f(π∗) = Q for all φ. Let πgreedy be the greedy policy. We have
cavg(πgreedy) ≤
(
cavg(π
∗) + 1
)
log
(nQ
η
)
+ 1,
where n = |E|.
Proof : Let K be a random variable that indicates the number of items picked by π∗, i.e.,
K = S(π∗,Φ). Set ℓ = (E [K] + 1) log(nQ/η). Note that by definition of π∗ we have f(π∗) = Q for
all φ, hence we have favg(π
∗) = Q. By Lemma 1 we have
favg(π
τℓ) >
(
1− e
− ℓ
E[K]+1
)
favg(π
∗) By Lemma 1
=
(
1− e− log(nQ/η)
)
favg(π
∗) Since ℓ =
(
E [K] + 1
)
log(nQ/η)
=
(
1−
η
nQ
)
favg(π
∗)
= Q−
η
n
. Since favg(π
∗) = Q
Recall that by definition we have E [f(πτℓ)] = favg(π
τℓ) = Q − ηn . Moreover, by adaptive mono-
tonicity we have f(πτℓ) ≤ f(φ) = Q. Hence by Markov inequality with probability 1 − 1/n
we have f(πτℓ) > Q − η. By definition of η this implies that with probability 1 − 1n we have
f(πτℓ) = Q. Therefore, with probability 1− 1/n, the policy πτℓ reaches the utility Q after selecting
7One can think of this as an optimal policy that minimizes the expected number of selected items and guarantees
that every realization is covered.
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ℓ =
(
E [K] + 1
)
log(nQ/η) items in expectation. Otherwise, πgreedy picks at most all the n items.
Hence the expected number of items that πgreedy picks is upper bounded by(
1−
1
n
)
×
(
E [K] + 1
)
log
(nQ
η
)
+
1
n
× n ≤
(
cavg(π
∗) + 1
)
log
(nQ
η
)
+ 1.

With slight modifications to the proof of Theorem 2 we achieve the following corollary. We
provide the proof of this result in the appendix.
Corollary 3 Assume that there is a value η ∈ (0, Q] such that f(ψ) > Q− η implies f(ψ) = Q for
all ψ. Let π∗ be an arbitrary policy that covers everything i.e. f(π∗) = Q for all φ. Let πgreedy be
the greedy policy. We have
cavg(πgreedy) ≤
(
cavg(π
∗) + 1
)
log
(Q
δη
)
+ 1,
where δ = minφ p(φ).
5 Semi Adaptive Stochastic Submodular Maximization
In this section, we provide a policy for adaptive stochastic submodular maximization that makes
only O(log n log k) batch queries (a.k.a. adaptive rounds). We show that our policy provides a
(1− 1e − ε) approximate solution compare to that of the best fully sequential policy. Our policy is
based on two notions, semi-adaptive values and information gap. We first provide some intuition
and notations, and then explicitly define these two notions. At any stage of the algorithm, semi-
adaptive value of an item e is our estimate of the expected value of selecting item e. We provide
these estimations based on the information of the last batch query that we carried out and the set
of items that we are deciding to select but not queried yet. Information gap is our estimate of the
accuracy of the maximum semi-adaptive value. We use the information gap to balance between the
loss on the performance and the number of batch queries that we make.
Algorithm 3 Semi Adaptive Greedy Policy for Adaptive Submodular Maximization
Input: Ground set E, size k, distribution p(φ), function f(·), value ǫ > 0
1: initialize A← ∅, ψ′ ← ∅, i← 1
2: while |A| < k do
3: while IG(i, ψ′) ≥ (1− ǫ) and |A| < k do
4: e∗ = argmaxe∈E\A SAV(e, i, ψ
′)
5: A← A ∪ {e∗}
6: end while
7: ψ′′ ← query all elements in A \ dom(ψ′)
8: ψ′ ← ψ′ ∪ ψ′′
9: end while
10: return A
We iteratively and greedily select elements based on their semi-adaptive values. We continue
this selection non-adaptively until the information gap decreases to (1− ε). When the information
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gap drops below (1 − ε) we query all the selected elements. We call this algorithm semi-adaptive
greedy and is outlined in Algorithm 3. In this section, we use π to refer to this policy. We refer to the
step i of a policy as the time it selects the i-th element. We use Ψπi to refer to the (random) partial
realization up to and including step i of policy π. Again, note that the partial realization we observe
by running π depends on Φ. We also use ψ′ to refer to the observed partial realization of items
that have been queried so far. Since policy π is deterministic, given ψ′, we can deterministically
indicate the domain of Ψπi . Therefore, dom(Ψ
π
i ) is deterministic and well specified (while the state
of items e ∈ dom(Ψπi ) \ dom(ψ
′) is random). We are ready to define the semi-adaptive values and
the information gap.
Definition 4 (Semi-Adaptive Value) At any step i of the policy π, and given the partial real-
ization ψ′ 4 Ψπi , the semi-adaptive value of an item e ∈ E \ dom(Ψ
π
i ) is defined as follows:
SAV(e, i, ψ′)
.
= Eψ′4Ψπi
[
∆(e|Ψπi )
]
.
Note that the semi-adaptive value of an item e is equal to the expected marginal gain of e over
all the unknown random realizations (i.e., not in ψ′).
Definition 5 (Information Gap) At any step i of the policy π, and given the partial realization
ψ′ 4 Ψπi , the information gap is defined as follows.
IG(i, ψ′)
.
=
maxe/∈dom(Ψπi ) Eψ′4Ψ
π
i
[
∆(e|Ψπi )
]
Eψ′4Ψπi
[
maxe/∈dom(Ψπi )∆(e|Ψ
π
i )
] .
Equipped with these definitions, we show next the utility obtained by the semi adaptive greedy
policy, shown in Algorithm 3, along with the total number of batch queries.
5.1 Performance
Golovin and Krause [24] showed that a fully sequential greedy policy πgreedy achieves
favg(πgreedy[ℓ]) >
(
1− e−
ℓ
k
)
favg(π
∗). The next lemma bounds the performance of our semi adaptive
greedy policy in a similar fashion. We use the notions of semi-adaptive values and the information
gap to prove this lemma. In the following lemma, π is the semi-adaptive greedy policy and π[ℓ] is
a policy that runs π and stops if it selects ℓ items.
Lemma 6 Let π be the semi-adaptive greedy policy. For any policy π∗ and positive integer ℓ we
have
favg(π[ℓ]) >
(
1− e−
ℓ
k − ε
)
favg(π
∗).
This is one of the main technical contributions of the paper, but due to the space constraint we
provide the proof of this lemma in Appendix A. The proof of this lemma relies on Lemma 1 and
uses a similar machinery.
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5.2 Query Complexity
In this subsection, we bound the number of batch queries of the semi-adaptive greedy policy. We
define random variable Ψ′t to be the partial realization obtained by the t-th batch query (do not
confuse it with Ψπi ). We use ψ
′
t to indicate the realization of random variable Ψ
′
t. The next lemma
shows that after any log 1
1−ε/2
(
n
δ
)
= Oε
(
log
(
n
δ
))
batch queries, the maximum expected marginal
benefit drops by a factor (1 − ε2 ), with high probability. We later apply this lemma iteratively for
O(log k) times to show that after Oε(log n log k) batch queries, the maximum expected marginal
gain is vanishingly small.
Lemma 7 Pick an arbitrary t and fix partial realization ψ′t. Let ∆
′
t = maxe/∈dom(ψ′t)∆(e|ψ
′
t), and
let t+ = t+ log 1
1−ε/2
(
n
δ
)
. We have
max
e/∈dom(Ψ′
t+
)
∆(e|Ψ′t+) ≤
(
1−
ε
2
)
∆′t,
with probability at least 1− δ.
Proof : For any t′ ≥ t we use the random variable St′ to indicate the set of elements such that
∆(e|Ψ′t′) ≥ (1 −
ε
2)∆
′
t. To prove the above lemma, we show that E [|St′ |] ≤ (1 −
ε
2)E [|St′+1|]. This
together with |St| ≤ n implies that E [|St+ |] ≤ δ for t
+ = t + log 1
1−ε/2
(
n
δ
)
. Note that |St+ | is a
non-negative integer, and hence we have St+ = ∅ with probability at least 1− δ.
Next, we show that E [|St′ |] ≤ (1 −
ε
2)E [|St′+1|]. First note that by adaptive monotonicity
e ∈ St′+1 implies e ∈ St′ , and hence we have St′+1 ⊆ St′ . In the following, we use the notion of
information gap and show that for any element e ∈ St′ , we have e /∈ St′+1 with probability at least
ε
2 . This directly implies E [|St′ |] ≤ (1−
ε
2)E [|St′+1|] as desired. Note that when we query Ψ
′
t′+1 the
information gap is at most (1− ε). Hence, for some Ψπi (which corresponds to Ψ
′
t′+1) we have
max
e/∈dom(Ψπi )
Eψ′
t′
4Ψπi
[
∆(e|Ψπi )
]
≤ (1 − ε)Eψ′
t′
4Ψπi
[
max
e/∈dom(Ψπi )
∆(e|Ψπi )
]
information gap
≤ (1 − ε)∆′t. by adaptive monotonicity
This implies that for all e /∈ dom(Ψπi ), with probability at least
ε
2 , we have ∆(e|Ψ
π
i ) ≤ (1 −
ε
2)∆
′
t.
Therefore, for any element e ∈ St′ , we have e /∈ St′+1 with probability at least
ε
2 , as promised. 
Now, we are ready to prove the main theorem of this section. In the following theorem, π is
the semi-adaptive greedy policy, π[ℓ] is a policy that runs π and stops if it selects ℓ items and π
T
[ℓ]
is a policy that runs π[ℓ] and stops if it makes T batch queries.
Theorem 8 Let π be the semi-adaptive greedy policy and let πT[ℓ] be a policy that runs π[ℓ] and
stops if it makes T batch queries. For any policy π∗ (including the optimum policy) and any
positive integer ℓ we have
favg(π
T
[ℓ]) >
(
1− e−
ℓ
k − 3ε
)
favg(π
∗),
for some T ∈ Oε(log n log ℓ).
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Proof : Let us set δ = ε
log 1
1−ε/2
( ℓ
ε
)
and let ∆1(π) be the expected marginal benefit of the first
selected item. By applying Lemma 7 iteratively log 1
1−ε/2
( ℓε) times we have
max
e/∈dom(Ψ′T )
∆(e|Ψ′T ) ≤
(
1−
ε
2
)log 1
1−ε/2
( ℓ
ε
)
∆1(π) =
ε
ℓ
∆1(π),
with probability 1 − δ × log 1
1−ε/2
( ℓε) = 1 − ε. This means that with probability (1 − ε) the total
expected marginal benefit of the elements added after the T -th batch query is at most
ℓ×
ε
ℓ
∆1(π) = ε∆1(π) ≤ εfavg(π[ℓ]),
where T = log 1
1−ε/2
(
n
δ
)
× log 1
1−ε/2
( ℓε) ∈ Oε(log n log ℓ). This, together with lemma 6, implies that
if we stop policy π after T ∈ Oε(log n log ℓ) batch queries for any policy π
∗ we have
favg(π[ℓ]) >
(
1− e
− ℓ
E[k] − 3ε
)
favg(π
∗),
as desired. 
6 Semi Adaptive Stochastic Minimum Cost Coverage
In this section, we bound the efficiency and round complexity of the semi-adaptive greedy policy,
outlined in Algorithm 4. To simplify the proofs, we use a more restricted notion of information
gap. It is easy to observe that the same proofs in the previous section hold using this version of
information gap as well.8
Algorithm 4 Semi Adaptive Greedy Policy for Minimum Cost Coverage
Input: Ground set E, quota Q, distribution p(φ), function f(·), value ǫ > 0
1: initialize A← ∅, ψ′ ← ∅, i← 1
2: while f(A,ψ′) < Q do
3: while RIG(i, ψ′) ≥ (1− ǫ) do
4: e∗ = argmaxe∈E\A SAV(e, i, ψ
′)
5: A← A ∪ {e∗}
6: end while
7: ψ′′ ← query all elements in A \ dom(ψ′)
8: ψ′ ← ψ′ ∪ ψ′′
9: end while
10: return A
Definition 9 (Restricted Information Gap) At any step i of the policy π, and given the partial
realization ψ′ 4 Ψπi , the restricted information gap is defined as follows.
RIG(i, ψ′) =
maxe/∈dom(ψ′)∆(e|ψ
′)
Eψ′4Ψπi
[
maxe/∈dom(Ψπi )∆(e|Ψ
π
i )
] .
8We use this notion in this section for simplicity. However, since the previous notion of information gap is more
intuitive, we keep the previous notion as well.
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6.1 Performance
Next theorem bounds the performance of our policy.
Theorem 10 Assume that there is a value η ∈ (0, Q] such that f(ψ) > Q − η implies f(ψ) = Q
for all ψ. Let π∗ be an arbitrary policy that covers everything, i.e., f(π∗) = Q for all φ. Let π be
the semi-adaptive greedy policy, outlined in Algorithm 4. We have
cavg(π) ≤
(cavg(π∗) + 1
1− ε
)
log
(nQ
η
)
+ 1.
The proof of this theorem is a combination of the ideas in Lemma 1, Lemma 6 and Theorem 2 and
is presented in Appendix A.
6.2 Query Complexity
Next, we bound the number of batch queries of the semi-adaptive greedy policy.
Theorem 11 Assume that there is a value η ∈ (0, Q] such that f(ψ) > Q − η implies f(ψ) = Q
for all ψ. Let π∗ be any policy that covers everything, i.e., f(π∗) = Q for all φ. Let π be the
semi-adaptive greedy policy (outlined in Algorithm 4) and let πT be a policy that runs π and stops
if it makes T batch queries. For some T ∈ O
(
log n log(Qn/η)
)
we have f(πT ) = Q with probability
1− 1/n.
We use Lemma 7 presented in the previous section together with Theorem 10 to prove the above
theorem. The proof of this theorem follows the proof of Theorem 8 and is presented in Appendix A.
7 Hardness
Theorem 12 Any policy with a constant approximation guarantee for adaptive stochastic submod-
ular maximization requires Ω(log n) batch queries.
Proof : Consider the following example. We have n = 2k−1 − 1 elements, and we want to select
k elements. The elements are decomposed into k bags of sizes 1, 2, . . . , 2k, where the decomposition
is chosen uniformly at random. The objective function for a set S is the number of distinct bags
that elements in S belong to. Whenever we select an element e we see all of the elements that
are in the same bag as e. It is easy to see that this function is adaptive monotone and adaptive
submodular.
Note that one can iteratively select k elements each with a marginal benefit of 1 and hence the
value of the optimum solution of this instance is k. Next we upper-bound the value of the solution
of a policy with t ∈ o(log n) batch-queries.
Let Bi be the i-th batch query and let bi = |Bi|. Note that the marginal gain of each element
is either 0 or 1. Moreover, all of the elements with the marginal gain of 1 are symmetric. Hence,
without loss of generality, we assume that Bi is random subset of elements with the marginal gain
of 1. Hence, with probability at least (1− 1bi ) all of the elements in Bi belong to the log
2 bi largest
14
bags with the marginal gain of 1. Hence, the expected marginal benefit of batch Bi is at most
(1− 1bi ) log
2 bi+
1
bi
bi ≤ log
2 bi+1. Hence the expected value of the solution of this policy is at most
t∑
i=1
(log2 bi + 1) ≤
t∑
i=1
(log2
k
t
+ 1) = t log2
k
t
+ t ∈ o(k),
where the last inequality is due to t ∈ o(log n) = o(k). 
Notice that in the hard example provided in the above theorem, we upper bound the marginal
gain of each batch of size r by log2 r+1. Hence if we force each batch to query exactly r elements,
the expected value of the final solution is at most kr
(
log2 r + 1
)
∈ O(k log
2 r
r ).
Corollary 13 Let π be a policy for adaptive stochastic submodular maximization that queries
batches of size r. The approximation factor of π is upper bounded by O( log
2 r
r ).
8 Conclusion
In this paper, we re-examined the required rounds of adaptive observations in order to maximize
an adaptive submodular function. We proposed an efficient batch policy that with O(log n× log k)
adaptive rounds of observations can achieve a (1−1/e−ε) approximation guarantee with respect to
an optimal policy that carries out k actions, from a set of n actions, in a fully sequential setting. We
also extended our result to the case of adaptive stochastic minimum cost coverage and proposed a
batch policy that provides the same guarantee in polylogarithmic adaptive rounds through a similar
information-parallelism scheme. In the mean time, we also proved the conjecture by [24] that the
greedy policy achieves the asymptotically tight logarithmic approximation guarantee for adaptive
stochastic minimum cost coverage. One interesting future direction is to develop a semi adaptive
policy for maximizing the value of information [11].
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A Omitted proofs
A.1 Proof of Corollary 3
Proof of Corollary 3: Let K be a random variable that indicates the number of items picked by
π∗, i.e., K = S(π∗,Φ). Set ℓ = (E [K]+1) log( Qδη ). Note that by definition of π
∗ we have f(π∗) = Q
for all φ, hence we have favg(π
∗) = Q. By Lemma 1 we have
favg(π
τℓ) >
(
1− e
− ℓ
E[K]+1
)
favg(π
∗) By Lemma 1
=
(
1− e− log(
Q
δη
)
)
favg(π
∗) Since ℓ =
(
E [K] + 1
)
log(
Q
δη
)
=
(
1−
δη
Q
)
favg(π
∗)
= Q− δη. Since favg(π
∗) = Q
Recall that by definition we have E [f(πτℓ)] = favg(π
τℓ) = Q − δη. Moreover, by adaptive mono-
tonicity we have f(πτℓ) ≤ f(φ) = Q. Hence by Markov inequality with probability more than 1− δ
we have f(πτℓ) > Q− η. By definition of η this implies that with probability more than 1 − δ we
have f(πτℓ) = Q. Equivalently, probability of f(πτℓ) 6= Q is less than δ.
Note that the only source of randomness in πτℓ is from the randomness of the input. Hence,
for any fixed φ we either have f(πτℓ) = Q or f(πτℓ) 6= Q, deterministically. On the other hand, by
definition δ = minφ p(φ). Hence, since the probability of f(π
τℓ) 6= Q is less than δ, the probability
of f(πτℓ) 6= Q must be 0. Therefore, the policy πτℓ reaches the utility Q, certainly, after selecting
ℓ =
(
E [K] + 1
)
log(nQ/η) items in expectation. 
A.2 Proof of Lemma 6
Proof of Lemma 6: First we provide an upper bound on favg(π
∗). Pick an arbitrary i ∈
{0, . . . , ℓ}. Note that by adaptive monotonicity, we have favg(π
∗) ≤ favg(π[i]@π
∗). Next we show
that favg(π[i]@π
∗) ≤ favg(π[i]) +
k
1−ε∆i(π), where ∆i(π) = favg(π[i+1]) − favg(π[i]). This implies
that
favg(π
∗) ≤ favg(π[i]@π
∗) ≤ favg(π[i]) +
k
1− ε
∆i(π). (3)
Let Ψi be a random variable that indicates the partial realization of the elements selected by
π[i]. We use ψi to indicate a realization of Ψi. Let Ψ¯ be a random variable that indicates the last
partial realization that is queried by π[i] (ignoring the selected elements in the last batch that is
not queried yet).
We have
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favg(π[i]@π
∗)− favg(π[i])
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θE
[
f(ψ′ ∪Φ(e)) − f(ψ′)|ψ′ 4 Φ and Θ = θ
]
By Definition
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θE
[
f(ψ′ ∪Φ(e)) − f(ψ′)|ψ′ 4 Φ
]
Independency
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ∆(e|ψ
′) Def. of ∆(e|ψ′)
≤
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ∆(e|ψi) Adaptive Submo.
≤
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ max
e′ /∈dom(ψi)
∆(e′|ψi)
=
∑
ψi∈Ψi
( ∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ
)
max
e′ /∈dom(ψi)
∆(e′|ψi)
≤
∑
ψi∈Ψi
p(ψi)k max
e′ /∈dom(ψi)
∆(e′|ψi)
= k
∑
ψi∈Ψi
p(ψi) max
e′ /∈dom(ψi)
∆(e′|ψi)
= kEΨi
[
max
e′ /∈dom(Ψi)
∆(e′|Ψi)
]
= kEΨ¯
[
EΨ¯4Ψi
[
max
e′ /∈dom(Ψi)
∆(e′|Ψi)
]]
≤ kEΨ¯
[ 1
1− ε
max
e′ /∈dom(Ψπi )
EΨ¯4Ψπi
[
∆(e′|Ψπi )
]]
Information Gap
=
k
1− ε
EΨ¯
[
max
e′ /∈dom(Ψπi )
EΨ¯4Ψπi
[
∆(e′|Ψπi )
]]
=
k
1− ε
∆i(π)
This proves Inequality 3 as promised. Let us define
∆∗i = favg(π
∗)− favg(π[i]).
Inequality 3 implies that
∆∗i ≤
k
1− ε
(∆∗i −∆
∗
i+1).
By a simple rearrangement we have
∆∗i+1 ≤
(
1−
1− ε
k
)
∆∗i .
By iteratively applying this inequality we have
∆∗ℓ ≤
(
1−
1− ε
k
)ℓ
∆∗0 ≤ e
−
(1−ε)ℓ
k ∆∗0.
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By applying the definition of ∆∗i and some rearrangements we have
favg(π[ℓ]) >
(
1− e−
(1−ε)ℓ
k
)
favg(π
∗) ≥
(
1− e−
ℓ
k − ε
)
favg(π
∗)
as desired.

A.3 Lemma 14
Let us start with some definitions. Let π be the semi-adaptive greedy policy as defined in section 5,
using restricted information gap (Definition 9). For an arbitrary number τ let πτ be a policy that
selects elements according to π and stops when the semi-adaptive value of all of the remaining
elements is less than or equal to τ . We define τi to be a number such that the expected number of
elements selected by πτi is i.
Now we are ready to prove Lemma 14.
Lemma 14 For any policy π∗ and any positive integer ℓ we have
favg(π
τℓ) >
(
1− e
− (1−ε)ℓ
E[K]+1
)
favg(π
∗),
where K is a random variable that indicates the number of items picked by π∗, i.e. K = |S(π∗,Φ)|.
Proof : Let us define ∆τi(π) = favg(π
τi)− favg(π
τi−1). Recall that in expectation πτi picks one
item more than πτi−1 . Moreover note that by definition of πτi the semi-adaptive value of all of the
items selected by πτi is at least τi. Hence
favg(π
τi)− favg(π
τi−1) = ∆τi(π) ≥ τi. (4)
Let Ψi be a random variable that indicates the partial realization of the elements selected by π
τi .
We use ψi to indicate a realization of Ψi. Next we show that for any consistent partial realization
ψi 4 ψ
′ and any element e we have
∆(e|ψ′) ≤
τi
1− ε
. (5)
We have two cases based on the time that the policy πτi stops.
• The policy πτi queries a batch and then observe that the semi-adaptive value of all items drop
below τi and then π
τi stops.
• While adding items to a batch (and before performing the query), the semi-adaptive value of
all items drop below τi and then π
τi stops.
Note that in the first case the semi-adaptive values of all of the items are equal to their actual
expected marginal benefit (i.e., ∆(e|ψ′)). Hence, we have ∆(e|ψ′) ≤ ∆(e|ψi) ≤ τi. In the second
case, by the definition of the algorithm, the restricted information gap is at least 1 − ǫ. This
together with the fact that the semi-adaptive values of all items are below τi implies that the
expected marginal benefit of the first item that was added to the last batch is at most τi1−ǫ . This
together with adaptive monotonicity implies ∆(e|ψ′) ≤ τi1−ε as desired.
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We have
favg(π
τi@π∗)− favg(π
τi)
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θE
[
f(ψ′ ∪Φ(e)) − f(ψ′)|ψ′ 4 Φ and Θ = θ
]
By Definition
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θE
[
f(ψ′ ∪Φ(e)) − f(ψ′)|ψ′ 4 Φ
]
Independency
=
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ∆(e|ψ
′) Definition of ∆(e|ψ′)
≤
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ
τi
1− ε
Inequality 5
≤
∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ
∆τi(π)
1− ε
Inequality 4
=
( ∑
ψi∈Ψi
∑
ψi4ψ′
∑
e/∈dom(ψ′)
∑
θ∈Θπ∗
p(ψ′)p(θ)1ψi,ψ′,e,θ
)∆τi(π)
1− ε
=
E [K]
1− ε
∆τi(π).
Now define ∆∗i = favg(π
∗)− favg(π
τi). The above inequality implies that
∆∗i ≤
E [K]
1− ε
(∆∗i−1 −∆
∗
i ).
By a simple rearrangement we have
∆∗i ≤
(
1−
1
E[K]
1−ε + 1
)
∆∗i−1 ≤
(
1−
1− ε
E [K] + 1
)
∆∗i−1.
By iteratively applying this inequality we have
∆∗ℓ ≤
(
1−
1− ε
E [K] + 1
)ℓ
∆∗0 ≤ e
−
(1−ε)ℓ
E[K]+1∆∗0.
By applying the definition of ∆∗i and some rearrangement we have
favg(π
τℓ) >
(
1− e
−
(1−ε)ℓ
E[K]+1
)
favg(π
∗)
as desired. 
A.4 Proof of Theorem 10
Proof of Theorem 10: Let K be a random variable that indicates the number of items picked
by π∗. Set
ℓ =
E [K] + 1
1− ε
log(nQ/η).
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Note that by definition of π∗ we have f(π∗) = Q for all φ, hence we have favg(π
∗) = Q. By Lemma
14 we have
favg(π
τℓ) >
(
1− e
−
(1−ε)ℓ
E[K]+1
)
favg(π
∗) By Lemma 14
=
(
1− e−log(nQ/η)
)
favg(π
∗) Since
E [K] + 1
1− ε
log(nQ/η)
= (1−
η
nQ
)favg(π
∗)
= Q−
η
n
. Since favg(π
∗) = Q
Recall that, by definition favg(π
τℓ) = E [f(πτℓ)]. Moreover, note that by adaptive monotonicity
we have f(πτℓ) ≤ f(φ) = Q. Hence by Markov inequality with probability 1 − 1/n we have
f(πτℓ) > Q − η. By definition of η this implies that with probability 1 − 1n we have f(π
τℓ) = Q.
Therefore, with probability 1− 1/n, πτℓ reaches Q after selecting ℓ =
(
E [K] + 1
)
log(nQ/η) items
in expectations. Otherwise, π picks at most all n items. Hence the expected number of items that
π picks is upper bounded by
(1−
1
n
)×
E [K] + 1
1− ε
log(
nQ
η
) +
1
n
× n ≤
(cavg(π∗) + 1
1− ε
)
log
(nQ
η
)
+ 1.

A.5 Proof of Theorem 11
First let us start with a couple of definitions. We define random variable Ψ¯t to be the partial
realization obtained by the t-th query. Next we prove Theorem 11.
Proof of Theorem 11: In order to prove this theorem we show that favg(π
T ) > Q− ηn . Note
that f(πT ) ≤ Q. This together with a Markov bound imply f(πT ) > Q− η, and hence f(πT ) = Q,
with probability 1− 1/n. In this theorem we simply set ε = 0.01.
Let us set
δ =
η
2Qn
log 1
1−ε/2
2Qn2
η
.
By applying Lemma 7, log 1
1−ε/2
2Qn2
η times iteratively we have
max
e/∈dom(Ψ¯T )
∆(e|Ψ¯T ) ≤
(
1−
ε
2
)log 1
1−ε/2
2Qn2
η
∆1(π) =
η
2Qn2
∆1(π),
with probability 1 − δ × log 1
1−ε/2
2Qn2
η = 1 −
η
2Qn . This means that with probability 1 −
η
2Qn the
total expected marginal gain of the elements added after the T -th query is at most
n×
η
2Qn2
∆1(π) =
η
2Qn
∆1(π) ≤
η
2n
,
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where
T = log 1
1−ε/2
(n
δ
)
× log 1
1−ε/2
2Qn2
η
∈ O
(
(log n+ log log(Qn/η)) log(Qn/η)
)
∈ O
(
log n log(Qn/η)
)
.9
This implies that
favg(π
T ) ≥ (1−
η
2Qn
)(Q−
η
2n
) > Q−
η
n
.
This implies that f(πT ) = Q with probability at least 1− 1n , as desired. 
B Truncation
Consider the following simple adaptive submodular function f(·). We have three elements {x, y, z}
each of x and y are associated with an independent uniform random binary variable. The value of
the empty set is zero. If element z exists in a set, it deterministically adds a value 1 to the set.
If there is only one of x and y in the set, it adds a value 1 to the set. However, if both x and y
are in the set, if their corresponding random variables match, they add a value 2 to the set, and
otherwise add nothing.
Note that if one of x and y exists in a set, adding the other one does not change the value of
the set in expectation. In all other cases the value of adding an element is 1. This implies that this
function is adaptive submodular. However, g(ψ) = min
(
f(ψ), 1
)
is not adaptive submodular. For
example the marginal gain of z on g
(
{(x, 1)}
)
is 0 but the marginal gain of z on g
(
{(x, 1), (y, 0)}
)
is 1.
9We can assume log n > log log(Qn/η), since otherwise n ≤ log(Qn/η) and hence trivially T ∈ O(log(Qn/η)) as
desired.
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