Abstract-In identifying software requirements from users, the requirements are usually in the form of natural language sentences, which may be ambiguous. Therefore, a language has been developed to model the software in different aspects help solve such problem and communicate between the users and developers, namely, Unified Modeling Language (UML). Using UML for Software designing from natural language sentences may be complicated, and the software developers may not identify the requirements consistently; therefore, software developers should give importance to verifying that the requirements in the natural language sentence format and in the model format have good properties. Therefore, this research proposes rules for verifying that requirements in the natural language sentence format and requirements in the model have good properties according to the IEEE 830 standard, namely, unambiguity, consistency and traceability, Applying the proposed rules is beneficial to ensure that the requirements identified in the model are consistent with the user requirements in the natural language sentence format, allowing the software developers to develop the software according to the user requirements.
I. INTRODUCTION
Identifying user requirement is important for specifying the scope of software development. The content of the requirements identification is often in the form of natural language sentences, which specify the overview of the function, such as function for system access, function for membership sign up, etc., as well as identifying data that the system must store, such as user attributes and user usage data etc. However, natural language sentences are often ambiguous. One sentence may be interpreted more than one meaning. Therefore, using a notion like UML for software modeling help resolve such issue and software design artifacts may be used for communication between users and developers.
UML can be used for creating a software model in different aspects during the requirements engineering process, by taking the natural language sentences identifying user requirements and specifying them in the model. To model the software in order to illustrate the function model and structural model, use case diagrams and class diagrams are often used respectively. Use case diagrams show the capability of the system for serving the user or other systems, and the class diagram shows the details of the data stored in the system. To ensure that the use case diagrams and the class diagrams have detailed and clear data, use case descriptions and class responsibilities and collaborators cards (CRC cards) are created, showing the various details in both respective diagrams.
However, designing a model from natural language sentences may be complicated, as software developers may not identify both types of requirements consistently, and the property of natural language sentences often be ambiguous may create inconsistency. Therefore, software developers have to give importance to verifying the two types of requirements to be consistent, requiring each requirement to be traceable, as well as verifying for ambiguity that may occur in natural language sentences, by using good properties specified in the IEEE 830 standard [1] to specify the verification context.
The IEEE 830 standard, Recommended Practice for Software Requirements Specification, specifies 8 good properties of requirement specifications: Correctness, Unambiguity, Completeness, Consistency, Ranking for importance and stability, Verifiability, Modifiability, and Traceability. This research focuses on verifying 3 properties: 1) Unambiguity, as a property of natural language sentences is ambiguity, if a natural language sentence has the Unambiguity property, it will allow the software developers to accurately specify the model to the user requirements. 2) Consistency, as when designing a model from natural language sentences, which may be complicated, the software developer should therefore verify both lists of requirements to reduce conflict between requirements 3) Traceability, because some systems may have many user requirements, which may result in incomplete specification of those requirements. Therefore, tracing will allow software developers to know whether the requirements specified in the model are complete, or which parts are missing or added.
Therefore, this research proposes rules for verifying requirements in the natural language sentence format and requirements in the model format to have good properties according to the IEEE 830 standards: unambiguity, consistency and traceability. The proposed rules are created from the relationships of the various components of the natural language sentences and the model, according to the following relationships: 1) The relationship between the natural language sentences and the model, namely, the relationship between the functional natural language sentences and the use case model, and the relationship between the structural natural language sentences and the class model. Vol. 4, No. 1, February 2016 relationships between the use case model and the use case description, and the relationships between the class model and the class description.
3) The relationship between the functional model and structural model, that is, the relationship between the class model and the use case model. The rest of the paper is organized as follows: Section II and Section III will discuss related research and theories. Section IV will explain the research method, and the last section, Section V, summarizes the research and future research approaches.
Various works related to requirements verification have been studied as follows:
The research in [2] - [4] proposes concepts for verifying the consistency of logical or temporal contradictions, using a formal method. The research in [2] verifies consistency between the use case model and the class model. The research in [3] verifies consistency between the class model and the state machine diagram, and the research in [4] verifies consistency between the class model and the Prolog script. However, these works of research have limitations due to their formal methods, which cannot be applied effectively to natural language sentences for verification with the model. Therefore, the researchers have done research on methods for verifying natural language sentences with the software model defined by using UML.
The research in [5] , [6] proposes methods for applying the Semantics of Business Vocabulary and Business Rules (SBVR) to create relationships with natural language sentences. The research in [5] aims to reduce the ambiguity of natural language sentences, and the research in [6] aims to apply relationships for use in creating class models. The results from creating relationships between natural language sentences and SBVR produce an average F-Value of higher than 80%. Therefore, the researchers apply this method as a basis in creating relationships between natural language sentences and models for more effectiveness in verification.
From studying works related to this research, this research applies the principles for verification of 3 properties, these are, unambiguity, consistency, and traceability, by creating rules from the relationships of the components of each requirement for verification of the 3 properties.
III. UNDERLYING CONCEPTS

A. Software Models
This research focuses on functional models, which are presented in the form of use case diagrams and structural models, presented as class diagrams. In order to describe the details of use case models and class models, use case descriptions and class descriptions are created and used for verification. The rules used for verification take each component of the diagram and description and create a relationship with natural language sentences, because in the requirements engineering process, both models are commonly used to identify user requirements. The components of the models and the descriptions used for verification are as follows:
1) Use case model
The use case model is used to show the overall behavior and services provided by the system. The components used for verification are shown in Table I . 
2) Class model
The class model is used to show the data, as well as the properties of the data stored by the system. The components used for verification are shown in Table II . 
3) Use case description
In order to make the use case model clear and show the details of the model, a use case description is used. A use case description has a 1-1 relationship with the use case diagram components. The description has components as shown in Table III .
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II. RELATED RESEARCH
4) Class description
To make the class model clear and display the details of the model, a class description is used. A class description has a 1-1 relationship with the components of the class in a class diagram. The class description has components as shown in Table IV . 
B. Good Properties of Requirements Specifications
Good properties of requirements specifications are significantly concerned for creating requirements specifications with quality. Eight good properties of requirements specifications have been defined in the IEEE 830 standard (Recommended Practice for Software Requirements Specification) [1] , of which this research gives importance to only unambiguity, consistency and traceability, as shown in Table V. 
IV. RESEARCH METHOD
The research method is separated into 6 steps: 1) Study and specify the context for properties used for verification 2) Study natural language sentence structure 3) Study the components of each UML model, including the model description 4) Create the relationship for each requirement from the components that have been studied 5) Create rules according to the context of properties from the components of each requirement 6) Evaluate the rules used for verification, as shown in the overview of the research in Fig. 1 This step involves studying good properties according to the research in [1] , which focused on the unambiguity, consistency, and traceability properties. The context of the research is then specified to make the rules for verification. The contexts of good properties in the research are as follows:
1) Unambiguity
Namely, the requirements in the natural language sentence format shall not have immeasurable qualifiers, such as
A. Study and Specify the Context for Properties Used for Verification
"Library system will respond to user quickly". The sentence has the qualifier quickly, which cannot be measured as time, resulting in ambiguity.
2) Consistency
Namely, the requirement is only consistent when the list of requirements does not have contradictions in the context of the research. In this research, three types of contradiction have been defined, as follows: 1) Contradictions in relationships in tokens between requirements in natural language sentence format and components with the model, focusing on verification relating to the relationship between two or more tokens in each requirement. For example, a natural language sentence represents requirements as: "The user can borrow two kinds of loan items, book and CD", while in the class diagram, there exists the book class with the inheritance relationship with the loan items class, but there does not exist a CD class with the inheritance relationship with the loan items class, etc. 2) Contradictions in order of calling during the service of the system, and contradictions of natural language sentences with the multiplicity value in the class diagram are the focus on verification of the order in calling functions and multiplicity specifications. For example, a natural language sentence states the specification for borrowing books: "It is possible that each user may borrow at most 8 items", while the class diagram indicates a relationship between the user and loan items classes, but not a multiplicity value of 1 -0. .8, etc. 3) Contradiction of words and role of tokens in natural language sentences and model components are the focus on verifying words and their roles between the requirements in various forms. For example, the natural language sentence shows a noun indicating a property of a book, "author", while the class diagram does not show an attribute named "author" in the book class etc.
3) Traceability Namely, requirements must be able to be referenced, and traced forward (natural language sentence to model); for example, a natural language sentence exists that references borrow, an action done to a book, so in the use case diagram, there must be a "borrow book" use case etc.; as well as can be traced backwards (model to natural language sentence); for example, there exists a borrow book use case, so there must exist a natural language sentence that references borrow, an action done to a book etc.
The result of this step produces good properties to be used for verification according to the context of the research. The created rules shall have a verification scope according to the specified context of the research.
B. Study Natural Language Sentence Structure
This step involves the study of the structure of natural language sentences for use in creating relationships with the model components. The natural language sentences of interest are functional and structural natural language sentences. The research in [8] - [10] introduces a format for writing good functional natural language sentences, that is: "The <operator role> shall be enabled to <do the required action>."The operator role" is the role that can use the function and "do the required action" is the service provided by the system. We will split the format into components for use in creating relationships with the functional model.
In addition, the software developer should write structural natural language sentences to clearly identify the information that should be stored by the system, as well as the properties of the data used for storage. However, the structural natural language sentence does not have a fixed form for writing. Thus, we will take the components of the structural natural language sentence and create relations with the structural model.
C. Study Components in Each Model, Including Model Description
This step involves the study of the components in the models, namely, the use case model and the class model, including the descriptions from both models. The components obtained from the study will be used to create the relationship with the structures of the natural language sentence, as well as the relationship between the structural model and the functional model, and the model and the description. The components of the model and the descriptions consist of components as mentioned in section 3.1, underlying concept.
D. Create Relationships for Each Requirement from the Studied Components
This step involves taking the studied components, consisting of the components of the natural language sentence, and the components of the description, to create 3 relationships as follows: 1) Relationship between natural language sentences and the model, for example, "Customer should be able to create new borrow order": "Customer" is a noun acting as the subject of the sentence, and will be created into an Actor, and "create new borrow order" is a verb related with the subject, and will be created into a Use case in the Use case diagram. "A book has title": "Book" is a noun in the sentence, and will be created into a class, and "title" is a noun related with the auxiliary verb to describe the noun, and will be created into an attribute in the Class diagram, etc. 2) Relationships within the model, for example, the relationship between "Customer", an Actor, related to "Create new borrow order", a use case in the use case diagram. "Create new borrow order" will be specified in the use case description under the "Use case name" component, and "Customer" will be specified in the "Actor" component, or for the "Customer" class, which has an association relation with the "borrow order" class, "Customer" will be specified in the CRC Card under the "Class name" component, and association relation with the "borrow order" class will be specified under the Relation component etc. 3) Relationships between models, for example, in the use case diagram with an actor named "Customer", the class diagram must specify the "Customer" class as well, etc. The relationships of natural language sentences and models are displayed in a diagram as shown in Fig. 2 , and the relationships between models, as well as the relationships within models, are displayed in a diagram as shown in Fig. 3 .
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E. Create Rules According to the Context of Properties from the Components of Each Requirement
After studying the components of each form of requirement, and specified the context of good properties according to [1] , the results from the study will be used to create rules for verifying the requirements according to the context of the properties of the research. Table VI In the next section, examples of applying the presented rules for verifying requirements in the natural language sentence format and requirements in the model format, according to the defined good properties, will be described.
1) Unambiguity
The unambiguity property has 4 rules created, with an example of a rule and its application as follows:
Example rule: The list of requirements has the unambiguity property only when in the natural language sentence describing the details of the use case under the description component, there are no immeasurable qualifiers.
Example of application: The natural language sentence that appears in the description component of the Use case description as: "Customer can borrow many loan items such as CD and books." This sentence has an immeasurable qualifier, "many", that is, it cannot be clearly specified how many loan items the user can loan. Therefore, when the rule is used for verification, it will find that the use case description is ambiguous. The modification process to clarify the requirements must be performed.
2) Consistency
The consistency property has 22 rules created, with examples of rules and their applications as follows: 1) Contradictions of the relationships of the tokens between the lists of requirements in the natural language sentence format and the components within the model were analyzed to construct inconsistency checking rules. Example rule: The list of requirements has the consistency property only when, in the functional natural language sentence, there is a subject with a predicate relationship with the object, appearing as an actor with an association relationship with the use case. 2) Contradictions of calls in the service provided by the system, and the specification of multiplicity values Example rule: The list of requirements has the consistency property only when, in the structural natural language sentence, there is an enumerated association relationship used as a system specification, appearing as the multicity value of the association relationship in the class diagram.
3) Contradictions of words indicating tokens in the natural language sentence and the model were analyzed to construct inconsistency verification.
Example rule: The list of requirements has the consistency property only when, in the functional natural language sentence, there is a noun acting as the subject of the sentence, appearing as an actor component in the use case diagram.
Example of application: From the functional natural language sentences and the use case model in Fig. 4: "Customer should be able to borrow loan item. Customer should be able to reserve loan item. Customer should be able to renew loan item. Librarian should be able to issue loan item." User logins to the system through login use case.
2.
User searches books from search list.
3.
User identifies books from search list.
4.
User summits borrow items.
Sub flow 4s. If user summits loan item, the system alerts window "Success".
Alternative flow 4a. If number of loan item > 8 The system will alerts window "customer has borrowed loan item more than 8 items".
In the use case model, there is a relationship between the actor named "Customer" and the use case named "Issues loan item", while in the natural language sentences, the subject named "Customer" does not appear with the relationship of the verb "Issues loan item". Therefore, when the rule is used for verification, it finds that the functional natural language sentences and the use case model lack the consistency property.
3) Traceability
The traceability property has 10 rules created, with examples of rules and their applications as follows: a) back tracing Example rule: The requirements list has the back tracing property only when in the class diagram, class components can be traced to the nouns in the structural natural language sentence. 
b) forward tracing
Example rule: The requirements list has the forward tracing property only when in the functional natural language sentence, there appear nouns acting as classes that can be traced to the class component in the class diagram.
Example of application: From the structural natural language sentences and the class model in Fig. : "A Librarian issues loan item to each customer. There are exactly two types of loan items, language tapes and books. A language tape has a title language and a label. A book has a title and author(s). It is possibility that each customer may borrow at most 8 items. It is possible that each item can be borrowed, reserved or renewed by customer." In the natural language sentences, there appears the noun "language tapes", indicating a class in the class diagram, but the class model does not show a class named "language tapes". Therefore, when the rule is used for verification, it will find that the structural natural language and the class model lack the traceability property.
F. Evaluating the Proposed Rules Used for Verification
The rules used for verification of requirements in the natural language sentence format, and requirements in the UML model format, created from the relationships in each component of each requirement, are evaluated based on two criteria: accuracy and completeness, with the details of the verification as follows:
Accuracy will be evaluated by applying the rules for verification to look for errors. The rules must be able to identify errors and the method for property verification must follow the context of the research based on each component relationship among models. The application of each property shows the correctness of the rules used for verification, and the verified rules can identify errors in each property.
Completeness will be evaluated by checking whether the components of each requirement can be used to create complete relationships, for creating rules for verification. The relationship and the conceptual diagrams in Fig. 2 and Fig. 3 show the relationship of each component of each requirement. The diagrams show that each component of the requirements in the natural language sentence format, and the components of the model have been studied and have had relationships created, and each component of the requirements in the model format have been studied and have had complete relationships between models and within the model created.
V. SUMMARY
This research has presented rules used for verification of requirements in the natural language sentence format and requirements in the UML model format. The rules were created from the study and specification of the context of properties used for verification, the study of natural language sentence structure, the structure of the components in each model, as well as the model description, then taking each component and creating relationships for each requirement based on the studied components , as well as creating rules according to the context of properties from the components of each requirement, according to the 3 relationships of various components of the natural language sentences and the models, namely: 1) The relationship between the natural language sentences and the model 2) The relationships within the model 3) The relationships between the models. From these relationships, 36 rules for verification were created, classified as 4 rules for the unambiguity property, 22 rules for the consistency property, and 10 rules for the tracing property. Using the rules to verify the requirements in various formats can identify which good properties according to the context of the research are missing from each requirement, allowing software developers to update their requirements lists to have good properties according to the standard, which will result in the list of requirements having quality and allowing the software developers to develop software fulfilling user requirements.
In order for the rules proposed in this research to be applied effectively, an approach for future research is to create an automatic tool for using the created rules for verification and identify which properties are missing from various requirements.
