This paper presents a model-free reinforcement learning (RL) based distributed control protocol for leaderfollower multi-agent systems. Although RL has been successfully used to learn optimal control protocols for multi-agent systems, the effects of adversarial inputs are ignored. It is shown in this paper, however, that their adverse effects can propagate across the network and impact the learning outcome of other intact agents. To alleviate this problem, a unified RL-based distributed control frameworks is developed for both homogeneous and heterogeneous multi-agent systems to prevent corrupted sensory data from propagating across the network. To this end, only the leader communicates its actual sensory information and other agents estimate the leader state using a distributed observer and communicate this estimation to their neighbors to achieve consensus on the leader state. The observer cannot be physically affected by any adversarial input. To further improve resiliency, distributed H ∞ control protocols are designed to attenuate the effect of the adversarial inputs on the compromised agent itself. An off-policy RL algorithm is developed to learn the solutions of the game algebraic Riccati equations arising from solving the H ∞ control problem. No knowledge of the agent's dynamics is required and it is shown that the proposed RL-based H ∞ control protocol is resilient against adversarial inputs.
I. Introduction
Distributed learning in multi-agent systems provides scalable, autonomous, flexible and efficient decision making in numerous civilian and military applications such as smart transportation, border and road patrol, space exploration, formation of aircrafts and satellites, and more [1] - [4] . Due to their networked nature, however, adversarial inputs such as disturbances or attacks on sensors and actuators can significantly degrade their performance. In a contested environment with adversarial inputs, corrupted data communicated by a single compromised agent and used by neighbors for learning can mislead the entire network to a wrong understanding of the environment and consequently cause no emergent behavior or an emergent misbehavior.
Design of optimal control protocols that possess an ability to learn the uncertainties online has attracted considerable attention for both single-agent and multi-agent systems. Reinforcement learning (RL) [5] - [10] , inspired by learning Rohollah Manuscript received April 11, 2017 mechanisms observed in mammals, has been successfully used to learn optimal solutions online in single agents for both regulation [11] - [13] and tracking [14] - [17] control problems and recently multi-agent systems [18] - [20] . All of the aforementioned approaches ignore the effects of the adversarial inputs on the learning and performance of the overall system. RL-based H ∞ control is considered to attenuate the effect of disturbances in [21] - [27] , and to mitigate attacks in [28] for single-agent systems. However, in a multi-agent system, the adverse effects of adversarial inputs are considerably more serious, because one compromised agent can degrade the performance of the entire network. Attacks on multi-agent systems have been investigated by several researchers [29] - [39] . Besides, the H ∞ control of multi-agent systems is considered in [40] - [46] to attenuate the effects of disturbances on agents. However, no learning is used in these approaches. Moreover, these methods use the full knowledge of the agent's dynamics and/or the network topology to identify and mitigate attacks or disturbances, which may not be available in a fully distributed system. Developing learning-based control protocols that can find an optimal control strategy in adversarial environments using only measured data is of utmost importance to increase autonomy for multi-agent systems.
In this paper, a unified resilient model-free RL-based distributed control protocol for leader-follower multi-agent systems under adversarial inputs is designed. The contributions are as follows:
• A comprehensive analysis of the adverse effects of the adversarial inputs on the performance of the multi-agent systems is provided. It is shown that corrupted data communicated by a single compromised agent can mislead the entire network and cause no emergent behavior. A more sophisticated adversarial input can also mislead existing disturbance attenuation techniques. • A unified distributed RL-based control framework is presented for both homogeneous and heterogeneous multiagent systems so that only compromised agents will be affected by an adversarial input and their corrupted sensory data will not be used for learning by intact agents. • To attenuate the effect of adversarial inputs on compromised agents themselves, a distributed H ∞ control protocol is designed. Decoupled game algebraic Riccati equations are derived for solving the proposed distributed H ∞ control problem. This is in contrast to existing RLbased H ∞ solutions for multi-agent systems that end up with solving coupled Riccati equations [47] , [48] , which are extremely difficult to solve. • A novel off-policy RL algorithm is developed to solve the disturbance H ∞ control problem without requiring an admissible policy. This is in contrast to existing RL algorithms that require partial knowledge of the system dynamics to find an admissible policy. The simulation results show the performance of the proposed control protocol.
II. Preliminaries
In this section, a background of the graph theory is provided.
A. Graph Theory
A directed graph G consists of a pair (V, E) in which V = {v 1 , · · · , v N } is a set of nodes and E ⊆ V × V is a set of edges. The adjacency matrix is defined as A = a i j , with a i j > 0 if (v j , v i ) ∈ E, and a i j = 0 otherwise. The set of nodes v i with edges incoming to node v j is called the neighbors of
is the indegree matrix, with d i = j∈N i a i j as the weighted in-degree of node v i . A (directed) tree is a connected digraph where every node, except the root node, has the in-degree of one. A graph is said to have a spanning tree if a subset of edges forms a directed tree. A leader can be pinned to multiple nodes, resulting in a diagonal pinning matrix G = diag (g i ) ∈ R N×N with the pinning gain g i > 0 if the node has access to the leader node and g i = 0 otherwise. Finally, 1 N is the N-vector of ones and Im(R) denotes the range space of R. Assumption 1. The communication graph has a spanning tree, and the leader is pinned to at least one root node.
III. Synchronization of Multi-Agent Systems and Their
Vulnerability to Adversarial Inputs
In this section, the adversarial inputs are first defined. Then, the standard synchronization control protocol is reviewed for homogeneous multi-agent systems. It is shown that the adversarial inputs launched on a single agent can snowball into a much larger and more catastrophic one.
A. Adversarial Inputs
Three different main sources of adversarial inputs that can affect the performance of the multi-agent systems are attacks, disturbances/noises and faults. Disturbance, noise and fault are mainly bounded signals that are caused unintentionally. Conversely, an attack can be intentionally designed to maximize the damage to the network. Attacks can be launched on agents (for example on sensors and actuators) or on the communication network. We only considered attacks on agents in this paper and, therefore, the following assumption is considered.
Assumption 2. The communication network is secure. Remark 1. Although adversarial inputs on communication links are not considered here, as will be shown in the subsequent sections, our method provides resiliency to adversarial inputs on agents without removing the disrupted agents or compromising the network performance and with minimal extra cost for security. This is in contrast to existing attack mitigation methods [34] , [49] - [51] in which agents discard their neighbor information based on the discrepancy between their values. This can harm the network connectivity and prevent the network synchronization.
Remark 2. Attacks on agents are more common than attacks on the communication links. They can be launched without tampering with the physical system, i.e., spoofing a global positioning system (GPS) of a vehicle or jamming the communication channel from the controller to the actuator. Moreover, an attack on agents can be more serious than those on links. For example, if an agent is fully compromised, it can act as an illegitimate leader and all its neighbors receive corrupted information. However, if an outgoing link is under attack, then only the neighbor connected by the infected link receives disrupted information. Remark 3. Note that, in general, the attacker signal has a limited energy, and therefore, it is reasonable to assume that it is an L 2 -gain signal. This is a commonplace assumption in the literature [32] , [52] .
B. Vulnerability of the Standard Output Synchronization approach to Adversarial Inputs
Consider N agents with identical dynamics given bẏ
where x i (t) ∈ R n , u i (t) ∈ R m , ω i (t) ∈ R d and y i (t) ∈ R q are the state, control input, adversarial input and output of agent i, respectively. A, B, C and D are the drift, input, output and adversarial dynamics, respectively.
Assumption 3. The system dynamic is marginally stable.
Assumption 5. The full state information of agents is available for feedback.
Let the leader dynamics be defined aṡ
where ζ 0 (t) ∈ R n , y 0 (t) ∈ R q , S ∈ R n×n and F ∈ R q×n . Define the local output tracking error for agent i as
Define the local neighborhood state tracking error e i ∈ R n for agent i as [53] 
where g i 0 is the pinning gain, and g i > 0 for at least one root node i. The standard distributed control protocol is then given by
where c is a scalar coupling gain, and K is a design matrix gain. [53] shows how c and K can be designed by solving an Algebraic Riccati Equation (ARE) to assure synchronization of all agents to the leader. That is, to assure
Remark 4. For the homogeneous leader follower multi-agent system (1) and (2), state synchronization results in output synchronization. On the other hand, the state synchronization does not make sense for heterogeneous multi-agent systems (see (67)), as the dimension of the agents states might not be the same. In this paper, a unified approach is proposed for both homogeneous and heterogeneous multi-agent systems, and therefore, the output synchronization is considered.
Remark 5. It was shown in [53] that in the absence of the adversarial input ω i (t), if the controller u i (t) in (5) is designed to make the local neighborhood tracking error (4) zero, it guarantees that (6) is satisfied and, therefore, the synchronization problem is solved. However, in the following, we will show that if in the presence of adversarial inputs (4) goes to zero, it does not guarantee that (6) is satisfied.
Definition 1. In a graph, agent i is reachable from agent j if there is a directed path of any length from agent j to agent i.
Definition 2:
An agent is called a disrupted agent, if it is directly under adversarial input. Otherwise, it is called an intact agent. For simplicity, it is assumed S = A for the following Theorems 1 and 2.
Theorem 1. (Susceptibility of Nodes to Adversarial Inputs)
Consider the multi-agent system (1) under the adversarial input ω i (t). Let the control input be designed as (5) such that
is Hurwitz, which guarantees (6) when ω i (t) = 0, ∀i = 1, . . . , N. Then, if ω j (t) 0 for agent j, the synchronization error is nonzero for all intact agents reachable from the disrupted agent j.
Proof. Let the synchronization error be ε i = x i − ζ 0 . Then, the global synchronization error dynamics becomeṡ
where A c is defined in (7) . The solution to (8) is
where D c = (I N ⊗ D). The rest of the proof is similar to [54] and , therefore, is omitted.
[55] Let Σ be a diagonal matrix with at least one nonzero positive element, and L be the Laplacian matrix. Then, (L + Σ) is nonsingular.
Theorem 2. Consider the multi-agent system (1) and (2) with the control protocol (5) . Assume that agent i is under an adversarial input ω i that is generated byω i = Γω i where eigenvalues of Γ are a subset of eigenvalues of A. Then, the local neighborhood tracking error (4) is nonzero for disrupted agent i, i.e., e i 0 and is zero for all other intact agents, i.e., e j = 0 ∀ j, j i.
Proof. LetL be the graph Laplacian matrix of the entire network including the leader as the only root node and followers as non-root nodes. Then, it can be partitioned as
where ∆ ∈ R N is a vector whose ith element is nonzero and indicates that the follower i is connected to the leader. L f is a matrix which indicates the interaction among leader and followers.
The global dynamic of the multi-agent system (1) in terms of the Laplacian matrix (10) can be written aṡ
whereω = [0, ω 1 , . . . , ω N ] T which 0 inω indicates that the leader is a trusted node and is not under adversarial input. Since adversarial effects are considered on agents, for simplicity, assume D i = B i . Then, (11) turns intȯ
It can be seen that if the second term of (12) tend to zero, i.e.,ω ∈ Im(c(L ⊗ K)), then, the agent's dynamics becomesẋ i → Ax i , which indicates their stability. Note that, ω ∈ Im(c(L ⊗ K)) if there exists a nonzero vector x s such that
Define x s = [x ls , x f s ] T , where x ls and x f s are the steady states of the leader and followers, respectively. Using (10), (13) becomes
Since the leader is not under adversarial input,ẋ ls = Ax 0 . From (13) , for the followers one has
Based on Assumption 1, followers have at least one incoming link from the leader. On the other hand, L f captures the interaction between all followers as well as the incoming link from the leader. The former is a positive semi-definite Laplacian matrix and the latter can be considered as a diagonal matrix Σ with at least one nonzero positive element added to it. Therefore, as stated in Lemma 1, L f is nonsingular and consequently the solution to (15) becomes
Since dynamics of the adversarial input are subset of the system dynamics A, therefore, for everyω there exists a nonzero vector x s such that (13) holds. Now, using (10), the global form of the state neighborhood tracking error (4) can be written as e = −(L ⊗ I n )x (17) Since (13) is satisfied, one has 18) or, equivalently
The intact agents are not directly under adversarial inputs, i.e., ω j = 0 ∀ j i, and, therefore, (19) implies that the local neighborhood tracking error is zero for them, i.e., e j = 0. Moreover, ω i 0 for the disrupted agent i and (19) indicates that it's local neighborhood tracking error is nonzero. The proof is completed. Remark 6. Existing H ∞ disturbance attenuation techniques for multi-agent systems [40] aim to minimize the effect of the disturbance on the local neighborhood tracking error. However, as shown in Theorem 2, in the presence of a stealthy attack, the attacker can deceive agents by assuring that their local neighborhood tracking error is zero, even in the presence of the attack. Therefore, these approach do not work in this case. To overcome this, we propose a distributed control framework to prevent propagating the effects of the disrupted agent throughout the network. In this framework, the local H ∞ controller is then designed to further attenuate the effect of the adversarial input on the disrupted agent.
The following example verifies the results of Theorem 1 and Theorem 2 and necessitates designing resilient control protocols against adversarial inputs. The adversarial input is assumed as a stealthy attack that has the knowledge of the agent dynamics. Agents are assumed scalar by dynamics aṡ
where u i is defined in (5) . In this example, the designing parameters are considered as k = 3.16 and c = 2. Let the leader dynamics be generated bẏ
and the control protocol given by (5) be used. Assume that a constant attack signal ω 2 = 5 is injected into the actuator of Agent 2 at t = 10 sec. Then, the dynamic of Agent 2 becomesẋ Figure 2 shows the performance of the multi-agent system (20) . It can be seen that using the control protocol (5) agents synchronize to the leader before that attacker affects Agent 2. After injecting the attack signal ω 2 into Agent 2, as shown in Fig. 2a , Agents 4 and 5 that have a path to Agent 2 do not synchronize to the leader. This complies with the result of Theorem 1. The final values of agents before and after the attack are shown in red in Fig. 1 . From Fig. 2b , one can see that the local neighborhood tracking error (4) is zero for all agents except the disrupted Agent 2. This is consistent with the result of Theorem 2. It can be seen from Fig. 2c that although the local neighborhood error (4) goes to zero for all intact agents in the presence of the adversarial input, it does not guarantee that the synchronization error (3) converges to zero. This is stated in Remark 5. One can assume that the attack signal is removed after a finite time, which is greater than 20 sec in Fig. 2 , to satisfy this condition.
IV. Overall Structure of the Proposed Control Protocol
In this section, a control protocol is proposed that prevents the adversarial inputs effects on a disrupted agent from propagating throughout the network, and attenuates its effects on the disrupted agent itself.
According to Theorem 1, as shown in Fig. 3 , when the standard framework is used for synchronization in distributed multi-agent systems, the corrupted data caused by an adversarial input on the physical system of one agent is directly sent to the communication network. Therefore, its effect propagates across the network and affects intact agents.
The leader is the only agent that cannot be affected by an adversarial input on other agents. Any adversarial input on the leader, on the other hand, affects all other agents, based on Theorem 1. In this paper, we assume that the leader is not under any adversarial input. Based on this observation, we develop a distributed control framework that does not allow a compromised agent to propagate its corrupted data across the network. That is, in the event of an adversarial input on a portion of agents, the intact agents still operate normally and remain unaffected. Figure  4 shows the structure of the control framework to prevent adversarial input on one agent from propagating across the network. In this framework, only the leader communicates its actual sensory information and agents do not exchange their actual state information. They estimate the leader state using a distributed observer and communicate this estimation to their neighbors to achieve consensus on the leader state. The observer cannot be physically affected by any adversarial input.
It can be seen from Fig. 4 that if an agent is under the adversarial input, it only affects its own dynamics, and cannot affect the distributed observer state. The corrupted state of the disrupted agent is not transmitted to other intact agents. To further increase resiliency in the local level, agents design a local H ∞ controller to attenuate the effects of the adversarial input on their own dynamics.
Remark 7. Using the proposed approach, attacks on sensors and actuators can be recovered without removing the compromised agents, under a safe communication. However, the observer output for each agent can indeed be modified by attacks on communication links. Attacks on the communication links can be mitigated by embedding the approaches presented in [36] , [52] , [56] in the proposed observer. These methods, however, require restrictive connectivity assumptions on the communication network. Separating attacks on nodes from attacks on edges helps recovering from the former without removing any number of compromised nodes (which harm the network connectivity) or making any restrictive assumption on network connectivity and the number of agents under attack. The H ∞ controller in Fig. 4 is detailed in Fig. 5 . In this figure, r i is the observer state that estimates the leader state for agent i and z i is the controlled or performance output defined such that
where the weight matrices Q i and R i are symmetric positive definite.
The bounded L 2 -gain condition for the agent i for any
where α i is the discount factor and γ i represents the attenuation level of the adversarial input ω i .
Condition (24) is satisfied, if the H ∞ norm of T ω i ,z i , i.e., the transfer function from the adversarial input ω i to the performance output z i , is less than or equal to γ i . The goal is now to design the control protocol (5) to satisfy (6) and (24) .
V. The Proposed Control Protocol Approach
In this section, a distributed control protocol is presented in a unified framework for both homogeneous and heterogeneous multi-agent systems. Resiliency of this approach to the adversarial input is shown.
The proposed dynamic control approach is
where r i is the observer state shown in Fig. 5 , c is a coupling gain, K xi and K ri are design control gains.
Define the error between the observer state for agent i and the leader state as an observation error (24) is satisfied when ω i 0.
2) The output synchronization problem is solved, i.e., y i (t) − Fr i (t) → 0, i = 1, . . . , N when ω i = 0. Consider the system dynamic (1) and the dynamic observer defined in (34a). Define the augmented system state as
Using (1), (23) and (34) together yields the augmented systemẊ
where
and
is the local neighborhood observer error for agent i. The performance output (23) in terms of the augmented state (36) becomes
Using (34) and (37), the control protocol for augmented system can be written as
In the following, it is shown that Problem 1 can be solved if the control protocol (42) is designed assuming that η i = 0 in (37) . That is, the separation principle holds.
Theorem 3. Consider the multi-agent system (1). Then, Problem 1 is solved, if the control protocol (34) is designed to guarantee that Y i in (37) approaches zero assuming η i = 0.
Proof. We first show that Part 2 of Problem 1 is satisfied, if the condition in the statement of the theorem holds. Consider the augmented system (37) . Let η i = 0, ∀i. Then, based on (40) one has η = ((L + G) ⊗ I n ) σ = 0, where σ is the global observation error vector. Since (L + G) is a positive definite, this concludes that σ = 0. To complete the proof, one needs to show that Problem 1 is solved if the control protocol u i in (34) guarantees that Y i goes to zero when σ i = 0.
Using (2), (34) and (35), the global observer error dynamic becomesσ
Let Y i = 0, ∀i. Then, there exists a zero-error invariant and attractive set Ω = (x, ζ 0 ) x = π(ζ 0 ) . As stated in Lemma 2, σ → 0 and therefore, based on converse Lyapunov theorem [57] , there exists a smooth positive definite function V(σ) such thaṫ
where (38) . Now, consider the Lyapunov-like function V(σ,ê) = V σ (σ) for the augmented system (37) and the global synchronization error defined in (45) . Then, based on (44), one hasV (σ,ê) 0
Based on LaSalles invariance principle [57] , as t → ∞ all trajectories of (37) and (43) converge to the largest invariant subset of points whereV(σ,ê) =V σ (σ) = 0. Using (44), V σ (σ) = 0 if and only if σ = 0. On the other hand, it was shown that the system (37) has the invariant set Ω = (x, ζ 0 ) x = π(ζ 0 ) when σ = 0. Since the tracking error is zero in the invariant set, the point (σ,ê) = (0, 0) is the largest invariant set forV(σ,ê) = 0. Since σ → 0, using a similar procedure, one can also show that the L 2 -gain condition (Part 1 of Problem 1) also holds, if the controller is designed as stated in the theorem. The proof is completed.
In the following, we show how to design the control protocol (42) to solve Problem 1 based on results of Theorem 3. We assume for the following analysis that η i = 0. Based on (24), define the discounted performance function in terms of the augmented system (37) as
The value function for linear systems is quadratic and therefore
The corresponding Hamiltonian function is
Using (48) for the left-hand side of (47) and differentiating (47) along with the augmented system (38) gives the following Bellman equation
By applying the stationary conditions [58] as ∂H i /∂u i = 0, ∂H i /∂ω i = 0, the optimal control and the worst case adversarial input are
Substituting (51) into (50), results the following tracking game ARE
The following theorem shows that the control protocol (51) along with (52) solves the H ∞ output synchronization problem.
Theorem 4. Consider the multi-agent system (1) under the adversarial input ω i . Let the control protocol be defined as (34) . Then, Problem 1 is solved if K * i is designed as
where P i > 0, P i = P T i is a solution of
where α * i is the upper bound for α i . Proof. The proof has two parts.
Part1. For any X i (t), u i (t) and ω i (t), Hamiltonian function (49) can be expressed by
Based on (54) and (52), H(X i , u * i , ω * i ) = 0. Lemma 2 shows that σ i in (35) and consequently η i in (40) converges to zero. Therefore, based on Theorem 3, one needs to show that the proposed control protocol solves Problem 1 assuming that η i = 0 in (37) . Using this fact and (56), (54) and
(56) can be written as
Selecting
Multiplying (59) by e −α i t yields
Integrating (60) yields
Selecting X i (0) = 0 and noting that nonegativity of Lyapunov function imply that e −α i T V[X i (T )] 0 ∀T , (61) can be written as
for all T . This gives the value function (47) and therefore L 2 -gain condition (24) and completes the proof of Part 1. Part 2. For the poof of Part 2, we first show that A + BK xi is Hurwitz. Define
Using (38) for the upper left hand side of the discounted game ARE (54), one has
and the control gain K xi becomes
It is shown in [21] that if (55) is satisfied, then A + BK xi is Hurwitz. Multiplying left and right hand side of (54) by X T i and X i , respectively, one has
The rest of the proof is similar to [59] , and therefore, is omitted.
Remark 8. The control protocol in Theorem 4 can be also extended to solving Problem 1 for heterogeneous multi-agent systems. Consider the heterogeneous multi-agent system aṡ
the state, control input, adversarial input and output of agent i, respectively. In the case of heterogeneous systems, the ARE in (54) and, consequently, the control gain (53) are different from one agent to another. That is, (54) and (53) in Theorem 4 become
Remark 9. The advantage of the standard control protocol (5) is that it does not require the absolute state of each agent and only uses the relative state information of agents. However, as shown in this paper, it is vulnerable to adversarial inputs. Moreover, designing the control protocol (5) in an optimal manner by minimizing the performance function [48] as
ends up with coupled AREs which are extremely difficult to solve, even if the complete knowledge of agents is known. By contrast, we show that the proposed control protocol is resilient to adversarial inputs and decouples the AREs for each agent. Moreover, we will show that the proposed control method does not need any knowledge of the agents dynamics.
VI. Model Free Off-Policy RL for Solving Optimal Output Synchronization
In this section, an RL algorithm is proposed to solve Problem 1 online and without requiring any knowledge of the agents dynamics.
The off-policy RL allows to separate the behavior policy from the target policy for both control input and adversarial input. This brings the opportunity to design an independent adaptive controller as a behavior policy to generate data for learning of the target policy while assuring stability during learning without requiring any initial admissible policy. We leverage this and use an adaptive controller as a behavior policy as shown in Fig. 6 . This controller does not need to have any knowledge of the agents dynamics and can generate data used for target policy to learn the optimal solution. The learning has two stages. In the first stage, the adaptive controller is applied to the system to generate data for learning. In the second stage, the target policy with a controller approximated from the adaptive controller on its convergence and reuse of the data obtained in the first stage to update as many policies as required until the optimal solution is found. In this subsection, an adaptive controller for RL is presented. Existing RL methods require an initial admissible policy. However, to obtain an admissible policy, one needs to know partial knowledge of the system dynamics. By integrating the adaptive controller approach and off-policy RL here, no initial control policy is required.
The initial admissible policy for RL should satisfy the stability condition when ω i = 0. Using this fact, consider the agent dynamic (1) becomeṡ
Define the tracking error as
where r i is the observer state. The error dynamics iṡ
Define Lyapunov function as
The defined Lyapunov function is radially unbounded such that
Now, without loss of generality, the unknown terms in (76) are estimated using a linear weight neural networks as
where f (e i , x i ), g(e i ), and c(e i ) are the outputs of the neural network, x i and e i are its inputs. W ai , W bi , and W ci are synaptic weights vectors and S a , S b , and S c are regressor matrices. The regressors are considered as sigmoid activated functions.
To determine the adaptive laws for the neural network weights, consider Lyapunov function candidate for the system (72) as
where V i (e i ) is defined in (75) andW ai ,W bi andW ci are the neural network weights errors asW ai = W ai − W * ai ,W bi = W bi − W * bi , andW ci = W ci − W * ci where W * ai , W * bi , and W * ci are the optimal values of the neural network weights.
Differentiating (78) with respect to time, one haṡ
Similar to [60] , one can show thatL i 0 which indicates that the tracking error (73) converges to zero, if we design the following adaptation laws to update the neural network weights
and the control law as
(81) where τ i is positive and bounded and is given by
It is shown in [60] that the control law (81) with updating laws (80) guarantee the uniform ultimate boundedness of the error e i . Moreover, [60] suggested a resetting method to keep away the value of W T bi S b (e i ) from zero. Not that one can use either off-policy policy iteration or offpolicy value iteration to solve the optimal control problem in hand. In both cases, during learning, the system needs to be stable to collect meaningful data for learning. That is, although value iteration does not require an admissible target policy, if the behavior policy is not admissible, the system can grow unbounded in a short time and learning will not take place. If off-policy policy iteration is used, one can approximate an appropriate initial admissible control gain from (81) and using least square to start the target policy with.
B. Model-free off-policy RL for solving optimal output regulation
In order to find the optimal gain (54) without the requirement of the knowledge of the system dynamics, offpolicy RL algorithm [21] is used in this subsection. Offpolicy algorithm has two separate stages. In the first stage, the adaptive controller in previous section is applied to the system and the system information is recorded over the time interval T . Then, in the second stage, without requiring any knowledge of the system dynamics, the information gathered in stage 1 is repeatedly used to find a sequence of updated policies u k i and d k i converging to u * i and d * i . To this end, the system dynamics (50) is first written aṡ
The u k i = K k i X i and d k i = K k wi X i are the control and disturbance target policies, which evaluated and updated. The Bellman equation becomes
Note that u k i and d k i are not applied to the system. The behavior control policy u i is the control input which is applied to the system and the actual adversarial input d i comes from an external source such as an attacker and is not under our control. The initial target policy can be approximated from (81) after its convergence. Note that (83) is a scalar equation, and can be solved using least-square method after collecting enough number of data samples from the system.
The model-free Algorithm 1 uses the Bellman equation (83) to solve the ARE equation (55) simultaneously and find the gain (54) . In Algorithm 1, the control policy which is applied to the systems, i.e., u i , can be a fixed stabilizing policy. The data which is gathered by applying this fixed policy to the system is then used in (84) to find the matrix P k i and the improved policy u k+1 i = K k+1 i X i and the disturbance policy d k+1 i = K k+1 wi X i . This corresponds to an updated new policy u i = K i X i .
VII. Simulation Results
In this section, two examples are provided to verify the effectiveness of the proposed control protocol. The communication graph shown in Fig. 1 is used.
A. Example1.(Homogeneous multi-agent system)
Consider 5 agents with dynamics given bẏ
The leader dynamics iṡ The adaptive controller is applied to the system to generate data for learning and collect required system information as state, control input and disturbance at N different sampling interval T .
Stage 2 (Reuse the gathered data sequentially to find an optimal policy iteratively): Given u k i and d k i , use the collected information in Stage1 to solve the following Bellman equation for P k i and K k+1 i and K k+1 wi simultaneously.
Stop if convergence is achieved, otherwise set k = k + 1 and go to Stage 2.
Using (85) and (34), the augmented system dynamics (37) becomeṡ
The design parameters are Q i = 100, R i = 1, α i = 0.1 and, γ i = 10 for all agents. The offline solution to the game ARE (54) and consequently the optimal control policy (51) are 
Note that the drift dynamics of the leader is considered the same as that of the followers for the standard approach to be considered as a benchmark. The proposed method, however, handles both heterogeneous and homogeneous systems and does not need the drift dynamics of the agents be equal to that of the leader. Figure 7 shows that without any adversarial inputs, agents converge to the leader, if the standard control protocol (5) is applied. Now, assume that Agent 2 is affected by an adversarial input defined as
The agents' outputs is shown in Fig. 8 , when the standard distributed controller is used. It is observed that the intact agents which have a path to the compromised agent do not synchronize to the leader. These results are consistent with Theorem 1.
The initial admissible policy required for the behavior policy stage is calculated using the control law (81) and the adaptive laws (80). The design parameters are considered as k i = 10, K a = k b = 0.2, τ i = 0.4. We now implement the off-policy RL Algorithm 1 using the initial control policy provided by the adaptive controller (81). The reinforcement interval is selected as T = 0.1. As can be seen in Fig. 9 , the control gain K i and matrix P i converge to their optimal values. Fig. 10 shows the results for the case that the proposed controller in (34) is applied to the system, in the presence of the same adversarial input. One can see that the compromised agent is the only one that does not follow the leader. Moreover, the H ∞ controller attenuates the effect of the adversarial input on the disrupted agent which can be seen by comparing the deviation level of the compromised agent state from its desired value in Figs. 8 and 10 . Now, consider the adversarial input (89) has a limited energy and it's effect is over on t = 70 sec. In Fig. 11 the vulnerability of the standard controller and the performance of the proposed approach are shown. Although after removing the adversarial input agents converge to the leader, the effects of the adversarial input for a short period of time on the network performance cannot be neglected.
B. Example2.(Heterogeneous multi-agent system)
Consider a group of the heterogeneous followers with dynamics as
Assume the leader dynamic as
The standard control protocol proposed in [61] is used to solve the synchronization problem for heterogeneous multiagent systems as
where |N i | is the cardinality of the set N i ,L i is designed to make A i −L i C i Hurwitz and K i = [K xi K zi ] is designed to stabilize
Define 1-copy internal model for the leader dynamic (91) as
The design parameters for followers, i = 1, 3, 5 are considered as K i = 0.72 −9.21 2.61 −15.07 
and for i = 2, 4 as 
The initial conditions are selected randomly. Figure 12 shows the synchronization of all agents to the leader when there is no adversarial input on agents. Now, assume that Agent 2 is under an adversarial input as (89). Figure 13 shows the network performance when Agent 2 is under an adversarial input. It is shown that Agents 4 and 6 that have a path to the compromised agent 2 can not converge to the leader. This complies with the result of Theorem 1. Now, let the control protocol (34) be used. The control gain K i can be obtained using (64) and (65) . The design parameters are considered as γ i = 10, α i = 0.1 and Q i = 100 for all agents. The control gain K i and the ARE solution P i for i = 1, 3, 5 are Figure 14 shows the system performance without any adversarial inputs using the control gains in (95) and (96) which complies with the result of Theorem 4. Consider Agent 2 is under the adversarial input (89). It can be seen from Fig. 15 that only the disrupted agent does not converge to the leader. Moreover, the proposed control protocol has attenuated the effects of the adversarial input (89) on the disrupted agent. Now, the RL Algorithm 1 is utilized to calculate the control gain. The process of finding the initial admissible policy is as same as Example 1. In Fig. 16 and Fig. 17 the convergence of the RL parameters for both two group of agents are shown.
VIII. Conclusion
It is first shown that existing standard synchronization control protocols are prone to adversarial inputs. A unified resilient model-free reinforcement learning based distributed H ∞ controller for leader-follower multi-agent systems is then presented for both homogeneous and heterogeneous multiagent systems under adversarial inputs. The effect of adversarial inputs on compromised agents is attenuated using a local H ∞ controller. An off-policy RL algorithm is developed to learn the solutions of the game algebraic Riccati equations arising from solving the H ∞ control protocol. No knowledge of the agents dynamics are required and it is shown that the proposed RL-based H ∞ control protocol is resilient against adversarial inputs. In this paper, we assume that the full state information of agents is available and thus the state-feedback control protocol is used. The future work is to develop a resilient output-feedback learning solutions to distributed control problems, which requires taking into account the qsparse observability of agents [62] - [64] . Moreover, novel even-triggering [65] , [66] based control protocols will be designed to mitigate attacks on the communication networks.
