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4Введение
Теория вероятностей и математическая статистика является одной
из фундаментальных дисциплин, преподаваемых студентам высших
учебных заведений. Она изучает модели экспериментов со случайны-
ми исходами (случайных экспериментов). Всякий случайный экспе-
римент (испытание, опыт) состоит в осуществлении некоторого впол-
не определенного комплекса условий и наблюдении результата. Рас-
сматриваются только такие эксперименты, которые можно повторить
при неизменном комплексе условий произвольное число раз.
Предметом наблюдения в том или ином случайном опыте может
быть некоторый процесс, физические явления или действующая сис-
тема. Для реально воспроизводимого эксперимента понятие «наблю-
даемый результат» означает, что существует принципиальная воз-
можность зарегистрировать данный результат опыта с помощью того
или иного прибора. Любой наблюдаемый результат интерпретируется
как случайный исход опыта (случайное событие). Событие может
произойти, а может не произойти в результате эксперимента.
При математической формализации модели случайного экспери-
мента основным пунктом является понятие множества элементарных
исходов, связанного с данным экспериментом. Под этим понимают
множество взаимоисключающих исходов, такое, что результатом
эксперимента всегда является один и только один исход. Любое под-
множество данного множества рассматривается как событие
Результат эксперимента можно охарактеризовать количественно.
Количественная характеристика эксперимента состоит в определении
значений некоторых величин, которыми интересуются при данном
эксперименте. В силу, действия большого числа случайных факторов
эти величины могут принимать различные значения в результате экс-
перимента. Поэтому такие величины называют случайными.
Теория вероятностей занимается изучением случайных событий и
случайных величин. Математическая статистика позволяет получать
обоснованные выводы о параметрах или виде закона распределения
случайной величины по совокупности наблюдений над ней – выборке.
В данном пособии содержатся основные сведения из теории веро-
ятностей и математической статистики, которые необходимы студен-
там для выполнения контрольных работ, а также задания для кон-
трольных работ.
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1.1 Вероятностный эксперимент, случайные события,
пространство элементарных событий
Любой эксперимент или наблюдение изучаемого физического яв-
ления заканчивается некоторым событием (исходом). Если результат
эксперимента заранее однозначно непредсказуем, то данный экспе-
римент называется вероятностным и обозначается символом «Е».
Элементарным событием (элементарным исходом) w  называется
любой мысленно возможный неразложимый результат вероятностно-
го эксперимента Е.
Пространством элементарных событий W  называется множество
всех мыслимых взаимоисключающих результатов вероятностного
эксперимента Е.
Случайным событием называется такое событие, о котором нельзя
заведомо точно сказать, произойдёт оно или нет.
Случайные события обозначаются заглавными латинскими буква-
ми (A, B, C, D, …). Случайное событие является некоторым подмно-
жеством пространства элементарных событий ( WÍA ).
Пример 1
Е: бросается игральная кость.
Элементарные события: 1w = {выпадение на игральной кости «1»},
2w = {выпадение на игральной кости «2»} и т. д. Пространство эле-
ментарных событий W= {выпадение на игральной кости числа от «1»
до «6»} = { 1w , 2w , …, 6w }. Тогда случайные события:
A = {выпадение чётного числа} = { 2w , 4w , 6w };
B = {выпадение нечётного числа} = { 1w , 3w , 5w };
6C = {выпадение «5»} = { 5w };
D = {невыпадение «3»} = { 1w , 2w , 4w , 5w , 6w };
F = {выпадение числа от «3» до «5»} = { 3w , 4w , 5w };
G = {выпадение числа > 4} = { 5w , 6w };
I = {выпадение числа < 4} = { 1w , 2w , 3w }.
В зависимости от размерности множества возможных элементар-
ных событий, различают конечное, счётное и несчётное пространство
элементарных событий W .
В примере 1 пространство элементарных событий W  является ко-
нечным, поскольку включает лишь 6 элементарных событий. В экспе-
рименте с исследованием числа поездов, прибывающих на станцию в
течение суток, пространство элементарных событий W  счётно, т.к.
каждому элементарному событию эксперимента можно поставить в
однозначное соответствие число натурального ряда. В эксперименте с
исследованием времени обслуживания поезда на станции, простран-
ство элементарных событий W  несчётно, т. к. время обслуживания
может принимать любые положительные значения.
Элементарные события, которые образуют случайное событие A,
называются благоприятными событию A.
В примере 1 элементарные события 2w , 4w , 6w  являются благопри-
ятными событию A, элементарные события 1w , 3w , 5w  – благоприят-
ными событию B и т. д.
В частном случае множество элементарных исходов, благоприят-
ных событию A, может совпадать с пространством элементарных со-
бытий W  или быть пустым множеством Æ .
Достоверным событием называется событие, которое всегда проис-
ходит, т. е. совпадающее с пространством элементарных событий W .
Невозможным событием называется событие, которое никогда не
произойдёт, т. е. совпадающее с пустым множеством.
В примере 1 достоверным событием является случайное событие
K = {выпадение числа от «1» до «6»} = W , а невозможным событием
является, например, случайное событие L = {выпадение числа
«7»} = Æ .
1.2 Операции над событиями
Пусть имеется пространство элементарных событий W . Будем
рассматривать в качестве случайных событий подмножества A, B, C,
… этого пространства.
7Суммой (объединением) событий A и B называется третье событие
А+В )( BAÈ , состоящее в осуществлении хотя бы одного из событий А
или В. Благоприятными событию АÈВ являются все элементарные
события, благоприятные хотя бы одному из событий А или В.
Аналогично определяется сумма любого числа событий
K321 ААА ÈÈ .
Произведением (пересечением) событий А и В называется третье
событие АВ )( BAÇ , состоящее в одновременном осуществлении собы-
тий А и В. Благоприятными событию АÇВ являются все элементарные
события, благоприятные одновременно событию А и событию В.
Произведение любого числа событий K321 ААА ÇÇ  состоит в одно-
временном осуществлении событий 321 ,, ААА  и т. д.
Разностью событий А и В называется третье событие А–В (А\В), со-
стоящее в осуществлении события А без осуществления события В.
Событие А\В состоит из элементарных событий благоприятных собы-
тию А, за исключением элементарных событий благоприятных собы-
тию В.
Противоположным событию А называется событие А , состоящее в
ненаступлении события А. Событию А  благоприятны все возможные
элементарные события пространства элементарных событий W , кроме
тех, которые благоприятны событию А ( АА \W= ).
События А и В называются несовместными, если они не могут
произойти одновременно, т. е. одновременное осуществление собы-
тий А и В есть событие невозможное ( =Ç ВА Æ ).
События nАААА ,,,, 321 K  образуют полную группу событий, если
их сумма составляет пространство элементарных событий W
( W=ÈÈÈÈ nАААА K321 ),  т.  е.  в результате эксперимента хотя бы одно
из событий произойдёт.
Пример 2
Рассмотрим операции над событиями, используя условия из при-
мера 1.
а) ;},,,,,{ 654321 W=wwwwww=È ВА
};,,,{ 6542 wwww=ÈCА
};,,,{ 5321 wwww=È IC
};,,,,{ 65421 wwwww=È DC
};,,,{ 6543 wwww=ÈGF
б) =Ç ВА Æ ;
};{ 5w=ÇСВ
8};,{ 65 ww=Ç FD
=Ç IG Æ ;
};{ 5w=ÇGC
в) =ВА \ Æ ;
};,{\ 31 ww=CB
};,,{\ 621 www=FD
;},{\ 65 GIG =ww=
};{\ 6w=CG
г) ;},,{\ 531 BAA =www=W=
;},,{\ 642 ABB =www=W=
};,,,,{\ 64321 wwwww=W= CC
};{\ 3w=W= DD
};,,{\ 621 www=W= FF
д) События А и В образуют полную группу событий, т. к. W=È ВА .
Пример 3
Е: в прямоугольник (рисунок 1) наудачу бросается точка.
Элементарное событие данного эксперимента – некоторая точка
внутри прямоугольника. Пространство элементарных событий W  (в
данном случае – несчётное) – всё множество точек внутри прямо-
угольника. На множестве W  определены два события: А={выбранная
точка лежит внутри круга А} и В = { выбранная точка лежит внутри
круга В}.
W
A B
Рисунок 1 – Диаграмма Венна-Эйлера
Изобразим области, попадание в которые соответствует осуществ-
лению событий А , ВАÈ , ВАÇ , ВА \ :
W
BA
W
A B
9A BAÈ
W
BA
W
A B
BAÇ BA \
Пример 4
Е: в прямоугольник наудачу бросается точка.
A
W
C
B
На множестве W  определены три события: А = {выбранная точка
лежит внутри круга А}, В = {выбранная точка лежит внутри круга В},
С = {выбранная точка лежит внутри круга С}. Изобразим области,
попадание в которые соответствует осуществлению следующих со-
бытий )\( СВА Ç , СBA ÇÈ )( , СВА \Ç , СВА È\ :
W
A B
С W
A B
С
)\( СBAÇ CBA ÇÈ )(
W
A B
С W
A B
С
CBA \Ç CBA È\
1.3 Вероятности случайных событий
1.3.1 Относительная частота случайных событий
Пусть было проведено n вероятностных экспериментов Е, при этом
случайное событие А произошло m раз.
Число m называется частотой появления случайного события А, а
10
отношение
n
mP =*  – относительной частотой (частостью) случай-
ного события А.
Относительная частота наступления некоторого случайного собы-
тия не является постоянной величиной, однако она обладает устойчи-
востью, стремлением к некоторому постоянному числу и колебания
её тем меньше, чем больше проведено экспериментов.
1.3.2 Понятие вероятности случайного события. Аксиомы
Колмогорова
Вероятностью случайного события А называется числовая функ-
ция Р(А), определённая на пространстве элементарных событий W ,
характеризующая меру объективной возможности наступления собы-
тия А и удовлетворяющая для каждого случайного события аксиомам
Колмогорова А. Н.
Аксиома 1. 0)( ³AP , т. е. вероятность наступления произвольного
случайного события – неотрицательная функция.
Аксиома 2. 1)( =WP , т. е. вероятность наступления достоверного
события равна 1.
Аксиома 3. å
¥
=
¥
=
=÷÷ø
ö
ççè
æ
11
)(
i
i
i
i APAP U , =Ç ji AA Æ , ji ¹" , т. е. вероятность на-
ступления суммы счётного множества попарно несовместных собы-
тий iА , ¥= ,1i  равна сумме вероятностей этих событий.
1.4 Методы вычисления вероятностей
1.4.1 Классический метод вычисления вероятностей
Пусть пространство элементарных событий W  некоторого вероят-
ностного эксперимента Е конечно ),,,( 21 nwww K  и все элементарные
события равновозможны, т. е. )()()( 21 nPPP w==w=w K .
По классическому (лапласовскому) методу вероятность случайного
события А равна отношению числа элементарных событий AN , благо-
приятных событию А, к общему количеству элементарных событий N
пространства элементарных событий W , т. е.
N
NA=P(A) .
Учитывая, что А и W  – множества (элементарных событий), можно
записать:
W=
A
AP )( ,    (1.4.1.1)
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где А  – количество элементарных событий, благоприятных событию А;
W  – общее количество элементарных событий пространства элемен-
тарных событий W .
Классический метод вычисления вероятностей имеет следующие
ограничения:
а) все элементарные события вероятностного эксперимента Е
должны быть равновозможными, т. е. )()( ji PP w=w , ji," ;
б) множество элементарных событий пространства W  должно быть
конечным, чтобы отношение W/А  не являлось неопределённостью ¥¥ / .
Пример 5
Е: бросается игральная кость.
Найдём вероятности случайных событий из примера 1.
2
1)( =AP ;
2
1)( =BP ;
6
1)( =CP ;
6
5)( =DP ;
2
1)( =FP ;
3
1)( =GP ;
2
1)( =IP .
Пример 6
Е: разгрузка вагонов на сортировочной станции.
На сортировочную станцию прибывают вагоны из Минска, Гомеля
и Бреста. Предполагая равновозможными все варианты очерёдности
разгрузки этих трёх вагонов, найти вероятности следующих случай-
ных событий:
А = {вагон из Гомеля будет разгружен первым};
B = {вагон из Бреста будет разгружен не ранее, чем вагон из Минска}.
Решение. Пространство элементарных событий W  в данном экспе-
рименте состоит из шести элементарных событий },,,,,{ 654321 wwwwww .
Введём условные обозначения элементарных событий по первым бу-
квам названий городов W  = {ГМБ, ГБМ, МГБ, МБГ, БГМ, БМГ}, где,
например, элементарное событие МГБ соответствует такой последо-
вательности разгрузки: из Минска – из Гомеля – из Бреста. Тогда
А = {ГМБ, ГБМ},
3
1
6
2)( ==AP ,
B = {ГМБ, МГБ, МБГ},
2
1
6
3)( ==BP .
1.4.2 Элементы комбинаторики
Комбинаторика – раздел математики, изучающий количество ком-
бинаций, подчинённых некоторым условиям.
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Лемма 1 (основная лемма комбинаторики)
Из m элементов первого множества }{ 21 ma ,,, aa K  и n элементов
второго множества },,,{ 21 nbbb K  можно составить ровно mn различ-
ных упорядоченных пар ),( ji ba , содержащих по одному элементу из
каждого множества.
Пример 7
Рассмотрим две группы элементов: ♠ – пики, ♣ – трефы, ♥ – черви,
♦ – бубны и 6, 7, 8, 9, 10, валет,  дама,  король,  туз.  По лемме 1 число
пар 4·9 = 36. Это чило равно числу карт в колоде, т. к. каждая карта
определяется парой элементов (масть и значение).
Пример 8
На «горном» велосипеде 3 передние и 6 задних звездочек. Сколько
скоростей у «горного» велосипеда?
Решение. Так как каждая скорость велосипеда – комбинация одной
из 3 передних ( 31 =n ) и одной из 6 задних ( 62 =n ) звездочек, то количе-
ство скоростей на велосипеде равно количеству комбинаций звездо-
чек двух типов и определяется, в соответствии с леммой 1, произве-
дением 186321 =×=nn  скоростей.
Пример 9
Е: бросаются две игральные кости.
Определим элементарное событие как пару ),( ji=w , где i – число
очков, выпавших на первой кости, j – число очков, выпавших на вто-
рой кости. Тогда i выбирается из группы 1, 2, 3, 4, 5, 6; j выбирается
из этой же группы. По лемме 1 число всех элементарных событий (т.
е. всевозможных пар (i,j)) 6 · 6 = 26 = 36.
Лемма 2
Из 1n  элементов первого множества },,,{ 121  a aa nK , 2n  элементов
второго множества },,,{ 221 nbbb K  и т. д., kn  элементов k-го множест-
ва },,,{ 21 nkxxx K  можно составить ровно knnn ××× K21  различных упоря-
доченных комбинаций ),,,( sji xba K , содержащих по одному элементу
из каждого множества.
Пример 10
Е: бросаются три игральные кости.
Элементарное событие ),,( kji=w , где i – число очков, выпавших на
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первой кости, j – на второй кости, k –  на третьей кости.  По лемме 2
число всех элементарных событий (т. е. всевозможных комбинаций
(i, j, k)) будет 6 · 6 · 6 = 36 = 216.
Пример 11
Из пункта А в пункт В проходит 10 дорог, из пункта В в пункт С – 5
дорог, из пункта С в пункт D – 6 дорог. При этом все дороги, ведущие
из А в D, проходят сначала через В, а затем через С.  По лемме 2  из
пункта А в пункт D проходит 10 · 5 · 6 = 300 дорог.
Перестановками называются комбинации n различных элементов
и отличающиеся только порядком их расположения. Количество воз-
можных перестановок n различных элементов обозначается !nPn =
Упорядоченными выборками (размещениями) называются комби-
нации, составленные из n различных элементов по m элементов, раз-
личающиеся либо составом элементов, либо их порядком. Количество
возможных размещений m элементов из n различных элементов обо-
значается mnА .
Неупорядоченными выборками (сочетаниями) называются комби-
нации, составленные из n различных элементов по m элементов, раз-
личающиеся только составом элементов. Количество возможных со-
четаний m элементов из n различных элементов обозначается mnС .
Упорядоченные и неупорядоченные выборки, элементы которых
могут повторяться, называются соответственно упорядоченными и не-
упорядоченными выборками с повторением. Количество возможных
упорядоченных и неупорядоченных выборок m элементов из n различ-
ных элементов с повторением обозначается соответственно mnA
~  и mnС
~ .
Таблица 1 – Числа выборок объёма m из множества },,,{ 21 naaa K
Выборки
Упорядоченные
(размещения)
Неупорядоченные
(сочетания)
С повторением
(с возвращением)
mm
n nA =
~ m
mn
m
n CС 1
~
-+=
Без повторения
(без возвращения) )!(
!
mn
n
Аmn -
=
!)!(
!
mmn
n
С mn -
=
Пример 12
Сколькими способами можно расположить три шара, пронумеро-
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ванных цифрами «1», «2», «3»?
Решение. Поскольку комбинации расположения трёх различных
шаров отличаются лишь порядком расположения, то данные комби-
нации называются перестановками. Перечислим все возможные спо-
собы перестановками трёх шаров: «1-2-3», «1-3-2», «2-1-3», «2-3-1»,
«3-1-2», «3-2-1». Таким образом, количество всевозможных переста-
новок равно 6.
Пример 13
Перечислить все возможные способы выбора двух шаров из урны с
тремя шарами, пронумерованными числами «1», «2», «3».
Таблица 2 – Способы выбора 2 шаров из урны с 3 пронумерованными шарами
Выборки
Упорядоченые
(размещения)
Неупорядоченные
(сочетания)
С повторением
(с возвращением) )3,3()2,3()1,3(
)3,2()2,2()1,2(
)3,1()2,1()1,1(
)3,3(
)3,2()2,2(
)3,1()2,1()1,1(
Без повторения
(без возвращения) )2,3()1,3(
)3,2()1,2(
)3,1()2,1(
)3,2(
)3,1()2,1(
Пример 14
На железнодорожной станции имеются 10 путей. Сколькими спо-
собами можно расставить на них три состава?
Решение. Поскольку комбинации расположения трёх различных
составов на 10 путях отличаются лишь расположениями, то данные
комбинации являются упорядоченными выборками без возвращения.
Количество всевозможных размещений в этом случае равно
720310 == ААmn .
Пример 15
В вагон электрички, делающей 9 остановок, на первой остановке
вошли два пассажира. Каждый из них, с одинаковой вероятностью,
выходит на любой из остановок, начиная со второй. Найти вероят-
ность того, что оба пассажира выйдут на одной остановке.
Решение. Пусть случайное событие А = {два пассажира выйдут на
одной остановке}. По классическому методу
N
NAP A=)( , где 8=AN  –
число элементарных событий, благоприятных событию А,  а
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648~ 2 ==== mmn nAN  – число всевозможных элементарных событий про-
странства W . Таким образом, 125,0
8
1
64
8)( ===AP .
1.4.3 Геометрический метод вычисления вероятностей
Если пространство элементарных событий W вероятностного экс-
перимента Е является несчетным, то для вычисления вероятностей
случайных событий может применяться геометрический метод.
Пусть пространство W эксперимента E содержит несчетное множе-
ство элементарных исходов w (т.  е. ¥=W )  и их можно трактовать
как точки в евклидовом пространстве, а события эксперимента E –
как некоторые ограниченные области этого пространства. Тогда веро-
ятность случайного события A может быть определена выражением
)(
)()( Wm
m= AAP ,    (1.4.3.1)
где )(Am  – геометрическая мера (длина, площадь, объём) области, со-
ответствующая событию A; )(Wm  – геометрическая мера области, со-
ответствующая пространству элементарных событий W.
Пример 16
Простой состава в ожидании осмотра бригадой пункта техническо-
го осмотра (ПТО) в парке прибытия сортировочной станции равно
возможен в интервале [0; 50 мин]. Простой в ожидании расформиро-
вания состава также равновозможен в интервале [0; 40 мин].
Найти вероятность того, что нерегламентированный простой со-
става в парке прибытия не привысит 20 минут.
Решение. Пространством элементарных событий W  этого экспери-
мента является прямоугольник, изображённый на рисунке 5, т. е.
}400,500|),({ ££££=w=W yxyx .
 20                    50             x
  y
40
20
0
А W
Рисунок 2 – Геометрическая интерпретация
вероятностного эксперимента
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Событию }20|),({ £+=w= yxyxA ={простой состава не превысит 20
минут} соответствует заштрихованная на рисунке область.
Следовательно,
1,0
5040
20205,0)( =×
××==
WS
SAP A .
Пример 17
Два теплохода должны подойти к одному причалу. Моменты при-
хода обоих теплоходов независимы и равновозможны в течение су-
ток. Определить вероятность того, что одному из теплоходов придёт-
ся ожидать на рейде, пока не освободится причал, если время стоянки
теплоходов равно одному часу.
Решение. Пространством элементарных событий W  этого экспери-
мента является прямоугольник, изображённый на рисунке 3, т. е.
}240,240|),({ ££££=w=W yxyx .
23
23
A
1  24                            x
  y
24
  1
0
W
Рисунок 3 – Геометрическая интерпретация
вероятностного эксперимента
Событию }1|||),({ £-=w= yxyxA ={одному из теплоходов придётся
ожидать на рейде} соответствует заштрихованная на рисунке область.
Следовательно,
082,0
576
47
24
2324)( 2
22
»=-==
WS
SAP A .
1.4.4 Статистический и экспертный методы вычисления
вероятностей
Кроме классического и геометрического существуют еще два спо-
соба определения вероятностей случайных событий: статистический
и экспертный. Статистический способ заключается в оценке вероят-
ности случайного события по результатам многократного воспроиз-
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ведения вероятностного эксперимента E, например, по относительной
частоте появления случайного события.
Метод экспертных оценок заключается в опросе мнения некоторо-
го количества экспертов о значении вероятности случайного события.
Анализируя полученные значения экспертных оценок, можно полу-
чить представление о реальном значении вероятности исследуемого
случайного события.
Статистический и экспертный способы оценки вероятностей явля-
ются универсальными, однако, предоставляемый с их помощью ре-
зультат не является точным. Для увеличения достоверности и точно-
сти оценки вероятности требуется проведение большего количества
повторных экспериментов и привлечение большего числа опытных
экспертов.
1.5 Свойства вероятностей случайных событий
Вероятности случайных событий обладают следующими важными
свойствами:
Свойство 1. P(Æ ) = 0, т. е. вероятность невозможного события
равна 0.
Свойство 2. Если в пространстве W , содержащем конечное или
счётное множество возможных элементарных событий KK ,,,, 21 iwww
( },,,,{ 21 KK iwww=W ), заданы вероятности элементарных событий
KK ,)(,,)(,)( 2211 ii pPpPpP =w=w=w , то вероятность произвольного со-
бытия },,,{ lkjA www= K  равна сумме вероятностей элементарных собы-
тий, благоприятных событию А, т. е. å
Îw
w=
A
i
i
PAP )()( .
Говорят, что событие А влечёт событие В )( BAÍ , если все элемен-
тарные события iw , благоприятные событию А, благоприятны собы-
тию В (рисунок 4).
Свойство 3. Если BAÍ , то )()()\( APBPABP -= .
W
B
A
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Рисунок 4 – Пример события А,
которое влечёт событие В
Свойство 4 (следствие свойства 3). Если BAÍ , то )()( APBP £ .
Свойство 5. )(1)( APAP -= , т.е. сумма вероятностей противополож-
ных событий равна 1 (рисунок 5).
W
A
A
Рисунок 5 – Пример противоположных
событий А и А
Свойство 6. 1)(0 ££ AP , т. е. вероятность произвольного случайного
события принадлежит отрезку [0,1].
Свойство 7. Вероятность произведения двух несовместных слу-
чайных событий равна нулю. То есть, если события А и В несовмест-
ны, то 0)( =Ç BAP .
Несовместные события nHHH ,,, 21 K , которые образуют полную
группу событий, называются гипотезами.
Свойство 8. Сумма вероятностей гипотез nHHH ,,, 21 K  равна еди-
нице.
Гипотезы, вероятности которых равны, называются шансами.
1.6 Теоремы сложения и умножения вероятностей
1.6.1 Теорема сложения вероятностей
Теорема сложения вероятностей двух событий: Пусть A и B –
произвольные случайные события, принадлежащие пространству W,
тогда вероятность суммы этих событий равна сумме вероятностей
этих событий без вероятности их совместного появления (рисунок 6):
)()()()( BAPBPAPBAP Ç-+=È    (1.6.1.1)
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W
A B
Рисунок 6 – Сумма случайных событий А и В
Следствие. Вероятность суммы двух несовместных событий А и В
равна сумме вероятностей этих событий: )()()( BPAPBAP +=È , т. к. ве-
роятность произведения несовместных событий равна нулю по свой-
ству 7.
Теорема сложения вероятностей трёх произвольных событий:
).()()(
)()()()()(
CBAPCBPCAP
BAPCPBPAPCBAP
ÇÇ+Ç-Ç-
-Ç-++=ÈÈ    (1.6.1.2)
Пример 18
В подаче вагонов на контейнерную площадку могут находиться че-
тырёхосная платформа с вероятностью 0,35, четырёхосный полувагон
с вероятностью 0,5 и шестиосный полувагон с вероятностью 0,15.
Найти вероятность того, что выбранный наудачу вагон окажется че-
тырёхосным.
Решение. Пространство элементарных событий W  этого экспери-
мента определяется следующим образом:
},,{ 321 www=W ,
где 1w  – выбранный вагон – четырёхосная платформа; 2w  – выбран-
ный вагон – четырёхосный полувагон; 3w  – выбранный вагон – шес-
тиосный полувагон.
Событие А = {выбран четырёхосный вагон} = },{ 21 ww  и, следова-
тельно,
85,05,035,0)()()( 21 =+=w+w= PPAP .
1.6.2 Условная вероятность; независимость событий
Рассмотрим следующий вероятностный эксперимент E.  Пусть в
пространстве W определены случайные события A, B, C, … и их веро-
ятности. Предположим, что в ходе эксперимента E событие A уже
произошло. Получение дополнительной информации о ходе экспери-
мента E может привести к желанию пересмотреть вероятности других
событий пространства W, связанных с событием A. Ведь логично
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предположить, что появление события A каким-то образом может из-
менить вероятность появления событий, связанных (зависимых) с
ним.
Событие B называется зависимым от события A, если появление
(или непоявление) события A  изменяет вероятность появления со-
бытия B. Если наступление события A не изменяет вероятности по-
явления B, событие B называется независимым от события A.
Условной вероятностью )|( ABP  (или )(BPA ) называют вероятность
наступления события B при условии, что событие A уже произошло.
1.6.3 Теорема умножения вероятностей
Теорема умножения вероятностей двух произвольных событий.
Вероятность произведения двух произвольных событий равна произ-
ведению вероятности одного из событий на условную вероятность
другого события при условии, что первое уже произошло:
).|()()|()()( BAPBPABPAPBAP ==Ç    (1.6.3.1)
Теорема умножения вероятностей трёх произвольных собы-
тий:
).|()|()()( BACPABPAPCBAP Ç=ÇÇ    (1.6.3.2)
Следствие 1. Если событие A не зависит от B, то и событие B не
зависит от A.
Следствие 2. Вероятность произведения двух независимых собы-
тий равна произведению вероятностей этих событий. То есть, если
события A и B независимы, то
).()()( BPAPBAP =Ç    (1.6.3.3)
Случайные события называются независимыми в совокупности,
если вероятность наступления каждого из них не изменяется с насту-
плением любой комбинации остальных событий. Для случайных со-
бытий nAAA ,,, 21 K , независимых в совокупности, справедлива сле-
дующая теорема умножения вероятностей (необходимое условие не-
зависимости в совокупности n случайных событий):
).()()()( 2121 nn APAPAPAAAP KK =ÇÇÇ    (1.6.3.4)
Замечание – Попарная независимость случайных событий не оз-
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начает их независимость в совокупности.
Пример 19
Вероятность появления в поезде вагонов на контейнерную пло-
щадку – 0,1, на грузовой двор – 0,3, на промышленное предприятие –
0,4. Определить вероятность появления в поезде вагонов на все три
направления.
Решение. Обозначим событие А = {в поезде появятся вагоны на все
три направления}.
А = 321 AAA , где 1A ={появление в поезде вагона на контейнерную
площадку}, 2A = {появление в поезде вагона на грузовой двор},
3A = {появление в поезде вагона на промышленное предприятие}. По-
скольку события 1A , 2A  и 3A  независимы (вагоны появляются в поезде
независимо друг от друга ),
012,04,03,01,0)()()()()( 321321 =××=== APAPAPAAAPAP .
Пример 20
На пути движения локомотива три светофора. Каждый из них либо
разрешает, либо запрещает дальнейшее движение локомотива с веро-
ятностью 0,5. Какова вероятность того, что локомотив сделает три ос-
тановки?
Решение. Обозначим событие А = {локомотив сделает три остановки}.
А= 321 AAA , где 1A = {локомотив сделает остановку на первом свето-
форе}, 2A = {локомотив сделает остановку на втором светофоре},
3A = {локомотив сделает остановку на третьем светофоре}. Поскольку
события 1A , 2A  и 3A  независимы (остановки локомотива на светофорах
не зависят друг от друга),
125,05,05,05,0)()()()()( 321321 =××=== APAPAPAAAPAP .
Пример 21
Вероятность прибытия поезда на станцию без опоздания равна
0,95. Найти вероятность того, что четыре последовательно прибыв-
ших на станцию поезда опоздали.
Решение. Обозначим событие А = {четыре прибывших на станцию
поезда опоздали}.
А= 321 AAA , где 1A = {опоздает поезд, прибывший первым},
2A = {опоздает поезд, прибывший вторым}, 3A = {опоздает поезд, при-
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бывший третьим}, 4A = {опоздает поезд, прибывший четвёртым}. По-
скольку события 1A , 2A , 3A  и 4A  независимы (поезда опаздывают неза-
висимо друг от друга),
.1025,60,0505,005,005,0
)()()()()()(
6
43214321
-×=×××=
=== APAPAPAPAAAAPAP
1.7 Формулы полной вероятности и Байеса
1.7.1 Формула полной вероятности
Формула полной вероятности является следствием теорем сложе-
ния и умножения вероятностей.
Пусть требуется определить вероятность некоторого случайного
события А, которое может произойти только с одной из гипотез
nHHH ,,, 21 K . Тогда вероятность указанного события можно вычис-
лить по формуле
å
=
=
n
i
ii HAPHPAP
1
))|()(()( ,              (1.7.1.1)
т.е. как сумму произведений вероятности каждой гипотезы на услов-
ную вероятность события А при условии н мула Байеса для переопре-
деления вероятностей гипотез, сопутствующих (предшествующих)
некоторому случайному событию А, о котором стало известно, что
оно произошло.
Пусть некоторое случайное событие А может произойти только с
одной из гипотез nHHH ,,, 21 K . Причем известны априорные (доопыт-
ные) вероятности этих гипотез )( iHP , ni ,1= . Пусть известно, что собы-
тие A произошло. Требуется найти апостериорные (послеопытные)
вероятности гипотез iH , ni ,1= , т. е. пересчитать вероятности гипотез,
сопутствующих (предшествующих) случайному событию А при нали-
чии дополнительной информации о нем. В данном случае для вычис-
ления апостериорных вероятностей гипотез используется формула
Байеса:
( )å
=
== n
i
ii
iiii
i
HAPHP
HAPHP
AP
HAPHPAHP
1
)|()(
)|()(
)(
)|()()|( ,               (1.7.1.2)
где )|( AHP i – апостериорная (послеопытная) вероятность гипотезы iH
при условии, что событие A произошло; )( iHP  – априорная (доопыт-
ная) вероятность гипотезы iH , ni ,1= ; )|( iHAP  – условная вероятность
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события A при условии справедливости гипотезы iH ; P(A) > 0 – без-
условная вероятность случайного события A, определяемая по фор-
муле полной вероятности (1.7.1.1).
Пример 22
Из депо прописки вагон, нуждающийся в ремонте, направлен в од-
но из трёх ремонтных депо. Производительности этих депо соотно-
сятся как 6:5:4. Вероятности бездефектного ремонта вагонов для пер-
вого, второго и третьего депо соответственно равны 0,9, 0,95 и 0,85.
а) Найти вероятность того, что направленый на ремонт из депо
прописки вагон будет отремонтирован без дефектов.
б) Известно, что направленный на ремонт из депо прописки вагон
был отремонтирован без дефектов. Найти вероятность того, что он
подвергался ремонту во втором депо.
Решение. Относительно условий рассматриваемого случайного
эксперимента, состоящего в направлении неисправного вагона в одно
из ремонтных депо, можно выдвинуть три несовместные гипотезы:
1H = {вагон ремонтировался в первом депо};
2H = {вагон ремонтировался во втором депо};
3H = {вагон ремонтировался в третьем депо}.
Причём W=++ 321 HHH .
Согласно условию 4:5:6)(:)(:)( 321 =HPHPHP .
Учитывая свойство вероятностей гипотез ++ )()( 21 HPHP
W=+ )( 3HP , определим:
.
15
4)(;
15
5)(;
15
6)( 321 === HPHPHP
Условные вероятности события А = {вагон отремонтирован без де-
фектов} при осуществлении этих гипотез известны:
85,0)|(;95,0)|(;9,0)|( 321 === HAPHAPHAP .
a) Для определения вероятности события А воспользуемся форму-
лой полной вероятности
=++= )|()()|()()|()()( 332211 HAPHPHAPHPHAPHPAP
.903,085,0
15
495,0
15
59,0
15
6 »×+×+×=
б) Для определения вероятности того, что вагон подвергался ре-
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монту во втором депо, при условии, что он был отремонтирован без
дефектов, воспользуемся формулой Байеса
( )
.351,0
903,0
95,0
15
5
)|()(
)|()()|( 3
1
22
2 =
×
==
å
=i
ii HAPHP
HAPHPAHP
Ответ: а) вероятность того, что направленный на ремонт из депо
прописки вагон будет отремонтирован без дефектов, равна 0,903;
б) вероятность того, что вагон подвергался ремонту во втором де-
по, при условии, что он был отремонтирован без дефектов, равна 0,351.
Пример 23
На сортировочную станцию прибывают полувагоны, платформы и
крытые вагоны с вероятностями соответственно 0,25, 0,3, 0,45. Веро-
ятность неисправности полувагона равна 0,02, платформы – 0,015,
крытого вагона – 0,01.
а) Найти вероятность того, что поступивший на осмотр в парк
приёма вагон окажется неисправным.
б) Поступивший на осмотр в парк приёма вагон оказался неисправ-
ным. Найти вероятность того, что этот вагон является платформой.
Решение. Относительно условий рассматриваемого случайного
эксперимента, состоящего в направлении вагонов на осмотр в парк
приёма, можно выдвинуть три несовместные гипотезы:
1H = {поступивший в парк вагон является полувагоном};
2H = {поступивший в парк вагон является платформой};
3H = {поступивший в парк вагон является крытым вагоном}.
Причём W=++ 321 HHH .
Согласно условию 45,0)(;3,0)(;25,0)( 321 === HPHPHP .
Условные вероятности события А = {поступивший вагон окажется
неисправным} при осуществлении этих гипотез известны:
.01,0)|(;015,0)|(;02,0)|( 321 === HAPHAPHAP
a) Для определения вероятности события А воспользуемся форму-
лой полной вероятности
=++= )|()()|()()|()()( 332211 HAPHPHAPHPHAPHPAP
.014,001,045,0015,03,002,025,0 =×+×+×=
б) Для определения вероятности того, что поступивший на осмотр
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вагон является платформой, при условии, что он был неисправным,
воспользуемся формулой Байеса
( )
.3214,0
014,0
015,03,0
)|()(
)|()()|( 3
1
22
2 =
×==
å
=i
ii HAPHP
HAPHPAHP
Ответ: а) вероятность того, что поступивший на осмотр в парк
приёма вагон окажется неисправным, равна 0,014;
б) вероятность того, что поступивший на осмотр в парк приёма ва-
гон оказался неисправным, при условии, что этот вагон является
платформой, равна 0,3214.
1.8 Последовательность независимых испытаний
1.8.1 Последовательность независимых испытаний; испытания
Бернулли; схема Бернулли
Повторные испытания называются независимыми, если вероятно-
сти их исходов не зависят от исходов предшествующих испытаний.
Например, многократное подбрасывание кубика, стрельба по мише-
ням (если считать вероятность попадания неизменной), безотказная
работа однотипных устройств, эксплуатируемых в одинаковых услови-
ях.
Испытаниями Бернулли называются повторные независимые ис-
пытания, в каждом из которых возможны два исхода (условно име-
нуемые “успехом” и “неудачей”), вероятности которых не меняются
от испытания к испытанию. Примерами испытаний Бернулли являют-
ся: многократное подбрасывание монеты (успех – выпадение герба);
стрельба по мишеням в биатлоне (если считать вероятность попада-
ния неизменной); проверка автобусов перед выходом на линию
},,,{ 21 nwww=w K ,                                   (1.8.1.1)
где
î
í
ì=w
неудача.произошлаиспытаниим-весли,н""
успех;произошёлиспытаниим-весли,у""
i
i
i
Обозначим через m количество успехов в n испытаниях Бернулли.
Тогда вероятность того, что в n испытаниях Бернулли произойдёт
ровно k успехов, определяется формулой
),0(,)( nkqpCkP knkknn == - .    (1.8.1.2)
Формула (1.8.1.2) называется формулой Бернулли.
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1.8.3 Наиболее вероятное число успехов в схеме Бернулли
Наиболее вероятным числом успехов в схеме Бернулли называется
число 0k , для которого справедливо следующее двойное неравенство:
)1()()1( 000 +££- kPkPkP nnn ,                             (1.8.3.1)
т. е. вероятность появления именно 0k  успехов в n испытаниях не
меньше вероятности появления меньшего или большего числа успе-
хов, чем 0k .
Иначе, наиболее вероятное число успехов в схеме Бернулли опре-
деляется следющим двойным неравенством:
pnpkqnp +££- 0 .             (1.8.3.2)
Пример 24
На автобазе имеется десять автомашин. Вероятность выхода на ли-
нию каждой из них равна 0,8.
Найти: а) вероятность того, что в определенный день на линию
выйдут 9 автомашин; б) вероятность нормальной работы автобазы в
ближайший день, если для этого необходимо иметь на линии не менее
восьми автомашин; в) наивероятнейшее число вышедших на линию
автомашин и соответствующую этому числу вероятность.
Решение. Предполагая, что выходы машин на линию осуществ-
ляются независимо друг от друга, условие задачи можно рассматри-
вать как серию из 10=n  независимых испытаний, в каждом из кото-
рых вероятность события А = {выход автомашины на линию} равна
0,8. То есть 8,0=p , 2,01 =-= pq .
а) Для определения вероятности того, что в определенный день на
линию выйдут 9 из 10 машин автобазы, воспользуемся формулой
Бернулли
2684,02,08,0102,08,0
!1!9
!10)9( 19191991010 »××=××== qpCP .
б) Введем в рассмотрение событие B = {нормальная работа автоба-
зы}. Тогда
;6476,01074,0
2684,02718,0)10()9()8()8()( 10101010
=+
++=++=³= PPPkPBP
2718,02,08,0102,08,0
!2!8
!10)8( 28282881010 »××=××== qpCP ;
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1074,018,012,08,0
!0!10
!10)10( 10010010101010 »××=××== qpCP .
в) Наивероятнейшее число 0k  вышедших на линию автомашин
найдем по формуле pnpkqnp +££- 0 . Отсюда 8,88,7 0 ££ k . Единственное
целое число 0k , удовлетворяющее этому двойному неравенству ,80 =k
2718,0)8(10 »P . Этому значению 0k  соответствует наибольшее значение
вероятности ).8(10P
1.8.4 Предельная теорема Пуассона
Формула Бернулли позволяет точно определить вероятность появ-
ления k успехов в n испытаниях Бернулли. Однако при )50( >>¥® nn
пременение формулы Бернулли осложнено вычислением больших
факториалов и значительными вычислительными погрешностями,
связанными с возведением в большую степень чисел, близких к нулю.
В данном случае для вычисления вероятности появления k успехов в
n испытаниях Бернулли следует использовать специальные предель-
ные теоремы, рассматриваемые ниже.
Пусть число экспериментов Бернулли велико )( ¥®n , а вероятность
успеха в каждом из них мала )1,0,0( <® pp  таким образом, что произ-
ведение =l=np const не мало и не велико; тогда вероятность появле-
ния ровно k успехов в n испытаниях Бернулли:
l-
l=
¥®
l= e
k
kP
k
n
np
n !
)(lim .    (1.8.4.1)
Замечание 1 – Предельная теорема Пуассона позволяет прибли-
женно вычислять вероятность появления ровно k маловероятных ус-
пехов в большом количестве экспериментов. Она тем точнее, чем
меньше вероятность успеха и чем больше проводится испытаний
Бернулли.
Замечание 2 – Предельная теорема Пуассона может применяться и
в случае, если p велико )0)1(( ®- p . Для этого следует поменять мес-
тами понятия “успеха” и “неудачи”. В случае, когда вероятность ус-
пеха близка к 0,5, для вычисления вероятности )(kPn  применяется ло-
кальная предельная теорема Муавра-Лапласа, рассматриваемая ниже.
Пример 25
В порту каждые сутки может появиться одно большегрузное судно
с вероятностью
6
1=p . Вероятность появления более одного судна в
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течение суток пренебрежимо мала. Какова вероятность того, что за
месяц (30 дней) порт посетят не более 4 судов?
Решение. Предполагая, что суда появляются в порту независимо
друг от друга,  условие задачи можно рассматривать как серию из
30=n  независимых испытаний, в каждом из которых вероятность со-
бытия А = {судно прибывает в порт} равна
6
1 . Для нахождения веро-
ятности )4( £kPn  воспользуемся предельной теоремой Пуассона
åå
=
-
=
===£
4
0
54
0
4405,0
!
5)()4(
k
k
k
nn k
ekPkP .
1.8.5 Предельные теоремы Муавра-Лапласа
Локальная предельная теорема Муавра-Лапласа. Если в схеме
Бернулли 10 << p , то при ¥®n  справедлива следующая теорема:
1
)(
)(lim
10
=j<< ¥® k
n
p
n x
npq
kP ,
где 2
2
2
1)(
kx
k ex
-
p
=j  – функция плотности стандартного нормального
распределения (рисунок 7), (значения функции )( kxj  определяются по
таблице из приложения А);
npq
npkxk
-= .
0
0,1
0,2
0,3
0,4
-4 -3 -2 -1 0 1 2 3
j(x)
x
Рисунок 7 – Функция плотности стандартного
нормального распределения
Следствие 1. При больших n вероятность появления ровно k успе-
хов в n испытаниях Бернулли определяется приближенным выраже-
нием
npq
xkP kn
)()( j» .    (1.8.5.1)
Интегральная предельная теорема Муавра-Лапласа. Если в
схеме Бернулли 10 << p ,  а ¥®n , тогда для любых 1k  и 2k , таких, что
29
10 21 £<£ kk , справедлива следующая теорема:
0))()()((lim 1221
10
=F+F-££
<<
¥®
xxkmkP
p
n
,
где dzex
ix z
i ò -p=F 0
2
2
2
1)(  – функция Лапласа (рисунок 8); 2,1, =-= i
npq
npkx ii .
Следствие 2. При больших значениях n вероятность того, что чис-
ло успехов m в серии n испытаний Бернулли будет принадлежать от-
резку ];[ 21 kk , определяется приближенным выражением
).()()(),( 122121 xxkmkPkkPn F-F=££=                    (1.8.5.2)
Замечание 1 – Непосредственное вычисление значения функции
Лапласа затруднено (интеграл является неберущимся), поэтому зна-
чения функции Лапласа табулированы и представлены в приложении
Б. При использовании таблицы следует учитывать, что функция Лап-
ласа – нечетная, т. е. )()( xx F-=-F ; при 4>x  функция Лапласа прини-
мает значения, близкие к 0,5 (см. рисунок 8).
Замечание 2 – Теоремы Муавра-Лапласа позволяют получать при-
ближенное значение искомой вероятности, однако оно тем точнее,
чем ближе вероятность успеха p к 0,5 и чем больше проводится испы-
таний Бернулли n.
-0,5
-0,3
-0,1
0,1
0,3
0,5
-4 -3 -2 -1 0 1 2 3
Ф(x)
x
Рисунок 8 – Функция Лапласа
Пример 26
Депо производит ремонт вагонов. Вероятность того, что ремонт
будет произведён со сдачей с первого предъявления, равна 0,6. Найти
вероятность того, что из 100 вагонов, отремонтированных в депо:
а) ровно 80 вагонов будут сданы с первого предъявления;
б) от 40 до 60 вагонов будут сданы с первого предъявления.
Решение. Предполагая, что проверка качества ремонта вагонов
осуществляется независимо друг от друга, условие задачи можно рас-
сматривать как серию из 100=n  независимых испытаний, в каждом из
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которых вероятность “успеха” {ремонт произведён со сдачей с перво-
го предъявления} равна 0,6. То есть 6,0=p , 4,01 =-= pq .
а) Для вычисления вероятности события А = {ровно 80 вагонов бу-
дут сданы с первого предъявления} воспользуемся локальной теоре-
мой Муавра-Лапласа:
.08,4
4,06,0100
6,010080,2
2
2
1
4,06,0100
1)80(100)( »××
×-=
-
p××
== x
x
ePAP
По таблицам значений функции стандартного нормального распре-
деления
2
2
2
1)(
kx
k ex
-
p
=j
находим, что 0)( »j x . Следовательно, вероятность интересующего
нас события 0)80()( 100 »= PAP .
б) Для вычисления вероятности события B = {от 40 до 60 вагонов
будут сданы с первого предъявления} воспользуемся интегральной
теоремой Муавра-Лапласа:
)()()6040()( 12100 xxmPBP F-F=££= ,
08,4
4,06,0100
6,010040
2,04,06,0100
6,010060
1 -=××
×-==
××
×-= xx .
По таблицам значений функции Лапласа
dzex
ix z
i ò -p=F 0
2
2
2
1)(
находим, что 49997,0)08,4(,0)0( -=-F=F .
Отсюда 49997,00)08,4()0()6040()( 100 +=-F-F=££= mPBP .
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2 Одномерные случайные величины
2.1 Понятие случайной величины
2.2 Закон распределения случайной величины
2.3 Функция распределения случайной величины; cвойства
функции распределения
2.4 Функция плотности распределения непрерывной случайной
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2.6 Законы распределения дискретных случайных величин
2.7 Законы распределения непрерывных случайных величин
2.1 Понятие случайной величины
Случайной величиной называется функция )(wx=x , которая каждому
элементарному исходу w пространства элементарных событий W  ве-
роятностного эксперимента E ставит в соответствие некоторое дейст-
вительное число x.
Таким образом, областью определения случайной величины x  яв-
ляется пространство элементарных исходов W , а областью значений –
множество действительных чисел R (рисунок 9).
w1
0
R
x1=x(w1)
x2=x(w2)
W
w2
x1
x2
Рисунок 9
Пусть, например, в эксперименте с подбрасыванием монеты опре-
делена функция
î
í
ì
-=wx решка.если,1
герб,выпалесли,0
)(
Тогда )(wx=x  является случайной величиной.
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Пример 27
Функция )(wx=x , определяющая число очков на верхней грани иг-
ральной кости, также является случайной величиной. Здесь элемен-
тарными исходами являются: =wi {выпадение на кости i числа очков},
6,1=i . Пространство элементарных событий данного вероятностного
эксперимента: },,,,,{ 654321 wwwwww=W .
В данном случае случайная величина x  – число точек на верхней
грани игральной кости определяется функцией ii =wx=x )( , 6,1=i .
Из приведенных выше определений следует, что случайная величина
– величина, которая в результате эксперимента обязательно принимает
некоторое единственное значение, однако, заведомо неизвестное.
Примерами случайных величин являются: число составов, при-
бывших в течение суток на станцию; время простоя вагонов в ожида-
нии разгрузки; масса топлива, израсходованного в течение суток и т. д.
Замечание – Условимся обозначать случайные величины малыми
греческими буквами: ,,, Khx  а их значения – малыми латинскими бу-
квами: KKKK ,,,,;,,,, 2121 mn yyyxxx .
В зависимости от количества возможных значений случайные ве-
личины разделяются на два класса: дискретные и непрерывные.
Дискретной называется случайная величина x , которая в результате
эксперимента E может принимать только определенные изолирован-
ные друг от друга значения. Множество значений дискретной случай-
ной величины, определяемое пространством W , конечно или счетно.
Примерами дискретных случайных величин являются: число ваго-
нов, прибывших в течение суток в депо для проверки; число брако-
ванных деталей, изготовленных в течение смены; число успешно сда-
ных экзаменов и т. д.
Непрерывной называется случайная величина x , которая в резуль-
тате эксперимента может принимать все значения из некоторого про-
межутка или всей числовой оси. Множество значений непрерывной
случайной величины, определяемое пространством W , несчетно.
Примерами непрерывных случайных величин являются: время
простоя вагонов в ожидании разгрузки; масса топлива, израсходован-
ного в течение суток и т. д.
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2.2 Закон распределения случайной величины
Законом распределения дискретной случайной величины x  называ-
ется правило, которое каждому возможному значению x величины x
ставит в соответствие вероятность появления данного значения. Закон
распределения полностью характеризует случайную величину x  с ве-
роятностной точки зрения, т. е. определяет множество значений, ко-
торое может принимать величина, и то, с какими вероятностями ве-
личина x  принимает значения K,, 21 xx .
Закон распределения случайной величины x  может быть задан
таблично, графически и аналитически (таблица 3).
Таблица 3 – Способы задания законов распределения случайных величин
Табличный Графический Аналитический
Ряд
рапределения
Столбцо-
вая
диаграмма
Много-
угольник
распреде-
ления
Непосред-
ственная
формула
)( ixP =x
Функция
распрде-
ления
)(xF
Функция
плотности
распредле-
ния
)(xf
ДСВ ДСВ ДСВ ДСВ ДСВ, НСВ НСВ
Рядом распределения называется таблица, в которой непосредст-
венно указаны возможные значения случайной величины x
),,,,( 21 KK nxxx  и соответствующие им вероятности ip  (таблица 4).
Причем ,0>ip 1=å
i
ip .
Таблица 4 – Ряд распределения дискретных случайных величин
ix 1x 2x K nx K
)( ixP =x 1p 2p K np K
Для наглядности ряд распределения случайных величин можно
представить графически. По оси абсцисс откладываются возможные
значения случайной величины, а по оси ординат – вероятности соот-
ветствующих значений (рисунок 10).
p1
p2 p3 p4
x1 x2 x3 x4 xi
pi Столбцовая диаграмма
p1
p2 p3 p4
x1 x2 x3 x4 xi
pi Многоугольник
распределения
Рисунок 10 – Графические способы задания законов распределения
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дискретной случайной величины
2.3 Функция распределения случайной величины; свойства
функции распределения
Универсальным способом задания закона распределения произ-
вольной случайной величины является функция распределения.
Функцией распределения )(xF  случайной величины x  в точке x на-
зывается вероятность того, что величина x  примет значение меньше
x, т. е. функция распределения определяет вероятность события
}{ x<x :
)()( xPxF <x= .       (2.3.1)
Функция распределения произвольной случайной величины x
обладает следующими свойствами:
Свойство 1. 0)( ³xF , т. е. функция распределения – неотрицатель-
ная функция.
Свойство 2. 0)( =-¥F .
Свойство 3. 1)( =¥F .
Свойство 4. Если 21 xx < , то )()( 21 xFxF £ , т. е. функция распределе-
ния – неубывающая функция.
Свойство 5. Если 21 xx < , то )()()( 2121 xFxFxxP -=<x£ , т. е. вероят-
ность того, что случайная величина примет значение, принадлежащее
полуинтервалу ),[ 21 xx , равна приращению функции распределения на
этом полуинтервале.
Свойство 6. )()0( xFxF =- , т. е. функция распределения непрерывна
слева.
Замечание – У дискретных случайных величин функция распреде-
ления является разрывной ступенчатой функцией (имеет разрывы в
точках, соответствующих возможным значениям случайной величи-
ны); у непрерывных величин функция распределения непрерывна на
всей числовой оси.
Пример 28
В депо для проверки, независимо друг от друга, поступают полува-
35
гон, платформа и крытый вагон. Вероятности поступления в течение
заданного интервала времени t  для них соответственно равны: 0,6, 0,7
и 0,75. Рассматривается случайная величина x  – число вагонов, по-
ступивших на проверку в депо в течение времни t . Построить ряд
распределения и вычислить функцию распределения данной случай-
ной величины x .
Решение. Возможные значения данной случайной величины x : 0, 1,
2, 3. Запишем их в верхней строке ряда распределения. Для определе-
ния вероятностей возможных значений данной случайной величины
введём в рассмотрение события: =iA {поступление в депо в течение
времени t i-го вагона}, )3,1( =i ; =jB  {поступление в депо j вагонов в
течение времени t }, )3,1( =j . Событие jB  можно представить в виде:
3210 AAAB ÇÇ= ;
3213213211 AAAAAAAAAB ÇÇÈÇÇÈÇÇ= ;
3213213212 AAAAAAAAAB ÇÇÈÇÇÈÇÇ= ;
3213 AAAB ÇÇ= .
Применяя теорему сложения вероятностей несовместных событий и
теорему умножения вероятностей независимых событий, вычисляем:
03,025,03,04,0)()()()()0( 3210 =××====x APAPAPBPP ;
;205,0
75,03,04,025,07,04,025,03,06,0)()()(
)()()()()()()()1(
321
3213211
=
=××+××+××=+
++===x
APAPAP
APAPAPAPAPAPBPP
;45,0
75,07,04,075,03,06,025,07,06,0)()()(
)()()()()()()()2(
321
3213212
=
=××+××+××=+
++===x
APAPAP
APAPAPAPAPAPBPP
315,075,07,06,0)()()()()3( 3213 =××====x APAPAPBPP .
Таким образом, ряд распределения случайной величины x  имеет
вид:
ix 0 1 2 3
)( ixP =x 0,03 0,205 0,45 0,315
Убедимся, что 1)(
4
1
4
1
1 ==x=åå
== i
i
i
xPp .
Столбцовая диаграмма и многоугольник распределения, представ-
ляющие ряд распределения этой случайной величины, изображены
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соответственно на рисунке 11, а, б.
а)
0,45
0,3
0,15
0           1            2           3
P(x=i)
i
б)
0,45
0,3
0,15
0           1            2           3
P(x=i)
i
Рисунок 11 – Графические способы задания законов распределения
дискретной случайной величины
Определим значение функции распределения )()( xPxF <x=  для всех
возможных значений x:
при ]0;(-¥Îx , 0)0()( =<x= PxF ;
при ]1;0(Îx , 03,0)0()( ==x= PxF ;
при ]2;1(Îx , 235,0205,003,0)1()0()( =+==x+=x= PPxF ;
при ]3;2(Îx , ==x+=x+=x= )2()1()0()( PPPxF
685,045,0205,003,0 =++= ;
при );3[ ¥+Îx , ==x+=x+=x+=x= )3()2()1()0()( PPPPxF
.1315,045,0205,003,0 =+++=
Таким образом,
ï
ï
ï
î
ïï
ï
í
ì
¥+Î
Î
Î
Î
¥Î
=
).(3;при;1
3];(2;при;685,0
2];(1;при;235,0
1];(0;при;03,0
];0;(-при;0
)(
x
x
x
x
x
xF
График функции )(xF  изображён на рисунке 12.
1
0,75
0,5
0,25
0            1           2           3
F(x)
x
Рисунок 12 – График функции F(x)
2.4 Функция плотности распределения непрерывной случайной
величины. Свойства функции плотности распределения
Рассмотрим непрерывную случайную величину x . На основании
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свойства 5 функции распределения (см. подразд. 2.3), найдем вероят-
ность попадания величины x  в полуинтервал ),[ 11 xxx D+ :
)()()( 1111 xFxxFxxxP -D+=D+<x£ .
Разделим обе части равенства на Dx и перейдем к пределу при Dx®0:
).()()()(lim)(lim 11110
11
0
xfxF
x
xFxxF
x
xxxP
xx
=¢=D
-D+=D
D+<x£
®D®D
Предел отношения приращения функции к приращению аргумента
при стремлении приращения аргумента к нулю – есть производная
функции распределения )(xF  в точке 1x . Эту производную принято на-
зывать функцией плотности распределения (дифференциальной
функцией распределения) случайной величины x  и обозначать )(xf .
Таким образом, функция плотности распределения непрерывной ве-
личины x  в точке x характеризует вероятность попадания значения
случайной величины x  в окрестность точки x, отнесенную к величине
данной окрестности xD :
)()(lim)(
0
xF
x
xxxPxf
x
¢=D
D+<x£=
®D
.       (2.4.1)
Вероятностный смысл функции )(xf  заключается в том, что она
указывает, насколько вероятно значения непрерывной случайной ве-
личины x  попадут в окрестность точки x .
Функция плотности распределения произвольной случайной вели-
чины x  обладает следующими свойствами:
Свойство 1. 0)( ³xf , т. е. функция плотности распределения – не-
отрицательная функция.
Свойство 2. )()( xFxf ¢= .
Свойство 3. ò=<x£
2
1
)()( 21
x
x
dxxfxxP .
Свойство 4. 1)( =ò
¥
¥-
dxxf .
Свойство 5. )()( 1
1
xFdxxf
x
=ò
¥-
.
Замечание 1 – Вероятность того, что непрерывная случайная вели-
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чина примет значение 1x , равна нулю, т. е. 0)( 1 ==x xP . Вместе с тем,
событие }{ ix=x  не является невозможным. Данное замечание может
быть объяснено тем, что множество возможных значений непрерыв-
ной случайной величины несчетно, следовательно, принятие одного
из них – есть практически невозможное событие.
Замечание 2 – На основании предыдущего замечания, для непре-
рывной величины x  события }{ 1x£x  и }{ 1x<x , а также их вероятности
будем отождествлять. Аналогично для событий }{ 1x³x  и }{ 1x>x .
Замечание 3 – Приведем еще одно определение понятия непре-
рывной случайной величины. Непрерывной называется случайная ве-
личина, функция распределения которой непрерывна и определяется
выражением ò
¥-
=
x
dttfxF )()( .
Замечание 4 – Функция плотности распределения определена
только для непрерывных случайных величин.
2.5 Числовые характеристики случайных величин
2.5.1 Характеристики положения
Случайные величины в вероятностном смысле полностью характе-
ризуются законами распределения. Однако на практике знание закона
распределения случайной величины часто оказывается излишним.
Иногда бывает достаточным знать лишь отдельные числовые пара-
метры, характеризующие существенные черты закона распределения
исследуемой случайной величины или некоторые ее характерные зна-
чения.
Характеристики, выражающие в сжатой форме наиболее сущест-
венные особенности распределения случайной величины, называются
числовыми характеристиками случайной величины. Все числовые ха-
рактеристики случайных величин разделяют на характеристики поло-
жения, рассеяния, характеристики асимметрии и эксцесса (таблица 5).
Таблица 5 – Числовые характеристики случайных величин
Характеристика
положения рассеяния асимметрии эксцесса
▪ математическое
ожидание
▪ мода
▪ медиана
▪ квантили
▪ среднее квадрати-
ческое отклонение
▪ дисперсия
▪ коэффициент
вариации
▪ коэффициент
асимметрии
▪ коэффициент
эксцесса
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Математическим ожиданием случайной величины x  называется
число ][xM , характеризующее среднее значение случайной величины
с учётом вероятностей её значений. Математическое ожидание дис-
кретной случайной величины x  вычисляется по формуле
å
=
==x
n
i
ii xPxM
1
)(][ ,             (2.5.1.1)
а непрерывной случайной величины x  – по формуле
ò
¥
¥-
=x dxxxfM )(][ ,    (2.5.1.2)
если соответствующая сумма или интеграл сходятся абсолютно. В
противном случае говорят, что математическое ожидание у случайной
величины x  отсутствует.
Геометрический смысл математического ожидания заключается
в том, что ][xM  «уравновешивает» систему «балок», соответствую-
щую столбцовой диаграмме дискретной случайной величины (рису-
нок 13, а), или криволинейную трапецию, образованную функцией
плотности распределения непрерывной случайной величины (рисунок
13, б), поэтому математическое ожидание называют также средне-
взвешенным (взвешенным по вероятностям) значением случайной ве-
личины x .
а)
0,45
0,3
0,15
0
0           1            2           3
P(x=x)
x
M[x] б)
0,6
0,4
0,2
0
0          1           2          3
f(x)
x
M[x]
Рисунок 13 – Геометрический смысл математического ожидания
Математическое ожидание произвольной случайной величины об-
ладает следующими свойствами.
Свойство 1. a=a][M , где -a const.
Свойство 2. ][][ xa=ax MM , где -a  const, x  – произвольная случай-
ная величина.
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Свойство 3. ][][][ h+x=h+x MMM , где x  и h  – произвольные случай-
ные величины.
Свойство 4. ][][][ h-x=h-x MMM , где x  и h  – произвольные случай-
ные величины.
Свойство 5. =h-hx-x+hx=xh ])][])([[(][][][ MMMMMM
xhm+hx= ][][ MM , где x  и h  – произвольные случайные величины, xhm
– корреляционный момент случайных величин x  и h .
Свойство 6. ][][][ hx=xh MMM , где x  и h  – независимые случайные
величины.
Свойство 7. Если 1)( =b£x£aP , то ],[][ baÎxM , т. е. математическое
ожидание произвольной случайной величины x  принадлежит интер-
валу между минимальным и максимальным возможными значениями
случайной величины x .
Мода – наиболее вероятное значение случайной величины x , обо-
значаемое ][xMod . Моду дискретной случайной величины x  опреде-
ляют графически по столбцовой диаграмме, как абсциссу столбца,
имеющего наибольшую высоту (рисунок 14, а). В примере 28 наибо-
лее вероятным числом вагонов, поступивших на проверку в депо, яв-
ляется число 2, следовательно, 2][ =xMod . Моду непрерывной величи-
ны определяют как значение величины, в котором функция плотности
распределения )(xf  имеет максимум (рисунок 14, б).
а)
0,45
0,3
0,15
0
0           1            2           3
P(x=x)
x
Mod[x] б)
0,6
0,4
0,2
0
            1           2          3
f(x)
x
Mod[x]
Рисунок 14 – Определение моды случайных величин
Замечание 1 – Некоторые случайные величины могут не иметь
моды (все значения равновероятны) или иметь несколько мод. В этом
случае распределение случайной величины называют полимодальным.
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Медианой называется значение случайной величины x , обозначае-
мое ][xMed  и для которого 5,0])[(])[( =x>x=x<x MedPMedP , т. е. величина
x  одинаково вероятно примет значение, меньшее или большее медиа-
ны, поэтому медиану называют средневероятным значением случай-
ной величины x . Учитывая определение функции распределения (18),
5,0])[(])[( =x<x=x MedPMedF .
Замечание 2 – Медиана определена лишь для непрерывных слу-
чайных величин. Для дискретных случайных величин множество зна-
чений x, удовлетворяющих свойству медианы 5,0])[( =xMedF , либо бес-
конечно, либо является пустым.
Геометрический смысл медианы заключается в том, что прямая
][x= Medx  делит площадь криволинейной трапеции, образованной гра-
фиком функции плотности непрерывной случайной величины x  и
осью абсцисс, пополам (рисунок 15). Учитывая, что площадь указан-
ной криволинейной трапеции равна единице (см. свойство 4. )(xf ),
5,021 == SS .
0,6
0,4
0,2
0
0 2
f(x)
x
Med[x]
S1 S2
Рисунок 15 – Геометрический смысл медианы
Квантилью распределения случайной величины x  уровня a  назы-
вается значение x величины x , для которого выполняется равенство
a-=1)(xF , т. е. вероятность того, что случайная величина x  примет
значение, меньшее, чем x, равна a-1 . Квантили распределения слу-
чайной величины x  уровней 0,25 и 0,75 называются квартилями.
Квантиль распределения непрерывной случайной величины x  уровня
0,5 является медианой данной величины.
2.5.2 Характеристики рассеяния
Дисперсией случайной величины x  называется число ][xD , харак-
теризующее меру рассеяния значений случайной величины вокруг ее
математического ожидания и равное математическому ожиданию
квадрата отклонения значений случайной величины x  от ][xM :
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][][]])[[()( 222 x-x=x-x=x MMMMD .             (2.5.2.1)
Дисперсия дискретной случайной величины определяется по фор-
муле (2.5.2.2), а непрерывной – по формуле (2.5.2.3):
][)()( 2
1
2 x-=x=x å
¥
=
MxPxD
i
ii ,    (2.5.2.2)
][)()( 22 x-=x ò
¥
¥-
MdxxfxD .    (2.5.2.3)
Дисперсия произвольной случайной величины обладает следую-
щими свойствами.
Свойство 1. 0)( ³xD , т. е. дисперсия произвольной случайной вели-
чины x  – неотрицательна.
Свойство 2. 0)( =aD , где -a  const. То есть дисперсия неслучайной
величины равна нулю.
Свойство 3. ][][ 2 xa=ax DD , где -a  const, x  – произвольная случай-
ная величина.
Свойство 4. xhm±h+x=h±x 2][][][ DDD , где x  и h  – произвольные слу-
чайные величины, ])][])([[( h-hx-x=mxh MMM  – корреляционный момент
случайных величин x  и h .
Свойство 5. ][][][ h+x=h±x DDD , где x  и h  – независимые случайные
величины.
Свойство 6. ][][ x=x±a DD , где -a  const, x  – произвольная случайная
величина.
Свойство 7. ][][][][][][][ 22 hx+hx+hx=xh MDDMDDD , где x  и h  – незави-
симые случайные величины.
Свойство 8. Дисперсия случайной величины имеет размерность
квадрата размерности случайной величины. Так, если случайная вели-
чина имеет размерность “час”, то дисперсия данной величины – “час2”.
Средним квадратическим отклонением случайной величины x
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называется число ][xs , равное положительному значению квадратного
корня из дисперсии, т. е. ][][ x+=xs D . Таким образом, среднее квадра-
тическое отклонение ][xs  имеет размерность, равную размерности
случайной величины x . Среднее квадратическое отклонение ][xs , как
и дисперсия, характеризует степень разброса значений случайной ве-
личины x  вокруг ][xM ; чем больше разброс, тем больше ][xD  и ][xs
(рисунок 16).
Коэффициентом вариации случайной величины x  называется
число ][xV , определяемое выражением
][
][][
x
xs=x
M
V , характеризующее,
насколько хорошо математическое ожидание ][xM  представляет ряд
возможных значений случайной величины x .
s[x]=1; D[x]=1
s[x]=2 ; D[x]=4
s[x]=0,5; D[x]=0,25
 f(x)
0 x
Рисунок 16 – Иллюстрация значений средних квадратических
отклонений и дисперсии различных случайных величин
2.5.3 Моменты случайных величин; характеристики
асимметрии и эксцесса
Моментом случайной величины x k-го порядка называется число
])[( kaM -x , где а – произвольное число. Если 0=a , то момент случай-
ной величины называется начальным ])[( kk M x=n , если ][x= Ма , то мо-
мент случайной величины x  называется центральным моментом k-го
порядка ])])[[(( kk MM x-x=m .
Очевидно, что 1][ 00 =x=n M ; ][1 x=n M ; ][ 22 x=n M ; 1]])[[( 00 =x-x=m MM ;
=x-x=x-x=m ]][[][]][[1 MMMMM
0][][ =x-x= MM ; ][]])[[( 22 x=x-x=m DMM .
При этом центральные и начальные моменты связаны между собой
следующими соотношениями:
10 =m ; 01 =m ; 2122 )(n-n=m ; 211233 23 n+nn-n=m ; 412121344 364 -nn+nn-n=m .
Рассмотрим несколько важных особенностей центральных моментов
старших порядков.
Коэффициентом асимметрии (скошенности) распределения слу-
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чайной величины x называется число, вычисляемое по формуле
3
3
3
3
1
]])[[(][ s
x-x=s
m=xb MM .    (2.5.3.1)
Если распределение вероятностей случайной величины скошено
влево, то 0][1 >xb  (рисунок 17, а); если вправо, то 0][1 <xb  (рисунок 17,
б), если же распределение вероятностей случайной величины x  сим-
метрично относительно математического ожидания ][xM , то 0][1 =xb .
а)
 f(x)
0 x
b1>0
б)
 f(x)
0 x
b1<0
Рисунок 17 – Иллюстрация значений коэффициента асимметрии
различных случайных величин
Коэффициентом эксцесса случайной величины x  называется чис-
ло ][2 xb , характеризующее островершинность распределения случай-
ной величины x  по сравнению с нормальным распределением и опре-
деляемое по формуле
3][ 4
4
2 -s
m=xb . (2.5.3.2)
У случайной величины x , имеющей нормальный закон распреде-
ления коэффициент эксцесса равен нулю, т. е. 0][2 =xb . У случайных
величин с более островершинным распределением 0][2 >xb ,  а у вели-
чин с менее островершинным – 0][2 <xb  (рисунок 18).
b2[x]=0
b2[x]<0
b2[x]>0
 f(x)
0 x
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Рисунок 18 – Иллюстрация значений коэффициента эксцесса
различных случайных величин
2.6 Законы распределения дискретных случайных величин
2.6.1 Биномиальный закон распределения
Говорят, что случайная величина x  имеет биномиальный закон
распределения (обозначается: ),(~ pnBix ), если данная величина дис-
кретна и определяет число успехов k в схеме n испытаний Бернулли.
Очевидно, что случайная величина x , имеющая биномиальное рас-
пределение, принимает только целые значения на отрезке ];0[ n  с веро-
ятностями, определяемыми формулой Бернулли
),0(,)()( nkqpCkPkP knkknn ====x - .             (2.6.1.1)
Биномиальное распределение характеризуется двумя параметрами:
числом проводимых экспериментов n и вероятностью успеха p в каж-
дом испытании.
Примерами случайных величин, имеющих биномиальное распре-
деление, являются: число гербов, выпавших при n подбрасываниях
монеты; количество бракованных деталей в партии из n штук; коли-
чество автобусов, вышедших на линию, и др.
На рисунке 19 представлены столбцовые диаграммы случайных
величин, имеющих биномиальный закон распределения с различными
значениями параметров n и p. Основные числовые характеристики
случайных величин, распределенных по биномиальному закону, оп-
ределяются следующими выражениями:
);1(][;][ pnpDnpM -=x=x
][xMod – ближайшее целое к 5,0)1( -+ pn . (2.6.1.2)
а)
n=5; p=0,1
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0 1 2 3 4 5 x
P(x)
б)
n=20; p=0,1
0
0,1
0,2
0,3
0,4
0 1 2 3 4 5 6 7 x
P(x)
в)
n=5; p=0,5
0
0,1
0,2
0,3
0,4
0 1 2 3 4 5 x
P(x)
г)
n=10; p=0,1
0
0,1
0,2
0,3
0,4
0 1 2 3 4 5 6 7 x
P(x)
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Рисунок 19 – Столбцовые диаграммы случайных величин, которые имеют
биномиальное распределение с различными значениями параметров
Пример 29
В автобусном парке имеется пять автобусов. Вероятность выхода
на линию каждого из них равна 0,8. Случайная величина x  – число
вышедших на линию машин. Построить ряд распределения и вычис-
лить функцию распределения данной случайной величины. Вычис-
лить её математическое ожидание, дисперсию и среднее квадратиче-
ское отклонение непосредственно по ряду распределения и сравнить
со значениями, которые получаются при использовании формул
(2.6.1.2). Найти вероятность того, что в определенный день на линию
выйдут не менее четырёх автобусов.
Решение. Предполагая, что выходы автобусов на линию осущест-
вляются независимо друг от друга, условие задачи можно рассматри-
вать как серию из 5=n  независимых испытаний, в каждом из которых
вероятность события А = {выход автобуса на линию} равна 0,8. Слу-
чайная величина x , обозначающая число вышедших на линию машин,
распределена по биномиальному закону. Возможные значения слу-
чайной величины x :  0,  1,  2,  3,  4,  5.  Вероятности значений определя-
ются по формуле Бернулли:
00032,02,011)0( 55005 =××===x qpCP ;
0064,02,08,05)1( 44115 =××===x qpCP ;
0512,02,08,010)2( 323225 =××===x qpCP ;
2048,02,08,010)3( 232335 =××===x qpCP ;
4096,02,08,05)4( 141445 =××===x qpCP ;
32768,018,01)5( 50555 =××===x qpCP .
Ряд распределения имеет вид:
ix 0 1 2 3 4 5
ip 0,00032 0,0064 0,0512 0,2048 0,4096 0,32768
Убедимся, что 1
6
1
=å
=i
ip .
Столбцовая диаграмма и многоугольник распределения, представ-
ляющие ряд распределения этой случайной величины, изображены на
рисунке 20, а, б.
а)
0,45
0,3
0,15
0
0           1            2           3    4 5
P(x=x)
x
  Mod[x] б)
0,45
0,3
0,15
0
0           1            2           3           4            5
P(x=x)
x
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Рисунок 20 – Графические способы задания законов распределения
дискретной случайной величины
Определим значение функции распределения )()( xPxF <x=  для всех
возможных значений x:
при ]0;(-¥Îx , 0)0()( =<x= PxF ;
при ]1;0(Îx , 00032,0)0()( ==x= PxF ;
при ]2;1(Îx , ;00672,00064,000032,0)1()0()( =+==x+=x= PPxF
при ]3;2(Îx , ==x+=x+=x= )2()1()0()( PPPxF
;05792,00512,000672,0 =+=
при )4;3[Îx , ==x++=x= )3()0()( PPxF K
26272,02048,005792,0 =+= ;
при )5;4[Îx , ==x++=x= )4()0()( PPxF K
;67232,04096,026272,0 =+=
при );5[ ¥+Îx , ==x++=x= )5()0()( PPxF K
.132768,067232,0 =+=
Таким образом,
ï
ï
ï
ï
î
ï
ï
ï
ï
í
ì
¥+Î
Î
Î
Î
Î
Î
¥Î
=
).[5;при1,
5];(4;при0,67232,
4];(3;при,26272,0
3];(2;при,05792,0
2];(1;при,00672,0
1];(0;при,00032,0
];0;(-при,0
)(
x
x
x
x
x
x
x
xF
График функции )(xF  изображён на рисунке 21.
1
0,75
0,5
0,25
0            1           2           3           4           5
F(x)
x
Рисунок 21 – График функции F(x)
Вычислим числовые характеристики данной случайной величины:
а) математическое ожидание
+×+×+×+×==x å
=
2048,030512,020064,0100032,00][
6
1i
ii pxM
432768,054096,04 =×+×+  (автобуса);
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б) дисперсия
);автобуса(8,0432768,0254096,0162048,09
0512,040064,0100032,00])[(][
22
2
6
1
2
=-×+×+×+
+×+×+×=x-=x å
=
MpxD
i
ii
в) среднее квадратическое отклонение
894,08,0][][ »=x=xs D  (автобуса);
г) мода
4][ =xMod  (автобуса).
Вычислим числовые характеристики данной случайной величины
по формулам (2.6.1.2):
8,0)1(][;48,05][ =-=x=×==x pnpDnpM .
Как и следовало ожидать, получены точно такие же значения.
Вероятность того, что в определенный день на линию выйдут не
менее четырёх автобусов,
73728,032768,04096,0)5()4()4( =+==x+=x=³x PPP .
2.6.2 Закон распределения Пуассона
Если в схеме Бернулли число испытаний бесконечно велико
)( ¥®n , а вероятность успеха в каждом испытании стремится к нулю
)0( ®p  таким образом,  что =l=np const, то вероятность появления в
схеме n испытаний Бернулли ровно k успехов определяется предель-
ной теоремой Пуассона (1.8.4.1). В данном случае говорят, что слу-
чайная величина x , определяющая число успехов k в схеме n испыта-
ний Бернулли, имеет пуассоновский закон распределения, т. е.
)П(~ lx .
Таким образом, закон распределения Пуассона является предель-
ным случаем биномиального закона распределения, при ¥®n , 0®p ,
=l=np const.
Очевидно, что распределение Пуассона характеризуется единст-
венным параметром np=l ; а случайная величина x , имеющая пуассо-
новское распределение, принимает только целые значения на полуин-
тервале ),0[ ¥+  с вероятностями, определяемыми предельной теоремой
Пуассона (1.8.4.1):
.,0,
!
)()( ¥=l===x l- ke
k
kPkP
k
n    (2.6.2.1)
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Примерами случайных величин, имеющих пуассоновское распре-
деление, являются: число железнодорожных составов, поступающих
на сортировочную горку в течение суток; число заявок, поступающих
на АТС в течение часа, и др.
На рисунке 22 представлены столбцовые диаграммы случайных
величин, имеющих пуассоновский закон распределения с различными
значениями параметра l . Основные числовые характеристики слу-
чайных величин, которые имеют пуассоновский закон распределения,
определяются следующими выражениями:
][;][;][ xl=xl=x ModDM  – ближайшее целое к 5,0-l .          (2.6.2.2)
а)
l=np=1,5
0
0,1
0,2
0,3
0,4
0 1 2 3 4 5 6 7 x
P(x)
б)
l=np=3
0
0,1
0,2
0,3
0,4
0 1 2 3 4 5 6 7 x
P(x)
Рисунок 22 – Столбцовые диаграммы случайных величин, которые имеют
распределение Пуассона с различными значениями параметров
Замечание – По закону Пуассона распределена случайная величи-
на, описывающая число событий простейшего потока, произошедших
в течение промежутка времени t.
Потоком событий называется последовательность однородных со-
бытий, наступающих одно за другим в случайные моменты времени.
Интенсивностью потока a  называется среднее число событий,
происходящих за единицу времени.
Если =a const, то поток называется стационарным. Это свойство
означает, что вероятность наступления того или иного числа событий
в течение отрезка времени длиной t не зависит от расположения на
оси времени этого отрезка, а зависит только от его длины.
Поток называется ординарным, если вероятность попадания на ма-
лый участок Dt двух и более событий пренебрежимо мала по сравне-
нию с вероятностью попадания на него одного события.
Поток событий называется потоком без последействия, если веро-
ятность попадания того или иного числа событий на какой-то отрезок
времени не зависит от того, сколько событий попало на любой другой
непересекающийся с ним участок, то есть предыстория потока не ска-
зывается на вероятности появления событий в ближайшем будущем.
Эта независимость физически сводится к тому, что события появля-
ются на оси времени в силу случайных причин, индивидуальных для
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каждого из них.
Поток, обладающий свойствами стационарности, ординарности и
отсутствия последействия, называется простейшим.
Доказано, что для простейшего потока число событий, попадаю-
щих на каждый отрезок времени длиной t, распределено по закону
Пуассона с параметром ta=l , где a– интенсивность потока.
Пример 30
На сортировочную горку поступает поток железнодорожных со-
ставов с интенсивностью 4 состава в час. Поток составов является
простейшим. Найти вероятность того, что в течение 30 минут на гор-
ку поступит хотя бы один состав.
Решение. Случайная величина x , определяющая число составов,
поступивших в течение получаса, может принимать значения 0, 1, 2,
3, 4 и, согласно условию, распределена по закону Пуассона с пара-
метром 25,04 =×=a=l t  (так как интенсивность потока 4=a ; 5,0=t [ч]).
Обозначим событие: =A {в течение получаса поступит хотя бы один
состав}. Тогда
.865,0
!0
21)0(1)0()( 2
0
=-==x-=³x= -ePPAP
Пример 31
В железнодорожное депо на ремонт поступают вагоны. На основа-
нии статистических данных известно, что для некоторого промежутка
времени рабочего дня среднее число вагонов, поступающих в течение
1 часа, равно 10. Поток поступлений является простейшим. Для этого
промежутка времени найти вероятность того, что: а) в течение часа
поступит хотя бы один вагон; б) в течение трех часов произойдет не
менее четырех поступлений.
Решение. а) Случайная величина x , определяющая число вагонов,
поступивших в течение часа, может принимать значения 0, 1, 2, 3, …
и, согласно условию, распределена по закону Пуассона с параметром
10110 =×=a=l t  (так как интенсивность потока 10=a ; 1=t [ч]). Обозна-
чим событие: =A {в течение часа поступит хотя бы один вагон}. Тогда
99999546,01
!0
101)0(1)0()( 1010
0
=-=-==x-=³x= -- eePPAP .
б) Для определения вероятности события =В {в течение трех часов
поступит не менее четырех вагонов} введем в рассмотрение случай-
ную величину h , определяющую число вагонов, поступивших в тече-
ние трех часов. Эта случайная величина распределена по закону Пу-
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ассона с параметром 30310 =×=a=l t .
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2.6.3 Геометрический закон распределения
Говорят, что случайная величина x  имеет геометрический закон
распределения (обозначается: )G(~ px ), если данная величина дис-
кретна и определяет число независимых испытаний Бернулли, пред-
шествующих первому появлению успеха. Множество значений слу-
чайной величины, имеющей геометрический закон распределения, –
это множество неотрицательных целых чисел 0, 1, 2, … . Геометриче-
ское распределение характеризуется одним параметром – вероятно-
стью успеха p в испытаниях Бернулли.
Пусть случайная величина x  имеет геометрический закон распре-
деления с параметром p,  т.  е. )G(~ px . Тогда, вероятности значений
случайной величины x , имеющей геометрическое распределение, оп-
ределяются выражением:
),0(,)1()( nkppkP k =-==x .             (2.6.3.1)
Примерами случайных величин, имеющих геометрическое распре-
деление, являются: количество безуспешных попыток установки мо-
демного соединения, число безуспешных попыток спортсмена пора-
зить мишень и некоторые другие.
На рисунке 23 представлены столбцовые диаграммы случайных
величин, имеющих геометрическое распределение с различными зна-
чениями параметра p. Основные числовые характеристики случайных
величин, которые имеют геометрический закон распределения, опре-
деляются выражениями:
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Рисунок 23 – Столбцовые диаграммы случайных величин, которые имеют
геометрическое распределение с различными значениями параметров
Замечание – В некоторой литературе указывается, что геометри-
ческое распределение имеет случайная величина h , определяющая
номер испытания Бернулли, в котором впервые произошел успех.
Очевидно, что указанная величина h  может принимать значения из
множества натуральных чисел 1, 2, ... , при этом 1+x=h , где )G(~ px ,
поэтому будем обозначать такую величину )(~ 1 pG+h .
2.7 Законы распределения непрерывных случайных величин
2.7.1 Равномерный закон распределения
Говорят, что непрерывная случайная величина x  имеет равномер-
ный (прямоугольный) закон распределения, т. е. ),(~ baRx , если она
может принимать значения только на отрезке ];[ ba , причём равновоз-
можно. Таким образом, плотность распределения случайной величи-
ны x , имеющей равномерное распределение, постоянна на указанном
отрезке (рисунок 24, б), т. е. вероятность попасть в окрестность лю-
бой точки от a до b одинакова.
а) a
 F(x)
1
b
x
б) a
 f(x)
1/(b–a)
b
x
Рисунок 24 – Равномерный закон распределения:
       а – функция распределения F(x) случайной величины x;
   б – функция плотности распределения f(x) случайной величины x
Равномерный закон распределения характеризуется двумя пара-
метрами: минимальным a и максимальным b возможными значения-
ми случайной величины x . Функция распределения )(xF  и функция
плотности распределения )(xf  случайной величины x  определяются
выражениями (2.7.1.1) и (2.7.1.2), а их графики представлены на ри-
сунке 24.
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Примером случайной величины, которая имеет равномерный закон
распределения, является время ожидания регулярных событий, на-
пример, время ожидания поезда в метрополитене. Другим примером
являются ошибки округления чисел при арифметических вычислениях.
Основные числовые характеристики равномерно распределенной
случайной величины x  определяются следующими выражениями:
;
12
)(][;
2
][][
2abDbaMedM -=x+=x=x 0][1 =xb ;
][xMod  – отсутствует (т. к. значения равновероятны).    (2.7.1.3)
Пример 32
Интервал движения поездов в метрополитене составляет 3 мин.
Определить вероятность, с которой пассажир, подошедший на плат-
форму в случайный момент времени, будет ждать поезда более двух
минут, а также среднее время ожидания поезда пассажиром.
Решение. Рассмотрим случайную величину x , равную времени
ожидания поезда пассажиром. Очевидно, что время ожидания поезда –
неотрицательная величина, не превышающая 3 минут, т. е. )3;0[Îx .
Предполагая, что время прихода пассажира равновозможно в интер-
вале между прибытием поездов, будем считать, что )3,0(~ Rx .
По существу, необходимо определить вероятность события }2{ >x ,
а также математическое ожидание величины x , т. е. ][xM .
Заметим, что )32()32()2( <x£=£x<=>x PPP ,  т.  к. x  – непрерывная
величина. Для определения указанной вероятности воспользуемся
свойством 5 функции распределения и выражением функции распре-
деления )(xF  случайной величины, имеющей равномерное распреде-
ление (2.7.1.1):
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03)2()3()32( =-=-
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-=-=<x£ FFP .
Математическое ожидание величины x  определим по формуле
(2.7.1.3):
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Ответ : вероятность, с которой пассажир будет ожидать поезда бо-
лее 2 минут, равна
3
1 ; среднее время ожидания поезда составляет 1,5
минуты.
2.7.2 Показательный закон распределения
Говорят, что случайная величина x  имеет показательное (экспо-
ненциальное) распределение, т. е. )(~ lx E , если она непрерывна, при-
нимает только положительные значения и имеет функцию распреде-
ления
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и, следовательно, функцию плотности распределения
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где l  – единственный параметр показательного распределения, 0>l .
Из графика функции плотности распределения )(xf  видно (рисунок
25, б), что случайная величина x , имеющая показательное распреде-
ление, наиболее вероятно принимает малые положительные значения,
менее вероятно – большие положительные значения.
а) 0
 F(x)
1
x б) 0
 f(x)
l
x
Рисунок 25 – Показательный закон распределения:
   а – функция распределения F(x) случайной величины x;
       б – функция плотности распределения f(x) случайной величины x
Основные числовые характеристики случайной величины x ,
имеющей показательный закон распределения, определяются сле-
дующими выражениями:
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Примерами случайных величин, имеющих показательный закон
распределения, являются: время простоя вагона в ожидании ремонта,
интервалы времени между поездами, прибывающими на станцию,
время наработки на отказ электронных систем тепловоза и другие,
поэтому показательное распределение имеет важное значение в тео-
рии надежности и теории массового обслуживания.
Случайная величина, распределенная по показательному закону,
обладает важным свойством, называемым «отсутствием памяти».
Лемма об «отсутствии памяти» у показательного распределе-
ния. Пусть x  имеет показательное распределение с параметром l  (т.
е. )(~ lx E ). Тогда для любых 0>t  и 0>t  вероятность того, что величи-
на x  примет значение меньше, чем )( t+t  при условии, что x  приняла
значение не меньше, чем t , равна безусловной вероятности того, что
случайная величина x  примет значение меньшее, чем t :
)()|( tPtP <x=t³x+t<x .    (2.7.2.4)
Замечание – Если случайная величина x  – время до наступления
некоторого события – имеет показательное распределение, то инфор-
мация о том, что к моменту времени t  событие еще не наступило, не
изменяет шансы на его наступление в дальнейшем. Этим свойством,
называемым также отсутствием последействия, обладает только пока-
зательное распределение.
Пример 33
Время простоя вагона в ожидании ремонта является случайной ве-
личиной, распределенной по показательному закону с математиче-
ским ожиданием, равным 1,5 часа. Определить вероятность того, что
в ожидании ремонта вагон простоит три часа.
Решение. Согласно условию, математическое ожидание случайной
величины x , обозначающей время простоя вагона в ожидании ремон-
та, равно 1,5. Учитывая, что для случайной величины, распределен-
ной по показательному закону, l=x
1][M , определяем значение пара-
метра:
3
2
5,1
1
][
1 ==x=l M . Функция плотности распределения данной
случайной величины x  имеет вид
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Определим вероятность простоя вагона в ожидании ремонта три
часа:
.135,00
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Пример 34
Время безотказной работы электронного оборудования тепловоза
является случайной величиной, распределенной по показательному
закону. Определить вероятность безотказной работы оборудования в
течение десяти часов эксплуатации, если среднее время безотказной
работы по статистическим данным составляет 200 часов.
Решение. Согласно условию, математическое ожидание случайной
величины x , обозначающей время безотказной работы оборудования,
равно 200. Учитывая, что для случайной величины, распределенной
по показательному закону, l=x
1][M , определяем значение параметра:
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. Функция плотности распределения данной случай-
ной величины x  имеет вид
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Определим вероятность безотказной работы оборудования в тече-
ние десяти часов эксплуатации:
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Пример 35
Известно, что для некоторой сортировочной станции интервалы
времени между поездами, прибывающими в разборку, представляют
собой случайную величину x , имеющую усечённое в точке 0x  показа-
тельное распределение:
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Требуется: 1) вычислить параметр А и построить график функции
плотности распределения )(xf ; 2) вычислить функцию распределения
и построить её график; 3) вычислить числовые характеристики слу-
чайной величины x  (математическое ожидание, моду, медиану, дис-
персию, среднее квадратическое отклонение); 4) вычислить вероят-
ность того, что случайная величина x  примет значение в интервале (1; 2).
Решение. 1) Неизвестный параметр А плотности распределения ве-
роятностей найдём из соотношения
1)( =ò
+¥
¥-
dxxf .
Поскольку в данном примере плотность )(xf  на )x;( 0-¥  равна ну-
лю, то можно записать:
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Следовательно, плотность распределения вероятностей имеет вид
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Параметры распределения l  и 0x  имеют следующий смысл: l  –
среднее число поездов, прибывающих на станцию в единицу времени;
0x  – минимальный допустимый интервал между последовательно
прибывающими поездами.
Допустим 2=l  поезда/ч, 017,00 =x ч, тогда
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График функции )(xf  изображён на рисунке 26, а.
58
а) 0    0,017
 f(x)
2
x б) 0   0,017
 F(x)
1
x
Рисунок 26 – Графики функций f(x) и F(x)
2) Вычислим функцию распределения )(xF :
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График функции )(xF  изображён на рисунке 26, б.
3) Числовые характеристики исследуемой случайной величины:
а) математическое ожидание
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б) мода случайной величины x  равна 0,017 ч;
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в) медиану найдём из уравнения 5,0)( =xF :
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Вывод. Средний интервал времени между поездами, прибываю-
щими на сортировочную станцию, равен 0,517 ч; наиболее вероятное
значение интервала равно 0,017 ч; среднеквадратическое значение
интервала между поездами равно 0,363 ч.
2.7.3 Закон распределения Эрланга
Пусть случайные величины kxxx ,,, 21 K  независимы и имеют пока-
зательный закон распределения с одинаковым параметром l=li , т. е.
kiEi ,1),(~ =lx . Тогда случайная величина kx++x+x=x K21  имеет закон
распределения Эрланга k -го порядка с параметром l , т. е. ),(~ kER lx .
Очевидно, что величина x непрерывна и принимает лишь положи-
тельные значения.
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Функция плотности распределения случайной величины ),(~ kER lx
определяется выражением (2.7.3.1), а ее графики (для различных зна-
чений параметра k ) представлены на рисунке 27.
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Рисунок 27 – Функция плотности распределения Эрланга
для различных значений параметров
Очевидно, что при 1=k  распределение Эрланга совпадает с показа-
тельным распределением. Основные числовые характеристики слу-
чайной величины x , имеющей закон распределения Эрланга, опреде-
ляются следующими выражениями:
.1][;][;][ 2 l
-=xl=xl=x
kModkDkM    (2.7.3.2)
2.7.4 Нормальный закон распределения
Говорят, что случайная величина x  имеет нормальный (гауссов-
ский) закон распределения, т. е. ),(~ sx mN , если она непрерывна, име-
ет функцию
ò
¥-
s
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ps
=
x mt
dtexF 2
2
2
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2
1)(    (2.7.4.1)
и, следовательно, имеет функцию плотности распределения
,
2
1)( 2
2
2
)(
s
-
ps
=
mx
exf    (2.7.4.2)
где параметр m  численно равен математическому ожиданию вели-
чины x , а параметр 0>s  – среднеквадратическому отклонению (т. е.
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][],[ xs=sx= Mm ).
Максимальная ордината
ps 2
1  функции плотности распределения
(рисунок 31, б) достигается в точке ][x== Mmx ; при ±¥®x  кривая
плотности нормального распределения асимптотически стремится к
нулю. Следовательно, наиболее вероятно, что нормально распреде-
ленная случайная величина примет значение близкое к m  и практиче-
ски никогда не будет принимать бесконечно больших значений.
Из графиков функции )(xF  и функции плотности распределения
)(xf  (рисунок 28) видно, что коэффициент асимметрии случайной ве-
личины x , имеющей нормальный закон распределения, равен нулю (т.
е. 0][1 =xb ); а математическое ожидание, медиана и мода случайной
величины x  совпадают. Основные числовые характеристики случай-
ной величины x , имеющей нормальный закон распределения, опреде-
ляются выражениями:
.0][][;][;][][][ 21
2 =xb=xbs=x=x=x=x DmModMedM     (2.7.4.3)
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Рисунок 28 – Нормальный закон распределения:
        а – функция распределения F(x) случайной величины x;
           б – функция плотности распределения f(x) случайной величины x
Случайная величина, которая имеет нормальный закон распреде-
ления с параметрами 0=m  и 1=s , называется стандартной нормаль-
ной случайной величиной. Функция распределения стандартной нор-
мальной случайной величины имеет вид:
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где
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1 0 2
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p ò¥-
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 (интеграл Пуассона), ò -p=F
x t
dtex
0
2
2
2
1)(  – функция Ла-
пласа (см. рисунок 8), значения которой табулированы и представле-
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ны в приложении Б.
Вычисление значения функции распределения случайной вели-
чины, имеющей нормальный закон распределения, затруднено тем,
что интеграл в выражении (2.7.4.4) не выражается через элементар-
ные функции. Для выполнения указанной задачи функцию распреде-
ления случайной величины x , имеющей нормальный закон распреде-
ления с параметрами m  и s , выражают через функцию Лапласа сле-
дующим образом. Сделаем в выражении (2.7.4.4) замену переменной
s
-= mtz , следовательно,
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Для определения вероятности попадания случайной величины,
подчиненной нормальному закону, в интервал воспользуемся свой-
ством 5 функции распределения )(xF  и выражением функции нор-
мального распределения через функцию Лапласа (2.7.4.5):
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Примерами случайных величин, имеющих нормальный закон рас-
пределения, являются измерение длины, массы, времени, ошибки из-
мерения т. д.
Пример 36
Известно, что для некоторого измерительного устройства система-
тическая ошибка измерения дальности до объекта равна +20 м.
Ошибки измерения распределены по нормальному закону со средним
квадратическим отклонением, равным 75 м. Найти вероятность того,
что полученное в результате измерения значение будет отличаться от
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истинного значения не более чем на 100 м.
Решение. Рассмотрим случайную величину x , характеризующую
ошибку измерения дальности. Согласно условию эта случайная вели-
чина распределена по нормальному закону с параметрами
75][,20][ =xs=xM . Определим искомую вероятность с помощью фор-
мулы (2.7.4.6):
.8029,0
4452,03577,0)6,1()071,1(
75
20100
75
20100)100100()100(
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æ -F=<x<-=£x PP
Пример 37
Случайное отклонение размера детали от номинала при изготовле-
нии ее на данном станке является случайной величиной, распределен-
ной по нормальному закону со средним квадратическим отклонением,
равным 5 мк. Систематические отклонения размера изготовленной
детали от номинала отсутствуют. Сколько необходимо изготовить де-
талей, чтобы с вероятностью не менее 0,9 среди них была хотя бы од-
на годная, если для годной детали допустимо отклонение от номинала
не более чем на 2 мк?
Решение. Рассмотрим случайную величину x  – отклонение размера
детали от номинала. Согласно условию, [ммк]0][ =xM [ммк5][ =xs . Найдем
вероятность события =А {изготовление годной детали}:
.31,031084,015542,015542,0)4,0()4,0(
5
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Теперь условие задачи можно рассматривать как последователь-
ность n  независимых испытаний, в каждом из которых с вероятно-
стью 31,0=p  происходит событие A , и с вероятностью 69,01 =-= pq  со-
бытие A  не происходит. Вероятность того, что среди n  изготовлен-
ных деталей будет хотя бы одна годная, представляет собой вероят-
ность наступления события A  хотя бы один раз в серии из n  незави-
симых испытаний:
;1,0lnln;1,0;9,01 ³£³- qnqq nn .2,6
69,0ln
1,0ln
ln
1,0ln ==³
q
n
Следовательно, 7³n , т. е. необходимо изготовить не менее 7 дета-
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лей, чтобы с вероятностью не менее 0,9 среди них была хотя бы одна
годная.
Пример 38
Размер изготавливаемой на станке детали является случайной ве-
личиной, распределённой по нормальному закону с математическим
ожиданием, равным 15 мм. Определить среднее квадратическое от-
клонение размера детали, если известно, что 95,44 % деталей имеют
размер от 14 до 16 мм.
Решение. Согласно условию случайная величина x , определяющая
размер изготавливаемой на станке детали, распределена по нормаль-
ному закону, причём 15][ =xM [мм], 0,954416)(14 =£x£P . Определим ис-
комую вероятность с помощью формулы (2.7.4.6):
.1115141516)1614( ÷
ø
öç
è
æ
s
F-÷
ø
öç
è
æ
s
F=÷
ø
öç
è
æ
s
-F-÷
ø
öç
è
æ
s
-F=<x<P
Учитывая, что )(xF  – нечётная функция, получим
.9544,012)1614( =÷
ø
öç
è
æ
s
F=<x<P
Отсюда .4772,01 =÷
ø
öç
è
æ
s
F
По таблицам значений функции )(xF  определяем, что .4772,0)2( =F
Следовательно, 5,0][ =xs , т. е. среднее квадратическое отклонение раз-
мера изготавливаемых на станке деталей равно 0,5.
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3 Многомерные случайные величины
3.1 Понятие многомерной случайной величины
3.2 Функция распределения двумерной случайной величины
3.3 Функция плотности распределения непрерывной
двумерной случайной величины
3.4 Понятие независимости случайных величин
3.5 Числовые характеристики двумерной случайной величины
3.1 Понятие многомерной случайной величины
Результат вероятностного эксперимента может иногда характери-
зоваться не одним, а одновременно несколькими числами. Например,
местоположение корабля в море – пара величин ),( hx , указывающая
значения широты x  и долготы h . Если при этом учитывать время t ,
тогда мы имеем дело с трехмерной случайной величиной ),,( thx . Успе-
ваемость студента в семестре – n -мерная случайная величина
),,,( 21 nxxx K , компоненты которой – оценки по каждой из n  дисциплин.
Многомерной (n -мерной) случайной величиной называется функция
)(wX , определенная на множестве элементарных событий W , которая
каждому элементарному исходу w ставит в соответствие n  действи-
тельных чисел. Таким образом многомерная ( n -мерная) случайная ве-
личина является совокупностью n  одномерных величин (компонентов).
Все компоненты многомерной дискретной случайной величины –
одномерные дискретные случайные величины. Все компоненты мно-
гомерной непрерывной случайной величины – одномерные непрерыв-
ные случайные величины. Многомерные смешанные случайные вели-
чины содержат как дискретные, так и непрерывные компоненты.
Основной характеристикой многомерной случайной величины яв-
ляется закон распределения, который (как и для одномерных величин)
может быть задан таблично, графически или аналитически (функция
распределения, функция плотности распределения и т. д.).
Пример 39
В ящике находится 5 шаров, пронумерованных цифрами «1», «1»,
«2», «2», «2». Последовательно извлекают два шара. Пусть случайная
величина x  – число на 1-м выбранном шаре, h  – число на 2-м шаре.
Требуется найти табличный закон распределения (матрицу распреде-
ления) двумерной случайной величины ),( hx . Определить вероятность
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того, что второй шар будет иметь метку «1».
Решение. Определим вероятности возможных значений двумерной
случайной величины ),( hx  и заполним матрицу распределения (табли-
ца 6):
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Таблица 6 – Матрица распределения двумерной случайной величины
),( hx 1=h 2=h
1=x 0,1 0,3
2=x 0,3 0,3
Очевидно, что сумма вероятностей всех значений многомерной
случайной величины равна единице.
Вероятность того, что второй шар будет иметь метку «1», опреде-
лим как сумму вероятностей в столбце « 1=h » матрицы распределе-
ния. Таким образом, .4,03,01,0)1( =+==hP
3.2 Функция распределения двумерной случайной величины
Функцией распределения двумерной случайной величины ),( hx  или
совместной функцией распределения случайных величин x  и h  назы-
67
вается функция ),( yxF hx , равная вероятности того, что компонент x
примет значение меньшее, чем x , а компонент h  – значение меньшее,
чем y ,
}).{}({),(),( yxPyxPyxF <hÇ<x=<h<x=hx       (3.2.1)
Таким образом, функция распределения двумерной случайной ве-
личины ),( yxF hx  в точке ),( yx  определяет вероятность, с которой дву-
мерная случайная величина примет значение в нижнем левом квад-
ранте относительно точки ),( yx  (рисунок 29).
(x, y)
x
y
Fxh(x, y)
Рисунок 29 – Иллюстрация вероятностного смысла
функции распределения двумерной случайной величины
Функция распределения двумерной случайной величины ),( hx  об-
ладает следующими свойствами (рисунок 30).
Свойство 1. 0),( ³hx yxF , т. е. функция распределения двумерной
случайной величины ),( hx  – неотрицательная функция.
Свойство 2. Если 21 xx < , то ),(),( 1211 yxFyxF hxhx £ ; если 21 yy < , то
),(),( 2111 yxFyxF hxhx £ .
Таким образом, функция ),( yxF hx  – неубывающая функция каждого
аргумента при условии, что другие аргументы фиксированы.
а)
(x2, y1)
x
y
Fxh(x2, y1)
(x1, y1)
Fxh(x1, y1)
x1 x2
y1
б)
x1 x
y
Fxh(x1,¥)
Рисунок 30 – Иллюстрация свойств
функции распределения двумерной случайной величины
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Свойство 3. )(),( xFxF xhx =¥+ ; )(),( yFyF hxh =+¥ .
Таким образом, если один из аргументов функции распределения
двумерной случайной величины ),( hx  равен ¥+  (см. рисунок 30, б), то
),( yxF hx  становится равной функции распределения одномерной слу-
чайной величины, соответствующей другому аргументу.
Свойство 4. 0),( =-¥hx yF ; 0),( =¥-hx xF .
Таким образом, если хоть один из аргументов функции ),( yxF hx  ра-
вен ¥- , то 0),( =hx yxF .
Свойство 5. 1),( =¥++¥hxF
Таким образом, если все аргументы функции ),( yxF hx  равны ¥+ , то
1),( =hx yxF .
Свойство 6. По каждому из аргументов функция ),( yxF hx  непре-
рывна слева.
Таким образом, ),(),0( yxFyxF hxhx =- ; ),()0,( yxFyxF hxhx =- .
Замечание 1 – Функция распределения двумерной случайной ве-
личины представляет собой поверхность в пространстве. Причем в
точке );( ¥--¥  она равна нулю, а в точке );( ¥¥  – равна единице.
Замечание 2 – Функция распределения дискретной двумерной слу-
чайной величины – разрывная ступенчатая функция. Функция распре-
деления непрерывной двумерной случайной величины непрерывна на
всей числовой оси.
3.3 Функция плотности распределения непрерывной
двумерной случайной величины
Функция распределения ),( yxF hx  – наиболее универсальная форма
закона распределения многомерных случайных величин как дискрет-
ных, так непрерывных и смешанных. Кроме этого, закон распределе-
ния непрерывных многомерных случайных величин может быть задан
с помощью функции плотности распределения.
Двумерная случайная величина называется непрерывной, если ее
функция распределения ),( yxF hx  – непрерывная функция, дифферен-
цируемая по каждому из аргументов, у которой существует вторая
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смешанная производная
yx
yxF
¶¶
¶ hx ),(2 .
Аналогично тому, как была определена функция плотности рас-
пределения одномерной случайной величины, определим функцию
плотности распределения ),( yxF hx непрерывной двумерной случайной
величины как предел отношения вероятности попадания значения
случайной величины ),( hx  в элементарный прямоугольник, примы-
кающий к точке ),( yx , к площади этого прямоугольника, когда оба его
размера стремятся к нулю:
=D×D
D+<h<ÇD+<x<=
®D
®Dmx yx
yyyxxxPyxf
y
x
}){}({lim),(
0
0
yx
yxF
¶×¶
¶= hx ),(
2
. (3.3.1)
При этом данный предел есть не что иное, как вторая смешанная
производная функции распределения двумерной случайной величины
),( hx .
Функция плотности распределения непрерывной двумерной слу-
чайной величины ),( hx  обладает следующими свойствами.
Свойство 1. 0),( ³hx yxf , т. е. функция плотности распределения не-
прерывной двумерной случайной величины ),( hx  – неотрицательная
функция.
Свойство 2. ò ò hx=<h£Ç<x£
2
1
2
1
),(}){}({ 2121
x
x
y
y
dxdyyxfyyxxP .
Таким образом, вероятность попадания непрерывной двумерной
случайной величины в произвольный прямоугольник, ограниченный
точками ),( 11 yx , ),( 21 yx , ),( 12 yx  и ),( 22 yx , определяется двойным инте-
гралом функции плотности распределения ),( yxf hx  по каждой из пере-
менных на интервалах ),( 21 yx  и ),( 12 yx  соответственно.
Свойство 3. ò ò
¥
¥-
¥
¥-
hx =1),( dxdyyxf .
Свойство 4. ò ò
¥- ¥-
xhhx =
x y
yxFdxdyyxf ),(),( .
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Свойство 5. 0}){}({ ==hÇ=x yxP .
Таким образом, вероятность того, что непрерывная двумерная слу-
чайная величина ),( hx  попадёт в точку ),( yx , равна нулю.
3.4 Понятие независимости случайных величин
При рассмотрении нескольких случайных величин (компонентов
многомерной случайной величины) часто встречается задача установ-
ления факта зависимости величин. Например, влияет ли величина x  –
«масса поезда» – на величину h  – «расход топлива локомотивом».
Независимыми называются случайные величины, закон распреде-
ления каждой из которых не зависит (не изменяется) от того, какое
значение приняла другая случайная величина.
Зная совместный закон распределения многомерной случайной ве-
личины (в частности ),( yxF hx ), можно найти законы распределения ее
компонентов. Однако совместный закон распределения многомерной
случайной величины можно определить через законы распределения
компонентов (т. е. одномерных случайных величин), только если эти
компоненты независимы.
Рассмотрим определение функции распределения двумерной слу-
чайной величины (3.2.1)
}).{}({),( yxPyxF <hÇ<x=hx
Если величины x  и h  независимы, то независимыми являются со-
бытия }{ x<x  и }{ y<h . Следовательно, по теореме умножения вероят-
ностей независимых событий:
),()()()(}){}({),( yFxFyPxPyxPyxF hxhx =<h<x=<hÇ<x=
)()(),( yFxFyxF hxxh = .       (3.4.1)
Тождество (3.4.1) является необходимым и достаточным условием
независимости двух случайных величин и называется теоремой ум-
ножения функций распределения независимых случайных величин.
Если x  и h  – непрерывные независимые случайные величины, то,
дифференцируя левую и правую части равенства (3.4.1) по x  и по y ,
получим
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yxF
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¶=¶¶
¶ hxhx )()(),(2 .
Учитывая определения функции плотности распределения непре-
рывной двумерной случайной величины (3.3.1) и функции плотности
распределения непрерывной одномерной величины (2.4.1), получаем
равенство, называемое теоремой умножения функций плотности
распределения независимых величин (необходимое и достаточное ус-
ловие независимости непрерывных случайных величин):
)()(),( yfxfyxf hxxh = .       (3.4.2)
Если компоненты двумерной случайной величины (x, h) зависимы,
то для нахождения совместного закона распределения недостаточно
знать законы распределения компонентов: требуется знать так назы-
ваемый условный закон распределения одной из них.
Условным законом распределения величины x  называется закон ее
распределения, вычисленный в предположении, что другая случайная
величина )(h  приняла определенное значение.
Функция распределения ),( yxF hx  системы зависимых случайных ве-
личин может быть записана в виде, называемом теоремой умножения
функций распределения величин:
),|()()|()(
}){}({),(
xyFxFxyPxP
yxPyxF
<x=<x<h<x=
=<hÇ<x=
hx
xh     (3.4.3)
где )|()|( xyPxyF <x<h=<xh  – условная функция распределения вели-
чины h  при условии наступления события }{ x<x .
На практике чаще используют другую форму условного закона
распределения )|( xyF =xh  или )|( xyf =xh , т. е. когда величина x  при-
нимает фиксированное значение x . Тем более, что для непрерывных
случайных величин справедлива следующая теорема умножения
плотностей:
),|()(),( xyfxfyxf =x= hxhx       (3.4.4)
т. е. функция плотности распределения непрерывной двумерной ве-
личины равна произведению функции плотности распределения од-
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ной из них на условную плотность распределения другой при задан-
ном значении первой.
3.5 Числовые характеристики двумерной случайной величины
Случайные величины полностью характеризуются законами рас-
пределения, но часто достаточным бывает знать лишь некоторые ха-
рактерные значения, которые может принимать случайная величина,
т. е. ее числовые характеристики. Для описания многомерных слу-
чайных величин используются числовые характеристики ее состав-
ляющих, а также параметры, характеризующие зависимость между
компонентами многомерной величины. Одна из таких характеристик
– корреляционный момент (ковариация).
Корреляционным моментом h  двух случайных величин x  и h  на-
зывают математическое ожидание произведения отклонений этих ве-
личин от своих математических ожиданий:
])][])([[( h-hx-x=m hx MMM .       (3.5.1)
Корреляционный момент имеет размерность, равную произведе-
нию размерностей величин x  и h . Часто пользуются безразмерной
характеристикой – коэффициентом корреляции случайных величин,
который определяется по формуле
][][ hsxs
m= hxhxr .       (3.5.2)
Коэффициент корреляции может принимать значения из отрезка
]1;1[- . Корреляционный момент и коэффициент корреляции характе-
ризуют степень линейной зависимости между двумя величинами. Ну-
левое значение данных характеристик указывает на отсутствие ли-
нейной зависимости между исследуемыми величинами (при этом мо-
жет существовать нелинейная зависимость). Равенство коэффициента
корреляции hxr  единице указывает на наличие положительной линей-
ной функциональной зависимости между величинами x  и h  (с увели-
чением x  величина h  также увеличивается). Если же 1-=hxr , то между
величинами x  и h  существует отрицательная (с увеличением x  ве-
личина h  уменьшается) линейная функциональная зависимость. Про-
межуточные значения коэффициента корреляции ( )0;1(-Îhxr  или
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)1;0(Îhxr ) указывают на тенденцию к наличию линейной зависимости
между величинами x  и h .
Пример 40
Рассмотрим систему двух дискретных случайных величин ),( hx ,
где случайная величина x  – число поездов (в сутки), задержанных
станцией А, случайная величина h  – число поездов (в сутки), задер-
жанных станцией Б. Известна матрица распределения системы слу-
чайных величин ),( hx  (таблица 7).
Таблица 7 – Матрица распределения двумерной случайной величины ),( hx
),( hx 0=h 1=h 2=h
0=x 0,4 0,05 0,05
1=x 0,2 0,02 0,03
2=x 0,05 0,2 0
Требуется: 1) найти законы распределения случайных величин x  и
h; 2) вычислить числовые характеристики (математическое ожидание,
дисперсию и среднее квадратическое отклонение случайных величин
x  и h , математическое ожидание произведения xh , корреляционный
момент h  и коэффициент корреляции hxr ); 3) выяснить, являются ли
случайные величины x  и h  зависимыми.
Решение. 1) Найдём законы распределения случайных величин.
а) Вероятности значений случайной величины x  найдём по форму-
ле 3,1,)(
3
1
===x å
=
ipxP
j
iji .
5,005,005,04,0)0( =++==xP ;
25,003,002,02,0)1( =++==xP ;
25,002,005,0)2( =++==xP .
Следовательно, ряд распределения случайной величины x  можем
записать в виде таблицы 8.
Таблица 8 – Матрица распределения случайной величины x
ix 0 1 2
)( ixP =x 0,5 0,25 0,25
б) Вероятности значений случайной величины h  найдём по форму-
ле
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3,1,)(
3
1
===h å
=
jpyP
i
iji .
65,005,02,04,0)0( =++==hP ;
27,002,002,005,0)1( =++==hP ;
08,0003,005,0)2( =++==hP .
Следовательно, ряд распределения случайной величины h  можем
записать в виде таблицы 9.
Таблица 9 – Матрица распределения случайной величины h
jy 0 1 2
)( iyP =h 0,65 0,27 0,08
2) Вычислим числовые характеристики:
а) вычислим математическое ожидание случайной величины x , ис-
пользуя ряд распределения из таблицы 8:
75,025,0225,015,00][
3
1
=×+×+×==x å
=i
ii pxM  поездов/сут;
б) вычислим математическое ожидание случайной величины h , ис-
пользуя ряд распределения из таблицы 9:
43,008,0227,0165,00][
3
1
=×+×+×==h å
=j
jj pyM  поездов/сут;
в) вычислим дисперсию случайной величины x , используя ряд
распределения из таблицы 8:
-×+×+×=x-=x å
=
25,0225,015,00])[(][ 2222
3
1
2 MpxD
i
ii 6875,0)75,0(
2 =-
2)тпоездов/су( ;
г) вычислим дисперсию случайной величины h , используя ряд
распределения из таблицы 9:
-×+×+×=h-=h å
=
08,0227,0165,00])[(][ 2222
3
1
2 MpyD
j
jj 675,0)43,0(
2 =-
2)тпоездов/су( ;
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д) средние квадратические отклонения случайных величин x  и h:
829,06875,0][][ »=x=xs D  поездов/сут;
822,0675,0][][ »=h=hs D  поездов/сут;
е) вычислим математическое ожидание произведения случайных
величин x  и h , пользуясь заданной матрицей распределения:
;)тпоездов/су(48,0022
2,01205,00203,02102,0112,001
05,02005,0104,000][
2
3
1
3
1
=××+
+××+××+××+××+××+
+××+××+××==hx åå
= =i j
ijji pyxM
ж) корреляционный момент двух случайных величин x  и h
][][][ hx-hx=m hx MMM ,
следовательно,
2ут)(поездов/с1575,043,075,048,0 =×-=m hx ;
з) коэффициент корреляции двух случайных величин x  и h
.231,0
822,0829,0
1575,0
][][
»×=hsxs
m= hxhxr
3) Поскольку коэффициент корреляции 0¹hxr , то случайные вели-
чины x  и h  зависимы.
Наличие зависимости между случайными величинами x  и h  можно
проверить и на основании определения независимости: если
)()(),( jj yPxPyxP ii =h=x==h=x , то случайные величины x  и h  независи-
мы. Если данное равенство нарушается, то случайные величины x  и h
зависимы.
Проверим выполнение нескольких неравенств для заданной матри-
цы распределения:
;65,05,043,0
;65,0)0(;5,0)0(;43,0)0,0(
×¹
==h==x==h=x PPP
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;27,05,005,0
;27,0)1(;5,0)0(;05,0)1,0(
×¹
==h==x==h=x PPP
;08,05,005,0
;08,0)2(;5,0)0(;05,0)2,0(
×¹
==h==x==h=x PPP
;65,025,02,0
;65,0)0(;25,0)1(;2,0)0,1(
×¹
==h==x==h=x PPP
и т. д.
Выполненные вычисления подтверждают наличие зависимости
между случайными величинами x  и h .
Вывод. Среднее число поездов в сутки, задержанных станцией А,
равно 0,75; среднее число поездов в сутки, задержанных станцией В,
равно 0,43; корреляционный момент, характеризующий разброс точек
),( hx  вокруг точки ])[],[( hx MM , равен 0,1575; коэффициент корреляции
равен 0,231, что говорит об очень слабой линейной зависимости меж-
ду случайными величинами x  и h .
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4 Математическая статистика
4.1. Выборочный метод; эмпирическая функция
распределения; статистическое оценивание параметров
распределения методом моментов
4.2 Проверка статистических гипотез
4.3 Элементы теории корреляции; линейная корреляция
4.1. Выборочный метод; эмпирическая функция
распределения; статистическое оценивание параметров
распределения методом моментов
Предположим, что для изучения некоторого количественного при-
знака x  из генеральной совокупности извлечена выборка объема n
nxxx ,,, 21 K                                       (4.1.1)
Эмпирической (или выборочной) функцией распределения назы-
вается функция действительного переменного
n
xxF )()(
* n= ,                                         (4.1.2)
где )(xn  – число элементов выборки, меньших х.
Если признак x  имеет непрерывное распределение, то по выборке
(4.1.1) строят интервальный статистический ряд, разбивая интер-
вал, содержащий все элементы выборки (4.1.1) на ряд частичных ин-
тервалов шириной h и, подсчитывая in – частоту элементов выборки,
попавших i-й интервал
Таблица 10 – Интервальный статистический ряд
Интервалы 1 2[ , )a a 2 3[ , )a a … 1[ , )r ra a +
Частоты 1n 2n … rn
где å
=
+ ===-
r
i
iii nnrih
1
1 ;,,2,1, Kaa
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Гистограммой интервального статистического ряда (таблица 10)
называется ступенчатая фигура, состоящая из прямоугольников, по-
строенных в прямоугольной системе координат так, что их основа-
ниями служат интервалы 1[ , ) , 1, 2, , ,i i i ra a + = K  отложенные на оси абс-
цисс, а высоты равны )(nhri  соответственно i-му основанию ri ,,2,1 K=
(рисунок 31).
a1 a2 a3 a4 … ar--1 ar ar+1 x
i
i
nh
m
Рисунок 31
Кривая l, проходящая через середины ступеней гистограммы дает
приближенное представление о кривой распределения признака x  и
называется эмпирической кривой распределения. Площадь гисто-
граммы равна единице. Часто из некоторых предпосылок бывает из-
вестен тип закона распределения признака x , но неизвестны парамет-
ры этого распределения. Например, известно, что плотность распре-
деления признака x  задана функцией qqq ),,,( 1 kxf K , где qqq k,,1 K  –  не-
известные параметры. Ставится задача нахождения статистических
оценок qqqq **2
*
1 ,,, rK  параметров qqqq k,,, 21 K  по выборке (4.1.1) наблю-
дений над x . Таким образом, оценки – функции от выборочных зна-
чений.
Одним  из методов построения таких оценок является метод мо-
ментов, который основывается на близости теоретических и эмпири-
ческих моментов. Он состоит в следующем:
По формуле плотности распределения ),,,( 1 kxf qq K находим k первых
начальных теоретических моментов признака x
1[ ] ( , , , ) , 1, 2, , ,
m m
m kM x f x dx m km x q q
+¥
-¥
= = =ò K K            (4.1.3)
затем по выборке (4.1.1) вычисляем соответственные выборочные
моменты
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å
=
=
m
i
m
im x
1
*
,
2
1m ,,,2,1 km K=                                   (4.1.4)
Приравнивая каждый теоретический момент соответствующему
выборочному, получаем систему из k уравнений
*
1 ),,( nkm mqqm =K , ,,,2,1 km K=                 (4.1.5)
с неизвестными kqq ,,1 K .
Решение **1 ,, kqq K   системы (4.1.5), зависящее от элементов выборки
(4.1.1), принимают в качестве статистических оценок параметров
kqq ,,1 K .
Величина å
=
=
n
i
ixn
x
1
1                                               (4.1.6)
называется выборочной средней и служит статистической оценкой
для М[x ].
Величина å
=
--=
n
i
i xxn
S
1
22
)(
1
1                                       (4.1.7)
называется несмещенной выборочной дисперсией и служит статисти-
ческой оценкой для D[x ].
x  и 2S  – точечные оценки параметров M[x ] и D[x ].
В математической статистике используются еще и интервальные
оценки. Доверительным называют интервал, концы которого зависят
от выборочных значений и которые с заданной доверительной веро-
ятностью покрывает оцениваемый параметр.
Предположим, что выборка (4.1.1) взята из нормально распреде-
ленной генеральной совокупности признака x  с неизвестными пара-
метрами a = М[x ] и 2 [ ]Ds x= .
Связь между доверительным интервалом, покрывающим параметр
а, с доверительной вероятностью e-1  задается при этих условиях
формулой
e-=
þ
ý
ü
î
í
ì +<<- 1
n
stxa
n
stxP ,                       (4.1.8)
где t – критическая точка распределения Стьюдента с n-1 степенью
свободы, соответствующая уровню значимости
2
e . Для построения
доверительного интервала, покрывающего параметр 2s  с доверитель-
ной вероятностью e-1 , используется другая формула
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egsg -=ïþ
ïý
ü
ïî
ïí
ì -<<- 1)1()1(
1
2
2
2
2
SnSnP                    (4.1.9)
где числа 1g  и 2g  находятся из уравнений
ò
+¥
- -=
1
2
1)(1
g
edxxkn                                  (4.1.10)
ò
+¥
- -=
2
2
1)(1
g
edxxkn                                  (4.1.11)
по таблицам 2c  – распределения с (n-1) степенью свободы, то есть 1g
и 2g  – критические точки
2c  – распределения с (n – 1) соответствую-
щие уровням значимости
2
1 e-  и
2
e .
Пример 41
Приведенные ниже данные о ценах на 100 видов товаров (  в у.  е.)
записаны в случайном порядке
126 93 114 126 81 140 129 114 138 140
151 171 152 139 97 163 117 158 125 129
116 129 108 124 105 137 106 140 137 116
120 122 145 136 169 122 232 97 123 112
144 101 148 126 124 125 117 142 133 119
125 170 138 100 80 124 108 90 83 86
163 109 100 125 160 138 144 137 111 128
87 111 130 99 109 165 56 152 115 104
111 107 131 124 162 88 94 92 132 125
112 150 102 82 113 158 107 134 157 101
Используя эти данные, необходимо:
1) получить выборку, выбрав 20 значений,
2)  записать эмпирическую функцию распределения;
3) построить интервальный вариационный ряд с шириной интерва-
ла 20 у.е;
4) построить гистограмму и эмпирическую кривую распределения;
5) предполагая, что генеральная совокупность имеет нормальное
распределение с плотностью распределения
2
2
2
)(
2
1)( s
ps
ax
exf X
--
=  найти
методом моментов оценки а и
2s .
Решение.
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1) Произведем выборку. Получаем 125, 170, 151, 195, 173, 117, 190,
133, 102, 151, 94, 94, 114, 153, 109, 148, 101, 139, 110, 144.
2) Для построения )(
*
xF  запишем элементы выборки  в порядке
возрастания: 94, 94, 101, 102, 109, 110, 114, 117, 125, 133, 139, 144,
148, 151, 151, 153, 170, 173, 190, 196.
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196190
190173
173170
170153
153151
151148
148144
144139
139133
133125
125117
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110109
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102101
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,1
,20/19
,20/18
,20/17
,20/16
,20/15
,20/13
,20/12
,20/11
,20/10
,20/9
,20/8
,20/7
,20/6
,20/5
,20/4
,20/3
,20/2
,0
)()(* n
3) Составляем вариационный ряд с шириной интервала h = 20 (у.е)
Интер-
валы
[90,110) [110,130) [130,150) [150,170) [170,190) [190,210]
Часто-
ты
5 4 4 3 2 2
.2022345
6
1
=++++=å
=i
in
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4) Строим гистограмму и эмпирическую (выборочную) кривую
распределения (рисунок 32), откладывая на оси абсцисс интервалы, а
по оси координат :)(nh
ni
)(xF
2/20
4/20
5/20
6/20
 0 94 101 102 109 110 114 117 125 133 139 144 148 151 153 170 173 190 196 x
7/20
8/20
9/20
11/20
10/20
3/20
12/20
13/20
15/20
16/20
17/20
18/20
19/20
1
Рисунок 32
5) При изучении нормального закона доказывается, что в плотно-
сти ),,( 2saxf параметр a  есть математическое ожидание, а параметр 2s
– дисперсия:
1;a Mx m= =
2 2 2 2 2
2 1( ) ( )D M M M Ms x x x x x m m= = - = - = - .
Приравнивая теоретические моменты 1m  и 2m  выборочным
*
1m  и
*
2m ,
получаем:
å
=
=
n
i
ixn
a
1
*
;1                                    (4.1.12)
2
1 1
2*2 11)( å å
= =
÷÷ø
ö
ççè
æ-=
n
i
n
i
ii xn
x
n
s                          (4.1.13)
Используя обозначение (4.1.6), имеем
xa =*                                            (4.1.14)
Преобразовывая (4.1.9), находим
å å
= =
=+-=-=
n
i
n
i
i
i
xxx
n
xx
n 1 1
222
22*2 )()(21)(1)(s
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å å å å
= = = =
-=+×-=
n
ni
n
i
n
i
n
i
iii xxn
x
n
xx
n
x
n 2 1 1
222
)(1)(1121 .
Итак, å
=
-=
n
i
i xxn 1
2*2
)(1)(s  .                              (4.1.15)
Полученная нами методом моментов оценка (4.1.15) называется
смещенной выборочной дисперсией.
По выборке вычислим оценки (4.1.14) и (4.1.15):
7,1352714
20
1=
)1441101391011481091531149494
151102133190117173196151170125(
20
1
=×
=++++++++++
++++++++++-=x
7,98172,96145,19634
20
1)3,87,453,37,34
3,127,243,177,217,417,413,157,337,2
3,547,183,373,603,153,347,10(
20
1)(
2222
22222222
2222222*2
»=×=++++
++++++++++
++++++-=s
6) По формуле (4.1.8):
e-=
þ
ý
ü
î
í
ì +<<- 1
n
Stxa
n
StxP .
По условию задачи 95,01;20 =-= en .
В 5) мы вычислили 7,135=x . Для вычисления несмещенной выбо-
рочной дисперсии 2S , сравним формулы (4.1.13) и (4.1.15). Видим,
что
*22
)(
1
s-= n
nS .
Подставляя *2 )(s  в эту формулу, имеем
4,10337,981
19
202 »×=S .
Отсюда 14,32»S .
По таблицам распределения Стьюдента с n-1=19 степенью свободы
находим t при доверительной вероятности 0,95.
1,20930,2 »=t .
Выписываем из (4.1.8) доверительный интервал:
),69,150;71,140(
20
14,321,27,135
20
14,321,27,135 =÷÷ø
ö
ççè
æ ×+×-=aJ
покрывающий параметр a  с вероятностью 0,95.
По формуле (4.1.9)
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egsg -=ïþ
ïý
ü
ïî
ïí
ì -<<- 1)1()1(
2
2
2
2
2
SnSnP .
1g  и 2g  находим по таблице распределения 2c с n-1=19 степенью
свободы, используя формулы (4.1.10) и (4.1.11) с
9,8907,8:05,095,01 1 »==-= ge 8,32852,32(2 »=g .
Выписываем доверительный интервал
)1,2206;6,598(9,84,103319;
8,32
4,103319
2 =÷÷ø
ö
ççè
æ=
s
J ,
покрывающий параметр 2s  с вероятностью 0,95.
4.2 Проверка статистических гипотез
При изучении генеральной совокупности часто необходимо знать
закон ее распределения. Если закон распределения неизвестен, но
имеются основания предположить, что он имеет определенный вид,
выдвигают гипотезу: генеральная совокупность имеет функцию рас-
пределения )(0 xF .  Таким образом,  в этой гипотезе речь идет о виде
предполагаемого распределения.
Возможен случай, когда закон распределения генеральной сово-
купности известен, а его параметры неизвестны. Если имеются осно-
вания предположить, что неизвестный параметр q  равен определен-
ному значению 0q , выдвигают гипотезу: 0qq = . Таким образом, в этой
гипотезе речь идет о предполагаемой величине неизвестного пара-
метра известного распределения.
Наряду с выдвинутой гипотезой обычно рассматривают противо-
речащую ей гипотезу. Если выдвинутая гипотеза будет отвергнута,  то
имеет место противоречащая гипотеза. По этой причине эти гипотезы
целесообразно различать. Нулевой (основной) называют выдвинутую
гипотезу 0H . Конкурирующей (альтернативной) называют гипотезу
1H , которая противоречит нулевой гипотезе. Например, если нулевая
гипотеза состоит в предположении, что математическое ожидание a
нормального распределения равно 10, то конкурирующая гипотеза, в
частности, может состоять в предположении того, что 10¹a . Коротко
это записывается так: .10:,10: 10 ¹= aHaH  Различают гипотезы, кото-
рые содержат только одно и более одного предположений.
Простой называют гипотезу, содержащую только одно предполо-
жение. Например, 10:0 =aH  – простая гипотеза.
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Сложной называют гипотезу, которая состоит из конечного или
бесконечного числа простых гипотез. Например,
{ }0 0 0 0: ( ) ( ) | ( ) 0, ( ) 1H F x F x F a F bÎ = = . Эта гипотеза состоит в том, что ф.р.
генеральной совокупности принадлежит множеству ф.р. )(0 xF , таких,
что 0)(0 =aF , а 1)(0 =bF .
Выдвинутая нулевая гипотеза может быть правильной или непра-
вильной. В итоге статистической проверки нулевой гипотезы в двух
случаях может быть принято неправильное решение, т.е. могут быть
допущены ошибки двойного рода.
Ошибка первого рода состоит в том, что нулевая гипотеза будет
отвергнута, в то время как в действительности она правильная.
Ошибка второго рода состоит в том, что нулевая гипотеза будет
принята, в то время как в действительности она неправильная.
Для проверки нулевой гипотезы используют специально подоб-
ранную случайную величину, точное или приближенное распределе-
ние которой известно. Эту  величину обозначают различными буква-
ми в зависимости от закона ее распределения и называют статисти-
ческим критерием или просто критерием.
После выбора определенного критерия множество всех возможных
его значений разбивают на два непересекающихся подмножества; од-
но из них содержит значения критерия, при которых нулевая гипотеза
отвергается, а другое – при которых она принимается.
Критической областью называют совокупность значений крите-
рия, при которых нулевую гипотезу отвергают.
Основной принцип проверки статистических гипотез таков: по дан-
ным выборки вычисляется значение критерия, которое называется
наблюдаемым; если наблюдаемое значение критерия принадлежит
критической области, нулевую гипотезу отвергают; в противном слу-
чае нулевую гипотезу принимают.
4.2.1 Критерий 2c Пирсона
На практике часто возникает следующая задача. Пусть в результате
какого-либо эксперимента получена выборка
nxxx ,,, 21 K                                   (4.2.1.1)
объема n с функцией распределения { }( ) iF x P x xx = < . Нас интересует
гипотеза, состоящая в том, что функция распределения ( )F xx  совпада-
ет с некоторой фиксированной ф.р. )(0 xF . Задача проверки статистиче-
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ской гипотезы 0 0: ( ) ( )H F x F xx = состоит в том, чтобы решить согласу-
ются ли с ней значения ix  выборки (4.2.1.1). Для решения этой задачи
поступим следующим образом. Разделим точками
+¥=<<<=¥- - rr zzzzz 1210 K  всю прямую на r интервалов 1, )k kz z-éë .
Обозначим { }kikkkk zxzPzFzFP <£=-= -- 1100 )()(  – вероятность попадания
ix в интервал [[ kk zz ,1- в случае, когда наша гипотеза справедлива. По
выборке (4.2.1.1) определим числа rkvk ,,2,1, K= , где kv - число элемен-
тов х выборки (4.2.1.1), попавших в интервал [ 1, )k kz z- . Таким образом,
мы свели задачу к более простой. Имеется n независимых испытаний
с r исходами. Вероятность k-го исхода равна kp . Набор вероятностей
исходов å
=
=
r
k
kr pppp
1
21 1,,,, K , определяется первоначальной статистиче-
ской гипотезой. Случайные величины ,,,,, n
r
=nnnn å
1=k
kr21 K определяются
по выборке (4.2.1.1).
Если значения kn  соответствует вероятностям kp , то разности
k
k p
n
-n  должны быть малы. Таким образом, в качестве критерия про-
верки нулевой гипотезы примем случайную величину:
å
=
k -(n=
r
k k
k
np
np
1
2
2
,
)c                                       (4.2.1.2)
которую будем называть -2c статистикой Пирсона.
Справедливо следующее утверждение: при любом x>0
)(lim 1
2
xKxP rn -¥® =þý
ü
îí
ì <c , где )(1 xK r-  – функция распределения 2c  с )1( -r сте-
пенью свободы.
Этот результат используется следующим образом. Зададимся ка-
ким-либо малым значением вероятности a , которое будем называть
уровнем значимости критерия. Заменим при больших n предельное
соотношение приближенным равенством )(1
2
xKxP r-»þý
ü
îí
ì <c . Выбирая
2
.kpx c-  таким, чтобы ac -=- 1)(
2
.1 kprK ,  получаем,  что в случае,  когда про-
веряемая гипотеза справедлива, событие þý
ü
îí
ì ³ 2 .
2
kpcc может произойти
лишь с малой вероятностью, которая  приближенно равна a . Обычно
полагают a =0,05 или a =0,01 . Если гипотеза верна, то маловероятное
событие þý
ü
îí
ì ³ 2 .
2
kpcc практически невозможно. Если оно произошло, то
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будем считать, что  гипотеза неверна. Если же 2 .
2
kpcc < , то будем гово-
рить, что выборочные данные не противоречат гипотезе ( ) ( )oF x F xx = .
Замечание 1 Если функция распределения ),,,( 1 mx xF qq K элементов
выборки зависит от неизвестных параметров mqq ,,1 K , то эти параметры
следует оценить по выборке с помощью методов минимума 2c  или
максимума правдоподобности и в этом случае предельное распреде-
ление величины 2c  является 2c – распределением, но уже с (r–m–1)
степенями свободы.
Замечание 2 Если ),,,( 1 mx xF qq K имеет нормальное распределение, то
параметры можно оценивать с помощью метода моментов.
Каждый интервал должен содержать не менее 5-6 выборочных зна-
чений; малочисленные интервалы следует объединять, суммируя час-
тоты.
Пример 42
Получены следующие данные о размере мужской обуви, продан-
ной магазином в течение дня
Размер обуви, ix 37 38 39 40 41 42 43 44
Количество
проданных пар, in
1 4 14 37 35 20 8 3
Проверить гипотезу о том, что случайная величина x – размер обу-
ви мужчины, имеет нормальное распределение, предварительно оце-
нив по выборке математическое ожидание и дисперсию.
Решение. Оценим сначала параметры распределения, используя
метод моментов. Для этого найдем выборочные среднее и дисперсию.
å
=
==
8
1
705,40
122
1
i
ii xnx ; 2 * * 2 *( ) 1,749, ( ) 1,322s s s= = =
Принимаем эти величины соответственно за математическое ожи-
дание и дисперсию случайной величины x . Таким образом, нам нуж-
но проверить гипотезу 0 0: ( ) ( )H F x F xx = , где )(0 xF  – функция нормально-
го распределения с параметрами (40,705; 1,749). Для этого вычислим
величину 2c . Разобъем множество значений случайной величины x
на 5 интервалов: (–¥; 39,5), [ 39,5; 40,5),  [40,5; 41,5), [ 41,5; 42,5),
[42,5; +¥) и подсчитаем число выборочных значений, попадающих в
каждый интервал: II=n=n=n=n=n 54321 ,20,35,37,19 .
88
Далее вычисляем вероятности ip  – попадания с.в. x  в i-й интервал.
Принимая во внимание, что при справедливости гипотезы с.в. x  рас-
пределенная нормально с параметрами (40,705; 1,749), для вычисле-
ния вероятностей ip , получим следующую формулу:
{ } 40,705 40,705
1,322 1,322
i i
i i ip P
b aa x b - -æ ö æ ö= £ <= F -Fç ÷ ç ÷è ø è ø
, где -F )(x функция Лапласа.
Используя приведенную выше формулу и таблицу значений функ-
ции Лапласа, получим:
;1814,03186,05,0
)9115,0()()(
322,1
705,405,39
1
=-=
=F--¥F=-¥F-÷
ø
öç
è
æ -F=p
;255,00636,03186,0)155,0()9115,0()9115,0(
)155,0(
322,1
705,405,39
322,1
705,405,40
2
=-=F-F=-F-
--F=÷
ø
öç
è
æ -F-÷
ø
öç
è
æ -F=p
;2893,00636,02257,0)155,0()6,0(
322,1
705,405,40
322,1
705,405,41
3 =+=F+F=÷ø
öç
è
æ -F-÷
ø
öç
è
æ -F=p
;1874,02257,04131,0)6,0()36,1(
322,1
705,405,41
322,1
705,405,42
4 =-=F-F=÷÷ø
ö
ççè
æ -F-÷÷ø
ö
ççè
æ -F=P
0869,04131,05,0)36,1(5,0
322,1
705,405,42)(5 =-=F-=÷÷ø
ö
ççè
æ -F-+¥F=P
По формуле (4.2.1.2) вычисляем величину 2c :
( )
934,10150,03585,00025,0
1151,14429,0
0869,0122
)0869,012211(
1814,0122
)1874,012220(
2893,0122
)2893,012235(
255,0122
255,012211
1814,0122
)1814,012219(
22
222
2
=+++
++=-+-+
+-+-+-=c
Зададим уровень значимости a =0,01. Принимая во внимание заме-
чание 1, найдем критическую точку 2c  распределения, отвечающую
уровню значимости a =0,01 и числу степеней свободы
k =5 –1–2 =2, то есть .2,9)2;01,0(22 == cc kp
Поскольку
22
kpcc < , то можно считать, что выборочные данные не
противоречат нашей гипотезе о нормальности распределения размера
обуви мужчин.
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4.3 Элементы теории корреляции; линейная корреляция
При изучении влияния одних признаков явлений на другие из ряда
признаков, характеризующих данное явление, выделяют два признака
– факториальный и результативный. Необходимо установить, какой
из признаков является факториальным и какой результативным.
Пример. Себестоимость промышленной продукции отдельного
предприятия зависит от многих факторов, в том числе от объема про-
дукции на данном предприятии. Себестоимость продукции в этом
случае выступает как результативный признак, а объем продукции
как факториальный.
Одной из основных задач теории корреляции является выявление
на основе экспериментальных данных того, как изменяется результа-
тивный признак в связи с изменением данного фактора. Эта задача
решается нахождением уравнения связи. Под уравнением связи будем
понимать функциональную зависимость между результативным и
факториальным признаками. Применение той или иной функции в
качестве уравнения связи разграничивает корреляцию на линейную,
параболическую и др.
Рассмотрим уравнение связи для линейной зависимости от одного
признака. Такое уравнение называют уравнением линейной регрес-
сии. Выборочное уравнение линейной регрессии Y на C имеет вид:
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есть выборочный коэффициент корре-
ляции.
При проведении корреляционного анализа прежде всего возникает
вопрос о реальности связи, т.е. о том, является ли полученный из на-
блюдений коэффициент корреляции значимым и не объясняется ли
получение его случайностями выборки. Таким образом, требуется
проверить гипотезу 0:0 =gH , где g – коэффициент корреляции призна-
ков C и Y. В качестве критерия служит следующая случайная величи-
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на ).1/( 2BB rnrD -= Если гипотеза 0H верна, то случайная величина D
распределена нормально с параметрами (0,1). Следовательно, крити-
ческую область выбирают так, чтобы aa =£ }||{ tDP , где a  - уровень зна-
чимости, а at находят из уравнения 2
21)( -=F at  по таблицам функции
Лапласа.
Если вычисленная по данным выборки величина atD £|| , то гипотезу
0:0 =gH  отвергают. В противном случае гипотезу принимают.
Пример 43
Рассмотрим зависимость между размером предприятия по стоимо-
сти основных средств и себестоимостью единицы продукции. Факто-
риальным признаком у нас является стоимость основных средств, а
результативным себестоимость единицы продукции.
Х (млн. руб.) 0,5 1,5 2,5 3,5 4,5 5,5
Y 15 11 12 12 9 10
Решение. Найдем числовые характеристики случайных величин X,
Y, найденные по выборке:
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Для вычисления выборочного коэффициента корреляции вычис-
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Таким образом,
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Таким образом, выборочный коэффициент корреляции равен:
.79,0
892,1707,1
583,2 -»
×
-=Br
Следовательно, выборочное уравнение линейной регрессии Y на X
,будет иметь вид:
)3(
707,1
892,179,05,11 --=- чу .
.417,5107,1410869,0 =+×-=y
Т.е. прогнозируемая стоимость будет равна 5,417.
Мы нашли выборочный коэффициент корреляции и на основании
его строили уравнение линейной регрессии, т.е. уравнение связи.
Или окончательно
у = – 0,869х + 14,107
Полученной зависимостью можно воспользоваться для определе-
ния ожидаемой себестоимости единицы изделия на предприятии со
стоимостью основных фондов в 10 млн.руб.
Выясним вопрос о реальности связи, т.е. является ли полученный
по наблюдениям коэффициент корреляции значимым? Следователь-
но, нам предстоит проверить гипотезу 0:0 =gH .
Вычислим величину .1,5
79,01
679,0
2 -»-
-=D
Для уровня значимости 01,0=a  по таблице функции Лапласа нахо-
дим 58,201,0 =t . Поскольку 58,21,5|| >=D , то гипотезу 0:0 =gH  следует от-
вергнуть. Таким образом, на основании экспериментальных данных
коэффициент корреляции X и Y следует признать значимым.
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5 Задания для выполнения для контрольной и
самостоятельной работы
Номера задач, которые необходимо выполнить, определяются с
помощью приведенной ниже таблицы. В первом столбце указан но-
мер варианта контрольной работы, который соответствует двум по-
следним цифрам шифра зачетной книжки студента. В последующих
столбцах приведены номера задач, которые следует выбрать.
1 1.1 2.1 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.1
02 1.2 2.2 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.2
03 1.30 2.3 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.3
04 1.4 2.4 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.4
05 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5
06 1.6 2.6 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.6
07 1.7 2.7 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.7
08 1.8 2.8 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.8
09 1.9 2.9 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.9
10 1.10 2.10 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.1
11 1.11 2.11 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.2
12 1.12 2.12 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.3
13 1.13 2.13 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.4
14 1.14 2.14 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.5
15 1.15 2.15 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.6
16 1.16 2.16 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.7
17 1.17 2.17 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.8
18 1.18 2.18 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.9
19 1.19 2.19 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.1
20 1.20 2.20 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.2
21 1.21 2.21 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.3
22 1.22 2.22 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.4
23 1.23 2.23 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.5
24 1.24 2.24 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.6
25 1.25 2.25 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.7
26 1.26 2.26 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.8
27 1.27 2.27 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.9
28 1.28 2.28 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.1
29 1.29 2.29 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.2
30 1.30 2.30 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.3
31 1.2 2.2 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.4
32 1.3 2.3 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.5
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33 1.4 2.4 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.6
34 1.5 2.5 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.7
35 1.6 2.6 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.8
36 1.7 2.7 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.9
37 1.8 2.8 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.1
38 1.9 2.9 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.2
39 1.10 2.10 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.3
40 1.11 2.11 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.4
41 1.12 2.12 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5
42 1.13 2.13 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.6
43 1.14 2.14 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.7
44 1.15 2.15 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.8
45 1.16 2.16 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.9
46 1.17 2.1 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.1
47 1,18 2.2 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.2
48 1.19 2.3 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.3
49 1.20 2.4 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.4
50 1.21 2.5 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.5
51 1.22 2.6 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.6
52 1.23 2.7 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.7
53 1.24 2.8 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.8
54 1.25 2.9 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.9
55 1.26 2.10 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.1
56 1.27 2.11 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.2
57 1.28 2.12 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.3
58 1.29 2.13 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.4
59 1.30 2.14 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.5
60 1.1 2.15 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.6
61 1.29 2.16 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.7
62 1.28 2.17 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.8
63 1.27 2.18 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.9
64 1.26 2.19 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.1
65 1.25 2.10 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.2
66 1.24 2.11 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.3
67 1.23 2.12 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.4
68 1.22 2.13 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.5
69 1.21 2.14 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.6
70 1.20 2.15 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.7
71 1.19 2.16 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.8
72 1.18 2.17 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.9
73 1.17 2.18 3.1 4.1 5.1 6.1 7.1 8.1 9.1 10.1
74 1.16 2.19 3.2 4.2 5.2 6.2 7.2 8.2 9.2 10.2
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75 1.15 2.10 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.3
76 1.14 2.11 3.4 4.4 5.4 6.4 7.4 8.4 9.4 10.4
77 1.13 2.12 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5
78 1.12 2.13 3.6 4.6 5.6 6.6 7.6 8.6 9.6 10.6
79 1.11 2.14 3.7 4.7 5.7 6.7 7.7 8.7 9.7 10.7
80 1.10 2.15 3.8 4.8 5.8 6.8 7.8 8.8 9.8 10.8
81 1.9 2.16 3.9 4.9 5.9 6.9 7.9 8.9 9.9 10.9
82 1.8 2.17 3.10 4.10 5.10 6.10 7.10 8.10 9.10 10.1
83 1.7 2.18 3.12 4.14 5.15 6.16 7.17 8.17 9.17 10.2
84 1.6 2.19 3.13 4.15 5.26 6.30 7.23 8.23 9.23 10.3
85 1.5 2.10 3.9 4.9 5.9 6.10 7.1 8.1 9.1 10.4
86 1.4 2.11 3.10 4.10 5.10 6.16 7.2 8.2 9.2 10.5
87 1.3 2.12 3.12 4.14 5.15 6.30 7.3 8.3 9.3 10.6
88 1.2 2.13 3.13 4.15 5.26 6.1 7.4 8.4 9.4 10.7
89 1.1 2.14 3.1 4.1 5.1 6.2 7.5 8.5 9.5 10.8
90 1.2 2.15 3.2 4.2 5.2 6.3 7.6 8.6 9.6 10.9
91 1.4 2.16 3.3 4.3 5.3 6.4 7.7 8.7 9.7 10.1
92 1.6 2.17 3.4 4.4 5.4 6.5 7.8 8.8 9.8 10.2
93 1.8 2.18 3.5 4.5 5.5 6.6 7.9 8.9 9.9 10.3
94 1.10 2.19 3.6 4.6 5.6 6.7 7.10 8.10 9.10 10.4
95 1.12 2.14 3.7 4.7 5.7 6.8 7.17 8.17 9.17 10.5
96 1.14 2.15 3.8 4.8 5.8 6.9 7.23 8.23 9.23 10.6
97 1.16 2.16 3.9 4.9 5.9 6.10 7.9 8.9 9.9 10.7
98 1.18 2.17 3.10 4.10 5.10 6.16 7.10 8.10 9.10 10.8
99 1.19 2.18 3.12 4.14 5.15 6,18 7.17 8.17 9.17 10.9
100 1.30 2.19 3.13 4.15 5.26 6,20 7.23 8.23 9.23 10.1
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Задание 1
1. Из 16 сбербанков области 10 расположены за границей города.
Для исследования эффективности работы случайным образом ото-
браны 4 сбербанка. Какая вероятность того, что среди отобранных
окажутся за границей города: а) все 4 сбербанка; б) хотя бы один
сбербанк; в) 2 сбербанка.
2. Предприятие объявляет конкурс на замещение 5 вакантных
должностей. Из 12 человек, подавших свои документы на конкурс – 4
женщины. Случайным образом отобраны 5 человек. Какая вероят-
ность того, что среди отобранных окажутся: а) все 5 мужчин; б) 3
женщины.
3. Из 30 предприятий области 6 занимаются производством орг-
техники. Случайным образом для участия в выставке выбираются 5
предприятий. Какая вероятность того, что среди отобранных пред-
приятий производством оргтехники занимаются: а) только 3 предпри-
ятия; б) хотя бы одно предприятие.
4. В магазине имеется 14 автомобилей определенной марки. Среди
них: 7 – черного цвета, 7 – серого цвета. Представители фирмы обра-
тились в магазин с предложением о продаже им 4 автомобилей этой
марки, безразлично какого цвета. Какая вероятность того, что среди
проданных автомобилей: а) все автомобили черного цвета; б) все ав-
томобили одного цвета; в) 2 автомобиля черного цвета.
5. Среди 150 лотерейных билетов 5 выигрышных. Игрок наудачу
покупает 3 билета. Какая вероятность того, что среди купленных би-
летов окажутся: а) хотя бы один выигрышный; б) 2 выигрышных.
6. Предприятие выпускает однородную продукцию. Партия содер-
жит 180 изделий, из которых 175 стандартных. По условиям контрак-
та, партия будет принята, если при проверке 5 случайным образом
отобранных изделий будет обнаружено не более 2 бракованных. Ка-
кая вероятность того, что: а) партия будет принята; б) партия не будет
принята.
7. Из 18 сбербанков области 12 расположены за границей города.
Для исследования эффективности работы случайным образом ото-
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браны 3 сбербанка. Какая вероятность того, что среди отобранных
окажутся за границей города: а) все 3 сбербанка; б) хотя бы один
сбербанк; в) 2 сбербанка.
8. Предприятие объявляет конкурс на замещение 7 вакантных
должностей. Из 14 человек, подавших свои документы на конкурс – 5
женщин. Случайным образом отобраны 7 человек. Какая вероятность
того, что среди отобранных окажутся: а) все 7 мужчин; б) 4 женщины.
9. Из 40 предприятий области 8 занимаются производством орг-
техники. Случайным образом для участия в выставке выбираются 6
предприятий. Какая вероятность того, что среди отобранных пред-
приятий производством оргтехники занимаются: а) только 4 предпри-
ятия; б) хотя бы одно предприятие.
10. В магазине имеется 17 автомобилей определенной марки. Сре-
ди них: 8 – черного цвета, 9 – серого цвета. Представители фирмы об-
ратились в магазин с предложением о продаже им 6 автомобилей этой
марки, безразлично какого цвета. Какая вероятность того, что среди
проданных автомобилей: а) все автомобили черного цвета; б) все ав-
томобили одного цвета; в) 4 автомобиля черного цвета.
11. Среди 170 лотерейных билетов 7 выигрышных. Игрок наудачу
покупает 4 билета. Какая вероятность того, что среди купленных би-
летов окажутся: а) хотя бы один выигрышный; б) 3 выигрышных.
12. Предприятие выпускает однородную продукцию. Партия со-
держит 200 изделий, из которых 195 стандартных. По условиям кон-
тракта, партия будет принята, если при проверке 4 случайным обра-
зом отобранных изделий будет обнаружено не более 2 бракованных.
Какая вероятность того, что: а) партия будет принята; б) партия не
будет принята.
13. Из 20 сбербанков области 15 расположены за границей города.
Для исследования эффективности работы случайным образом ото-
браны 8 сбербанков. Какая вероятность того, что среди отобранных
окажутся за границей города:  а)  все 8  сбербанков;  б)  хотя бы один
сбербанк; в) 4 сбербанка.
14. Предприятие объявляет конкурс на замещение 6 вакантных
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должностей. Из 12 человек, подавших свои документы на конкурс – 4
женщины. Случайным образом отобраны 6 человек. Какая вероят-
ность того, что среди отобранных окажутся: а) все 6 мужчин; б) 3
женщины.
15. Из 33 предприятий области 7 занимаются производством орг-
техники. Случайным образом для участия в выставке выбираются 3
предприятий. Какая вероятность того, что среди отобранных пред-
приятий производством оргтехники занимаются: а) только 2 предпри-
ятия; б) хотя бы одно предприятие.
16. В магазине имеется 20 автомобилей определенной марки. Сре-
ди них: 8 – черного цвета, 12 – серого цвета. Представители фирмы
обратились в магазин с предложением о продаже им 7 автомобилей
этой марки, безразлично какого цвета. Какая вероятность того, что
среди проданных автомобилей: а) все автомобили черного цвета; б)
все автомобили одного цвета; в) 4 автомобиля черного цвета.
17. Среди 250 лотерейных билетов 10 выигрышных. Игрок наудачу
покупает 5 билетов. Какая вероятность того, что среди купленных би-
летов окажутся: а) хотя бы один выигрышный; б) 3 выигрышных.
18. Предприятие выпускает однородную продукцию. Партия со-
держит 280 изделий, из которых 275 стандартных. По условиям кон-
тракта, партия будет принята, если при проверке 10 случайным обра-
зом отобранных изделий будет обнаружено не более 5 бракованных.
Какая вероятность того, что: а) партия будет принята; б) партия не
будет принята.
19. Из 26 сбербанков области 11 расположены за границей города.
Для исследования эффективности работы случайным образом ото-
браны 4 сбербанка. Какая вероятность того, что среди отобранных
окажутся за границей города: а) все 4 сбербанка; б) хотя бы один
сбербанк; в) 3 сбербанка.
20. Предприятие объявляет конкурс на замещение 5 вакантных
должностей. Из 17 человек, подавших свои документы на конкурс – 4
женщины. Случайным образом отобраны 5 человек. Какая вероят-
ность того, что среди отобранных окажутся: а) все 5 мужчин; б) 4
женщины.
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21. Из 26 предприятий области 6 занимаются производством орг-
техники. Случайным образом для участия в выставке выбираются 4
предприятия. Какая вероятность того, что среди отобранных пред-
приятий производством оргтехники занимаются: а) только 3 предпри-
ятия; б) хотя бы одно предприятие.
22. В магазине имеется 24 автомобилей определенной марки. Сре-
ди них: 14 – черного цвета, 10 – серого цвета. Представители фирмы
обратились в магазин с предложением о продаже им 9 автомобилей
этой марки, безразлично какого цвета. Какая вероятность того, что
среди проданных автомобилей: а) все автомобили черного цвета; б)
все автомобили одного цвета; в) 4 автомобиля черного цвета.
23. Среди 190 лотерейных билетов 3 выигрышных. Игрок наудачу
покупает 2 билета. Какая вероятность того, что среди купленных би-
летов окажутся: а) хотя бы один выигрышный; б) 2 выигрышных.
24. Предприятие выпускает однородную продукцию. Партия со-
держит 230 изделий, из которых 225 стандартных. По условиям кон-
тракта, партия будет принята, если при проверке 5 случайным обра-
зом отобранных изделий будет обнаружено не более 3 бракованных.
Какая вероятность того, что: а) партия будет принята; б) партия не
будет принята.
25. Из 10 сбербанков области 5 расположены за границей города.
Для исследования эффективности работы случайным образом ото-
браны 3 сбербанка. Какая вероятность того, что среди отобранных
окажутся за границей города: а) все 3 сбербанка; б) хотя бы один
сбербанк; в) 2 сбербанка.
26. Предприятие объявляет конкурс на замещение 10 вакантных
должностей. Из 13 человек, подавших свои документы на конкурс – 3
женщины. Случайным образом отобраны 10 человек. Какая вероят-
ность того, что среди отобранных окажутся: а) все 10 мужчин; б) 2
женщины.
27. Из 45 предприятий области 5 занимаются производством орг-
техники. Случайным образом для участия в выставке выбираются 3
предприятия. Какая вероятность того, что среди отобранных пред-
приятий производством оргтехники занимаются: а) только 2 предпри-
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ятия; б) хотя бы одно предприятие.
28. В магазине имеется 10 автомобилей определенной марки. Сре-
ди них: 7 – черного цвета, 3 – серого цвета. Представители фирмы об-
ратились в магазин с предложением о продаже им 3 автомобилей этой
марки, безразлично какого цвета. Какая вероятность того, что среди
проданных автомобилей: а) все автомобили черного цвета; б) все ав-
томобили одного цвета; в) 2 автомобиля черного цвета.
29. Среди 100 лотерейных билетов 5 выигрышных. Игрок наудачу
покупает 4 билета. Какая вероятность того, что среди купленных би-
летов окажутся: а) хотя бы один выигрышный; б) 3 выигрышных.
30. Предприятие выпускает однородную продукцию. Партия со-
держит 300 изделий, из которых 290 стандартных. По условиям кон-
тракта, партия будет принята, если при проверке 10 случайным обра-
зом отобранных изделий будет обнаружено не более 2 бракованных.
Какая вероятность того, что: а) партия будет принята; б) партия не
будет принята.
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Задание 2
1. Три клиента зашли в магазин. Вероятность того, что первый кли-
ент захочет сделать покупку равняется 0,7, для второго клиента 0,8,
для третьего клиента 0,6. Найти вероятность того, что захотят сделать
покупку: а) все три клиента; б) хотя бы один клиент; в) только один
клиент.
2. Для корректировки бизнес-плана предприятия директор собрал
совещание, на котором присутствовали три независимых группы его
разработчиков: маркетологи, экономисты, технологи. Вероятность то-
го, что группа маркетологов «отстоит» свой первичный вариант раз-
работанного бизнес-плана равняется 0,9, для группы экономистов эта
вероятность равна 0,85, для группы технологов 0,8. Бизнес план будет
скорректирован, если хотя бы одна из групп разработчиков не «от-
стоит» своих позиций. Найти вероятность того, что: а) бизнес-план
будет скорректирован; б) бизнес-план не будет скорректирован; в)
только экономисты «отстоят» свои позиции.
3. В отделении банка четыре клиента получили кредиты на строи-
тельство жилья независимо друг от друга. Вероятность того, что пер-
вый клиент выплатит кредит в установленные договором кредитова-
ния сроки равняется 0,8, для второго клиента эта вероятность равна
0,85, для третьего 0,8, для четвертого 0,9. Найти вероятность того,
что: а) все клиенты выплатят кредит в установленные договором кре-
дитования сроки; б) только три клиента выплатят кредит в установ-
ленные договором кредитования сроки.
4. Каждый из пяти частных предпринимателей закупает партию
некоторого товара и реализуют ее на рынке города независимо друг
от друга. Вероятность того, что первый частный предприниматель
реализует всю закупленную партию продукции в течение времени T
равняется 0,7, второй – 0,75, третий – 0,8, четвертый – 0,75 Найти ве-
роятность того, что: а) все частные предприниматели реализуют заку-
пленную продукцию за время T ; б) только 2 частных предпринимате-
ля реализуют закупленную продукцию за время T ; в) хотя бы один
частный предприниматель реализуют закупленную продукцию за
время T .
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5. Торговый агент контактирует с 6 потенциальными покупателями
в день. Вероятность того, что в определенный день торговый агент
совершит хотя бы одну продажу из 6 равна 0,97. Определить вероят-
ность того, что потенциальный покупатель совершит покупку в опре-
деленный день. Определить вероятность того, что в определенный
день торговый агент совершит: а) только 3 продажи из 6; б) все 6 про-
даж.
6. Для того чтобы проверить точность своей финансовой деятель-
ности, компания регулярно пользуется услугами аудиторов для про-
верки бухгалтерских документов. Служащие компании при обработке
входящих документов допускают примерно 10 % ошибок. Аудитор
случайно отбирает 8 входящих документов. Найти вероятность того,
что среди этих документов: а) аудитором будет выявлено 8 ошибок;
б) аудитором не будет выявлено ошибок; в) аудитором будет выявле-
на хотя бы одна ошибка.
7. Три клиента зашли в магазин. Вероятность того, что первый кли-
ент захочет сделать покупку равняется 0,75, для второго клиента 0,85,
для третьего клиента 0,65. Найти вероятность того, что захотят сде-
лать покупку: а) все три клиента; б) хотя бы один клиент; в) только
один клиент.
8. Для корректировки бизнес-плана предприятия директор собрал
совещание, на котором присутствовали три независимых группы его
разработчиков: маркетологи, экономисты, технологи. Вероятность то-
го, что группа маркетологов «отстоит» свой первичный вариант раз-
работанного бизнес-плана равняется 0,95, для группы экономистов
эта вероятность равна 0,8, для группы технологов 0,85. Бизнес план
будет скорректирован, если хотя бы одна из групп разработчиков не
«отстоит» своих позиций. Найти вероятность того, что: а) бизнес-план
будет скорректирован; б) бизнес-план не будет скорректирован; в)
только технологи «отстоят» свои позиции.
9. В отделении банка четыре клиента получили кредиты на строи-
тельство жилья независимо друг от друга. Вероятность того, что пер-
вый клиент выплатит кредит в установленные договором кредитова-
ния сроки равняется 0,85, для второго клиента эта вероятность равна
0,8, для третьего 0,9, для четвертого 0,95. Найти вероятность того,
что: а) все клиенты выплатят кредит в установленные договором кре-
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дитования сроки; б) только два клиента выплатят кредит в установ-
ленные договором кредитования сроки.
10. Каждый из пяти частных предпринимателей закупает партию
некоторого товара и реализуют ее на рынке города независимо друг
от друга. Вероятность того, что первый частный предприниматель
реализует всю закупленную партию продукции в течение времени T
равняется 0,75, второй – 0,7, третий – 0,85, четвертый – 0,75 Найти
вероятность того, что: а) все частные предприниматели реализуют за-
купленную продукцию за время T ; б) только 3 частных предпринима-
теля реализуют закупленную продукцию за время T ; в) хотя бы один
частный предприниматель реализуют закупленную продукцию за
время T .
11. Торговый агент контактирует с 7 потенциальными покупателя-
ми в день. Вероятность того, что в определенный день торговый агент
совершит хотя бы одну продажу из 7 равна 0,95. Определить вероят-
ность того, что потенциальный покупатель совершит покупку в опре-
деленный день. Определить вероятность того, что в определенный день
торговый агент совершит: а) только 4 продажи из 7; б) все 7 продаж.
12. Для того чтобы проверить точность своей финансовой деятель-
ности, компания регулярно пользуется услугами аудиторов для про-
верки бухгалтерских документов. Служащие компании при обработке
входящих документов допускают примерно 8 % ошибок. Аудитор
случайно отбирает 7 входящих документов. Найти вероятность того,
что среди этих документов: а) аудитором будет выявлено 6 ошибок;
б) аудитором не будет выявлено ошибок; в) аудитором будет выявле-
на хотя бы одна ошибка.
13. Три клиента зашли в магазин. Вероятность того, что первый
клиент захочет сделать покупку равняется 0,75, для второго клиента
0,85, для третьего клиента 0,65. Найти вероятность того, что захотят
сделать покупку: а) все три клиента; б) хотя бы один клиент; в) только
один клиент.
14. Для корректировки бизнес-плана предприятия директор собрал
совещание, на котором присутствовали три независимых группы его
разработчиков: маркетологи, экономисты, технологи. Вероятность то-
го, что группа маркетологов «отстоит» свой первичный вариант раз-
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работанного бизнес-плана равняется 0,95, для группы экономистов
эта вероятность равна 0,9, для группы технологов 0,9. Бизнес план
будет скорректирован, если хотя бы одна из групп разработчиков не
«отстоит» своих позиций. Найти вероятность того, что: а) бизнес-план
будет скорректирован; б) бизнес-план не будет скорректирован; в)
только маркетологи «отстоят» свои позиции.
15. В отделении банка четыре клиента получили кредиты на строи-
тельство жилья независимо друг от друга. Вероятность того, что пер-
вый клиент выплатит кредит в установленные договором кредитова-
ния сроки равняется 0,7, для второго клиента эта вероятность равна
0,95, для третьего 0,8, для четвертого 0,9. Найти вероятность того,
что: а) все клиенты выплатят кредит в установленные договором кре-
дитования сроки; б) только один клиент выплатит кредит в установ-
ленные договором кредитования сроки.
16. Каждый из пяти частных предпринимателей закупает партию
некоторого товара и реализуют ее на рынке города независимо друг
от друга. Вероятность того, что первый частный предприниматель
реализует всю закупленную партию продукции в течение времени T
равняется 0,75, второй – 0,75, третий – 0,8, четвертый – 0,8 Найти ве-
роятность того, что: а) все частные предприниматели реализуют заку-
пленную продукцию за время T ; б) только 4 частных предпринимате-
ля реализуют закупленную продукцию за время T ; в) хотя бы один
частный предприниматель реализуют закупленную продукцию за
время T .
17. Торговый агент контактирует с 9 потенциальными покупателя-
ми в день. Вероятность того, что в определенный день торговый агент
совершит хотя бы одну продажу из 9 равна 0,98. Определить вероят-
ность того, что потенциальный покупатель совершит покупку в опре-
деленный день. Определить вероятность того, что в определенный
день торговый агент совершит: а) только 6 продажи из 9; б) все 9 про-
даж.
18. Для того чтобы проверить точность своей финансовой деятель-
ности, компания регулярно пользуется услугами аудиторов для про-
верки бухгалтерских документов. Служащие компании при обработке
входящих документов допускают примерно 5 % ошибок. Аудитор
случайно отбирает 4 входящих документа. Найти вероятность того,
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что среди этих документов: а) аудитором будет выявлено 3 ошибки;
б) аудитором не будет выявлено ошибок; в) аудитором будет выявле-
на хотя бы одна ошибка.
19. Три клиента зашли в магазин. Вероятность того, что первый
клиент захочет сделать покупку равняется 0,6, для второго клиента
0,6, для третьего клиента 0,9. Найти вероятность того, что захотят
сделать покупку: а) все три клиента; б) хотя бы один клиент; в) только
один клиент.
20. Для корректировки бизнес-плана предприятия директор собрал
совещание, на котором присутствовали три независимых группы его
разработчиков: маркетологи, экономисты, технологи. Вероятность то-
го, что группа маркетологов «отстоит» свой первичный вариант раз-
работанного бизнес-плана равняется 0,98, для группы экономистов
эта вероятность равна 0,87, для группы технологов 0,88. Бизнес план
будет скорректирован, если хотя бы одна из групп разработчиков не
«отстоит» своих позиций. Найти вероятность того, что: а) бизнес-план
будет скорректирован; б) бизнес-план не будет скорректирован; в)
только экономисты «отстоят» свои позиции.
21. В отделении банка четыре клиента получили кредиты на строи-
тельство жилья независимо друг от друга. Вероятность того, что пер-
вый клиент выплатит кредит в установленные договором кредитова-
ния сроки равняется 0,7, для второго клиента эта вероятность равна
0,87, для третьего 0,8, для четвертого 0,7. Найти вероятность того,
что: а) все клиенты выплатят кредит в установленные договором кре-
дитования сроки; б) только три клиента выплатят кредит в установ-
ленные договором кредитования сроки.
22. Каждый из пяти частных предпринимателей закупает партию
некоторого товара и реализуют ее на рынке города независимо друг
от друга. Вероятность того, что первый частный предприниматель
реализует всю закупленную партию продукции в течение времени T
равняется 0,77, второй – 0,66, третий – 0,88, четвертый – 0,77 Найти
вероятность того, что: а) все частные предприниматели реализуют за-
купленную продукцию за время T ; б) только 3 частных предпринима-
теля реализуют закупленную продукцию за время T ; в) хотя бы один
частный предприниматель реализуют закупленную продукцию за
время T .
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23. Торговый агент контактирует с 10 потенциальными покупате-
лями в день. Вероятность того, что в определенный день торговый
агент совершит хотя бы одну продажу из 10 равна 0,9. Определить
вероятность того, что потенциальный покупатель совершит покупку в
определенный день. Определить вероятность того, что в определен-
ный день торговый агент совершит:  а) только 7 продаж из 10; б) все
10 продаж.
24. Для того чтобы проверить точность своей финансовой деятель-
ности, компания регулярно пользуется услугами аудиторов для про-
верки бухгалтерских документов. Служащие компании при обработке
входящих документов допускают примерно 7 % ошибок. Аудитор
случайно отбирает 4 входящих документа. Найти вероятность того,
что среди этих документов: а) аудитором будет выявлено 3 ошибки;
б) аудитором не будет выявлено ошибок; в) аудитором будет выявле-
на хотя бы одна ошибка.
25. Три клиента зашли в магазин. Вероятность того, что первый
клиент захочет сделать покупку равняется 0,5, для второго клиента
0,6, для третьего клиента 0,7. Найти вероятность того, что захотят
сделать покупку: а) все три клиента; б) хотя бы один клиент; в) только
один клиент.
26. Для корректировки бизнес-плана предприятия директор собрал
совещание, на котором присутствовали три независимых группы его
разработчиков: маркетологи, экономисты, технологи. Вероятность то-
го, что группа маркетологов «отстоит» свой первичный вариант раз-
работанного бизнес-плана равняется 0,88, для группы экономистов
эта вероятность равна 0,92, для группы технологов 0,8. Бизнес план
будет скорректирован, если хотя бы одна из групп разработчиков не
«отстоит» своих позиций. Найти вероятность того, что: а) бизнес-план
будет скорректирован; б) бизнес-план не будет скорректирован; в)
только технологи «отстоят» свои позиции.
27. В отделении банка четыре клиента получили кредиты на строи-
тельство жилья независимо друг от друга. Вероятность того, что пер-
вый клиент выплатит кредит в установленные договором кредитова-
ния сроки равняется 0,6, для второго клиента эта вероятность равна
0,8, для третьего 0,87, для четвертого 0,9. Найти вероятность того,
что: а) все клиенты выплатят кредит в установленные договором кре-
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дитования сроки; б) только два клиента выплатят кредит в установ-
ленные договором кредитования сроки.
28. Каждый из пяти частных предпринимателей закупает партию
некоторого товара и реализуют ее на рынке города независимо друг
от друга. Вероятность того, что первый частный предприниматель
реализует всю закупленную партию продукции в течение времени T
равняется 0,5, второй – 0,6, третий – 0,7, четвертый – 0,8 Найти веро-
ятность того, что: а) все частные предприниматели реализуют закуп-
ленную продукцию за время T ; б) только 3 частных предпринимателя
реализуют закупленную продукцию за время T ; в) хотя бы один част-
ный предприниматель реализуют закупленную продукцию за время T .
29. Торговый агент контактирует с 12 потенциальными покупате-
лями в день. Вероятность того, что в определенный день торговый
агент совершит хотя бы одну продажу из 12 равна 0,8. Определить
вероятность того, что потенциальный покупатель совершит покупку в
определенный день. Определить вероятность того, что в определен-
ный день торговый агент совершит:  а) только 8 продаж из 12; б) все
12 продаж.
30. Для того чтобы проверить точность своей финансовой деятель-
ности, компания регулярно пользуется услугами аудиторов для про-
верки бухгалтерских документов. Служащие компании при обработке
входящих документов допускают примерно 9 % ошибок. Аудитор
случайно отбирает 8 входящих документов. Найти вероятность того,
что среди этих документов: а) аудитором будет выявлено 7 ошибок;
б) аудитором не будет выявлено ошибок; в) аудитором будет выявле-
на хотя бы одна ошибка.
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Задание 3
1. Ревизионной комиссии в конце года предстоит проверка финан-
сово-хозяйственной деятельности фирмы. Специалистами управления
случайным образом производится выбор документов за определенный
месяц. Вероятность выявления ошибки в выбранном документе в i -ом
месяце равна ip ,  ( 1p = 2p = 3p = 4p =0,1, 5p = 6p = 7p = 8p =0,2,
9p = 10p = 11p = 12p =0,3). Определить вероятность того, что ревизионной
комиссией будет выявлена ошибка в случайно выбранном документе.
Ревизионной комиссией выявлена ошибка, определить вероятность
того, что комиссия выбрала документ, составленный в 1 месяце.
2. Туристическая компания разыгрывает приз – бесплатная путевка
на отдых. Представитель туристической компании имеет 3 списка с
фамилиями претендентов на приз. В 1-м списке – фамилии 5 женщин
и 7 мужчин. Во 2-м списке оказались 6 женщины и 6 мужчин, в 3-м
списке – 4 женщины и 8 мужчин. Представитель наудачу выбирает
список с фамилиями, из которого в случайном порядке выбирается
фамилия победителя. Определить вероятность того, что выиграла
женщина. Выбранным претендентом оказалась женщина, какова ве-
роятность того, что ее фамилия находилась в 1-ом списке.
3. Страховая компания делит застрахованных по классам риска:
первый класс – малый риск, второй класс – средний риск, третий
класс – большой риск. Среди всех клиентов 30 % – первого класса, 40
% – второго класса, 30 % – третьего класса. Вероятность необходимо-
сти выплачивать страховое вознаграждение для первого класса равня-
ется 0,02, для второго класса – 0,01, для третьего класса – 0,03. Какая
вероятность того, что клиент получит страховое вознаграждение.
Клиент получил вознаграждение, какова вероятность того, что он от-
носится к 1-му классу риска.
4. Сотрудники отдела маркетинга полагают, что в ближайшее вре-
мя ожидается рост спроса на продукцию фирмы. Вероятность этого
они оценивают в 20 %. При росте спроса на продукцию, вероятность
расширения фирмы в ближайшее время составит 0,6, если спрос на
продукцию не возрастет, то вероятность расширения фирмы составит
0,2. Определить вероятность расширения фирмы в ближайшее время.
Фирма расширилась, какова вероятность того, что спрос на продук-
цию возрос?
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5. Экспортно-импортная фирма собирается заключить контракт на
поставку сельскохозяйственного оборудования в одну из зарубежных
стран. Если основной конкурент фирмы не станет одновременно пре-
тендовать на заключение контракта, то вероятность получения кон-
тракта оценивается в 0,5, в противном случае – в 0,2. По оценкам экс-
пертов компании вероятность того, что конкурент выдвинет свои
предложения по заключению контракта, равна 0,8. Чему равна веро-
ятность заключения контракта? Контракт на поставку сельскохозяй-
ственного оборудования в одну из развивающихся стран заключен.
Какова вероятность того, что конкурент выдвинул предложения по
заключению контракта?
6. В канцелярии работают 3 секретаря, которые обрабатывают по
25 % , 35 %, 40 %, исходящих документов за одно и то же время. Ве-
роятности неверной адресации документов секретарями соответст-
венно равны: 0,01; 0,02; 0,03. Найти вероятность того, что наугад вы-
бранный исходящий из канцелярии документ будет неверно адресо-
ван. Найти вероятность того, что документ, оказавшийся неверно ад-
ресованным, отправлен 1-м секретарем.
7. Ревизионной комиссии в конце года предстоит проверка финан-
сово-хозяйственной деятельности фирмы. Специалистами управления
случайным образом производится выбор документов за определенный
месяц. Вероятность выявления ошибки в выбранном документе в i -ом
месяце равна ip ,  ( 1p = 2p = 3p = 4p =0,2, 5p = 6p = 7p = 8p =0,3,
9p = 10p = 11p = 12p =0,2). Определить вероятность того, что ревизионной
комиссией будет выявлена ошибка в случайно выбранном документе.
Ревизионной комиссией выявлена ошибка, определить вероятность
того, что комиссия выбрала документ, составленный во 2-ом месяце.
8. Туристическая компания разыгрывает приз – бесплатная путевка
на отдых. Представитель туристической компании имеет 3 списка с
фамилиями претендентов на приз. В 1-м списке – фамилии 7 женщин
и 7 мужчин. Во 2-м списке оказались 6 женщины и 8 мужчин, в 3-м
списке – 8 женщины и 5 мужчин. Представитель наудачу выбирает
список с фамилиями, из которого в случайном порядке выбирается
фамилия победителя. Определить вероятность того, что выиграла
женщина. Выбранным претендентом оказалась женщина, какова ве-
роятность того, что ее фамилия находилась во 2-ом списке.
109
9. Страховая компания делит застрахованных по классам риска:
первый класс – малый риск, второй класс – средний риск, третий
класс – большой риск. Среди всех клиентов 35 % – первого класса, 45
% – второго класса, 20 % – третьего класса. Вероятность необходимо-
сти выплачивать страховое вознаграждение для первого класса равня-
ется 0,02, для второго класса – 0,02, для третьего класса – 0,03. Какая
вероятность того, что клиент получит страховое вознаграждение.
Клиент получил вознаграждение, какова вероятность того, что он от-
носится ко 2-му классу риска.
10. Сотрудники отдела маркетинга полагают, что в ближайшее вре-
мя ожидается рост спроса на продукцию фирмы. Вероятность этого
они оценивают в 30 %. При росте спроса на продукцию, вероятность
расширения фирмы в ближайшее время составит 0,5, если спрос на
продукцию не возрастет, то вероятность расширения фирмы составит
0,3. Определить вероятность расширения фирмы в ближайшее время.
Фирма расширилась, какова вероятность того, что спрос на продук-
цию возрос?
11. Экспортно-импортная фирма собирается заключить контракт на
поставку сельскохозяйственного оборудования в одну из зарубежных
стран. Если основной конкурент фирмы не станет одновременно пре-
тендовать на заключение контракта, то вероятность получения кон-
тракта оценивается в 0,6, в противном случае – в 0,1. По оценкам экс-
пертов компании вероятность того, что конкурент выдвинет свои
предложения по заключению контракта, равна 0,7. Чему равна веро-
ятность заключения контракта? Контракт на поставку сельскохозяй-
ственного оборудования в одну из развивающихся стран заключен.
Какова вероятность того, что конкурент выдвинул предложения по
заключению контракта?
12. В канцелярии работают 3 секретаря, которые обрабатывают по
20 % , 30 %, 50 %, исходящих документов за одно и то же время. Ве-
роятности неверной адресации документов секретарями соответст-
венно равны: 0,02; 0,02; 0,03. Найти вероятность того, что наугад вы-
бранный исходящий из канцелярии документ будет неверно адресо-
ван. Найти вероятность того, что документ, оказавшийся неверно ад-
ресованным, отправлен 2-м секретарем.
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13. Ревизионной комиссии в конце года предстоит проверка фи-
нансово-хозяйственной деятельности фирмы. Специалистами управ-
ления случайным образом производится выбор документов за опреде-
ленный месяц. Вероятность выявления ошибки в выбранном доку-
менте в i -ом месяце равна ip ,  ( 1p = 2p = 3p = 4p =0,3, 5p = 6p = 7p = 8p =0,2,
9p = 10p = 11p = 12p =0,15). Определить вероятность того, что ревизионной
комиссией будет выявлена ошибка в случайно выбранном документе.
Ревизионной комиссией выявлена ошибка, определить вероятность
того, что комиссия выбрала документ, составленный в 5 месяце.
14. Туристическая компания разыгрывает приз – бесплатная путев-
ка на отдых. Представитель туристической компании имеет 3 списка с
фамилиями претендентов на приз. В 1-м списке – фамилии 6 женщин
и 7 мужчин. Во 2-м списке оказались 6 женщины и 9 мужчин, в 3-м
списке – 3 женщины и 8 мужчин. Представитель наудачу выбирает
список с фамилиями, из которого в случайном порядке выбирается
фамилия победителя. Определить вероятность того, что выиграла
женщина. Выбранным претендентом оказалась женщина, какова ве-
роятность того, что ее фамилия находилась в 3-м списке.
15. Страховая компания делит застрахованных по классам риска:
первый класс – малый риск, второй класс – средний риск, третий
класс – большой риск. Среди всех клиентов 20 % – первого класса, 60
% – второго класса, 20 % – третьего класса. Вероятность необходимо-
сти выплачивать страховое вознаграждение для первого класса равня-
ется 0,02, для второго класса – 0,03, для третьего класса – 0,03. Какая
вероятность того, что клиент получит страховое вознаграждение.
Клиент получил вознаграждение, какова вероятность того, что он от-
носится к 3-му классу риска.
16. Сотрудники отдела маркетинга полагают, что в ближайшее вре-
мя ожидается рост спроса на продукцию фирмы. Вероятность этого
они оценивают в 25 %. При росте спроса на продукцию, вероятность
расширения фирмы в ближайшее время составит 0,55, если спрос на
продукцию не возрастет, то вероятность расширения фирмы составит
0,25. Определить вероятность расширения фирмы в ближайшее вре-
мя. Фирма расширилась, какова вероятность того, что спрос на про-
дукцию возрос?
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17. Экспортно-импортная фирма собирается заключить контракт на
поставку сельскохозяйственного оборудования в одну из зарубежных
стран. Если основной конкурент фирмы не станет одновременно пре-
тендовать на заключение контракта, то вероятность получения кон-
тракта оценивается в 0,7,  в противном случае –  в 0,25.  По оценкам
экспертов компании вероятность того, что конкурент выдвинет свои
предложения по заключению контракта, равна 0,75. Чему равна веро-
ятность заключения контракта? Контракт на поставку сельскохозяй-
ственного оборудования в одну из развивающихся стран заключен.
Какова вероятность того, что конкурент выдвинул предложения по
заключению контракта?
18. В канцелярии работают 3 секретаря, которые обрабатывают по
35 % , 35 %, 30 %, исходящих документов за одно и то же время. Ве-
роятности неверной адресации документов секретарями соответст-
венно равны: 0,01; 0,02; 0,01. Найти вероятность того, что наугад вы-
бранный исходящий из канцелярии документ будет неверно адресо-
ван. Найти вероятность того, что документ, оказавшийся неверно ад-
ресованным, отправлен 1-м секретарем.
19. Ревизионной комиссии в конце года предстоит проверка фи-
нансово-хозяйственной деятельности фирмы. Специалистами управ-
ления случайным образом производится выбор документов за опреде-
ленный месяц. Вероятность выявления ошибки в выбранном доку-
менте в i -ом месяце равна ip ,  ( 1p = 2p = 3p = 4p =0,25, 5p = 6p = 7p = 8p =0,2,
9p = 10p = 11p = 12p =0,35). Определить вероятность того, что ревизионной
комиссией будет выявлена ошибка в случайно выбранном документе.
Ревизионной комиссией выявлена ошибка, определить вероятность
того, что комиссия выбрала документ, составленный в 9 месяце.
20. Туристическая компания разыгрывает приз – бесплатная путев-
ка на отдых. Представитель туристической компании имеет 3 списка с
фамилиями претендентов на приз. В 1-м списке – фамилии 10 жен-
щин и 5 мужчин. Во 2-м списке оказались 5 женщины и 10 мужчин, в
3-м списке – 8 женщины и 8 мужчин. Представитель наудачу выбира-
ет список с фамилиями, из которого в случайном порядке выбирается
фамилия победителя. Определить вероятность того, что выиграла
женщина. Выбранным претендентом оказалась женщина, какова ве-
роятность того, что ее фамилия находилась в 1-ом списке.
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21. Страховая компания делит застрахованных по классам риска:
первый класс – малый риск, второй класс – средний риск, третий
класс – большой риск. Среди всех клиентов 30 % – первого класса, 45
% – второго класса, 25 % – третьего класса. Вероятность необходимо-
сти выплачивать страховое вознаграждение для первого класса равня-
ется 0,01, для второго класса – 0,01, для третьего класса – 0,02. Какая
вероятность того, что клиент получит страховое вознаграждение.
Клиент получил вознаграждение, какова вероятность того, что он от-
носится ко 2-му классу риска.
22. Сотрудники отдела маркетинга полагают, что в ближайшее вре-
мя ожидается рост спроса на продукцию фирмы. Вероятность этого
они оценивают в 27 %. При росте спроса на продукцию, вероятность
расширения фирмы в ближайшее время составит 0,46, если спрос на
продукцию не возрастет, то вероятность расширения фирмы составит
0,28. Определить вероятность расширения фирмы в ближайшее вре-
мя. Фирма расширилась, какова вероятность того, что спрос на про-
дукцию возрос?
23. Экспортно-импортная фирма собирается заключить контракт на
поставку сельскохозяйственного оборудования в одну из зарубежных
стран. Если основной конкурент фирмы не станет одновременно пре-
тендовать на заключение контракта, то вероятность получения кон-
тракта оценивается в 0,9, в противном случае – в 0,1. По оценкам экс-
пертов компании вероятность того, что конкурент выдвинет свои
предложения по заключению контракта, равна 0,9. Чему равна веро-
ятность заключения контракта? Контракт на поставку сельскохозяй-
ственного оборудования в одну из развивающихся стран заключен.
Какова вероятность того, что конкурент выдвинул предложения по
заключению контракта?
24. В канцелярии работают 3 секретаря, которые обрабатывают по
35 % , 25 %, 40 %, исходящих документов за одно и то же время. Ве-
роятности неверной адресации документов секретарями соответст-
венно равны: 0,01; 0,03; 0,03. Найти вероятность того, что наугад вы-
бранный исходящий из канцелярии документ будет неверно адресо-
ван. Найти вероятность того, что документ, оказавшийся неверно ад-
ресованным, отправлен 2-м секретарем.
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25. Ревизионной комиссии в конце года предстоит проверка фи-
нансово-хозяйственной деятельности фирмы. Специалистами управ-
ления случайным образом производится выбор документов за опреде-
ленный месяц. Вероятность выявления ошибки в выбранном доку-
менте в i -ом месяце равна ip ,  ( 1p = 2p = 3p = 4p =0,3, 5p = 6p = 7p = 8p =0,2,
9p = 10p = 11p = 12p =0,3). Определить вероятность того, что ревизионной
комиссией будет выявлена ошибка в случайно выбранном документе.
Ревизионной комиссией выявлена ошибка, определить вероятность
того, что комиссия выбрала документ, составленный в 12 месяце.
26. Туристическая компания разыгрывает приз – бесплатная путев-
ка на отдых. Представитель туристической компании имеет 3 списка с
фамилиями претендентов на приз. В 1-м списке – фамилии 5 женщин
и 7 мужчин. Во 2-м списке оказались 6 женщины и 5 мужчин, в 3-м
списке – 2 женщины и 8 мужчин. Представитель наудачу выбирает
список с фамилиями, из которого в случайном порядке выбирается
фамилия победителя. Определить вероятность того, что выиграла
женщина. Выбранным претендентом оказалась женщина, какова ве-
роятность того, что ее фамилия находилась в 3-ом списке.
27. Страховая компания делит застрахованных по классам риска:
первый класс – малый риск, второй класс – средний риск, третий
класс – большой риск. Среди всех клиентов 30 % – первого класса, 40
% – второго класса, 30 % – третьего класса. Вероятность необходимо-
сти выплачивать страховое вознаграждение для первого класса равня-
ется 0,03, для второго класса – 0,02, для третьего класса – 0,01. Какая
вероятность того, что клиент получит страховое вознаграждение.
Клиент получил вознаграждение, какова вероятность того, что он от-
носится к 1-му классу риска.
28. Сотрудники отдела маркетинга полагают, что в ближайшее вре-
мя ожидается рост спроса на продукцию фирмы. Вероятность этого
они оценивают в 35 %. При росте спроса на продукцию, вероятность
расширения фирмы в ближайшее время составит 0,7, если спрос на
продукцию не возрастет, то вероятность расширения фирмы составит
0,15. Определить вероятность расширения фирмы в ближайшее вре-
мя. Фирма расширилась, какова вероятность того, что спрос на про-
дукцию возрос?
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29. Экспортно-импортная фирма собирается заключить контракт на
поставку сельскохозяйственного оборудования в одну из зарубежных
стран. Если основной конкурент фирмы не станет одновременно пре-
тендовать на заключение контракта, то вероятность получения кон-
тракта оценивается в 0,56, в противном случае – в 0,24. По оценкам
экспертов компании вероятность того, что конкурент выдвинет свои
предложения по заключению контракта, равна 0,81. Чему равна веро-
ятность заключения контракта? Контракт на поставку сельскохозяй-
ственного оборудования в одну из развивающихся стран заключен.
Какова вероятность того, что конкурент выдвинул предложения по
заключению контракта?
30. В канцелярии работают 3 секретаря, которые обрабатывают по
40 % , 35 %, 25 %, исходящих документов за одно и то же время. Ве-
роятности неверной адресации документов секретарями соответст-
венно равны: 0,01; 0,01; 0,03. Найти вероятность того, что наугад вы-
бранный исходящий из канцелярии документ будет неверно адресо-
ван. Найти вероятность того, что документ, оказавшийся неверно ад-
ресованным, отправлен 3-м секретарем.
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Задание 4
1. Вероятность возвращения клиентом банковского кредита в уста-
новленный договором срок равна 0,5. Определить вероятность того,
что из 10 выданных кредитов будут возвращены в установленный до-
говором срок: а) 5 кредитов; б) менее 5 кредитов; в) по крайней мере,
один кредит.
2. В ходе аудиторской проверки строительной компании, аудитор
случайным образом отбирает 10 документов. При условии, что в сред-
нем 5 % документов содержат ошибки, найти вероятность того, что:
а) менее 3 документов содержат ошибки; б) хотя бы один документ
содержит ошибки; в) более 3 документов содержат ошибки.
3. Тестовое задание состоит из 10 вопросов, предусматривающих
ответы «да» или «нет». Предположим, тестируемый не знает ответ ни
на один из вопросов и выбирает ответы наугад. Какова вероятность
того, что: а) он даст не менее 8 правильных ответов, необходимых для
сдачи теста; б) найдите наиболее вероятное число правильных отве-
тов, которые даст тестируемый, и вероятность получения этого наи-
более вероятного числа ответов.
4. В городе 10 коммерческих банков, работающих независимо друг
от друга. У каждого банка риск банкротства в течение года составляет
10 %. Определить вероятность того, что в течение года обанкротится:
а) менее 2 банков; б) хотя бы один банк; в) не менее 2 банков.
5. Записи страховой компании показали, что 10 % держателей стра-
ховых полисов старше 50 лет потребовали возмещения страховых
сумм. В случайном порядке было отобрано 10 человек старше 50 лет,
имеющих полисы. Определить вероятность того, что из 10 человек
потребуют возмещения страховых сумм: а) более 3 человек; б) хотя
бы один человек; в) найдите наиболее вероятное число держателей
страховых полисов, которые потребуют возмещение страховых сумм,
и вероятность, соответствующую этому числу.
6. Телевизионный канал рекламирует новый вид автомобилей. Ве-
роятность того, что телезритель увидит эту рекламу, оценивается в 10
%. Какова вероятность того, что из 20 телезрителей, отобранных в
случайном, порядке рекламу увидят: а) ровно 5 человек; б) более 5
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человек; в) найдите наиболее вероятное число телезрителей, увидев-
ших рекламу автомобилей.
7. Вероятность возвращения клиентом банковского кредита в уста-
новленный договором срок равна 0,6. Определить вероятность того,
что из 12 выданных кредитов будут возвращены в установленный до-
говором срок: а) 6 кредитов; б) менее 6 кредитов; в) по крайней мере,
один кредит.
8. В ходе аудиторской проверки строительной компании, аудитор
случайным образом отбирает 8 документов. При условии, что в сред-
нем 4 % документов содержат ошибки, найти вероятность того, что:
а) менее 2 документов содержат ошибки; б) хотя бы один документ
содержит ошибки; в) более 2 документов содержат ошибки.
9. Тестовое задание состоит из 15 вопросов, предусматривающих
ответы «да» или «нет». Предположим, тестируемый не знает ответ ни
на один из вопросов и выбирает ответы наугад. Какова вероятность
того, что: а) он даст не менее 12 правильных ответов, необходимых
для сдачи теста; б) найдите наиболее вероятное число правильных от-
ветов, которые даст тестируемый, и вероятность получения этого наи-
более вероятного числа ответов.
10. В городе 8 коммерческих банков, работающих независимо друг
от друга. У каждого банка риск банкротства в течение года составляет
8 %. Определить вероятность того, что в течение года обанкротится:
а) менее 3 банков; б) хотя бы один банк; в) не менее 3 банков.
11. Записи страховой компании показали, что 15 % держателей
страховых полисов старше 50 лет потребовали возмещения страховых
сумм. В случайном порядке было отобрано 20 человек старше 50 лет,
имеющих полисы. Определить вероятность того, что из 20 человек
потребуют возмещения страховых сумм: а) более 5 человек; б) хотя
бы один человек; в) найдите наиболее вероятное число держателей
страховых полисов, которые потребуют возмещение страховых сумм,
и вероятность, соответствующую этому числу.
12. Телевизионный канал рекламирует новый вид автомобилей.
Вероятность того, что телезритель увидит эту рекламу, оценивается в
9 %. Какова вероятность того, что из 10 телезрителей, отобранных в
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случайном, порядке рекламу увидят: а) ровно 6 человек; б) более 6
человек; в) найдите наиболее вероятное число телезрителей, увидев-
ших рекламу автомобилей.
13. Вероятность возвращения клиентом банковского кредита в ус-
тановленный договором срок равна 0,55. Определить вероятность то-
го, что из 13 выданных кредитов будут возвращены в установленный
договором срок: а) 7 кредитов; б) менее 7 кредитов; в) по крайней ме-
ре, один кредит.
14. В ходе аудиторской проверки строительной компании, аудитор
случайным образом отбирает 16 документов. При условии, что в сред-
нем 2 % документов содержат ошибки, найти вероятность того, что:
а) менее 3 документов содержат ошибки; б) хотя бы один документ
содержит ошибки; в) более 3 документов содержат ошибки.
15. Тестовое задание состоит из 18 вопросов, предусматривающих
ответы «да» или «нет». Предположим, тестируемый не знает ответ ни
на один из вопросов и выбирает ответы наугад. Какова вероятность
того, что: а) он даст не менее 16 правильных ответов, необходимых
для сдачи теста; б) найдите наиболее вероятное число правильных от-
ветов, которые даст тестируемый, и вероятность получения этого наи-
более вероятного числа ответов.
16. В городе 19 коммерческих банков, работающих независимо
друг от друга. У каждого банка риск банкротства в течение года со-
ставляет 4 %. Определить вероятность того, что в течение года обан-
кротится: а) менее 2 банков; б) хотя бы один банк; в) не менее 2 бан-
ков.
17. Записи страховой компании показали, что 7 % держателей стра-
ховых полисов старше 50 лет потребовали возмещения страховых
сумм. В случайном порядке было отобрано 20 человек старше 50 лет,
имеющих полисы. Определить вероятность того, что из 20 человек
потребуют возмещения страховых сумм: а) более 5 человек; б) хотя
бы один человек; в) найдите наиболее вероятное число держателей
страховых полисов, которые потребуют возмещение страховых сумм,
и вероятность, соответствующую этому числу.
118
18. Телевизионный канал рекламирует новый вид автомобилей.
Вероятность того, что телезритель увидит эту рекламу, оценивается в
12 %. Какова вероятность того, что из 20 телезрителей, отобранных в
случайном, порядке рекламу увидят: а) ровно 8 человек; б) более 8
человек; в) найдите наиболее вероятное число телезрителей, увидев-
ших рекламу автомобилей.
19. Вероятность возвращения клиентом банковского кредита в ус-
тановленный договором срок равна 0,4. Определить вероятность того,
что из 14 выданных кредитов будут возвращены в установленный до-
говором срок: а) 6 кредитов; б) менее 6 кредитов; в) по крайней мере,
один кредит.
20. В ходе аудиторской проверки строительной компании, аудитор
случайным образом отбирает 9 документов. При условии, что в сред-
нем 2 % документов содержат ошибки, найти вероятность того, что:
а) менее 3 документов содержат ошибки; б) хотя бы один документ
содержит ошибки; в) более 3 документов содержат ошибки.
21. Тестовое задание состоит из 10 вопросов, предусматривающих
ответы «да» или «нет». Предположим, тестируемый не знает ответ ни
на один из вопросов и выбирает ответы наугад. Какова вероятность
того, что: а) он даст не менее 9 правильных ответов, необходимых для
сдачи теста; б) найдите наиболее вероятное число правильных отве-
тов, которые даст тестируемый, и вероятность получения этого наи-
более вероятного числа ответов.
22. В городе 22 коммерческих банков, работающих независимо
друг от друга. У каждого банка риск банкротства в течение года со-
ставляет 3 %. Определить вероятность того, что в течение года обан-
кротится: а) менее 5 банков; б) хотя бы один банк; в) не менее 5 бан-
ков.
23. Записи страховой компании показали, что 10 % держателей
страховых полисов старше 50 лет потребовали возмещения страховых
сумм. В случайном порядке было отобрано 8 человек старше 50 лет,
имеющих полисы. Определить вероятность того, что из 8 человек по-
требуют возмещения страховых сумм: а) более 6 человек; б) хотя бы
один человек; в) найдите наиболее вероятное число держателей стра-
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ховых полисов, которые потребуют возмещение страховых сумм, и
вероятность, соответствующую этому числу.
24. Телевизионный канал рекламирует новый вид автомобилей.
Вероятность того, что телезритель увидит эту рекламу, оценивается в
11 %. Какова вероятность того, что из 15 телезрителей, отобранных в
случайном, порядке рекламу увидят: а) ровно 5 человек; б) более 5
человек; в) найдите наиболее вероятное число телезрителей, увидев-
ших рекламу автомобилей.
25. Вероятность возвращения клиентом банковского кредита в ус-
тановленный договором срок равна 0,8. Определить вероятность того,
что из 20 выданных кредитов будут возвращены в установленный до-
говором срок: а) 15 кредитов; б) менее 15 кредитов; в) по крайней ме-
ре, один кредит.
26. В ходе аудиторской проверки строительной компании, аудитор
случайным образом отбирает 13 документов. При условии, что в сред-
нем 1 % документов содержат ошибки, найти вероятность того, что:
а) менее 4 документов содержат ошибки; б) хотя бы один документ
содержит ошибки; в) более 4 документов содержат ошибки.
27. Тестовое задание состоит из 14 вопросов, предусматривающих
ответы «да» или «нет». Предположим, тестируемый не знает ответ ни
на один из вопросов и выбирает ответы наугад. Какова вероятность
того, что: а) он даст не менее 12 правильных ответов, необходимых
для сдачи теста; б) найдите наиболее вероятное число правильных от-
ветов, которые даст тестируемый, и вероятность получения этого наи-
более вероятного числа ответов.
28. В городе 17 коммерческих банков, работающих независимо
друг от друга. У каждого банка риск банкротства в течение года со-
ставляет 10 %. Определить вероятность того, что в течение года обан-
кротится: а) менее 5 банков; б) хотя бы один банк; в) не менее 5 бан-
ков.
29. Записи страховой компании показали, что 17 % держателей
страховых полисов старше 50 лет потребовали возмещения страховых
сумм. В случайном порядке было отобрано 20 человек старше 50 лет,
имеющих полисы. Определить вероятность того, что из 20 человек
120
потребуют возмещения страховых сумм: а) более 6 человек; б) хотя
бы один человек; в) найдите наиболее вероятное число держателей
страховых полисов, которые потребуют возмещение страховых сумм,
и вероятность, соответствующую этому числу.
30. Телевизионный канал рекламирует новый вид автомобилей.
Вероятность того, что телезритель увидит эту рекламу, оценивается в
12 %. Какова вероятность того, что из 10 телезрителей, отобранных в
случайном, порядке рекламу увидят: а) ровно 4 человека; б) более 4
человек; в) найдите наиболее вероятное число телезрителей, увидев-
ших рекламу автомобилей.
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Задание 5
1. Вероятность того, что малое предприятие региона обанкротится
за время Т равна 0,2. Определить вероятность того, что из 100 малых
предприятий региона, работающих независимо друг от друга, за вре-
мя Т приостановят свою деятельность: а) ровно 40 предприятий; б) от
40 до 80 предприятий.
2. Предприятие для изучения потребительских предпочтений на
товар в случайном порядке рассылает анкеты по 200 адресам (почто-
вый опрос). Вероятность того, что заполненные потребителями анке-
ты «возвратятся» на предприятие составляет 5 %. Какова вероятность
того, что из 200 разосланных анкет «возвратятся»: а) менее 5 анкет; б)
найдите наиболее вероятное число анкет, «возвратившихся» на пред-
приятие и соответствующую этому значению вероятность.
3. Вероятность возвращения клиентом банковского кредита в уста-
новленный договором срок равна 0,5. Определить вероятность того,
что из 100 выданных кредитов, будут возвращены в установленный
договором срок: а) ровно 80 кредитов; б) от 80 до 100 кредитов.
4. Вероятность того, что выпускник экономического факультета
«откроет свое дело» равна 0,05. Определить вероятность того, что из
100 выпускников экономического факультета свое дело откроют: а)
менее 5 выпускников; б) не менее 5 выпускников; в) хотя бы один
выпускник.
5. В банк поступает выручка из магазинов. Среди поступающей
денежной массы купюр достоинством 5 тыс. руб. в среднем 8 % . Ка-
кова вероятность того, что из случайно отобранных 500 купюр: а)
ровно 70 купюр достоинством 5 тыс. руб.; б) от 80 до 400 купюр дос-
тоинством 5 тыс. руб.
6.  В выставке фирм,  реализующих компьютерную технику и ком-
плектующих для нее, участвуют 200 представителей фирм. Вероят-
ность того, что в определенный день представителем фирмы будет за-
ключен контракт на продажу продукции, равна 0,2. Определить веро-
ятность того, что из 200 представителей фирм в определенный день
заключат контракты: а) более 20 представителей; б) ровно 20 пред-
ставителей.
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7. Вероятность того, что малое предприятие региона обанкротится
за время Т равна 0,1. Определить вероятность того, что из 200 малых
предприятий региона, работающих независимо друг от друга, за вре-
мя Т приостановят свою деятельность: а) ровно 50 предприятий; б) от
40 до 100 предприятий.
8. Предприятие для изучения потребительских предпочтений на
товар в случайном порядке рассылает анкеты по 300 адресам (почто-
вый опрос). Вероятность того, что заполненные потребителями анке-
ты «возвратятся» на предприятие составляет 7 %. Какова вероятность
того, что из 300 разосланных анкет «возвратятся»: а) менее 10 анкет;
б) найдите наиболее вероятное число анкет, «возвратившихся» на
предприятие и соответствующую этому значению вероятность.
9. Вероятность возвращения клиентом банковского кредита в уста-
новленный договором срок равна 0,6. Определить вероятность того,
что из 200 выданных кредитов, будут возвращены в установленный
договором срок: а) ровно 70 кредитов; б) от 70 до 150 кредитов.
10. Вероятность того, что выпускник экономического факультета
«откроет свое дело» равна 0,07. Определить вероятность того, что из
90 выпускников экономического факультета свое дело откроют: а)
менее 6 выпускников; б) не менее 6 выпускников; в) хотя бы один
выпускник.
11. В банк поступает выручка из магазинов. Среди поступающей
денежной массы купюр достоинством 10 тыс. руб. в среднем 7 % .
Какова вероятность того, что из случайно отобранных 600 купюр: а)
ровно 100 купюр достоинством 10 тыс.  руб.;  б) от 120 до 500 купюр
достоинством 10 тыс. руб.
12. В выставке фирм, реализующих компьютерную технику и ком-
плектующих для нее, участвуют 150 представителей фирм. Вероят-
ность того, что в определенный день представителем фирмы будет за-
ключен контракт на продажу продукции, равна 0,3. Определить веро-
ятность того, что из 150 представителей фирм в определенный день
заключат контракты: а) более 40 представителей; б) ровно 40 пред-
ставителей.
13. Вероятность того, что малое предприятие региона обанкротится
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за время Т равна 0,15. Определить вероятность того, что из 170 малых
предприятий региона, работающих независимо друг от друга, за вре-
мя Т приостановят свою деятельность: а) ровно 80 предприятий; б) от
90 до 120 предприятий.
14. Предприятие для изучения потребительских предпочтений на
товар в случайном порядке рассылает анкеты по 170 адресам (почто-
вый опрос). Вероятность того, что заполненные потребителями анке-
ты «возвратятся» на предприятие составляет 3 %. Какова вероятность
того, что из 170 разосланных анкет «возвратятся»: а) менее 4 анкет; б)
найдите наиболее вероятное число анкет, «возвратившихся» на пред-
приятие и соответствующую этому значению вероятность.
15. Вероятность возвращения клиентом банковского кредита в ус-
тановленный договором срок равна 0,55. Определить вероятность то-
го, что из 130 выданных кредитов, будут возвращены в установлен-
ный договором срок: а) ровно 80 кредитов; б) от 80 до 130 кредитов.
16. Вероятность того, что выпускник экономического факультета
«откроет свое дело» равна 0,08. Определить вероятность того, что из
80 выпускников экономического факультета свое дело откроют: а)
менее 9 выпускников; б) не менее 9 выпускников; в) хотя бы один
выпускник.
17. В банк поступает выручка из магазинов. Среди поступающей
денежной массы купюр достоинством 20 тыс. руб. в среднем 9 % .
Какова вероятность того, что из случайно отобранных 700 купюр: а)
ровно 90 купюр достоинством 20 тыс. руб.; б) от 80 до 600 купюр дос-
тоинством 20 тыс. руб.
18. В выставке фирм, реализующих компьютерную технику и ком-
плектующих для нее, участвуют 90 представителей фирм. Вероят-
ность того, что в определенный день представителем фирмы будет за-
ключен контракт на продажу продукции, равна 0,27. Определить ве-
роятность того, что из 90 представителей фирм в определенный день
заключат контракты: а) более 30 представителей; б) ровно 30 пред-
ставителей.
19. Вероятность того, что малое предприятие региона обанкротится
за время Т равна 0,3. Определить вероятность того, что из 190 малых
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предприятий региона, работающих независимо друг от друга, за вре-
мя Т приостановят свою деятельность: а) ровно 90 предприятий; б) от
70 до 130 предприятий.
20. Предприятие для изучения потребительских предпочтений на
товар в случайном порядке рассылает анкеты по 260 адресам (почто-
вый опрос). Вероятность того, что заполненные потребителями анке-
ты «возвратятся» на предприятие составляет 5 %. Какова вероятность
того, что из 260 разосланных анкет «возвратятся»: а) менее 13 анкет;
б) найдите наиболее вероятное число анкет, «возвратившихся» на
предприятие и соответствующую этому значению вероятность.
21. Вероятность возвращения клиентом банковского кредита в ус-
тановленный договором срок равна 0,4. Определить вероятность того,
что из 250 выданных кредитов, будут возвращены в установленный
договором срок: а) ровно 100 кредитов; б) от 100 до 200 кредитов.
22. Вероятность того, что выпускник экономического факультета
«откроет свое дело» равна 0,07. Определить вероятность того, что из
110 выпускников экономического факультета свое дело откроют: а)
менее 8 выпускников; б) не менее 10 выпускников; в) хотя бы один
выпускник.
23. В банк поступает выручка из магазинов. Среди поступающей
денежной массы купюр достоинством 5 тыс. руб. в среднем 4 % . Ка-
кова вероятность того, что из случайно отобранных 400 купюр: а)
ровно 80 купюр достоинством 5 тыс. руб.; б) от 150 до 400 купюр дос-
тоинством 5 тыс. руб.
24. В выставке фирм, реализующих компьютерную технику и ком-
плектующих для нее, участвуют 160 представителей фирм. Вероят-
ность того, что в определенный день представителем фирмы будет за-
ключен контракт на продажу продукции, равна 0,9. Определить веро-
ятность того, что из 160 представителей фирм в определенный день
заключат контракты: а) более 25 представителей; б) ровно 25 пред-
ставителей.
25. Вероятность того, что малое предприятие региона обанкротится
за время Т равна 0,1. Определить вероятность того, что из 200 малых
предприятий региона, работающих независимо друг от друга, за вре-
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мя Т приостановят свою деятельность: а) ровно 60 предприятий; б) от
30 до 130 предприятий.
6. Предприятие для изучения потребительских предпочтений на
товар в случайном порядке рассылает анкеты по 100 адресам (почто-
вый опрос). Вероятность того, что заполненные потребителями анке-
ты «возвратятся» на предприятие составляет 1 %. Какова вероятность
того, что из 100 разосланных анкет «возвратятся»: а) менее 2 анкет; б)
найдите наиболее вероятное число анкет, «возвратившихся» на пред-
приятие и соответствующую этому значению вероятность.
27. Вероятность возвращения клиентом банковского кредита в ус-
тановленный договором срок равна 0,65. Определить вероятность то-
го, что из 230 выданных кредитов, будут возвращены в установлен-
ный договором срок: а) ровно 200 кредитов; б) от 100 до 200 креди-
тов.
28. Вероятность того, что выпускник экономического факультета
«откроет свое дело» равна 0,04. Определить вероятность того, что из
90 выпускников экономического факультета свое дело откроют: а)
менее 7 выпускников; б) не менее 8 выпускников; в) хотя бы один
выпускник.
29. В банк поступает выручка из магазинов. Среди поступающей
денежной массы купюр достоинством 50 тыс. руб. в среднем 12 % .
Какова вероятность того, что из случайно отобранных 700 купюр: а)
ровно 200 купюр достоинством 50 тыс.  руб.;  б) от 300 до 600 купюр
достоинством 50 тыс. руб.
30. В выставке фирм, реализующих компьютерную технику и ком-
плектующих для нее, участвуют 150 представителей фирм. Вероят-
ность того, что в определенный день представителем фирмы будет за-
ключен контракт на продажу продукции, равна 0,7. Определить веро-
ятность того, что из 150 представителей фирм в определенный день
заключат контракты: а) более 40 представителей; б) ровно 50 пред-
ставителей.
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Задание 6
1. Товаровед проверяет изделия на  стандартность, но проверяет не
более пяти изделий. Составить закон распределения числа проверен-
ных изделий, если вероятность того, что изделие будет признано
стандартным, равна 0,6. Найти математическое ожидание, дисперсию и
среднее квадратическое отклонение полученной случайной величины.
2. В лотерее на 1000 билетов разыгрываются три вещи, стоимости
которых 50, 30 и 20 рублей. Составить закон распределения суммы
выигрыша для лица, имеющего два билета. Найти математическое
ожидание, дисперсию и среднее квадратическое отклонение получен-
ной случайной величины.
3. Вероятность того, что в библиотеке необходимая студенту книга
свободна, равна 0,3. Составить закон распределения числа библиотек,
которые посетит студент, если в городе пять библиотек. Найти мате-
матическое ожидание, дисперсию и среднее квадратическое отклоне-
ние полученной случайной величины.
4. Вероятность того, что вошедший  в магазин покупатель сделает
покупку, равна 0,4. Предполагая, что покупатель делает не более од-
ной покупки, составить закон распределения числа покупок, сделан-
ных в магазине, если вошло 5 человек. Вычислить математическое
ожидание, дисперсию и  среднее квадратическое отклонение, полу-
ченной случайной величины.
5. Имеются 4 ключа из которых только один подходит к замку. Со-
ставить закон распределения числа попыток открывания замка, если
испробованный ключ в последующих попытках не участвует. Найти
математическое ожидание, дисперсию и среднее квадратическое от-
клонение этой случайной величины.
6. В магазине имеются 20 телевизоров, из них 7 имеют дефекты.
Необходимо: а) составить закон распределения числа телевизоров с
дефектами среди выбранных наудачу пяти; б) найти математическое
ожидание и дисперсию этой случайной величины: в) определить ве-
роятность того, что среди выбранных нет телевизоров с дефектами.
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7. Распределение дискретной случайной величины x  задано фор-
мулой p{x =k} =Ck2, где k=1, 2, 3, 4, 5. Найти: а) константу С; б) веро-
ятность события |x –2| £ 1.
8. Дискретная  случайная величина x  – число мальчиков в семьях с
4 детьми. Предполагая равновероятными рождения мальчика и де-
вочки: а) найдите закон распределения x ; б) найдите вероятности со-
бытий: А – в семье не менее 2, но не более 3 мальчиков; В – не более 3
мальчиков; С – более одного мальчика. Найти среднее квадратическое
отклонение случайной величины x .
9. C вероятностью попадания при одном выстреле 0,8 охотник
стреляет по дичи до первого попадания, но успевает сделать не более
3 выстрелов. Дискретная случайная величина x  – число промахов.  а)
Найдите закон распределения x . б) Найдите вероятности событий:
x <2; x £2; 1 <x £ 3. в) Найти математическое ожидание М[x ], диспер-
сию D[x ], среднее квадратическое отклонение s [x ].
10. 2 стрелка делают по одному выстрелу в мишень. Вероятность
попадания для первого стрелка при одном выстреле – 0,6, для второго
– 0,7. Дискретная случайная величина x  – число попаданий в мишень.
а) Найдите закон распределения x . б) Найдите вероятность события
x ³ 1.в) Найти математическое ожидание М[x ], дисперсию D[x ],
среднее квадратическое отклонение s[x ].
11. В коробке имеется 8 карандашей, из которых 3 красных. Из
этой коробки наудачу извлекаются 3 карандаша. а) Найдите закон
распределения случайной величины x , равной числу красных каран-
дашей в выборке. б) Найдите вероятность события 0<x £2. в) Найти
математическое ожидание М[x ], дисперсию D[x ], среднее квадрати-
ческое отклонение s[x ].
12. Автомат штампует детали. Контролируется  длина детали x ,
которая распределена нормально с математическим ожиданием (про-
ектная длина), равным 50 мм. Фактическая длина изготовленных де-
талей не менее 48 мм и не более 52 мм. Найти вероятность того, что
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длина наудачу взятой детали: а) больше 49 мм; б) меньше 51 мм.
(Указание: из равенства Р(48<x <52) = 1 предварительно найти s ).
13. В партии из 10 деталей имеется 5 стандартных. Из этой партии
наудачу взято 3 детали. Найдите закон распределения случайной ве-
личины, равной числу стандартных деталей в выборке. Найти матема-
тическое ожидание М[x ], дисперсию D[x ], среднее квадратическое
отклонение s[x ].
14. Два стрелка стреляют по одной мишени, делая независимо друг
от друга по два выстрела. Вероятность попадания в  мишень для пер-
вого стрелка – 0,5, для второго – 0,6. Найдите закон распределения
случайной величины x , равной общему числу попаданий в мишень.
Найти математическое ожидание М[x ], дисперсию D[x ], среднее
квадратическое отклонение s[x ].
15. Рабочий обслуживает 3 независимо работающих станка. Веро-
ятность того, что в течение часа станок не потребует внимания рабо-
чего, равна для первого станка – 0,7, для второго – 0,8, для третьего –
0,9. Найдите закон распределения случайной величины x , равной
числу станков, которые не потребуют внимания рабочего. Найти ма-
тематическое ожидание М[x ], дисперсию D[x ], среднее квадратиче-
ское отклонение s[x ].
16. Случайная величина x , сосредоточенная на интервале [2;6], за-
дана функцией распределения F(x) =1/16(x2–4x+4). Найти вероят-
ность того, что случайная величина Х примет значения: а) меньше 4;
б) меньше 6; в) не меньше 3; г) не меньше 6.
17. Случайная величина x , сосредоточенная на интервале [–1,3],
задана функцией распределения F(x)=0,25x+0,25. Найти вероятность
попадания случайной величины x  в интервал [0; 2]. Построить график
функции F(x).
18. Случайная величина x , сосредоточенная на интервале [2;6], за-
дана функцией распределения F(x)=1/16(x2–4x+4). Найти вероятность
того, что случайная величина x  примет значения: а) меньше 4; б)
меньше 6; в) не меньше 3; г) не меньше 6.
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19.  Вероятность попадания стрелком при каждом выстреле  равна
0,4. Имея в запасе 6 патронов, он ведет стрельбу до первого  попада-
ния  в мишень или до израсходования всех патронов. Найдите закон
распределения случайной величины x , равной числу израсходован-
ных патронов.  Найти математическое ожидание М[x ], дисперсию
D[x ], среднее квадратическое отклонение s[x ].
20. Случайная величина x , сосредоточенная на интервале [2;6], за-
дана функцией распределения F(x)=1/16(x2–4x+4). Найти вероятность
того, что случайная величина x  примет значения: а) меньше 4; б)
меньше 6; в) не меньше 3; г) не меньше 6.
21. Торговый агент имеет 5 телефонных номеров потенциальных
покупателей и звонит им до тех пор, пока не получит заказ на покуп-
ку товара. Вероятность того, что потенциальный покупатель сделает
заказ, равна 0,4. Составить закон распределения числа телефонных
разговоров, которые предстоит провести агенту. Найти математиче-
ское ожидание и дисперсию этой случайной величины.
22. Стрелок ведет стрельбу по цели с вероятностью попадания при
каждом выстреле 0,2. За каждое попадание он получает 5 очков, а в
случае промаха очков ему не начисляют. Составить закон распреде-
ления числа очков, полученных стрелком за 3 выстрела. Найти мате-
матическое ожидание, дисперсию и среднее квадратическое отклоне-
ние этой случайной величины.
23. Охотник, имеющий 4 патрона, стреляет по дичи до первого по-
падания или до израсходования всех патронов. Вероятность попада-
ния при первом выстреле равна 0,6, при каждом последующем –
уменьшается на 0,1. Необходимо: а) составить закон распределения
числа патронов, израсходованных охотником; б) найти математиче-
ское ожидание и дисперсию этой случайной величины.
24. Экзаменатор задает студенту вопросы, пока тот правильно от-
вечает. Как только число правильных ответов достигнет четырех либо
студент ответит неправильно, экзаменатор прекращает задавать во-
просы. Вероятность правильного ответа на один вопрос равна 2/3. Со-
ставить закон распределения числа заданных студенту вопросов. Най-
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ти математическое ожидание, дисперсию и среднее квадратическое
отклонение этой случайной величины.
25. Каждый поступающий в институт должен сдать 3 экзамена. Ве-
роятность успешной сдачи первого экзамена 0,9, второго – 0,8,
третьего – 0,7. Следующий экзамен поступающий сдает только в слу-
чае успешной сдачи предыдущего. Составить закон распределения
числа экзаменов, сдававшихся поступающим в институт. Найти мате-
матическое ожидание и дисперсию этой случайной величины.
26. По данным длительной проверки качества запчастей опреде-
ленного вида брак составляет 3%. Изготовлено 1000 запчастей. Опре-
делить математическое ожидание и среднее квадратическое отклоне-
ние числа годных запчастей.
27. Найти вероятность того, что в течение смены произойдет не
более двух отказов оборудования, при условии, что среднее число от-
казов в течение смены равно 1,6. (Предполагается, что число отказов
имеет распределение Пуассона.)
28. Вероятность сдачи первого экзамена для данного студента рав-
на 0.7, второго экзамена – 0.8, третьего – 0.7. С.в. x  – число сданных
экзаменов. Найти ряд распределения и математическое ожидание с.в.
x . Вычислить значение функции распределения с.в. x  в точках 0; 1;
2,5; 10.
29. Вероятность выпуска прибора, удовлетворяющего требованиям
качества, равна 0,9 . В контрольной партии четыре прибора. С.в. x  –
число приборов, удовлетворяющих требованиям качества. Найти ряд
распределения и математическое ожидание с.в. x . Вычислить значе-
ние функции распределения с.в. X в точках 0; 1; 2,5; 10.
30. Функция распределения  случайной величины имеет вид:
2
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Найти функцию плотности распределения с.в. x  и построить ее
график. Найти медиану с.в. x  . Вычислить значение функции распре-
деления с.в. x  в точках 0; 1; 2,5; 10. Найти вероятность попадания
значения с.в. x  в интервал (1.2, 1,5).
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Задание 7
1. Все значения равномерно распределенной случайной величины
принадлежат отрезку [2, 8]. Найти вероятность попадания случайной
величины x  в отрезок [3, 5].
2. Найти среднее время безотказной работы устройства, если из-
вестно, что для данного устройства вероятность работы без сбоев в
течение 100 часов равна 0,2. (Предполагается, что время безотказной
работы распределено по экспоненциальному закону).
3. Время безотказной работы механизма подчинено показательно-
му закону с плотностью распределения вероятностей
tetf 04,004,0)( -=
при t > 0 (t – время в часах). Найти вероятность того, что механизм
проработает безотказно не менее 100 часов.
4. Время простоя оборудования в ожидании ремонта распределено
по показательному (экспоненциальному) закону с математическим
ожиданием, равным 2 часа. Найти вероятность простоя более трех часов.
5. Предполагая, что время, необходимое для ремонта поступивше-
го вагона, распределено по показательному (экспоненциальному) за-
кону с параметром l=0,125 [час-1], найти вероятность того, что для
ремонта одного вагона понадобится не более шести часов.
6. В результате проверки точности работы прибора установлено,
что 60% ошибок не вышло за пределы ±20 мм, а остальные ошибки
вышли за эти пределы. Определите среднее квадратическое отклоне-
ние ошибок прибора, если известно, что систематических ошибок
прибор не дает, а случайные ошибки распределены по нормальному
закону.
7. Случайная величина x  распределена нормально с математиче-
ским ожиданием М[x ]=25 и дисперсией D[x ]=100. Напишите выра-
жение для плотности вероятности f(x) и функции распределения F(x).
Чему равна вероятность события 15£x £35?
8. Взвешивание на весах производится без систематических оши-
бок. Случайные ошибки имеют с дисперсию, равную 100 г2. Полагая,
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что ошибки распределены по нормальному закону, определить веро-
ятность того, что ошибка при взвешивании предмета по абсолютной
величине не превысит 50 г.
9. Производится измерение вала без систематических ошибок. Слу-
чайные ошибки измерения подчинены нормальному закону распреде-
ления со средним квадратическим отклонением, равным 1 мм. Найти
вероятность того, что измерение будет произведено с ошибкой, не
превосходящей по абсолютной величине 1,5 мм.
10. Автоматический станок производит однотипные изделия, но-
минальный размер которых равен 3 см. Фактический размер изделий
имеет разброс, подчиненный нормальному закону с s[x ]=0,05 см.
Систематические отклонения размера отсутствуют. При контроле от-
браковываются все изделия, размер которых отличается от номиналь-
ного больше,  чем на 0,12  см.  Определить,  какой процент изделий в
среднем будет отбраковываться.
11. Случайная величина x  распределена нормально с математиче-
ским ожиданием М[x ]=25 и дисперсией D[x ]=100. Напишите выра-
жение для плотности вероятности f(x) и функции распределения F(x).
Чему равна вероятность события 15£x £35?
12. Производится измерение вала без систематических ошибок.
Случайные ошибки измерения подчинены нормальному закону рас-
пределения со средним квадратическим отклонением, равным 1 мм.
Найти вероятность того, что измерение будет произведено с ошибкой,
не превосходящей по абсолютной величине 1 мм.
13. Случайная величина x , сосредоточенная на интервале [2;6], за-
дана функцией распределения F(x)=1/16(x2–4x+4). Найти вероятность
того, что случайная величина x  примет значения: а) меньше 4; б)
меньше 6; в) не меньше 3; г) не меньше 6.
14. Все значения равномерно распределенной случайной величины
x  принадлежат отрезку [3; 9]. Найти вероятность попадания значения
случайной величины x : а) в отрезок [1; 5]; б) в отрезок [4; 10 ].
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15. Автоматический станок производит однотипные изделия, но-
минальный размер которых равен 3 см. Фактический размер изделий
имеет разброс, подчиненный нормальному закону с s[x ]=0,05 см.
Систематические отклонения размера отсутствуют. При контроле от-
браковываются все изделия, размер которых отличается от номиналь-
ного больше,  чем на 0,12  см.  Определить,  какой процент изделий в
среднем будет отбраковываться.
16. Завод изготовляет шарики для подшипников, номинальный
диаметр которых равен 10 мм, а фактический диаметр случаен и рас-
пределен по нормальному закону с математическим ожиданием, рав-
ным 10 мм и средним квадратическим отклонением 0,4 мм. При кон-
троле бракуются все шарики, не проходящие через круглое отверстие
диаметром 10,7 мм, и все, проходящие через круглое отверстие диа-
метром 9,3 мм. Какой процент шариков в среднем будет отбраковы-
ваться?
17. Случайная величина x  – ошибка измерительного прибора рас-
пределена по нормальному закону с дисперсией, равной 16 мкм и ма-
тематическим ожиданием, равным нулю. Найти вероятность того, что
величина ошибки при одном измерении не превзойдет по абсолютной
величине 6 мкм.
18. Измерительный прибор имеет систематическую ошибку, рав-
ную 5 м и среднее квадратическое отклонение случайной ошибки – 75
м. (Предполагается, что возникающие ошибки распределены по нор-
мальному закону.) Какова вероятность того, что ошибка измерения не
превзойдет по абсолютной величине 5 м?
19. Измерение дальности до объекта сопровождается систематиче-
скими и случайными ошибками. Систематическая ошибка равна 50 м
в сторону занижения дальности. Случайные ошибки подчиняются
нормальному закону со средним квадратическим отклонением, рав-
ным 100 м. Найти вероятность измерения дальности с ошибкой, не
превосходящей по абсолютной величине 150 м.
20. Измерение дальности до объекта сопровождается систематиче-
скими и случайными ошибками. Систематическая ошибка равна 50 м
в сторону занижения дальности. Случайные ошибки подчиняются
нормальному закону со средним квадратическим отклонением, рав-
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ным 100 м. Найти вероятность того, что измеренная дальность не
превзойдет истинной.
21. Коробки с шоколадом упаковываются автоматически: их сред-
няя масса равна 1,06 кг. Найти среднее квадратическое отклонение,
если известно, что 5% коробок имеют массу, меньшую 1 кг. Предпо-
лагается, что масса коробок распределена по нормальному закону.
22. Размер деталей подчинен закону нормального распределения с
математическим ожиданием 15 мм и дисперсией 0,25 мм2. Опреде-
лить ожидаемый процент брака, если допустимые размеры деталей
находятся в пределах от 14 до17 мм.
23. Найти среднее время безотказной работы устройства, если из-
вестно, что для данного устройства вероятность работы без сбоев в
течение 100 часов равна 0,2. (Предполагается, что время безотказной
работы распределено по экспоненциальному закону.)
24. Считается, что изделие – высшего качества, если отклонение
его размеров от номинальных не превосходит по абсолютной величи-
не 3,6 мм. Случайные отклонения размера изделия от номинального
подчиняются нормальному закону со средним квадратичным откло-
нением, равным 3 мм. Систематические отклонения отсутствуют. Оп-
ределить среднее число изделий высшего качества среди 100 изготов-
ленных.
25. Время безотказной работы механизма подчинено показатель-
ному закону с плотностью распределения вероятностей
tetf 02.002.0)( -=
при t>0  (t – время в часах). Найти вероятность того, что механизм
проработает безотказно 100 часов.
26. Считается, что отклонение длины изготавливаемых деталей от
стандартной является случайной величиной, распределенной по нор-
мальному закону. Систематические отклонения размера детали от
номинала отсутствуют. Зная, что длина стандартной детали 40 см, а
среднее квадратичное отклонение равно 0,4 см, определить, какую
точность длины изделия можно гарантировать с вероятностью 0,8.
27. Случайная ошибка измерения дальности импульсным радио-
дальнометром имеет нормальное распределение со средним квадра-
135
тическим отклонением, равным 50 м. Найти вероятность того, что из-
меренное значение дальности будет отличаться по абсолютной вели-
чине от истинного не более чем на 30 м, если систематическая ошиб-
ка дальнометра равна +20 м.
28. Цена деления шкалы амперметра равна 0,1 А. Показания округ-
ляют до ближайшего целого деления. Найти вероятность того, что
при отсчете будет сделана ошибка, превышающая 0,04А.
29. Валик, изготовленный автоматом, считается стандартным, если
отклонение его диаметра от проектного размера не превышает 2 мм.
Случайные отклонения диаметра валиков подчиняются нормальному
закону со средним квадратичным отклонением 1,6 мм и математиче-
ским ожиданием, равным 0. Сколько стандартных валиков (в %) изго-
товляет автомат?
30. Предполагая, что время, необходимое для ремонта поступив-
шего вагона, распределено по экспоненциальному закону с парамет-
ром l=0,25[час-1], найти вероятность того, что для ремонта одного ва-
гона понадобится не более шести часов.
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Задание 8
В результате наблюдений над некоторой случайной величиной по-
лучена следующая выборка. Используя эти данные, необходимо:
1) сделать механическую выборку, отобрав 25 значений (каждое
пятое считая в порядке записи сверху вниз по колонкам и по этой вы-
борке);
2) записать эмпирическую функцию распределения;
3) построить интервальный вариационный ряд;
4) построить гистограмму и эмпирическую кривую распределения;
5) предполагая, что генеральная совокупность имеет нормальное
распределение с плотностью
2
2
2
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найти методом моментов по выборке из 1) статистические оценки не-
известных параметров а и
2s ;
6) найти доверительные интервалы для а и
2s  с доверительной ве-
роятностью 0,95.
8.1
Случайная величина x  характеризует продолжительность безот-
казного функционирования устройства (в часах).
(  1)  25.7985     (11)  23.6532     (21)  27.4098     (31)  29.1856     (41)  30.7951
(  2)  27.2978     (12)  29.4075     (22)  28.6561     (32)  30.2499     (42)  25.0384
(  3)  28.5226     (13)  25.8035     (23)  24.4059     (33)  30.9916     (43)  23.8167
(  4)  28.7486     (14)  24.9188     (24)  27.5624     (34)  29.3445     (44)  24.7476
(  5)  24.3587     (15)  25.3773     (25)  28.9174     (35)  29.9391     (45)  23.3705
(  6)  23.2306     (16)  25.3216     (26)  26.6193     (36)  23.6529     (46)  30.4135
(  7)  24.4744     (17)  28.7622     (27)  25.9613     (37)  27.1893     (47)  24.2096
(  8)  26.7948     (18)  30.6574     (28)  27.0814     (38)  24.8246     (48)  29.6136
(  9)  27.9989     (19)  27.0493     (29)  28.8153     (39)  29.3138     (49)  29.7766
(10)  25.6923     (20)  25.5494     (30)  25.1591     (40)  29.6166     (50)  26.7133
8.2
Случайная величина x  характеризует продолжительность выпол-
нения технологической операции (в часах).
(  1)  35.7985     (11)  33.6532     (21)  27.4098     (31)  29.1856     (41)  30.7951
(  2)  37.2978     (12)  39.4075     (22)  28.6561     (32)  30.2499     (42)  25.0384
(  3)  38.5226     (13)  35.8035     (23)  24.4059     (33)  30.9916     (43)  23.8167
(  4)  38.7486     (14)  34.9188     (24)  27.5624     (34)  29.3445     (44)  24.7476
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(  5)  34.3587     (15)  35.3773     (25)  28.9174     (35)  29.9391     (45)  23.3705
(  6)  33.2306     (16)  35.3216     (26)  26.6193     (36)  23.6529     (46)  30.4135
(  7)  34.4744     (17)  38.7622     (27)  25.9613     (37)  27.1893     (47)  24.2096
(  8)  36.7948     (18)  40.6574     (28)  27.0814     (38)  24.8246     (48)  29.6136
(  9)  37.9989     (19)  37.0493     (29)  28.8153     (39)  29.3138     (49)  29.7766
(10)  35.6923     (20)  35.5494     (30)  25.1591     (40)  29.6166     (50)  26.7133
8.3
Случайная величина x  характеризует продолжительность безот-
казного функционирования устройства (в часах).
(  1)  45.7985      (11)  43.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  47.2978      (12)  49.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  48.5226      (13)  45.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  48.7486      (14)  44.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  44.3587      (15)  45.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  43.2306      (16)  45.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  44.4744      (17)  48.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  46.7948      (18)  40.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  47.9989      (19)  47.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  45.6923      (20)  45.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.4
Случайная величина x  характеризует продолжительность безотказ-
ного функционирования устройства определенного вида (в сутках).
(  1)  25.7985      (11)  33.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  39.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  35.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  34.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  35.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  35.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  38.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  37.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  35.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.5
Случайная величина x  характеризует массу изготовленной детали
определенного вида (в кг).
(  1)  25.7985      (11)  23.6532      (21)  37.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  38.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  34.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  37.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  38.9174      (35)  29.9391      (45)  23.3705
138
(  6)  23.2306      (16)  25.3216      (26)  36.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  35.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  37.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  38.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  35.1591      (40)  29.6166      (50)  26.7133
8.6
Случайная величина x  характеризует продолжительность безот-
казного функционирования устройства (в часах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  39.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  39.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  39.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  33.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  37.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  34.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  39.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  39.6166      (50)  26.7133
8.7
Случайная величина x  характеризует продолжительность устране-
ния дефекта определенного вида (в часах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  35.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  33.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  34.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  33.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  34.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  39.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  39.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  36.7133
8.8
Случайная величина x  характеризует продолжительность безот-
казного функционирования устройства (в часах).
(  1)  45.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  47.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  48.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  48.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  44.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  43.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
139
(  7)  44.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  46.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  47.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  45.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.9
Случайная величина x  характеризует продолжительность выпол-
нения технологической операции (в часах).
(  1)  25.7985      (11)  43.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  49.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  45.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  44.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  45.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  45.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  48.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  40.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  47.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  45.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.10
Случайная величина x  характеризует продолжительность устране-
ния дефекта определенного вида (в часах).
(  1)  25.7985      (11)  23.6532      (21)  47.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  48.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  44.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  47.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  48.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  46.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  45.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  47.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  48.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  45.1591      (40)  29.6166      (50)  26.7133
8.11
Случайная величина x  характеризует продолжительность ожидания
детали в накопителе до отправки на упаковочный конвейер (в мин.).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  49.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  40.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  40.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  49.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  49.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  43.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  47.1893      (47)  24.2096
140
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  44.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  49.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  49.6166      (50)  26.7133
8.12
Случайная величина x  характеризует время простоя устройства в
ожидании переналадки (в минутах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  40.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  45.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  43.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  44.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  43.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  40.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  44.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  49.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  49.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  46.7133
8.13
Случайная величина x  характеризует продолжительность устране-
ния дефекта определенного вида (в часах).
(  1)  21.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  22.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  23.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  24.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  25.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  26.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  27.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  28.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  29.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  20.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.14
Случайная величина x  характеризует продолжительность безотказ-
ного функционирования устройства определенного вида (в сутках).
(  1)  25.7985      (11)  21.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  22.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  23.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  26.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  27.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  38.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
141
(  9)  27.9989      (19)  29.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  20.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.15
Случайная величина x  характеризует продолжительность выпол-
нения технологической операции.
(  1)  25.7985      (11)  23.6532      (21)  21.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  22.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  23.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  24.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  25.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  27.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  28.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  29.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  20.1591      (40)  29.6166      (50)  26.7133
8.16
Случайная величина x  характеризует продолжительность устране-
ния дефекта определенного вида (в часах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  21.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  32.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  33.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  24.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  25.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  26.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  28.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  20.6166      (50)  26.7133
8.17
Случайная величина x  характеризует среднемесячную заработную
плату работников некоторого предприятия (в условных ден. един.).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  31.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  22.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  25.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  36.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  27.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  28.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
142
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  20.7133
8.18
Случайная величина x  характеризует время пребывания детали на
общем конвейере (в часах).
(  1)  22.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  22.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  22.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  22.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  22.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  22.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  22.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  22.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  22.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  22.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.19
Случайная величина x  характеризует среднемесячную заработную
плату работников некоторого предприятия (в условных ден. един.).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  23.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  23.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  23.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  23.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  23.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  23.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  33.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  23.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  23.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.20
Случайная величина x  характеризует продолжительность выпол-
нения определенной технологической операции (в минутах).
(  1)  25.7985      (11)  23.6532      (21)  24.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  24.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  24.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  24.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  24.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  24.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  24.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  24.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  24.1591      (40)  29.6166      (50)  26.7133
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8.21
Случайная величина x  характеризует время пребывания детали на
общем конвейере (в минутах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  25.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  35.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  35.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  25.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  25.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  25.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  25.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  25.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  25.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  25.6166      (50)  26.7133
8.22
Случайная величина x  характеризует продолжительность выпол-
нения определенной технологической операции (в часах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  36.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  26.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  26.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  26.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  26.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  36.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  26.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  26.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  26.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.23
Случайная величина x  характеризует время обработки детали оп-
ределенного вида на станке (в минутах).
(  1)  27.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  27.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  27.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  27.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  27.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  27.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  27.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  27.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
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8.24
Случайная величина x  характеризует внутренний радиус изготов-
ленной на станке детали (в мм).
(  1)  25.7985      (11)  28.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  28.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  28.8035      (23)  24.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  28.9188      (24)  27.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  28.3773      (25)  28.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  28.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  38.6574      (28)  27.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  28.0493      (29)  28.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  28.5494      (30)  25.1591      (40)  29.6166      (50)  26.7133
8.25
Случайная величина x  характеризует время простоя оборудования
в ожидании ремонта.
(  1)  25.7985      (11)  23.6532      (21)  29.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  29.6561      (32)  30.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  29.4059      (33)  30.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  29.5624      (34)  29.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  29.9174      (35)  29.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  29.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  29.9613      (37)  27.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  29.0814      (38)  24.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  29.8153      (39)  29.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  29.1591      (40)  29.6166      (50)  26.7133
8.26
Случайная величина x  характеризует время, затрачиваемое на дос-
тавку продукции от поставщика потребителю.
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  21.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  31.2499      (42)  25.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  31.9916      (43)  23.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  21.3445      (44)  24.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  21.9391      (45)  23.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  21.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  21.1893      (47)  24.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  21.8246      (48)  29.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  21.3138      (49)  29.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  21.6166      (50)  26.7133
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8.27
Случайная величина x  характеризует время простоя оборудования
в ожидании ремонта.
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  30.7951
(  2)  27.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  20.0384
(  3)  28.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  20.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  20.7476
(  5)  24.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  20.3705
(  6)  23.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  30.4135
(  7)  24.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  20.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  20.6136
(  9)  27.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  20.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  20.7133
8.28
Случайная величина x  характеризует время обработки детали оп-
ределенного вида на станке (в минутах).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  35.7951
(  2)  25.2978      (12)  29.4075      (22)  28.6561      (32)  30.2499      (42)  25.0384
(  3)  25.5226      (13)  25.8035      (23)  24.4059      (33)  30.9916      (43)  25.8167
(  4)  25.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  25.7476
(  5)  25.3587      (15)  25.3773      (25)  28.9174      (35)  29.9391      (45)  25.3705
(  6)  25.2306      (16)  25.3216      (26)  26.6193      (36)  23.6529      (46)  35.4135
(  7)  25.4744      (17)  28.7622      (27)  25.9613      (37)  27.1893      (47)  25.2096
(  8)  25.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  25.6136
(  9)  25.9989      (19)  27.0493      (29)  28.8153      (39)  29.3138      (49)  25.7766
(10)  25.6923      (20)  25.5494      (30)  25.1591      (40)  29.6166      (50)  25.7133
8.29
Случайная величина x  характеризует удельный вес прореагиро-
вавшего в течение одной минуты вещества (в процентах).
(  1)  25.7985      (11)  26.6532      (21)  27.4098      (31)  26.1856      (41)  30.7951
(  2)  27.2978      (12)  26.4075      (22)  28.6561      (32)  36.2499      (42)  25.0384
(  3)  28.5226      (13)  26.8035      (23)  24.4059      (33)  36.9916      (43)  23.8167
(  4)  28.7486      (14)  26.9188      (24)  27.5624      (34)  26.3445      (44)  24.7476
(  5)  24.3587      (15)  26.3773      (25)  28.9174      (35)  26.9391      (45)  23.3705
(  6)  23.2306      (16)  26.3216      (26)  26.6193      (36)  26.6529      (46)  30.4135
(  7)  24.4744      (17)  26.7622      (27)  25.9613      (37)  26.1893      (47)  24.2096
(  8)  26.7948      (18)  36.6574      (28)  27.0814      (38)  26.8246      (48)  29.6136
(  9)  27.9989      (19)  26.0493      (29)  28.8153      (39)  26.3138      (49)  29.7766
(10)  25.6923      (20)  26.5494      (30)  25.1591      (40)  26.6166      (50)  26.7133
8.30
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Случайная величина x  характеризует продолжительность ожидания
детали в накопителе до отправки на упаковочный конвейер (в мин.).
(  1)  25.7985      (11)  23.6532      (21)  27.4098      (31)  29.1856      (41)  31.7951
(  2)  27.2978      (12)  29.4075      (22)  27.6561      (32)  30.2499      (42)  21.0384
(  3)  28.5226      (13)  25.8035      (23)  27.4059      (33)  30.9916      (43)  21.8167
(  4)  28.7486      (14)  24.9188      (24)  27.5624      (34)  29.3445      (44)  21.7476
(  5)  24.3587      (15)  25.3773      (25)  27.9174      (35)  29.9391      (45)  21.3705
(  6)  23.2306      (16)  25.3216      (26)  27.6193      (36)  23.6529      (46)  31.4135
(  7)  24.4744      (17)  28.7622      (27)  27.9613      (37)  27.1893      (47)  21.2096
(  8)  26.7948      (18)  30.6574      (28)  27.0814      (38)  24.8246      (48)  21.6136
(  9)  27.9989      (19)  27.0493      (29)  27.8153      (39)  29.3138      (49)  21.7766
(10)  25.6923      (20)  25.5494      (30)  27.1591      (40)  29.6166      (50)  21.7133
Задание 9
Получить механическую выборку из данных, приведенных в зада-
нии 7, отобрав 25 значений (каждое второе, считая в порядке записи
сверху вниз по колонкам и по этой выборке). Используя критерий
согласия Пирсона, проверить согласие выборочных значений с гипо-
тезой о нормальном распределении генеральной совокупности с па-
раметрами, оцененными предварительно по выборке.
Задание 10
Получить две механические выборки, объемом по 25 значений, из
данных, приведенных в задании 7, включая в первую значения, стоя-
щие на нечетных местах, а во вторую – на четных (нумерация произ-
водится по колонкам).
Найти выборочное уравнение линейной регрессии Y на Х по резуль-
татам двух выборок, считая первую выборку значениями X ,а вторую –
Y. Проверить гипотезу о значимости коэффициента корреляции.
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ПРИЛОЖЕНИЕ  А (справочное)
Таблица значений функции плотности
стандартного нормального распределения
2
2
2
1)(
x
ex
-
p
=j
Сотые доли xx
0 1 2 3 4 5 6 7 8 9
0,0 0,3989 3989 3989 3988 3986 3984 3982 3980 3977 3973
0,1 3970 3965 3961 3956 3951 3945 3939 3932 3925 3918
0,2 3910 3902 3894 3885 3876 3867 3857 3847 3836 3825
0,3 3814 3802 3790 3778 3765 3752 3739 3725 3712 3697
0,4 3683 3668 3653 3637 3621 3605 3589 3572 3555 3538
0,5 3521 3503 3485 3467 3448 3429 3410 3391 3372 3352
0,6 3332 3312 3292 3271 3251 3230 3209 3187 3166 3144
0,7 3123 3101 3079 3056 3034 3011 2989 2966 2943 2920
0,8 2897 2874 2850 2827 2803 2780 2756 2732 2709 2685
0,9 2661 2637 2613 2589 2565 2541 2516 2492 2468 2444
1,0 0,2420 2396 2371 2347 2323 2299 2275 2251 2227 2203
1,1 2179 2155 2131 2107 2083 2059 2036 2012 1989 1965
1,2 1942 1919 1895 1872 1849 1826 1804 1781 1758 1736
1,3 1714 1691 1669 1647 1626 1604 1582 1561 1539 1518
1,4 1497 1476 1456 1435 1415 1394 1374 1354 1334 1315
1,5 1295 1276 1257 1238 1219 1200 1182 1163 1145 1127
1,6 1109 1092 1074 1057 1040 1023 1006 0989 0973 0957
1,7 0940 0925 0909 0893 0878 0863 0848 0833 0818 0804
1,8 0790 0775 0761 0748 0734 0721 0707 0694 0681 0669
1,9 0656 0644 0632 0620 0608 0596 0584 0573 0562 0551
2,0 0,0540 0529 0519 0508 0498 0488 0478 0468 0459 0449
2,1 0440 0431 0422 0413 0404 0396 0387 0379 0371 0363
2,2 0355 0347 0339 0332 0325 0317 0310 0303 0297 0290
2,3 0283 0277 0270 0264 0258 0252 0246 0241 0235 0229
2,4 0224 0219 0213 0208 0203 0198 0194 0189 0184 0180
2,5 0175 0171 0167 0163 0158 0154 0151 0147 0143 0139
2,6 0136 0132 0129 0126 0122 0119 0116 0113 0110 0107
2,7 0104 0101 0099 0096 0093 0091 0088 0086 0084 0081
2,8 0079 0077 0075 0073 0071 0069 0067 0065 0063 0061
2,9 0060 0058 0056 0055 0053 0051 0050 0048 0047 0046
3,0 0,0044 0043 0042 0040 0039 0038 0037 0036 0035 0034
3,1 0033 0032 0031 0030 0029 0028 0027 0026 0025 0025
3,2 0024 0023 0022 0022 0021 0020 0020 0019 0018 0018
3,3 0017 0017 0016 0016 0015 0015 0014 0014 0013 0013
3,4 0012 0012 0012 0011 0011 0010 0010 0010 0009 0009
3,5 0009 0008 0008 0008 0008 0007 0007 0007 0007 0006
3,6 0006 0006 0006 0005 0005 0005 0005 0005 0005 0004
3,9 0002 0002 0002 0002 0002 0002 0002 0002 0001 0001
¥ 0,0000
148
ПРИЛОЖЕНИЕ  Б (справочное)
Таблица значений функции Лапласа
dtex
x t
ò -p=F 0
2
2
2
1)(
Сотые доли xx
0 1 2 3 4 5 6 7 8 9
0,0 0,0000 0040 0080 0120 0160 0199 0239 0279 0319 0359
0,1 0398 0438 0478 0517 0557 0596 0636 0675 0714 0753
0,2 0793 0832 0871 0910 0948 0987 1026 1064 1103 1141
0,3 1179 1217 1255 1293 1331 1368 1406 1443 1480 1517
0,4 1554 1591 1628 1664 1700 1736 1772 1808 1844 1879
0,5 1915 1950 1985 2019 2054 2088 2123 2157 2190 2224
0,6 2257 2291 2324 2357 2389 2422 2454 2486 2517 2549
0,7 2580 2611 2642 2673 2704 2734 2764 2794 2823 2852
0,8 2881 2910 2939 2967 2995 3023 3051 3078 3106 3133
0,9 3159 3186 3212 3238 3264 3289 3315 3340 3365 3389
1,0 0,3413 3438 3461 3485 3508 3531 3554 3577 3599 3621
1,1 3643 3665 3686 3708 3729 3749 3770 3790 3810 3830
1,2 3849 3869 3888 3907 3925 3944 3962 3980 3997 4015
1,3 4032 4049 4066 4082 4099 4115 4131 4147 4162 4177
1,4 4192 4207 4222 4236 4251 4265 4279 4292 4306 4319
1,5 4332 4345 4357 4370 4382 4394 4406 4418 4429 4441
1,6 4452 4463 4474 4484 4495 4505 4515 4525 4535 4545
1,7 4554 4564 4573 4582 4591 4599 4608 4616 4625 4633
1,8 4641 4649 4656 4664 4671 4678 4686 4693 4699 4706
1,9 4713 4719 4726 4732 4738 4744 4750 4756 4761 4767
2,0 0,4772 4778 4783 4788 4793 4798 4803 4808 4812 4817
2,1 4821 4826 4830 4834 4838 4842 4846 4850 4854 4857
2,2 4861 4864 4868 4871 4875 4878 4881 4884 4887 4890
2,3 4893 4896 4898 4901 4904 4906 4909 4911 4913 4916
2,4 4918 4920 4922 4925 4927 4929 4931 4932 4934 4936
2,5 4938 4940 4941 4943 4945 4946 4948 4949 4951 4952
2,6 4953 4955 4956 4957 4959 4960 4961 4962 4963 4964
2,7 4965 4966 4967 4968 4969 4970 4971 4972 4973 4974
2,8 4974 4975 4976 4977 4977 4978 4979 4979 4980 4981
2,9 4981 4982 4982 4983 4984 4984 4985 4985 4986 4986
3,0 0,49865
3,1 0,49903
3,2 0,49931
3,3 0,49952
3,4 0,49966
3,6 0,499841
3,8 0,499928
4,0 0,499968
4,5 0,499997
5,0 0,4999997
¥ 0,5
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ПРИЛОЖЕНИЕ  В (справочное)
Квантили стандартного нормального распределения
a ua a ua a ua a ua
0,005 2,5758 0,025 1,9600 0,950 –1,6449 0,990 –2,3263
0,010 2,3263 0,050 1,6449 0,975 –1,9600 0,995 –2,5758
Квантили распределения c2   (c2a)
Уровень aСтеп.
своб.
n 0,001 0,01 0,025 0,05 0,1 0,9 0,95 0,975 0,99
1 10,827 6,635 5,024 3,841 2,706 0,016 0,0039 0,00098 0,00016
2 13,815 9,210 7,378 5,991 4,605 0,211 0,103 0,051 0,020
3 16,266 11,345 9,348 7,815 6,251 0,584 0,352 0,216 0,115
4 18,466 13,277 11,143 9,488 7,779 1,064 0,711 0,484 0,297
5 20,515 15,086 12,832 11,070 9,236 1,610 1,145 0,831 0,554
6 22,457 16,812 14,449 12,592 10,645 2,204 1,635 1,237 0,872
7 24,321 18,475 16,013 14,067 12,017 2,833 2,167 1,690 1,239
8 26,124 20,090 17,535 15,507 13,362 3,490 2,733 2,180 1,647
9 27,877 21,666 19,023 16,919 14,684 4,168 3,325 2,700 2,088
10 29,588 23,209 20,483 18,307 15,987 4,865 3,940 3,247 2,558
11 31,264 24,725 21,920 19,675 17,275 5,578 4,575 3,816 3,053
12 32,909 26,217 23,337 21,026 18,549 6,304 5,226 4,404 3,571
13 34,527 27,688 24,736 22,362 19,812 7,041 5,892 5,009 4,107
14 36,124 29,141 26,119 23,685 21,064 7,790 6,571 5,629 4,660
15 37,698 30,578 27,488 24,996 22,307 8,547 7,261 6,262 5,229
16 39,252 32,000 28,845 26,296 23,542 9,312 7,962 6,908 5,812
17 40,791 33,409 30,191 27,587 24,769 10,085 8,672 7,564 6,408
18 42,312 34,805 31,526 28,869 25,989 10,865 9,390 8,231 7,015
19 43,819 36,191 32,852 30,144 27,204 11,651 10,117 8,907 7,633
20 45,314 37,566 34,170 31,410 28,412 12,443 10,851 9,591 8,260
21 46,796 38,932 35,479 32,671 29,615 13,240 11,591 10,283 8,897
22 48,268 40,289 36,781 33,924 30,813 14,041 12,338 10,982 9,542
23 49,728 41,638 38,076 35,172 32,007 14,848 13,091 11,689 10,196
24 51,179 42,980 39,364 36,415 33,196 15,659 13,848 12,401 10,856
25 52,619 44,314 40,646 37,652 34,382 16,473 14,611 13,120 11,524
26 54,051 45,642 41,923 38,885 35,563 17,292 15,379 13,844 12,198
27 55,475 46,963 43,195 40,113 36,741 18,114 16,151 14,573 12,878
28 56,892 48,278 44,461 41,337 37,916 18,939 16,928 15,308 13,565
29 58,301 49,588 45,722 42,557 39,087 19,768 17,708 16,047 14,256
30 59,702 50,892 46,979 43,773 40,256 20,599 18,493 16,791 14,953
32 62,487 53,486 49,480 46,194 42,585 22,271 20,072 18,291 16,362
34 65,247 56,061 51,966 48,602 44,903 23,952 21,664 19,806 17,789
36 67,985 58,619 54,437 50,998 47,212 25,643 23,269 21,336 19,233
38 70,704 61,162 56,895 53,384 49,513 27,343 24,884 22,878 20,691
40 73,403 63,691 59,342 55,758 51,805 29,051 26,509 24,433 22,164
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ПРИЛОЖЕНИЕ  Г (справочное)
Квантили распределения Стьюдента  (ta,n)
Уровень aСтепени
свободы
n 0,2 0,1 0,05 0,025 0,01 0,005 0,001 0,0005
1 1,376 3,078 6,314 12,706 31,821 63,656 318,29 636,58
2 1,061 1,886 2,920 4,303 6,965 9,925 22,328 31,600
3 0,978 1,638 2,353 3,182 4,541 5,841 10,214 12,924
4 0,941 1,533 2,132 2,776 3,747 4,604 7,173 8,610
5 0,920 1,476 2,015 2,571 3,365 4,032 5,894 6,869
6 0,906 1,440 1,943 2,447 3,143 3,707 5,208 5,959
7 0,896 1,415 1,895 2,365 2,998 3,499 4,785 5,408
8 0,889 1,397 1,860 2,306 2,896 3,355 4,501 5,041
9 0,883 1,383 1,833 2,262 2,821 3,250 4,297 4,781
10 0,879 1,372 1,812 2,228 2,764 3,169 4,144 4,587
11 0,876 1,363 1,796 2,201 2,718 3,106 4,025 4,437
12 0,873 1,356 1,782 2,179 2,681 3,055 3,930 4,318
13 0,870 1,350 1,771 2,160 2,650 3,012 3,852 4,221
14 0,868 1,345 1,761 2,145 2,624 2,977 3,787 4,140
15 0,866 1,341 1,753 2,131 2,602 2,947 3,733 4,073
16 0,865 1,337 1,746 2,120 2,583 2,921 3,686 4,015
17 0,863 1,333 1,740 2,110 2,567 2,898 3,646 3,965
18 0,862 1,330 1,734 2,101 2,552 2,878 3,610 3,922
19 0,861 1,328 1,729 2,093 2,539 2,861 3,579 3,883
20 0,860 1,325 1,725 2,086 2,528 2,845 3,552 3,850
21 0,859 1,323 1,721 2,080 2,518 2,831 3,527 3,819
22 0,858 1,321 1,717 2,074 2,508 2,819 3,505 3,792
23 0,858 1,319 1,714 2,069 2,500 2,807 3,485 3,768
24 0,857 1,318 1,711 2,064 2,492 2,797 3,467 3,745
25 0,856 1,316 1,708 2,060 2,485 2,787 3,450 3,725
26 0,856 1,315 1,706 2,056 2,479 2,779 3,435 3,707
27 0,855 1,314 1,703 2,052 2,473 2,771 3,421 3,689
28 0,855 1,313 1,701 2,048 2,467 2,763 3,408 3,674
29 0,854 1,311 1,699 2,045 2,462 2,756 3,396 3,660
30 0,854 1,310 1,697 2,042 2,457 2,750 3,385 3,646
40 0,851 1,303 1,684 2,021 2,423 2,704 3,307 3,551
50 0,849 1,299 1,676 2,009 2,403 2,678 3,261 3,496
60 0,848 1,296 1,671 2,000 2,390 2,660 3,232 3,460
70 0,847 1,294 1,667 1,994 2,381 2,648 3,211 3,435
80 0,846 1,292 1,664 1,990 2,374 2,639 3,195 3,416
90 0,846 1,291 1,662 1,987 2,368 2,632 3,183 3,402
100 0,845 1,290 1,660 1,984 2,364 2,626 3,174 3,390
150 0,844 1,287 1,655 1,976 2,351 2,609 3,145 3,357
200 0,843 1,286 1,653 1,972 2,345 2,601 3,131 3,340
500 0,842 1,283 1,648 1,965 2,334 2,586 3,107 3,310
¥
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ПРИЛОЖЕНИЕ  Д (справочное)
Квантили распределения Фишера   (Fa,n1,n2)
(число степеней свободы бóльшей дисперсии – n1, меньшей – n2)
Уровень a= 0,05
n1n2
1 2 3 4 5 6 8 12 16 24 50 ¥
1 161,4 199,5 215,7 224,5 230,1 233,9 238,8 243,9 246,4 249,0 251,7 254,3
2 18,51 19,00 19,16 19,24 19,29 19,32 19,37 19,41 19,43 19,45 19,47 19,49
3 10,12 9,552 9,277 9,117 9,013 8,941 8,845 8,745 8,692 8,638 8,581 8,526
4 7,709 6,944 6,591 6,388 6,256 6,163 6,041 5,912 5,844 5,774 5,699 5,628
5 6,608 5,786 5,409 5,192 5,050 4,950 4,818 4,678 4,604 4,527 4,444 4,365
6 5,987 5,143 4,757 4,534 4,387 4,284 4,147 4,000 3,922 3,841 3,754 3,669
7 5,591 4,737 4,347 4,120 3,972 3,866 3,726 3,575 3,494 3,410 3,319 3,230
8 5,318 4,459 4,066 3,838 3,688 3,581 3,438 3,284 3,202 3,115 3,020 2,928
9 5,117 4,256 3,863 3,633 3,482 3,374 3,230 3,073 2,989 2,900 2,803 2,707
10 4,965 4,103 3,708 3,478 3,326 3,217 3,072 2,913 2,828 2,737 2,637 2,538
11 4,844 3,982 3,587 3,357 3,204 3,095 2,948 2,788 2,701 2,609 2,507 2,404
12 4,747 3,885 3,490 3,259 3,106 2,996 2,849 2,687 2,599 2,505 2,401 2,296
13 4,667 3,806 3,411 3,179 3,025 2,915 2,767 2,604 2,515 2,420 2,314 2,206
14 4,600 3,739 3,344 3,112 2,958 2,848 2,699 2,534 2,445 2,349 2,241 2,131
15 4,543 3,682 3,287 3,056 2,901 2,790 2,641 2,475 2,385 2,288 2,178 2,066
16 4,494 3,634 3,239 3,007 2,852 2,741 2,591 2,425 2,333 2,235 2,124 2,010
17 4,451 3,592 3,197 2,965 2,810 2,699 2,548 2,381 2,289 2,190 2,077 1,960
18 4,414 3,555 3,160 2,928 2,773 2,661 2,510 2,342 2,250 2,150 2,035 1,917
19 4,381 3,522 3,127 2,895 2,740 2,628 2,477 2,308 2,215 2,114 1,999 1,878
20 4,351 3,493 3,098 2,866 2,711 2,599 2,447 2,278 2,184 2,082 1,966 1,843
21 4,325 3,467 3,072 2,840 2,685 2,573 2,420 2,250 2,156 2,054 1,936 1,812
22 4,301 3,443 3,049 2,817 2,661 2,549 2,397 2,226 2,131 2,028 1,909 1,783
23 4,279 3,422 3,028 2,796 2,640 2,528 2,375 2,204 2,109 2,005 1,885 1,757
24 4,260 3,403 3,009 2,776 2,621 2,508 2,355 2,183 2,088 1,984 1,863 1,733
25 4,242 3,385 2,991 2,759 2,603 2,490 2,337 2,165 2,069 1,964 1,842 1,711
26 4,225 3,369 2,975 2,743 2,587 2,474 2,321 2,148 2,052 1,946 1,823 1,691
27 4,210 3,354 2,960 2,728 2,572 2,459 2,305 2,132 2,036 1,930 1,806 1,672
28 4,196 3,340 2,947 2,714 2,558 2,445 2,291 2,118 2,021 1,915 1,790 1,654
29 4,183 3,328 2,934 2,701 2,545 2,432 2,278 2,104 2,007 1,901 1,775 1,638
30 4,171 3,316 2,922 2,690 2,534 2,421 2,266 2,092 1,995 1,887 1,761 1,622
40 4,085 3,232 2,839 2,606 2,449 2,336 2,180 2,003 1,904 1,793 1,660 1,509
50 4,034 3,183 2,790 2,557 2,400 2,286 2,130 1,952 1,850 1,737 1,599 1,438
60 4,001 3,150 2,758 2,525 2,368 2,254 2,097 1,917 1,815 1,700 1,559 1,389
70 3,978 3,128 2,736 2,503 2,346 2,231 2,074 1,893 1,790 1,674 1,530 1,353
80 3,960 3,111 2,719 2,486 2,329 2,214 2,056 1,875 1,772 1,654 1,508 1,325
90 3,947 3,098 2,706 2,473 2,316 2,201 2,043 1,861 1,757 1,639 1,491 1,302
100 3,936 3,087 2,696 2,463 2,305 2,191 2,032 1,850 1,746 1,627 1,477 1,283
150 3,904 3,056 2,665 2,432 2,274 2,160 2,001 1,817 1,711 1,590 1,436 1,223
200 3,888 3,041 2,650 2,417 2,259 2,144 1,985 1,801 1,694 1,572 1,415 1,189
500 3,860 3,014 2,623 2,390 2,232 2,117 1,957 1,772 1,664 1,539 1,376 1,113
¥ 3,841 2,996 2,605 2,372 2,214 2,099 1,938 1,752 1,644 1,517 1,350 1,000
152
ПРИЛОЖЕНИЕ  Е (справочное)
Квантили распределения Фишера   (Fa,n1,n2)
(число степеней свободы бóльшей дисперсии – n1, меньшей – n2)
Уровень a= 0,01
n1n2
1 2 3 4 5 6 8 12 16 24 50 ¥
1 4052, 4999 5403 5624 5764 5859 5981 6106 6170 6234 6302 6365
2 98,50 99,00 99,16 99,25 99,30 99,33 99,37 99,41 99,43 99,45 99,47 99,49
3 34,11 30,81 29,45 28,71 28,23 27,91 27,48 27,05 26,82 26,59 26,35 26,12
4 21,19 18,00 16,69 15,97 15,52 15,20 14,79 14,37 14,15 13,92 13,69 13,46
5 16,25 13,27 12,06 11,39 10,96 10,67 10,28 9,888 9,680 9,466 9,238 9,020
6 13,74 10,92 9,780 9,148 8,746 8,466 8,102 7,718 7,519 7,313 7,091 6,880
7 12,24 9,547 8,451 7,847 7,460 7,191 6,840 6,469 6,275 6,074 5,858 5,650
8 11,25 8,649 7,591 7,006 6,632 6,371 6,029 5,667 5,477 5,279 5,065 4,859
9 10,56 8,022 6,992 6,422 6,057 5,802 5,467 5,111 4,924 4,729 4,517 4,311
10 10,044 7,559 6,552 5,994 5,636 5,386 5,057 4,706 4,520 4,327 4,115 3,909
11 9,646 7,206 6,217 5,668 5,316 5,069 4,744 4,397 4,213 4,021 3,810 3,602
12 9,330 6,927 5,953 5,412 5,064 4,821 4,499 4,155 3,972 3,780 3,569 3,361
13 9,074 6,701 5,739 5,205 4,862 4,620 4,302 3,960 3,778 3,587 3,375 3,165
14 8,862 6,515 5,564 5,035 4,695 4,456 4,140 3,800 3,619 3,427 3,215 3,004
15 8,683 6,359 5,417 4,893 4,556 4,318 4,004 3,666 3,485 3,294 3,081 2,868
16 8,531 6,226 5,292 4,773 4,437 4,202 3,890 3,553 3,372 3,181 2,967 2,753
17 8,400 6,112 5,185 4,669 4,336 4,101 3,791 3,455 3,275 3,083 2,869 2,653
18 8,285 6,013 5,092 4,579 4,248 4,015 3,705 3,371 3,190 2,999 2,784 2,566
19 8,185 5,926 5,010 4,500 4,171 3,939 3,631 3,297 3,116 2,925 2,709 2,489
20 8,096 5,849 4,938 4,431 4,103 3,871 3,564 3,231 3,051 2,859 2,643 2,421
21 7,945 5,719 4,817 4,313 3,988 3,758 3,453 3,121 2,941 2,749 2,531 2,305
22 7,823 5,614 4,718 4,218 3,895 3,667 3,363 3,032 2,852 2,659 2,440 2,211
24 7,636 5,453 4,568 4,074 3,754 3,528 3,226 2,896 2,716 2,522 2,300 2,064
28 7,562 5,390 4,510 4,018 3,699 3,473 3,173 2,843 2,663 2,469 2,245 2,006
30 7,314 5,178 4,313 3,828 3,514 3,291 2,993 2,665 2,484 2,288 2,058 1,805
40 7,171 5,057 4,199 3,720 3,408 3,186 2,890 2,563 2,382 2,183 1,949 1,683
50 7,077 4,977 4,126 3,649 3,339 3,119 2,823 2,496 2,315 2,115 1,877 1,601
60 7,011 4,922 4,074 3,600 3,291 3,071 2,777 2,450 2,268 2,067 1,826 1,540
70 6,963 4,881 4,036 3,563 3,255 3,036 2,742 2,415 2,233 2,032 1,788 1,494
80 6,925 4,849 4,007 3,535 3,228 3,009 2,715 2,389 2,206 2,004 1,759 1,457
90 6,895 4,824 3,984 3,513 3,206 2,988 2,694 2,368 2,185 1,983 1,735 1,427
100 6,807 4,749 3,915 3,447 3,142 2,924 2,632 2,305 2,122 1,918 1,665 1,331
150 6,763 4,713 3,881 3,414 3,110 2,893 2,601 2,275 2,091 1,886 1,629 1,279
200 6,686 4,648 3,821 3,357 3,054 2,838 2,547 2,220 2,036 1,829 1,566 1,164
500 6,635 4,605 3,782 3,319 3,017 2,802 2,511 2,185 2,000 1,791 1,523 1,000
¥ 6,635 4,605 3,782 3,319 3,017 2,802 2,511 2,185 2,000 1,791 1,523 1,000
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