The 
gists and linguists today do not think that our language can be older than some 50.000 years, but also possibly not younger than some 30.000 years when a kind of revolution in art and crafts took place with Cro-Magnon. This estimation is based on indirect inferences from skeletal remains about the development of the neocortex as the seat of the linguistic potential on the one hand, and of the descent of the larynx as the necessary precondition for the articulation of various distinctive linguistic sounds on the other. This estimation takes into account the tools produced by different races of man and their variability. It also takes into account other signs of creativity, especially the emergence of art, such as painting or sculpture, as well as traces of possible forms of communication, beliefs or rites. There are hypotheses that connect the emergence of language with the general development of human faculties, social behaviour and intellectual faculties, while others tend to isolate the linguistic faculties from the rest. Some hypotheses view the emergence of language in the context of the continuous process of human development, while others stress the completely innovative character of language. At any rate, the question of the origin of language, which was banned from science by the International Linguistic Society of Paris as unanswerable in 1866, has once again in our times entered the agenda of sciences such as biology, psychology, neurology, anthropology and, of course, linguistics in the framework of the theory of evolution. 1 In spite of the difficulties in identifying the human species by linguistic faculty, as it seems more probable that human species developed language over time, two other statements of Herder's have been confirmed: first, that humans are creatures that live in herds and therefore need language to communicate; and, second, that, just as it was impossible that humanity remained in one herd, so was it impossible to preserve one common language, and thus different national languages necessarily arose. 2 These two statements may suggest that we could, if we are endowed with intellect, think without language to some extent, but that we would then be unable to communicate our thoughts, feelings, wishes, commands, knowledge, or lack of knowledge, expressed as questions to others in our society. Taking into account the competitive nature of human societies, this could imply that communication with others by means of language might strongly stimulate our thinking. This is well known in philosophy and in the sciences which greatly owe their development to dialogue and the exchange of ideas, scientific treatieses and their criticism. Herder's two statements cited above also imply that all modern humans share linguistic ability as a universal characteristic, but that different nations or communities speak different languages and linguistic idioms with different characteristics. The statement that the mankind was unable to remain one herd or one community, and that therefore different national languages arose, introduces not only the concept of the synchronous variety of languages, but also that of their diachronic differentiation, i. e. of language change. In the epoch following Herder, that of Friedrich Schlegel and Wilhelm von Humboldt, as well as of Franz Bopp and Rasmus Rask, grammar, the science of language, itself changed from the descriptive synchronous grammar of languages to language typology and to the historical and comparative grammar of languages or language families. In the times of the birth of historical and comparative grammar and of language typology, grammar emancipated itself from philology, began being understood as a science comparable to the natural sciences, especially evolutionary biology, and took on the new name Sprachwissenschaft, or linguistics.
Historical linguistics and typology bring us from the problematic field of philosophical or scientific research into the undocumented origin of language to the field of well-grounded research into the documented history of languages and their varieties. This turning point came after many periods of speculation and research into language. First, language study was born from Greek philosophy of archaic and classical epochs. Thereafter it associated with the study of literary texts in the Hellenistic period, which gave rise to the first Western grammar in our sense, that was, however, originally a part of the grammatical art corresponding to our concept of philology. The Greek grammatical model was applied to Latin in due time. In late Antiquity and in early Middle Ages grammar became one of the liberal arts, a part of the trivium. Later in the Middle Ages grammar was again associated with philosophy, in the school of the Modistae it became speculative peripatetic grammar of Latin, connected with logic and cognition theory, with the aspiration to be universal. In the Renaissance, grammar fell into arms of philology once more, developed great precision and erudition, and was gradually applied to a number of contemporary languages, both European (Provençal, Spanish, Italian, French, English, Polish, Old Church Slavonic, Croatian, etc.) and non-European described mostly by missionaries (Tarascan, Quechua, Nahuatl, etc.). In the following centuries it was also applied to Asian languages (Japanese, Vietnamese, Chinese, Hindi, Sanskrit, etc.). During the epoch of Rationalism in the 17th century the French Cartesian Grammar of PortRoyal once again brought grammar into the realm of philosophy and logic, and again aspired to be universal. Traditional descriptive and prescriptive grammar in the 19th century gave way to the new historical and comparative grammar, which invested great efforts into becoming strictly scientific, and this later turned into modern linguistics. In the 20th century this independent new science split into the diachronic (e.g. Indo-European comparative grammar, etc.) and synchronous linguistics of different structuralist schools (cf. e.g. Robins 1997 ). However, in the second half of the 20th century the most prevalent trends in linguistics once again associated with philosophy in some way: the generative and transformational grammar with its aspiration to universality on the one hand, and, the cognitive linguistics as a part of the multidisciplinary cognitive science on the other, consisting of philosophy, linguistics, anthropology, psychology, neuro-science, and the study of artificial intelligence. It is apparent that the goal during periods in which the study of language was associated with philosophy was to look both for the expression of thought in language, and for the universal rational principles in language. This amounts to the claim that, although human languages are different, our reason underlying them is one and unique. On the other hand, during periods in which the study of language was associated with philology, the stress shifted to the use of language in literature and culture, the description of all specific features of a given language, and its specific use by individual authors. During periods of the independence of linguistics, linguists are most interested in the multiplicity of languages and their genetic, typological and cultural relationship. These approaches may be taken as complementary. Cf. e.g. Matasović 2005, 22-46. 2 It is worth mentioning that Rousseau also wrote an Essai sur l'origine des langues, which was published in 1781, but was written probably some twenty years earlier, starting already in the title from the plurality of languages.
Interdisciplinary cooperation with other sciences has produced new fields like sociolinguistics, psycholinguistics, etc., including cognitive science. An interesting conclusion in this respect can be suggested by the research into the universals in languages, according to Ranko Matasović:
"What is universal in the grammars of languages is usually nothing specifically linguistic. Universal grammatical features, such as the structure of statements linking different arguments, are directly connected with the structure of the human mind (intellect), i. e. with the way the mind perceives the world around us." (Matasović 2005, 102-103) This suggestion is in accordance with what is apparent as the typical approaches of philosophy, philology or linguistics alone to the study of language. Comparable developments in the extra-European study of language were skipped over so far, but they may be occasionally mentioned in the following summary survey of linguistic perspectives. Greek philosophy discovered that the structure of our languages and the parts of speech within them largely correspond to our conceptual categories and thus may have stimulated their recognition: nouns correspond primarily to substances, adjectives to properties, verbs to activities. This was recognized by Aristotle as well as by the Indian Vaiśeṣika philosophers. Our language corresponds in some way to our cognition, and our cognition corresponds in some way to the objective reality. This is what the Peripatetics and Scholastics considered adaequatio rei et intellectus, and this concept was developed within the mediaeval school of grammarians known as the Modistae. The fascination with the general concept of language in relationship to human intellect persisted in the 17th century rationalist Port-Royal grammar, and was revived in generative and transformational grammar in the 20th century. The inadequacy of language in discussing metaphysical issues was claimed by Ludwig Wittgenstein, who advocated a return to the ordinary language in common use, similar to the Madhyamaka school of some 1,800 years earlier. On the other hand, John Langshaw Austin and John Searle claimed that the task of language was not only to support cognition, but also to stimulate action, to "do things with words", as the Indian Mīmāṃsakas did roughly two millennia earlier, especially regarding rules for ritual activities. However, there is not only one language of mankind, but there are many languages of many types and many families. The polymaths of antiquity and the Middle Ages were aware of the multitude of languages, but their serious study began only in modern times, during the period of far-reaching colonizations and religious missions. This began to result in new synthetic insights in the 19th century with Friedrich Schlegel and Wilhelm von Humboldt and their language typology, which later continued in the work of great linguists of the 20th century, such as Franz Boas, Edward Sapir, Leonard Bloomfield, Joseph Harold Greenberg, etc. Humboldt, Sapir and especially amateur linguist Benjamin Lee Whorf considered the issue of whether the different structures of languages induce different modes of thinking, or different worldviews. 3 On the other hand, as mentioned above, in the 19th century comparative and historical linguistics became the most demanding linguistic discipline with Rasmus Rask, Franz Bopp, Jacob Grimm, August Schleicher, and later Karl Brugmann, Berthold Delbrück, Hermann Paul, August Leskien, Antoine Meillet, etc. The break came with Ferdinad de Saussure who was a great Indo-Europeanist on the one hand, and the founder of modern structuralist linguistics on the other. His dichotomies, such as that between language and speech, helped to make linguistic concepts considerably more intellectually precise.
Yet another approach to the language is deserving of mention. Almost as old as the philosophy of language, it was philology that began analysing literary texts in the Hellenistic period, and which produced the first Greek, and later Latin, grammars. Philology investigates literary languages and evaluates their development in relationship to the development of the cultures they express and communicate. This language development must be very clearly distinguished from the language change studied by historical linguistics. The relationship between language and cognition, or language and expressivity or precision, can be best understood within a broader framework on the basis of a clear dichotomy between language development and language change. Modern cognitive science partly includes the consideration of the relationship between language and culture, due to its multidisciplinary connection of philosophy and anthropology with linguistics, as well as psychology, neuro-science and the study of artificial intelligence. However, philology with its traditional multidisciplinary coordination of linguistic, literary, cultural and historical disciplines still retains its importance in connecting language, culture and human thought, especially when complemented with philosophy. The paper will attempt to illustrate through some eloquent examples how philosophical reasoning and philological experience can shed ample light on the question of the relationship between language and cognition. In the following discussion, I shall attempt to concentrate on languages in a historical perspective, on their change and development. Although the study of these processes does not completely answer the question of the relationship between language and cognition, it will be demonstrated how language change, as it is usually understood, gradually reduces the cognitive potential of languages, whereas language development enhances this potential. If we are interested in cognition, we must make a distinction between these two processes. What is language change? The Romance languages originate from Latin. How did Latin change into the Romance languages? Concerning vocal expression, linguistic change regularly begins on the level of sounds, phonetics and phonology. Phonetic and phonological changes give rise to changes in morphology. These then provoke changes in syntax. Concerning content, the change can begin through substitution of one word for another. In case in which common people transmit a language, words from a higher register or a more cultivated style are often replaced with words from a lower register. On the other hand, when words from a higher register are lost in a language, and some more cultivated class of speakers needs them again, they must be created anew if word formation in the language is still alive, or they must be borrowed from some other language. If a Latin nobleman speaks of a horse or of a path to take, he will use the words like equus and iter or via. If a peasant speaks, he might use words like caballus 'nag' and caminum 'trail'. As a result, French has the words cheval and chemin for the Latin equus and iter. On the other hand, Latin phonemes underwent, among others, the following changes in French: 3 Cf. Humboldt 1835 Humboldt , repr. 1935 Sapir 1921 , 1949 , Croatian transl. 2013 Whorf 1956; Ježić 1989, 95-122. Vowels: When these changes are seen, it becomes obvious that e.g. the famous French revolutionary slogan Liberté, égalité, fraternité does not contain any strictly French word, but rather two loanwords from Latin and one adaptation from Latin (égalité). The common people who used this language had not needed a word for 'freedom' until that time, so they used the words livrer and livraison in the more modest sense of 'to deliver, supply' and 'delivery'. Thereafter, French had to borrow words for lost meanings from Latin. On the other hand, the four Latin conjugations are still recognizable in French: aimer < amāre, devoir < debēre, vendre < vendĕre, venir < venīre although the proportion of verbs following them has radically changed. However, conjugation became mostly unfunctional because of the sound changes (Adamović & Ježić 1939 o] ) development or evolution? Or the loss of words for freedom, equality and fraternity together with their meanings? This is change, and it could be referred to as the 'ruin' of a language rather than 'development', just as the Indian grammarians called analogous changes in Indian languages 'ruin' (apabhraṃśa). However, this does not mean that the French language did not develop. It did, however not out of Latin, but out of its own 'ruin'. What is language development? Development is documented in mediaeval poetry and novels, in Renaissance poetry and prose, in the classicist literature of the 17th century: Corneille, Racine and Molière, in the works of rationalism, especially of Descartes, in the foundation of the French Academy, and the subsequent development of creativity and the cultivation of language. The situation was even worse with English. After the battle at Hastings in 1066, when the French-speaking Normans conquered Britain, the Anglo-Saxons lost their social status and their language suffered great losses. The Anglo-Saxons, as is documented in language, could raise calves and cows, sheep or swine (all Germanic / Teutonic words), but the Normans ate beef, veal, mutton and pork (all Old French words) when they came to their tables. The losses in morphology in comparison with Old English were dramatic: the present tense of most verbs has only two verbal forms, e.g. give and gives. The preterite has only one: gave. Etc. The losses in word formation were even more dramatic. English cannot form neutral adjectives from nouns like dog, cat, cow, or man and woman. It must borrow the respective adjectives canine, feline and bovine from Latin, and for human's male and female from French, or masculine and feminine from Latin. English can only use compounds instead: dog food, cow dung. The institutions of society and state were completely in Norman hands, and therefore juridical terminology is also of French origin: judge, jury, court, gaol / jail, etc. (cf. Old French juge, jurée, cort / cour, jajole / jeole) (Bradley 1927) . Of course, the situation changed over time, and English developed into a rich and functioning standard language due to its rich literary production, science, education and political institutions. What does the language change have to do with cognition? Obviously, when grammatical forms and words disappear, communication becomes more difficult, and mental and cultural content is impoverished or even devastated. This is even clearer with intellectual terminology. English borrowed a great deal of its social terminology from other languages, mostly from French, due to the French-speaking feudal lords of the country, and the bulk of its intellectual terminology from Latin, initially due to the learned clergy, and later to the humanists and classicists. However, this borrowing is already the opposite process. Having become largely unable to create new words, a language like English can enrich its vocabulary and compensate for the losses mostly by borrowing words from other languages. However, if this is done from appropriate sources that belong to the cultural history of the linguistic community, this process can be considered the recovery, development or evolution of the respective language. Modern standard English is a blend of English vocabulary covering the majority of everyday terminology and some more intellectual contents designated by metaphorically extended terms or by compounds, French vocabulary covering many parts of social and cultural terminology, and Latin vocabulary covering essential parts of intellectual terminology.
Three different functional languages have been blended into a unique linguistic system wherein their lexical wealth serves three main functional styles of the standard language (and many secondary ones). This language is a construct built and developed out of the resources of its cultural (and social and political) history. Viewed in this way, English is much less a national language, and much more a national (and nowadays international) linguistic tool creatively developed out of the European heritage of the English people from antiquity to present day. Changes similar to these in the Romance languages and English can be nicely illustrated through examples from Indian languages. The Middle Indo-Aryan (Indo-European Indian, MIA) languages (Prakrit and Avahaṭṭha) underwent great phonetic and phonological changes, which necessitated a thorough reorganization of morphology and syntax, which was finally achieved in the New Indo-Aryan (Indo-Aryan, NIA) languages. A period of deterioration or 'ruin' (apabhraṃśa) of the Old Indo-Aryan (OIA, Vedic), was accompanied by the standardization of a slightly simplified literary version of Old Indo-Aryan, Sanskrit, which served for millennia as the universal Indian language of education, science and literature. On the other hand, this 'ruin' was later followed by the change and ensuing development of the New Indo-Aryan (NIA) languages, such as Hindī, which needed and still need many loanwords, especially from Sanskrit, to answer the cognitive, cultural and civilizational needs of the changing times. 4 All of these New Indo-Aryan languages first experienced a degradation of their linguistic potential and thereafter development in the process of their standardization until present day. Let us briefly illustrate how the change into Middle Indo-Aryan worked. After the phonetic changes in the Prakrit language Māhārāṣṭrī, famous for its love poetry, a nice stanza runs as follows:
amiaṃ pāuakavvaṃ paḍhiuṃ souṃ ca je na jāṇaṃti / kāmassa tattataṃtiṃ kuṇaṃti te kahaṃ na lajjaṃti// The Old Indo-Aryan rendering would run like this: amṛtaṃ prākṛtakāvyaṃ pāṭhituṃ śrotuṃ ca ye na jānanti / kāmasya tantratantrīṃ kṛṇvanti te kathaṃ na lajjaṇti // 5 "Those who do not know to recite or to listen to the immortal poetry in Prakrit, and yet produce learned treatises on love, how are they not ashamed?"
Are the expressions (amia, pāua, souṃ, etc. for amṛta, prākṛta, śrotum, etc.) still recognizable to somebody who is not well acquainted with the respective sound changes? The distinctiveness of sounds and sound sequences has dramatically decreased. The sound changes that occurred in this illustration can be outlined as follows:
A rule stating that a semivowel is assimilated to a stop or a siblant: tr > tt sy > ss A metrical rule requiring that a syllable cannot have more than two morae did not permit a long vowel in front of more than one consonant:
In spite of this, the poetry composed in Prakrit was considered 'immortal', as exquisite as the Italian dolce stil nuovo. This poetry helped Prakrit (in this case Māhārāṣṭrī) develop into a literary language (however, it was never used for scholarly or scientific purposes). Let us now outline an example in which the impoverishment in vocabulary was promptly counteracted through the creation of new terminology by means of metaphorical shifts in meaning. The Buddha preached in Middle Indo-Aryan, Prakrit. He teaches that there are five categories encompassing our complete possible experience: our sensory experience of the outer world (rūpa), our feelings (vedanā), our perception (saññā < OIA saṃjñā), the forces structuring our consciousness (saṅkhāra < OIA saṃskāra) and consciousness itself (viññāna < vijñāna). All five of these are called upādānakhandhas (< OIA skandha) 'the trunks of clinging'. This looks strange. Therefore, Indologists translated it into English in a more understandable way as the 'five aggregates'. However, why are there 'trunks' in the original? Because they all branch out in a certain number of branches: e.g. feelings branch out into three main branches: pleasure, pain and indifferent feeling, perception diverges into six branches: the five senses and the mind as organ of thinking, etc. Moreover, the trunks of trees cling to the soil with their roots. We cling to this world by taking roots with these five kinds of objects or five faculties oriented towards the objects of this world. This system of analogies gave rise to the term upādānakhandha. To translate it as 'aggregates' means to miss the point of analogy, respectively the point of the metaphor. However, the New Indo-Aryan languages have completely reorganized their morphology due to the sound changes that destroyed the OIA morphology, similar to French and English. While they do not normally use Prakrit loanwords, they do use Sanskrit as abundantly as French or English use Latin loanwords in order to compensate for their losses in vocabulary, which largely occurred in India during periods of foreign rule, first during Turco-Afghan Muslim rule and then during British rule. During these periods only Sanskrit functioned as the native language of literature, science, culture, and civilization, similarly to Latin in Western Europe. On the whole we can either make distinction between language change and language development, or we can refer to both processes as language change -but with a distinction between language 'degradation' or 'ruin' and language cultivation or development. It is alarming how much attention modern linguists have paid to the former and how little to the latter, because it is language cultivation or development which is connected with the progress of culture that has somehow fallen out of sight. In short, language change in the sense of deterioration is the spontaneous erosion of the distinctive features (usually beginning at the phonetic level) and lexical wealth of a language, and it reduces 4 Some of these, especially if spoken by Muslims, such as Urdū, have accepted many loanwords from Persian and Arabic and some from Turkish instead of Sanskrit. 1933; Turner 1966 Turner , repr. 1989 Bubenik 1996; Cardona & Jain 2003 , 2007 the tools of cognition in a language. Language development, on the contrary, is not a spontaneous process, but a conscious effort to answer the intellectual, emotional and sensory needs of a linguistic community that is in the process of developing its culture and adapting or harmonizing its linguistic tools to answer the needs of this cultural progress. Therefore, linguistic change in the sense of deterioration takes place in the common language, while linguistic development mostly takes place on the levels of educated and cultivated communication, like arts, philosophy, social and political organization, and the sciences. Language development enhances the cognitive potential of a language or its ability to express and communicate intellectual and cultural values. We may illustrate the results of such linguistic history of both the ruin or change and the development of languages through the example of a passage both philosophical and linguistic translated from Greek into English and German. Plato, Cratylus 402 A-B:
"Τὸν Ἡράκλειτόν μοι δοκῶ καθορᾶν παλαί᾿ ἄττα σοφὰ λέγοντα, ἀτεχνῶς τὰ ἐπὶ Κρόνου καὶ Ῥέας, ἃ καὶ Ὅμηρος ἔλεγεν. Πῶς τοῦτο λέγεις; Λέγει που Ἡράκλειτος ὅτι πάντα χωρεῖ καὶ οὐδὲν μένει, καὶ ποταμοῦ ῥοῇ ἀπεικάζων τὰ ὄντα λέγει ὡς δὶς ἐς τὸν αὐτὸν ποταμὸν οὐκ ἂν ἐμβαίης. Ἔστι ταῦτα. Τί οὖν; δοκεῖ σοι ἀλλοιότερον Ἡρακλείτου νοεῖν ὁ τιθέμενος τοῖς τῶν ἄλλων θεῶν προγόνοις 'Ῥέαν' τε καὶ 'Κρόνον'; ἆρα οἴει ἀπὸ τοῦ αὐτομάτου αὐτὸν ἀμφοτέροις ῥευμάτων ὀνόματα θέσθαι; ὥσπερ αὖ Ὅμηρος 'Ὠκεανόν τε θεῶν γένεσίν' φησιν καὶ μητέρα 'Τηθύν' • οἶμαι δὲ καὶ Ἡσίοδος."
Plato with an English translation by H. N. Fowler, Loeb 1926, pp. 67-69: "SOC. I seem to have a vision of Heracleitus saying some ancient words of wisdom as old as the reign of Cronus and Rhea, which Homer said too. HER. What do you mean by that? SOC. Heracleitus says, you know, that all things move and nothing remains still, and he likens the universe to the current of a river, saying that you cannot step twice into the same stream. HER. True. SOC. Well, don't you think he who gave to the ancestors of the other gods the names 'Rhea' and 'Cronus' had the same thought as Heracleitus? Do you think he gave both of them the names of streams merely by chance? Just so Homer, too, says 'Ocean the origin of the gods, and their mother Tethys'; and I believe Hesiod says that also (…)." Platon, Werke, Bd 3, translation was to its development. This also indirectly shows how essential it was to the development of French, which originated from the vulgar Latin, to be able to return to the lexical treasures of its Latin source in order to dip out of it. It could be paradoxically said that English owes a great deal to its writers, to its Bible translators like Coverdale and Tindale, and to its great poets like Shakespeare and Milton. However, it owes a great deal more to the great Latin poets, writers and scholars, such as Marcus Terentius Varro or Marcus Tullius Cicero, as well as to many others, without whom English would not possess the intellectual vocabulary that enables it to communicate civilizational, philosophical, or scientific matters. These Roman authors created the necessary Latin terminology after the Greek model in their times, and thus enabled Latin to communicate intellectual matters in Western Europe for some seventeen centuries. Even today, it could be provocatively stated that Latin and Greek (through its loanwords and through terminology coined in Latin after the Greek model) are not dead languages, but rather living languages that revived dead, or at least intellectually dying, modern European languages, such as French and English, and imbued them with new life. This use of classical resources could be referred to as the renaissance of these languages. That is an intellectually neglected aspect of the cultural history of language development in Europe, as well as in some other parts of the world, such as India. On the other hand, a different type of language development, serving the same purpose in a less derived manner, can be illustrated through the example of German. Here, almost everything is transposed into German by means of the linguistic resources of the German language itself. If we look for the terms for the respective meanings -in place of the English loanwords vision, universe, current… ancient, (reign), move, remain, river, ancestor, (by) chance… -we find the German words: sehen, alles Seiende, strömend… (gar) alt, davongeht, bleibt, Fluß, Urahn, (von) ungefähr… Whatever be the reason (whether isolation from the most violent civilizational storms and trends of history or something else), the German language has largely preserved its morphological creativity and its lexical wealth, and has been able to use it or to develop it by means of its alive and fully functional word formation (through derivation and composition). Therefore, German did not need to borrow words from other languages, and, over time, it substituted even inherited Latin loanwords with terms formed from its own linguistic elements and procedures (from roots, stems, affixes, suprasegmental features). German and some Slavic languages, e.g. Croatian, are examples of the development of literary or standard languages -equally competing with the cognitive and expressive achievements of classical languages, and equally answering to modern cognitive and cultural needs -out of their own elements and following their own grammatical procedures, which have been preserved to a sufficient extent to be able to answer the great majority of cultural needs. French and English are not to be blamed for the fact that they had to help themselves by borrowing words and expressions to develop their linguistic potential according to the needs of the progress of culture. Equally, German or Slavic languages should not be blamed if they can achieve the same cultural goals referring simply to their own lexical wealth and functioning grammatical procedures, especially to word formation patterns. It is not serious when some people, ideologically motivated journalists, or even insufficiently educated linguists, all of which abound in smaller countries like Croatia, reproach that such language cultivation is purism or nationalism. This means that they do not understand linguistic structures and pro-cesses, and that they underestimate or dismiss the value of linguistic diversity. On the contrary, these languages do not borrow less loanwords because of the purism, rather French and English had to borrow a great deal more loanwords because of their lack of surviving morphological devices. However, all current literary or standard languages must equally answer the cognitive and cultural needs of modern culture and civilisation, which is becoming more and more international and global, and insofar as these languages are successful in fulfilling this unending task -through inner creativity or through the harmonization of inherited and borrowed elements in their language systems -they are equally international and equally open to answering the needs of communicating this global culture for the sake of their linguistic community. The different strategies of different languages to satisfy the cognitive, cultural and civilizational needs of the times are usually founded in their linguistic history, which is a part of their social, cultural, and political history. However, it is useful to understand that, whichever of these strategies a language follows, it is important to avoid language change in the sense of the loss of distinctive features, just as it is important to avoid the erosion of fertile soil as much as possible. It is also essential to invest conscious efforts in the arts, in social and political life, and in science and technology to cultivate languages and to enhance their cognitive, communicative and cultural potential. One prominent aspect of this development, although not the only one, is the constant care for terminology. Only such an enhancement of the cognitive, cultural and civilizational potential of languages can be rightly termed language development.
