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Abstract 
The process of converting natural language specifications into conceptual models requires 
detailed analysis of natural language text, and designers frequently make mistakes when 
undertaking this transformation manually. Although many approaches have been used to help 
designers translate natural language text into conceptual models, each approach has its 
limitations. One of the main limitations is the lack of a domain-independent ontology that can be 
used as a repository for entities and relationships, thus guiding the transition from natural 
language processing into a conceptual model. Such an ontology is not currently available 
because it would be very difficult and time consuming to produce. In this thesis, a semi-
automated system for mapping natural language text into conceptual models is proposed. The 
model, which is called SACMES, combines a linguistic approach with an ontological approach 
and human intervention to achieve the task. The model learns from the natural language 
specifications that it processes, and stores the information that is learnt in a conceptual model 
ontology and a user history knowledge database. It then uses the stored information to improve 
performance and reduce the need for human intervention. The evaluation conducted on 
SACMES demonstrates that (1) designers’ creation of conceptual models is improved when 
using the system comparing with not using any system, and that (2) the performance of the 
system is improved by processing more natural language requirements, and thus, the need for 
human intervention has decreased. However, these advantages may be improved further through 
development of the learning and retrieval techniques used by the system.               
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Chapter 1: Introduction and Motivation 
1.1 Motivation and Statement of Problem 
Conceptual model development is the most important stage in the design of a system and 
database. The conceptual model provides a blueprint for the system and database, explaining the 
system’s functions and structure (Thalheim, 2000). To be considered a qualified conceptual 
model, it must have the ability to reflect the real world environment (Dullea, Song, & Lamprou, 
2003). Furthermore, any errors in the conceptual model will be costly to fix during 
implementation (Thonggoom, 2011), so correcting errors during the early stages of developing 
the model is considerably cheaper than correcting them at a later stage (Boehm, 1981). 
Natural language is used as the main tool to describe the requirement specifications of systems. 
People usually use natural language text to describe things in the real world and therefore, most 
requirement specifications in industry are written in natural language (Neill & Laplante, 2003; 
Luisa, Mariangela, & Pierluigi, 2004). However, there are as many as eighty different conceptual 
model notations that can be used to describe requirement specifications (Thalheim, 2000). 
Among these, the Entity Relationship Diagram (ERD) and Unified Modelling Language (UML) 
are the most commonly used in practice (Neill & Laplante, 2003). The ERD, proposed by Chen 
in 1976, is widely used to describe conceptual models for database design because it is easy to 
understand and capable of modelling real world problems (Chen, 1976).  
Despite its importance, however, it is very difficult to design a well-made conceptual model 
(Thonggoom, 2011) as the process can face many problems, as described below. 
1. Complex relationships between concepts: A conceptual model should represent all 
relationships between concepts in a specific domain. Novice designers frequently make errors in 
producing complex relationships between concepts (Topi, 2002), and even in producing simple 
binary relationships (Batra, 2007). An increasing number of entities leads to an increasing 
number of relationships (Batra, 2007), and as the number of relationships increases, the 
possibility of missing these relationships can also increase for both expert and novice designers. 
2. Incomplete natural language rules for conceptual model extraction: Linguistic rules for 
mapping natural language text into a conceptual model are not complete, and applying such rules 
in an inappropriate way can lead to errors (Parsons & Saunders, 2004). There may also be 
conflicts between rules. For example, a noun can represent an entity but may also represent an 
attribute. Furthermore, applying many of these rules together within a tool is a very complex 
task.  
 18 
  
3. Complex semantic relationships in natural language text: Mapping each relationship from 
a natural language description into a relationship in a database may lead to problems (Batra, 
2007). One such problem is that incorrect relationships are added. For example, in the sentence 
'The company is divided into departments', which is part of a problem description for a company 
database, if the relationship mentioned in the sentence is mapped into a relationship in the 
conceptual model, a relationship of one-to-many between ‘company’ and ‘department’ is 
created. However, from the scenario it is clear that there is just one company, and there is no 
need to add the company as an entity in the conceptual model. Equally, there may be 
relationships required by the database that have not been explained in the natural language 
description.  
4. Novice designers’ lack of domain knowledge and experience: Expert designers are clearly 
more capable and skilled than novice designers at translating natural language specifications into 
conceptual models, as they can use knowledge from previous experience they have gained (Kim, 
Lee, & Moon, 2008). However, even expert designers may fail to build a good conceptual model 
if they have an incomplete requirement specifications text.  
5. Different solutions for the same problem: One of the main issues in translating natural 
language specifications into conceptual models is the availability of more than one solution 
(Moody & Shanks, 1994). Various alternative solutions may be correct. For example, in a 
sentence such as ‘A student has a department, a name and an address’, one solution would be to 
consider ‘a student’ and ‘a department’ as entities, with a relationship of one to many between 
them, in addition to considering ‘a name’ and ‘an address’ as attributes of the student entity. 
Another solution, however, would be to consider that ‘a student’, ‘a department’ and ‘an address’ 
are entities, with a relationship of one to many between ‘a department’ and ‘a student’ and a 
relationship of one to many between ‘a student’ and ‘an address’.  
6. Natural language specification problems: The fact that requirement specifications are 
written in natural language text can lead to many issues. These issues include noise, silence, 
overspecification, contradiction, forward reference and wishful thinking. In addition, the greatest 
problem linked with the use of natural language text to describe requirement specifications is 
ambiguity. Ambiguity is the occurrence in the text of an element that allows a feature of the 
problem to be understood in at least two different ways. Ambiguity in natural language text is 
divided into three types. These types are (1) lexicographic ambiguity, which occurs when a word 
in English has more than one meaning; (2) grammatical ambiguity, which occurs when a 
sentence can be parsed in several different ways; and (3), textual cohesion, which means all parts 
 19 
  
of the text should be linked properly with a smooth transition from one idea to another (Meziane, 
1994). 
Because of the difficulties faced by designers, especially novice designers, in the creation of 
conceptual models, technologies have become involved in conceptual model creation, as well as 
in mapping from conceptual models to logical or physical models. There are many commercial 
graphical CASE tools which can be used to automatically convert a conceptual model into a 
logical or physical model (Thonggoom, 2011). However, there is no commercial or non-
commercial tool which can automatically convert natural language text into a conceptual model 
(Song, Zhu, Ceong, & Thonggoom, 2015; Šuman, Jakupović, & Kuljanac, 2016; Thonggoom, 
2011). Instead, various semi-automated approaches are used for this purpose, which include the 
following (Thonggoom, 2011).  
1. Linguistics-based approach: The linguistics-based approach uses natural language 
techniques and rules to translate natural language descriptions into conceptual models. Chen 
(1983), suggested eleven rules for mapping requirement specification text into an Entity 
Relationship Diagram (ERD). Chen’s work was followed by other studies, such as those by 
Hartmann and Link (2007), Omar, Hanna and McKevitt (2004) and Overmyer, Lavoie and 
Rambow (2001), to use, enhance and extend Chen’s rules, but the rules are still incomplete, 
inaccurate and overlapped. These rules can service only the basic requirements of the process of 
translating natural language into a conceptual model. The strength of the linguistic approach is 
that it is domain independent; the disadvantage is that it does not have a knowledge base (Song 
et al., 2015). 
2. Pattern-based approach: In his book on architecture and urban planning, Christopher (1979) 
explained the importance of using patterns in designing. His idea was that designers should use 
patterns instead of trying to solve design problems from scratch. In the same way, patterns are 
suggested as a means of reusing solutions to recurrent problems in software development, and 
reuse of patterns can bring many benefits to this context, including improvement of quality and 
saving of time and money (Hoffer, Prescott, & McFadden, 2004). The approach takes advantage 
of previous conceptual model designs and reuses them. A repository of case studies is stored and 
used as a knowledge base to help in creating conceptual models from requirement specification 
text. Choobineh and Lo (2004), Paek, Seo and Kim (1996) and Storey, Chiang, Dey, Goldstein 
and Sudaresan (1997) all provide examples of using this technique. However, the practice of 
using patterns in the creation of conceptual models is a challenge, since creating a pattern 
repository is difficult and requires extensive time and effort. In addition, most of the proposed 
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tools for using patterns in conceptual model development are built manually, and the manual 
building of such tools requires time and domain knowledge (Song et al., 2015).  
3. Case-based approach: For developing knowledge-based systems, a technology called case-
based reasoning can be used. Case-based reasoning works by finding a solution for a new 
problem by retrieving a solution to a similar problem and adapting it into a suitable solution for 
the new problem. However, only a limited number of researchers have used the case-based 
approach. Although the approach benefits from reusing previous designs, its main disadvantage 
is that developing conceptual model libraries is extremely costly (Thonggoom, 2011). 
4. Ontology-based approach: The use of ontologies has become widespread in fields such as 
information systems, databases and natural language processing. Artificial intelligence 
researchers have taken the word ontology from philosophy, and the term has come to be used in 
various different scientific domains (Roussey, Pinet, Kang, & Corcho, 2011). An ontology can 
be used in solving problems of semantic relationships in information systems (El-Ghalayini, 
Odeh, & McClatchey, 2006). The main gain of using ontologies in the creation of conceptual 
models is the possibility of reusing real-world relationships in the upper level or domain level. 
Sugumaran and Storey (2006) offer an example of using an ontology in the extraction of entity 
relationship models from natural language descriptions. The main disadvantage is the difficulty 
of the approach, in that extensive time and effort are needed for ontology development (Song et 
al., 2015).  
5. Multiple approaches: As there is no perfect approach for extracting conceptual models from 
requirement specifications, Song, Yano, Trujillo and Luján-Mora (2004), and Thonggoom 
(2011) suggest using more than one approach to tackle the limitations of each individual 
approach. However, in the author’s view it is necessary to integrate different approaches in a 
specific way in order to tackle these limitations.  
 
The linguistics-based approach services the basic requirements for extracting conceptual models 
from natural language text, but it cannot stand by itself because it is not capable of solving 
ambiguity issues in natural language text and because it does not include a knowledge base. 
Therefore, using the linguistics-based approach in combination with other approaches may give a 
better result. The pattern-based, case-based and ontology-based approaches are all applied to 
take advantage of reusing information from previous designs. In particular, ontologies are widely 
employed in reusing data, and this approach also provides a good set of components which can 
represent information about the knowledge base in an appropriate way. These components 
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include terms, concepts, relationships and axioms. A combination of linguistics and ontology-
based approaches should be able to produce a powerful application for extracting conceptual 
models from natural language text. However, because of the likelihood of ambiguity in natural 
language, this combination will also need a minimum degree of human intervention to resolve 
such issues in requirement specification texts.     
This thesis therefore suggests the use of a multiple approach to build a semi-automated model for 
extracting conceptual models from natural language specifications. The proposed model will 
integrate natural language processing tools and ontologies to produce conceptual models from 
natural language text. The model will learn from the natural language texts that it processes and 
store what has been learnt in its knowledge base in order to update it. The information stored in 
the knowledge base will help the model to minimise human intervention and to improve its 
performance. 
 
1.2 Research Aim 
The aim of the research is to improve the creation of conceptual models from natural language 
text by developing a tool that can help designers in this process. 
 
1.3 Research Objectives 
The objectives of the research are as follows: 
1. To explore and analyse the approaches that are currently used for extracting conceptual 
models from natural language text, to examine their strengths and weaknesses, and to identify 
the features that could be integrated in a new tool (see Chapter Two). 
2. To examine the natural language rules that are used in mapping natural language requirements 
into a conceptual model, to identify their strengths and weaknesses, and to determine which rules 
will be suitable for use (see Chapter Three). 
3. To design a semi-automated, domain-independent methodology that attempts to tackle the 
limitations of current methodologies (see Chapter Four).  
4. To implement a prototype for the methodology (see Chapter Four). 
5. To conduct an empirical evaluation of the methodology using the prototype to ascertain the 
effectiveness of the implemented tool (see Chapter Five). 
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1.4 Methodology  
1. To achieve objective number one, a literature review is conducted to identify, examine and 
analyse approaches used to map natural language specifications into conceptual models. Having 
identified the knowledge gap, the author then proposes a model to fill this gap, which combines 
natural language processing, ontology, linguistics rules and human intervention. The author 
reviews natural language processing tools in order to select those that will be suitable for 
incorporation into the model. Ontologies are also reviewed in order to identify (1) methods for 
developing the ontology that will be included in the model; (2) techniques to be used in training 
the ontology; and (3) which existing ontologies can be incorporated into the model. 
2. To achieve objective number two, the author reviews linguistic rules, identifies their 
weaknesses, and selects some of the rules to be incorporated into the model.   
3. To achieve objectives three and four, a model is implemented. The model integrates natural 
language processing tools with an ontology and linguistics rules to help designers produce 
conceptual models from natural language text. The model learns from the natural language 
requirements that it processes and uses the learnt information to update its ontology and improve 
its performance. 
4. To achieve objective number five, the model is evaluated. The author demonstrates that the 
performance of novice designers is improved when they use the system. The author provides a 
test set of case studies with model answers and requests subjects to provide answers for these 
case studies, once by using the model and once without using the model. The model answers for 
the case studies are employed to evaluate the subjects’ performance when using the model and 
when not using it. The author also shows that the information stored by the model can help the 
system to produce conceptual models and minimise human intervention. The model is trained 
and the evaluation shows the performance of the model is improved by the training.   
 
1.5 Bibliographical Preparation 
In order to start the bibliographical aspect of this study, the author conducted a review of the 
literature regarding the conversion of natural language text into conceptual models and possible 
solutions to tackle the limitations of this process. The relevant literature was identified using 
Google Scholar, as it is a free open search engine providing access to a variety of sources 
including academic publishers and universities. The author searched using several keywords to 
identify relevant literature, the most productive of these being ‘From text to entity relationship 
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model’ and ‘From English to entity relationship model’. The first ten results retrieved from 
Google Scholar for each search term were selected. During analysis of these documents, one 
particular paper caught the author’s attention. This paper was entitled ‘English Sentence 
Structure and Entity Relationship Diagrams’. The paper was published in 1983, and since then 
has been reproduced in nine versions and cited three hundred and four times. The author 
believed this paper to be significant for this research, not only because of the huge number of 
citations it has received, but also because it was the first to propose rules for mapping natural 
language text into ERDs. The author also looked at all the documents that cited this paper, which 
revealed what researchers have added since the rules for mapping natural language text into 
conceptual models were defined. This would allow the author to be more confident about 
determining what could be added and more aware of any possible limitations. Google Scholar 
was able to retrieve three hundred of the three hundred and four documents that cited the paper. 
These documents include books, book sections, journal articles, conference papers and reports. 
Forty of the three hundred documents are written in different languages, such as Spanish, 
German and French, but only the documents written in English were considered. The author 
looked at the title and read the abstract of each document in order to decide whether it would be 
relevant to the research. In this manner, sixty-eight documents were identified to be read in more 
depth and detail. Appendix 1 provides a list of these documents, which include conference 
papers, journal articles, book sections, PhD theses and Masters theses. These documents were 
used to start the bibliographical aspect of this study. In addition to these documents, the author 
undertook further reading about natural language processing tools, ontologies and linguistic rules 
for mapping natural language to conceptual models to understand how these techniques could be 
integrated in an appropriate way to achieve the research aim.  
 
1.6 Research Contribution 
The thesis will make a contribution to knowledge by developing a framework and ontology for 
extracting conceptual models from natural language text for an independent domain. The 
developed tool that supports the framework learns from the natural language texts that it 
processes and stores what has been learnt in its knowledge base to update it. The information that 
is stored in the knowledge base helps the tool to minimise human intervention and to improve its 
performance.   
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1.7 Thesis Contents  
In addition to this Introduction and Motivation chapter, the thesis comprises five chapters and a 
series of appendices. The following is a short description of each part of the thesis contents. 
Chapter 2: Background and Literature Review 
This chapter introduces the main problems involved in the creation of conceptual models, 
reviews approaches used to map natural language text into conceptual models and discusses 
topics related to this mapping, such as natural language processing and ontologies. Section 2.1 
introduces conceptual models and the main problems involved in their creation. Section 2.2 
discusses the approaches used for mapping natural language text into a conceptual model and 
identifies the advantages and disadvantages of each approach. This section also introduces the 
proposed model. Section 2.3 discusses the natural language tasks that will be included in the 
proposed model and selects a natural language toolkit to perform such tasks. Section 2.4 
discusses ontologies. This section considers ontology types, ontology creation methods, data set 
ontologies and ontology languages.  
Chapter 3: Rules to Drive a Conceptual Model from Natural Language Text 
In this chapter, the author reviews rules that may help in extracting conceptual model 
components such as entities, relationships and attributes from natural language text. The chapter 
is divided into six main sections. Rules for determining entities are discussed in Section 3.1. In 
Section 3.2, the author selects which rules will be applied to determine entities in the proposed 
tool. Rules for determining relationships between entities are discussed in Section 3.3. In Section 
3.4, the author selects which rules will be used to determine relationships in the proposed tool. 
Rules for determining the attributes of entities are discussed in Section 3.5. The findings from 
this review and a summary of the chapter are given in Section 3.6. 
Chapter 4: Implementation of Semi-Automated Conceptual Model Extraction System 
(SACMES) 
In this chapter, the Semi-Automated Conceptual Model Extraction System (SACMES) is 
introduced. The chapter is divided into three sections. Section 4.1 demonstrates the SACMES 
architecture and Section 4.2 presents a demonstration of how SACMES is used to process 
requirement specifications. The chapter summary is given in Section 4.3. 
Chapter 5: Empirical Evaluation of SACMES 
This chapter shows how SACMES has been evaluated. The author aims to demonstrate that 
designers’ performance in conceptual model extraction will improve when using the system. 
This hypothesis is explained in Section 5.1. The author also shows that the information learnt by 
 25 
  
SACMES can help designers to produce conceptual models and minimise human intervention. 
This second hypothesis is explained in Section 5.2.     
Chapter 6: Conclusion and Future Work 
This chapter summarises the research findings and offers suggestions for future work. 
Appendices 
The appendices are used to include extra data and detail which it is not possible to include in the 
body of the thesis. 
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Chapter 2: Background and Literature Review 
This chapter introduces the main problems involved in the creation of conceptual models, 
reviews approaches used to map natural language text into conceptual models and discusses 
topics related to this mapping, such as natural language processing and ontologies. Section 2.1 
introduces conceptual models and the main problems involved in their creation. Section 2.2 
discusses the approaches used for mapping natural language text into a conceptual model and 
identifies the advantages and disadvantages of each approach. This section also introduces the 
proposed model. Section 2.3 discusses the natural language tasks that will be included in the 
proposed model and selects a natural language toolkit to perform such tasks. Section 2.4 
discusses ontologies. This section considers ontology types, ontology creation methods, data set 
ontologies and ontology languages.  
 
2.1 Conceptual Models  
The development of a conceptual model is the most important stage in the design of a system and 
database. This is because the conceptual model provides a blueprint of the system and database. 
Furthermore, the conceptual model can explain the structure of the system and its functions 
(Thalheim, 2000). In order to qualify as such, a conceptual model must have the ability to reflect 
the real-world environment (Dullea et al., 2003). A good model must be able to represent the 
concepts of the real-world situation effectively, as any errors that are made in the conceptual 
model will be costly to fix during implementation (Thonggoom, 2011). 
Natural language is used as the main tool to describe requirement specifications. People usually 
use natural language text to describe things in the world and, in the same way, most requirement 
specifications in industry are written in natural language (Neill & Laplante, 2003; Luisa et al., 
2004).  
There are many formal notations which can be used to describe the requirement specifications 
for a conceptual model written in natural language text; indeed, the total number of such 
notations can reach eighty (Thalheim, 2000). Among these notations, the Entity Relationship 
Diagram (ERD) and Unified Modelling Language (UML) are the most common formalisms used 
in practice (Luisa et al., 2004). The ERD, proposed by Chen (1976), is widely used to describe 
conceptual models for database design because it is easy to understand and capable of modelling 
real world problems. Therefore, in this research, the ERD is chosen as a formalism for database 
design to be translated from requirements in natural language.  
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The ERD is a collection of entities, attributes and relationships, and this collection is powerful 
enough to describe real world problems. UML is another conceptual data model formalism 
commonly used in object-oriented software design. The UML is a data modelling language that 
has many different notations; for example, UML 2.2 has fourteen model diagrams (Thonggoom, 
2011). However, class model diagrams are most widely used in practice to describe software 
engineering.  
Despite its importance, it is very difficult to design a conceptual model (Simsion, 2007). 
Conceptual models are difficult to design because of (1) problems in the natural language text 
used to describe a problem domain and (2) other problems facing designers when they create 
conceptual models. Many researchers have studied problems with natural language text, while 
others have studied the problems facing designers. Section 2.2.1 discusses in more detail the 
weaknesses in natural language text and Section 2.2.2 discusses the problems faced by designers 
during conceptual model creation.  
2.1.1 Problems in Natural Language Text  
The main issue in using natural language to write specifications is the problem of ambiguity. It is 
recommended that any ambiguity in natural language specification documents is detected and 
removed prior to further analysis (Jackson, 1982; Meziane, 1994). Meyer (1985) and Pohl (1993) 
have studied the definition of problems in natural language text. There are seven classes of 
insufficiency in natural language specifications as shown by Meyer (1985), and these are:  
1. Noise:  
Noise is the existence of an element within the text that does not carry any information relevant 
to the problem.  
2. Silence 
Silence is the existence of a feature of the problem which is not covered in the natural language 
specification text. 
3. Overspecification 
This is the occurrence in the text of an element that links not to features of the problem, but to 
features of a possible solution. 
4. Contradiction 
The existence in the text of elements that describe a feature of the system in a mismatched way. 
5. Ambiguity 
The occurrence in the text of an element that allows a feature of the problem to be understood in 
at least two different ways. 
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6. Forward reference 
The occurrence in the text of an element that introduces features of the problem that are not 
explained until later in the text. 
7. Wishful thinking 
The occurrence in the text of an element explaining a feature of the problem in such a way that a 
named solution will not in reality be effective in the context of this feature. 
 
Natural language ambiguities can be divided into three categories, namely, lexicographic 
ambiguities, grammatical ambiguities, and ambiguities due to textual cohesion (Meziane, 1994). 
1. Lexicographic ambiguities 
Lexicographic ambiguities are usually words in English that have more than one meaning. To 
resolve this problem, a word should only be attached to one specific meaning. There are two 
categories of lexicographic ambiguity, namely, object-type lexicographic ambiguities and 
syntactic lexicographic ambiguities. Objects in the world are classified into groups and each 
group has its own features/attributes. One of the most important features of any object is its type, 
and the use of types can sometimes unambiguously identify these objects. An example of a type 
hierarchy for a physical object is illustrated in Figure 2.1.   
 
 
Figure 2.1 A Type Hierarchy for a Physical Object (Meziane, 1994, p. 66) 
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The deconstruction shown in Figure 2.1 is exhaustive for some entities. The physical objects are 
divided into two types, living and non-living. In the same way, the living objects are subdivided 
into human, dog and cat, though there are clearly other animate things that are not included in 
this hierarchy. Depending on the context and the kind of objects deployed, each group or 
institution has its own classification and its own hierarchy (Meziane, 1994).  
The other category of lexicographic ambiguity is that a word may belong to more than one 
syntactic category. For instance, the word ‘books’ can be either the plural form of the noun book 
or the present simple form of the verb book. It is only when the correct syntax is given that such 
syntactical ambiguities are resolved (Meziane, 1994).  
2. Grammatical ambiguities 
Grammatical ambiguities occur when there is more than one way of parsing a sentence or part of 
a sentence. Each parser has its own interpretation (Meziane, 1994).  
3. Textual cohesion   
In the process of writing texts, many methods are used to guarantee that all parts of the text are 
linked properly and that there is a smooth transition from one idea to another. These techniques 
provide textual cohesion (Meziane, 1994). There are many types of textual cohesion, namely, 
references, substitution, conjunctions and lexical cohesion (Jackson, 1982). 
1. References: references include things that cannot have their own interpretation but make a 
reference to something else. For example, in the sentence ‘When a student works on modules, he 
must pass all registered modules’, the pronoun ‘he’ is a reference for the noun phrase ‘a student’. 
To remove any textual ambiguity from such a reference, the pronoun must be replaced with the 
noun phrase ‘a student’. 
2. Substitution: a substitution is defined as “A grammatical relation, where one linguistic item 
substitutes for a longer one”. For example, in the sentence “The program reads all client records 
and checks each record to determine if a premium notice is due or a cancellation (i.e., past due) 
notice should be issued and if so, prints the appropriate notice” (Presland, 1986, p. 193), the 
word ‘so’ is substituted for the clause ‘a premium notice or a cancellation notice should be 
issued’. 
3. Conjunctions: a conjunction is a part of speech used to connect a word, a phrase or a sentence 
with another word, phrase or sentence. For example, in order to remove conjunction ambiguities 
in the sentence ‘A student learns English and French’, the sentence should be divided into two 
small sentences, ‘A student learns English’ and ‘A student learns French’. 
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4. Lexical cohesion: lexical cohesion means the replacement of a word by a synonym or related 
word in consecutive sentences. For example, in the sentences ‘A teacher teaches students. Each 
instructor can teach many students’, the noun ‘instructor’ is a synonym of the noun phrase ‘a 
teacher’. In this case, only one of the two synonyms should be used as an entity, as clearly it is 
undesirable to create two entities rather than one. 
2.1.2 Problems Facing Designers during Conceptual Model Creation  
In previous studies, many researchers have reported difficulties which work against the creation 
of conceptual models, such as Antony and Batra (2002), Batra (2007), Currim (2008), Dey, 
Storey and Barron (1999), Liao and Palvia (2000), Moody (2004) and Shoval and Shiran (1997). 
Although conceptual models are highly significant and important, researchers report that they are 
often not designed well (Simsion, 2007). Furthermore, some researchers have studied errors 
made by novice designers during the creation of conceptual models. The results of such studies 
are important in building tools and developing techniques which can overcome these errors, thus 
leading to the creation of qualified conceptual models.      
1. Combinatorial complexity  
The findings of some studies show that novice designers have more difficulty in modelling 
relationships than in modelling entities (Topi, 2002). Other studies show that novice designers 
have difficulties in modelling different kinds of relationships, including unary, binary and 
ternary relationships (Batra, 2007; Batra & Antony, 1994). There is a proportional relationship 
between an entities count and relationships count, as explained in Figure 2.2.  
 
 
 
 
 
 
 
 
Figure 2.2 Proportional Relationship between Entities Count and Relationships Count 
(Thonggoom, 2011, p. 20) 
 
When the entities count is increased, the relationships count is also increased. Therefore, in order 
for a designer to establish a good set of relationships, three criteria should be met: (1) semantic 
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relationships in the application must not be missed; (2) the relationships between entities must 
not be redundant; and (3) the degree of relationship should be minimal (Thonggoom, 2011).  
2. Scattered modelling rules 
Rules created for extracting conceptual models from natural language text are usually 
incomplete; natural text will eventually throw up an example that defeats a set of rules. In overall 
terms, rules are useful, but they sometimes cause cognitive errors called biases (Batra & Antony, 
1994; Parsons & Saunders, 2004). Rules can be in conflict and overlapped, and such overlapping 
and conflict can lead to a set of rules which cannot work together (Thonggoom, 2011). For 
example, entities in natural language specifications are usually extracted from nouns, but 
attributes can also be extracted from nouns.   
3. Semantic mismatch 
Literally mapping from natural language specifications into a database leads to ‘literal translation 
errors’ (Batra, 2007). For example, the sentence ‘An order records a sale of products to 
customers’ may contain an incorrect relationship between a customer and a product. This 
illustrates that not all actual-world relationships stated in the requirement specifications text are 
mapped to database relationships, while some actual-world relationships are determined at the 
database level. Furthermore, some relationships are derived indirectly from natural language 
specifications.  
4. Inexperience of novice designers and incomplete knowledge   
Expert designers have a wide range of knowledge and experience to draw on, whereas novice 
designers’ limited knowledge means that they may struggle and make errors during the creation 
of conceptual models. Even skilled designers might fail to produce a valid conceptual model due 
to lack of domain knowledge, unless they have a clear awareness of the requirement 
specifications (Kim et al., 2008). Expertise in domain knowledge is required to recognise hidden 
entities. The most significant issue, therefore, is how trainee designers can be taught 
professionally and how domain knowledge can be transmitted to designers (Thonggoom, 2011). 
 
Because of the difficulties that work against the creation of conceptual models, as explained in 
Sections 2.2.1 and 2.2.2, researchers have begun exploring the automated creation of conceptual 
models. Although a fully automated system for mapping natural language specifications into a 
conceptual model is not yet available, semi-automated systems do now exist and Section 2.2 
discusses the approaches used to extract conceptual models from natural language text. At the 
end of the section, a comparison is made between these approaches and the author suggests a 
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new semi-automated approach for mapping natural language specifications into conceptual 
models. 
 
2.2 Approaches for Extracting Conceptual Models from Natural 
Language Text 
2.2.1 Linguistics-based Approach 
People use natural language to communicate and describe things and therefore, linguistic 
theories and Natural Language Processing (NLP) are used for designing many information 
systems (Castro, Baiao, & Guizzardi, 2009; Métais, 2002). Chen (1983) suggested eleven rules 
for mapping requirement specification text into an Entity Relationship Diagram (ERD). Chen’s 
work was followed by other studies, such as those by Hartmann and Link (2007), Omar et al. 
(2004), and Overmyer et al. (2001), to use, enhance and extend Chen’s rules, but these rules are 
still incomplete, inaccurate and overlapped. Therefore, a linguistic approach can provide only the 
basic requirements for either manual or semi-automated transformation from natural language 
text into a Conceptual Model (CM). In addition, rules for transformation from natural language 
text into CMs are based on particular syntaxes in natural language specifications, but these rules 
cannot solve all the ambiguity problems inherent in natural language processing and, because 
natural languages are different, the rules cannot be universal (Thonggoom, 2011). 
In order to solve inherent ambiguities in natural language requirements, some studies have set 
constraints on the input. These constraints are based on the vocabularies and sentence structures 
of the input (Ambriola & Gervasi, 2006; Osborne & MacNish, 1996; Tjoa & Berger, 1994). 
Using these constraints, in addition to basic natural language processing techniques such as part-
of-speech tagging and chunking, allows the process of mapping from natural language 
specifications into conceptual models to achieve a realistic result. However, the use of 
constraints alone is limited in solving such problems. Constraints (controlled language) place 
unrealistic restrictions on the writers of requirement specifications. Other studies have suggested 
using formal languages such as Z, Object-Z, OCL, VDM and B for the specification writing 
process. Formal languages are expressive but do not include supporting tools. Furthermore, the 
use of formal languages demands deep knowledge of the languages in order to write them 
professionally. In addition, formal language tools have often been designed for specific 
applications and their use in different applications can be problematic (Thonggoom, 2011). 
Dialogue tools have also been suggested as a means of dealing with natural language 
specifications (Buchholz, Cyriaks, Düsterhöft, Mehlan, & Thalheim, 1995; Kim et al., 2008) . 
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However, dialogue tools rely on human intervention and thus may not be useful for large-scale 
batch processing (Thonggoom, 2011). 
Classification and categorisation theory has also been applied to conceptual data modelling 
(Larman, 2001; Song et al., 2004). Categorisation involves determining particular properties 
attached to a category’s members, while attributes are used to classify the entities. Missing 
entities can be spotted by using class categories. Class categories for domain knowledge can thus 
be applied to discover hidden entities which are not mentioned in the requirement specification 
text (Song et al., 2004). 
The linguistic approach is also supported by linguistic dictionaries and common-sense ontologies 
(Burg & Van de Riet, 1998; Miyoshi, Sugiyama, Kobayashi, & Ogino, 1996). Linguistic 
dictionaries deliver semantic links between concepts, which include synonyms, antonyms, 
hyponym/hypernym (is-a) and meronym/holonym (part-of). Linguistic dictionaries also deliver 
syntactical and morphological information. More detail about these types of relationships is 
found in Storey (1993). WordNet is a good example of a linguistic dictionary to be used in the 
development of conceptual models. It is available in English and other European languages, 
while WordNet++ includes more semantic relationships which are not found in the first version 
of WordNet (Dehne, Steuten, & van de Riet, 2001). 
2.2.1.1 Tools and systems based on a linguistic approach  
The majority of tools which map natural language specifications into CMs use a linguistic 
approach. This approach usually starts by applying natural language processing tools and Chen’s 
rules, in addition to human intervention from designers. Examples of tools using a linguistic 
approach are given in Gomez, Segami and Delaune (1999), Buchholz et al. (1995), Burg and van 
de Riet (1998), Du (2008), Harmain and Gaizauskas (2003), Meziane and Vadera (2004), Mich 
and Garigliano (1999), Omar et al. (2004), Storey (1993), Tjoa and Berger (1994), Tseng, Chen 
and Yang (1992), Athenikos and Song (2013) and Ambriola and Gervasi (2006). Du (2008) 
provides a review of these systems and the following is a description of some of the tools which 
use a linguistic approach.     
1. LIDA: Linguistic assistant for Domain Analysis 
LIDA is a semi-automated tool for mapping natural language specifications into a class diagram 
(Overmyer et al., 2001). The tool uses Chen’s rules for transforming a specification into a class 
diagram; it maps nouns into classes and verbs into relationships. However, this tool is limited 
because Chen’s rules are incomplete and overlapped.      
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2. COLOR-X: Conceptual Linguistically-based Object-oriented Representation language 
for information and communcation systems 
COLOR-X is a tool for converting natural language specifications into a CM based on WordNet 
and Chen’s rules (Burg & van de Riet, 1998). The tool practises linguistic concepts that are 
similar to Chen’s rules for generating models that reflect static and dynamic features of the 
system. Dehne et al. (2001) revised the tool by using WordNet++, but the tool remains limited 
because it is based on incomplete linguistic rules. 
3. CM-Builder 
Harmain and Gaizauskas (2003) designed a natural-language-based case tool called Class Model 
Builder (CM-Builder). It was intended to assist in extracting classes, attributes and relationships 
automatically from natural language specification text. In other words, it produces a class model 
representation, similar to that found in the Unified Modelling Language (UML). The CM-
Builder works automatically but, like similar tools, it does require human intervention. There are 
two versions of CM-Builder: version 1 and version 2. Version 2 has a better performance profile 
and requires less human intervention than version 1. The purpose of this work was not to 
produce a class model automatically from text, without human intervention, but to show that 
Natural Language Processing (NLP) can assist in producing an initial diagram, which can then 
be reconsidered and refined by the software engineer to produce a final version of a class 
diagram. This tool is also limited, however, because it is based on Chen’s rules for analysing 
natural language specifications, and those rules cannot solve inherent ambiguity problems. 
4. ER-Converter 
Omar et al. (2004) used rules linked with weightings in designing a semi-automated tool known 
as an Entity Relationship Converter (ER-Converter). For instance, when a noun phrase is 
followed by a verb such as ‘has’ or ‘have’, then the noun phrase is given 0.7 as a weighting for 
being an entity. The ER-Converter assists in producing an Entity Relationship Diagram (ERD) 
from a requirement specification written in natural language. The process starts when a 
requirement specification is read by the system, which then uses rules and human intervention to 
build the ERD. Therefore, although the ER-Converter works better than CM-Builder, the tool 
still requires a degree of human intervention.  
5. ACDM: Automated Conceptual Data Modelling 
Du (2008) proposed ACDM as a system for identifying an entity relationship diagram from 
requirement specifications written in a controlled language. The ACDM is integrated with a 
parser, WordNet and search services. The controlled language requirements are parsed, and then 
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converted into an entity relationship diagram using Chen’s rules. The use of controlled language 
is the main limitation of ACDM.    
2.2.1.2 Advantages and disadvantages of a linguistic approach 
The main advantage of the linguistic approach is that it is domain independent. However, 
domain independency can also be a disadvantage for a linguistic approach (Thonggoom, 2011). 
Linguistic tools do not include domain knowledge and therefore, this approach does not deliver a 
top solution for many natural language specifications because the approach is unable to solve 
natural language problems such as ambiguities.   
2.2.2 Pattern-based Approach 
The use of patterns in designing was introduced by Alexander in 1979, in his book entitled ‘On 
Architecture and Urban Planning’ (Alexander, 1979). Alexander explained that using patterns is 
a better way for designers to solve problems than solving them from first principles. Nowadays, 
the use of patterns is well established and is regularly used as an approach to solving problems in 
the software development process. Higher productivity, improvement in software quality and 
reduction in time and cost are all benefits obtained by using patterns in software development. In 
conceptual model design, however, pattern usage can be difficult. The works presented by North, 
Mayfield and Coad (1995), Hay (1996) and Fowler (1997) can be considered as recognition of 
the use of patterns in developing conceptual models, but from empirical research, it is obvious 
that specialists can use patterns whereas novices cannot (Chaiyasut & Shanks, 1994).  
The patterns process includes three main tasks, namely, retrieval, adaptation and integration 
(Anthony & Mellarkod, 2009). Retrieval consists of selecting patterns that may be related to a 
certain problem. Once a pattern is selected, it must be adapted so that it is appropriate for the 
problem. Finally, the pattern is integrated with further patterns to produce a comprehensive 
model in the form of a conceptual data model.  
Authors have suggested various types of patterns. Examples of these authors are North et al. 
(1995), Fayad (1997), Fowler (1997), Gamma (1995), Hay (1996), Johannesson and Wohed 
(1999), Johnson and Foote (1988), Pree (1994), Silverston, Inmon, and Graziano (2001) and 
Szyperski (1997). Blaha (2010) suggests several pattern types for modelling, including universal 
antipatterns, archetypes and canonical patterns. However, designers should avoid using universal 
antipatterns within applications. Archetypes are the most common modelling patterns and can be 
applied through a range of different applications, while canonical patterns are appropriate for 
meta models of modelling formalisms. Blaha offers approaches for mapping patterns into a 
relational schema for database design.  
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Silverston et al. (2001) and Kimball and Ross (2002) provide common patterns packaged for 
data models. The use of these packages decreases implementation time and cost, and provides 
quality models (Hoffer, Prescott, & Mcfadden, 2004), but packaged data models cannot be 
regarded as a substitute for good database analysis and design. Expert analysts and designers are 
still required to define the database requirements and to choose, adapt and integrate any 
packaged systems that are in use (Thonggoom, 2011). 
Three measures, namely usability, reusefulness and efficiency, are used to evaluate patterns 
(Han, Purao, & Storey, 2008). First, usability specifies the ease with which an artefact can 
accomplish retrieval (search and adaptation of the artefact for the current design) and assembly 
(integration of the reusable artefact with other parts of the design). Domain independency is used 
to measure reusefulness, which refers to the extent to which a pattern of this kind could be 
deployed in a different but similar problem area. The amount of effort required to create the 
artefact is used as a measure of the efficiency of an artefact.  
2.2.2.1 Tools and systems based on patterns approach 
1. APSARA  
Analysis pattern repositories are the most commonly utilised approach among conceptual 
modelling tools and systems (Thonggoom, 2011). An analysis pattern repository is a group of 
generic objects with stereotypical properties which display relationships in a domain-neutral 
manner (Batra, 2005). Purao (1998) proposed APSARA as a knowledge-based system which 
utilises natural language processing tools for mapping natural text requirements into objects. The 
objects are used to retrieve analysis patterns from a pattern repository, and then the analysis 
patterns are instantiated and synthesised into a CM. Thirty analysis patterns developed by (North 
et al., 1995) are included in APSARA, which is updated by including learning mechanisms. 
These learning mechanisms assist designers by signifying specific patterns that might relate 
(Purao, Storey, & Han, 2003). The limitations of APSARA are that the analysis patterns are so 
abstract that mismatches of patterns are fairly common (Thonggoom, 2011), and beginner 
designers are unable to reason with analogy (Anthony & Mellarkod, 2009). 
2. Modelling Wizard tool  
Wohed (2000) proposed the Modelling Wizard dialogue tool for choosing appropriate patterns. 
The tool stores numerous patterns, and an appropriate pattern is chosen in a stage-by-stage 
manner based on answers given to questions posed by users. The restriction of the tool is that 
extensive user intervention is needed for answering the questions, and thus it is very difficult to 
use the tool for large-scale batch processing.  
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2.2.2.2 Advantages and disadvantages of a patterns approach 
Using patterns is beneficial in (1) speeding up the design via reuse and (2) improving software 
quality by using a design which has proved superior in numerous applications. However, 
designers wishing to build a patterns repository need to have domain knowledge regarding 
objects in the domain and the extent of abstraction of the objects. Thus, building a patterns 
repository is time consuming and the majority of pattern repositories used for CMs are built 
manually. Furthermore, the majority of tools in the patterns approach use analysis patterns which 
require manual matching (Thonggoom, 2011). Extracting pattern artefacts from existing designs 
is presented as a solution which can decrease experts’ involvement in creating a pattern 
repository (Han et al., 2008), and if this can be achieved in different application domains, it will 
help to support the generation of practically reusable pattern artefacts. Reusable pattern artefacts 
can be understood and used easily because they are domain specific (Thonggoom, 2011). 
2.2.3 Case-based Approaches 
For developing knowledge-based systems, a technology called case-based reasoning is used. 
Case-based reasoning works by finding a solution for a new problem by retrieving a similar 
problem and adapting it into a suitable solution for the new problem. Retrieval mechanisms for 
reusable artefacts mainly involve natural language processing techniques, with an indexing 
technique used to speed up artefact retrieval (Thonggoom, 2011). However, only a limited 
number of researchers have used case-based techniques. A Common Sense Business Reasoner 
(CSBR) (Storey et al., 1997), a Design Expert System for Database Schema (DES-DS) (Paek, et 
al., 1996) and a Case-Based System for Database Design (CABSYDD) (Choobineh & Lo, 2004) 
are all examples of using a case-based approach, and a comparison between these three systems 
is found in Choobineh and Lo (2004). Although the approach benefits from reusing previous 
designs, the main disadvantage of this approach is that developing conceptual model libraries 
and indexing mechanisms is extremely costly (Thonggoom, 2011). 
2.2.4 Ontology-based Approach 
Many definitions of ontology are given in the literature, and these definitions vary according to 
their involvement in artificial intelligence and computing in general. The most frequently cited 
one is that ontology is a “specification of a conceptualisation” (Gruber, 1993). This is definitely 
the most concise definition. ‘Conceptualisation’ refers to an abstract and basic view of the world. 
It is used when a knowledge base within an intelligent system is needed to represent world 
knowledge for a particular purpose. Conceptualisation is based on objects, concepts, entities and 
relationships between them within an area of interest. The definition also refers to 
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‘specification’, which means that formal and declarative representation is required (Dermeval et 
al., 2016). The structure of the ontology, including the concepts, entities and constraints on how 
they are used, should be stated declaratively, explicitly and by using formal language. The 
ontology must be machine readable (Gaševic, Djuric, & Devedžic, 2006). Another definition of 
ontology is that it is “a set of knowledge terms, including the vocabulary, the semantic 
interconnections, and some simple rules of inference and logic for some particular topic” 
(Hendler, 2001). The use of ontologies in software development has been growing (Gašević, 
Kaviani, & Milanović, 2009; Pan, Staab, Aßmann, Ebert, & Zhao, 2012). From the literature, it 
can be seen that ontologies are used in (1) requirement engineering processes; (2) requirement 
modelling styles; (3) supporting functional and non-functional requirements; and (4) addressing 
requirement engineering problems.  
According to Kotonya and Somerville (1998), there are five phases in the requirement 
engineering process, namely, elicitation, analysis and negotiation, specification, validation and 
management. According to a systematic literature review on using ontology in requirement 
engineering conducted by Dermeval et al. (2016), ontologies are used in all requirement 
engineering stages. Al Balushi, Sampaio and Loucopoulos (2013) and Anwer and Ikram (2008) 
provide examples of using ontology in the elicitation stage, while Assawamekin, Sunetnanta and 
Pluempitiwiriyawej (2010) and Bicchierai, Bucci, Nocentini and Vicario (2012) offer examples 
of its use in the analysis and negotiation stages. Cardei, Fonoage and Shankar (2008) and 
Castañeda, Ballejos and Caliusco (2012) exemplify the use of ontology in the specification stage, 
Kroha, Janetzko and Labra (2009) give an example of using ontology in the validation stage, and 
Ghaisas and Ajmeri (2013) provide an example of its use in the management stage. 
Ontologies support many requirement modelling styles, including textual requirements such as in 
Chicaiza, López, Piedra, Martínez and Tovar (2010), Daramola, Sindre and Moser (2012) and 
Daramola, Stålhane, Omoronyia and Sindre (2013). Examples of ontology use with UML 
include Boukhari, Bellatreche and Jean (2012), Cardei et al. (2008) and Castañeda et al. (2012). 
Ontologies also support functional requirements, such as in Gandhi and Lee (2011), non-
functional requirements, such as in López, Astudillo and Cysneiros (2008), and both functional 
and non-functional requirements as in Pires et al. (2011) and Polpinij (2009). 
Some researchers have taken advantage of existing ontologies from previous studies and reused 
them, such as in Reinhartz-Berger, Sturm and Wand (2011), Riechert and Berger (2009), and 
Saeki, Hayashi and Kaiya (2013). On the other hand, other studies have developed their own 
ontologies, such as in Velasco, Valencia-García, Fernández-Breis and Toval (2009), Li, Jin, Xu 
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and Lu (2011) and Lima, Garcia, Amaral and Caran (2011). According to a systematic literature 
review conducted by Dermeval et al. (2016), 66% of studies chose to develop their own ontology 
rather than using existing ontologies developed by others, while 34% used existing ontologies. 
La-Ongsri and Roddick (2015) argue that existing conceptual models are not sufficiently 
expressive to allow a combination of ontologies in one single conceptual model. Therefore, they 
investigated the incorporation of ontologies into three collective conceptual models, namely, the 
Ontological Entity Relationship (OntoER) model, Ontological Role Modelling (OntoORM) and 
Ontological Unified Modelling Language (OntoUML).  
In general, using ontologies in requirement engineering offers three benefits, which are (1) 
decrease of ambiguity, inconsistency and/or incompleteness in requirements; (2) domain 
knowledge representation support to guide requirements elicitation; and (3) support in 
requirements management/ requirement evolution (Dermeval et al., 2016).  
Many researchers utilise ontologies in evaluating, improving and developing conceptual 
modelling formalisms. The main benefit of utilising ontologies in conceptual modelling is the 
reusability of a knowledge repository. The reusable knowledge repository is divided into two 
parts, namely, a domain ontology and an upper level ontology (Thonggoom, 2011). A domain 
ontology indicates concepts, relationships between concepts and inference rules for a specific 
domain (Conesa, Storey, & Sugumaran, 2010). Protégé is an example of tools that support 
ontology development, while SPARQL is an example of tools used in enquiring into domain 
ontologies. A comparison between these tools is represented in Corcho, Fernández-López and 
Gómez-Pérez (2003). On the other hand, an upper level ontology represents concepts which can 
fit all domains. Cyc1, and SUMO2 are examples of upper domain ontologies. A review and 
comparison between upper ontologies is available in Mascardi, Cordì and Rosso (2007). 
Although upper level ontologies are domain independent, it is challenging to integrate them and 
make them really useful. A main problem with existing upper level ontologies is the lack of 
availability of a user interface or respectable API to facilitate their use (Thonggoom, 2011). 
Clearly, domain ontologies are more practical than large-scale ontology domains (Conesa et al., 
2010).  
 
 
                                                          
1 http://www.cyc.com/ 
2 http://www.adampease.org/OP/ 
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2.2.4.1 Tools for using ontologies in conceptual models 
1. Ontology Management and Database Design Environment (OMDDE)  
Sugumaran and Storey (2002) proposed a methodology to be used in creating ontologies and 
validating entity relationship models. Their argument was that a repository of ontologies is 
needed to support the database design and conceptual model database design processes. The 
repository should be divided into sub-ontologies and each ontology should cover specific domain 
knowledge. The methodology involves four steps, the first being identification of basic terms. 
This step involves identification of the most frequent terms in each domain, as well as definition 
of synonyms of the most frequent terms in each domain. The second step involves identification 
of relationships between basic terms. The authors covered the three most common relationships 
between terms, which are generalisation, association and synonyms. This stage also involves 
defining relationships between ontologies to confirm that the terms have consistent relationships 
across all ontologies; this helps in updating the ontologies easily into one ontology. The third 
step is identification of basic constraints. The authors paid attention to the four most common 
constraints between terms, which are prerequisite constraints, temporal constraints, mutually 
inclusive constraints and mutually exclusive constraints. The fourth step is identification of 
higher level constraints capturing domain knowledge. These constraints are domain dependent 
and capture business rules for each domain. 
The OMDDE is a prototype for implementation of Sugumaran and Storey’s methodology. 
Sugumaran and Storey selected an auction as a domain for the ontology. The system was tested 
on beginner designers, as well as on qualified designers who used case tools such as UML and 
other sources of information such as Wikipedia, to show that the use of ontologies is a good way 
to provide high quality information for building conceptual models from requirement 
specification text. The results show that beginner designers who used the OMDDE system 
produced qualified conceptual models better than those who did not use the system. They also 
show that qualified designers who used the system produced a higher quality of conceptual 
model than those who used a case tool such as the UML Case Tool3 and information sources 
such as Wikipedia (Sugumaran & Storey, 2006). This work provides a good example of how 
ontologies can be used in extracting conceptual models. However, the authors used a 
lightweight, domain-dependent ontology for an auction, which means that the system is unlikely 
to work properly with other, different domains. Although the system allows more ontologies to 
                                                          
3 http://gentleware.com 
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be added and existing ontologies to be updated, it will require considerable effort and expertise 
in the knowledge base to achieve this.  
2. DC-Builder 
Herchi, Abdessalem (2012) proposed a tool called DC-Builder. This tool integrates natural 
language processing with a domain ontology in order to produce a class diagram from natural 
language specifications. The DC-Builder includes three stages. The first stage is called the 
natural language analysis block. This stage employs General Architecture for Text Engineering 
(GATE4) as a natural language processing toolkit for achieving natural language processing 
tasks. The requirement specification text is the input for this stage; the text is divided into 
sentences via a sentence splitter, and then noun phrases within the requirement specifications are 
defined via a part-of-speech tagger. Parsing is also included in this stage, which helps in 
discovering important elements in the requirement specifications such as sentence subjects, 
sentence objects and verbs. The second stage of the DC-Builder is called extraction using 
heuristics. In this stage, rules for extracting class diagram elements from natural language are 
employed. The DC-Builder employs Chen’s rules to define the main elements of the class 
diagram. The third stage is called refinement. The output from the second stage contains many 
elements that may not be entities, but are included because of applying Chen’s rules. Using a 
domain entity can reduce the number of elements by keeping only nouns with potential for 
inclusion in the class diagram.  
Recall, precision and overgeneration are used as factors to evaluate the DC-Builder’s 
performance. The DC-Builder is evaluated using case studies from object-oriented analysis 
books. Its performance is also compared with other tools, such as the CM-builder and is shown 
to give a better performance than the CM-builder. The DC-Builder uses a domain-dependent 
ontology, though the authors do not mention which domain was used to provide domain 
knowledge for the DC-Builder. The reliance on a domain-dependent knowledge base may be 
considered a limitation of the DC-Builder. 
2.2.4.2 Advantages and disadvantages of an ontology-based approach 
The main benefit of utilising ontologies in building conceptual models is the reusability of a 
knowledge repository, but ontology development is challenging. Even for a particular domain, 
creating an exhaustive domain ontology is labour intensive and time consuming. Automatic 
ontology creation is also challenging work due to the lack of a structured knowledge base. 
Although there are many tools which support the creation of an ontology, such as OntoEdit, 
                                                          
4 https://gate.ac.uk/ 
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Ontolingua and Protégé, ontology development does require human effort. The majority of 
ontology development applications involve a manual process (Thonggoom, 2011).  
2.2.5 Multiple Approaches 
The majority of tools developed for mapping natural language text into conceptual models 
require human intervention during the transformation. Furthermore, no approach works perfectly 
all the time and each approach has its limitations. Ideally, therefore, many approaches should be 
incorporated into the design process in order to achieve a better output. The following are some 
examples of studies which have used multiple approaches for creating conceptual models from 
natural language specifications. 
1. EIPW  
Thonggoom, Song and An (2011a) developed an automated methodology for building Entity 
Instance Patterns (EIP) and Relationship Instance Patterns (RIP) from previously designed 
databases. EIP is a repository of entities and RIE is a repository of relationship patterns. These 
repositories are integrated with WordNet ontology (ontology approach), natural language 
processing techniques (a linguistic approach) and human intervention to develop the Entity 
Instance Pattern WordNet (EIPW). The EIPW is a semi-automated tool for extracting conceptual 
models from natural language text. The process is started by inserting natural language 
specifications into the EIPW, which then uses part-of-speech tagging as a natural language 
processing technique for defining a list of noun phrases as candidate entities. The EIPW then 
uses WordNet, human intervention and a knowledge base represented in EIP and RIP to extract 
entities and relationships as pre-requirements for the conceptual model. Extracted entities and 
relationships are inserted into the EIP and the RIP respectively to keep them updated. One of the 
limitations with the EIPW is that it is not clear how the EIP and RIP are structured and 
organised. It is also unclear to what extent the updated EIP and RIP will continue to capsulise 
and abstract properly. 
2. HBT  
Thonggoom (2011) developed the Heuristic Based Technique (HBT). The HBT is a semi-
automated tool for extracting an ERD from natural language specification text. It uses linguistic 
rules integrated with WordNet ontology, a relationships instance repository and human 
intervention during the extraction process. The process is started by feeding natural language 
specifications into the HBT. Like the EIPW, the HBT uses part-of-speech tagging as a natural 
language technique for extracting candidate entities. The HBT then uses human intervention, 
WordNet and a relationships instance repository to guide the extraction of the entity relationship 
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diagram. The extracted relationships are added into a relationship instance repository for 
updating. As with the EIPW, however, it is again not clear how the relationships instance 
repository is structured and organised, and it is unclear to what extent the updated relationships 
instance repository will still capsulise and abstract properly. 
To summarise, the literature reveals that there are five approaches to extracting CMs from 
natural language text, namely, the linguistics-based approach, pattern-based approach, case-
based approach, ontology-based approach and multiple approaches (Thonggoom, 2011). The 
main advantage of a linguistic approach is that it is domain independent, but linguistic tools do 
not include domain knowledge; therefore, this approach does not deliver a top solution for many 
natural language specifications and it is unable to solve natural language ambiguities. Using 
patterns is beneficial in speeding up the design via reuse, and in improving software quality by 
using a design which has proved superior in numerous applications. However, the majority of 
pattern repositories used for conceptual models are built manually. Furthermore, the majority of 
tools for the patterns approach use analysis patterns, which require manual matching. The case-
based approach benefits from the reuse of previous designs, but the main disadvantage of this 
approach is that developing conceptual model libraries and indexing mechanisms is costly. The 
main benefit of utilising ontologies in conceptual modelling is the reusability of knowledge 
repositories, but ontology development is challenging. Even for a particular domain, creating an 
exhaustive domain ontology is labour intensive and time consuming. Table 2.1 illustrates a 
comparison between the different approaches used for extracting CMs from natural language 
text. 
 
Approach Name  Examples Advantages  Disadvantages  
Linguistics-based 
approach  
CM-Builder 
(Harmain & 
Gaizauskas, 2003) 
and ER-Converter 
(Omar et al., 2004) 
Domain independent  
Does not include domain 
knowledge and not 
capable for solving natural 
language ambiguity   
Pattern-based 
approach 
Modelling Wizard 
tool (Wohed, 2000) 
and APSARA 
(Purao, 1998) 
Speeding up design via 
reuse and improving 
software quality by 
using designs, which 
have proved superior in 
numerous applications. 
It is time consuming and 
very difficult to build a 
pattern library. 
 44 
  
Approach Name  Examples Advantages  Disadvantages  
Case-based approach 
CSBR (Storey et 
al., 1997) and DES-
DS (Paek et al., 
1996) 
Cases-based approach 
benefits from reusing 
previous designs. 
Developing conceptual 
model libraries and 
indexing mechanisms are 
costly. 
Ontology-based 
approach 
OMDDE 
(Sugumaran & 
Storey, 2006) DC-
Builder (Herchi & 
Abdessalem, 2012) 
The main benefit of 
utilising ontologies in 
conceptual modelling is 
the reusability of a 
knowledge repository 
Development of both 
domain-dependent 
ontology and domain-
independent ontologies is 
challenging. 
Multiple approach  
EIPW (Thonggoom 
et al., 2011a) 
HBT (Thonggoom, 
2011) 
Using more than one 
approach can help to 
avoid the limitations of 
each approach alone 
The approaches cannot be 
integrated ideally to 
minimise the limitations of 
each individual approach.   
Table 2.1 Comparison between Approaches Used for Extracting Conceptual Models from 
Natural Language Specifications 
 
The author believes that integrating multiple approaches can help in solving the limitations 
which appear when each approach stands alone. For example, a linguistic approach is domain 
independent but it does not include a domain knowledge base. In addition, the approach faces 
difficulties in solving natural language ambiguities. Thus, it is a good idea if a linguistic 
approach is supported by adding a domain knowledge base. This can be achieved by 
incorporating an ontological approach with a linguistic approach. Conversely, knowledge-based 
approaches such as the pattern-based, case-based and ontology-based approaches do need a set 
of linguistic rules extracted from a linguistic approach to guide the process of extraction of CMs 
from natural language text, since there is no domain-independent knowledge designed to support 
the creation of conceptual models. Furthermore, because of natural language ambiguities, and the 
fact that fully-automated extraction of conceptual models from natural language is not possible 
(Song et al., 2015; Šuman et al., 2016; Thonggoom, 2011), integrated approaches need to be 
supported by a minimum level of human intervention to help in solving ambiguities in natural 
language text. An integrated approach supported by a minimum level of human intervention 
would therefore help in producing a semi-automated tool to guide the process of extracting and 
producing conceptual models from natural language specifications.  
This research uses the integration of a linguistic approach with a knowledge-based approach. 
These approaches are supported by a minimum level of human intervention to resolve natural 
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language ambiguities. The integrated approach uses an ontology as the knowledge-based 
approach. Moreover, because the ontology of a specific domain will not be sufficient to produce 
suitable reusable knowledge to support the creation of conceptual models, a domain-independent 
ontology is needed. However, building a domain-independent ontology or an upper domain 
ontology is challenging and time consuming, and requires domain knowledge expertise. 
Therefore, the author’s intention is to fill this gap by building a domain-independent ontology 
which can be updated from the natural language specification text that is inserted into the 
proposed model. As the ontology is updated, it should be increasingly capable of providing 
useful knowledge to guide and support the process of conceptual model extraction from natural 
language text. More detail about the architecture of the model, and how the model’s components 
are integrated, is given in Chapter Four.  
 
2.3 Natural Language Processing (NLP) 
NLP applications usually employ natural language processing toolkits to achieve natural 
language processing tasks. Another option is that some people may develop their own natural 
language toolkit to achieve their desired tasks. There are currently many natural NLP toolkits 
available for carrying out common tasks (Pinto, Gonçalo Oliveira, & Oliveira Alves, 2016). 
People who develop NLP applications will not start their applications from scratch, but use 
toolkits which are available without cost to perform tasks such as tokenisation, Part-of-Speech 
(PoS) tagging, and Name Entities Recognition (NER). In fact, the problem now is not how to 
develop NLP toolkits, but rather, which toolkit to choose from the many available in the 
literature. To answer this question, it is necessary for the author to define the tasks required by 
the proposed model, and then to look at different natural language toolkits in order to try to 
choose one of them. The following sections identify the natural language processing tasks which 
the proposed model needs to undertake during the pre-processing stage.  
1. Tokenisation 
Tokenisation divides a sentence into tokens. A token includes words, punctuation and numbers 
within the sentence (Grefenstette, 1999). Table 2.2 shows tokens for the sentence ‘A Student 
takes a course’.  
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 ID Token 
1 A 
2 student  
3 takes  
4 a  
5 course 
6 . 
Table 2.2 Tokens of a Sentence 
 
2. Sentence splitter  
A sentence splitter splits natural language text into sentences (Bontcheva et al., 2013). An 
example is given in Table 2.3. 
 
A student takes a course. A teacher teaches a course. A student must pass a course; otherwise, he needs 
to retake it. 
ID Sentence tokens 
1 A student takes a course.  
2 A teacher teaches a course.  
3 A student must pass a course; otherwise, he needs to retake it. 
Table 2.3 Sentence Splitter Divides Text into Sentences 
 
In the proposed model, a sentence splitter will be required to divide natural language 
specifications into a set of sentences. Sentence splitting and tokenisation are prerequisites for 
part-of-speech tagging.  
3. PoS tagger 
PoS taggers identify the part of speech for a word. In general, there are four main PoS types, 
namely, nouns, verbs, adjectives and adverbs. Each type has sub-types. The Penn Treebank has 
thirty-six diverse identifiers for PoS (Santorini, 1990). Table 2.4 illustrates PoS tags in the Penn 
Treebank Project. 
Number Tag Description 
1. CC Coordinating conjunction 
2. CD Cardinal number 
3. DT  Determiner  
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Number Tag Description 
4. EX  Existential there  
5. FW  Foreign word  
6. IN  Preposition or subordinating conjunction  
7. JJ  Adjective  
8. JJR  Adjective, comparative  
9. JJS  Adjective, superlative  
10. LS  List item marker  
11. MD  Modal  
12. NN  Noun, singular or mass  
13. NNS  Noun, plural  
14. NNP  Proper noun, singular  
15. NNPS  Proper noun, plural  
16. PDT  Predeterminer  
17. POS  Possessive ending  
18. PRP  Personal pronoun  
19. PRP$  Possessive pronoun  
20. RB  Adverb  
21. RBR  Adverb, comparative  
22. RBS  Adverb, superlative  
23. RP  Particle  
24. SYM  Symbol  
25. TO  to  
26. UH  Interjection  
27. VB  Verb, base form  
28. VBD  Verb, past tense  
29. VBG  Verb, gerund or present participle  
30. VBN  Verb, past participle  
31. VBP  Verb, non-3rd person singular present  
32. VBZ  Verb, 3rd person singular present  
33. WDT  Wh-determiner  
34. WP  Wh-pronoun  
35. WP$  Possessive wh-pronoun  
36. WRB  Wh-adverb 
Table 2.4 PoS Tags in the Penn Treebank Project (Santorini, 1990) 
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The proposed model requires a PoS tagger to distinguish nouns from other PoSs included in 
requirement specification text. The model assigns nouns as candidate entities, then organises 
some filtration to identify actual entities.  
4. Name Entity Recognition (NER)  
NER is used to classify noun phrases into different classes, such as a person, a location, an 
organisation, date, money, percentage and time (Tjong Kim Sang & De Meulder, 2003). An 
NER tool receives text as input and outputs a noun classification type, an example of which is 
given in Table 2.5. The NER tool helps the model to eliminate NER nouns from being entities. 
For example, a noun such as ‘Peter’ is classified as a person and the University of Huddersfield 
is classified as an organisation, so both can be eliminated from the list of candidate entities.  
 
Input David has been a student at Huddersfield University since 2015. 
Output  
David/Person has been/O a/O student/O at/O Huddersfield/Organisation 
University/Organisation since/O 2015/Date ./O 
Table keys O=not classified 
Table 2.5 Example of NER 
 
5. Sentence dependencies  
Sentence dependencies tools provide grammatical information about a sentence (De Marneffe & 
Manning, 2008). An example is given in Table 2.6. These tools are easy to use without linguistic 
expertise.  
 
Input A student takes a course. 
Output  
root (ROOT-0, takes-3 )  
det (student-2, A-1 )  
nsubj (takes-3, student-2 )  
det (course-5, a-4 )  
dobj (takes-3, course-5 ) 
Table keys 
det: determiner. 
nsubj: nominal subject. 
dobj: direct object. 
Table 2.6 Sentence Dependency Example 
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The model uses sentence dependencies to define subjects, objects and verbs for each sentence. 
Sentence subjects and objects may be mapped into entities and the verb may be mapped into a 
relationship. 
2.3.1 NLP Toolkits 
After defining a list of tasks which need to be performed by a natural language processing 
toolkit, the author needs to choose an NLP toolkit to perform these tasks. There are two types of 
NLP toolkit (Pinto et al., 2016), Standard NLP toolkits and Social NLP toolkits. Standard NLP 
toolkits are not designed for any specific task. GATE5 (Cunningham, 2002), Stanford CoreNLP6 
(Manning et al., 2014), Apache OpenNLP7 and NLTK8 (Bird, 2006) are all examples of standard 
NLP toolkits. Social NLP toolkits are designed for use with short text in social networking. Alan 
Ritter’s TwitterNLP9, CMU’s TweetNLP10 and TwitIE11 are examples of social NLP toolkits. The 
author believes that the natural language text that will be mapped into a conceptual model would 
be processed more successfully by a standard NLP toolkit than a social NLP toolkit, and 
therefore no further consideration will be given to social NLP toolkits.  
Although many natural language toolkits are referred to in the literature, each of the tools 
considered by the author was trained for English, available as an open source, extensively used 
by the NLP community and implemented by Java, which is the most common programming 
language used in natural language processing applications. The following is a description of the 
most common NLP toolkits which use Java: 
1. General Architecture for Text Engineering (GATE) 
GATE is open source software developed at Sheffield University in the UK. It is a powerful tool 
for solving most text processing problems. The GATE community includes students, developers 
and scientists. It is active in different language applications, including Voice of the Customer 
(VOC), cancer research, drug research, decision support, information extraction and semantic 
annotation (Cunningham, 2002). 
2. Apache OpenNLP 
Apache OpenNLP is a Java library developed by volunteers and performs popular natural 
language tasks such as tokenisation, PoS tagging, chunking, NER and parsing by using machine-
                                                          
5 https://gate.ac.uk 
6 https://stanfordnlp.github.io/CoreNLP/ 
7 https://opennlp.apache.org/ 
8 http://www.nltk.org/ 
9 https://github.com/lmucs/grapevine/wiki/Twitter-NLP 
10 http://www.cs.cmu.edu/~ark/TweetNLP/ 
11 https://gate.ac.uk/wiki/twitie.html 
 50 
  
learning techniques. People who use Apache OpenNLP rely on pre-trained models of former 
tasks (Kwartler, 2017).       
3. Stanford CoreNLP 
The Stanford CoreNLP is an open source pipeline library based on Java programming language. 
It was developed at Stanford University in the United States and delivers popular natural 
language processing tasks. English is the language most supported by the Stanford CoreNLP, but 
other languages such as Arabic, Chinese, French and German are also supported (Manning et al., 
2014), as shown in Table 2.7. The Stanford CoreNLP is easy to download and run, and users are 
not required to understand complex procedures during the installation. 
 
Annotator  Arabic Chinese English French  German 
Tokenise Yes Yes Yes Yes Yes 
Sentence Splitter Yes Yes Yes Yes Yes 
Truecase   Yes   
PoS Yes Yes Yes Yes Yes 
Lemma   Yes   
Gender   Yes   
NER  Yes Yes  Yes 
RegexNER Yes Yes Yes Yes Yes 
Parse Yes Yes Yes Yes Yes 
Dependency Parse  Yes Yes   
Sentiment    Yes   
Coreference Resolution   Yes   
Table 2.7 Tasks and Languages Supported by Stanford CoreNLP (Manning et al., 2014) 
 
Ease of use is another criterion to be taken into consideration by the author in choosing an NLP 
toolkit. Compared to GATE, the Stanford CoreNLP is easy to install and configure (Pinto et al., 
2016), as is the Apache OpenNLP. As a result, the author stopped further considering GATE and 
started focusing on Stanford CoreNLP and Apache OpenNLP.  
Which NLP toolkit performs best depends on the task itself (Al Omran & Treude, 2017), since 
no toolkit is superior to others for all tasks (Pinto et al., 2016). Each performs well at certain 
tasks and not at others. This suggests that more than one NLP toolkit could be used for the same 
application. Sentence segmentation, PoS tagging and NER can be achieved by both Stanford 
CoreNLP and Apache OpenNLP. Although Pinto et al. (2016) report that OpenNLP outperforms 
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Stanford CoreNLP in tasks such as PoS, sentence segmentation and NER in news text, Stanford 
CoreNLP also performs well on these tasks, as mentioned by Toutanova, Klein, Manning and 
Singer (2003) and Manning et al. (2014). However, sentence dependencies are only supported by 
Stanford CoreNLP. Therefore, the author is confident to choose Stanford CoreNLP as the toolkit 
to perform the NLP tasks required by the proposed model. Employing Stanford CoreNLP to 
achieve the proposed model’s natural language tasks leads the author to select Java as the 
programming language to be used to implement the model. Furthermore, the model needs, at 
some points, to keep track of user history and to store users’ behaviour. Therefore, the model 
will need to store information on user history in a relational database. There are many relational 
databases which could be used with the model to achieve this task, such as Microsoft Access, 
MySQL and Microsoft SQL Server. At the moment, however, the model uses the Microsoft SQL 
server to store user history. 
 
2.4 Ontologies Overview 
In this section, the author reviews ontology topics related to this research. This section is divided 
into four sub-sections as follows. In Section 2.4.1, the author discusses different types of 
ontology and decides which type is suitable for the proposed model. Section 2.4.2 explores 
different methods of ontology creation and the most suitable methods for the proposed model are 
selected. Section 2.4.3 discusses different data set ontologies. In this section, the author selects 
which ontology will be incorporated in the model. In Section 2.4.4, the different languages used 
in ontology creation are discussed and a language to be used in ontology creation within the 
proposed model is selected. 
2.4.1 Ontology Types (Lightweight Ontologies and Formal Ontologies) 
Ontologies are represented as a graph with nodes and edges. The concepts are represented by 
nodes, while relationships are represented by the edges. Concepts are represented by noun 
phrases in natural language text. For example, ‘a person’ is a noun phrase representing the 
concept of a person. The concept of a person can be further divided into sub-concepts which 
include different instances of persons, such as an employee, a doctor or an engineer (Wong, Liu, 
& Bennamoun, 2012). An ontology can also be a collection of specifications defined by a shared 
conceptualisation (Gruber, 1993). This definition emphasises that concepts and relationships 
between concepts should be defined in a formal language, such as Web Ontology Language 
(OWL). Formal languages are natural language independent and can allow constraints and 
axioms to be added into ontologies without including lexical knowledge (Hjelm & Volk, 2011). 
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Figure 2.3, which is taken from Giunchiglia and Zaihrayeu (2009), shows the ontologies 
spectrum. Ontologies which have no axioms are called lightweight ontologies and are 
represented to the left of a red line located in the middle of the figure. Ontologies which have 
axioms are called heavyweight ontologies (Fürst & Trichet, 2006) and are located on the right 
side of the line. Lightweight ontologies usually include concepts and terms taken from controlled 
languages, which include glossaries, data dictionaries and thesauri, whereas heavyweight 
ontologies contain term relationships with extensive use of axioms to put constraints and rules on 
the ontological terms. Therefore, these kinds of ontology require the use of formal and 
descriptive languages.   
 
 
 
 
 
 
 
 
 
 
Figure 2.3 Lightweight and Heavyweight Ontologies (Giunchiglia & Zaihrayeu, 2009) 
 
Because (1) more research into axiom extraction is required (Buitelaar, Cimiano, & Magnini, 
2005), and because (2), although positively successful, many ontological learning systems are 
still struggling with the fundamentals of term and relations extraction (Fürst & Trichet, 2006), 
the author is more confident about selecting an informal, lightweight ontology to be included 
within the proposed model.   
2.4.2 Methods for Creating Ontologies 
2.4.2.1 Manual ontology creation 
Manual ontology creation requires the expertise of an ontology developer. Sugumaran and 
Storey (2002) proposed a methodology for manual creation of an ontology to be used for 
database design automation. This methodology involves several steps and each step includes 
several heuristics, as follows. 
 
 
 53 
  
Step 1: Identification of basic terms 
In this step, domain terms are identified. Each term and its properties are given a definition. This 
step is fundamental in the creation of any ontology. For example, if the domain ontology is a 
hospital, terms such as a doctor, a patient, a clinic, a nurse and medicine should be defined 
within the set of terms. Since this methodology is proposed for designing ontologies suitable for 
database design, it is recommended that the ontological terms are linked in some kind of 
conceptual model, such as an ERD. The main concern in this step is the completeness of terms. 
‘Completeness’ means ensuring that each potential term is included in the terms set. This is not a 
trivial task, especially when a designer is not knowledgeable about a domain. This completeness 
is addressed by defining the most frequent terms, along with their synonyms, and by ensuring the 
ontology can evolve. Ontology evolution is essential to allow the ontology to meet the demands 
of domain evolution. For example, ‘online trading’ is a new term in a retail ontology and must be 
considered in the ontology if it is not already included.  
Heuristic 1.1 (identification of most-frequent terms) 
The methodology suggests the creation of a use case diagram for the domain. A use case diagram 
combines the concepts and processes required to describe a domain scenario and is commonly 
used in system analysis (Jacobson, 1992). By analysing use case diagrams, designers can identify 
the most basic terms within a domain. 
Heuristic 1.2 (identification of synonyms or related terms) 
Synonyms of a term can be defined manually or by using an online thesaurus. For example, 
terms such as ‘client’ or ‘consumer’ can be synonyms for the term ‘customer’. When there are 
several possible terms, the most used term should feature in the domain ontology. However, it 
may also be necessary to include more than one synonym for a term. For example, a ‘passenger’ 
and a ‘traveller’ both need to be included in a travel domain ontology because both are used 
interchangeably.  
Step 2: Identification of relationships 
A domain ontology includes complex relationships, and a developer who is not sufficiently 
familiar with the domain ontology for an application may not feel confident about setting all 
these relationships. Following heuristics support, however, the developer should be able to 
capture most types of relationships that occur between domain terms.   
Heuristic 2.1 (relationships between basic terms) 
There are three common relationships between terms. These are ‘is-a’ relationships, such as ‘a 
trip’ is a kind of ‘travel product’; association relationships, for example ‘students’ are related to 
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‘departments’; and synonym relationships, for example ‘a customer’ and ‘a passenger’ are 
synonyms for ‘a traveller’. Capturing these three relationships helps ontology developers to 
consider most relationships in a domain. 
Heuristic 2.2 (relationships between ontologies)  
A domain ontology can be huge and wide. Therefore, it is not a trivial mission to keep track of 
all relationships within the domain. Dividing a domain ontology into sub-ontologies or sub-
domains helps in this task of keeping track of relationships. For example, a travel domain can be 
subdivided into sub-domains of ‘aeroplane travel’, ‘train travel’ and ‘bus travel’. Each sub-
ontology/sub-domain has its own terms and relationships. It is a developer’s job to maintain 
consistency between the domain terms and domain relationships of all sub-ontologies, and 
following this approach allows the domain ontology to evolve.         
Step 3: Identification of term constraints 
Constraints help a developer to capture business rules between terms within a domain. When one 
term depends upon another term, this is called a prerequisite constraint. For example, a 
‘payment’ is a pre-requisite for a ‘ticket’. When one term/relationship must occur before another 
term, this is called a temporal constraint. For example, a ‘booking’ is a temporal constraint for a 
‘ticket’. When a term/relationship needs another term/relationship in order to occur, this is called 
a mutually inclusive constraint. For example, to travel to a foreign country a visa may be 
required. When terms/relationships cannot occur together at the same time, this is called a 
mutually exclusive constraint. For example, a customer cannot pay for a trip by credit card and 
cash at same time. Identifying these four constraints will help in capturing most business rules in 
a domain.        
Step 4: Identification of higher-level constraints capturing domain knowledge 
In this stage, a developer should define constraints and facts upon a domain, but not between 
terms within the domain. There are two types of higher-level domain constraints, which are 
domain constraints and domain dependency constraints. When constraints are put on domain 
terms, they are called domain constraints. When constraints are placed on multiple terms and 
multiple relationships, they are called domain dependency constraints.  
Although Sugumaran and Storey's (2002) methodology is systemic and suitable for creating a 
domain ontology, it is not appropriate to be used in this research. The proposed model within this 
research aims to create a domain-independent ontology which can support designers in the 
creation of conceptual models. Using Sugumaran and Storey’s methodology to design such an 
ontology would be time consuming. The methodology would require the author to define terms, 
 55 
  
relationships and constraints for domain-independent terms, and the stages involved would be 
difficult to prepare. The definition of a domain-independent ontology would require the inclusion 
of unlimited numbers of sub-ontologies, and this goal is unachievable.  
2.4.2.2 Ontology learning from text (semi-automated ontology creation) 
Ontology learning is a process of identifying terms, concepts, relationships and maybe axioms 
from text in an automated or semi-automated manner, and using them to evolve an ontology. 
Techniques from different fields including information retrieval, information extraction, data 
mining and machine learning are all methods used in this process (Wong et al., 2012). Brewster, 
Ciravegna and Wilks (2002) proposed a semi-automated methodology for building an ontology 
via a text corpus and existing ontologies. Liu, Weichselbraun, Scharl and Chang (2005) also 
proposed a semi-automated method for evolving seed ontologies by using online webpages. The 
ontology learning process includes a sequence of four outputs, namely, terms, concepts, 
relationships and axioms. The combination of these outputs creates an ‘ontology layer cake’ 
(Buitelaar et al., 2005). In order to deliver each output, certain tasks are undertaken and the 
techniques employed for each task are different from one system to another, as shown in Figure 
2.4.  
 
 
Figure 2.4 Ontology Learning: Output, Tasks and Techniques (Wong, 2009, p.15) 
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Terms are the fundamental elements of any ontology. Terms can be made of a single word or 
multiple words (complex terms). Everything important in an ontology is expressed by a term. 
Pre-processing of text and term extraction are key tasks associated with terms. Noisy text 
analytics is a technique associated with pre-processing text to ensure the text is ready for term 
extraction processing. Term extraction is also known as keyphrase extraction (Medelyan & 
Witten, 2005).  
Concepts are created by linking similar terms together. For example, apple tart, egg tart, 
chocolate tart and French apple tart are linked into a ‘tart’ concept. Forming and labelling 
concepts are the key tasks associated with concepts (Wong et al., 2012).  
Relationships create interaction between concepts and discovering relationships is not an easy 
task. A concepts hierarchy is achieved by discovering ‘is-a’ relationships, which are embedded 
in hypernym and hyponym relationships. These are called taxonomic relationships (Cimiano, 
Pivk, Schmidt-Thieme, & Staab, 2005), and the construction of hierarchies is a task for 
discovering this type of relationship. There are also non-taxonomic relationships. Meronymy and 
possession are both of this type, and discovering and labelling non-taxonomic relations are 
further tasks to be set. Identification of interaction between concepts using verbs also helps in 
discovering non-taxonomic relationships (Wong et al., 2012).   
 
In any ontology, there are usually sentences which must be true all the time, and these kinds of 
sentences are called axioms. Discovering axioms is a task associated with discovering 
relationships that meet certain criteria (Wong et al., 2012). 
 
In determining the methodology to be followed in building and evolving an ontology for this 
study, the following factors have been taken into consideration. (1) Fully-automated ontology 
learning does not yet exist, and ontology learning does need human intervention (Gómez-Pérez 
& Manzano-Macho, 2003). (2) The total automation of ontology learning may not be possible 
(Wong et al., 2012). (3) The majority of ontology learning systems are semi-automated and 
designed to assist domain experts in curating ontologies (Shamsfard & Barforoush, 2003). (4) 
Human involvement is therefore still obligatory and desirable (Zhou, 2007). (5) Fully manual 
ontology creation is time consuming and unlikely to be appropriate for the development of a 
domain-independent ontology. For these reasons, an ontology learning system (semi-automated 
ontology creation) has been chosen as the appropriate methodology for building and evolving the 
open, domain independent ontology that is one of the components of the proposed model.  
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2.4.2.2.1. Examples of ontology learning systems 
1. OntoLearn 
OntoLearn is an ontology learning system which implements ontology learning tasks. The 
system is divided into three phases. In the first phase, the system receives input text from 
different text sources. The system extracts a domain terminology by using a natural language 
processor and statistical techniques. Secondly, the system performs semantic interpretation with 
support from WordNet and Semcor (semantically tagged corpus) (Miller, Leacock, Tengi, & 
Bunker, 1993). Finally, the system discovers taxonomic relationships and concept similarities, 
and generates a ‘concept forest’. The OntoLearn system was applied in the European 
‘Harmonise’ project for building a tourism ontology and showed a good level of performance. 
Numerical evaluation shows precision ranging from 72.9% to about 80% and recall of 52.74% 
(Missikoff, Navigli, & Velardi, 2002). 
2. CRCTOL 
Concept-Relation-Concept Tuple-based Ontology Learning (CRCTOL) is another system for 
ontology learning. This system utilises a full parsing method to obtain a more comprehensive 
level of syntactic information. It also uses a distinguishing approach to concept extraction, which 
allows the system to extract a set of concepts more precisely. The use of a simple and effective 
unsupervised word sense disambiguation method to detect the intended meaning of each word 
helps the system to create correct relations between concepts. The system also has a rule-based 
technique for non-taxonomic relations extraction. CRCTOL was used to create a terrorism 
ontology and a sport event ontology, and the results were compared with the Text-to-Onto and 
Text2Ont systems (Völker, Fernandez Langa, & Sure, 2008). The findings showed that 
CRCTOL is capable of obtaining concepts and semantic relations with a sophisticated level of 
precision. The results also showed that the system can create ontologies with a respectable 
semantic level (Jiang & Tan, 2010).  
2.4.2.2.2. Techniques Used for Ontology Learning from Text  
1. Statistics-based techniques   
Statistical techniques are extracted from fields such as information retrieval, data mining and 
machine learning. Such techniques are used in the early stages of ontology learning and are 
involved in terms extraction and concepts extraction (Wong et al., 2012). Common statistics-
based techniques are clustering (Wong, Liu, & Bennamoun, 2007), co-occurrence analysis 
(Budanitsky, 1999), term subsumption (Njike-Fotzo & Gallinari, 2004) and association rule 
mining (Srikant & Agrawal, 1995).   
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Clustering technique  
A clustering technique measures similarities between ontological terms and divides them into 
groups to construct an ontology hierarchy or to discover concepts (Lindén & Piitulainen, 2004). 
Paradigmatic similarity and syntagmatic similarity are two types of similarity. If a term can be 
substituted for another term, this is called paradigmatic similarity. If a term is related to another 
term because of the occurrence, this is called syntagmatic similarity. For instance, ‘a knife’ and 
‘cut’ are related, but there is no similarity between them. Clustering can be done by attaching 
each individual term or concept to a group, which is known as agglomerative clustering. 
Clustering can also be achieved by starting with whole concepts or terms and dividing them into 
a set of groups, known as divisive clustering (Wong et al., 2012). 
Co-occurrence analysis  
Co-occurrence analysis is a statistical technique that relies on the occurrence of terms (terms 
occurring together within a corpus) to define the relations between terms or discover relations 
between concepts (Bordag, 2008). The occurrence of a group of words is called a collection 
(Wong et al., 2012). To define the extent to which a collection of words are related, co-
occurrence measures are used (Bordag, 2008). 
Term subsumption 
Term subsumption is a statistical technique used to automatically define term hierarchies 
(Sanderson & Croft, 1999). Term subsumption defines the most frequent terms in a corpus. As 
the most frequent terms are those most related to the topic, by finding the relations between 
them, more information is known about the topic. Then, the hierarchy of terms can be defined by 
learning the generality and specificity of relations between the most frequent terms (Njike-Fotzo 
& Gallinari, 2004).  
Association rule mining 
By determining set pairs of concepts, association rule mining can be utilised to define the 
associations between the concepts at an appropriate level of abstraction (Jiang, Tan, & Wang, 
2007). For example, if {chips, beer} and {peanuts, soda} are given as set pairs of concepts, the 
association rule is utilised to generalise the pairs and delivers {snack, drink} (Maedche & Staab, 
2001).  
2. Linguistics-based techniques 
Linguistics-based techniques are suitable for most tasks associated with ontology learning from 
text and they rely on natural language processing tasks. Some linguistics-based techniques rely 
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on PoS tagging, sentence parsing, syntactic analysis and dependencies analysis, while others 
depend on semantic lexicon, sub-categorisation frames and seed words (Wong et al., 2012). 
PoS tagging and syntactic parsing  
Part-of-speech tagging and syntactic parsing deliver syntactic structure and dependencies 
information, which are prerequisites for further text analysis to discover terms and relationships 
between terms. The Brill Tagger (Brill, 1992) and TreeTagger (Schmid, 1994) are examples of 
PoS taggers, while Principar (Lin, 1994) and Minipar (Lin, 2003) are examples of sentence 
parsers. GATE (Cunningham, 2002) and NLTK (Bird, 2006) are examples of natural language 
toolkits that can achieve most natural language tasks. 
Semantic lexical resources 
General semantic lexical resources such as WordNet (Miller, Beckwith, Fellbaum, Gross, & 
Miller, 1990), and domain-specific lexical resources such as the Unified Medical Language 
System (Lindberg, Humphreys, & McCray, 1993) are common resources used in ontology 
learning. Many tools and systems employ WordNet in (1) lexical acquisition (O'Hara, Mahesh, 
& Nirenburg, 1998); (2) word sense disambiguation (Ide & Véronis, 1998); and (3) similarity 
measurement (Pedersen, Patwardhan, & Michelizzi, 2004). Semantic lexical resources provide 
access to a huge collection of predefined concepts and relationships. Concepts in semantic 
lexicon resources are structured into sets of synonyms called synsets. The synsets are utilised for 
determining terms (Turcato et al., 2000) and for developing concepts. The associations found in 
semantic lexical resources such as hypernyms, hyponyms, meronyms and holonyms are useful 
for discovering taxonomic and non-taxonomic relations. 
Subcategorisation frame 
In the sentence ‘Dave writes an email’, the verb ‘writes’ takes ‘Dave’ as the subject and ‘email’ 
as an object. This is called a subcategorisation frame (Agustini, Gamallo, & Lopes, 2003). 
Clearly, Dave is an individual and an email is a written statement, and in overall, an individual 
and written statement are restrictions of selection for the subject and object of the verb ‘write’. 
Such restrictions are extracted from text parsers. The restrictions, in cooperation with clustering 
techniques, are used for concept extraction (Faure & Nédellec, 1998). 
Seed words 
Seed words and seed terms (Yangarber, Grishman, Tapanainen, & Huttunen, 2000) are used in 
many systems for many tasks in ontology learning. Seed words deliver good initial facts for the 
detection of extra terms related to a specific domain (Hwang, 1999) and can guide the automatic 
building of a text corpus from the web (Baroni & Bernardini, 2004).  
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3. Logic-based techniques and resources 
Logic-based techniques are linked to knowledge representation and reasoning in machine 
learning (Wong et al., 2012). Inductive logic programming (Lavrac & Dzeroski, 1994) and 
logical inference (Shamsfard & Barforoush, 2004) are the most commonly utilised logic-based 
techniques (Wong et al., 2012).  
Inductive logic programming       
In inductive logic programming, rules are derived from concepts and relationships in the existing 
collection. These rules are separated into positive and negative examples (Wong et al., 2012). 
For instance, if training starts with the positive example ‘tigers have fur’, followed by another 
positive example ‘tigers have fur’, a generalisation can be derived, which is ‘foxes have fur’. If 
this is followed by another positive example, ‘dogs have fur’, the generalisation ‘mammals have 
fur’ is obtained by the technique. Once a negative example is met, such as ‘humans do not have 
fur’, the generalisation is amended to ‘canines and felines have fur’ (Oliveira, Pereira, & 
Cardoso, 2001). 
Logical inference 
Logical inference extracts new relationships from existing relationships. For example, from 
existing relations such as ‘Socrates is a man’ and ‘All men are mortal’, a new relation can be 
obtained, which is ‘Socrates is mortal’. However, despite the capabilities of inference for 
extracting new relationships, unacceptable relationships may be obtained if the rules are not 
complete. For example, the relationships ‘human eats chicken’ and ‘chicken eats worm’ can 
produce an invalid relationship because the intransitivity of eating relationships is not clearly 
identified in advance (Wong et al., 2012). 
 
Statistics-based techniques are mostly used in the early stages of ontology learning, such as for 
term extraction and hierarchy construction, but these tasks are not required within the domain-
independent ontology proposed in this research. The use of logic-based techniques is not popular 
in ontology learning and when such techniques are used, it is largely for more complex tasks like 
axiom extraction. However, axiom extraction is also not required within the ontology proposed 
for this research. Linguistics-based techniques are appropriate to nearly all tasks in ontology 
learning and mostly rely on natural language processing tasks (Wong et al., 2012). Therefore, 
linguistics-based techniques have been chosen for use in this research. PoS tagging is used as the 
prerequisite for a semantic lexical resource to guide conceptual model extraction from natural 
language text.      
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2.4.3 Data Set Ontologies 
1. WordNet 
WordNet12 is a lexical ontology developed by Princeton University in 1985 and the latest version 
of WordNet is 3.1. WordNet includes nouns, verbs, adjectives and adverbs, but word functions 
such as determinations and prepositions are excluded from the ontology. The words in WordNet 
are linked by a set of synonyms called a synset, and the ontology includes semantic relationships 
between each synset. The semantic relationships include is-a, part-of, synonyms and antonyms. 
The is-a relationship is the basis for creating a synset taxonomic hierarchy. Due to ambiguity in 
natural language text, a word can have many different meanings and a word can have many 
synonyms. WordNet can therefore function as a combined dictionary and thesaurus which aims 
to automatically analyse text and thus help artificial intelligence applications to reduce ambiguity 
(Fellbaum, 1998). 
WordNet can distinguish between entities and non-entities by using noun hierarchy (Du, 2008). 
It divides nouns into three categories, which are strong entities, mid-entities and non-entities: 
 Strong entities: these are further divided into four sub-categories, which are Group, 
Physical Object, Physical Entity and Thing. 
 Mid-entities: these are further divided into four sub-categories, namely, Substance, 
Event, Communication and Physical Process. 
 Weak entities are further divided into five sub-categories, which are Cognition, Attribute, 
Measure, Constituent and Language unit. 
For each noun phrase, a noun hypernym tree is viewed. If the noun’s hypernym tree matches one 
of the categories included in the strong entity group, then the noun phrase is categorised as a 
strong entity.  
Figure 2.5 shows the hypernym chain for the noun phrase ‘a doctor’. The noun phrase is 
sequenced from top to bottom as follows: 
 
Health Professional>Professional>Adult>Person>Organism>Living 
thing>Whole>Object>Physical Entity>Entity. 
 
The hypernym tree for the noun phrase matches ‘Physical Entity’. A Physical Entity is 
categorised as a strong entity, so the noun is considered a strong entity. 
 
                                                          
12 https://wordnet.princeton.edu 
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Figure 2.5 Hypernym Chain for ‘Doctor’ in WordNet 
 
Figure 2.6 shows the hypernym chain for the noun phrase ‘size’. The noun phrase is sequenced 
from top to bottom as follows: 
 
Property>Attribute>Abstraction>Entity> 
 
As the hypernym tree for the noun phrase matches ‘Attribute’, and the Attribute group is 
categorised as comprising weak entities, then the noun is eliminated from being an entity. 
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Figure 2.6 Hypernym Chain for ‘Size’ in WordNet 
 
Figure 2.7 demonstrates the hypernym tree for the noun phrase ‘treatment’. The noun phrase is 
sequenced from top to bottom as follows: 
 
Care>Work>Activity>Act>Event>Psychological Feature>Abstraction>Entity  
 
As the hypernym tree for the noun phrase matches ‘Event’, then the noun is considered a mid-
entity. In this case, human intervention may be required to decide whether the noun phrase is 
kept or eliminated from being an entity. 
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Figure 2.7 Hypernym Chain for ‘Treatment’ in WordNet 
 
2. Suggested Upper Merged Ontology (SUMO) 
The Suggested Upper Merged Ontology is an high level ontology. SUMO was suggested “as a 
starter document for the Standard Upper Ontology Working Group, an IEEE-sanctioned group of 
collaborators from the fields of Engineering, Philosophy and Information Science” (Niles & 
Pease, 2001). SUMO delivers general definitions of terms and can serve as a basis for domain-
dependent ontologies. It is divided into two main levels, which comprise upper level and mid-
level ontologies. Figure 2.8 illustrates a snapshot of the upper level hierarchy for SUMO.  
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Figure 2.8 SUMO Upper Level Hierarchy (Niles & Pease, 2001) 
 
The root node in SUMO, as in any ontology, is an entity. The entity is further divided into two 
main concept types, which are Physical and Abstract. Physical concepts include everything 
which physically exists in space and time, while Abstract concepts include all concepts that are 
not classified as physical. Physical concepts are further divided into Objects and Processes, while 
the Abstract class is also further divided into separate concepts, which are SetClass, Proposition, 
Quantity and Attribute. The mid-level ontologies are attached to upper-level ontologies 
according to the hierarchy of the upper level ontology. Examples of mid-level ontologies are 
communications, economy, finance, automobiles and engineering components, food, sports, 
shopping catalogues and hotels, geography, government and justice, language taxonomy, law, 
weapons of mass destruction and others13. All SUMO concepts are mapped into WordNet 
synsets. As all SUMO concepts are nouns, they are mapped to synsets of nouns. The 
relationships used to map WordNet synsets to SUMO concepts are synonyms, hypernyms and 
instantiation.  
3. The DBpedia 
Wikipedia is the sixth most widespread website and is used globally. There are Wikipedia 
versions in 287 different languages, though the sizes of these Wikipedia editions vary from one 
to another. Some editions contain a couple of hundred articles, while others can reach up to 3.8 
million articles. Wikipedia articles are made up of free text (unstructured data), but also contain 
structured data such as infoboxes, images, lists, tables and categorisations. Wikipedia provides 
users with a free text search facility, but this search facility does not enable users to find answers 
to specific questions, such as all the routes to Manchester in the UK which are no lengthier than 
                                                          
13 http://www.adampease.org/OP/ 
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fifteen miles, or the names of all British singers born in the 18th century. The DBpedia14 project 
is a multilanguage knowledge base which extracts structured data from Wikipedia in 111 
languages and makes it freely accessible on the web. This structured knowledge can be queried 
to find answers to the above questions. The biggest DBpedia knowledge base is taken from the 
English edition and has more than 400 million facts. These facts define more than 3.7 million 
objects. DBpedia knowledge bases taken from languages other than English define 1.46 billion 
facts, describing 10 million objects. The DBpedia project maps infoboxes in different languages 
into a single united ontology. This ontology has 320 classes and includes 1,650 properties 
(Lehmann et al., 2015).  
4. Cyc ontology 
The main purpose of the Cyc project15 is to build a large knowledge base which should be able to 
support reasoning for a variety of different domains. The project has involved 900 persons and 
years of effort. The Cyc knowledge base is divided into three ontology levels, which are the 
upper, middle and lower ontologies. The upper ontology level is the smallest, but is the most 
widely referenced area of Cyc knowledge base. The middle level is bigger than the upper but 
smaller than the lower ontology level, and is used to capture the kind of abstraction that is 
extensively used. Domain-specific ontologies are among the lowest level ontologies in Cyc. The 
Cyc knowledge base is browsed by using the OpenCyc KB browser, which is available for free 
download (Matuszek, Cabral, Witbrock, & DeOliveira, 2006). The Cyc ontology has provided a 
step forward in developing a knowledge base that can help natural language applications with 
reasoning in a variety of domains. However, it cannot provide comprehensive associations of 
relationships suitable for supporting the creation of conceptual models. 
5. Yet Another Great Ontology (YAGO) 
YAGO16 is an ontology with high coverage and precision, which is automatically extracted from 
WordNet and Wikipedia. YAGO extracts information from infoboxes and category pages within 
Wikipedia and combines this with taxonomy relationships in WordNet. The YAGO knowledge 
base is a combination of entities, relationships and facts. This includes more than one million 
entities and five million facts, as well as taxonomic and semantic relationships (Suchanek, 
Kasneci, & Weikum, 2007). The purpose of YAGO is to build a large-scale knowledge base, 
which is domain independent and automatically extracted with high precision and accuracy. The 
following provides an example: 
                                                          
14 http://wiki.dbpedia.org/ 
15 http://www.opencyc.org/ 
16 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/ 
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1. Elvis Presley isA singer 
2. Singer subClassOf person 
3. Elvis Presley bornOnDate 1935-01-08 
4. Elvis Presley bornIn Tupelo 
5. Tupelo locatedIn Mississippi(state) 
6. Mississippi(state) locatedIn USA 
 
All objects are considered as entities. For example, Elvis Presley and Tupelo are entities. 
Moreover, entities are involved in relationships, as in example number four. YAGO facts are 
represented in the triple form of entity, relation, entity, such as ‘Elvis Presley hasWonAward 
Grammy Award’. Each fact has a unique identifier. Numbers and dates are also entities, for 
example, ‘Elvis Presley BornInYear 1935’ (Suchanek, Kasneci, & Weikum, 2008). However, 
although YAGO has 1.7 million entities, the majority of them are not suitable for mapping into a 
conceptual model, as some of them are numbers, some are objects and others are words (text). 
Furthermore, from exploring the YAGO browser, the author cannot see how YAGO can cover 
association relationships between entities in a manner that would be suitable for conceptual 
model extraction.  
6. TextRunner 
TextRunner17 provides open information extraction of objects and enables extraction of 
relationships in tuples (Banko, Cafarella, Soderland, Broadhead, & Etzioni, 2007; Yates et al., 
2007). Figure 2.9 represents the result when TextRunner is asked to seek relationships between 
‘patient’ and ‘doctor’. 
 
                                                          
17 http://openie.allenai.org/ 
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Figure 2.9 Relations between Doctor and Patient in TextRunner Ontology 
 
The result returns 252 relations between a patient and a doctor. Analysis of the outcome reveals 
that some of these answers could be suitable for matching association relationships between 
entities in conceptual models. For example, ‘Patient is Examined by Doctor’ is one of the 252 
answers given by TextRunner when the relationship between patient and doctor is explored. This 
could match the association relationship between a patient and a doctor in a sentence such as 
‘Doctors examine patients in order to prescribe proper treatment’. However, 252 is a huge 
number of relationships to be given to a user to choose from; this would require a good filtering 
system to eliminate answers, particularly as some of the 252 answers are synonyms for each 
other. It is also evident that some of the 252 answers are not suitable for creating association 
relationships for conceptual models. For example, relations such as ‘is in’, ‘should discuss with’, 
‘comes to’, ‘talk to’, ‘choose’, ‘communicate with’, ‘phoned’, ‘leaves’, ‘goes to’, ‘see is in’, 
‘rate’, ‘find’, ‘should be taken to’, ‘shook’ and ‘talk with’ are all found within the 252 relations 
between patient and doctor. Such relationships may not be suitable for the development of a 
conceptual model for database design, as they are likely to have been extracted from text which 
is not appropriate for the problem description. Therefore, it cannot be certain that TextRunner 
would be able to extract suitable relationships for all the expected entities. For example, when an 
enquiry was made about the relationships between a programmer and programming language, 
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the result was Zero, as shown in Figure 2.10. However, from a sentence such as ‘a programmer 
uses a programing language and a programming language can be used by many programmers’, 
there is an important association which needs to be remembered. 
 
 
Figure 2.10 Relations between Programmer and Programming Language in TextRunner 
Ontology 
 
After reviewing most of the existing open ontology datasets in the literature, it is clear that none 
of the existing ontologies would be able to provide full support for the creation of conceptual 
models. However, WordNet has been found to be the most relevant open-source ontology 
knowledge base, and it could be useful for the proposed model in this research. It could be 
employed to distinguish between nouns that represent entities and those which do not represent 
entities by using a hypernym tree chain for noun phrases. To conclude, existing ontologies are 
useful but do not provide full support for conceptual model creation. This is because they are 
designed to be used to provide domain-independent knowledge for different applications, rather 
than for a specific task. Therefore, in this research, the author will use WordNet as the existing 
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ontology to be integrated with the proposed model in order to deliver a knowledge base for 
conceptual model creation.  
2.4.4 Ontology Languages 
Since 1990, many formal languages have been developed for ontology creation. Examples of 
these languages are KIF (Genesereth & Fikes, 1992), Loom (Brill, 1993), OCML (Motta, 1999), 
FLogic (Kifer, Lausen, & Wu, 1995) and web-based ontology languages. In this section, the 
author will describe some of these ontology languages before selecting the most appropriate 
language to be used for ontology development within the proposed model.  
1. KIF 
Knowledge Interchange Format (KIF) is a language built on first-order logic and was created by 
Genesereth and Fikes (1992). Ontolingua (Farquhar, Fikes, & Rice, 1997; Gruber, 1992), the 
first ontology development tool based on KIF, was established in 1992 by the Knowledge 
Systems Laboratory (KSL) at Stanford University. KIF can represent concepts, concept 
taxonomies, relationships and axioms. Because KIF has a high degree of expressiveness, it is 
challenging to construct reasoning mechanisms for it, and thus KIF does not include reasoning 
support.   
2. Loom 
Loom was developed concurrently with Ontolingua at the Information Science Institute (ISI) of 
the University of South California. Originally, it was not intended for employing ontologies, but 
for general knowledge bases. Loom, which is built on description logic and production rules, 
delivers automatic concept classification. Ontology components such as concepts, concept 
taxonomies, n-ary relations, functions, axioms and production rules can all be expressed by 
Loom. 
3. OCML 
OCML was developed in 1993 at the Knowledge Media Institute of the Open University in 
England. The majority of definitions that are represented by Ontolingua can be also represented 
by OCML. In addition, more features are defined by OCML. Deductive rules, production rules, 
functions and operational definitions are examples of additional features expressed by OCML.   
4. Web-based ontology languages 
Widespread use of the internet has led to the creation of a new generation of ontology languages 
which can use web characteristics. This group is known as web-based ontology languages, or 
ontology markup languages (Corcho et al., 2003). Figure 2.11 illustrates the web-based ontology 
languages and the relationships between them.   
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Figure 2.11 Web-Based Ontology Languages (Corcho et al., 2003) 
 
In 1996, SHOE18 (Luke & Heflin, 2000) was developed as an extension version of HTML at 
Maryland University. SHOE tags are different from HTML tags, but SHOE can insert ontologies 
in HTML documents. The language has rules and frames. It can represent concepts, n-ary 
relations, instances and deduction rules. A SHOE inference engine uses deduction rules to derive 
new knowledge.  
The development of SHOE was followed by that of Extensible Markup Language (XML). XML 
(Bray, Paoli, Sperberg-McQueen, Maler, & Yergeau, 1997) is extensively accepted and used as a 
standard language for exchanging information on the web. Then, the SHOE syntax was reformed 
to be able to use XML syntax, and many other languages are built based on XML syntax. 
In 1999, the XML-based Ontology Exchange Language (XOL) (Karp, Chaudhri, & Thomere, 
1999) was developed for ontological exchange in the biomedical domain by the Artificial 
Intelligence Centre of SRI international. However, XOL is a very limited language. It can only 
represent concepts, concept taxonomies and binary relations. XOL does not include inference 
mechanisms. 
The World Wide Web Consortium (W3C) developed the Resource Description Framework 
(RDF) (Lassila & Swick, 1999) as a language based on a semantic network for describing web 
resources. The RDF Schema (Brickley & Guha, 2004) was also developed by the W3C as an 
updated version of RDF. Both versions, RDF and RDF Schema, are called RDF(S). RDF(S) is 
not an expressive language. It can only represent concepts, concept taxonomies and binary 
relations, but constraint checking is included as an inference engine for the language. Three 
additional languages have been developed as extensions to RDF(S). These languages are OIL, 
DAML+OIL and OWL. Both OIL and DAML+OIL can represent concepts, taxonomies, binary 
relations, functions and instances. In 2001, a working group called Web-Ontology (WebOnt) was 
                                                          
18 http://www.cs.umd.edu/projects/plus/SHOE/spec1.0.html 
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established by the W3C. The main objective of the group was the creation of a new ontology 
markup language called Web Ontology Language (OWL).  
OWL resulted from the hard work achieved by experts in web semantics, and is now a standard 
ontology language for the semantic web. The language is compatible with early ontology 
languages such as RDF(S), SHOE, DAML+OIL and offers additional control to express 
semantics (Pulido et al., 2006). OWL includes three versions, namely, OWL Full, OWL DL and 
OWL Lite (Berendt et al., 2004). OWL Full is used when it is necessary to be fully compatible 
with RDF at both syntactic and semantic levels. OWL DL allows more efficient reasoning but 
lacks some compatibility with RDF. OWL Lite is an expressive language with decidable 
inference, and this version is most preferred by developers (Pulido et al., 2006).    
If development of an ontology is required, it is important for the developer to consider what sort 
of expressiveness and inference the ontology will need. Not all ontology languages represent the 
same components and not all languages are reasoned in the same way (Corcho et al., 2003). The 
ontology to be included within the proposed model is a lightweight ontology. It will include 
concepts, entities and relations between entities. The ontology will not include either axioms or 
reasoning services. Such an ontology can be built by different ontology languages, such as KIF, 
Loom, XML, RDF(S) and OWL. In the future, however, the ontology component within the 
proposed model may need to be upgraded, whereby rules and axioms may be added to the 
ontology. Thus, it will be better to choose an expressive ontology language, even though 
currently, the ontology component within the proposed model is lightweight. Dermeval et al. 
(2016) conducted a study to determine which ontology languages are used in requirement 
engineering. Dermeval et al. found that OWL was employed to develop ontologies within the 
majority of the studies considered, and OWL was reported to be the most expressive and widely 
accepted ontology language. Thus, the author is confident to use OWL to define ontology 
components within the proposed model.  
 
2.5 Chapter Summary 
This chapter started by providing an introduction that included a review of the main problems 
working against the creation of conceptual models, followed by a review of approaches used for 
the extraction of conceptual models from natural language text. The problems facing the creation 
of conceptual models are (1) natural language text problems and (2) other difficulties working 
against conceptual model creation.  
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Researchers use different approaches for mapping conceptual models from natural language text. 
These include linguistics-based, pattern-based, cases-based and ontology-based approaches. 
None of these approaches works perfectly all the time and each approach has its advantages and 
disadvantages. Therefore, the author has decided to incorporate a linguistics-based approach with 
an ontology-based approach in order to produce a model which can support the creation of 
conceptual models. The model will include a domain-independent ontology that is capable of 
learning from natural language specifications provided by users, and which can update itself and 
retrieve information to support designers in creating of conceptual models from natural language 
text. To achieve such a mission, the author has reviewed natural language tasks, defined which 
tasks need to be incorporated, and selected Stanford CoreNLP as the toolkit that will be 
employed to achieve natural language tasks. As the application requires the development of an 
ontology, the author has needed to review ontology types and select a suitable type for the 
purpose, and to review methods used in ontology development and select a suitable approach to 
produce the best ontology component for the proposed model. In addition, the chapter has 
reviewed existing ontologies to determine how these ontologies may assist the proposed model, 
raising the question of whether any existing ontology could be incorporated within the proposed 
model to support conceptual model creation. Finally, the author has reviewed ontology 
languages and selected a suitable language for use in developing the ontology. 
Ontology types are reviewed in Section 2.4.1. The author has chosen to create a lightweight 
ontology. The author believes that a lightweight, domain-independent ontology, which will 
include concepts, terms and relationships between real-world concepts, can improve the creation 
of conceptual models.  
In Section 2.4.2, the author has reviewed ontology creation methods. There are two methods of 
ontology development, manual and semi-automated. Automated ontology development is not 
currently possible. Manual development is challenging and time consuming, and thus the author 
has selected a semi-automated approach to develop the ontology for the proposed model.  
In this section, the author has also reviewed some examples of existing ontology learning 
systems, in order to introduce examples of such systems to readers. In addition, techniques used 
for ontology learning have been evaluated. These include statistics-based techniques, logic-based 
techniques and linguistics techniques. Linguistics-based techniques are appropriate for nearly all 
tasks in ontology learning and mostly rely on natural language processing tools; thus, the author 
will incorporate linguistics techniques within the proposed model. PoS tagging will be used as a 
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prerequisite for the semantic lexical resource to guide conceptual model extraction from natural 
language text.  
In Section 2.4.3, the author has reviewed a set of existing ontologies. To the best of the author’s 
knowledge, no existing ontology can deliver full support for conceptual model creation. 
However, the author has selected WordNet as an existing ontology that provides some sort of 
support for the conceptual model creation process. WordNet will be employed to distinguish 
between nouns that represent entities and those that do not represent entities by using hypernym 
tree chains for noun phrases.  
Finally, in Section 2.4.4, ontology languages have been reviewed, and OWL has been selected as 
a standard and expressive language for development of the ontology component within the 
proposed model.  
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Chapter 3: Rules to Derive a Conceptual Model 
from Natural Language Text 
In this chapter, the author reviews rules that may help in extracting conceptual model 
components such as entities, relationships and attributes from natural language text. The chapter 
is divided into six main sections. Rules for determining entities are discussed in Section 3.1. In 
Section 3.2, the author selects which rules will be applied to determine entities in the proposed 
tool. Rules for determining relationships between entities are discussed in Section 3.3. In Section 
3.4, the author selects which rules will be used to determine relationships in the proposed tool. 
Rules for determining the attributes of entities are discussed in Section 3.5. The findings from 
this review and a summary of the chapter are given in Section 3.6. 
    
3.1 Rules to Determine Entities 
1. Common Nouns Represent Entities  
A common noun is a word in the English language that relates to either things or objects, for 
example, a person, doctor, school, chair, restaurant, etc. A person is a common noun, whereas 
Smith, Johan and William are not, as they relate to specific persons. These would be proper 
nouns. Proper nouns have two specific features: they refer to one-of-a-kind items and begin with 
a capital letter. Common nouns can represent entities in ERMs (Chen, 1983; Tjoa & Berger, 
1994). For example, in the sentence, ‘A person owns a car and may belong to a political party’ 
(Chen, 1983), the common nouns ‘person’, ‘car’ and ‘party’ can be mapped into entities to form 
the ERD.  
However, the current author asserts that this rule is not entirely accurate. Common nouns may 
represent entities, but in reality this is not always the case. Not all common nouns in a script are 
suitable for mapping into entities. This can be demonstrated by the following example sentence: 
‘The goal of this case study is to design a system for the university to keep the records of 
numerous departments, lecturers and students’. In the Penn Treebank project ‘NN’ is a tag that 
represents singular common nouns, while ‘NNS’ represents plural common nouns (Santorini, 
1990). Table 3.1 demonstrates the PoS tags for the above example. 
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Input 
The goal of this case study is to design a system for the university to keep the records 
of numerous lecturers, departments and students. 
Output  
The/DT goal/NN of/IN this/DT case/NN study/NN is/VBZ to/TO design/VB a/DT 
system/NN for/IN the/DT university/NN to/TO keep/VB the/DT records/NNS of/IN 
numerous/JJ lecturers/NNS ,/, departments/NNS and/CC students/NNS./. 
Table keys 
DT: Determiner. 
NN: Common noun, singular. 
NNS: Common noun, plural. 
VBZ: Present tense verb. 
TO: to 
VB: Verb, base form. 
CC: Coordinating conjunction. 
IN: Preposition or subordinating conjunction. 
JJ: Adjective. 
Table 3.1 PoS Tagging for a Sentence 
Within the example sentence, there are several common nouns, which include a goal, case study, 
system, university, record, lecturer, department, and student. However, not all the common 
nouns in the sentence should be mapped into entities. In fact, only three nouns out of the eight 
are mapped into entities. A Requirement Specification Text (RST) is a collection of such 
sentences, and the sentence count differs from one RST to another. Consequently, there are many 
common nouns that will not be mapped into entities.   
2. A Sentence Subject Represents an Entity  
A sentence subject describes a part of speech that establishes an action. For example, in the 
sentence, ‘Students work on modules’, it can be determined that ‘students’ are the subject of the 
sentence. The sentence subject represents an entity (Sagar & Abirami, 2014). However, not all 
sentence subjects within requirement specification text are mapped into entities. For example, in 
the sentence ‘A company is distributed over several branches’, ‘company’ is the sentence 
subject, but ‘company’ does not represent an entity. From this sentence, a system designer can 
understand that either there are several branches in the company, or the company has several 
branches but there is only one company. Therefore, although ‘company’ is the subject for the 
above sentence, it should not be mapped into an entity. Mapping each sentence subject within a 
requirement specification text into an entity can result in incorrect entities. 
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3. A Sentence Object Represents an Entity 
A sentence object describes a part of speech that receives an action, and a sentence object can be 
mapped into an entity (Sagar & Abirami, 2014). For example, in the sentence ‘A student works 
on modules’, the noun ‘modules’ is the object of the sentence and can be mapped into an entity. 
In this sentence there are two entities, namely, ‘student’ and ‘modules’, and the relationship 
between them is many-to-many. A student can work on many modules and a module can have 
many students working on it. However, not every sentence object in requirement specification 
text can be mapped into an entity. In the sentence, ‘A student has a name’, ‘name’ is a sentence 
object but it would be mapped into an attribute for a ‘student’ entity. Thus, mapping each 
sentence object within a requirement specification text can result in incorrect entities. 
4. A Proper Noun Represents an Entity 
A proper noun may incorrectly represent an entity (Omar et al., 2004). This rule may be 
overlooked because proper nouns represent people, countries and things. However, people, 
countries and things can also represent a record or an attribute, as shown in Table 3.2. 
 
Input 
There are five airlines in different countries: Libya, Egypt, UK, Tunisia and France. 
The customers could come from any state, not just the above, and from any city.  
Output  
There/EX are/VBP five/CD airlines/NNS in/IN different/JJ countries/NNS :/: 
Libya/NNP ,/, Egypt/NNP ,/, UK/NNP ,/, Tunisia/NNP and/CC France/NNP ./. 
The/DT customers/NNS could/MD come/VB from/IN any/DT state/NN ,/, not/RB 
just/RB the/DT above/JJ ,/, and/CC from/IN any/DT city/NN./. 
Table 3.2 Stanford Parser Defines Common Nouns and Proper Nouns 
In Table 3.2 there are five proper nouns. Within the script in Table 3.2, there are three candidate 
entities, which are ‘airline’, ‘country’ and ‘customer’, all of these being common nouns. If all 
proper nouns within the script were also mapped into entities, there would be eight entities. As a 
result, five out of the eight entities would be incorrectly classified as entities, which would lead 
to a dramatic reduction in the precision of extraction. 
5. Noun Category Entities 
Some people suggest that a noun phrase can be a class entity if it belongs to a specific class, such 
as people, places, physical things, organisations, events, transactions, interactions, policies and 
containers (Song et al., 2004). To the best of the author’s knowledge, definition of such classes 
relies on human intervention, as there is no tool that can achieve such a task. Some of these 
classes are explained below. 
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People: this class represents persons who are employed to achieve particular functions in 
requirement specification text. Examples are a student, doctor and nurse. 
Places: this class represents places where business activities take place. Examples are a hospital, 
university and bank. 
Physical things: this includes nouns that are important in a requirement specification text, such 
as a product, book or device. 
Organisations: this class represents important units in a requirement specification text, such as a 
branch, department and team. 
Events: these are sometimes called transactions. Examples are payment, booking and order. 
Containers: this class is able to hold or carry things, such as a store or a bin. 
6. WordNet Entities  
WordNet divides nouns into three groups: strong entities, mid-entities and weak entities. A noun 
phrase hypernym chain is obtained and, if a noun phrase’s hypernym matches the strong entities 
group, then the noun phrase is mapped into an entity. If a noun phrase’s hypernym matches the 
weak entities group, then the noun phrase is eliminated from being an entity. If a noun phrase’s 
hypernym matches the mid-entities, human intervention is employed to decide whether the noun 
phrase should be mapped into an entity or eliminated from being an entity (Thonggoom, 2011). 
7. Domain Independent Rules 
Thonggoom (2011) developed the Heuristic-Based Technique (HBT) for extracting a conceptual 
model from natural language text. The HBT is based on six domain-independent rules obtained 
as a result of twenty years’ work on a teaching database. These rules can be used to teach novice 
designers how to develop conceptual models. Examples of these rules are given below. 
Identifier rule 
If a noun phrase needs to include a unique identifier, then it can be mapped into an entity. For 
example, an identification number is required for a student in a university, so a student can be an 
entity.  
Multi-attributes 
If a noun phrase can include multiple attributes, it can be mapped into an entity. For example, a 
student can have many attributes, such as an address, a telephone number etc., and therefore a 
student can be an entity. 
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Multi-value attributes 
If a noun phrase can represent attributes with multiple values, then it can be mapped into an 
entity. For example, a telephone number for a person can have several values, as a person can 
have more than one phone number. 
Domain-importance rule 
If a noun phrase is important within a requirement specification text, then it can be mapped into 
an entity. For example, a doctor or a patient are important within a requirement specification text 
that describes a hospital. 
 
3.2 Approach Applied for Entity Extraction  
The rules that are used to map noun phrases into entities are not complete. There is no rule that is 
true all of the time. Common nouns, sentence subjects and sentence objects can all be mapped 
into entities, but not every common noun, sentence subject or sentence object within a 
requirement specification text should be mapped into an entity. Rules that use noun categories 
and domain-independent rules can give accurate results if applied in an appropriate way, but 
these rules cannot be automatically applied. There is no tool that is able to apply such rules to 
natural language text and extract entities. Therefore, the rules need human intervention. On the 
other hand, extraction of entities using WordNet can be fully automated, and therefore, the 
author has chosen to use WordNet for entity extraction. In the proposed model, the system will 
also use a conceptual model ontology to search for noun phrases found in natural language text. 
If a noun phrase is found in the ontology, then it will be mapped into an entity. Furthermore, the 
author plans to use human intervention to consider noun phrases that are not found in the 
ontology and not defined by WordNet as entities. The human intervention will apply the domain-
importance rule and the Multi-attributes rule to either accept or reject a noun as an entity. Section 
4.1.2 presents detail and a flowchart diagram of how entities will be extracted in the proposed 
model.   
 
3.3 Rules to Determine Relationships between Entities 
Identified below are the most common rules for extracting relationships from the text of a 
requirements specification.  
1. A transitive verb determines a relationship between entities (Chen, 1983; Elbendak, 2011; 
Btoush & Hammad, 2015). A transitive verb is a verb that has a noun to receive an action and a 
noun to do the action. For example, in the sentence ‘A student takes a course’, ‘student’ and 
 80 
  
‘course’ are entities. ‘Student’ is the subject of the sentence and does the action ‘take’, while 
‘course’ is the object of the sentence and receives the action. 
2. If a preposition such as ‘on’, ‘in’, ‘by’ or ‘to’ comes after a verb, this may indicate a 
relationship between entities (Btoush & Hammad, 2015; Omar et al., 2004; Sagar & Abirami, 
2014). For example, in the sentence ‘An employee works on a project’, ‘employee’ and ‘project’ 
are entities and the relationship between them is ‘works on’. 
3. “The adjective ‘many’ or ‘any’ may suggest a maximum cardinality” (Omar et al., 2004). For 
example, in the sentence ‘A doctor treats many patients’, the group of ‘patients’ that ‘a doctor’ 
treats consists of more than one and could be any number.  
4. “A comparative adjective ‘more’ followed by the preposition ‘than’ and a cardinal number 
may indicate the degree of the cardinality between two entities” (Omar et al., 2004), for example, 
‘A patient is treated by more than one doctor’. 
5. The need-to-know rule specifies that if a verb represents a relationship between entities that 
need to be remembered in a problem specification, then there is a relationship between the 
entities (Thonggoom, 2011). For example, the sentence ‘Each plant is divided into departments’ 
indicates that there is a relationship between ‘plant’ and ‘departments’, the relationship being 
that each plant is divided into departments. It is therefore important to know and remember how 
many departments each plant is divided into and to which plant each department belongs. 
 
3.4 Approach Applied for Relationship Extraction 
In the view of the author, the rules used in relationship extraction are not sufficient to extract a 
good set of relationships for a conceptual model. This is because they are not enough to satisfy 
the syntax variables within requirement specification scripts. Syntax variables are the many 
different ways of inferring the same thing, for example, ‘John is employed by the company’ or 
‘John is an employee of the company’. Furthermore, the relationship extraction rules would 
require human intervention to be applied to natural language text. There is no existing tool which 
can be used to extract relationships for conceptual models. Therefore, for binary relationship 
extraction, the author suggests the use of an integrated approach combining Stanford typed 
dependencies with a conceptual model ontology and human intervention. Stanford typed 
dependencies can be used to extract relationships between sentence subjects, sentence objects 
and verbs in a requirement specification text, while the conceptual model ontology is used to 
retrieve the relationships between entities that are stored in it. Human intervention will then be 
used to either accept or reject the relationships extracted by Stanford typed dependencies and the 
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conceptual model ontology, and to apply the need-to-know rule to identify relationships between 
the extracted entities. Section 4.1.3 presents detail and a flowchart of relationship identification. 
Non-binary relationship extraction is outside the scope of this research. 
 
3.5 Rules to Determine Attributes 
Identified below are the most common rules for extracting attributes from the text of a 
requirements specification. 
1. A possessive noun phrase might signify an attribute of a noun (Elbendak, 2011; Btoush & 
Hammad, 2015; Omar et al., 2004; Slankas, 2015; Sagar & Abirami, 2014). For example, in the 
sentence ‘An employee’s address is stored in the database’, ‘address’ is an attribute of the 
‘employee’ table.  
2. “The genitive case when referring to a relationship of the possessor using the ‘of’ construction 
signifies an attribute” (Sagar & Abirami, 2014). For example, in ‘The name of the student is 
stored’, the ‘name’ may represent an attribute of the ‘student’ table. 
3. Noun phrases in two parts where the second part is an abbreviation may represent an attribute 
(Btoush & Hammad, 2015). Examples of this are ‘vehicle no.’ and ‘employee ID’.  
4. A noun phrase that comes after the verb ‘has / have’ may represent an attribute or group of 
attributes (Btoush & Hammad, 2015). For example, in ‘Each dependent has a unique ID and 
name’, the ‘ID’ and the ‘name’ are attributes of a ‘dependent’ table.  
5. A noun phrase that follows the verb phrase ‘identified by’ and ‘recognised by’ might represent 
attributes (Elbendak, 2011; Gomez et al.,1999; Sagar & Abirami, 2014). The attribute in this 
case might be a primary key for an entity. For instance, in ‘A patient is identified by ID’, the 
‘ID’ is not only an attribute of a ‘patient’ entity, but also a primary key for the entity. 
6. An adjective in English might represent an attribute (Chen, 1983; Elbendak, 2011; Tjoa & 
Berger, 1994; Sagar & Abirami, 2014). An adjective in English describes a noun. For example, 
in the sentence ‘A large item has extra charges on carriage and delivery’, ‘large’ is an adjective 
that describes an ‘item’. An ‘item’ has an attribute, ‘size’, which can have a value such as large, 
medium, standard and small.  
7. If there is a relationship between entities, an adverb might represent an attribute of the 
relationship (Chen, 1983). For example, in ‘An employee works at a company for 20% of his 
time’, the ‘employee’ and ‘company’ are entities and there is a relationship, ‘works at’, between 
them. ‘20% of his time’ is an adverb that adapts the verb phrase ‘works at’, and consequently, 
time percentage can be an attribute of the relationship between an employee and a company. 
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8. If “a sentence has the form ‘X of Y is Z’, and Z is not a proper noun, we may treat X as an 
attribute of Y” (Chen, 1983). For example, in the sentence ‘The colour of the desk is blue’, since 
‘blue’ is not a proper noun, we may infer that ‘colour’ is an attribute of the entity ‘desk’. 
9. Numeric operations may represent attributes (Chen, 1983). For example, in ‘The average 
salary is £20,000, and the maximum credit limit is £500’, there are two algebraic operations, 
‘average’ and ‘maximum’. As such, a ‘salary’ and ‘credit’ are attributes of an ‘employee’ entity. 
 
There are many rules used to define attributes within natural language text. However, these rules 
are not sufficient to attach a good set of attributes for each entity within a conceptual model. 
Each individual describes requirement specifications in his own words with no idea about the 
rules used to extract entities, attributes and relationships. The individual may have no awareness 
of the meaning of entities, attributes and relationships. 
Applying the above rules could therefore result in an unsatisfactory set of attributes, with 
incorrect attributes attached to incorrect entities. For example, when Rule number 1, which states 
that a noun phrase with possessive case might signify an attribute of an entity, is applied to a 
sentence containing the phrase ‘company’s hierarchy’, then ‘hierarchy’ could be attached as an 
attribute of the entity ‘company’. In reality, however, this is incorrect. Furthermore, in applying 
Rule number 2, ‘application’ may be interpreted as an attribute of ‘computer’ as a result of the 
noun phrase ‘applications of computers’, and ‘number’ could be regarded as an attribute of a 
‘skill’ entity as a result of the noun phrase ‘number of skills’. This would result in both incorrect 
extraction of entities and incorrect attachment of attributes. Because the rules used for attributes 
extraction cannot be universal, and there is no existing tool that is capable of attributes 
extraction, the author has decided not to include attributes extraction in the proposed model. The 
author believes that details such as attributes can be included during the design of a logical 
model or a physical model. It is proposed that if attributes need to be included during the design 
of the conceptual model, human intervention should be employed to perform this task.   
 
3.6 Chapter Summary 
From the above review, the author has learned that rules cannot be sufficiently universal to 
satisfy the syntax variables within requirement specification scripts. Syntax variables are the 
many different ways of inferring the same thing. Furthermore, the linguistic rules which are used 
for mapping natural language text into conceptual models are incomplete. Such rules are 
sometimes valid and sometimes invalid; there is no rule that is true at all times. For example, 
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common nouns can represent entities, but not every common noun within a requirements 
specification should be mapped into an entity. This raises the issue of how to differentiate 
between common nouns that represent entities and those that do not. To solve such problems, 
human intervention must be used.  
Linguistic rules are overlapped and it is not possible for a large group of rules to work together. 
For example, nouns can be mapped into entities, but nouns can be mapped into attributes as well. 
If these two rules are used together, a problem occurs with regard to whether the nouns should be 
mapped into entities or attributes. Therefore, linguistic rules can only provide a basic service in 
developing a tool to map natural language text into a conceptual model. In order to achieve a 
better result, only a minimum number of these rules should be used in developing such a tool, 
and the group of rules must not be overlapped or conflicted. Furthermore, the use of rules should 
be integrated with human intervention to ensure that valid outputs are obtained. 
Entities can be mapped from common nouns, sentence subjects, sentence objects, noun 
categories, WordNet and domain-independent rules. In this research, the author proposes to 
integrate WordNet with the domain-importance rule and multi-attributes rule (domain-
independent rules) to extract entities from natural language text. For relationship extraction, the 
Stanford typed dependencies will be integrated with a conceptual model ontology and human 
intervention. Attributes extraction will not be included in the proposed model. Because of the 
unavailability of good rules suitable for attributes extraction from natural language text, the 
author recommends the use of human intervention for this purpose. 
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Chapter 4: Implementation of Semi-Automated 
Conceptual Model Extraction System (SACMES) 
Rather than developing a domain-independent ontology to help designers map natural language 
text into conceptual models, which would be extremely time-consuming, the author’s aim is to 
produce a model that can learn from natural language specifications and store what it has learnt 
in an ontology to update it. The model will also store designers’ behaviours in a database and use 
these behaviours when it processes a new situation. Consequently, the model will improve its 
performance and reduce the need for human intervention. In this chapter, the Semi-Automated 
Conceptual Model Extraction System (SACMES) is introduced. The chapter is divided into three 
sections. Section 4.1 demonstrates the SACMES architecture and Section 4.2 presents a 
demonstration of how SACMES is used to process requirement specifications. The chapter 
summary is given in Section 4.3. 
4.1 System Architecture 
 
Figure 4.1 SACMES Architecture 
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Figure 4.1 illustrates the architecture of the model. The model integrates natural language 
processing tools, WordNet ontology, linguistic rules, a Conceptual Model Ontology (CMO), and 
a User History Knowledge Base (UHKB) to help designers produce conceptual models from 
natural language text. The model is implemented by Java programming language. The input for 
the system is natural language specifications that describe a specific problem.  
1. Natural language Processing 
The model employs a natural language processing component to perform the natural language 
tasks required by the model. At the pre-processing stage, the natural language processing 
component helps in identifying noun phrases that are included in the text. Natural language 
processing also helps also in eliminating nouns and noun phrases that are unlikely to be entities. 
Furthermore, natural language processing helps in identifying relationships between entities by 
using Stanford typed dependencies.  
2. WordNet Ontology 
The model employs WordNet ontology to distinguish between nouns that can be mapped into 
entities and those that are unlikely to be mapped into entities.  
3. Linguistic Rules 
The model employs linguistic rules to help the user identify entities and relationships. The 
linguistic rules component requests human intervention to apply the domain-importance and 
Multi-attributes rules to identify entities. In addition, this component requests human 
intervention to apply the need-to-know rule to identify relationships.   
4. Conceptual Model Ontology (CMO) and User History Knowledge Base (UHKB) 
The CMO learns from natural language requirements and uses this information to support users 
when a similar scenario is processed. The UHKB database records users’ behaviour when 
applying the SACMES. Figure 4.2 shows the CMO hierarchy and UHKB database. 
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Figure 4.2 OCM Hierarchy and UHKB Database 
 
Entities in the CMO are divided into three groups, namely, strong entities, mid-entities and other 
entities (entities that have been defined by designers but which do not belong in the strong or 
mid-entities groups). Each group is further divided into subgroups. The entities added by the 
system are introduced into these subgroups, whereas relationships are added under the object 
properties hierarchy. The CMO hierarchy is adapted from WordNet, which divides nouns into 
strong entities, mid-entities and weak entities. Weak entities are not considered as entities and 
therefore are not added into the CMO hierarchy. Furthermore, the UHKB records users’ 
behaviour in a relational database, and utilises this history to guide subsequent users in extracting 
conceptual models. The UHKB database includes two tables, namely, the Entities History 
Knowledge Base (EHKB) and Relationships History Knowledge Base (RHKB). The EHKB 
records users’ behaviour with regard to entities, whilst the RHKB stores users’ behaviour 
regarding relationships.  
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As depicted in Figure 4.1, the system is divided into three stages which comprise the pre-
processing stage, entities identification stage and relationships identification stage. 
1. Pre-processing stage 
The input of this stage is the requirement specification text and the output is a list of candidate 
entities. Natural language tools and the WordNet ontology introduce appropriate support for 
performance of this stage. 
2. Entities identification stage 
The input of this stage consists of the candidate entities, while the output is the entities list. 
Support from the CMO, UHKB, WordNet ontology and linguistic rules applied by human 
intervention enable this stage to be appropriately performed.  
3. Relationships identification stage 
The input of this stage is the entities list and natural language specification text for a specific 
problem. The output is the entity relationship diagram and users’ behaviour recorded during the 
process of creating a conceptual model using SACMES. Natural language tools, the CMO, 
UHKB and linguistic rules applied by human intervention provide support for appropriate 
performance of this stage.  
The outputs of the system are a conceptual model and User Behaviour (UB). After the 
conceptual model has been viewed by the user, it is inserted into the CMO in order to update the 
ontology and increase its ability to release relevant information to guide future users in the 
creation of conceptual models. Users’ behaviour is also inserted into the UHKB to update it. The 
system then copies its behaviour from this knowledge when a similar situation to that stored in 
the UHKB is processed by the system.  
Each of the above stages is divided into sub-stages.  
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4.1.1 Pre-Processing Stage 
 
 
Figure 4.3 Flow Chart of Pre-Processing Stage 
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Figure 4.3 illustrates the pre-processing stage. In the pre-processing stage, Stanford CoreNLP6 is 
employed to achieve natural language tasks for SACMES. This stage has sub-stages as follows: 
1. The system uses the Stanford PoS tagger19 to define noun phrases (NPs) from the Requirement 
Specification Text (RST). 
2. The system defines a frequency for each Noun Phrase (NP). The frequency refers to how 
many times a noun phrase is mentioned in the RST.  
3. Removal of system indicative nouns. Some nouns, such as ‘system’, ‘database’, ‘record’ and 
‘application’ are indicative of the system (Btoush & Hammad, 2015). These nouns are removed 
from the NPs list. The system uses string matching to eliminate such nouns.  
4. Removal of improbable NER classes. The system uses the Stanford Name Entities 
Recogniser20 to exclude nouns that are indicative of being an organisation, location, person, 
percentage or time from being tabled. Logically, these classes would not normally be mapped 
into entities.  
5. Removal of NPs indicative of attributes. The system uses a predefined list of nouns which are 
indicative of attributes. This list includes name, birthdate, number, gender, size, colour, age, 
username, password, date and year, month and day. If a NP matches any of this list, then it is 
removed. 
6. Removal of Compound Attribute Nouns (CAN). For example, the noun phrase ‘student 
number’ is a noun phrase made of two nouns. The second noun is indicative of an attribute, and 
therefore such nouns are removed from the noun phrase list.  
7. Removal of improbable nouns. In some cases, the PoS tagger defines improbable nouns. The 
system uses noun phrases found in WordNet 3.1 as standard for NPs. Each NP in the NPs list is 
matched with the WordNet nouns list. If it is not matched, then it is removed. Sometimes a NP is 
made of compound nouns. In this case, the system divides a compounded noun into separate 
nouns and matches each to WordNet nouns. All sub-nouns within the compound nouns must 
match with nouns in WordNet; otherwise, the NP is removed from being a candidate entity. 
8. The NPs remaining after completion of these steps are considered Candidate Entities (CEs). 
The CEs are the output of the pre-processing stage and the input for the entities identification 
stage. 
 
 
                                                          
19 https://nlp.stanford.edu/software/tagger.shtml 
20 https://nlp.stanford.edu/software/CRF-NER.shtml 
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4.1.2 Entities Identification Stage 
 
 
Figure 4.4 Flow Chart of Entities Identification Stage 
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Figure 4.4 illustrates the entities identification stage. The entities identification stage is achieved 
by means of the following steps: 
1. The process starts by searching for each item on the candidate entities list in the conceptual 
model ontology. If a candidate entity is found in the ontology, then it is considered as an entity.  
2. WordNet is used to find a hypernym chain for each candidate entity that is not found in the 
ontology. If the hypernym chain of a candidate entity matches the strong entities group, then the 
candidate entity is considered an entity and inserted into the entities list. 
3. If the hypernym chain of a candidate entity does not match the strong entities group but 
matches the mid-entities group, then the system uses the EHKB and linguistic rules either to 
discard the candidate noun or to accept it as an entity (using human intervention).  
4. If the hypernym chain of a candidate entity does not match the strong or mid-entities groups, 
but does match the weak entities group, then the candidate entity is removed from the candidate 
entities list. 
5. If the hypernym chain of a candidate noun does not match the strong entities, mid-entities or 
weak entities groups, and its frequency is equal to one, then the candidate entity is removed from 
the candidate entities list. 
6. If the hypernym chain of a candidate noun does not match the strong entities, mid-entities or 
weak entities groups, and its frequency is greater than one, then the system uses the EHKB and 
linguistic rules to either discard the candidate noun or accept it as an entity (human intervention).  
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4.1.3 Relationships Identification Stage 
 
 
Figure 4.5 Flow Chart of Relationships Identification Stage 
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Figure 4.5 demonstrates a flow chart of the relationships identification stage. This stage is 
divided into three sub-stages. The first sub-stage defines relationships from the requirement 
specification text using Stanford typed dependencies. The second sub-stage defines relationships 
from the entities list identified in the first stage. The third sub-stage is human intervention. 
4.1.3.1 Identifying relationships from requirement specification text using 
Stanford typed dependencies  
The input for this sub-stage is the requirement specification text for a specific problem, and the 
outputs are candidate relationships defined by Stanford typed dependencies (De Marneffe & 
Manning, 2008). The author employed Stanford dependencies as part of Stanford CoreNLP to 
achieve this stage. Relationships are interactions between nouns and verbs. The nouns represent 
subjects and objects, the subject being a person or thing doing something and the object having 
something done to it. Stanford dependencies can deduce sentence subjects and sentence objects 
from the following list of relationships. 
 
Nominal subject (nsubj)  
Nominal subject passive (nsubjpass) 
Clausal subject (csubj) 
Passive clausal subject (csubjpass) 
Direct object (Dobj) 
Indirect object (iobj) 
Preposition object (pobj) 
 
Clausal subjects and passive clausal subjects represent sentence subjects in the form of a clause, 
and a clause cannot represent an entity. For example, in the sentence ‘What Ali said makes 
sense’, ‘What Ali said’ is a clausal subject. Therefore, clausal subjects are not mapped into 
entities. Similarly, an indirect object (iobj) is not useful because it represents a noun phrase 
stating to a person or a thing which is influenced by the acting out a transitive verb (typically as a 
recipient), but is not the primary object. For example, in ‘She gives me a raise’, the subject is 
‘she’, the object is ‘raise’ and the action/verb is ‘gives’. The indirect object is ‘me’. A 
prepositional object (pobj) is equally unhelpful in defining a relationship because it modifies the 
noun rather than showing something done to the verb. For example, in ‘A patient sat on the 
chair’, the subject is ‘A patient’, the action/verb is ‘sat’ and ‘on the chair’ is a prepositional 
object. 
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A nominal subject (nsubj), however, is useful in defining a relationship because it shows 
who/what does the action. For example, in ‘A school offers courses’, ‘A school’ is nsubj for the 
action ‘offers’. A direct object (dobj) is also useful in defining a relationship because it shows 
what is acted on by the verb. In the previous example, ‘courses’ is dobj for the action ‘offers’. In 
addition, a nominal subject passive (nsubjpass) can be useful because it shows what/who does 
the action. A nominal subject passive (nsubjpass) is supported by an agent. An agent is the 
complement of a passive verb which is introduced by the preposition ‘by’ and does the action 
(De Marneffe & Manning, 2008). For example, in ‘An invoice is paid by a customer’, the 
nsubjpass is ‘An invoice’, while the agent is ‘a customer’. 
The system uses nsubj, dobj and nsubjpass to extract relationships from requirement 
specification text. The following example considers text which may form part of a requirement 
specification for a mall database: ‘A customer buys many products. A customer is served by an 
employee.’ Here, the Stanford dependency relationship of the first sentence is: 
 
root ( ROOT-0 , buys-3 )  
det ( customer-2 , A-1 )  
nsubj ( buys-3 , customer-2 )  
amod ( product-5 , many-4 )  
dobj ( buys-3 , product-5 ) 
 
From nsubj (buys-3, customer-2), the action/verb ‘buys’ and the subject of the sentence 
‘customer’ can be defined. From dobj (buys-3, product-5), the action/verb ‘buys’ and sentence 
object ‘product’ can be defined. Thus, from nsubj (buys-3, customer-2) and dobj (buys-3, 
product-5), the system can define the relationship whereby a customer buys a product in the 
following format: 
 
Buy (customer, product) 
 
For the second sentence, the Stanford dependencies relationship is as follows:  
 
root ( ROOT-0 , served-3 )  
nsubjpass ( served-3 , Customer-1 )  
auxpass ( served-3 , is-2 )  
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case ( employee-6 , by-4 )  
det ( employee-6 , an-5 )  
agent ( served-3 , employee-6 ) 
 
From the relationship nsubjpass (served-3, customer-1), the action/verb ‘served’ and the subject 
‘customer’ can be defined. From the relationship agent (served-3, employee-6), the action/verb 
‘served’ and agent ‘employee’ can be defined. Thus, from the relationship nsubjpass (served-3, 
customer-1) and the relationship agent (served-3, employee-6), the system can define the 
relationship whereby an employee serves a customer in the following format: 
 
Served (employee, customer) 
 
As shown in Figure 4.5, this stage has the following steps. 
1. The system employs Stanford dependencies to extract relationships from requirement 
specification text. 
2. The system eliminates any relationship involving a subject or object that is not included in the 
entities list defined in the entities identification stage. 
3. The system eliminates any relationship that includes entities with a hypernym chain matching 
the weak or mid-entities groups. WordNet is incorporated to achieve this mission. The remaining 
relationships are called Candidate Relationships 1st part (CR1), and CR1 is the output of this 
stage. 
4.1.3.2 Identification of relationships from entities 
The input of this stage is the entities list defined in the entities identification stage. As shown in 
Figure 4.5, this stage is divided into the following sub-stages. 
1. The system uses the entities list to determine all possible binary relationships between the 
entities. For example, if the three entities defined from the entities identification stage are 
‘customer’, ‘product’ and ‘employee’, the possible binary relationships between these entities 
are: 
 
(customer, customer) 
(customer, product) 
(customer, employee) 
(product, product) 
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(product, employee) 
(product, customer) 
(employee, employee) 
(employee, product) 
(employee, customer) 
  
2. Reversing the order of terms should not produce a distinct relationship. For example, the 
relationships (customer, product) and (product, customer) match this condition. After eliminating 
such redundancies in the list of relationships, the list is updated as follows. 
 
 
(customer, customer) 
(customer, product) 
(customer, employee) 
(product, product) 
(product, employee) 
(employee, employee) 
  
3. Similarly, entities should not have relationships to themselves, as with (customer, customer), 
for example. After eliminating the relationships that meet this condition, the relationships list is 
updated as follows. 
 
(customer, product) 
(customer, employee) 
(product, employee) 
 
4. The process eliminates any relationship that does not have a first and second entity both 
mentioned in one sentence within a requirement specification text. The entities that are 
mentioned in the same sentence may have a relationship between them. However, the system 
then uses human intervention to revise the result by adding any missing relationships and 
removing any inappropriate relationships. 
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5. The system requires users to use the Relationships History Knowledge Base (RHKB) and  
need-to-know rule (Thonggoom, 2011) to define the associations within those relationships that 
remain after the above filtering steps. 
6. The remaining relationships are all considered 2nd part candidate relationships. Candidate 
Relationships 2nd part (CR2) is the output of this stage. 
4.2.3.3 Human intervention 
The inputs of this stage are candidate relationships 1st part and candidate relationships 2nd part. 
Before the stage is started, the system searches the OCM for relationships identified in CR1 and 
CR2, and adds them to the relationships list. The system then uses human intervention to define 
the cardinality of relationships, giving appropriate names to unnamed relationships. The user is 
also given an opportunity to review the whole process and to add or remove entities or 
relationships. The user can then print a report containing a list of entities and list of relationships 
defined for the problem. The system also updates the OCM by adding these entities and 
relationships into the ontology, as well as updating the UHKB by saving the user’s behaviour 
into the database.  
 
4.2 Step-by-Step Case Study 
In this section, SACMES is used to map natural language text into a conceptual model. The case 
study that is used for this demonstration is illustrated in Figure 4.6. 
 
 
Figure 4.6 A Company Database (Du, 2008, p. 170) 
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Figure 4.7 Attachment of Requirement Specification Text into SACMES 
 
As shown in Figure 4.7, a user is required to attach a requirement specification text to start the 
process. The system receives the text file as an input. The system then reads and displays the text 
as illustrated in Figure 4.8. 
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Figure 4.8 SACMES Displays the RST to the User 
 
The system then performs the pre-processing stage by applying the steps illustrated in Figure 4.3, 
in order to achieve the entities identification stage as described in Figure 4.4. The first step is that 
Stanford PoS, which is part of Stanford CoreNLP, defines a list of nouns and NPs as 
demonstrated in Table 4.1. 
 
S. No Noun Phrase Frequency 
1 Address date 1 
2 Address  1 
3 Birth  date 1 
4 Company 1 
5 Contact 1 
6 Cost 1 
7 Department 4 
8 Description 1 
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S. No Noun Phrase Frequency 
9 Employee 3 
10 Gender date 1 
11 Location  2 
12 Manager  2 
13 Name  3 
14 Name date   1 
15 Number  3 
16 Part  2 
17 Part number 1 
18 Person  1 
19 Project  3 
20 Salary date  1 
21 Security number date 1 
22 Start date 1 
23 Supplier  2 
Table 4.1 Noun Phrases Defined by Stanford PoS from Company Database Scenario  
 
The list of noun phrases in Table 4.1 does not include any system indicative nouns or any nouns 
belonging to improbable NER classes. However, ‘name’ and ‘number’ are found in the list and 
both are indicative of attributes, so they are removed. Furthermore, ‘address date’, ‘birth date’, 
‘gender date’, ‘name date’, ‘part number’, ‘salary date’, ‘security number date’ and ‘start date’ 
are all indicative of attributes, so the system also removes these from the list. After this filtration, 
the list of nouns is updated as shown in Table 4.2. 
 
S. No Noun Phrase Frequency 
1 Address  1 
2 Company  1 
3 Contact  1 
4 Cost 1 
5 Department  4 
6 Description  1 
7 Employee  3 
8 Location  2 
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S. No Noun Phrase Frequency 
9 Manager  2 
10 Part  2 
11 Person  1 
12 Project  3 
13 Supplier  2 
Table 4.2 Entities List Defined from Company Database Scenario after Filtration 
After the above work, the system moves on to applying the process represented by the flowchart 
in Figure 4.4, the Entities Identification Stage (EIS). The system searches the CMO for the 
candidate nouns included in Table 4.2. If any of the nouns are found in the CMO, then they are 
marked as entities. It can be assumed that if the CMO is empty, none of the candidate nouns will 
be marked as entities. The use of WordNet, however, identifies the nouns ‘address’, ‘company’, 
‘contact’, ‘department’, ‘employee’, ‘location’, ‘manager’, ‘part’, ‘person’ and ‘supplier’ as 
belonging to the strong entities group, and therefore, they are marked as entities. The noun ‘cost’ 
belongs to the weak entities group, so it is removed from the list. ‘Description’ and ‘project’ 
belong to the mid-entities group, so the system needs to use human intervention to decide 
whether they should be marked as entities or removed from the list. After the above filtering, the 
entities list comprises: 
 
Address 
Company 
Contact 
Department 
Employee 
Location 
Manager 
Part 
Person 
Supplier 
 
As a further part of the entities identification stage, the system also uses linguistic rules and the 
EHKB. These are both applied by human intervention to define candidate nouns about which 
SACMES is unable to make a decision. Figure 4.9 demonstrates how the system requests the 
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user to apply the domain importance rule and multi-attributes rules  to help decide whether to 
accept a noun phrase as an entity or to reject it. Based on the EHKB, the system tries to 
recommend a decision about each candidate noun. In this scenario, the system requested the user 
to make a decision about the two nouns ‘description’ and ‘project’. When the user clicks on each 
noun, the system displays sentences that show where the noun appears in the RST, highlighted in 
red to distinguish it from other text. The system then displays information and examples on the 
form to explain to the user how to use the domain importance and multi-attributes rules to make 
appropriate decisions. The system gives warning messages if (1) the user presses ‘Next’ without 
making a decision about each noun phrase or (2) the user selects a single noun phrase to be both 
an entity and not an entity at the same time. In response to the system, the author played the role 
of designer and selected ‘description’ as not being an entity, whereas ‘project’ was selected to be 
an entity. Therefore, the noun ‘project’ was added to the entities list.  
 
 
Figure 4.9 Human Intervention for Entities Identification Stage 
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In Figure 4.9, the system starts to apply the process that appears in Figure 4.5 (Relationships 
Identification Stage). In the first part of the flowchart process, the system finds all possible 
binary relationships between entities, as shown in Table 4.3. The system then removes all reverse 
order relationships, cases where entities have a relationship with themselves, and relationships 
between entities that are not mentioned in the same sentence. In this scenario, there are 121 
binary relationships. Those with reverse order relationships are written in bold font; cases where 
entities have relationships with themselves are written in italic font; and relationships involving 
entities that do not appear in the same sentence are identified by bold italic font. After removing 
the relationships written in bold, italic and bold italic, only sixteen relationships remain.  
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(Address, 
Address) 
(company, 
address) 
(contact,    
company) 
(department, 
address) 
(employee, 
address) 
(location, 
address) 
(manager, 
address) 
(part, 
address) 
(person, 
address) 
(supplier, 
address) 
(project, 
address) 
(Address, 
company) 
(company, 
company) 
(contact,       
address) 
(department, 
company) 
(employee, 
company) 
(location, 
company) 
(manager, 
company) 
(part, 
company) 
(person, 
company) 
(supplier, 
company) 
(project, 
company) 
(Address, 
contact) 
(company, 
contact) 
(contact,       
contact) 
(department, 
contact) 
(employee, 
contact) 
(location, 
contact) 
(manager, 
contact) 
(part, 
contact) 
(person, 
contact) 
(supplier, 
contact) 
(project, 
contact) 
(address, 
department) 
(company, 
department) 
(contact, 
department) 
(department, 
department) 
(employee, 
department) 
(location, 
department) 
(manager, 
department) 
(part, 
department) 
(person, 
department) 
(supplier, 
department) 
(project, 
department) 
(address, 
employee) 
(company, 
employee) 
(contact, 
employee) 
(department, 
employee) 
(employee, 
employee) 
(location, 
employee) 
(manager, 
employee) 
(part, 
employee) 
(person, 
employee) 
(supplier, 
employee) 
(project, 
employee) 
(Address, 
location) 
(company, 
location) 
(contact, 
location) 
(department, 
location) 
(employee, 
location) 
(location, 
location) 
(manager, 
location) 
(part, 
location) 
(person, 
location) 
(supplier, 
location) 
(project, 
location) 
(address, 
manager) 
(company, 
manager) 
(contact, 
manager) 
(department, 
manager) 
(employee, 
manager) 
(location, 
manager) 
(manager, 
manager) 
(part, 
manager) 
(person, 
manager) 
(supplier, 
manager) 
(project, 
manager) 
(address, part) (company, 
part) 
(contact, 
part) 
(department,       
part) 
(employee, 
part) 
(location, 
part) 
(manager, 
part) 
(part, part) (person, 
part) 
(supplier, 
part) 
(project, 
part) 
(address, 
person) 
(company, 
person) 
(contact, 
person) 
(department, 
person) 
(employee, 
person) 
(location, 
person) 
(manager, 
person) 
(part, 
person) 
(person, 
person) 
(supplier, 
person) 
(project, 
person) 
(address, 
supplier) 
(company, 
supplier) 
(contact, 
supplier) 
(department, 
supplier) 
(employee, 
supplier) 
(location, 
supplier) 
(manager, 
supplier) 
(part, 
supplier) 
(person, 
supplier) 
(supplier, 
supplier) 
(project, 
supplier) 
(address, 
project) 
(company, 
project) 
(contact, 
project) 
(department, 
project) 
(employee, 
project) 
(location, 
project) 
(manager, 
project) 
(part, project) (person, 
project) 
(supplier, 
project) 
(project, 
project) 
Table 4.3 Binary Relationships between Entities
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As part of the process in Figure 4.5, the system also uses Stanford dependencies to extract 
relationships. The Stanford dependencies technique extracted the following relationships 
from the company database specifications: 
 
Control (department, number) means a department controls number 
Have (department, manager) means a department has a manager 
Have (department, name) means a department has a name 
Have (department, number) means a department has a number. 
 
As filtration for the above relationships, and as explained in Figure 4.5, the system removes 
any relationship involving entities that are not included in the entities list. The entities 
‘number’ and ‘name’ were not included in the entities list and consequently, the relationships 
‘Control (department, number)’, ‘Have (department, name)’ and ‘Have (department, 
number)’ are removed from the list. Figure 4.5 also illustrates that the system removes any 
Stanford relationships in which one of the entities belongs to the mid-entities or weak entities 
groups. Here, the system used WordNet to define hypernym chains for the nouns 
‘department’ and ‘manager’, as both are part of the relationship ‘a department has a 
manager’. The hypernym chain for ‘manager’ matches the mid-entities group and 
consequently, the relationship ‘Have (department, manager)’ is removed. 
As shown in the flow chart in Figure 4.5, the system also uses linguistic rules and the RHKB 
to help users make decisions about unknown relationships. Figure 4.10 illustrates how the 
system allowed the user to make such decisions regarding the sixteen relationships that 
remained after the filtration process had been completed. The figure includes information and 
examples showing the user how to apply the need-to-know rule to select association 
relationships. The system also tries to recommend decisions based on the RHKB. 
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Figure 4.10 Human Intervention for Defining Relationships 
 
When the user clicks on a specific row in the screen shown in Figure 4.10, the system 
displays sentences in which both entities appear within the RST. The entities are highlighted 
in red to distinguish them from the rest of the text. The user can then read the text and apply 
the need-to-know rule in order to make an appropriate decision for each relationship. The 
system gives a warning message if the user fails to select a decision about each relationship, 
or if the user ticks both the ‘relationship’ and ‘not relationship’ options for a row at the same 
time. Here, the author acted as designer and made the decisions that appear in Figure 4.10.  
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Figure 4.11 Defining Names and Cardinality for Relationships 
 
Figure 4.11 demonstrates how the system shows information and examples to help the user 
identify a name and cardinality for each relationship. Stanford typed dependencies can help in 
defining a name for a relationship, and the RHKB can identify cardinality for relationships, 
but even when Stanford typed dependencies have given a name for a relationship, the user 
can modify it. Similarly, even though the RHKB may have suggested a cardinality for the 
relationship, the user can also amend this. Here, the author acted as designer and selected an 
appropriate name and cardinality for each relationship, as shown in Figure 4.11.  
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Figure 4.12 Review and Revision Form 
 
Figure 4.12 demonstrates how the system gives the user an opportunity to review the 
conceptual model. The review and revision form shows the requirement specification text. 
The entities within the text are highlighted in green in order to distinguish them. The form 
also displays the relationships identified by the designer in the previous steps. At this point, 
the user can remove or add relationships and update the cardinality. When the user clicks on a 
specific relationship, the system displays text showing where this relationship appears in the 
requirement specifications. The user can go back to previous steps by clicking the ‘Back’ 
button on the form, or add an entity by clicking on the ‘Adding an Entity’ button. The user 
can also add a relationship by clicking on the ‘Adding a Relationship’ button. When a 
relationship is added by the user, it is also added into the relationships list. When the user is 
satisfied with the conceptual model, s/he clicks on the ‘Conceptual Model Viewing’ button to 
view a report about the conceptual model for the requirement specification text, as shown in 
 109 
 
Figure 4.13. Before the report viewing stage, however, the system eliminates each entity that 
is not included in a relationship unless it has been added by the user. 
 
 
Figure 4.13 Report Displaying Information for the Conceptual Model 
 
The conceptual model report is displayed as in Figure 4.13. In addition, the system inserts 
entities into the CMO to update it, unless the entities already exist within the ontology. The 
system also inserts relationships into the ontology unless they already appear there. Figure 
4.14 shows the hierarchy of the ontology before processing the requirement specification for 
the company database, and then after the processing has been completed. Before processing, 
the ontology hierarchy was blank, having no entities and no relationships, whereas after 
processing the requirements of the company, the entities and relationships extracted for the 
company’s conceptual model have been added. When another requirement is processed by 
the system, the system will use the information stored in the ontology to advise the user with 
regard to the creation of a new conceptual model.   
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Figure 4.14 Ontology Hierarchy before and after Processing the 
Company Requirements 
 
 
Figure 4.15 Entities and Relationships History before Processing Company Database   
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Figure 4.16 Entities and Relationships History after Processing Company Database 
 
The system also updates the UHKB database. Figure 4.15 shows the UHKB database before 
processing the company’s requirements, while Figure 4.16 shows the entities history database 
after the processing. The UHKB database was blank before processing the company’s 
requirements, but after processing, new information has been added into the history. In the 
EHKB (the table that has three columns), the first row means the noun ‘description’ has not 
been accepted as an entity once and has been accepted as an entity zero times, whereas the 
noun ‘project’ has been accepted as an entity once, and has not been accepted as an entity 
zero times. For any other requirements processed by the system, when the user is requested to 
use human intervention to decide whether the noun ‘project’ should be an entity or not, the 
system will recommend that the noun ‘project’ is an entity based on the EHKB available 
within the system. In the current EHKB, the chance of the noun ‘project’ being an entity is 
greater than the chance of it not being an entity. However, if the chance of being an entity is 
equal to the chance of not being an entity, then the system will not make a recommendation 
and will rely on the user to decide. The RHKB (the table that has eight columns) was blank 
before the system processed the company database, whereas after the processing, information 
has been added into the history. The first row of the RHKB means the relationship between 
‘company’ and ‘department’ has been considered zero times as a relationship and once as not 
a relationship. When a future requirement specification is processed, the system will try to 
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retrieve information to help the user make a correct decision based on information found in 
the RHKB. 
4.3 Chapter Summary 
In this chapter, the author implements a semi-automated model to help designers create 
conceptual models from natural language text. The model incorporates a linguistics approach, 
an ontological approach, natural language processing tools and human intervention, to 
achieve its goal. The main differences between the present model and earlier models are: (1) 
the model learns from the designers and from the natural language text that it processes. The 
model stores entities and relationships that obtained at the end of each mapping in conceptual 
model ontology and stores designers behaviour in a relational database; (2) the model uses 
the information that is stored in the ontology and the database to improve its performance and 
to reduce the need for human intervention. The author expects that, (1) the performance of 
the designers who use the model will improve when compared to their handcrafted 
performance, (2) the information that is stored by the model will improve the performance of 
the model and reduce the need for human intervention. These expectations will be tested in 
the next chapter. 
 
 113 
 
Chapter 5: Empirical Evaluation of SACMES 
This chapter shows how SACMES has been evaluated. The author aims to demonstrate that 
the performance of designers will be improved when using SACMES, in comparison to their 
manual performance. The author would also like to show that the information stored by 
SACMES will help the system to improve its performance and to minimise the need for 
human intervention.     
     
5.1 Experimental Design One 
In this section, an empirical evaluation is conducted to confirm that the performance of 
designers will be improved when using SACMES, in comparison to their manual 
performance. A test set of twenty case studies has been established, the case studies having 
been collected from authentic resources including database textbooks and PhD theses. The 
test set is divided into easy problems and harder problems, with ten case studies in each sub-
set. Clearly, the easy problems are less complex than the harder problems, and the use of both 
types is intended to demonstrate that the system can deal with both easy and complex cases. 
Each case study has a set of model answers, which includes entities, relationships and 
cardinalities of relationships. Some cases were found with their model answers, while other 
model answers were created by an expert designer21. Appendix 2 illustrates the test set with 
their model answers. The author is confident about the test set count of twenty cases, as some 
studies similar to this one have used fewer case studies to test the performance of their tools. 
For example, Elbandack’s (2011) study used a test corpus of eight case studies to measure the 
performance of the Class-Gen tool that maps natural language text into objects/classes. 
Thonggoom (2011) used a corpus of four case studies to test the performance of the 
Heuristic-Based Technique (HBT) and Entity Instance Pattern WordNet (EIPW) tools that 
map natural language text into ERDs. Furthermore, Song et al (2004) used eight case studies 
to test the performance of Taxonomic Class Modelling (TCM), which identifies classes from 
natural language. Twenty subjects participated in the experiment, all of whom are novice 
designers. The author is also confident about the number of the subjects participating in the 
                                                          
21 Haddeel Jazzaa, Currently (2018) a PhD student in the Informatics Department of the Computing & 
Engineering School at Huddersfield University in the UK. She worked from 2001 to 2009 in Iraq at the State 
Company for Information Systems as a database designer and programmer, and from 2009 to 2015 she worked 
at the Federal Board of Supreme Audit located in Alkarkh-Baghdad, Iraq (http://www.fbsa.gov.iq) as a database 
designer. She played the role of database designer for this research and designed model answers for the case 
studies that did not already have them. 
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study, as Elbandack’s (2011) study used just nine subjects to test the performance of the 
Class-Gen tool. 
While expert designers are more capable and skilled at translating natural language 
specifications into conceptual models, novice designers are less skilled at this task. The 
author wished to observe how SACMES would support such designers in producing 
conceptual models, and it was for this reason that the author chose to include novice 
designers as subjects for the experiment. Each subject was requested to fill in a questionnaire. 
This questionnaire helped the author to determine the extent to which the subjects were 
suitable for participation in the experiment, to discover their background with regard to 
conceptual model creation, and to receive feedback regarding their use of SACMES. The 
questionnaire was adapted from Thonggoom (2011) and is demonstrated in Appendix 3. All 
the subjects are students in the Informatics Department of the Computing and Engineering 
School at the University of Huddersfield in the United Kingdom. Several of them are 
undergraduate students, while others are postgraduates. None of them have extensive 
experience in the creation of conceptual models, though the majority have studied conceptual 
models during their undergraduate or postgraduate courses. The subjects were divided into 
two groups, namely, Group One and Group Two, with ten subjects in each group. Each 
subject provided four answers for four different case studies from the test set, two of these 
case studies being from the easy group and two from the harder group. Two of their answers 
would be handcrafted answers while the others would be provided by using SACMES. Table 
5.1 illustrates the activities undertaken by the subjects during the experiment. For example, 
subject number one was requested to give answers for four case studies, which comprised: (1) 
case number one in the easy set, for which the subject would give a handcrafted answer; (2) 
case number two in the easy set, for which the subject would use SACMES to produce an 
answer; (3) case number one in the harder set, for which the subject would give a handcrafted 
answer; and (4) case number two in the harder set, for which the subject would again use 
SACMES. 
 
Subject  Problem Problem Problem Problem 
S1  E1WO E2W H1WO H2W 
S2  E1W E2WO H1W H2WO 
S3  E3WO E4W H3WO H4W 
S4  E3W E4WO H3W H4WO 
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Subject  Problem Problem Problem Problem 
S5  E5WO E6W H5WO H6W 
S6  E5W E6WO H5W H6WO 
S7  E7WO E8W H7WO H8W 
S8  E7W E8WO H7W H8WO 
S9 E9WO E10W H9WO H10W 
S10 E9W E10WO H9W H10WO 
Table Key 
E: Easy case study 
H: Harder case study 
S: Subject  
W: With using SACMES 
WO: Without using SACMES 
Table 5.1 Subjects’ Activities in the Experiment 
The subjects in the first group provided manual answers first and then used the system to 
provide the other answers, whereas the subjects in the second group started by using the 
system and then provided their manual answers afterwards. Both the answers that were 
manually produced, and those provided by the subjects’ use of the system, were compared 
with the model answers in order to determine the extent to which the subjects’ performance 
was affected by using SACMES. Answers provided by subjects with the help of the system 
are called system answers, while those provided without using the system are called manual 
answers. The subjects’ answers are classified into three classes, which are Correct (COR), 
Incorrect (INC) and Missed (MISS). An answer is classified as correct when it is found as 
both a model answer and a system answer, or a model answer and a manual answer. An 
answer is classified as incorrect when it is found in the system answer or the manual answer 
but is not included in the model answer. An answer is classified as missed when it is included 
in the model answer but not found in the system answer or manual answer. Recall and 
precision are used to evaluate the extent to which system answers and manual answers match 
model answers. Recall and precession were originally developed for use in evaluating 
information retrieval systems, but are now most wildly used to evaluate the performance of 
information extraction systems (Elbendak, 2011). Recall measures to what extent the answers 
given by the information extraction system are complete, while precision measures to what 
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extent the answers extracted by the information system are correct (Grishman & Sundheim, 
1996). They are calculated by using the following equations. 
 
Recall= (Ncorrect / (Ncorrect + Nmissed)) * 100 (Elbendak, 2011) 
Ncorrect: Total number of correct answers. 
Nmissed: Total number of missed answers.  
Precision= (Ncorrect / (Ncorrect + Nincorrect)) * 100 (Elbendak, 2011) 
Nincorrect: Total number of incorrect answers.  
 
5.1.1 First Group Results  
5.1.1.1 Entities extraction 
Entities in the model answers were compared with the system answers and manual answers. 
Figure 5.1 shows the requirement specifications for case study number one in the harder set. 
Figure 5.2 shows the model answer for this case study, Figure 5.3 shows the answer provided 
manually by a subject without using the system, Figure 5.4 presents the answer provided by a 
subject with help from the system and Table 5.2 shows a comparison between the answers. 
 
 
Figure 5.1 Company Database (Du, 2008, p. 170) 
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Figure 5.2 Model Answer for Company Database 
 
 
Figure 5.3 Handcrafted Answer for Company Database 
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Figure 5.4 System Answer for Company Database 
 
Model Answer System Answer Class Manual Answer Class 
Department  Department COR Department COR 
Manager   MISS  MISS 
Location  Location  COR  MISS 
Part  Part  COR Part  COR 
Supplier  Supplier  COR Supplier  COR 
Employee  Employee  COR Employee  COR 
Project  Project  COR Project  COR 
Table 5.2 Comparison between System Answer and Manual Answer based on Model 
Answer for Company Database in Harder Problems Set 
 
In Table 5.2, the first column represents entities that are found in the model answer. The 
second column represents entities found by a subject as a solution for the company database 
using the system. The third column represents entities found by a subject as a handcrafted 
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solution without using SACMES. When compared with the model answer, the system answer 
has six correct answers and one answer missed, whereas the handcrafted answer has five 
correct answers and two answers missed. Recall and precision were calculated for both the 
system and manual answers. Recall for the system answer is 85.71% and the precision is 
100%, whereas the recall for the manual answer is 71.42% and the precision is 100%. These 
results show that a better outcome is obtained when the system is used. This process was 
repeated with the entire test set. The results of these comparisons are presented in Table 5.3. 
   
Subject 1 
 
E1WO + H1WO E2W + H2W 
Recall  Precision  Recall  Precision  
50% 100% 60%  100% 
71.42% 100% 100%  100% 
Total  121.42  200  160  200  
Average  60.71% 100% 80% 100% 
Subject 2 E1W + H1W E2WO + H2WO 
Recall  Precision  Recall  Precision  
62.5% 100% 60%  100% 
85.71% 100% 50%  75% 
Total  148.21  171.42  110 175  
Average  74.10% 85.71% 55% 87.5% 
Subject 3 E3WO + H3WO E4W + H4W 
Recall  Precision  Recall  Precision  
100% 100% 100% 71.42% 
100% 70% 100% 100% 
Total  200 170 200 171.42 
Average  100% 85% 100% 85.71% 
Subject 4 E3W + H3W E4WO + H4WO 
Recall  Precision  Recall  Precision  
75% 100% 60% 50% 
85.71% 75% 100% 57.14% 
Total  160.71 175 160 107.14 
Average  80.35% 87.5% 80% 53.57% 
Subject 5 E5WO + H5WO E6W + H6W 
Recall  Precision  Recall  Precision  
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100% 100% 83.33%  100% 
80% 100% 83.33%  83.33% 
Total  180 200 166.66 183.33  
Average  90% 100% 83.33% 91.66% 
Subject 6 E5W + H5W E6WO + H6WO 
Recall  Precision  Recall  Precision  
100% 83.33% 50% 75% 
80% 100% 66.66% 80% 
Total  180 183.33 116.66  155 
Average  90% 91.66% 58.33% 77.5% 
Subject 7 E7WO + H7WO E8W + H8W 
Recall  Precision  Recall  Precision  
80% 100% 80% 66.66% 
25% 25% 90.90% 83.83% 
Total  105 125 170.9 150.49  
Average  52.5% 60.5% 85.45% 75.24% 
Subject 8 E7W + H7W E8WO + H8WO 
Recall  Precision  Recall  Precision  
100% 62.5% 80% 80% 
50% 50% 90.90% 90.90% 
Total  150 112.5 170.9 170.9 
Average  75% 56.25% 85.45% 85.45% 
Subject 9 E9WO + H9WO E10W + H10W 
Recall  Precision  Recall  Precision  
80% 100% 100% 100% 
72.72% 100% 80%  100% 
Total  152.72 200 180 200 
Average  76.36% 100% 90% 100% 
Subject 10 E9W + H9W E10WO + H10WO 
Recall  Precision  Recall  Precision  
100% 83.33% 80%  80%  
72.72% 88.88% 33.33%  42.85%  
Total  172.72 172.21  113.33 122.85  
Average  86.36% 86.10%  56.66% 61.42% 
 Manual Answers 
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Recall Precision 
Total 1430.03 1625.89 
Average 71.50% 81.29% 
 System Answers 
Recall Precision 
Total 1689.2 1748.28 
Average 84.46% 87.41% 
Table Key 
E: Easy case study. 
H: Harder case study. 
S: Subject  
W: With using SACMES. 
WO: Without SACMES. 
Table 5.3 Comparison between System Answers and Manual Answers for Entities 
Extraction based on Model Answers 
From the results displayed in Table 5.3, it can be concluded that novice designers’ 
performance in entities extraction improved when using SACMES. The recall improved from 
71.50% to 84.46% and precision improved from 81.29% to 87.41%. An average was taken to 
measure the performance of each subject when using the system and when providing 
handcrafted answers. The results show that the overall performance of the subjects improved 
when they used the system. For example, subject number one was requested to answer case 
study number one in the easy set and case study number one in the harder set by giving 
handcrafted answers. The average for the handcrafted answers is 60.71% for recall and 100% 
for precision, whereas for the subject requested to answer case study number two in the easy 
set and case study number two in the harder set by using SACMES, the average for the 
SACMES answers is 80% for recall and 100% for precision. Only subject numbers five and 
eight achieved a better performance when providing handcrafted answers than when using the 
system. The author did not expect that the subjects’ performance when using the system 
would always be better than when not using it. However, it was expected that their overall 
performance would be better when using the system than when using a manual approach to 
obtain conceptual models from natural language text. This overall improvement was 
demonstrated by the results.     
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5.1.1.2 Relationships extraction 
Relationships in the model answers were compared with the system answers and manual 
answers. Table 5.4 shows a comparison between a system answer and a manual answer based 
on relationships found in the key answer. 
 
Model Answer System Answer Class Manual Answer  Class  
Department Has 
Location 
Department Departments 
HaveLocations Location  
COR  MISS 
Department Has 
Manager  
 MISS  MISS 
Project Has 
Location  
Location ProjectsHaveLocation Project  COR  MISS 
Department 
Controls Project  
Department ProjectsUnderDepartments 
Project  
COR  MISS 
Employee Is 
Assigned To 
Department  
Department 
EmployeeBelongsToDepartment 
Employee  
COR Employee Works 
In Department  
COR 
Employee Works 
On Project  
Employee 
EmployeeParticipatesInOneOr-
MoreProjects Project  
COR Employee Works 
On Project  
COR 
Project Needs 
Part  
Part ProjectsNeedParts Project  COR  MISS 
Supplier Supplies 
Part  
Part PartsSuppliedBySuppliers Supplier  COR Supplier 
Supplying Part  
COR 
 Project ProjectsHavePartsBySuppliers 
Supplier  
INC   
   Department 
Having Project  
INC 
   Project Taking 
Parts Supplier  
INC 
Table 5.4 Comparing Relationships Found in System Answer and Handcrafted Answer 
based on Model Answer for Company Database Case Study 
When compared with the model answer, the system answer has seven correct answers, one 
missed answer and one incorrect answer. When comparing the manual answer with the model 
answer, there are three correct answers, five missed answers and two incorrect answers. 
Recall and precision are both 87.5% for the system answer compared to the model answer, 
whereas recall is 37.5% and precision is 60% for the manual answer in comparison with the 
model answer. These results indicate that there is improvement in the performance when the 
system used. This process was repeated with all case studies in the test set and the results of 
the comparisons are represented in Table 5.5. 
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Subject 1 
 
E1WO + H1WO E2W + H2W 
Recall  Precision  Recall  Precision  
20% 40% 50%  100% 
37.5%  60% 100% 100% 
Total  57.5 100 150 200 
Average  28.75% 50% 75% 100% 
Subject 2 E1W+ H1W E2WO+ H2WO 
Recall  Precision  Recall  Precision  
10%  14.28%  25% 50% 
87.5% 87.5%  20% 33.33% 
Total  97.5 101.78 45% 83.33 
Average  48.75% 50.89% 22.5% 41.66% 
Subject 3 E3WO + H3WO E4W + H4W 
Recall  Precision  Recall  Precision  
100%  100%  75%  42.85%  
54.54%  50%  50%  66.66%  
Total  154.54 150 125 109.51 
Average  77.27% 75% 62.5% 54.75% 
Subject 4 E3W + H3W E4WO + H4WO 
Recall  Precision  Recall  Precision  
66.66  100  25% 25%  
63.63  63.63 50% 40%  
Total  130.29 163.63 75 65 
Average  65.14% 81.81% 35% 32.5% 
Subject 5 E5WO + H5WO E6W + H6W 
Recall  Precision  Recall  Precision  
100%  100%  80%  80%  
80%  100%  50%  37.5%  
Total  180 200 130 117.5 
Average  90% 100% 65% 58.75% 
Subject 6 E5W + H5W E6WO + H6WO 
Recall  Precision  Recall  Precision  
100% 75% 0% 0% 
80% 66.66% 16.66 %  20% 
Total  180 141.66 16.66 20 
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Average 90% 70.83% 8.33% 10% 
Subject 7 E7WO + H7WO E8W + H8W 
Recall  Precision  Recall  Precision  
33.33%  33.33%  50% 40% 
8.33%  8.33%  84.61% 61.11% 
Total  41.66 41.66 134.61 101.11 
Average 20.83% 20.83% 67.30% 50.5% 
Subject 8 E7W + H7W E8WO + H8WO 
Recall  Precision  Recall  Precision  
100% 37.5  50% 50% 
16.66% 22.22  69.23% 69.23% 
Total  116.66 59.72 119.23 119.23  
Average 58.33% 29.86%  59.61% 59.61% 
Subject 9 E9WO + H9WO E10W + H10W 
Recall  Precision  Recall  Precision  
50% 75% 100%  100%  
40% 57.14% 33.33%  80%  
Total  90 132.14 133.33 180 
Average 45% 66.07% 66.66% 90% 
Subject 10 E9W + H9W E10WO + H10WO 
Recall  Precision  Recall  Precision  
33.33% 40% 50% 50% 
50% 35.71% 0% 0% 
Total  83.33  75.71 50 50 
Average 41.66% 37.85% 25% 25% 
 Manual  Answers 
Recall Precision 
Total 829.59 961.36 
Average 41.47 48.06 
 System Answers 
Recall Precision 
Total 1280.72 1250.35 
Average 64.03% 62.51% 
Table 5.5 Comparison between System Answers and Manual Answers for Relationship 
Extraction based on Model Answers 
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The results presented in Table 5.5 show that most subjects’ performance in extracting 
relationships improved when they used the system. Recall improved from 41.47% to 64.03% 
and precision improved from 48.06% to 62.51%. The performance of subject numbers one, 
two, four, six, seven, nine and ten improved when they used the system. Only the 
performance of subject numbers three, five and eight was better when they did not use the 
system than when they did use it. The author is not concerned about the performance of these 
subjects, since it was not expected that every subject’s performance would improve when 
using the system compared to when not using it. However, it was anticipated that the 
subjects’ overall performance would be imrpoved when using SACMES and this is what has 
been demonstrated. Furthermore, as the system learns from the natural language text that it 
processes, the author is confident that the performance of the system will improve as it 
processes many more case studies. Therefore it is very encouraging that, even though the 
system had so far only processed a few case studies, the average performance of the subjects 
still improved when using it.     
5.1.1.3 Cardinalities extraction 
Cardinalities in the model answers were compared with those in the system answers and 
manual answers. Table 5.6 shows a comparison between a system answer and manual answer 
based on the relationship cardinalities found in the model answer for case study number one 
in the harder set. 
 
Model Answer System Answer Class Manual Answer  Class  
Department Has 
Location(1-M) 
Department 
DepartmentsHaveLocations Location 
1..M 
COR  MISS 
Department Has 
Manager (1-1) 
 MISS  MISS 
Project has 
Location (1-1) 
Location ProjectsHaveLocation 
Project M..N 
INC  MISS 
Department 
Controls Project 
(1-M) 
Department 
ProjectsUnderDepartments Project 
1..M 
COR  MISS 
Employee Is 
Assigned To 
Department (M-
1) 
Department 
EmployeeBelongsToDepartment 
Employee 1..M 
COR Employee Works in 
department (1-1) 
INC 
Employee Works 
On Project (M-N) 
Employee 
EmployeeParticipatesInOneOrM-
oreProjects Project 1..M 
INC Employee Works 
On Project (1-N) 
INC 
Project Needs 
Part (1-M) 
Part ProjectsNeedParts project M..N 
 
 
INC  MISS 
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Model Answer System Answer Class Manual Answer  Class  
Supplier Supplies 
Part (1-M) 
Part PartsSuppliedBySuppliers 
supplier M..N 
INC Supplier Supplying 
Part (M-N) 
INC 
 Project 
ProjectsHavePartsBySuppliers 
Supplier M..N 
INC   
   Department Having 
Project (1-N) 
INC 
   Project Taking 
Parts Supplier (1-
N) 
INC 
Table 5.6 Comparing Relationship Cardinalities Found in System Answer and Manual 
Answer based on Relationship Cardinalities Found in Model Answer for Company 
Database Scenario  
 
The result is 75% for recall and 37.5% precision when the system answer is compared to the 
model answer, whereas the result is Zero% for both recall and precision when the manual 
answer is compared to the model answer. This demonstrates that performance for extracting 
the cardinalities of relationships improved when the system was used. This procedure was 
repeated with all case studies in the test set. The results of these comparisons are represented 
in Table 5.7. 
 
Subject 1 
 
E1WO + H1WO E2W + H2W 
Recall  Precision  Recall  Precision  
20%  40% 33.33%  50%  
0%  0% 100%  100% 
Total  20 40 133.33 150 
Average  10% 20% 66.66% 75% 
Subject 2 E1W + H1W E2WO + H2WO 
Recall  Precision  Recall  Precision  
0% 0% 0% 0% 
75% 37.5%  0% 0% 
Total  75 37.5 0 0 
Average  35.5% 18.75 % 0% 0% 
Subject 3 E3WO + H3WO E4W + H4W 
Recall  Precision  Recall  Precision  
100% 100%  66.66%  28.57%  
33.33% 30%  33.33%  33.33%  
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Total  133.33 130 99.99 61.9 
Average  66.66% 65% 49.99% 30.95% 
Subject 4 E3W + H3W E4WO + H4WO 
Recall  Precision  Recall  Precision  
0%  0%  0% 0% 
33.33%  18.18%  33.33% 20% 
Total  33.33 18.18 33.33% 20 
Average  16.66% 9.09% 16.66% 10% 
Subject 5 E5WO + H5WO E6W + H6W 
Recall  Precision  Recall  Precision  
100% 50%  0%  0%  
100% 75%  25%  12.5%  
Total  200 125 25 12.5 
Average  100% 62.5% 12.5% 6.25% 
Subject 6 E5W + H5W E6WO + H6WO 
Recall  Precision  Recall  Precision  
0% 0% 0%  0%  
75% 50% 16.66%  20%  
Total  75 50 16.66 20% 
Average  37.5% 25% 8.33% 10% 
Subject 7 E7WO + H7WO E8W + H8W 
Recall  Precision  Recall  Precision  
33.33%  33.33% 33.33% 20% 
0%  0% 80% 47.05% 
Total  33.33 33.33 113.33 67.05 
Average  16.66% 16.66% 56.66% 33.52% 
Subject 8 E7W + H7W E8WO + H8WO 
Recall  Precision  Recall  Precision  
100%  22.22%  33.33%  25%  
9.09%  11.11%  63.63%  53.84%  
Total  109.09 33.33 96.96 78.84 
Average  54.54% 16.66% 48.48% 39.42% 
Subject 9 E9WO + H9WO E10W + H10W 
Recall  Precision  Recall  Precision  
40% 50%  100%  75%  
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25%  28.57%  27.27%  60%  
Total  65 78.57 127.27 135 
Average  32.5% 39.28 % 63.63% 67.5% 
Subject 10 E9W + H9W E10WO + H10W 
Recall  Precision  Recall  Precision  
20%  20%  50% 50%  
44.44%  28.57%  0% 0%  
Total  64.44 48.57 50 50 
Average  32.22% 24.28% 25% 25% 
 Manual Answers  
Recall Precision 
Total 648.61 575.14 
Average 32.43% 28.75% 
 System Answers  
Recall Precision 
Total 855.45 614.03 
Average 42.77 30.70 
Table 5.7 Comparison between System Answers and Manual Answers for Cardinalities 
of Relationships Extraction based on Model Answers 
After considering the results found in Table 5.7, it can be concluded that the overall 
performance of subjects for extracting cardinalities of relationships improved when they used 
the system. Recall improved from 32.43% when not using the system to 42.77% when the 
subjects used the system. However, there was not a big improvement in the precision, which 
only increased from 28.75% when not using the system to 30.70% when the subjects used the 
system. The performance of five of the ten subjects improved when they used the system in 
comparison with when they did not use it. For subject numbers one, two, six, seven and nine, 
their performance when they used the system was better than when they did not. However, 
the performance of subject numbers three, four, five, eight and ten was better when they did 
not use the system than when they did use it. The author expectation is that, the overall 
performance of subjects when they use the system will improve comparing to their 
performance when they use handcrafted answers and this what has been obtained. 
Furthermore, as the system learns from natural language text that it processed, the author is 
confident the performance of the system will improve as the system process many and many 
case studies. Although, the system has processed several case studies, the average 
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performance of the subjects improved when they use the system. Therefore, obtained result is 
very encouraging.     
Overall, the novice designers’ performance in extracting entities improved when they used 
the system. Their performance in extracting relationships and cardinalities of relationships 
also improved when they used the system. This result supports the hypothesis that the 
performance of novice designers will improve when they use SACMES comparing to their 
manual performance.  
By comparing the CMO before and after the experiment, it can be noted that many entities 
have been added to the ontology, as well as many relationships. Figure 5.5 shows a 
screenshot of the ontology before the experiment, and Figure 5.6 shows a screenshot of the 
ontology after the experiment.  
 
 
 
 
 
 
 
 
 
Figure 5.5 Screenshot of Entities Hierarchy and Relationships Hierarchy before the 
Experiment 
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Figure 5.6 Screenshot of Part of Entities Hierarchy and Relationships Hierarchy after 
the Experiment 
 
In Figure 5.5, the ontology is blank and there are no entities or relationships, whereas Figure 
5.6 shows that many entities have been added to the ontology, such as ‘song’, ‘movie’ and 
‘adviser’. Many relationships have also been added to the ontology, such as ‘ClubRunsSport’, 
‘CustomerRentMovie’. Furthermore, by comparing the EHKB and RHKB in the UHKB 
database, it can be seen that the database tables before the experiment do not include 
information, whereas the tables after the experiment clearly show that information has been 
added. Figure 5.7 presents a screenshot of the tables before the experiment and Figure 5.8 
shows a screenshot of a section of the tables after the experiment.  
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Figure 5.7 Screenshot of the UHKB Database before the Experiment 
 
 
Figure 5.8 Screenshot of UHKB Database Relationships Table after the Experiment  
   
It can therefore be said that the CMO within SACMES and the UHKB components in 
SACMES have stored information from the natural language scenarios processed by the 
subjects. The extent to which the information stored by the system will be useful in 
improving the performance of the system in creation of conceptual models from natural 
language text will be discussed in Section 5.2.  
5.1.2 Second Group Results  
Before the subjects in the second group started, the information learnt by the system and 
stored in the CMO and UHKB database was deleted so that it would not affect these subjects’ 
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performance. The steps performed by the second group of subjects were the same as those 
followed by the first group. The only difference was that the subjects in the first group gave 
their handcrafted answers first, before using the system, whereas the subjects in the second 
group started by using the system and then gave their handcrafted answers afterwards. The 
reason behind requesting the second group of subjects to start with the system was that the 
author wished to ensure that the improvement in performance shown by the first group was 
not because they were doing the job of creating conceptual models for the second time, 
having learnt from the first time. If the performance of subjects in the second group was also 
improved by using the system, despite starting by using it, then it can be presumed that the 
subjects’ improvement was purely due to their use of the system.  
5.1.2.1 Entities extraction 
Comparisons were made between the system answers and manual answers for entity 
extraction, based on entities found in the model answers for the test set. The results of these 
comparisons are presented in Table 5.8.  
 
 Subject 1 
 
E1WO + H1WO E2W + H2W 
Recall  Precision  Recall  Precision  
50%  80%  100%  71.42%  
85.71%  100% 100%  85.71%  
Total  135.71 180 200 157.13 
Average 67.85% 90% 100% 78.56% 
Subject 2 E1W + H1W E2WO + H2Wo 
Recall  Precision  Recall  Precision  
62.5%  83.33%  60% 100% 
85.71%  100% 100% 100% 
Total  148.21 183.33 160 200 
Average  74.10% 91.66% 80% 100% 
Subject 3 E3WO + H3WO E4W + H4W 
Recall  Precision  Recall  Precision  
100% 66.66% 100% 62.5% 
85.71% 66% 100% 66.66% 
Total  185.71 132.66 200 129.16 
Average  92.85% 66.33% 100% 64.58% 
Subject 4 E3W + H3W E4WO + H4WO 
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Recall  Precision  Recall  Precision  
100% 100% 100% 83.33% 
85.71% 66.66% 100% 40% 
Total  185.71 166.66 200 123.33 
Average  92.85% 83.33% 100% 61.66% 
Subject 5 E5WO + H5WO E6W + H6W 
Recall  Precision  Recall  Precision  
60% 75% 100% 100% 
80% 100% 100% 100% 
Total  140 175 200 200 
Average  70% 87.5% 100% 100% 
Subject 6 E5W + H5W E6WO + H6WO 
Recall  Precision  Recall  Precision  
100% 100% 66.66% 100% 
80% 80% 100% 100% 
Total  180 180 166.66 200 
Average  90% 90% 83.33% 100% 
Subject 7 E7WO +  H7WO E8W +  H8W 
Recall  Precision  Recall  Precision  
100%  100% 80% 100% 
62.5%  100% 100%  91.66  
Total  162.5  200 180 191.66 
Average  81.25% 100% 90% 95.83% 
Subject 8 E7W + H7W E8WO + H8WO 
Recall  Precision  Recall  Precision  
60%  60%  80% 80% 
62.5%  62.5%  81.81% 81.81% 
Total  122.5 122.5 161.81 161.81 
Average  61.25% 61.25% 80.90 % 80.90% 
Subject 9 E9WO + H9WO E10W + H10W 
Recall  Precision  Recall  Precision  
60%  60%  100%  100% 
72.72%  88.88%  90%  100% 
Total  132.72 148.88 190 200 
Average  66.36% 74.44% 95% 100% 
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Subject 10 E9W + H9W E10WO + H10WO 
Recall  Precision  Recall  Precision  
100 % 83.33% 100% 100% 
72.72% 80% 70% 87.5% 
Total  172.72 163.33 170 187.5 
Average  86.36% 81.66% 85% 93.75% 
 Manual Answers  
Recall Precision 
Total 1579.11 1709.18 
Average 78.95% 85.45% 
 System Answers 
Recall Precision 
Total 1779.14 1693.77 
Average 88.95% 84.68% 
Table 5.8 Comparison between System Answers and Handcrafted Answers for Entities 
Extraction based on Key Answers 
From the results obtained, it can be concluded that the novice designers’ performance in 
entities extraction improved when they used SACMES. The recall improved from 78.95%, 
with 85.45% precision to 88.95%, with 84.68% precision. An average was taken to measure 
each subject’s performance when using the system, and this was compared with their average 
when providing handcrafted answers. The performance of six of the ten subjects improved 
when they used the system, whereas for four subjects, their handcrafted performance was 
better than when they used the system.  
5.1.2.2 Relationships extraction 
Comparisons were made between system answers and manual answers for relationships 
extraction, based on relationships found in the model answers for the test set. The results of 
these comparisons are presented in Table 5.9.  
 
Subject 1 
 
E1WO+ H1WO E2W+ H2W 
Recall  Precision  Recall  Precision  
0% 0% 75% 60%  
75% 100% 100% 83.33%  
Total  75 100 175 143.33 
Average  37.5% 50% 87.5% 71.66% 
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Subject 2 E1W+ H1W E2WO+ H2WO 
Recall  Precision  Recall  Precision  
10% 25% 50%  100% 
87.5% 100% 100% 100% 
Total  97.5 125 150 200 
Average  48.75% 62.5% 75% 100% 
Subject 3 E3WO+ H3WO E4W+ H4W 
Recall  Precision  Recall  Precision  
66.66%  66.66%  50% 33.33% 
54.54%  50% 100% 57.14% 
Total  121.2 116.66 150 90.47 
Average  60.6%  58.33% 75% 45.23% 
Subject 4 E3W+ H3W E4WO+ H4WO 
Recall  Precision  Recall  Precision  
100% 100% 75% 75% 
54.54% 66.66% 100% 28.57% 
Total  154.54 166.66 175 103.57 
Average  77.27% 83.33% 87.5% 51.78% 
Subject 5 E5WO+ H5WO E6W+ H6W 
Recall  Precision  Recall  Precision  
14.28% 20% 60% 60% 
60% 75% 60% 80%  
Total  74.28 95 120 140 
Average  37.14% 47.5% 60% 70% 
Subject 6 E5W+ H5W E6WO+ H6WO 
Recall  Precision  Recall  Precision  
100% 85.71%  60% 75% 
60% 60% 66.66% 57.14% 
Total  160 145.71 126.66 132.14 
Average  80% 72.85% 63.33% 66.22% 
Subject 7 E7WO+ H7WO E8W+H8W 
Recall  Precision  Recall  Precision  
100%  100% 75%  100%  
50%  60% 100 86.66% 
Total  150 160 175 186.66 
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Average  75% 80% 87.5% 93.33% 
Subject 8 E7W+ H7W E8WO+ H8WO 
Recall  Precision  Recall  Precision  
66.66% 40% 75% 75% 
33.33% 44.44% 69.23% 75% 
Total  99.99 84.44 144.23 150 
Average  49.99% 42.22% 72.11% 75% 
Subject 9 E9WO+ H9WO E10W+H10W 
Recall  Precision  Recall  Precision  
16.66% 12.5% 100%  100%  
50% 35.71% 58.33% 77.77% 
Total  66.66 48.21 158.33 177.77 
Average  33.33% 24.10% 79.16% 88.88% 
Subject 10 E9W+ H9W E10WO+ H10WO 
Recall  Precision  Recall  Precision  
66.66% 80% 100% 100% 
60% 33.33% 33.33% 44.44% 
Total  126.66 113.33 133.33 144.44 
Average  63.33% 56.66% 66.66% 72.22% 
 Manual Answers 
Recall Precision 
Total 1216.36 1250.02 
Average 60.81% 62.50% 
 System Answers 
Recall Recall 
Total 1417.02 1373.37 
Average 70.85% 68.66% 
Table 5.9 Comparison between System Answers and Handcrafted Answers for 
Relationships Extraction based on Model Answers 
 
From the results obtained, it can be concluded that the novice designers’ performance in 
relationships extraction improved when they used SACMES. The recall improved from 
60.81% to 70.85%, and precision improved from 62.50% to 68.66%. The average for each 
subject was taken to measure their performance when using the system and when providing 
handcrafted answers. The performance of six of the ten subjects improved when they used the 
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system, whereas for three subjects, there was no improvement compared to their handcrafted 
performance. Subject number three’s performance for recall when s/he used the system was 
better than when s/he did not use it, but in terms of precision, there was no improvement 
when using the system. 
5.1.2.3 Cardinalities extraction 
Comparisons were made between system answers and manual answers for cardinalities 
extraction, based on the cardinalities found in the model answers for the test set. The results 
of these comparisons are provided in Table 5.10.  
 
Subject 1 
 
E1WO+ H1WO E2W+ H2W 
Recall  Precision  Recall  Precision  
0%  0%  75% 60% 
71.42%  83.33%  100% 83.33% 
Total  71.42 83.33 175 143.33 
Average  35.71% 41.66% 87.5% 71.66% 
Subject 2 E1W+ H1W E2WO+ H2WO 
Recall  Precision  Recall  Precision  
10% 25% 50% 100%  
83.33% 71.42% 100% 80%  
Total  93.33 96.42 150 180 
Average  46.66% 48.21% 75% 90% 
Subject 3 E3WO+ H3WO E4W+ H4W 
Recall  Precision  Recall  Precision  
66%  66%  50% 33.33% 
44.44%  33.33%  100% 42.85% 
Total  110.44 99.33 150 76.18 
Average  55.22% 49.66% 75% 38.09% 
Subject 4 E3W+ H3W E4WO+ H4WO 
Recall  Precision  Recall  Precision  
100% 100% 75% 75% 
54.54% 66.66% 100% 7.14% 
Total  154.54 166.66 175 82.14 
Average  77.27% 83.33% 87.5% 41.07% 
Subject 5 E5WO+ H5WO E6W+ H6W 
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Recall  Precision  Recall  Precision  
14.28% 20% 50% 40% 
60% 75% 66.66%  80%  
Total  74.28 95 116.66 120 
Average  37.14% 47.5% 58.33% 60% 
Subject 6 E5W+ H5W E6WO+H6WO 
Recall  Precision  Recall  Precision  
100% 42.58%  0% 0% 
50% 40%  66.66% 57.14% 
Total  150 82.58% 66.66 57.14 
Average  75 % 41.29% 33.33% 28.57% 
Subject 7 E7WO+ H7WO E8W+ H8W 
Recall  Precision  Recall  Precision  
100% 100% 75% 100%  
50%  60% 100% 80% 
Total  150 160 175 180 
Average  75% 80% 87.5% 90% 
Subject 8 E7W+ H7W E8WO+ H8WO 
Recall  Precision  Recall  Precision  
66.66% 40% 66.66% 50% 
33.33%  44.44%  66.66%  66.66%  
Total  99.99 84.44 133.32 116.66 
Average  49.99% 42.22% 66.66% 58.33% 
Subject 9 E9WO+ H9WO E10W+H10W 
Recall  Precision  Recall  Precision  
16.66% 12.5% 100%  100%  
50% 35.71% 37.5% 33.33%  
Total  66.66 48.21 137.5 133.33 
Average  33.33% 24.10% 68.75% 66.66% 
Subject 10 E9W+ H9W E10WO+H10WO 
Recall  Precision  Recall  Precision  
33.33% 20% 100% 100% 
55.55% 27.77% 20% 22.22% 
Total  88.88 47.77 120 122.22 
Average  44.44% 23.88% 60% 61.11% 
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 Manual  Answers 
Recall Precision 
Total 1117.78 1044.03 
Average 55.88% 52.20% 
 System Answers 
Recall Precision 
Total 1340.9 1130.71 
Average 67.04% 56.53% 
Table 5.10 Comparison between System Answers and Handcrafted Answers for 
Cardinalities Extraction based on Model Answers 
From the results obtained, it can be concluded that the novice designers’ performance in 
cardinalities extraction improved when they used SACMES. The recall improved from 
55.88% to 67.04%, and precision improved from 52.20% to 56.53%. The average for each 
subject was taken to measure their performance when using the system and when providing 
handcrafted answers. The performance of seven of the ten subjects improved when they used 
the system, while only three subjects’ handcrafted performance was better than when they 
used the system.  
The results obtained from the second group of subjects show that novice designers’ 
performance in extracting entities improved when they used the system. Their performance in 
extracting relationships and cardinalities of relationships also improved when they used the 
system. This result supports the hypothesis that the performance of novice designers will 
improve when they use SACMES comparing to their manual performance.  
 
5.2 Experimental Design Two 
In this section, the author attempts to provide evidence that the knowledge and information 
stored by SACMES helps to improve the performance of the system and minimise human 
intervention. In order to provide evidence of this, it was necessary to train the system to learn 
and then measure the performance of the system after it had learnt. To train a system to learn, 
a training set must be developed. For this purpose, a collection of fifty case studies, taken 
from authentic resources such as database textbooks and PhD theses, which could be used as 
a training set. Appendix 4 shows the case studies in the collection. The training set was 
divided into ten groups, each with five case studies. Another collection of five case studies 
was used as test set. Two of these case studies were found with their answers, while model 
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answers for the other three were provided by a human expert21. Appendix 5 demonstrates the 
test set with the model answers. The case studies used in the test set were different from those 
used in the training set. Before starting this experiment, the author considered the subjects 
who would participate in the experiment. The initial intention was to find fifty students as 
subjects to train the system, but students are busy with their studies and the majority of them 
were not interested in participating in the experiment. As an alternative it was decided that 
the author, who has some experience in the creation of conceptual models, having studied this 
during his undergraduate course, would be eligible to participate in the study. The author 
therefore played the role of designer and performed the tasks required to train the system.  
The system does need human intervention to complete the process of extracting conceptual 
models from natural language text. The system identifies entities, but then becomes unable to 
decide whether some nouns are entities or not. Therefore, the system requests user 
intervention as shown in Figure 4.1. The system also identifies relationships but again, is 
sometimes unable to define relationships between entities. Thus, the system again requires 
human intervention, as demonstrated in Figure 4.1. Previous behaviours make the outputs of 
the system differ from one user to another, and as a result, each system output depends on the 
user. In this experiment, however, it was important for the output of the system to rely on the 
knowledge stored in SACMES. Therefore, the author needed to use two different versions of 
SACMES. The first version, depicted in Figure 4.1, was used by the author to train the 
system. The second version differs from the first in that it does not require human 
intervention and does not store the outputs of the system in the CMO and UHKB database, as 
shown in Figure 5.9.  
 
 141 
 
 
Figure 5.9 System Architecture for KBCMES 
 
In the architecture illustrated in Figure 4.1, in addition to knowledge found in the CMO and 
UHKB, the system requests human intervention to define entities and relationships that it is 
unable to define. In contrast, the system shown in Figure 5.9 defines entities and relationships 
based on knowledge in the CMO and UHKB database, and does not use human intervention. 
Consequently, the results of this system will be dependent on its knowledge, rather than on 
the user of the system. Furthermore, in the version shown in Figure 4.1, the outputs of the 
system are stored in the CMO and UHKB, whereas in that shown in Figure 5.9, the outputs 
are not stored in the CMO and UHKB. This is so the author can ensure no information is 
added into the system apart from that which is added during each training stage. This version 
of the system is called Knowledge-Based Conceptual Model Extraction System (KBCMES). 
The author used KBCMES to extract conceptual models for the test set after finishing each of 
the training stages. 
Before SACMES was trained on the training set, KBCMES was used to obtain conceptual 
models for the test set. The recall and precision for each case study within the test set were 
recorded. Next, SACMES was used to train the CMO and UHKB by using group number one 
of the training set, which includes five case studies. Fresh copies of the CMO and RHKB 
were then used and trained on ten case studies from the training set. Further copies of the 
CMO and RHKB were used and trained on fifteen case studies from the training set. This 
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process was repeated for ten copies of the CMO and RHKB. At the end of the training, the 
author had obtained ten copies of the CMO and RHKB, the first copy trained on five case 
studies from the training set, the second copy trained on ten case studies, the third copy 
trained on fifteen case studies and the tenth copy trained on fifty case studies. It was noted 
that as the number of case studies on which the system was trained increased, the information 
in the CMO and UHKB database also increased. 
KBCMES was integrated with copy number one of the CMO and RHKB to obtain conceptual 
models for the test set, and the recall and precision for each case study were recorded. 
KBCMES was then integrated with copy number two to obtain conceptual models for the test 
set and again, the recall and precision for each case study were recorded. This process was 
repeated with each copy of the CMO and RHKB, from copy number one to number ten. 
5.2.1 Results  
Table 5.11 represents the results obtained by using KBCMES to extract conceptual models 
for case studies within the test set before the training, when there was no information in the 
CMO or UHKB database.  
 
Unrecognised Entities 
Case study 
name 
Unrecognised 
entities count  
Correct 
answers  
Incorrect 
answers 
Missed Recall Precision  
VedMed 
Hospital  
13 0 0 13 0% 0% 
DreamHome 14 0 0 14 0% 0% 
Airline 18 0 0 18 0% 0% 
Florida Mall 9 0 0 9 0% 0% 
Coca Cola 14 0 0 14 0% 0% 
Total  68 0 0 68 0  0  
Average 0% 0% 
Unrecognised Relationships 
Case study 
name 
Unrecognised 
relationships 
count 
Correct 
answers  
Incorrect 
answers 
Missed Recall Precision  
VEDMED 61 0 0 61 0% 0% 
DreamHome 121 0 0 121 0% 0% 
Airline 58 0 0 58 0% 0% 
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Florida Mall 70 0 0 70 0% 0% 
Coca Cola 111 0 0 111 0% 0% 
Total 421 0 0 421 0  0  
Average 0% 0% 
Entities  
Case study 
name 
Entities count  Correct 
answers  
Incorrect 
answers 
Missed Recall Precision  
VEDMED 4 0 0 4 0% 0% 
DreamHome 8 0 0 8 0% 0% 
Airline 7 2 0 5 28.57% 100% 
Florida Mall 7 0 0 7 0% 0% 
Coca Cola 9 0 0 9 0% 0% 
Total 35 2 0 33 0.2857 100 
Average 5.71% 20% 
Relationships 
Case study 
name 
Relationships 
count  
Correct 
answers  
Incorrect 
answers 
Missed Recall Precision  
VEDMED 3 0 0 3 0% 0% 
DreamHome 10 0 0 10 0% 0% 
Airline 7 0 0 7 0% 0% 
Florida Mall 9 0 0 9 0% 0% 
Coca Cola 12 0 0 12 0% 0% 
Total 41 0 0 41 0  0  
Average 0% 0% 
Cardinalities 
Case study 
name 
Entities count  Correct 
answers  
Incorrect 
answers 
Missed Recall Precision  
VEDMED 3 0 1 3 0 % 0 % 
DreamHome 10 0 0 10 0% 0% 
Airline 7 0 0 7 0% 0% 
Florida Mall 6 0 0 6 0% 0% 
Coca Cola 12 0 0 12 0% 0% 
Total 38 0 1 38 0 0 
Average 0% 0% 
Table 5.11 Summary of Results Obtained for Test Set from KBCMES before Training 
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Table 5.11 is divided into five subsections, namely, unrecognised entities, unrecognised 
relationships, entities, relationships and cardinalities. In the unrecognised entities section, the 
average for recall and precision is zero. The average for recall and precision is also zero for 
unrecognised relationships. The results obtained for entities extraction from the test set by 
KBCMES is 5.7% for recall and 20% for precision, whereas the results obtained for 
relationships extraction and cardinalities of relationships is zero percent for both recall and 
precision. Table 5.11 also shows that in the unrecognised entities section, the unrecognised 
entities count should be thirteen for the VedMed case study. However, the correct answers 
count for unrecognised entities is zero and the number of missed answers is thirteen, which 
means that the system failed to retrieve any correct or incorrect answers related to 
unrecognised entities for the VedMed case study. This indicates that the system needs human 
intervention to obtain a correct answer for each entity in the unrecognised entities list. In the 
unrecognised relationships section, the unrecognised relationships count should be sixty-one 
for the VedMed case study. Correct answers for unrecognised relationships for this case study 
are equal to zero and missed answers are equal to sixty-one, which means that the system 
failed to retrieve any correct or incorrect answers related to unrecognised relationships for 
this case study. In the entities section, the entities count should be four for the VedMed case 
study. The number of correctly extracted entities for the case study is zero and there are four 
missed answers, which means that the system failed to retrieve any correct answers or 
incorrect answers related to entities for the VedMed case study. In the relationships section, 
the relationships count should be three for the VedMed case study. Correctly extracted 
relationships are equal to zero and missed answers are equal to three, which means that the 
system failed to retrieve any correct or incorrect answers related to relationships for the case 
study. In the cardinalities section, the cardinalities of relationships count should be three for 
the VedMed case study. The number of correctly extracted answers for the case study is zero 
and missed answers are equal to three, which means the system failed to retrieve any correct 
or incorrect answers related to cardinalities of relationships for the VedMed case study. 
Table 5.12 represents a results summary obtained from using KBCMES integrated with a 
CMO and UHKB database trained on fifty case studies. 
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Result Summary after Training 50 Case studies on the System 
Unrecognised Entities 
Case study 
name 
Unrecognised 
entities count  
Correct 
Answers  
Incorrect 
Answers 
MISSED Recall Precision  
VedMed 
Hospital  
13 8 0 5 61.53 100 
DreamHome 13 4 0 9 30.76 100 
Airline 18 4 0 14 22.22 100 
Florida Mall 9 2 0 7 22.22 100 
Coca Cola 14 5 0 9 35.71 100 
Total  67 23 0 44 172.44 500 
Average 35.47 100 
Unrecognised Relationships 
Case study 
name 
Unrecognised 
relationships 
count 
Correct 
Answers  
Incorrect 
Answers 
MISSED Recall Precision  
VEDMED 61 15 1 45 25 93.75 
DreamHome 127 22 2 103 17.6 91.66 
Airline 58 14 1 43 24.56 93.33 
Florida Mall 70 9 3 58 13.43 75 
Coca Cola 111 33 3 75 30.55 91.66 
Total 427 93 10 324 111.14 445.4 
Average 22.22 89.08 
Entities  
Case study 
name 
Entities Count  Correct 
Answers  
Incorrect 
Answers 
MISSED Recall Precision  
VEDMED 4 1 1 3 25 50 
DreamHome 8 1 2 7 12.5 33.33 
Airline 7 3 1 4 42.85 75 
Florida Mall 7 3 2 4 42.85 60 
Coca Cola 9 7 0 2 77.77 100 
Total 35 15 6 20 200.97 318.33 
Average 40.19 63.66 
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Relationships 
Case study 
name 
Relationships 
count  
Correct 
Answers  
Incorrect 
Answers 
MISSED Recall Precision  
VEDMED 3 0 1 3 0 0 
DreamHome 10 0 2 10 0 0 
Airline 7 0 2 7 0 0 
Florida Mall 9 1 3 8 11.11 25 
Coca Cola 12 5 1 7 41.66 83.33 
Total 41 6 9 35 52.77 108.33 
Average 10.55 21.66 
Cardinality 
Case study 
name 
Entities Count  Correct 
Answers  
Incorrect 
Answers 
MISSED Recall Precision  
VEDMED 3 0 1 3 0 0 
DreamHome 10 0 2 10 0 0 
Airline 7 0 1 7 0 0 
Florida Mall 6 1 3 5 16.66 25 
Coca Cola 12 4 2 7 36.36 66.66 
Total 38 5 9 32 53.02 91.66 
Average 10.60 18.33 
Table 5.12 Summary of Results Obtained for Test Set from KBCMES after Training  
 
As Table 5.12 illustrates, in the unrecognised entities section, the average result for recall is 
35.47% and for precision is 100%. For unrecognised relationships, the average for recall is 
22.22% and for precision is 89.08%. The results obtained for extraction of entities from the 
test set by KBCMES are 40.19% for recall and 63.66% for precision, while the results 
obtained for relationships extraction from the test set by KBCMES are 10.55% for recall and 
21.66% for precision. The results obtained for extraction of cardinalities of relationships from 
the test set by KBCMES are 10.60% for recall and 18.33% for precision.  
Table 5.12 also shows that in the unrecognised entities section, where the unrecognised 
entities count should be thirteen for the VedMed case study, the correct answers count for 
unrecognised entities is eight and the missed answer count is five, which means that the 
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system has successfully extracted eight out of thirteen answers for the VedMed case study. 
This indicates that the system’s performance has improved and its need for human 
intervention has reduced in comparison with the result for the same section in Table 5.11. In 
the unrecognised relationships section, the unrecognised relationships count is sixty-one for 
the VedMed case study. The number of correct answers for extraction of unrecognised 
relationships from the case study is fifteen, the number of missed answers is forty-five and 
the incorrect answers count is one. The system has therefore been successful in retrieving 
fifteen out of sixty-one answers, in addition to one incorrect answer. This demonstrates that 
the system’s performance has improved and the need for human intervention has reduced in 
comparison to the result for the same section in Table 5.11, before the training was 
completed. In the entities section, the entities count is four for the VedMed case study. The 
number of entities correctly extracted from the case study is one and there are three missed 
answers. Therefore, the system successfully retrieved one correct answer, though there was 
also one incorrect answer related to entities for the VedMed case study. This result again 
shows some improvement in the system’s performance compared to the result found in Table 
5.11. In the relationships and cardinalities sections, however, there is no improvement in the 
results compared to those found in Table 5.11. The only difference is that the system 
retrieved one incorrect relationship and one incorrect cardinality.  
 
Table 5.13 contains the averages for recall and precision obtained before and after the 
training for each case study within the test set.   
 
Case study name Criterion Before training After training 
Recall Precision Recall Precision 
VEDMED 
Hospital 
 
Unrecognised entities 
extraction 
0% 0% 61.53% 100% 
Unrecognised relationships 0% 0% 25% 93.75% 
Entities extraction 0% 0% 25% 50% 
Relationships extraction 0% 0% 0% 0% 
Cardinalities of 
relationships extraction 
0% 0% 0% 0% 
DreamHome Unrecognised entities 
extraction 
0% 0% 30.76% 100% 
Unrecognised relationships 0% 0% 17.6% 91.66% 
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Case study name Criterion Before training After training 
Recall Precision Recall Precision 
Entities extraction 0% 0% 12.5% 33.33% 
Relationships extraction 0% 0% 0% 0% 
Cardinalities of 
relationships extraction 
0% 0% 0% 0% 
Airline Unrecognised entities 
extraction 
0% 0% 22.22% 100% 
Unrecognised relationships 0% 0% 24.56% 93.33% 
Entities extraction 28.57% 100% 42.85% 75% 
Relationships extraction 0% 0% 0% 0% 
Cardinalities of 
relationships extraction 
0% 0% 0% 0% 
Florida Mall Unrecognised entities 
extraction 
0% 0% 22.22% 100% 
Unrecognised relationships 0% 0% 13.43% 75% 
Entities extraction 0% 0% 42.85% 60% 
Relationships extraction 0% 0% 11.11% 25% 
Cardinalities of 
relationships extraction 
0% 0% 16.66% 25% 
Coca Cola Unrecognised entities 
extraction 
0% 0% 35.71% 100% 
Unrecognised relationships 0% 0% 30.55% 91.66% 
Entities extraction 0% 0% 77.77% 100% 
Relationships extraction 0% 0% 41.66% 83.33% 
Cardinalities of 
relationships extraction 
0% 0% 36.36% 66.66% 
Table 5.13 Comparison of Results for Extraction of Unrecognised Entities, 
Unrecognised Relationships, Entities, Relationships and Cardinalities from Test Set by 
KBCMES before and after Training 
 
From the results displayed in Table 5.13, it is clear that extraction improved after the training. 
This result supports the hypothesis that the information stored by SACMES helps to improve 
the performance of the system and assists in minimising the level of human intervention. 
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Table 5.14 shows the relationship between unrecognised entities extraction and the count of 
case studies on which the system is trained.   
 
Result 
Count of case studies used in training 
0 5 10 15 20 25 30 35 40 45 50 
Recall  0% 7.66% 8.83% 23.61% 25.15% 25.15% 26.57% 26.57% 28.11% 28.11% 34.48% 
Precision  0% 100% 100% 100% 100 % 100% 100% 100% 100% 100% 100% 
Table 5.14 Relationship between Unrecognised Entities Extraction and Count of Case 
Studies on which System is Trained 
 
Table 5.14 demonstrates a proportional relationship between the count of cases on which the 
system is trained and the extraction result. As the count of training cases increases, the 
accuracy is increased. When the count of the cases on which the system was trained was 
equal to zero, the average recall and precision were equal to zero as well. When the system 
was trained using the training set, the average started to increase. Recall represents the 
average extent to which the system answers match model answers produced by the system 
analyser. Precision represents the average recall accuracy. When the system had been trained 
on five case studies, the recall improved from zero percent to 7.66% and the accuracy for that 
percentage was 100%. When the system had been trained on twenty-five case studies, the 
recall reached 25.15% and the accuracy for that percentage was 100 %. When the system had 
been trained on fifty case studies, the recall reached 34.48% and the accuracy for that 
percentage was 100%. The precision was 100% at all times, meaning that all the answers 
extracted by the system were correct. However, this does not mean that all the required 
answers were extracted by the system, as it missed some of them. For example, if a model 
answer has thirty answers, but the system succeeds in extracting only five correct answers out 
of the thirty, then the precision for these five will be 100% even though some of the answers 
were not extracted by the system. However, when all the answers are extracted correctly by 
the system, the recall will be 100%. Figure 5.10 represents the relationship between the count 
of case studies on which the system is trained and the average recall and precision in defining 
unrecognised entities. From Figure 5.10 it can be seen how the recall increases as the system 
is trained on more case studies. 
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Figure 5.10 Relationship between Count of Case Studies on which the System is Trained 
and Average Recall and Precision in Defining Unrecognised Entities 
 
Table 5.15 shows the relationship between unrecognised relationships extraction and the 
count of case studies on which the system is trained.   
 
Result Count of case studies used in training 
0 5 10   15 20 25  30 35  40 45  50 
Recall  0% 1.31% 5.91% 10.03% 11.17% 13.22% 17.00% 17.47% 18.79% 21.21% 22.22% 
Precision 0% 50% 72.47% 78.81% 83.38% 85.01% 84.14% 85.63% 86.72% 88.54% 89.08% 
Table 5.15 Relationship between Unrecognised Relationships Extraction and Count of 
Case Studies on which System is Trained 
 
From Table 5.15 it can be seen that there is also a proportional relationship between the count 
of cases on which the system has been trained and the results for extraction of unrecognised 
relationships. As the count of cases used in training increases, the accuracy is also increased. 
When the count of cases on which the system was trained was zero, the average for recall and 
precision was zero as well. When the system had been trained using the training set, the 
average started to increase. When the system had been trained on five case studies, the recall 
improved from zero percent to 1.31% and the accuracy for that recall was 50%. When the 
system had been trained on twenty-five case studies, the recall reached 13.22% and the 
accuracy for that percentage was 85.01%. When the system had been trained on fifty case 
studies, the recall reached 22.22% and the accuracy for that percentage was 89.08%. Figure 
5.11 reflects the information found in Table 5.15, representing the relationship between the 
 151 
 
count of case studies on which the system is trained and the average recall and precision in 
defining unrecognised relationships. From Figure 5.11 it can be seen that the rate of recall 
rises as the system is trained on more case studies. 
 
 
Figure 5.11  Relationship between Count of Case Studies on which System is Trained 
and Average Recall and Precision in Defining Unrecognised Relationships 
  
Table 5.16 shows the relationship between entities extraction and the count of case studies on 
which the system is trained.   
 
Result Count of case studies used in training 
0 5 10   15 20 25  30 35  40 45  50 
Recall  5.71% 15.87% 28.45% 33.52% 33.52% 31.30% 42.97% 37.97% 37.97% 40.19% 40.19% 
Precision 100% 50% 61.66% 60.33% 63.66% 63.66% 63.66% 63.66% 63.66% 63.66% 63.66% 
Table 5.16 Relationship between Entities Extraction and Count of Case Studies on 
which System is Trained 
 
From Table 5.16 it can be seen that there is a proportional relationship between the count of 
cases on which the system is trained and the results extraction of entities. When the count of 
training cases increases, the accuracy is also increased. Although the recall sometimes 
decreases as the count of case studies on which the system is trained increases, it begins to 
increase again when the count of cases increases further. When the count of cases on which 
the system had been trained was zero, the average recall was 5.71% with 100% precision for 
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that recall, but when the system had been trained using the training set, the average started to 
increase. When the system had been trained on five case studies, the recall improved from 
5.71% to 15.87% and the accuracy for this recall was 50%. When the system had been 
trained on twenty-five case studies, the recall reached 31.30% and the accuracy for that 
percentage was 63.66%. When the system had been trained on fifty case studies, the recall 
reached 40.19% and the accuracy for that percentage was 63.66%.  
It is interesting to note that the average for entities extraction decreased from 33.52% when 
the system had been trained on twenty case studies, to 31.30% when it had been trained on 
twenty-five case studies, as shown in Table 5.16. However, the author is not concerned about 
this decrease because the averages for entities extraction started to increase again when the 
system was trained on further case studies. In addition, there was no decrease in other areas, 
such as the averages for unrecognised entities extraction, relationships extraction and 
cardinality extraction. The average for unrecognised entities extraction was 25.15% both 
when the system had been trained on twenty case studies and when it had been trained on 
twenty-five case studies, as shown in Table 5.14. The average for relationships was 5.55% 
when the system had been trained on twenty case studies and on twenty-five case studies, as 
demonstrated in Table 5.17. Similarly, the average for cardinality was 6.66% when the 
system had been trained on twenty case studies and on twenty-five case studies, as 
demonstrated in Table 5.18. Moreover, there was improvement elsewhere, such as in the 
average for unrecognised relationships extraction, which increased from 11.17% when the 
system had been trained on twenty case studies to 13.22% when it had been trained on 
twenty-five case studies, as shown in Table 5.15.  
A similar situation occurred later, when the average for entities extraction decreased from 
42.97% after the system had been trained on thirty case studies to 37.97% when it had been 
trained on thirty-five case studies. Again, the author is not worried about this decrease 
because there was no decrease in the averages for other areas, such as for unrecognised 
entities extraction as shown in Table 5.14, for relationships as shown in Table 5.17 or for 
cardinality of relationships as shown in Table 5.18. Moreover, there was improvement in the 
area of unrecognised relationships extraction, as shown in Table 5.15. Therefore, the author 
expected the average for entities extraction to increase again, as had happened when the case 
study count used in training increased from twenty-five to thirty, shown in Table 5.16.  
Figure 5.12 reflects the information found in Table 5.16. The figure represents the 
relationship between the count of case studies on which the system is trained and the average 
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recall and precision in defining entities. It can be seen from the figure that the rate of recall 
increases as the system is trained on more case studies. 
 
 
Figure 5.12 Relationship between Count of Case Studies on which System is Trained 
and Average Recall and Precision in Defining Entities 
 
Table 5.17 shows the relationship between relationship extraction and the count of case 
studies on which the system is trained.   
 
 Count of case studies used in training 
0 5 10   15 20 25  30 35  40 45  50 
Recall  0% 3.88% 5.55% 7.22% 5.55% 5.55% 8.88% 8.88% 8.88% 10.55% 10.55% 
Precision 0% 26.66% 26.66% 20% 18.33% 25% 21% 21% 21% 21.66% 21.66% 
Table 5.17 Relationship between Relationships Extraction and Count of Case Studies on 
which System is Trained 
 
From Table 5.17 it can be seen that there is a proportional relationship between the count of 
cases on which the system is trained and the extraction of relationships. When the count of 
cases increases, the accuracy is also increased. Although the recall is sometimes decreased by 
increasing the count of case studies on which the system is trained, it begins to increase again 
as the count of training cases is increased further. When the count of cases on which the 
system had been trained was zero, the average recall and precision was zero as well, but when 
the system had been trained using the training set, the average started to increase. When the 
system had been trained on five case studies, the recall improved from zero percent to 3.88% 
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and the accuracy for that recall was 26.66%. When the system had been trained on twenty-
five case studies, the recall reached 5.55% and the accuracy for that percentage was 25%. 
When the system had been trained on fifty case studies, the recall reached 10.55% and the 
accuracy for that percentage was 21.66%.  
While training the system on between twenty and thirty case studies, there was fluctuation in 
the average for relationships extraction. The average decreased to 5.22% when the system 
had been trained on twenty and twenty-five case studies, but then increased to 8.88% when 
the system had been trained on thirty case studies. The author is not concerned about this 
fluctuation because although the average decreased, it then increased as the system was 
trained on further case studies. Furthermore, although there was fluctuation in the average for 
relationships extraction, at the same time there were increases in other areas, such as the 
average for unrecognised entities extraction, as shown in Table 5.14, the average for 
unrecognised relationships extraction, as shown in Table 5.15, the average for entities 
extraction, as shown in Table 5.16, and the average for cardinalities extraction, as shown in 
Table 5.18.  
Figure 5.13 reflects the information found in Table 5.17. It represents the relationship 
between the count of case studies on which the system has been trained and the average recall 
and precision in defining relationships. From the figure, it can be seen that the recall 
increases as the system is trained on more case studies. 
 
 
Figure 5.13 Relationship between Count of Case Studies on which System is Trained 
and Average Recall and Precision in Defining Relationships 
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Table 5.18 shows the relationship between cardinalities of relationships extraction and the 
count of case studies on which the system has been trained.   
 
 Count of case studies used in training 
0 5 10 15 20 25 30 35 40 45 50 
Recall  0% 4.99% 6.66% 8.33% 6.66% 6.66% 8.78% 8.78% 8.78% 10.60% 10.60% 
Precision 0% 26.66% 26.66% 20% 18.33% 25% 17% 17% 17% 18.33% 18.33% 
Table 5.18 Relationship between Cardinalities of Relationships Extraction and Count of 
Case Studies on which System is Trained 
 
From Table 5.18 it can be seen that there is a proportional relationship between the count of 
cases on which the system has been trained and the results for extraction of cardinalities of 
relationships. In general, as the count of training cases increases, the accuracy is also 
increased. Sometimes the recall is decreased by increasing the count of case studies used in 
training the system, while at other times it remains constant. However, the recall begins 
increasing again as the count of cases used in training the system increases further. When the 
count of cases on which the system was trained was zero, the average recall and precision 
was zero as well, but when the system had been trained using the training set, the average 
started to increase. When the system had been trained on five case studies, the recall 
improved from zero percent to 4.99% and the accuracy for that recall was 26.66%. When the 
system had been trained on twenty-five case studies, the recall reached 6.66% and the 
accuracy for that percentage was 25%. When the system had been trained on fifty case 
studies, the recall reached 10.60% and the accuracy for that percentage was 18.33%.  
After training the system on fifteen case studies, the average for cardinality extraction 
increased to 8.33%, but after training it on twenty and twenty-five case studies, this average 
decreased to 6.66%. However, the average increased again to 8.78% when the system had 
been trained on thirty case studies. The decrease is therefore not a cause for concern because 
it was followed by an increase when the system was trained on further case studies. 
Furthermore, at the same time, there were increases in other areas, such as in the averages for 
unrecognised entities extraction and unrecognised relationships extraction. In general, even 
when there is a decrease in the average for a particular area, there are improved or constant 
averages in other areas. Therefore, there is improvement in the system’s overall performance 
as it is trained on further case studies. 
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Figure 5.14 reflects the information found in Table 5.18. It represents the relationship 
between the count of case studies on which the system has been trained and the average recall 
and precision in defining cardinalities of relationships. From Figure 5.15 it can be seen that 
the rate of recall rises as the system is trained on more case studies. In other words, the 
system’s performance improves as the count of cases processed by the system increases. 
 
 
Figure 5.14 Relationship between Count of Case Studies on which System is Trained 
and Average Recall and Precision in Defining Cardinalities of Relationships 
  
To summarise, results were obtained for extraction of unrecognised entities, unrecognised  
relationships, entities, relationships and cardinalities of relationships in the following 
situations: (1) before the training; (2) during training by increasing the count of case studies 
on which the system was trained by five case studies each time; and (3) when the training 
was complete (the system had been trained on all case studies in the training set). These 
results show that the system learns from the natural language specifications processed by 
users, and uses the knowledge stored from these specifications to improve the extraction of 
ERDs from specifications that will be processed in the future. As a result, the system’s 
performance is enhanced. Sometimes the system’s performance decreased as the number of 
specifications processed by the system increased, and at other times the rate of improvement 
stalled, but then the system’s performance began to improve again as the count of 
specifications processed by the system increased further. This is positive proof that the 
information stored by SACMES in the CMO and UHKB, can help the system to improve its 
performance, minimise the need for human intervention and enable it to produce more 
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relevant information to advise users in the creation of conceptual models. Although there was 
improvement in the performance of the system, this improvement is not very high. This is 
because the training set is not very large. Furthermore, the training set contains many 
domains that are completely different from the domains included in the test set. Despite there 
being no systematic relationship between the domains included in the training set and test set, 
system performance still improved. This is a positive point, however the specification that 
will be processed by the system might not already be processed by the system in a systematic 
approach. In such a situation, in order for this improvement to reach high accuracy, the 
system needs to be processed on very large set of natural language specifications. However, 
such improvements can reach good accuracy for a smaller set of specifications if the system 
is trained on a domain and test set, which will be in the same domain.    
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Chapter 6: Conclusion and Future Work 
 
6.1 Conclusion 
Conceptual model creation is an important stage in the development of a system. The 
conceptual model shows the main actors in the system and the relationships between them. In 
other words, by looking at the conceptual model, the system can be understood. In order to be 
a good conceptual model, it must have the ability to reflect the real world environment. 
Furthermore, errors in conceptual models must be corrected at an early stage, as it is costly to 
make such corrections in the advanced stages of a system’s development (Boehm, 1981).  
Conceptual models can be created by analysing the requirement specifications for a problem, 
which are generally written using natural language. There are about eighty notations that can 
describe the requirement specifications of a system, among which the ERD and UML are the 
most commonly used in practice (Neill & Laplante, 2003). The ERD, suggested by Chen in 
1976, is extensively used to define conceptual models for database design because it is easy 
to understand and a powerful means of modelling natural language specifications (Chen, 
1976). Despite its significance, however, designing a conceptual model can be very 
problematic (Thonggoom, 2011), as the process can face many difficulties, as identified 
below. 
1. The complexity of relationships between the concepts of a conceptual model can be very 
difficult for both novice and expert designers to identify. 
2. Natural language rules for conceptual model extraction are incomplete and overlapped, 
which means there is no reliable set of linguistic rules that can be used to transfer natural 
language specifications into a conceptual model.  
3. Semantic relationships in natural language text can be complex. This means that not every 
relationship mentioned in the requirement specification needs to be mapped into a 
relationship in the conceptual model while, conversely, some relationships that are not 
mentioned in the requirements do need to be included. 
4. Lack of domain knowledge and experience can cause difficulties in the creation of 
conceptual models, particularly for novice designers. 
5. There can be different solutions to the same problem, because conceptual models reflect 
the designer’s viewpoint and this may differ from one designer to another. The fact that two 
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points of view might be correct makes it very difficult to define one optimal solution for a 
problem.  
6. Natural language, which is widely used for writing requirement specifications in industry, 
contains inherent problems, such as noise, silence, overspecification, contradiction, forward 
reference, wishful thinking and ambiguity. 
Due to the problems faced by designers, particularly novice designers, in the development of 
conceptual models, technologies have become involved in conceptual model creation, as well 
as in mapping from conceptual models to logical or physical models. There are many 
commercial graphical CASE tools that can be used to automatically map a conceptual model 
into a logical or a physical model (Thonggoom, 2011). However, there is no tool, commercial 
or otherwise, which can automatically map natural language text into a conceptual model. As 
a substitute, various semi-automated approaches are used for this purpose.  
The purpose of this thesis is to improve the creation of conceptual models by producing a tool 
to assist designers in this process. In order to achieve this goal, the author set five objectives 
as follows: 
1. To explore and analyse the approaches that are currently used for extracting conceptual 
models from natural language text, to examine their strengths and weaknesses, and to identify 
features that could be integrated in a new tool.  
To achieve the above objective, a review of approaches used in mapping natural language 
into conceptual models was conducted and the findings of the review are summarised here. 
Firstly, there is significant need for a tool to help designers create conceptual models that 
contain fewer errors than those created manually. Although researchers have made good 
progress in mapping natural language text into conceptual models, no fully automated tool 
can yet achieve this. Therefore, a minimum level of human intervention needs to be included 
in the process. The review also demonstrates that the majority of systems used to map natural 
language into conceptual models include linguistic rules and natural language techniques to 
facilitate the mapping. Furthermore, the majority of tools used for this process rely on reuse 
of previous designs that have been stored in a knowledge base to be used by tools. The 
literature further reveals that the range of approaches used to map natural language into 
conceptual models includes linguistics-based, knowledge-based and multiple approaches (the 
latter type integrates more than one approach). The linguistic approach is domain 
independent but does not include a knowledge base. The knowledge-based approach can use 
different methods, such as pattern-based, case-based and ontology-based techniques, to 
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obtain knowledge that can support designers in mapping natural language text into conceptual 
models. While the use of ontologies is a common technique for capturing knowledge, several 
researchers have integrated more than one approach to improve performance. However, there 
is no domain-independent knowledge base that can be used to support designers in the 
creation of conceptual models, because creating such knowledge is difficult and time 
consuming. The author has therefore worked to fill this gap.  
Accordingly, in this research, the author has built a model that can learn from the natural 
language texts that it processes, and which uses the learnt information to update its 
knowledge base and improve its performance. Achieving this aim would require the 
integration of natural language processing, ontology, linguistic rules and human intervention 
within a model. The author reviewed NLP tools and selected Stanford CoreNLP6 for 
incorporation in the proposed model. Existing ontology types were also reviewed, and a 
lightweight ontology was selected to enable the storage of domain-independent knowledge 
about entities and relationships within the model. Next, methods used for the creation of an 
ontology were reviewed, and a semi-automated method that would use linguistic techniques 
to train the ontology was selected. From a review of existing ontologies, WordNet was 
selected, and from existing ontology languages, OWL was adopted for use in formalising the 
ontology that would be incorporated in the proposed model.        
2. The second objective was to examine the linguistic rules that are used in mapping natural 
language requirements into conceptual models, to identify their strengths and weaknesses, 
and to determine which rules would be suitable for use.  
To achieve this, the author conducted a review of the relevant linguistic rules, which 
produced two main findings. The first was that the rules for mapping natural language into 
conceptual models are not complete. For example, entities can be represented by nouns, but 
not every noun in a problem description will be mapped into an entity. The second finding 
was that the rules are overlapped. For example, nouns represent entities but can also represent 
attributes. At this stage, the rules to be used in the proposed model were selected. For 
extraction of entities, a WordNet ontology was chosen, in addition to human intervention by 
applying domain-independent rules, such as the domain-importance and Multi-attributes rules 
to define entities. For extraction of relationships, Stanford typed dependencies were selected 
in combination with human application of the need-to-know rule.  
3. To design a semi-automated, domain-independent methodology that attempts to tackle the 
limitations of current methodologies.    
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4. To implement a prototype for the methodology.  
In order to achieve objectives three and four, SACMES was implemented as a prototype of 
the proposed model using Java programming language. Chapter 4 includes more detail and 
information about the architecture of the proposed model and its implementation. The 
purpose of the system is to provide a model that can learn from the natural language 
specifications that it processes, and which can use the learnt information to improve its 
performance in mapping conceptual models from natural language requirements and 
minimise the need for human intervention. To achieve this task, the model integrates natural 
language processing tools, an ontology, WordNet and human intervention. The input of the 
model is the natural language text of a specific problem. The system is divided into three 
stages, namely, the pre-processing stage, the entities identification stage and the relationships 
identification stage. The pre-processing stage takes the natural language text input and 
performs textual analysis in order to define a candidate list of nouns that could be mapped 
into entities. This is a fully automated stage performed by natural language tools. The entities 
identification stage takes the candidate entities defined in the pre-processing stage and 
converts them into entities. This stage is semi-automated and supported by WordNet, a CMO, 
a UHKB and linguistic rules applied by human intervention. At the relationship identification 
stage, the system then produces a list of relationships. This stage is also semi-automated and, 
in order for the stage to extract an appropriate list of relationships, it is supported by natural 
language processing tools, the CMO, the UHKB database and linguistic rules applied by 
human intervention. The entities and relationships that are extracted from the system are 
stored in the CMO, and the behaviour of the user is stored in the UHKB. When the system 
processes further requirement specifications, the system will use the stored information to 
extract entities and relationships. Thus, the more case studies the system processes, the more 
it will learn from users, and consequently its performance will improve in terms of being able 
to predict entities and relationships with less human intervention.   
5. To conduct an empirical evaluation of the methodology using the prototype to ascertain the 
effectiveness of its implementation. 
5.1 One of the goals of this evaluation was to determine whether the proposed model could 
improve the performance of designers in creating conceptual models. To achieve this 
objective, a test set of case studies and their model answers was used. Twenty novice 
designers were involved as subjects in the experiment. The subjects were divided into two 
groups, each group having ten subjects. Each designer was requested to provide answers for 
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two case studies in the test set by using the system, and answers for another two cases 
without using the system. The answers provided by subjects when using the system, and 
those given by subjects without using it, were compared to model answers for the case studies 
provided by human experts in system analysis. It was found that the average performance of 
the designers was improved when they used the system. More details about the experiment 
and its results are available in Section 5.1.  
5.2. The second goal of the evaluation was to determine whether the knowledge stored by 
SACMES from natural language texts could improve the performance of the system and 
reduce the need for human intervention. To achieve this objective, a training set of fifty case 
studies was prepared. A test set of five case studies, including their model answers, was also 
prepared. The training set was divided into ten groups, each group consisting of five case 
studies. The system was used to find answers for the test set of case studies, and the recall 
and precision were recorded. The system was then trained on five case studies from the 
training set, after which the system was again used on the test set and the recall and precision 
recorded. Each time the training set count was increased by five case studies, the system was 
further tested using the test case studies. The purpose of testing the system each time the 
number of training case studies increased was to determine whether the information stored by 
the system would help to improve its performance. The results demonstrated that the 
performance of the system did indeed improve as the count of case studies used to train the 
system increased.  
 
6.2 Limitations and Future Work 
1. At the end of the process, the system produces a text report containing a list of entities and 
a list of relationships. It would be better if the system were able to draw the entities 
relationship diagram in Chen’s notation, rather than just providing a report listing entities and 
relationships. 
2. In terms of relationships, the system currently supports basic types including one-to-one, 
one-to-many and many-to-many relationships. It would be interesting if other relationships 
were added, such as generalisation, specialisation and aggregation.  
3. Experiments were conducted on the use of SACMES by novice designers, and the results 
showed improvement in the designers’ performance when they used the system compared to 
when not using it. It would be valuable if SACMES could also be tested by expert designers, 
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in order to see how their performance is affected by using SACMES in comparison with their 
creation of handcrafted models. 
4. In the evaluation of SACMES, the subjects were requested to provide answers for a test set 
of case studies both by using the system and without using it. The answers obtained from the 
subjects when using and when not using the system were compared to model answers 
provided by human experts. The author has noted that many of the answers provided by the 
subjects when using the system could have been correct answers, but were classified as 
incorrect because they were not identified in the model answers. This reduces the precision of 
the results. It would have been better if the author had been able to measure the answers 
given by experts, those given by subjects using SACMES and those provided by subjects 
without using it, based on a set of criteria to determine the best performance.  
5. During the relationships identification stage, the user is requested to give a name to 
unnamed relationships. These relationships are then stored in the CMO. Sometimes, however, 
users may give names for relationships that contain spelling mistakes, which will be stored as 
such in the CMO. This information will be retrieved when requested and because of the 
spelling mistakes, the user may not understand it. It would be helpful if techniques for 
checking spelling and grammar could be used to ensure the user has given valid names and 
non-redundant names for relationships before they are stored in the CMO.  
6. As the system is being used, the information stored by the system increases. As the 
information stored by the system increases, retrieval techniques need to be developed so that 
the precise information required can be retrieved. The retrieval techniques currently used by 
the system rely on spelling matching. For example, if the entities ‘student’ and ‘module’ are 
mentioned within the requirement specifications of a university system, the system will 
retrieve every relationship that includes ‘student’ and ‘module’. Future work could be 
undertaken to develop the retrieval techniques so that just the information needed is retrieved 
and any unnecessary information is eliminated.  
7. The evaluation conducted to prove that information stored by the system will be useful in 
improving the system’s performance was achieved with a training set consisting of fifty case 
studies. The results of this evaluation would be more valuable if a larger training set had been 
used. Furthermore, instead of the author playing the role of designer to perform the 
evaluation, it would have improved validity if system designers had participated in the 
evaluation.  
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8. SACMES learns from the natural language requirements that it processes, stores the learnt 
information in the CMO and UHKB, and then uses this information to improve its 
performance in extracting conceptual models from natural language text. The results obtained 
after training the system on the training set showed that the performance of the system 
improved by increasing the number of case studies used to train it. However, the author 
cannot claim that this is machine learning, because no machine learning algorithms were 
included in the training. Future research could be conducted to determine whether it is 
possible to use machine learning techniques and algorithms to allow the system to learn from 
natural language specifications. Using such algorithms may improve the performance of the 
system more effectively than storing user behaviour in the CMO and UHKB and using this 
information when requested, which is how the current version of SACMES learns. 
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List of Appendices 
Appendix 1:  
 
List of sixty-eight documents which cited the paper entitled 'English Sentence Structure and 
Entity Relationship Diagrams' and were identified to be read in more depth and detail. 
 
NO Article title Type of 
Document  
1.  Conceptual modelling through linguistic analysis using LIDA (Overmyer et 
al., 2001). 
Conference 
paper 
2.  On the Systematic Analysis of Natural Language Requirements with CIRCE 
(ASE) (Ambriola & Gervasi, 2006). 
Journal paper 
3.  Generating Natural Language specifications from UML class diagrams 
(Meziane, Athanasakis, & Ananiadou, 2008). 
Journal paper 
4.  Transformation of requirement specifications expressed in natural language 
into an EER model (Tjoa & Berger, 1994). 
Conference 
paper 
5.  Semantic parameterization: A process for modelling domain descriptions 
(Breaux, Antón, & Doyle, 2008). 
Journal paper 
6.  Conceptual predesign bridging the gap between requirements and conceptual 
design (Kop & Mayr, 1998). 
Conference 
paper 
7.  Heuristic-based entity-relationship modelling through natural language 
processing (Omar et al., 2004). 
Conference 
paper 
8.  A system for the semiautomatic generation of ER models from natural 
language specifications (Gomez et al., 1999). 
Journal article 
9.  Applying a natural language dialogue tool for designing databases (Buchholz 
et al., 1995). 
International 
Workshop 
10.  English, Chinese and ER diagrams (Chen, 1997) Journal article  
11.  Analyzing informal requirements specifications: a first step towards 
conceptual modelling (Burg & Van de Riet, 1996). 
Journal article  
12.  English sentence structures and EER modelling (Hartmann & Link, 2007). Conference 
paper 
13.  A taxonomic class modelling methodology for object-oriented analysis (Song 
et al., 2004). 
Conference 
paper  
14.  On mapping natural language constructs into relational algebra through ER 
representation (Tseng et al., 1992). 
Journal article 
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NO Article title Type of 
Document  
15.  Extracting conceptual graphs from Japanese documents for software 
requirements modelling (Hasegawa, Kitamura, Kaiya, & Saeki, 2009). 
Conference 
paper 
16.  Finding comparatively important concepts between texts (Lecoeuche, 2000). Conference 
paper 
17.  Parsed use case descriptions as a basis for object-oriented class model 
generation (Elbendak, Vickers, & Rossiter, 2011). 
Journal article   
18.  From user requirements to UML class diagram (Herchi & Abdessalem, 
2012). 
Conference 
paper 
19.  A method for the definition and treatment of conceptual schema quality 
issues (Aguilera, Gómez, & Olivé, 2012). 
Conference 
paper 
20.  MOODD, a method for object-oriented database design (Silva & Carlson, 
1995).  
Journal 
Article 
21.  Schema Methodology for Large Entity-Relationship Diagrams (Gilberg, 
1985). 
Conference 
paper 
22.  Semi-automatic conceptual data modelling using entity and relationship 
instance repositories (Thonggoom et al., 2011b). 
Conference 
paper 
23.  An automated multi-component approach to extracting entity relationships 
from database requirement specification documents (Du & Metzler, 2006). 
Conference 
paper 
24.  A complete set of guidelines for naming UML conceptual schema elements 
(Aguilera, Gómez, & Olivé, 2013). 
Journal article 
25.  Semantic analysis in the automation of ER modelling through natural 
language processing (Omar, Hanna, & Mc Kevitt, 2006). 
Conference 
paper 
26.  Automatic acquisition of linguistic patterns for conceptual modelling (Zhou 
& Zhou, 2004) . 
Journal article 
27.  Guidelines for NL-Based requirements specifications in NIBA (Fliedl, Kop, 
Mayerthaler, Mayr, & Winkler, 2000). 
Conference 
paper 
28.  Enriching the class diagram concepts to capture natural language semantics 
for database access (Tseng & Chen, 2008). 
Journal article 
29.  A linguistic approach to conceptual modelling with semantic types and 
ontoUML (Castro, Baião, & Guizzardi, 2010). 
Conference 
paper 
30.  On the automatization of database conceptual modelling through linguistic 
engineering (Martínez & García-Serrano, 2000). 
Conference 
paper 
31.  Extracting Entity Relationship Diagram (ERD) from relational database 
schema (Al-Masree, 2015). 
Journal article 
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NO Article title Type of 
Document  
32.  Building Natural Language Interface to an ER Database (Luk, 1989). Conference 
paper 
33.  Extending the UML concepts to transform natural language queries with 
fuzzy semantics into SQL (Tseng & Chen, 2006). 
Journal article 
34.  Automatic generation of extended er diagram using natural language 
processing (Shahbaz, Ahsan, Shaheen, Nawab, & Masood, 2011). 
Journal article 
35.  Towards the automated business model-driven conceptual database design 
(Brdjanin & Maric, 2013). 
Conference 
paper 
36.  Automatic builder of class diagram (ABCD): an application of UML 
generation from functional requirements (Ben Abdessalem Karaa et al., 
2016). 
Journal article 
37.  Application of conceptual structures in requirements modelling (Bogatyrev & 
Nuriahmetov, 2011). 
Conference 
paper 
38.  The Circe approach to the systematic analysis of NL requirements (Ambriola 
& Gervasi, 2003). 
Technical- 
report 
39.  NTS-based derivation of KCPM cardinalities: From natural language to 
conceptual predesign (Fliedi, Kop, Mayerthaler, Mayer, & Winkler, 1996). 
Journal article 
40.  From Natural Language Requirements to a Conceptual Model (Kop, Fliedl, 
& Mayr, 2010). 
Conference 
paper 
41.  Formalization and classification of product requirements using axiomatic 
theory of design modelling (Chen, 2006). 
Master thesis 
42.  The representation of rules in the ER model (Monarchi & Smith, 1992). Journal article 
43.  Extracting Domain Models from Natural-Language Requirements: Approach 
and Industrial Evaluation (Arora, Sabetzadeh, Briand, & Zimmer, 2016). 
Conference 
paper 
44.  Concept extraction from business documents for software engineering 
projects (Ménard & Ratté, 2016). 
Journal article 
45.  Implementing database access control policy from unconstrained natural 
language text (Slankas, 2013). 
Conference 
paper 
46.  Conceptual modelling & natural language analysis (Rolland, 2013). Book section 
47.  Natural language discourse generation in a support tool for conceptual 
modelling (Dalianis, 1992). 
Conference 
paper 
48.  Conceptual modelling tool for novice designers (Kop, 2008). Journal article 
49.  Modelling, extraction, and transformation of semantics in computer aided 
engineering systems (Zeng, Kim, Raskin, Fung, & Kitamura, 2013). 
Journal article 
 168 
 
NO Article title Type of 
Document  
50.  Automated Enterprise Data Model by Formulating Requirements (Lee, 
2009). 
Journal article 
51.  Bridging the gap between natural and information modelling languages: an 
informal approach to information modelling learning (Kern & Ramos, 2002). 
Journal article 
52.  Extracting Entity Relationship Diagram (ERD) from English Sentences (Al-
Btoush, 2015). 
Journal article 
53.  The use of semantic heuristics in the automation of ER modelling (Omar, 
Muhammad, & Yahya, 2007). 
Conference 
paper 
54.  Validating Documentation with Domain Ontologies (Kof & Pizka, 2005). Conference 
paper 
55.  Requirements Modelling: From Natural Language to Conceptual Models 
Using Recursive Object Model (ROM) Analysis (Wang, 2013). 
PhD thesis 
56.  A Survey on Conceptual Modelling (Castro et al., 2009). Journal article 
57.  Methodologies for Semi-automated Conceptual Data Modelling from 
Requirements  (Song et al., 2015). 
Conference 
paper 
58.  Automatic Construction of Conceptual Models to Support Early Stages of 
Software Development (Chioasca, 2015). 
PhD thesis 
59.  An algorithm for Finding a Relationship Between Entities: Semi-Automated 
Schema Integration Approach (Chan, 2017). 
PhD thesis 
60.  Implementing a Database from a Requirement Specification (Omer & 
Wilson, 2015). 
Journal article 
61.  Design a Data Model Diagram from Textual Requirements (Abdullah & 
Saleem, 2013). 
Journal article 
62.  Requirement-Oriented Entity Relationship Modelling (Lee & Shin, 2010). Journal article 
63.  Survey of works that transform requirements into UML diagrams (Abdouli, 
Karaa, & Ghezala, 2016). 
Conference 
paper 
64.  From Natural Language to Object Oriented Requirements: an Annotated 
Bibliography (Mich & Giuliani , 1995).  
Journal article 
65.  ER—A Historical Perspective and Future Directions (Davis, Jajodia, Ng, & 
Yeh, 1983). 
Conference 
paper 
66.  Conceptual schema extraction using POS annotations and weighted edit 
distance algorithm (Shinde, Kulkarni, Patwardhan, Sarda, & Mantri, 2015). 
Conference 
paper 
67.  Heuristic rules for transforming preconceptual schemas into uml 2.0 
diagrams: a C# implementation (Zapata & Cardona, 2008). 
Journal article 
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NO Article title Type of 
Document  
68.  An environment for automated UML diagrams obtaining from a controlled 
language (Zapata & Arango, 2007). 
Journal article 
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Appendix 2:  
Test set for Experimental One 
 
 
Appendix Figure 1 Problem One in Easy Set (Du, 2008, p.169) 
 
 
 
Appendix Figure 2 Model Answer for Problem One in Easy Set  provided by Database 
Designer21 
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Appendix Figure 3 Problem Two in Easy Set (Du, 2008, p.172) 
 
 
Appendix Figure 4 Solution for Problem Two in Easy Set provided by Database 
Designer21 
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 Appendix Figure 5 Problem Three in Easy Set (Du, 2008, p. 167) 
 
 
Appendix Figure 6 Solution for Problem Three in Easy Set provided by Database 
Designer21 
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 Appendix Figure 7 Problem Four in Easy Set (Du, 2008, p. 167) 
 
 
Appendix Figure 8 Solution for Problem Four in Easy Set provided by Database 
Designer21 
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Appendix Figure 9 Problem Five in Easy Set (Du, 2008, p. 167) 
 
 
Appendix Figure 10 Solution for Problem Five in Easy Set provided by Database 
Designer21 
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Appendix Figure 11 Problem Six in Easy Set (Du, 2008, p. 168) 
 
 
Appendix Figure 12 Solution for Problem Six in Easy Set provided by Database 
Designer21 
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Appendix Figure 13 Problem Seven in Easy Set (Zhang, 2012, p. 34) 
 
 
Appendix Figure 14 Solution for Problem Seven in Easy Set (Zhang, 2012)22  
 
 
 
 
 
 
 
                                                          
22 https://macsphere.mcmaster.ca/bitstream/11375/11862/1/fulltext.pdf 
 177 
 
 
Appendix Figure 15 Problem Eight in Easy Set (Du, 2008, p. 168) 
 
 
Appendix Figure 16 Solution for Problem Eight in Easy Set provided by Database 
Designer21 
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Appendix Figure 17 Problem Nine in Easy Set (Du, 2008, p. 169) 
 
 
Appendix Figure 18 Solution for Problem Nine in Easy Set provided by Database 
Designer21 
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Appendix Figure 19 Problem Ten in Easy Set (Connolly & Begg, 2015, p. 431) 
 
 
Appendix Figure 20 Solution for Problem Ten in Easy Set23 
                                                          
23 https://www.scribd.com/document/170295338/Solution-Er 
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Appendix Figure 21 Problem One in Harder Set (Du, 2008, p. 170) 
 
 
Appendix Figure 22 Solution for Problem One in Harder Set provided by Database 
Designer21 
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Appendix Figure 23 Problem Two in Harder Set (Du, 2008, p. 98) 
 
 
Appendix Figure 24 Solution for Problem Two in Harder Set provided by Database 
Designer21 
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Appendix Figure 25 Problem Three in Harder Set (Du, 2008, p.172) 
 
 
Appendix Figure 26 Solution for Problem Three in Easy Set24 
                                                          
24 https://www.shsu.edu/~csc_tjm/summer2000/cs334/Chapter04/part2/Chapter4b.html 
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Appendix Figure 27 Problem Four in Harder Set (Atzeni, 1999, p. 213) 
 
 
Appendix Figure 28 Solution for Problem Four in Harder Set provided by Database 
Designer21 
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Appendix Figure 29 Problem Five in Harder Set (Gehrke, 2002, p. 8) 
 
 
Appendix Figure 30 Solution for Problem Five in Harder Set25 
                                                          
25 https://lbsitbytes2010.files.wordpress.com/2013/09/m11.png 
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Appendix Figure 31 Problem Six in Harder Set (Teorey, Lightstone, Nadeau, & 
Jagadish, 2005, p. 131) 
 
 
Appendix Figure 32 Solution for Problem Six in Harder Set (Teorey et al., 2005, p. 133) 
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Appendix Figure 33 Problem Seven in Harder Set (Connolly & Begg, 2015, p. B-6) 
 
 187 
 
  
Appendix Figure 34 Solution for Problem Seven in Harder Set26  
                                                          
26https://www.google.co.uk/search?q=EasyDrive+School+of+Motoring+case+study&dcr=0&tbm=isch&tbo=u
&source=univ&sa=X&ved=0ahUKEwiJ3WJ1v_ZAhWLIMAKHW_7BF0QsAQITw&biw=1239&bih=606#im
grc=7daotfWWnOEtFM:&spf=1521713153272 
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Appendix Figure 35 Problem Eight in Harder Set (Zhang, 2012, p. 8) 
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Appendix Figure 36 Solution for Problem Eight in Harder Set (Zhang, 2012, p. 10) 
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Appendix Figure 37 Problem Nine in Harder Set (Zhang, 2012, p. 34) 
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Appendix Figure 38 Solution for Problem Nine in Harder Set (Zhang, 2012, p. 35) 
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Appendix Figure 39 Problem Ten in Harder Set (Thonggoom, 2011, p. 132) 
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Appendix Figure 40 Solution for Problem Ten in Harder Set provided by Database 
Designer21 
 194 
 
Appendix 3: 
Questionnaire Form used in Experimental One  
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Appendix 4: 
This appendix demonstrates the training set used for Experimental Two. In addition to 
seventeen out of the twenty case studies used in Experimental One, thirty-three case studies 
were added to the collection. This brought the total number of case studies used in the second 
experimental to fifty. Of the seventeen case studies reused from Experimental One, all ten of 
the harder set of case studies were included, but case numbers six, seven and ten from the 
easy set were omitted. The other thirty-three cases added for Experimental Two are listed as 
follows. 
 
 
Appendix Figure 41 Electronic Commerce Case Study (Pol & Ahuja, 2007, p. 73) 
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Appendix Figure 42 Intercollegiate Football Championship Case Study (Pol & Ahuja, 
2007, p. 74) 
 
 
Appendix Figure 43  JobSearch Case Study (Pol & Ahuja, 2007, p. 75) 
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Appendix Figure 44 Course Timetable Case study (Pol & Ahuja, 2007, p. 74) 
 
 
Appendix Figure 45 Ford Distribution Centres Case study (Pol & Ahuja, 2007, p. 73) 
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Appendix Figure 46 Miami Hotel Case Study (Pol & Ahuja, 2007, p. 73) 
 
 
Appendix Figure 47 Newark Divisional Office Case Study (Pol & Ahuja, 2007, p. 73) 
 
 
Appendix Figure 48  Savannah's Family Farms Case Study (Pol & Ahuja, 2007, p. 71) 
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Appendix Figure 49 Florida Bus Traveling Agency Case Study (Pol & Ahuja, 2007, 
p.75) 
 
 
Appendix Figure 50 GERU Company Case Study (Pol & Ahuja, 2007, p. 76) 
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Appendix Figure 51 SunRise Hotel Case study (Pol & Ahuja, 2007, p. 76) 
 
 
Appendix Figure 52 University Housing Office Case Study (Pol & Ahuja, 2007, p. 74) 
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Appendix Figure 53 Bookstore Case Study (Pol & Ahuja, 2007, p. 77) 
 
 
Appendix Figure 54 Medicare Case study (Pol & Ahuja, 2007, p. 77) 
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Appendix Figure 55 Memorabilia Company Case Study (Pol & Ahuja, 2007, p. 76) 
 
 
Appendix Figure 56 Wood Paneling Manufacturers Case study (Pol & Ahuja, 2007, 
p.78) 
 
 204 
 
 
Appendix Figure 57 AACSB Case Study (Pol & Ahuja, 2007, p. 79) 
 
 
Appendix Figure 58 University Database Case Study (Pol & Ahuja, 2007, p. 81) 
 
 
Appendix Figure 59 National Car Rental Case Study (Pol & Ahuja, 2007, p. 81) 
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Appendix Figure 60 USTA Case Study (Pol & Ahuja, 2007, p. 79) 
 
 
Appendix Figure 61 Blood Bank Case Study (Pol & Ahuja, 2007, p. 82) 
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Appendix Figure 62 Company Wide Database Case Study (Teorey et al., 2005, p. 64) 
 
 
Appendix Figure 63 Medical School Case Study (Pol & Ahuja, 2007, p. 81) 
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Appendix Figure 64 YXZ Company Case Study (Pol & Ahuja, 2007, p. 82) 
 
 
Appendix Figure 65 ABC Ltd Case Study Needs Page (Carter, 2003, p. 39) 
 
 
Appendix Figure 66 Company Database Case Study (Rob & Coronel, 2009, p. 142) 
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Appendix Figure 67 Publishers Database Case Study (Teorey, 1999, p. 76) 
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Appendix Figure 68 Wellmeadows Hospital Case Study Part One (Connolly & Begg, 
2015, p. B-5) 
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Appendix Figure 69 Wellmeadows Hospital Case Study Part 2 (Connolly & Begg, 2015, 
p. B-5) 
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Appendix Figure 70 Wellmeadows Hospital Case Study Part 3 (Connolly & Begg, 2015, 
p. B-5) 
 
 
Appendix Figure 71 Conference Review Database Case Study (Elmasri & Navathe, 
2017, p. 134) 
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Appendix Figure 72 DVD Database Case Study (Connolly & Begg, 2015, p. 431)  
 
 
Appendix Figure 73 Movie Database Case Study (Elmasri & Navathe, 2017, p. 132) 
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Appendix Figure 74 University Accommodation Office Case Study Part One (Connolly 
& Begg, 2015, p. B-1) 
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Appendix Figure 75 University Accommodation Office Case Study Part 2 (Connolly & 
Begg, 2015, p. B-1) 
 
 
Appendix Figure 76 Votes Database Case Study (Elmasri & Navathe, 2017, p. 127) 
 
 
 
 
 
 
 215 
 
Appendix 5: 
Test set with its model answers used for Experimental Two.    
 
 
Appendix Figure 77 Veterinary Hospital Case Study (Pol & Ahuja, 2007, p. 76) 
 
 
Appendix Figure 78 Model Answer for Veterinary Hospital provided by Database 
Designer21 
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Appendix Figure 79 DreamHome Case Study (Connolly & Begg, 2015, p. A-1) 
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Appendix Figure 80 Model Answer for DreamHome Case Study27  
 
                                                          
27 http://www.chegg.com/homework-help/dreamhome-case-studycreate-relational-schema-branch-user-vie-
chapter-17-problem-9e-solution-9780321523068-exc 
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Appendix Figure 81 Airline Case Study (Pol & Ahuja, 2007, p. 74) 
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Appendix Figure 82 A Model Answer for Airlines Case Study Provided by Database 
Designer21 
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Appendix Figure 83 Florida Mall Case Study (Bagui & Earp, 2012, pp. 96-99) 
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Appendix Figure 84 Model Answer for Florida Mall Case Study28 
                                                          
28 http://dbgroup.eecs.umich.edu/timber/mct/er10.html 
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Appendix Figure 85 Coca Cola Case Study (Pol & Ahuja, 2007, p. 71) 
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Appendix Figure 86 Model Answer for Coca Cola Case Study provided by Database 
Designer21 
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