Background: Some environmental chemical exposures are lipophilic and need to be adjusted by serum lipid levels before data analyses. there are currently various strategies that attempt to account for this problem, but all have their drawbacks. to address such concerns, we propose a new method that uses Box-cox transformations and a simple Bayesian hierarchical model to adjust for lipophilic chemical exposures. Methods: We compared our Box-cox method to existing methods. We ran simulation studies in which increasing levels of lipid-adjusted chemical exposure did and did not increase the odds of having a disease, and we looked at both single-exposure and multiple-exposure cases. We also analyzed an epidemiology dataset that examined the effects of various chemical exposure on the risk of birth defects. Results: compared with existing methods, our Box-cox method produced unbiased estimates, good coverage, similar power, and lower type i error rates. this was the case in both single-and multipleexposure simulation studies. results from analysis of the birth-defect data differed from results using existing methods. Conclusion: Our Box-cox method is a novel and intuitive way to account for the lipophilic nature of certain chemical exposures. it addresses some of the problems with existing methods, is easily extendable to multiple exposures, and can be used in any analysis that involves concomitant variables. a ci denotes confidence interval or (central) credible interval. b rejection rate is power under the alternative hypothesis and type i error rate under the null hypothesis.
A concomitant variable is a nonconfounding covariate that, if included in a data analysis, will improve the precision of the estimate of interest. 1 consider body mass index (BMi), the usual surrogate measure of adiposity. a better measure than weight alone, BMi accounts for how height might influence the effects of weight on a health response-even though height alone may not have any effect. 2 Other examples of concomitant variables include modifying the dose of a drug in relation to body weight, and in our case, modifying lipophilic chemical concentrations in serum by serum lipid levels.
the analysis of exposure to lipophilic chemicals in relation to potential human health risks poses pressing methodological challenges, as different methods can produce conflicting results. For example, in a recent study of plasma polybrominated diphenyl ether (PBDe) and thyroid hormone, free thyroid hormone was associated with higher PBDe levels when PBDe was expressed on a lipid basis, but not when PBDes were expressed on a wet-weight basis. 3 Such differences may be the result of short-term effects such as recent eating. 4 there has been much debate about how to best deal with lipophilic chemical exposures. One common approach is to express the serum exposure and lipid concentrations as a ratio before statistical analysis. 5 another approach is to treat serum lipid levels as a covariate in regression analysis. 6 the first has the theoretical advantage of expressing the serum exposure concentration so it is comparable with that in tissue lipids throughout physiologic compartments in the body. However, a drawback is the imperfect correlation between lipid-based measures in plasma and other issues, 7, 8 which may stem from some lipophilic materials in plasma being bound to albumin rather than being completely sequestered in lipids. 9 a second drawback is that when an incorrect chemical-to-lipid ratio is chosen, this approach provides biased results under a number of causal models. 10 an advantage of the second approach is that it can accommodate the fact that the correct ratio measure is unknown. 11 However, the second approach falls short because it assumes that the exposure effect will be the same regardless of a subject's serum lipid concentrations. Other approaches include using unadjusted wet-weight values and using the residuals of modeling serum lipid levels by serum exposure levels as a covariate. 12 these approaches are less common and have their own drawbacks. 10 Past studies also have suggested that different methods perform better under different causal structures. 10 to affect the health response or exposure, it would be best to not include lipids at all. We aim to provide a general approach for lipid adjustment under the simplifying assumption that lipids are concomitant variables with no direct causal effect on the health response. When this assumption is substantially violated, it may be more reasonable to adjust for lipids as a covariate in assessing the health effect of an exposure. 10 However, we assume that the direct effect of lipids is typically small, so that lipids act predominately as a concomitant variable. Under this assumption, we propose a new method that uses Box-cox transformations and a Bayesian hierarchical model, and we compare it to existing methods in simulation studies and a sample analysis.
METHODS

Model Structure
consider a subject i. Suppose this subject has a conditional probability p i of having a disease given certain exposure levels and confounding variable measurements. Furthermore, suppose this subject also has a continuous serum chemical exposure concentration x i . in predicting the conditional odds of having this disease, a natural model choice is a logistic regression:
where β 0 is the intercept, and β 1 is the exposure slope. We can also include an adjustment for possible confounders z z z i i iq = … ( ) 1 , , ′ by adding z i´α to (1), but we leave off such adjustments have for simplicity.
if the chemical exposure of interest is lipophilic, we should also find some way to incorporate subject i's total serum lipid concentration, which we will call s i , to adjust the exposure concentration x i . an intuitive idea is to replace x i with x i * , which we will define as:
where g(s i ) is some unknown function of s i . naturally, we can then modify equation (1) and predict the conditional odds of having a disease using:
where β 0 * is the new intercept, and β 1 * is the adjusted exposure's slope.
Use of the ratio approach in equation (2) is biologically motivated, as we want to express the serum level in units equivalent to those in the target tissue. to obtain a more accurate measurement of the actual biological effect of the chemical exposure, we need to allow the chemical dose x i to be shifted by s i in some way, g(s i ), to obtain x i * . By adjusting for lipid concentrations in this way, x i * will ideally be a better predictor to include in the analysis than x i . this adjustment accounts for the fact that a subject's serum lipid level does not directly contribute to the probability of having a disease, although it can have an indirect effect, as illustrated in Figure 1a . note that with Figure 1a , we are not implying that serum lipids are always associated with the disease, but simply that serum lipids may sometimes have an effect on what the true adjusted exposure should be. Breaking from conventional directed acyclic graph notation, Figure 1B better illustrates this relationship. Furthermore, it is important to realize that this kind of adjustment is already commonly used. For example, in the calculation of BMi, 2 if height is equal to h, the adjustment in equation (2) is g(h) = h 2 . as we will also show later, many existing methods employ some form of this adjustment.
Box-Cox Transformation
to estimate the adjustment function, we propose to let g(s i ) correspond to a Box-cox transformation so that for λ = 0. We choose to use a Box-cox transformation because it is a common but simple class of transformation functions that can model a variety of g(s i ) effects. 13, 14 We are assuming that for a given chemical exposure, there is a single correct but unknown λ value in which lipids will be properly accounted for. to find the appropriate Box-cox λ value to estimate g(s i ), we can calculate and plot the log-likelihoods for various values of λ, as shown in Figure 2 . Values of λ that produce larger log-likelihoods can be interpreted as providing better explanations of the data, and the associated Box-cox transformations can be interpreted as proving better estimations of the function g(s i ).
allowing λ to vary gives our approach greater flexibility. consider the scenario in which serum lipids do not affect the health outcome in any way. the standard method of dividing by serum lipid levels mentioned above would be expected to perform poorly. 10 However, our approach will deal with this problem by having the log likelihood peak near λ values that minimize the effects of the serum lipids. More specifically, these values of λ should produce an x i * that is practically identical to x i , equivalent to not including lipids in the analysis in the first place.
We can further generalize this idea using a hierarchical model. Suppose one is interested in analyzing the effects of multiple exposures all at once, with each exposure having its own λ value. One problem with the profile likelihood approach above is that, as the number of exposures in the analysis increases linearly, the number of λ combination grid points increases exponentially. another problem is that directly plugging in estimates of λ removes from the analysis all uncertainty associated with λ. With a hierarchical model, not only can we can use the same algorithm to estimate the unknown λ values but also we can incorporate the uncertainty from estimating these λ values into the confidence intervals. intuitively, this hierarchical model borrows information from the various exposures and concentrates mass on the λ values that allow for the best prediction of the health response.
as an aside, we note that the adjustment x i * need not be limited to x i /g(si). a more general and flexible approach would define x f x s i i i * , = ( ), where f is a bivariate function. additional methods may also make g(s i ) more general and not limit it to a Box-cox transformation. However, with these more general approaches, it is harder to estimate the proper adjustment function, and the results are frequently less interpretable.
Implementation
Within a Bayesian context, our approach is easy to implement. Suppose we start with one of the many Markov chain Monte carlo (McMc) algorithms available for Bayesian logistic regression, such algorithms are routinely implemented in SaS (SaS institute inc., cary, nc), WinBUgS (the BUgS Project, cambridge, london, england), and r (the r Foundation for Statistical computing, Vienna, austria). We can implement our proposed method by adding two sampling steps to an existing McMc algorithm. these steps will sample from known distributions and be computationally tractable, and because of the Bayesian context, simple probability statements can be attached to inferences. One common criticism of Bayesian methods is the use of subjective prior distributions. to address this, we utilize noninformative priors so that the results of analyses are determined solely by the data. r code from the authors is also available to aid in implementation (eappendix, http://links.lww.com/eDe/a707), and additional technical details can be found in the appendix.
it is worth noting that the interpretation of the exposure effect using our method may appear rather ambiguous at first. Because the units of β 1 * are not known, the interpretation of β 1 * is not as clear as the interpretation of β 1 . However, if we standardize x i * so it has mean 0 and standard deviation 1, we can interpret the effect of β i * per standard deviation increase in the adjusted predictor. Furthermore, if one is interested in making x x g s
to improve modeling, the interpretation of β i * would be the same as that of β 1 when using log(x i ).
Comparison with Existing Methods
We compare our proposed method to three existing methods. the "no adjustment method" involves no lipid adjustment of the chemical exposure. this method is equivalent to letting g(s i )=1 and can be expected to perform reasonably well if the chemical exposure is not affected by serum lipid concentrations. the second method, the "ratio method," involves dividing the chemical exposure by some known power of the serum lipid concentration. this is equivalent to letting g s s i i m ( ) = , with m being a predetermined constant.
note that if m=0, this method is the same as the no adjustment method. the third method, the "covariate method," adds total serum lipids as a covariate in the analysis:
where β 0 is the intercept, β 1 is the exposure variable's slope, and β 2 is the lipid variable's slope. 
Single-Exposure Simulation Study
We analyzed data from a reproductive epidemiology study nested in the US collaborative Perinatal Project. 15 this study collected data on pregnancy outcomes, demographic factors, and levels of exposure to a wide variety of environmental contaminants. exposure variables included β-hexachlorocyclohexane (β-HcH), dieldrin, hexachlorobenzene (HcB), heptachlor epoxide, oxychlordane, dichlorodiphenyldichloroethylene, dichlorodiphenyltrichloroethane (DDt), trans-nonachlor, and polychlorinated biphenyls (PcB). the health outcomes were cryptorchidism, hypospadias, or no birth defect.
We performed a simulation study in which the proper lipid adjustment and exposure effects were known. We first considered two single-exposure cases, each with a single chemical exposure and a single confounder. For the first case, we considered a scenario in which the alternative hypothesis was true, in that an increase in the chemical exposure led to an increase in the odds of having the disease outcome. For the second case, we considered a scenario in which the null hypothesis was true, in that there was no association between the chemical exposure and disease outcome. We compared our method with the three competing methods described above. For each method, we generated 1000 data sets and compared biases, type i errors, power, and mean squared errors.
to generate our simulated data, we used total PcB serum levels and an indicator variable for white race, as found in the sample data. We chose to use total PcB concentration as our exposure because target tissue PcBs depend on serum lipid concentrations. 5, 16, 17 to make exposure adjustments, we approximated total serum lipid levels from total cholesterol and triglyceride measurements using a formula from Phillips et al. 18 Using equation (3), we fixed the coefficients for each predictor and defined the g(s i ) to be a Box-cox transformation with λ=1. Simulation analyses were also run with g(s i )=s i , but the results were practically identical to those with the Boxcox transformation, as s i and s i -1 are almost the same for large values of s i . therefore, only the former results are presented. We also ran the single-exposure simulation with the true λ value equal to 2, but the results were practically the same as those for λ equal to 1 and are omitted as well.
to obtain the adjusted predictor using our method, we first used a Box-cox transformation to adjust for serum lipids. next, to allow for direct comparisons between the different methods, we log-transformed the Box-cox adjusted predictor to obtain our final adjusted predictor. We note that while chemical exposures are frequently log-transformed in analyses, there are no assumptions placed on the distribution of the covariates in running logistic regressions. log transformation may be considered if they improve model accuracy, but skewed predictors alone do not violate any major assumptions. We proceed with log transformations only because they facilitated consistent interpretation of simulation results across methods.
Multiple-Exposures Simulation Study
We also performed a simulation study in which the odds ratios (Ors) for three exposures were known. the purpose of this simulation was to illustrate that our Box-cox method can be extended to analyzing multiple exposures. the effects of a confounder, two significant exposures, and one nonsignificant exposure were fixed beforehand. For each method, we ran 1000 data sets and compared biases, type i errors, power, and mean squared errors.
We used total PcB serum levels, β-HcH serum levels, HcB serum levels, and an indicator variable for white race to generate the simulated data. total PcB serum levels, β-HcH serum levels, and an indicator variable for white race were fixed beforehand to increase the odds of having the disease outcome. HcB was set to not affect the odds. Using equation (3), we fixed the coefficients for each predictor and defined g(s i ) for each exposure to be a Box-cox transformation with λ=1 or 2. the adjusted exposure serum levels were also log transformed as described above.
Birth-Defect Data Analysis
We analyzed the ability of each exposure to predict the occurrence of hypospadias and cryptorchidism separately in male births. to maintain consistent interpretations among all exposures and methods, we applied a log transformation to all exposures during analyses. this included setting x x g s
when using our proposed method. additional variables were assessed as potential confounders using the change-in-estimate method, 19, 20 beginning with the inclusion of all variables and removal in a stepwise manner. if the Or of the highest-to-lowest exposure level Or effects changed by ≥15%, the factor was included in analyses. Potential confounding variables included maternal age, parity, smoking status, maternal prepregnancy BMi, socioeconomic index, race, and study center. an indicator variable for white race changed the Or by ≥15% for all exposures except total PcBs. an indicator variable for center 55 changed the Or by ≥15% for β-HcH, HcB, heptachloro epoxide, and total PcBs. all other variables changed the Or by <15%. table 1 illustrates the results of the single-exposure simulation study. to calculate the Or, we looked at the effect of a two-fold increase in chemical exposure. to calculate bias, we took the mean simulated Or for each method and subtracted the true Or. to calculate the mean squared error (MSe), we calculated the variance of the simulated Ors and added the square of the bias. For the alternative-hypothesis scenario, our method compares favorably with existing methods. Our approach produced unbiased estimates for the exposure Or effect (Or bias = 0.01, MSe = 0.07), had good coverage, and had the second greatest power (coverage = 0.95, power = 0.88). as expected, the ratio method with the "correct" adjustment produced unbiased estimates, had similar coverage, and had the greatest power. However, with the incorrect adjustment, the ratio method produced biased estimates, whereas coverage and power decreased. to clarify, though the ratio adjustment and Box-cox adjustment with m=λ=1 are technically different (because s i takes on large values in this analysis), the two adjustments are practically the same. For the covariate method, estimates are unbiased, and coverage and power are good. lastly, though the no-adjustment method had good coverage, it produced biased estimates and had lower coverage and power.
RESULTS
Single-Exposure Simulation Study
Under the null case, our method improved upon existing methods. though all the existing methods produced unbiased estimates, high coverage, and low type i error rates (type i error = 0.05), our method had the best coverage and type i error rates (type i error = 0.01) while also producing unbiased estimates. One can also consider how our method estimated λ. Figure 3 shows the posterior distribution for λ under the single-exposure alternative case with the true λ value equal to 1. (For the remainder of the text, we omit additional posterior distribution plots of λ for simplicity in presentation.) table 2 illustrates the results of the multiple-exposures simulation study. With PcB exposure, our method performed well compared with existing methods. estimates are relatively unbiased (Or bias = −0.02, MSe = 0.07), and coverage and power are good (coverage = 0.92, power = 0.81). the ratio method with the correct adjustment produced unbiased estimates, good coverage, and the best power. However, with an incorrect adjustment, the ratio method produced biased estimates and lower coverage and power. the covariate method produced unbiased estimates, coverage, and power similar to our method. the no-adjustment method produced biased estimates and smaller coverage and power. Similar results were obtained with the weaker β-HcH exposure, with our proposed method producing unbiased estimates (Or bias = −0.01, MSe = 0.03), good coverage, and relatively good power (coverage = 0.95, power = 0.19).
Multiple-Exposures Case
the results of the HcB exposure are analogous to those of the single-exposure case under the null hypothesis. in looking at the HcB exposure, our method showed an improvement over the existing methods, producing relatively unbiased estimates (Or bias = −0.04, MSe = 0.02), the best coverage, and the lowest type i error rate (type i error = 0.03). the no-adjustment and ratio methods also produced relatively unbiased estimates and had good coverage and low type i error rates (type i error = 0.05). Surprisingly, the covariate method performed the worst, as estimates were biased, coverage the lowest, and type i error rates the highest (type i error = 0.18). table 3 shows the results of the effects of various chemical exposures on cryptorchidism. the no-adjustment method suggests that none of the investigated chemical exposures are associated with cryptorchidism. the covariate method suggests there is an association between DDt and cryptorchidism, whereas the ratio method suggests DDt and PcB levels are associated with cryptorchidism. looking at 95% central credible intervals, our Box-cox method suggests DDt and total PcB levels are associated with cryptorchidism, just like the ratio method. table 4 shows the results of the effects of various chemical exposures on hypospadias. the no-adjustment method led to the conclusion that none of the investigated chemical exposures are associated cryptorchidism, whereas the covariate method suggests that oxychlordane and PcB levels are associated with hypospadias. the ratio method suggests that heptachloro epoxide, oxychlordane, and PcB and are associated with hypospadias. looking at 95% central credible intervals, our Box-cox method suggests oxychlordane and PcB levels are associated with and cryptorchidism, this time like the covariate method.
Birth-Defect Data Analysis
in analyzing both birth defects, posterior distributions of λ were found to peak at different values for different chemical exposures. this is to be expected, as different chemicals are expected have different adjustment factors. aside from this, posterior distributions were similar to those presented in Figure 3 and are consequently omitted.
DISCUSSION
We have proposed a new method to adjust for concomitant variables. Our method seeks to estimate the correct adjustment with Box-cox transformations by using a likelihood maximizing approach, and our method can be extended to analyzing multiple exposures with a hierarchical model. Our method implements an McMc algorithm that draws from known distributions to provide computational tractability and is also able to incorporate the uncertainty of estimating the correct adjustment factor in constructing confidence intervals. Our single-exposure simulation studies indicate that our proposed method has good coverage and produces unbiased estimates for exposures in which either the null or alternative are true. For exposures in which the alternative is true, our method's power is comparable with the best of the currently existing methods, and for exposures in which the null is true, our method has the lowest type i error rate. Similar results were observed in the multiple-exposures simulation study.
Our simulation results also reveal some drawbacks with the existing methods. First, although the ratio method produced the best results when the correct adjustment factor was chosen, there are some risks with using this approach. the exact lipid adjustment factor is not known for many chemical classes, 7, 21 and even if the exact chemical-class factor were known, the proper adjustment may vary among various health responses. in addition, our simulation results show that when the incorrect lipid adjustment is used, Or estimates are subject to bias, and both coverage and power decrease. interestingly, our simulation results also show that though the covariate method performed well in the single-exposure simulation studies, it had the highest type i error rate in the multiple-exposures simulation studies. to emphasize, the covariate method performed even worse than the ratio method with the incorrect adjustment. this is a significant drawback because there is an increasing realization of the importance of multipollutant approaches in epidemiology and toxicology. 22-24 lastly, the simulation study results show that the no-adjustment method produces biased estimates and has less power when adjustments for serum lipids need to be made. From our sample analyses, we see that different methods can produce different conclusions about the effects of chemical exposures, further emphasizing the importance of properly accounting for serum lipids. these differences in results may be due to the inherent structure of each method. For example, the ratio method fixes the adjustment of serum lipids, whereas the covariate method assumes serum lipids may have a direct effect on the health response. From the sample analyses, we also see that our method produces interpretations of the exposure effect similar to those of the existing methods. therefore, not only does our method improve upon the existing methods in some areas but also it produces results that are just as simple to interpret. this method can be used in many settings. the ability to implement this method by adding a few additional sampling steps to any existing McMc algorithm allows our method to be applied in analyses besides logistic regressions. the concomitant variable to be adjusted for also does not have to be restricted to serum lipid levels. For example, a recent study found that adjustment for weight by height in relation to the risk of cancer may vary depending on the cancer site. 25 Our proposed method could be used in this scenario to better estimate how to adjust for the concomitant variable height.
Our method is flexible compared with the existing methods, but simple and interpretable relative to potentially more general methods. it addresses some of the drawbacks of existing methods, improves upon their performance in certain situations, and should be useful in adjusting for serum lipid levels and other concomitant variables. 1 Diri where { } * λ h is a prespecified grid of possible values for λ j with zero included as one of the grid points, and k equal to the number of prespecified values for λ j . this form is motivated by the finite approximation to the Dirichlet process introduced by ishwaran and Zarepour 26 and by computational tractability considerations. this model will tend to assign high probability to few of the λ h * values, concentrating on those atoms that lead to an adjustment that best predicts the health response.
With this model, we can include the covariate adjustment using the above hierarchical prior by modifying existing McMc algorithms for logistic regression to include a few additional sampling steps. extending the notation from earlier to the multiple-exposures case, let x ij * equal the serum dose level of exposure j for subject i. 
Running the Model and MCMC Details
We also used a logistic structure proposed by O'Brien and Dunson 27 to further improve computational efficiency. Under the one exposure simulations, we ran our McMc chain for 5500 iterations, discarding the first 500 draws. For the multiple-exposures simulation, we ran our McMc chain for 11,000 iterations and discarded the first 1000 draws. there was no evidence of lack of convergence based on standard diagnostic tests and examination of trace plots. effective sample sizes for sampled parameters were also above 1,000.
