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solving a specific class of problems for which other conventional techniques are merely found to be inadequate. 
Taking into consideration the perspective of soft computing, researchers have categorized the problem solving 
techniques into feasible components that are highly interactive over a given set of related domains. These principal 
components of soft computing comprises of ANN, Evolutionary search strategies including GA, ACO, Swarm 
optimization and etc. [18]. 
 
A microarray is a 2-D array on a small solid glass surface that holds large amount of biological data. The gene 
microarray [6] is a highly sophisticated chip, used in the detection of malignant tissues, proteins, peptides and 
carbohydrates expansion and in many other scientific researches related to biotechnology. We can simply analyse 
microarray as a collection of microscopic features which can be probed with the targeted ones to reveal significant 
gene expression data [4]. 
 
This paper entails classification of Breast cancer dataset from (https://archive.ics.uci.edu/ml/datasets.html). At 
the initial stage, dataset constitutes of high dimensional data value that stands as a great hindrance in performing 
high-ended computations. So we need to adopt some methodological traits that lead to the reduction of dimension of 
the dataset and to enhance the targeted output steadily. 
 
In our work, classification of cancerous cells has been carried out by using Principal Component Analysis 
(PCA) for feature selection so that the dimensionality of the dataset has been reduced to a great extent. We have 
taken the help of SVM (Support Vector Machine), K-NN (K- Nearest Neighboras a supervised machine learning 
classification tool for categorizing into tumorous and non-tumorous classes. Finally we optimize the classification 
cost using Cat Swarm Optimization (CSO) algorithm [2] that enables us in finding best solutions. 
 
We have organized the entire paper into five sections. The first section comprises of introduction where we have 
narrated the technologies in nutshell. Section 2 reveals the literature review where all related works are mentioned 
briefly. Section 3 describes the working process model of the entire work. Section 4 reveals the simulation s and the 
experimental results are represented on graphs. In section 5, the work has been concluded. 
 
2. The State of the Art Processing Techniques 
 
Since the last two decades, the consolidation of soft computing as a collection of various synergistically 
complementary computational techniques has become one of the challenging areas in the field of biological and 
evolutionary researches. In this paper, we have chosen a list of pioneering literature survey based on intelligent 
techniques by concentrating on emerging field of computer science. Roy and Chakraborty [12] have introduced the 
fundamental concepts of soft computing, that provides a schematic view of overall architecture of soft computing 
techniques [13]. Vapnik et al.[9] have contributed their efforts in the field of vector learning by developing the 
concept of support vector machine[SVM] that is mostly applied for classification of cancer metamorphosis using 
genotype features. 
 
Further, Simek et al. [7] have carried out experiments over SVD(singular value decomposition) and SVM 
(support vector machine) for selection of relevant features and extended their work by classifying the vectors into 
different classes. Cristianini et al. [8] have thrown light on the application of SVM for categorizing the trained data 
to their corresponding targeted output. Many researchers like Furey et al. [15] from university of Washington have 
dedicated their skills in carrying out simulations for validating malignant tissue samples using microarray dataset. 
They have revealed the presence of tumorous and non-tumorous cells, using distinct fluorescent dyes on the bio-
chip. 
 
G.Panda et al. [10] have published both nationally as well as internationally numerous works on solving 
optimal problems using highly interesting and computationally smart enough techniques. In this paper the 
application of cat swarm optimization (CSO) is highly explored with simulations and analysis being conducted by 
taking into account different significant parameters. Lu et al. [11] have cited many experimental works at University 
of Illionis that have helped the researchers in studying the evolutionary strategies and there implementation in the 
field of computer science. Jang et al. [1] has published various articles that have guided us in determining advanced 
searching strategies by incorporating hybrid forms of computational techniques. Chu et al. [3] have proposed a new 
swarm based optimization technique called CSO (cat swarm optimization) by studying the behavior of cat’s and 
have successfully implemented in different engineering applications. 
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Tsi et al. [2] have extended the research on a family of CSO algorithms and have experimentally tested the 
functions by simulating different parameters. Mc Lachlan et al. [4] have carried out statistical data analysis of a 
large cancerous microarray dataset and have represented it graphically. His contributions to the classification of 
microarray data have been a strong backbone for the researchers both in the computational as well as in the 
statistical scenario. Kalyanmoy Deb et al. [18] have proposed various evolutionary algorithms based on single 
objectives and multi-objectives problem-solution techniques that are pedagogically sound in reviewing classical 
techniques as well as the advanced techniques. 
 
3. Working Process Model  
 
The working process model is based on following four technologies:  
 
3.1. Microarray Technology 
 
A microarray is a 2-D array on a small solid glass surface that holds large amount of biological data. The gene 
microarray [6] is a highly sophisticated chip, used in the detection of malignant tissues, proteins, peptides and 
carbohydrates expansion and in many other scientific researches related to biotechnology [4]. With the help of this 
biochip, it is possible to store all the observations of gene expression concerned to a single sample or to a set of 
samples. These set of samples are a combination of tumorous and non-tumorous tissues and we need to carry out 
biopsy for detecting the cancer metamorphosis. The messenger m-RNA [14] is then obtained from the cells and tiny 
droplets containing gene fragments are allocated on the exact locations of the thin glass-slide. The probes are 
synthesized and are represented as spots that correspond to the features or the predictors [17]. Then a fluorescent 
labelling is done at the target location and finally hybridized to the probe microarray. The diameter of each probe 
spot is nearly 18ȝm which can accommodate large probes per array [7]. 
 
3.2. Feature Selection 
 
The microarray dataset are very huge dimension and needs to be reduced for convenience. In order to get a 
global solution we need to search the m-dimensional search space very efficiently. The main aim of feature selection 
is to minimize the dimension of the dataset so that, the training and the testing of the data can be done in an efficient 
manner. Previously classical feature selection techniques were used but in our paper we have used Principal 
Component Analysis for decreasing the size of the dataset [5] (https://archive.ics.uci.edu/ml/datasets.html). 
 
PCA is basically applied in statistical data analysis using orthogonal transformation which converts correlated 
variables into a set of linearly uncorrelated variables from a given set of observations. These are called Principal 
components. The cardinality of the Principal components are never more than the number of actual number of 
variables. It is a powerful exploratory data analysis tool that is used for making predictive models. 
 
3.3. K- Nearest Neighbor (K-NN) Classifier 
 
K-nearest neighbor is an instance based learning in which classification is done by comparing feature vectors of 
the different points. If ai(x) denotes the features (for i=1,2,…n) then the Euclidian distance between two instances is: 
݀൫ݔ௜ǡ ݔ௝൯ ൌ ඩ෍ቀܽ௥ሺݔ௜ሻ െ ܽ௥൫ݔ௝൯ቁ
௡
௥ୀଵ

The classification accuracy of K-NN is improved by minimizing the distance between the points. The value of 
‘K’ depends on dataset and is chosen by adopting some heuristic techniques. While performing classification we 
consider K as a user defined constant that reduces the effect of noise in the classifier. 
 
3.4. Support Vector Machines (SVM) 
 
SVM is a supervised machine learning tool that is used for analyzing the gene expression data arriving from the 
DNA microarray. It is a binomial classification that basically categorizes the elements of microarray data into two 
groups as per the various rules. For a given set of training samples, each is recognized by any one of the two classes. 
The SVM training algorithm designs a model that assigns the newly arriving samples to one of theeither category.
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This model represents the sample as points in the space that are separable linearly and  the hyper plane computation 
is done  by drawing the margin thereby distinguishing the training sample from the class boundary [8]. 
 
3.4 Problem Formulation  
 
 
Let G be a n x m matrix where the rows vector represents the Patients (P1, P2, P3……. Pn) and the column vector 
denotes the genes (G1, G2, G3,….Gm) in such a way that n<m [11]. 
 
We have considered two class vectors [9] that represent tumor and non-tumor tissues respectively. Then we 
need to design a classification problem with a linear kernel function (1) [9, 13] 
 
K(xi, xj) = ĳ(xi)T ĳ(xj) 
 
The mathematical interpretation of SVM is to correctly classify all the training data in the following manner. 
w xi + b  1 ifyi = +1 
 
wxi + b  1  if yi = -1 
 
yi(wxi + b ) 1, ׊ i, xi Rn and then to maximize the margin (M) i.e. the hyper plane, such that M= 2 / ŇWŇ 
 
The linear programming problem model takes the form: 
ܯ݅݊ሺݓሻ ൌצ  צଶ൅ ܥ෍Ɍ
௠
௜ୀଵ
 
Subject to the constraint ݕ݅;ݓܶݔ݅൅ܾͿ൒ͳെߦ݅ǡ׊݅ൌͳǡʹǥǤǤ݉ܽ݊݀ߦ݅൒ͲǤWe need to predict the values of w 
and b and C which is a positive Cost factor.
 
ൌͳ 
3.5 Salient Feature of Cat Swarm Optimization 
 
It is consider that each and every cat is being placed in its own m-dimensional position. Let V = {v1, 
v2,…….,vn} be the velocities in the respective dimensions and let a suitable fitness function be taken into 
consideration so that the corresponding fitness value is computed to represent the location of the cat. 
 
To identify whether the cat is in seeking mode or in tracing mode a flag is used. The ultimate solution at the end 
would lead to one of the cat’s best positions. [3] 
 
CSO algorithm is designed by simulating the behavior of the cats in these two different modes. Model-1: In the 
first mode (i.e. Seeking mode), the situation of the cat which islooking around, seekingand restingfor the next 
position to move is being modeled.Model-2: In the second mode (i.e. Tracing mode), the modeling is done in such a 
way that it traces out only to the targeted ones. 
 
Table1: Parameters Description. 
 
Parameters of Model Description
Random variable(r1) Random variable (r1) belongs to [0, 1]
Constant (c1) A  constant  which  is  set  to  2  in  the
  experiment.
 
Cats’ Behavior: The cats’ behavior reveals that, it remains idle most of the time when they are awake and move very slowly in 
and around. When they feel the occurrence of some targeted prey, they move very speedily and try to capture it. They are very 
curious about all kinds of things moving around them [10]. 
 
Cat Swarm Optimization Algorithm 
 
Step1 Initialize the number of cats (N). 
 
Step 2 Distribute the cats arbitrarily into the M-dimensional search space. 
Step 3 Assign random values to the velocity of the cat within the limit of maximum velocity. Randomly pick up a 
number of cats and set them into tracing mode as per the value of Mixture Ratio(MR) and set the remaining cats to 
the seeking mode. 
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Step 4 Compute the fitness value of each and every cat by calculating the fitness function based on the 
position of the cat. Save the best cat position  in the memory (xbest) that generates the global best solution. 
 
Step 5 Then the cats are moved to other locations depending on their flag value. If the kth cat is in the seeking 
mode then applying it to the seeking mode process otherwise place it in the tracing mode process. 
 
Step 5 Repeat this process by picking up other cats and set them in tracing mode as for the value of mixture 
ratio (MR).In the meanwhile, set the other cats into seeking mode. 
 
Step 6 Continue this process until the termination condition is encountered .If not, repeat step 3 to 
step7.Step 7 Finish. 
 
4. Experimental Results and Simulations  
 
Based upon the input parameters we have provided, graph is plotted accordingly and is being depicted in 
Fig. 1(a) and Fig. 1(b) respectively. These two figure clearly shows that dimensionality of the huge dataset is 
reduced significantly after using PCA. The graph reveals the reduced number of components by eliminating 
the unworthy elements of the data set. 
 
 
 
Fig.1. PCA result graphs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.Graphical representation of Classification results. 
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Table 2: Parameters Setting of Cat Swarm Optimization. 
 
Parameters Value
  
SMP 8.0
  
SRD 0.5
  
CDC 0.8
  
MR 0.7
  
C1 2.0
  
R1 0.1
  
Numberof Cats(N) 20
  
Number of Iterations 60
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. The Graphical View of the optimization  result. 
 
Table 3: Experimental results. 
 
 K-NN SVM
   
Re substitution Loss .4667 .0570
   
Cross validation Loss .6333 .1305
   
Classification Cost 2.304e+03 2.258e+02
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In our work, we have conducted experiments based on 3 different requirements. At the first stage we have designed 
the PCA code for reducing the components of the dataset. At the second stage, the squeezed data matrix obtained is 
being trained using supervised learning (SVM and K-NN) for further classification. Here Fig. 2(a) is the graphical 
view of SVM classification result and Fig. 2(b) is the result of KNN classifier. In our Experiment we have also 
checked the accuracy of the classifiers by using cross validation and re substitution methods. In Table 3 the 
experimental values are shown. Ultimately, the final classification cost which is the global best solution is being 
obtained. In Fig. 3(a) is obtained after applying CSO with SVM and Fig. 3(b) is the graphical view of optimized 
result after SVM classification. While conducting the experiment we have taken the number of cats (N) as 20 and 
the corresponding parameters are assigned values as for the Table 2. The targeted output is represented in tabular 
form and its diagrammatic view is represented on the graph. 
 
 
5. Conclusion  
 
Although there are many searching strategies for evaluating an optimal solution, but we have applied cat swarm  
 
optimization (CSO) technique to compute the classification cost. The simulations carried out for dimension 
reducibility have resulted in a graph with a very feasible targeted output. The classification analysis using SVM and 
KNN, supervised learning tool has also resulted in a valid solution. 
 
From the experimental result it is seen that re substitution loss and cross validation loss for SVM is less as 
compared to KNN i.e for SVM it is 5% , !3% respectively and for KNN it is 47% and 63%. So, from the accuracy 
point of view SVM can classify more accurately than SVM. Classification cost of SVM CSO is lesser than KNN 
SVM classification cost. So it has been found that the classification cost of CSO SVM is better and it can classify 
more accurately. In our future work we planned to implement other soft computing technique and other classifier to 
yield better result and accuracy. 
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