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Siegel JJ. Modification of persistent responses in medial prefrontal cortex during learning in trace eyeblink conditioning. J Neurophysiol 112: 2123 -2137 . First published July 30, 2014 doi:10.1152 /jn.00372.2014 .-Persistent spiking in response to a discrete stimulus is considered to reflect the active maintenance of a memory for that stimulus until a behavioral response is made. This response pattern has been reported in learning paradigms that impose a temporal gap between stimulus presentation and behavioral response, including trace eyeblink conditioning. However, it is unknown whether persistent responses are acquired as a function of learning or simply represent an already existing category of response type. This fundamental question was addressed by recording single-unit activity in the medial prefrontal cortex (mPFC) of rabbits during the initial learning phase of trace eyeblink conditioning. Persistent responses to the tone conditioned stimulus were observed in the mPFC during the very first training sessions. Further analysis revealed that most cells with persistent responses showed this pattern during the very first training trial, before animals had experienced paired training. However, persistent cells showed reliable decreases in response magnitude over the first training session, which were not observed on the second day of training or for sessions in which learning criterion was met. This modification of response magnitude was specific to persistent responses and was not observed for cells showing phasic toneevoked responses. The data suggest that persistent responses to discrete stimuli do not require learning but that the ongoing robustness of such responses over the course of training is modified as a result of experience. Putative mechanisms for this modification are discussed, including changes in cellular or network properties, neuromodulatory tone, and/or the synaptic efficacy of toneassociated inputs. delay cells; persistent activity; working memory PERSISTENT NEURAL RESPONSES, in which evoked spiking persists beyond stimulus offset, have been observed in the medial prefrontal cortex (mPFC) during tasks that impose a delay interval between stimulus presentation and behavioral response (Baeg et al. 2001; Burgos-Robles et al. 2009; Fritz et al. 2010; Funahashi et al. 1989; Fuster 1973; Fuster and Alexander 1971; Gilmartin and McEchron 2005; Gilmartin et al. 2013; Hattori et al. 2014; Kubota and Niki 1971; Siegel et al. 2012) . Persistent responses have been observed across stimulus modalities, including auditory (e.g., Baeg et al. 2001; Gilmartin and McEchron 2005; Siegel et al. 2012 ), visual (e.g., Funahashi et al. 1989 Fuster 1973; Miller et al. 1996; Procyk and Goldman-Rakic 2006) , and somatosensory (whisker stimulation; Hattori et al. 2013) . Such responses are considered to reflect the maintenance of a "memory trace" of that stimulus until a behavioral response can be made (Funahashi et al. 1989; Fuster 1973; Goldman-Rakic 1995) . Although several cellular and network mechanisms have been proposed to modulate persistent spiking Fransen et al. 2006; Kalmbach et al. 2013; McCormick et al. 2003; Wang 2003) , the fundamental question of whether such responses are acquired as a result of experience in vivo has not been directly addressed. Only a scarce number of studies have recorded single-neuron activity during the acquisition of tasks thought to rely on persistent responses (Erickson and Desimone 1999; Gilmartin and McEchron 2005; Hattori et al. 2014; Miyashita 1988) . These authors suggest that persistent responses may not be acquired per se based on session averages or pseudoconditioning. However, these studies did not analyze responses during the first presentation of stimuli for persistent spiking as a pivotal test of this hypothesis, nor did they examine the trial-by-trial development of such responses before the expression of learning.
Recently, persistent responses have been reported in the mPFC during trace eyeblink conditioned responses (CRs), which require 200 -500ϩ training trials to acquire (Hattori et al. 2014; Siegel et al. 2012; Siegel and Mauk 2013; TakeharaNishiuchi and McNaughton 2008) , providing a window of opportunity to examine the possible evolution of persistent responses early in learning. Trace conditioning consists of paired presentations of an initially neutral conditioned stimulus (CS; such as a tone or light) followed by a stimulus-free trace interval and terminating with a reflexive unconditioned stimulus (US; such as a puff of air to the eye; Fig. 1A, top) . In rabbits, the cerebellum and mPFC are necessary to learn and express trace eyeblink CRs (Kalmbach et al. 2009; KronforstCollins and Disterhoft 1998; Siegel and Mauk 2013; Solomon et al. 1986 ; see also Chen et al. 2014 and Takehara et al. 2003) , whereas the role of the hippocampus is restricted to the acquisition phase (Kim et al. 1995; Moyer et al. 1990; Solomon et al. 1986 ). Because the cerebellum requires near overlap of the CS and US to support learning (Chen et al. 2014; Kalmbach et al. 2010) , the hypothesized role of the mPFC in trace conditioning is to provide a CS-evoked input to the cerebellum (via the pons) that persists across the stimulus-free trace interval to overlap with the US (Fig. 1A , bottom; Chen et al. 2014; Kalmbach et al. 2009; Siegel et al. 2012; Weiss and Disterhoft 2011) . To directly address whether persistent mPFC responses are acquired as a function of learning, single-unit activity was recorded in the mPFC of rabbits during trace eyeblink conditioning with an emphasis on examining the earliest phases of learning. The data show that persistent responses can be observed before paired training and therefore are not necessarily acquired as a result of experience or learning. However, substantial modification of persistent responses was observed during the earliest stages of learning, which may reflect either intrinsic or network plasticity mechanisms resulting in the development of stronger and more robust persistent responses as a function of training or experience.
MATERIALS AND METHODS
Subjects and surgical procedures. All surgical and experimental procedures were approved by The University of Texas at Austin Institutional Animal Care and Use Committee and are in accordance with the National Institutes of Health guidelines. Twelve New Zealand albino rabbits (males, 2.5-4 kg) were implanted with a custombuilt microdrive housing 18 independently moveable tetrodes targeting the caudal anterior cingulate/medial agranular (ACc/AGm) regions of mPFC, shown previously to specifically play a role in the acquisition (Hattori et al. 2014; Kronforst-Collins and Disterhoft 1998; McLaughlin et al. 2002) and expression (Kalmbach et al. 2009; Powell et al. 2001 ) of trace eyeblink conditioning. To prepare for sterile surgery, each rabbit was given a subcutaneous injection of ketamine (45 mg/kg) and acepromazine (1.5 mg/kg) and mounted in a specialized stereotaxic apparatus (with lambda 1.5 mm below bregma). Isoflurane gas (1-3% in medical grade oxygen) was used to maintain surgical depth anesthesia levels. Microdrive tetrode bundles (1.5-2.5 mm in diameter) were positioned on the brain's surface over the right posterior mPFC (centered at 3.0 mm anterior to bregma and 1.0 -1.5 mm lateral from the midline) and secured to the skull with screws and dental cement. Each rabbit was also prepared with a head bolt fixed in dental cement over the anterior skull to hold the eyeblink detector during conditioning. Finally, two stainless steel stimulating electrodes were implanted subdurally just anterior and posterior to the upper eyelid contralateral to the microdrive. Each rabbit was allowed at least 1 wk of recovery before training began.
Behavioral training and analysis. Training involved a standard trace eyeblink conditioning protocol as previously described (Siegel et al. 2012) . Rabbits were gently restrained using standard procedures and placed in a shielded, sound-attenuating chamber (Gormezano et al. 1966) . For restraint, rabbits were placed in a custom Plexiglas container designed to minimize body movement with the head accessible from the outside of the device. Taping the ears back is sufficient to secure the head, and rabbits readily tolerate the restraint after a day or two of acclimation. Daily training sessions were controlled by custom software and consisted of 12 blocks of 9 trials for a total of 108 trials per session, with the first trial of every block being a CS-only probe. Trials were presented at random intertrial intervals drawn from a flat distribution between 25 and 35 s. The CS consisted of a 500-ms tone (1.3-kHz pure tone with rise and fall times of 5 ms to avoid audible onset and offset transients). The US consisted of a 50-ms train of current pulses (1-ms pulse width at 100 Hz) delivered across the periorbital electrodes. The US intensity was carefully adjusted for each rabbit to just above threshold to elicit a full eyeblink closure (between 1 and 3 mA). On paired training trials the CS was followed by a 500-ms stimulus-free period (the trace interval), after which the US was presented (Fig. 1A) . For each trial, the position of the external eyelid was measured for 2.5 s, beginning 200 ms before CS onset, using an infrared emitter and collector assembly connected to the head bolt such that it maintained a constant position relative to the eye. Closure of the eyelid resulted in an increase the amount of reflected infrared light, which was detected with an infrared detector and converted to a voltage deflection linearly related to eyelid position. The voltage output of the detector was digitized at 1 kHz and stored for offline analyses. Before each training session, the eyeblink detector was calibrated by measuring the voltage deflection produced by a full eyelid closure and defining that voltage change as 6.0 mm (the amplitude of a full eyelid closure in rabbit). A CR was defined as an eyelid response that exceeded 0.3 mm between CS and US onsets. Trials with eyelid deflections Ͼ0.3 mm in the 200 ms preceding CS onset were considered invalid and excluded from behavioral and spike analyses (never more than 5 trials/session). Each training trial began with the presentation of a 500-ms tone (conditioned stimulus, CS; wide gray bar) followed by a 500-ms stimulusfree trace interval and terminated with a 50-ms periorbital stimulation (unconditioned stimulus, US; narrow gray bar). Early in training, rabbits responded only with a reflexive eyelid closure to the US (top). With continued training, rabbits learned to close the eyelid in response to the tone and in anticipation of the US (middle). It has been shown that the cerebellum requires an input that nearly bridges the stimulus-free interval to support learning. Such response patterns have recently been observed in the medial prefrontal cortex (mPFC) of trained rabbits (see text). B: conditioned response (CR) likelihood over sessions during learning for 12 rabbits. Heavy lines show animals with persistent responses recorded in the mPFC on the first day of training (ACQ1; heavy gray and black lines), some of which were also observed on the second day (ACQ2; heavy black lines). C: analysis was limited to sessions in which rabbits were still learning, before expression of CRs. Graph shows the relationship between the number of rabbits that had not learned and so could be included in analyses on each day, the total number of cells included in analysis from those rabbits, and the number of persistent responses observed from included cells.
Rabbits were given one training session per day. The likelihood of CRs was calculated for each training session by dividing the number of trials in which a CR was observed by the total number of valid trials for the session. Rabbits were considered to have met criterion during the session in which they displayed the first instance of eight CRs in nine consecutive trials (CRIT session). This criterion always occurred in the initial session in which total CR likelihood for the session exceeded 0.50. However, in most cases there was at least one session that preceded CRIT in which CR likelihood was between 0.15 and 0.50, which likely represents the initial expression of CRs (Fig. 1B) . Because the focus of the study was on the earliest phase of learning prior to any expression of CRs, the data recorded from rabbits with CR rates Ͼ0.15 on a given day were not included in analysis for that day. On the basis of this criterion, all 12 rabbits were included for analysis for the first day of training (ACQ1) and 9 rabbits were included for the second day (ACQ2). By the third day of training, only seven of the rabbits could be included, yielding too few persistent cells for analysis (Fig. 1C) . All 12 rabbits were included for analysis for the day each met learning criterion (CRIT: 5 learned on ACQ3, 1 on ACQ4, 1 on ACQ5, 2 on ACQ6, 2 on ACQ7, and 1 on ACQ10).
Single-unit recordings. Neural activity was acquired during training sessions with a Digital Lynx system (Neuralynx). Tetrodes were constructed from polyimide-coated nichrome wire (12-m diameter; Kanthal Palm Coast) and gold-plated to an impedance of 0.5-1.25 M⍀ at 1 kHz. This range of impedance is higher than often employed for single-unit recordings from tetrodes. Although the total number of potential units is less than observed with lower impedances, impedances within this range resulted in a higher quality of unambiguously isolated single-unit activity in the mPFC (Siegel et al. 2012; Siegel and Mauk 2013) . Tetrode signals were passed through a multichannel, unity-gain head stage, amplified, bandpass filtered between 600 and 6,000 Hz, and then digitized at 32 kHz for offline spike sorting and analysis. Neural data were synchronized with the presentation of training stimuli by triggering the Digital Lynx I/O port with the same TTL pulses used to trigger CS and US stimuli. For 7 rabbits, training started after 5-7 days of postsurgical recovery, which began with 2 days of acclimation to restraint and to the recording chamber. For these animals tetrodes were adjusted after daily sessions in an attempt to maximize the number of isolated clusters for the following day. However, from these animals it became apparent that neurons showing persistent responses are primarily observed in the deeper cortical layers (Siegel et al. 2012) . For the last five rabbits the tetrodes were adjusted before the start of training and were not moved during learning to avoid a potential confound from slowly moving the tetrodes into the deeper layers, which could be interpreted as an increase in the incidence of persistent responses over learning. However, the proportion of cell types observed and histologically verified recording sites was not different between these 5 rabbits and the previous 7, so data from all 12 rabbits were pooled for analysis. For cells that qualified as showing a persistent response to the CS during ACQ1, half came from the first group and half came from the second group of rabbits in which tetrodes were adjusted before training began. It should be noted that for the first 7 rabbits, the goal was not to record the maximum number of cells possible during early learning, and so tetrodes were not adjusted before the start of training to maximize the number of cells observed. However, stable, wellisolated cells were obtained in these animals and so were included in analysis. Histological analysis verified that most single units were recorded in the deeper layers of mPFC for all 12 rabbits (Fig. 2) .
The activity of single units was isolated offline using interactive cluster-cutting software (WinClust; Knierim JJ and Mauk MD, adapted from Wilson MA), as previously described (Siegel et al. 2012) . Isolated clusters of suprathreshold neural events with common waveform parameters were identified as single units, and the time stamps of those events (spikes) were extracted and analyzed relative to the presentation of training stimuli and behavioral responses. Only single-units with clustered points that showed little or no overlap (Ͻ10%) with another cluster and with background activity were included in analysis (Siegel et al. 2008 (Siegel et al. , 2012 . Previous work suggests that the spike width of extracellularly recorded action potentials in conjunction with average spike rates can be used to differentiate between prefrontal pyramidal cells and fast-spiking interneurons in vivo (Dilgen et al. 2013; Tierney et al. 2004; Tseng et al. 2006) . The spike width for each spike assigned to a cluster was calculated as the time between the peak and valley of the waveform. The average spike rate for each cluster of single-unit activity was calculated as the total number of spikes observed during a session divided by the length of that session (in seconds).
Histological procedures. At the conclusion of experiments rabbits received marker lesions through a subset of tetrodes (2 mA for 15-20 s) and were euthanized 48 -72 h later with an intravenous injection of Euthasol (0.3 ml/kg) and perfused intracardially with 0.9% saline followed by 4% paraformaldehyde. The brains were extracted and postfixed in 4% paraformaldehyde or 10% formalin for 1-4 wk before being cryoprotected in a 30% sucrose solution. The mPFC was sectioned on a freezing microtome (40 -50 m). Sections were mounted on Superfrost Plus slides (Fisher-Scientific), dried overnight, and then stained with cresyl violet to visualize tetrode tracks and surrounding anatomic structures. The approximate recording locations of single-unit activity were determined and plotted on representative images as previously described (Siegel et al. 2012; Fig. 2) . In short, the identities of each tetrode track were determined on the basis of relative location within the recording bundle and further disambiguated by the subset that received marker lesions. Approximate recording locations of single-unit activity were determined by measuring the distance moved between the day of the recording and the tetrode's maximum depth, observed histologically as the tip of the tetrode track or marker lesion center. Estimated recording sites were plotted on exemplar coronal sections from the anterior-posterior axis relative to surrounding structures (such as cell layers, brain surface, corpus callosum topography, etc.).
Response categorization and raster plot analysis. For each isolated single unit, the spikes were assigned to 100-ms time bins, beginning 1 s before CS onset and extending 3 s after US onset (Siegel et al. 2012) . The mean number of spikes per bin observed for the 10 bins preceding CS onset was used as the baseline activity for that trial. The statistical reliability of changes in spike activity for each time bin (5 bins during the CS, 5 bins during the trace interval, and 30 US and posttrial bins) was determined with a paired t-test between the number of spikes observed for that bin and the baseline (with Bonferroni correction for the number of time bin comparisons, ␣ ϭ 0.05/40 time bins, P Ͻ 0.00125).
Single units were then categorized according to the pattern of significant changes in activity during trace conditioning trials and whether the spike activity significantly increased or decreased relative to baseline (Siegel et al. 2012) . "Persistent" responses were defined as a significant increase in spike activity that began before the end of the CS and persisted at least 2 bins (200 ms) into the trace interval (e.g., Fig. 3 ). Note that this qualification reflects a purely functional definition that is specific to the training paradigm and length of the 500-ms stimulus-free trace interval used in the current study. Previous work used stimulation of cerebellar inputs to determine that the cerebellum can learn only if the CS stimulation terminates within 300 ms of the US (Kalmbach et al. 2009 ). Therefore, any input that persists to at least 300 ms within the time of the US can support learning in this task (200 ms into the trace interval for the 500-ms interval used here). If a different trace interval were to be utilized, this functional definition would need to be altered to reflect this cerebellar learning rule. However, it is important to note that the majority of persistent cells showed spike responses that persisted across the entire trace interval and sometimes for seconds post-US ( Fig. 4 ; also see Siegel et al. 2012) . "Phasic" responses to the CS began during the CS but failed to meet persistent criteria (e.g., Fig. 3) . A third "trace interval" response type was defined by increased activity after CS offset and before US onset. To test for changes in activity that may have occurred over trials within a session, the binned activity of each cell was not collapsed across trials. The resulting 30 ϫ 108 bin matrix of each cell (number of time bins ϫ number of trials per session) was normalized by subtracting the mean number of spikes per bin in the pretrial baseline from the entire matrix. Each cell's matrix was smoothed by a single pass with a 3 ϫ 3 median filter. The filter was applied separately to pretrial bins, to bins from CS onset to US onset, and then to posttrial bins to guard against any contamination of activity during the CS and trace intervals from activity before or after these intervals (however, the same results were obtained if no filter mask was used). The matrices of cells from the same response-type category were averaged to characterize the general profile spike responses within training sessions and across days. Statistical comparisons within sessions or between days were made using bootstrap methods applied to the individual cell matrices to account for cell-tocell variability within response types (see below).
First trial analysis. For each cell categorized as "persistent," the following bootstrap procedure was used to determine whether a reliable persistent response was observed on a given single trial (for these purposes, analysis was applied to the initial CS-only probe trial of the first acquisition session, ACQ1). For each iteration (ϫ1,000), the 10 pretrial bins of the first trial were sampled with replacement (10 samples were drawn for each iteration), and the mean was calculated and stored. The distribution of the resampled pretrial bin averages was used to determine the 95% confidence interval for that single trial. Each of the five CS time bins and five trace interval time bins was evaluated with respect to the confidence interval determined from the pretrial baseline for that cell. A cell was defined as showing a persistent response on the first trial if reliable increases were observed during the tone, with these increases extending to at least 2 bins into the trace interval (as defined above). Using the same bootstrap procedure, the first trial of all nonpersistent cell types recorded during ACQ1 was also analyzed to determine the probability of observing a persistent response, independently of how that cell responded for the remainder of the session. For this analysis, the baseline activity of cells was checked for nonstationarities by applying the same bootstrapping procedure between the first 5 and last 5 pretrial bins. Reliable increases in the 300 ms preceding trial 1 would have been cause to reject the trial, but none were observed for any of the persistent cells.
Comparison of spike activity between the first and second half of training sessions. To test for changes in spike output between the first and second halves of training sessions, a different bootstrap analysis was applied. This analysis was based on the individual cell matrices for each session (30 time bins ϫ 108 trials) and was performed Left: representative Nissl-stained coronal sections at 3 locations along the rostrocaudal plane of the mPFC, with markers indicating the estimated recording site of each single unit on each training day analyzed. All cells were recorded within the medial agranular or caudal anterior cingulate regions of the mPFC. Scale bar, 1 mm. Right: scatterplots of average spike width ϫ average firing rate for each single unit, plotted separately for each training day (color-coded as described above). Fewer than 15% of cells in each condition would be designated as putative interneurons for this data set (shaded gray area).
separately for persistent, phasic, and trace interval response types. For a given training day, the matrices of all cells of a given response type were averaged, and a difference score was calculated for each time bin by subtracting the average observed during the first half (trials 1-54) from the average observed for the second half (trials 55-108) . To test whether the observed difference scores for each time bin were reliably different from zero, a bootstrapping procedure that replicated the same procedures from which the original observed differences were derived was used. For each iteration (ϫ1,000), the first half of each cell's unsmoothed matrix was sampled with replacement (54 samples) and the second half of each cell's unsmoothed matrix was also sampled with replacement (54 samples). The resampled matrices of each cell were smoothed in the same fashion as the original data and averaged, and then the difference scores for each time bin were calculated and stored. Resampling from the original unsmoothed matrices and then smoothing ensured that the original smoothing procedure did not somehow bias the original observed differences. A 99.5% confidence interval was then calculated from the distribution of resampled difference scores for each time bin (␣ ϭ 0.05/10 trial bins as a Bonferroni correction). Time bins for which zero fell outside the confidence interval were considered to show difference scores that were reliably different from zero (i.e., were significant at P Ͻ 0.005). Representative examples of behavior and single-unit responses categorized as persistent or phasic on the first (ACQ1) and second (ACQ2) days of training and during sessions in which learning criterion was met (Criterion). Eyeblink responses (waterfall plots) are given for each training day, with session averages shown below. Upward deflection indicates eyelid closure (maximum ϭ 6 mm); gray bars indicate onset and duration of the CS (500 ms) and US (50 ms), with CR likelihood indicated for each session. Upward deflection before US onset reflects learned behavior (compare ACQ1 and ACQ2 sessions with Criterion session). Raster plots represent the activity of one isolated single unit, with each row showing 1 trial (1-s baseline before and after) and dots indicating the occurrence of a single spike. Histograms below show cumulative number of spikes for 100-ms bins, with white symbols indicating time bins with significant increases in activity relative to baseline. Pseudocolored matrices indicate the binned and baseline-subtracted spike activity for each trial, which has been smoothed with a single pass of a 3 ϫ 3-bin median filter (see MATERIALS AND METHODS) . Note the decrease in response magnitude for the example persistent cell over the session for ACQ1, which was not observed for ACQ2 or Criterion. The learning-related modification between ACQ1 and ACQ2 was typical for persistent cells.
This analysis was performed for each response type separately for ACQ1, ACQ2, and CRIT. The same analysis was also applied between training days (e.g., between the first or second halves of the training sessions on ACQ1 and ACQ2).
Spike response analysis. The primary analyses based on the bootstrapping procedure described above utilized trial activity that was normalized to a pretrial baseline. To check whether changes in baseline activity were observed for persistent cells during and/or between sessions, a parametric analysis of the raw spike activity was performed (without normalization). The average number of spikes observed during the 500-ms pretrial window was calculated for the first and second halves of both ACQ1 and ACQ2 for each persistent cell. The average number of spikes observed for pretrial time windows were compared between session halves as a repeated measure and between training days as independent samples using a two-way mixed-effects ANOVA (␣ ϭ 0.05). As an additional analysis to show that the bootstrapping results for persistent and phasic cells were robust, the average number of spikes observed for the first and second halves of both ACQ1 and ACQ2 was calculated for the appropriate time windows (between CS onset and US onset for persistent cells, and between CS onset and offset for phasic cells). Each response type was tested separately with a two-way mixed ANOVA.
RESULTS
The activity of 564 well-isolated single units in the mPFC of 12 rabbits was recorded during the acquisition of trace eyeblink conditioned responses (72 sessions, 7.83 units per session). Fig. 4 . Examples of persistent increases in spike activity observed during (ACQ1 and ACQ2) and after learning (Criterion). Raster plots and histograms are as described for Fig. 3 . Most persistent mPFC neurons showed reliable increases in spike activity that bridged the entire stimulus-free trace interval to overlap with the US at each phase of learning. However, during ACQ1, persistent mPFC cells showed modest but reliable decreases in response magnitude during the second half of the training session, whereas response magnitudes remained consistent over ACQ2 and Criterion sessions. Note that rabbits included for analysis in ACQ1 and ACQ2 expressed few or no CRs during these sessions (0 -15% CR rate).
Rabbits learned at different rates, with individual animals reaching learning criterion between 3 and 10 sessions (Fig.  1B) . Because the primary question was in regard to whether persistent responses were observed during the earliest phases of learning, analysis was focused primarily on the first two training sessions from rabbits that showed few if any CRs during those sessions (ACQ1: 12 rabbits, n ϭ 76 cells; ACQ2: 9 rabbits, n ϭ 80 cells). Comparisons were also made between early learning mPFC responses to sessions in which learning criterion was met (CRIT: 12 rabbits, n ϭ 105 cells).
All cells included in analysis were recorded from the ACc and AGm regions of the mPFC, primarily from layers 5/6 (Fig.  2) . Scatterplots of the average width of the recorded spikes vs. the average baseline firing rate for each unit suggest only a small percentage of recorded cells (Ͻ15%) may have been fast-spiking interneurons ( Fig. 2 ; Dilgen et al. 2013; Tierney et al. 2004; Tseng et al. 2006) , consistent with previous reports for cortex (e.g., Hengen et al. 2013) .
Cells were initially categorized according to the trial-associated response patterns observed during a given session, as previously described (see MATERIALS AND METHODS; Siegel et al. 2012; Siegel and Mauk 2013) . As previously reported for postlearning training sessions (Siegel et al. 2012; Siegel and Mauk 2013) , over half of mPFC cells showed a significant change in spike response to the tone CS during early training sessions (59/76 cells during ACQ1, 42/80 cells during ACQ2) and for sessions in which animals met learning criterion (59/ 105 cells during CRIT). Also similar to previously reported postlearning data, a subset of cells showed changes in activity that persisted beyond CS offset into the trace interval during early learning sessions ("persistent"; e.g., Fig. 3 , left, and Fig.  4 ; ACQ1: 7 increasing and 6 decreasing persistent cells, 17% of all cells recorded; ACQ2: 9 increasing and 5 decreasing, 18% of all cells recorded; CRIT: 13 increasing and 10 decreasing, 22% of all cells recorded). The proportion of persistent cells observed from the total recorded was similar to that previously reported in the mPFC of rabbits during trace conditioning (25%, Siegel et al. 2012; 14%, Siegel and Mauk 2013) . Also as previously reported, persistent increases in activity showed a variety of response patterns, including increasing or decreasing trends over the trial period ( Fig. 4 ; Siegel et al. 2012) . These various patterns of persistent responses are similar to that reported for the primate mPFC (e.g., Miller et al. 1996; Procyk and Goldman-Rakic 2006) . Although some cells only met the minimal criteria to be categorized as persistent (e.g., Fig. 3A, top left) , most persistent cells showed significant changes in activity for the duration of the trial period (e.g., Fig. 4 ). During learning in the current study, the proportion of cells that showed persistent responses was not different across ACQ1, ACQ2, and CRIT for either increasing (df ϭ 2, 2 ϭ 0.45, P ϭ 0.80; Fig. 5 , left) or decreasing response types ( 2 ϭ 0.66, P ϭ 0.72; Fig. 5, right) , suggesting that such responses did not become more prevalent with learning.
Phasic responses to the CS were also observed both during early learning and at CRIT (e.g., Fig. 3 These data suggest that it is unlikely that phasic responses in mPFC cells are converted to persistent responses during learning because the proportion of each response type was not different across these training days, particularly for increasing cell types, which are hypothesized to drive cerebellar learning. However, it is possible that a phasic-to-persistent modification occurred within each session. To address this, each cell was recategorized separately for the first and second halves of training sessions to see if such changes may have occurred. The analysis did not detect any mPFC cells that changed from the phasic to the persistent category during ACQ1 (0/12 phasic cells) and revealed only one cell that did so during ACQ2 (1/10 phasic cells). The data suggest that if persistent responses were acquired as a result of training, it must have occurred early in the first training session.
Persistent responses on the first acquisition trial. The primary goal was to determine whether persistent increases in spike activity in the mPFC were acquired during training. One approach to answer this question was to determine whether these persistent responses were present on the very first training trial before a paired presentation was experienced. To this end, the spike activity of each persistent increasing cell was binned (100 ms) and averaged for trial 1 of the first training session (ACQ1). On average, cells categorized as persistent for ACQ1 showed this response on the very first presentation of the tone CS, before any pairing with the US occurred (Fig. 6A) . Initially, the number of spikes observed for each cell during a 1-s pretrial baseline was compared with the number of spikes observed during the trial to test whether the average really reflected an increase in spiking for individual cells (compared with the activity of 1 or 2 very robustly responding cells). As a group, these mPFC cells showed a significant increase in spike activity relative to baseline activity during trial 1 [Fig.  6B , left, shown normalized to baseline; paired t(6) ϭ 4.28, P ϭ 0.005]. However, it is possible that the increased activity did not reflect a persistent pattern of spiking during the trial. To address this directly, a single-trial bootstrap procedure was applied to trial 1 of each persistent cell to determine whether individual cells showed a persistent response pattern or if the increased spiking only occurred during the CS and did not reflect a persistent response. Four of the seven mPFC cells that showed a persistent response during ACQ1 responded in this way on the very first trial (57%; Fig. 6B , right, asterisks below T1 denote a persistent pattern). Because the first trial of every session is a CS-only probe trial, on trial 2 rabbits still had not yet experienced a CS-US paired trial. The same result was observed for trial 2, but for a different (overlapping) subset of cells (asterisks below T2 in Fig. 6B, right) . The data for the first two trials indicate that 6/7 persistent cells (85%) showed a persistent spike response to the tone prior to the rabbit ever Fig. 6 . Activity profiles of persistent cells on the first training trials and over training sessions for the first (ACQ1, n ϭ 7 cells) and second (ACQ2, n ϭ 9 cells) days of training and during Criterion sessions (n ϭ 13 cells). A: histogram and pseudocolored spike train (100-ms bins) of the averaged response of persistent cells for the very first presentation of the tone stimulus (normalized to the pretrial average of that trial; color scale: 0 -1 spikes above baseline). Note that the first trial of each session is a tone-only probe, so the timing of the US is indicated but was not presented on this trial. B, left: persistent cells showed a significant increase in spike activity in response to tone presentation on the first trial (shown normalized to baseline; paired t-test: *P ϭ 0.005). Right: histograms of the response patterns of persistent cells on the first trial (green and gray bars indicate timing of stimuli, dashed vertical line indicates minimum length of persistent response that could support cerebellar learning, and dashed horizontal red line indicates 95% confidence intervals for reliable changes from baseline). Asterisks denote cells that showed persistent response patterns on trial 1 (TI) and trial 2 (T2). Six of the 7 cells showed a persistent response to tone presentation before the animal had ever experienced a paired trial. C: pseudocolored matrices (color scale ϭ 0 -1 spikes above baseline) of the average spike response of persistent cells for each trial (100-ms bins) of a given session (108 trials) for ACQ1, ACQ2, and Criterion sessions. For each trial bin, the average response was compared between the first half (black vertical bars) and second half (red vertical bars) of sessions. White vertical lines indicate onset/offset of training stimuli (with every 9th trial as a tone-only probe beginning with the first trial). D, top: line graphs showing average change in spike activity from baseline for persistent cells during the first half (black lines) and second half (red lines) of sessions. Bottom: line graphs showing the difference between session halves (downward deflection indicates decrease), with dashed lines indicating 99.5% confidence intervals at each time bin. Shaded regions show reliable changes from zero, color-coded for trial epoch (green, tone CS; black, trace interval). Persistent responses showed reliable decreases in magnitude on the first day of training, which was not observed in the following sessions. experiencing a CS-US paired trial (note that the cell that did not show a persistent pattern on the first 2 trials is the exemplar persistent cell shown in Fig. 3) . To test the likelihood of observing a persistent response pattern by chance, the singletrial analysis was applied to all cells recorded during ACQ1 that were not categorized as persistent. Only 5 of 69 (7%) of these cells met the criteria for persistent responses during trial 1 of ACQ1, which was significantly lower than the 57% observed for persistent categorized cells (1) ϭ 10.75, P ϭ 0.001]. The control analysis shows that the likelihood of observing a persistent pattern of response by chance is extremely unlikely, whereas almost all of the persistent cells (85%) showed this pattern before rabbits ever experienced a CS-US paired trial. The data suggest that mPFC cells can show persistent spiking to stimulus presentation as an innate response property and that such response patterns are not necessarily acquired as a function of learning or experience.
Persistent responses show within-session decreases during ACQ1, but not during ACQ2 or criterion sessions. Although mPFC cells showed persistent responses beginning with the very first trials, of interest was whether that activity was modulated as a function of experience across sessions. To visualize the activity of persistent cells over all trials of a session, matrices of binned spike activity were created for each cell during each session (trial time ϫ number of trials, normalized to the average pretrial baseline observed for a given cell; e.g., Fig. 3 ). The matrices of persistent cells were averaged to yield the mean persistent response for each trial of a given session (in 100-ms bins; Fig. 6C ). On average, the spike output of persistent cells appeared to decrease in magnitude after the first half of the first training session (Fig. 6C, ACQ1 ). However, a similar decrease was not apparent for the second day of training (Fig. 6C, ACQ2 ) or after the rabbits had learned and were expressing CRs (Fig. 6C, criterion) . For each time bin, a difference score quantifying this change (Fig. 6D,  bottom) was calculated by subtracting the average spike output observed for the first half of sessions (trials 1-54; Fig. 6D , top, black lines) from that observed for the second half (trials 55-108; Fig. 6D, top, red lines) . A bootstrap analysis was applied to each time bin to determine whether observed differences between session halves were reliable (␣ ϭ 0.05/10 trial bins of interest ϭ P Ͻ 0.005 per bin as a Bonferroni correction, with pre-and posttrial analysis also given for comparison). Note that for this bootstrap analysis the iterative resampling was performed using the same procedures from which the averaged matrices were derived (i.e., the matrices of individual cells were resampled before difference scores were averaged and calculated, and so this analysis accounts for individual cell variability). The results from ACQ1 indicate that persistent mPFC cells showed reliable decreases in spike output for each bin of the entire trial during the second half of the session (Fig. 6D, bottom left; shading indicates trial bins with reliable decreases). In contrast, comparisons between the first and second half of ACQ2 indicated that persistent cells did not change and were able to maintain response levels through the second half of the session (Fig. 6D, middle) . The same results were obtained for ACQ1 and ACQ2 if the data set was reduced to cells that significantly increased activity across all 5 bins of the trace interval (n ϭ 4 cells in ACQ1 and 5 cells in ACQ2; example raster plots for these ACQ1 cells and a subset for ACQ2 are shown in Fig. 4) . Also in contrast to ACQ1 and similar to ACQ2, persistent cells did not show changes in response level during sessions in which rabbits met a learning criterion (Fig. 6D, bottom right; examples shown in Fig. 4) . Taken together, the data reveal that mPFC neurons can generate persistent spiking to the tone CS before any paired training, but the magnitude of the response declined significantly over the first training session. However, on subsequent training days persistent responses remained robust during the entire training session, suggesting a change in the modulation of persistent spike output between the first and second day of training.
Phasic responses show within-session decreases during and after learning. A subset of mPFC cells showed phasic response patterns to the CS that are not capable of supporting cerebellar learning for the trace interval used in the current study (Kalmbach et al. 2009 ; see also Chen et al. 2014) . To determine whether the increased robustness of persistent responses observed between the second halves of ACQ1 and ACQ2 was specific to persistent cells, the same bootstrap analysis was applied to mPFC cells that showed phasic responses. Similar to persistent cells, phasic cells showed a decrease in spike output in response to the CS between the first and second halves of training sessions on ACQ1 (Fig. 7, A and B, left) . However, in contrast to persistent cells, phasic cells also showed reliable decreases during ACQ2 and CRIT sessions (Fig. 7, A and B, middle and right, respectively). The data suggest that the ability of persistent cells to maintain robust responses during the entire session after the first day of training was specific to that response type and does not represent a global change across the mPFC network.
Persistent and phasic cells did not show increases in spike response between training days. It is possible that the increased robustness of persistent responses between ACQ1 and ACQ2 was due to stronger CS-associated inputs and/or mPFC postsynaptic responses. Such a change could be reflected as an increase in the initial spike output in response to tone presentation during the first half of sessions between ACQ1 and ACQ2. To test this, the same bootstrap analysis was used to compare the first half of ACQ1 with the first half of ACQ2 for the persistent cells recorded on each of those days. The maximum spike output in response to the CS was not different between the two days (i.e., both lines reach the same magnitude, Fig. 8A, top left) . Interestingly, the magnitude of the average spike response is reached sooner after CS onset on ACQ2, suggesting a modestly faster but reliable spike response to the CS between ACQ1 and ACQ2 (Fig. 8A, top left, black  lines) . Analysis comparing the second halves of sessions between training days supported previous analysis: persistent cells showed reliably higher spike responses on ACQ2 relative to those observed on ACQ1 (Fig. 8A, bottom left, red lines) . Interestingly, persistent cells showed a reliable decrease during the CS and initial part of the trace interval between ACQ2 and CRIT sessions (Fig. 8A, top right, black lines) , suggesting the magnitude of persistent spike output after learning is less than observed during early training. An increase in activity is also noted during the trace interval just before the US between ACQ2 and CRIT (Fig. 8A, right) . However, it was previously shown that this difference is largely due to the absence of behavior-associated feedback before the expression of CRs (compare with Fig. 9B of Siegel and Mauk 2013, before and after the abolition of CRs with muscimol). In contrast, phasic mPFC cells showed little difference in spike response to the tone CS between training days for the first or second halves of sessions (Fig. 8B) . The data indicate that persistent mPFC cells did not show an overall increase in spike output between the first halves of ACQ1 and ACQ2 and that the increased robustness of within-session persistent responses was likely due to a modification that influenced the spike output of mPFC cells over the course of the session (see DISCUSSION) . The data further show that such modulation was specific to persistent cells.
Baseline activity levels were not different between ACQ1 and ACQ2. The previous bootstrap analyses were based on spike output that was normalized to the baseline (pretrial) activity observed for each cell. It is possible that systematic changes in the pretrial spike activity of mPFC cells during a session or between days could have influenced the normalization, and therefore the results. To address this, a second analysis based on the average raw spike counts observed for each persistent cell during the first vs. second halves of sessions on ACQ1 and ACQ2 was performed (using a mixedeffects repeated-measures ANOVA). No significant changes in baseline spike activity were observed between session halves or between training days for ACQ1 or ACQ2 [training day: F(1) ϭ 1.36, P ϭ 0.26; session half: F(1) ϭ 3.05, P ϭ 0.10; training day ϫ session half: F(1) ϭ 0.03, P ϭ 0.86; Fig. 9 , left]. To further substantiate the results of previous bootstrap analyses, phasic and persistent cells were also analyzed. Similar to the previous results, persistent cells showed significant decreases in spike number between the first and second halves of sessions [F(1) ϭ 18.25, P Ͻ 0.001], with a significant interaction for training day due to spike activity that decreased significantly more on ACQ1 than on ACQ2 [F(1) ϭ 9.30, P ϭ 0.04; Fig. 9, middle] . Also similar to the previous results, phasic mPFC cells showed significant decreases in spike activity during the tone CS between the first and second halves of both ACQ1 and ACQ2 [F(1) ϭ 11.07, P ϭ 0.004], with no significant interaction with training day [F(1) ϭ 0.71, P ϭ 0.41; Fig. 9 , right], suggesting that spike activity decreased similarly for phasic cells on both training days.
Trace interval responses show different patterns of activity before and after learning. A previous study demonstrated that mPFC responses that were restricted to the trace interval (i.e., significantly increased after CS offset) reflected feedback from the cerebellar output that drives CRs (Siegel and Mauk 2013) . Therefore, it was hypothesized that such activity should not be observed early in learning, before the expression of CRs. However, a proportion of mPFC cells showed significant trace interval activity early in learning before the expression of CRs (ACQ1: 7 increasing and 17 decreasing, 32% of cells; ACQ2: 7 increasing and 15 decreasing, 28% of cells). Additionally, the proportion observed was not significantly different than that observed after learning for increasing or decreasing response types [CRIT: 13 increasing and 28 decreasing, 39% of cells; increasing:
2 (2) ϭ 0.76, P ϭ 0.68; decreasing: 2 (2) ϭ 1.63,
To compare trace interval responses early in learning with those observed after learning, binned matrices were created for each trace interval cell and were averaged based on training day. Note that some trace interval cells also show phasic Fig. 7 . Pseudocolored matrices of the averaged spike response of phasic mPFC cells during training and when animals met criterion (A) and average responses for session halves and difference scores with confidence intervals (B), as described for Fig. 6 , C and D. In contrast to persistent responses, phasic responses showed reliable decreases during the tone between the first and second halves of each training session analyzed, independent of previous experience or learning.
responses to the CS, as previously reported and observed here in the averaged binned matrices of trace cells (Fig. 10A, right ; Siegel et al. 2012 ). On average, the temporal structure of spike output during the trace interval was clearly different on ACQ1 and ACQ2 compared with criterion sessions (Fig. 10A) . During ACQ1 and ACQ2, increased spike activity was typically observed near the end or just after CS offset and did not show a consistent temporal structure between training trials (Fig. 10A,  left and middle) . In contrast, after animals were expressing CRs, trace interval cells showed increased spike output later in the trace interval, coinciding with the topography of behavioral CRs as previously reported (Fig. 10A, right ; example behavior shown in Fig. 3 waterfall plots; Siegel et al. 2012; Siegel and Mauk 2013) . Similar to persistent cells, trace interval cells showed decreased spike output during the tone and trace interval between the first and second half of the training session on ACQ1, which was not observed on ACQ2 (Fig. 10B, left  and middle) . However, decreasing spike output was again observed for trace interval cells during the stimulus-free interval for criterion sessions, in addition to reliable decreases during the tone interval (likely due to the fact that many trace interval cells also show phasic responses to the CS; Siegel et al. 2012 ; Fig. 10B, right) . The data suggest that mPFC cells that displayed trace interval responses during early learning showed Fig. 8 . Comparison of the average spike response above baseline of persistent (A) and phasic cells (B) for the first half of ACQ2 (thin black lines) relative to ACQ1 or Criterion (heavy black lines) and difference scores and confidence intervals for each comparison, as described for Fig. 6D . The second halves of sessions were also compared across training days (red lines). A, top graphs: during the first half of sessions, persistent cells showed shorter latencies to initial spike response but were of similar magnitude between the first 2 days of training and showed a decrease in magnitude between ACQ2 and Criterion sessions. Bottom graphs: persistent cells showed an increase in response magnitude during the last half of sessions between the first and second days of training, supporting previous analysis. B: phasic cells showed similar response magnitudes to the tone during the first and second halves of sessions between all training days analyzed. Fig. 9 . Parametric analysis of raw spike counts for the baseline activity of persistent cells (left; 1-s pretrial average) during the first and second halves of training sessions on ACQ1 (black lines) and ACQ2 (gray lines) and for trial-associated activity of persistent cells (middle; average number of spikes between tone and US onset) and phasic cells (right; average number of spikes between tone onset and offset). Pretrial baseline activity of persistent cells was not different between session halves or between training days and so was unlikely to have influenced the previous bootstrap analyses that used baseline-normalized data (2-way ANOVA, P Ͼ 0.05, shown normalized to the first half of sessions for simplicity). Analysis of trial-associated activity based on raw spike counts was in agreement with previous analyses for persistent cells (2-way ANOVA: *P Ͻ 0.05, main effect and interaction) and for phasic cells (2-way ANOVA: *P Ͻ 0.05, main effect only).
response changes that were reminiscent of weakly persistent cells with fairly late onsets and/or unreliable spike responses. However, after learning, the majority of trace interval cells showed activity that reflected the CR-associated feedback from cerebellar output, as previously demonstrated (Siegel and Mauk 2013) .
DISCUSSION
The data reveal that mPFC cells can respond with persistent spiking to a neutral stimulus, in that it was observed in 85% of persistent cells prior to experiencing a single pairing of the conditioning stimuli. However, on the first day of training the magnitude of persistent responses reliably decreased after ϳ50 conditioning trials. By the second training session persistent responses were modified, showing shorter latencies to spike in response to the CS and the ability to maintain robust responses throughout the session (Fig. 11) . Furthermore, this experiencerelated modification was specific to mPFC cells that showed persistent responses; cells showing phasic responses reliably decreased in response magnitude during each daily training session, even after animals had learned.
The proportion of mPFC cells showing persistent spiking to conditioned stimuli appears highly variable across species and tasks (15-40% in primate studies, typically referred to as "delay" cells, and ϳ25% in rat trace fear conditioning, vs. ϳ10% in rabbits during trace eyeblink conditioning; e.g., Baeg et al. 2001; Funahashi et al. 1989; Fuster 1973; Gilmartin and McEchron 2005; Procyk and Goldman-Rakic 2006) . However, the actual proportions of persistent (i.e., "delay") cells ob- served in previous studies are often difficult to discern for two reasons. First, more inclusive response categories are typically used. If similar criteria were applied to the current study, cells in the persistent and trace interval categories would have been categorized together, increasing the proportion of "persistent" cells from 10% to 20 -30%. Second, the majority of studies tested the spike activity during the entire delay interval (as a single bin) relative to a baseline epoch of similar duration and so do not use criteria in which increased spike activity must be elevated for any given duration (an exception is Procyk and Goldman-Rakic 2006) . Interestingly, the overall proportion of mPFC cells that respond to trial-associated stimuli appears to be largely similar across these and other studies (typically Ͼ50% of recorded neurons, and much higher if US or behavior-associated responses are included). Nevertheless, an important aspect of the current work is not how many persistent cells were observed, but that such responses were observed at all during the earliest phases of training, particularly during the first trials before a given rabbit experienced a single CS-US pairing (i.e., 57% of persistent and only 7% of nonpersistent cells met our stringent criteria on trial 1). A perceived issue when moving on to analyze the trial-by-trial nature of these persistent cells is that the number of observed cells may be considered modest. However, on the basis of statistical formulas, this is only an issue when interpreting a negative result, given a lack of power. Although the number of persistently increasing cells was close to the minimum necessary to allow for statistical analysis on ACQ1, a clear and reliable decrease in response magnitude was observed over the session using both bootstrapping and parametric statistics, and was not observed during ACQ2 or CRIT when greater numbers of cells were included. Notably, the data included for a given training day were recorded from different rabbits (a majority of which contributed persistent cells on both ACQ1 and ACQ2), further supporting the generalizability of the observed modulation of persistent responses across training days.
Although changes in the proportions of persistent or phasic cell types were not observed across training days in the current study (see also Hattori et al. 2014) , a nonsignificant trend is noted. One hypothesis is that phasic responses become persistent during training via synaptic and/or neuromodulatory changes. Although no evidence was found in the current study to support this hypothesis, the question of whether at least some persistent responses are acquired with training was not addressed conclusively here. It is possible that the aforementioned trend might reflect real increases in the proportions of persistent cells observed over training if sample sizes were increased. A power analysis indicated that the required number of cells necessary to detect this modest effect would be greater than a factor of 10 above that reported in this article.
Few studies of persistent responses specifically analyzed the earliest stages of learning. A recent study by Disterhoft and colleagues (Hattori et al. 2014 ) also observed persistent responses during the first training session, but an analysis of the very first training trials was not reported. One study of trace fear conditioning in rats recorded single neurons from the mPFC and reported persistent responses to the auditory CS during the very first training session (Gilmartin and McEchron 2005) . Likewise, an analysis of response patterns for individual cells on the very first trial was not reported and included the additional caveat that animals showed significant learning during the first session. Interestingly, pseudoconditioned animals in both of the latter studies also showed persistent responses to conditioning stimuli throughout those sessions. The authors of these studies suggested that experiencing the CS-US pairing was not a prerequisite to observe persistent responses and that these were likely an innate property of a given subset of mPFC cells. Two other studies have looked at changes in persistent responses in regions outside of mPFC. The first found an increase in the likelihood of perirhinal cells to respond persistently between associated stimulus pairs after learning; however, the robustness of the activity could not be analyzed before and after learning (Erickson and Desimone 1999) . Miyashita (1988) found that neurons in the temporal cortex showed a similar effect of learning, with responses to new training stimuli showing weak but stationary persistent spiking over the first 10 presentations that, overall, was not different from the responses to well-learned stimuli. The current study directly tested and supports the suggestions of previous work with analysis of the very first training trials. Persistent responses were observed before the first CS-US pairing and showed training-related modifications on subsequent days in that cells were able to maintain robust responses throughout training sessions after ϳ50 trial presentations. Although pseudoconditioning was not used in this or the latter two studies, it is hypothesized that pseudoconditioned rabbits would also show persistent responses on the first trials of the first session but would not show the increased robustness on the second day of training and thereafter. A similar result has been reported in rats and rabbits, in which persistent responses in the mPFC were observed in session-averaged data but were weaker in pseudoconditioned animals relative to animals that experienced paired trials (Hattori et al. 2014; Takehara-Nishiuchi and McNaughton 2008) .
Potential role of increased robustness of persistent spike responses during training. The hypothesized role of the mPFC during trace eyeblink conditioning is to provide an input to the cerebellum, via the pons, in response to the CS that persists to bridge the stimulus-free trace interval until the time of the US ( Fig. 1A ; Kalmbach et al. 2009; Siegel et al. 2012; Weiss and Disterhoft 2011) . The increased robustness of mPFC persistent responses on the second day of training could result in cerebellar input that is more faithful on a trial-to-trial basis throughout a session and may more effectively drive cerebellar learning. However, the data presented in this article are from animals that learned at different rates, and so the changes between ACQ1 and ACQ2 are unlikely to fully account for the difference in learning rates observed across animals (Fig. 1B , where bold black lines are learning curves from rabbits that contributed persistent cells on ACQ1 and ACQ2). It is possible that the decrease in spike response during ACQ1 may reflect neural evidence of fatigue or a decrease in attentional processes during the first session, after which rabbits show increased stamina during subsequent sessions. An additional possibility is that during an animal's first training session, an adjacent mPFC region not typically involved with the expression of trace eyeblink conditioning, such as the prelimbic area, could influence the initial ACc or AGm responses to the tone. The strong reciprocal connectivity between adjacent regions of mPFC has been well-established (e.g., Hoover and Vertes 2007; Weible et al. 2007 ). Previous work suggests that mPFC regions may influence activity in adjacent areas and that this influence can change with experience (Chang et al. 2010) . The data reported in this article indicate that ACc/AGm persistent cells would be able to overcome this influence after 1 training day, whereas phasic responses are similarly effected by such inputs across training days.
Four hypotheses are proposed regarding the training-related modification of persistent tone-evoked responses observed in the mPFC during trace eyeblink conditioning, which are not mutually exclusive.
Hypothesis 1: persistent activity may result from as yet unmeasured CS-evoked responses, which are modified with experience. Although a learned eyelid response is the target of trace eyeblink conditioning, it is possible that other muscles may show innate or quickly learned responses to a given CS. Although this seems an unlikely scenario to explain persistent responses across species, modalities, and tasks, it is possible given the clear motor-response feedback to the mPFC shown in at least one previous study (Siegel and Mauk 2013) . It should be noted that this is a potential issue for all studies focused on persistent neural responses. Similarly, the brain areas that modulate the alerted state of an animal following CS presentation could provide feedback to the mPFC that might result in apparent persistent responses, in some or all cases. Evidence against such a possibility includes in vitro work in which cells can respond persistently to discrete stimulation (e.g., Dembrow et al. 2010) . Nevertheless, it remains a viable hypothesis that has yet to be adequately addressed.
Hypothesis 2: modification of putative network and/or cellular mechanisms that drive persistent responses in the mPFC between ACQ1 and ACQ2. One possibility is the observed decrease in the magnitude of spike output during the course of a session is due to network or cellular mechanisms responsible for the modulation of excitation levels. Examples of such mechanisms include changes in the response of inhibitory cells to stimuli-associated inputs or within reverberatory networks (Wang et al. 2004) , alterations in the dendritic excitability of persistent cells, and/or decreased synaptic efficacy or background activity (McCormick et al. 2003; Wang 2001) . Because the modification of CS-evoked responses with repeated trial presentations between ACQ1 and ACQ2 was specific to persistent cells, candidate mechanisms to counteract or block these putative changes should be capable of operating on a cellor synapse-specific basis, assuming that persistent and phasic cells receive tone input from a common source. Further studies are necessary to determine which mechanisms may play a role in this change and whether the observed change plays a role in learning. For example, in vitro experiments on mPFC slices taken from animals after 1 day of training can be used to investigate the multiple mechanistic possibilities. If the mechanism can be blocked or induced, then such manipulations in vivo should be able to enhance (if blocked on ACQ1) or retard learning (if induced each day thereafter).
Hypothesis 3: neuromodulation of persistent responses in the mPFC. It is currently unknown whether the persistent mPFC neurons recorded during trace conditioning indeed project to the pons, but previous work suggests that it is likely Kalmbach et al. 2013; Moya et al. 2014) . In vitro work has shown that pyramidal tract projecting mPFC cells displayed persistent spike activity to phasic stimuli with activation of cholinergic or metabotropic glutamate receptors, whereas other mPFC cells were less likely to show persistent spike responses Kalmbach et al. 2013 ). Therefore, a second hypothesis that could explain the increased robustness of persistent responses between training days is a change in the presence or the effects of modulatory tone over the course of sessions between ACQ1 and ACQ2 (and likely thereafter). In vitro work examining the effects of various neuromodulator agonists or antagonists between naive animals and after 1 day of training would be one way to begin to address this possibility. Viable candidates should differentially affect persistent and phasic cell types, which can then be tested in vivo by either stimulation or pharmacological inactivation of neuromodulatory centers while mPFC cells are recorded during the initial days of training.
Hypothesis 4: a specific role for the hippocampus in the acquisition of trace CRs. The precise functional relationship between the transitory role of hippocampus and the ongoing role of the mPFC in trace conditioning has been enigmatic. The hippocampus shows increased excitability in trace-conditioned animals that is observed for several days before returning to naive levels (Moyer et al. 1996) . It is possible that the change in persistent spike responses in the mPFC between training days could be attributed to long-term potentiation (LTP)-like changes in response to hippocampal inputs that occur in association with other tone inputs to the mPFC, most likely via the entorhinal cortex (Insausti et al. 1997; Morrissey et al. 2012) . In rats, infusion of NMDA antagonist into the mPFC impaired acquisition of trace CRs (Takehara-Nishiuchi et al. 2005) . The increased spike output observed in the current study during the first 200 ms after tone presentation between ACQ1 and ACQ2 could be the result of increased synaptic responses in mPFC cells to hippocampal and/or auditory input (Fig. 8A, top) . Hippocampal lesion data further suggest that in the absence of this putative supportive role, the mPFC is unable to effectively induce cerebellar learning within a reasonable time frame (Kim et al. 1995; Kotani et al. 2003; Moyer et al. 1990; Solomon et al. 1986; Takehara et al. 2003) . One prediction of this hypothesis is that the magnitude of persistent mPFC responses in hippocampus-lesioned animals would continue to decrease during the second half of sessions on subsequent training days.
The data reported in this study address one of the most pressing questions regarding persistent neural responses: whether or not such responses are acquired as a result of training or experience. Although experiencing at least one paired trial was not a prerequisite for persistent responses, such responses were modulated by experience early in learning. The current study provides the necessary framework from which to pose specific experimental questions regarding how and why persistent neural activity is modulated to support learning and memory.
