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Despite extensive experimental and theoretical studies, the atomistic mechanisms responsible
for dielectric breakdown (BD) in amorphous (a)-SiO2 are still poorly understood. A number
of qualitative physical models and mathematical formulations have been proposed over the
years to explain experimentally observable statistical trends. However, these models do
not provide clear insight into the physical origins of the BD process. Here we investigate
the physical mechanisms responsible for dielectric breakdown in a-SiO2 using a multi-scale
approach where the energetic parameters derived from a microscopic mechanism are used
to predict the macroscopic degradation parameters of BD, i.e. time-dependent dielectric
breakdown (TDDB) statistics, and its voltage dependence. Using this modeling framework,
we demonstrate that trapping of two electrons at intrinsic structural precursors in a-SiO2
is responsible for a signicant reduction of the activation energy for Si-O bond breaking.
This results in a lower barrier for the formation of O vacancies and allows us to explain
quantitatively the TDDB data reported in the literature for relatively thin (3-9nm) a-SiO2
oxide lms.
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I. INTRODUCTION
Dielectric breakdown (BD) is one of the most impor-
tant phenomena determining semiconductor device relia-
bility. It is characterized by an abrupt increase in current
owing through a dielectric layer, which typically hap-
pens when electric eld exceeds the dielectric strength
of the material, i.e.  15 MV/cm in a-SiO2. As a re-
sult of BD, the silica layer loses its insulating properties;
it is usually assumed that an O-decient highly conduc-
tive region is formed, leading to an orders-of-magnitude
increase in current and quasi-ohmic (depending on the
current compliance) I-V characteristics1.
Although BD in a-SiO2 has been investigated for more
than 50 years, several aspects related to the atomistic
mechanisms responsible for TDDB are still unclear. In
particular, the kinetics of the process, the atomic defects
assisting in the current increase that occurs during BD,
and the related structural modications (i.e. the pre-
sumed creation of a highly oxygen decient conductive
path) are not fully understood.
Several models of BD in a-SiO2 have been proposed in
the literature: the thermochemical E-model2,3, the an-
ode hole injection 1/E model4{6, the power low voltage
model7{10, and the exponential E1=2 model11{14. Each of
these models explains some of the experimentally observ-
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able trends (i.e. eld/voltage and temperature depen-
dencies and Weibull statistics) of the time to BD (tBD),
which is the amount of time that the dielectric lm can
sustain a constant voltage stress without losing its insu-
lating properties. However, these models are either em-
pirical or based on over-simplied physical descriptions
that do not properly address the microscopic complex-
ity of the bond-breaking process, which can be locally
aected by charge carriers, adjacent defects and statis-
tical variations of the bond properties. For example, in
the thermochemical model proposed by McPherson et al.,
which is based on oxygen vacancy defect generation due
to the Si-O bond breakage, the parameters describing the
microscopic quantities (i.e. bond-breakage activation en-
ergy, eld acceleration factor) are not fully justied and
sometimes simply used as tting parameters in order to
reproduce the experimental data15. In addition, the role
of electron injection and trapping in the BD process has
not been considered.
In order to connect the microscopic understanding of
the BD process with quantitative description of TDDB,
a more physics-based approach is required. This should
allow one to explore the role of pre-existing defects and
defect precursors in the BD process. A variety of atom-
istic models have been reported in the literature for
the electrically active defects that support charge trap-
ping, transport, and are responsible for MOSFET reli-
ability mechanisms, such as bias-temperature instability
(BTI)16 and dielectric breakdown15,17. The role of elec-
tron trapping has been studied in a-Si3N4 by combining
ab initio calculations with a continuum-level transport
2model18 and charge trapping at defect sites has been
shown to have a strong eect on the performance and
reliability of electronic devices that employ a-SiO2 lms
as the gate insulator19,20. These defects have typically
been studied using a combination of density functional
theory (DFT) and experiments. Hole trapping in silica
has been modelled in previous studies21{24 and several
hole trapping defects are well established25{27. Electron
trapping, on the other hand, is less understood and has
often been attributed to hydrogen-related network frag-
ments28{31. It has been established that Ge impurities
substituting for Si in -quartz and a-SiO2 can trap both
holes and electrons32{34. Bersuker et al. suggested that
electrons can be trapped by Si-O bonds in a-SiO2 net-
work, and weaken these bonds to facilitate Si-O bond
dissociation35. It has recently been shown that electrons
can indeed trap at intrinsic precursor sites, such as wide
O-Si-O angles, in a-SiO2
36,37 and create occupied states
deep in the band gap. However, a single trapped elec-
tron is insucient to break or signicantly weaken a Si-O
bond. It turns out that when such wide angle intrinsic
sites trap two electrons, the Si-O bond dissociation ac-
tivation energy is reduced signicantly, which facilitates
the formation of O vacancies and interstitial O ions38.
These studies suggest that both pre-existing defects and
charge trapping play an active role in a-SiO2 lm and
MOSFET degradation.
Understanding the potential implications of this mech-
anism for device operation and reliability requires a
multi-scale simulation framework that would allow us
to use microscopic material and defect characteristics to
predict macroscopic electrical device behavior. The pur-
pose of this paper is thus to assess whether microscopic
mechanisms of electron-assisted defect generation can be
responsible for the BD of a-SiO2 by adopting such a novel
multi-scale modeling approach. We focus on elucidating
the role played by carrier injection and by existing atomic
defects in the bond breaking process. Using this multi-
scale model, we show that the bi-electron trapping at
specic precursor sites in a-SiO2 that results in a signi-
cant reduction of the O vacancy defect formation energy
and thus facilitates BD. We demonstrate that based on
this microscopic mechanism, one can reproduce not only
the experimental TDDB data (along with their statistics
and voltage dependence) reported in the literature for
a wide range of thin a-SiO2 lms (3-9nm), but also the
whole kinetics of the BD process.
The paper is organized as follows. The previously pro-
posed models for describing BD in SiO2 are briey re-
viewed in Section 2. The multi-scale modeling framework
combining ab initio calculations and device simulations
is described in Section 3. The novel oxygen vacancy gen-
eration mechanism proposed in this paper is described
in Section 4, while the TDDB simulation results are dis-
cussed in Section 5 followed by Discussion and Conclu-
sions.
II. A REVIEW OF BD MODELS PROPOSED IN THE
LITERATURE
To put this work in the context of previous studies, we
briey review the main existing TDDB models. These
can be grouped into two categories: 1) Phenomenologi-
cal models - which are based on empirical (mathemati-
cal/statistical) relations that can account for the TDDB
dependence on experimental stress/electrical conditions.
However, such models are not capable of identifying
the physical mechanisms responsible for BD. 2) Physics-
based models that can describe the defect generation rate
and reproduce the TDDB data dependence on atomistic
properties of materials. One key element that all models
have in common is a description of the eld (or voltage)
acceleration factor
 /  log(tBD)
(V )
; (1)
which indicates how fast TDDB changes upon the elec-
tric eld (or voltage) application. Since TDDB experi-
ments are typically conducted using voltage accelerated
tests, correctly modeling the  factor is of the utmost
importance for reliability projection at real device oper-
ating conditions. For this reason, TDDB models are also
often identied by the relationship they provide between
TDDB and the electric eld. Below we provide a brief
overview of the four BD models most often used for the
interpretation of TDDB data.
A. The Thermochemical Model
The thermochemical model attributes the generation
of defects within the dielectric to the interaction between
an external electric eld and the inter-atomic bonds2,3.
The bond breakage rate depends on the bond vibration
frequency and the probability that the chemical bond will
receive enough thermal energy to be broken. Moreover,
this model accounts for the role of the external eld (E),
which lowers the energy needed for the bond-breakage.
These processes are captured by the following formula:
tBD = 0exp(
H0   E
kBT
); (2)
where 0 is a constant related to the bond vibration
frequency, H0 is the zero-eld activation energy of the
bond-breakage process, kB is the Boltzmann constant,
and T is the temperature. Although H0 is linked to the
nature of the chemical bonding in an oxide, this quantity
has been often used as a tting parameter rather than
being directly related to the microscopic mechanism of
the bond-breakage process.
The thermochemical model is also known as the E-
model because it provides a theoretical foundation to
the exponential dependence of TDDB on eld, which
has been observed experimentally at low stress voltages
in thin dielectric lms. Nevertheless, describing oxide
breakdown as a eld driven phenomenon does not explain
3the polarity dependence of BD in contrast with the exper-
imental results that show dierent TDDB times for the
same eld in devices of dierent dielectric thicknesses39.
B. The Anode Hole Injection (AHI) Model
This BD model4{6 is based on the idea that holes gener-
ated at the anode are responsible for oxide damage. Un-
der high-eld electrical stress, electrons are injected into
the oxide conduction band by Fowler-Nordheim (FN)
tunneling and accelerated by the eld towards the anode,
where they can create holes through impact ionization.
These holes may then tunnel back towards the cathode,
and trap at some defect precursors (e.g. oxygen vacan-
cies, forming E0 centers) to create active defects (i.e. elec-
tron traps) responsible for dielectric degradation. Since
electrons and holes are thought to be injected by FN tun-
neling, TDDB is described by an equation, whose eld
dependence resembles that of the FN current:
tBD = 0(T )exp(
B +H
E
); (3)
where B and H are constants associated with electron
and hole tunneling, while 0(T ) is a temperature depen-
dent pre-factor. Due to its characteristic dependence on
the electric eld, this model is usually referred to as the
1/E model.
Although this model is able to explain TDDB data in
a wide range of experimental conditions, the AHI model
has been criticized for some of its assumptions: i) the
defect generation rate due to holes is orders of magnitude
higher than that due to electrons; ii) the AHI model fails
to explain the strong temperature dependence of TDDB,
since the FN tunneling current is almost temperature
independent. This model was mainly applied to relatively
thick SiO2 layers, and it appears unsuited for thin oxides,
where a too high a eld (or voltage) would be required
to generate holes at the anode.
C. The Anode Hole Release (AHR) Model
The AHR model is based on the idea (experimentally
veried) that hydrogen is involved in the generation of
defects7{10. Similar to the AHI model, electrons injected
by tunneling can reach the anode with enough energy to
release hydrogen atoms passivating dangling bonds at the
Si/SiO2 interface. These positively charged H ions diuse
back through the oxide and can interact with other dan-
gling and weak bonds, creating defects. The AHR model
shows a TDDB power law dependence on the voltage,
tBD = B0V
N ; (4)
where B0 and N are parameters extracted from exper-
imental data. One of the main weaknesses of the AHR
model is that it does not explain the strong temperature
dependence of TDDB. As with the AHI model, the AHR
model cannot be applied to thin oxides, since a too high
eld would again be required to generate the high voltage
needed for hydrogen release at the anode.
D. The Exponential E1=2 Model
The exponential E1=2 model was originally developed
for low-k silica dielectrics11{14. It is based on the idea
that the BD process is strictly connected to the charge
transport mechanism and is considered to be assisted by
pre-existing defects, whose density is relatively high in
these materials (this is true also for other dielectrics, e.g.
high-k). TDDB dependence on the eld follows that of
Poole-Frenkel or Schottky conduction (which is consid-
ered to be the dominant charge transport mechanism),
tBD = Dexp(
(  pE)
kBT
); (5)
where  is the root-eld acceleration parameter and
 is the barrier height. It is important to stress that
the physics of the current-induced degradation has not
yet been claried. In addition, the E1=2 model cannot
explain the strong temperature dependence of TDDB.
E. Discussion of BD Models
The models described above are either empirical or
based on an over-simplied physical description that does
not properly address the microscopic complexity of the
bond-breaking process that is responsible for BD, which
can be locally aected by charge carriers, adjacent de-
fects, and variations of local atomic structures. In or-
der to provide deeper understanding of physical BD pro-
cesses, an approach that is capable of connecting the
atomistic material-dependent mechanisms to the macro-
scopic (measurable) electrical BD data is required.
The E1=2 model lacks rm physical foundation; the
voltage and temperature dependence of BD are assumed
(without any conclusive proof) to be similar to mod-
els used for charge transport where these eects are at-
tributed to either Poole-Frenkel or Schottky emission. In
addition, the AHI and AHR models cannot be applied
to relatively thin dielectrics such as those employed in
state-of-the-art technologies, because the voltage drop is
too low to generate a signicant high energy population
of the carriers responsible for either hole generation or
hydrogen release.
On the other hand, in the thermochemical model
proposed by McPherson15 (which assumes the Si-O
bond breaking), the parameters connected to microscopic
quantities (the bond-breaking activation energy, eld ac-
celeration factor) are often used as tting parameters and
the role of the injected charge and the proximity to ex-
isting defects (e.g. pre-existing O vacancies) is neglected.
Here we use a novel simulation framework to under-
stand the role played by electron injection and by existing
atomic defects in the bond breaking process. This allows
us to connect the microscopic phenomena occurring in
4the a-SiO2 network to the macroscopic electrical behav-
ior observed at device level, i.e. voltage and temperature
dependence of TDDB, and its Weibull statistics.
III. MULTI-SCALE MODELING FRAMEWORK FOR
SIMULATING SIO2 BREAKDOWN
A. Simulation Framework
Our device simulation framework benets from an in-
put from DFT simulations, as sketched in Figure 1. This
multi-scale model self-consistently describes the main
physical mechanisms present in SiO2 when the material is
subjected to an electrical stress40 using the parameters
generated by DFT calculations that explicitly consider
the SiO2-specic defect characteristics and defect gener-
ation mechanisms.
Charge transport is modeled self-consistently by in-
cluding a variety of conduction mechanisms (relevant
in dielectrics), such as direct tunneling, defect assisted
contributions modeled in the framework of the multi-
phonon Trap-Assisted-Tunneling (TAT)41, and carrier
drift across either the conduction/valence band and de-
fect sub-bands. The defect properties determined from
the DFT analysis are used in the calculation of TAT
current contributions accounting for the electron-phonon
coupling: in particular, the defect thermal ionization and
relaxation energies are the key parameters aecting the
current and its temperature dependence41.
The current distribution within the device volume is
calculated consistently with the local potential, account-
ing for defect charge state and occupation. The power
dissipation associated with the charge transport across
the volume of the device is calculated by summing all
contributions due to electron thermalization at defects
and electrodes:
P = E R; (6)
where R is the rate of electron ow and E is the
energy released by the electrons (either during trap-
ping/detrapping events at defect sites or at electrodes)42.
The calculated power dissipation is subsequently used to
derive the temperature prole across the device by solv-
ing the Fouriers heat ow equation
P (x; y; z) = kTH  ~r2T (x; y; z); (7)
where kTH is the thermal conductivity of silicon diox-
ide.
In order to reproduce microscopic material modica-
tions occurring during BD and the kinetics of the process,
the simulation framework allows us to describe atomistic
processes (using parameters from DFT calculations) that
lead to creation of new defects, i.e. the breaking or dis-
tortion of Si-O bonds. The defect generation rates for
the most relevant defect creation processes are imple-
mented into the simulation framework accounting for the
local eld and temperature42. This allows us to consis-
tently model the eld- and temperature-driven feedback
that occurs during the BD process: the creation of new
defects increases the leakage current, which in turn in-
creases power dissipation, temperature, and the local de-
fect creation rate. Once BD conditions (i.e. the presence
of a minimal defect cluster42) are triggered, this leads to
a very fast acceleration of the defect creation process, cul-
minating in the formation of a highly-decient lament
responsible for the abrupt increase in current1.
The stochastic nature of the process is accounted for
using the Monte-Carlo method that determines the po-
sitions of the new defects as they are created. The eld
and temperature-driven motion of interstitial ions and
vacancies is also statistically modeled consistently along-
side charge transport. The complete multi-scale simu-
lation framework which includes current, degradation,
and breakdown simulations is included in the GinestraTM
commercial simulation package.
B. Atomistic Simulations
The defect creation is studied using a combination
of classical molecular dynamics (MD) and density func-
tional theory (DFT) calculations. The ReaxFF force-
eld43,44 and a classical MD melt and quench procedure
are used with the LAMMPS code45 to generate starting
structures representing non-defective continuous random
networks of a-SiO2
46. These structures containing 216
atoms each were evaluated46 by comparing the distribu-
tions of Si-O bonds, Si-O-Si angles, and neutron struc-
ture factors to prior theoretical and experimental stud-
ies before being used for DFT calculations. DFT cal-
culations of the electronic and geometric structures and
nudged elastic band calculations47,48 of adiabatic barri-
ers were performed using the Gaussians and Plane Waves
method49 implemented in the CP2K code50. The PBE0-
TC-LRC nonlocal functional51 was used in conjunction
with the auxiliary density matrix method (ADMM)52 to
mitigate the expense of using hybrid functionals. Fi-
nally, these calculations were performed using a 400 Ry
plane wave cuto, the GTH pseudopotentials53, and the
MOLOPT basis set54. Using this setup produced an av-
erage band gap of 8.1 eV for a-SiO2 with a range of 7.1-
8.4 eV across a library of 500 structures46. 10 periodic
models containing wide angle intrinsic electron traps were
then selected from this library with an average band gap
of 8.1 eV and a range of 7.8-8.3 eV. The scope of DFT
calculations in the multi-scale modeling scheme (see the
green boxes in the ow chart in Figure 1) is to calculate:
i) electron-injection stimulated mechanism of formation
of oxygen vacancies and interstitial oxygen ions and the
associated energy barriers; ii) the defect/precursor trap
properties (i.e. thermal ionization and relaxation ener-
gies) required to calculate the electron transfer rates; and
iii) the eld acceleration factor for the defect generation
processes. These characteristics are then used to simulate
the kinetics of the BD process and TDDB data (repre-
sented by the yellow boxes in the ow chart in Figure 1).
5FIG. 1: Flow chart of the multi-scale simulation framework highlighting the main simulation steps (yellow boxes): i)
calculation of electric eld and potential; ii) calculation of the total current owing through the dielectric, which is
done accounting for dierent charge transport mechanisms as indicated; iii) calculation of the 3D power dissipation
prole (see equation 6); iv) calculation of the 3D temperature prole through the solution of Fouriers equation (see
equation 7); v) calculation of ions/vacancies generation, recombination and diusion rates. The green boxes
represent Density Functional Theory (DFT)- and Molecular Dynamics (MD)-based calculations of defect properties
and defect creation processes.
IV. AN OXYGEN VACANCY GENERATION
MECHANISM
The multi-scale modeling framework discussed above
was employed to investigate the microscopic mechanism
of BD that highlights the role of electron injection in the
generation of defects in the SiO2 network
38. This mecha-
nism stems from the recent discovery that extra electrons
can be trapped in the a-SiO2 network and form deep elec-
tron states in the band gap of a-SiO2
36. These trapping
sites correspond to wide O-Si-O angles (> 132) in the
otherwise continuum random network a-SiO2 structure
and can accommodate up to two electrons. As a result,
the energy barrier to break the Si-O bonds adjacent to
the trapped bi-electron is lowered to around 0.7 eV on av-
erage38. The detailed description of these electron traps,
their optical absorption and EPR signatures, and elec-
tron injection-induced bond dissociation in a-SiO2 can
be found in refs.36,38. Importantly, this bond breaking
mechanism produces neutral O vacancies and negatively
charged O2  interstitial ions which would not recombine
easily. These O2  ions can diuse away through the ma-
terial via a previously studied pivot mechanism55 char-
acterized by a low 0.3 eV energy barrier and have been
observed experimentally to migrate rapidly towards the
positive electrode and release into the gas phase55. The
estimated concentration of these intrinsic electron traps
is at least 4 x 1019 in a-SiO2
36 and they are used as a
starting point for simulations performed in this work.
In order to incorporate this electron-trapping-assisted
mechanism into the device model, one needs to account
for the eect of the applied electric eld on the en-
ergy barrier for Si{O bond breaking. For this purpose
we adopted the thermochemical model2,3,15 formalisms
where the probability of breaking a Si{O bond is de-
scribed as:
Pbb = exp( 
EA;2e   p0 2+k3 E
kBT
); (8)
where EA;2e (0.7 eV) is the activation energy required
in the absence of the eld for the irreversible oxygen ion
displacement from its equilibrium position, while k is the
relative dielectric constant of the SiO2 lm. The eective
dipole moment p0 can be estimated from the valence of
the metal-ion (V alence), the distance (d) between ions,
and (n) is the number of bonds aligned favorably with
respect to the electric eld with the strength E2,3,15 as:
6p0 = n(
V alence
2
)e  d: (9)
The doubly occupied intrinsic electron trap can be
characterized as a distorted SiO4 tetrahedron with a 178

average O-Si-O bond angle and two stretched Si-O bonds
with bond lengths of 2.1 A on average (see Figure 2A).
When two electrons are trapped at a wide O-Si-O bond
angle, only the two bonds participating in this wide angle
are weakened. Of these two stretched Si-O bonds, only
one can be oriented favorably with respect to the applied
electric eld at a time, as shown in Figure 2A. Within
the local geometry scheme described by McPherson2,3,15,
the dipole moment p0 can be related to the valence of
the metal-ion, the distance between the metal and the O
atom, and the number of bonds aligned favorably with
respect to the applied eld E . For the intrinsic electron
trap in a-SiO2, the Si metal-ion with two extra localized
electrons can be assigned a valence of 2, the average Si-
O bond length is 2.0 A, and the maximum number of
bonds that can be aligned favorably is 1. Using these
parameters, the maximum dipole moment (p0) is pre-
dicted to be around 2.0 eA. However, in the amorphous
material, each SiO4 is oriented dierently with respect
to the electric eld, as illustrated in Figure 2B. When
the stretched bonds are perpendicular to the eld, the
number of aligned bonds approaches 0. This results in a
distribution of p0 values ranging from 0 to 2.0 eA with
an average value of 1.0 eA which is used for the BD sim-
ulations in Section V.
Newly created neutral O vacancies can then support
trap assisted tunneling of charge carriers through the ox-
ide. The properties of these traps have previously been
discussed41,56, highlighting that neutral O vacancies with
a thermal ionization energy between 2.20 and 3.3 eV and
a relaxation energy of 0.36 eV are responsible for trap
assisted tunneling in a-SiO2. In most situations (70% of
30 total calculated geometries) the neutral O vacancies
can trap up to two extra electrons and are stable in the
negatively charged state. The typical structure of the
doubly negatively charged vacancy is shown in Figure 3.
V. BREAKDOWN SIMULATIONS
A. Model
We used the multi-scale simulation framework de-
scribed in Section III to understand the role played by
the charge-assisted defect-creation mechanism described
in Section IV in SiO2 BD. We simulated the statistical
TDDB distributions, their voltage dependence, and the
BD kinetics in terms of the evolution of current, temper-
ature and defect concentration.
The charge-assisted defect creation mechanism was im-
plemented into the device simulation using the thermo-
chemical model formalism, which describes the defect (O
vacancies) generation rate G:
G = R2  exp( 
EA;2e   p0 2+k3 E
kBT
); (10)
where R2 is the rate of the double electron capture
process occurring at wide O-Si-O angle precursor elec-
tron trapping sites in a-SiO2 (which sets the maximum
frequency of the process) depicted Figure 2A. Note that
the local temperature T rises signicantly (with respect
to the external one) during the breakdown event42, as
discussed later. R2 is calculated by considering the dou-
ble electron trapping as a sequential two-step Markov
process, as illustrated in Figure 4A. The Markov chain is
comprised by three-states representing the wide O-Si-O
bond angle precursor D in three dierent charge cong-
urations: pristine (state 1), after trapping of an electron
(state 2) and after the trapping of the second electron
(state 3).
As discussed previously57, the full transition rate from
state 1 to state 3 of the double electron trapping process
is given by
R2 =
1
c;12
 1
c;23
 ( 1
c;12
+
1
e;21
+
1
c;23
) 1: (11)
Here c;12 and c;23 are the electron capture times from
state 1 to state 2 and from state 2 to state 3, respectively,
whereas e;21 is the electron emission time from state 2
to state 1.
A schematic presentation of the electron capture and
emission processes and some of the corresponding nota-
tions is given in Figure 4B. c;12, c;23 and e;21 are cal-
culated for wide O-Si-O angle trapping precursors using
the multi-phonon-TAT equations41:
 1c;j =
X
m
Nj 1(Ej;m)fj 1(Ej;m)Caj;mPT (Ej 1;m;m);
(12)
 1e;j =
X
n
Nj+1(Ej;n)[1 fj+1(Ej;n)]Emj;nPT (Ej;n; n):
(13)
Ej;n is either the conduction band, valence band edge
or the energy level (Et) of the j
th trap; N and f are
density of states and Fermi-Dirac occupation probability
at either the cathode, anode or the trap, respectively;
PT is the electron tunneling probability calculated us-
ing the WKB method. The capture, Ca, and emission,
Em, rates accounting for carrier-phonons interactions41
are given by relations:
Caj;m = c0L(m); (14)
Emj;n = c0L(n)exp(
 n~!0
kT
): (15)
Here c0 is a constant that depends on the electric eld
and on the capture cross section of the trap41, !0 is
the phonon frequency, m and n represent the number
of phonons exchanged during the trapping and emission
processes (see Figure 4B):
7FIG. 2: A) A schematic of the doubly occupied intrinsic electron trap that serves as a trigger for Frenkel defect
creation in a-SiO2. The dipole moment p0 can be related to the valence of the metal-ion, the distance d, and the
number of bonds aligned favorably with respect to the electric eld E2,3,15. This conguration represents a
stretched Si-O bond that is fully aligned with the electric eld. Vacancies can be created at either of the two Si-O
bonds that make up the wide O-Si-O bond angle intrinsic trap. The other two bonds within the tetrahedron are
considered to be non forming or inert. B) An atomistic representation of a-SiO2 with SiO4 tetrahedra illustrated as
green pyramids. Si atoms are shown in yellow while O atoms are shown in red. Due to the amorphous nature of the
material, there is a wide distribution of SiO4 orientations.
FIG. 3: The geometric structure of a doubly negatively
charged oxygen vacancy in a-SiO2. Si atoms are shown
in yellow, O atoms in red, and the iso-surfaces
corresponding to trapped electron molecular orbital are
shown in pink and blue. A schematic representation is
shown below for clarity.
m =
ECa
~!0
=
Et   EB   xTE
~!0
; (16)
n =
EEm
~!0
 0: (17)
Here Et is the thermal ionization energy of the trap
state in the gap with respect to the bottom of the con-
duction band of a-SiO2; xT is the trap distance from
the cathode and EB is the height of the energy barrier
at the cathode or oxide interface, as illustrated in Fig-
ure 4B). Note that n = 0 as emission occurs typically
from the ground state of the trap41. L is the multi-
phonon transition probability58 which accounts for the
rearrangement of lattice atoms (the so-called relaxation
process) required for accommodating (or removing) the
electron charge into (or from) the defect during a capture
(or emission) event41.
L(m) = (
fB + 1
fB
)
m
2 e S(2fB+1)Im(2S
p
fB(fB + 1));
(18)
fB = 1=(exp(
~!0
kT
)  1): (19)
8FIG. 4: A) The two step Markov chain representing the double electron trapping at wide O-Si-O angle precursor
sites. B) A schematic illustrating the capture and emission of an electron from a defect in the oxide layer. EB is the
oset of the cathode conduction band and the a-SiO2 conduction band; Et is the optical ionization energy of the
trap state in the gap with respect to the bottom of the conduction band of a-SiO2; xT is the trap distance from the
cathode; E is the strength of the electric eld at the trap position.
Im is the modied Bessel function of the orderm, fB is
the Bose function which provides the phonon occupation
number, S is the Huang-Rhys factor which represents the
number of phonons required for the atomic-scale lattice
rearrangement around the defect in order to accommo-
date the trapped charge. This lattice rearrangement pro-
cess is described in terms of the relaxation energy, Erel
that is related to the Huang-Rhys factor in equation 18
as follows:
Erel = S  ~!0: (20)
Erel is the intrinsic trap or vacancy relaxation en-
ergy due to electron trapping41,59 that ultimately de-
termines capture and emission time constants and sets
the TAT temperature dependence. Equations 12 and
13 are used to calculate the time constants involved in
both the electron trapping at wide O-Si-O bond angle
precursors (equation 11) and in the TAT rate of elec-
tron ow through the new oxygen vacancies generated
as a result of this trapping. As the increasing number
of these vacancies is generated, they eectively assist the
electron transport determining the observed current in-
crease, which eventually leads to breakdown.
The defect thermal ionization energy, Et, is calculated
as the total energy dierence between the defect state
and the state where the defect electron is delocalized in
the conduction band and the system geometry is relaxed
60. The defect relaxation energy, Erel, is calculated as the
dierence in total energies of the unrelaxed and relaxed
defect state with extra electron(s). The parameters used
for calculating the capture/emission rates on both wide
O-Si-O bond angle precursors and oxygen vacancies are
reported in Table I. We note the wide distributions of
FIG. 5: TDDB distributions measured (symbols) and
simulated (lines) under CVS performed at dierent
stress voltages on a 2.7 nm thermally grown SiO2 lm.
Experimental data are taken from the prior work by Wu
et al.17 The Weibit (or Weibull) number is calculated
starting from the cumulative distribution function F as
ln( ln(1  F ))61.
these parameters characteristic to amorphous structures.
These are taken into account in breakdown simulations
described below.
B. Results of simulations
Exploiting the statistical capabilities of the device sim-
ulations40, we investigated the TDDB distributions by
9Electron Injection Aided Defect Generation Mechanism
Parameter Value Description
EA;2e 0.7  0.3 eV38 activation energy required to form a Frenkel defect pair
p0 1eA wide O-Si-O angle defect dipole moment
NT;O Si O 4 x 1019 cm 346 initial wide O-Si-O angle precursor concentration
Et1;O Si O 2.2  0.2 eV rst electron capture thermal ionization energy
Erel1;O Si O 1.5  0.1 eV rst electron capture relaxation energy
Et2;O Si O 2.7  0.2 eV second electron capture thermal ionization energy
Erel2;O Si O 1.0  0.30 eV second electron capture relaxation energy
TAT Charge Transport Mechanism
Parameter Value Description
Et 2.75  0.55 eV38 O vacancy thermal ionization energy
Erel 0.36eV O vacancy relaxation energy
~!0 0.06eV phonon energy
S 6 Huang-Rhys factor for O vacancies
EB 3.1eV electron tunneling energy barrier at the Si/SiO2 interface
TABLE I: The parameters used to calculate the rates for the microscopic defect generation mechanism and the
trap-assisted-tunneling charge transport. The energies were determined using DFT calculations and used in TAT
charge transport and BD calculations
running 30 simulation trials of a thermally grown SiO2
stack in the same stress conditions, i.e. constant stress
voltage and temperature. In order to test the accuracy of
the simulation results, we considered previously studied
p+poly/n-Si capacitors with a 2.7 nm-thick SiO2 lm
17.
For the O vacancy creation process, we included only the
atomistic mechanism described in Section III. Wide O{
SiO bond angle precursors are randomly generated for
every simulated sample with a uniform spatial distribu-
tion and with the energy parameters within the energy
ranges reported in Table I for the electron capture pro-
cesses.
The TDDB distributions simulated and measured at
three stress voltages are shown in Figure 5. The exper-
imental data are nicely reproduced by our simulations
using the parameters for defect precursors and the defect
creation processes determined using DFT calculations.
Importantly, simulations reproduce correctly the voltage
dependence of TDDB distribution, and also the TDDB
slope, which is due to the intrinsic stochastic nature of
the process, conrming the feasibility of the electron-
injection-assisted oxygen vacancy formation model.
In order to further verify the model, we simulated
the average of TDDB distributions measured at dierent
voltages on a-SiO2 lms of dierent thicknesses, Figure 6.
The eld dependence of the experimental TDDB data is
well reproduced by our simulations.
In order to understand how changing the physical pa-
rameters of defect creation mechanism aect the simu-
lation results, we run the simulations by varying EA;2e,
Et, and p0 within reasonable ranges. Results presented
in Figure 7 show that the variations of the model param-
eters from the values estimated from DFT calculations
produce the results which deviate signicantly from the
experimental TDDB data. The high sensitivity of simu-
lation results to model parameters indicates that the O
vacancy defect creation process assisted by electron trap-
ping at Si-O precursors is the likely microscopic mecha-
nism responsible for BD in these a-SiO2 lms and allows
one to accurately describe its statistical distribution and
the voltage dependence.
The simulations performed using the multi-scale model
allow us also to investigate quantitatively the kinetics of
the BD process, understanding the evolution of the de-
fect generation process culminating in the abrupt current
increase at the BD. Figure 8 shows the current evolution
simulated when applying a constant voltage stress of 3.0
V, along with the 3D map of generated defects monitored
at dierent stages of the SiO2 degradation.
During the initial phases of BD, i.e. at time t0, there
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FIG. 6: Field dependence of TDDB, measured
(symbols) and simulated (lines) under CVS on a SiO2
layers with 3 nm and 9 nm thicknesses. Experimental
data are taken from studies performed by Vogel62 and
Kimura63.
are no defects in the SiO2 lm: the current, dominated by
direct tunneling, remains constant till about 130 s after
the voltage stress application. During this initial phase,
electrons are trapped at precursor sites in the lm and
new defects are generated almost uniformly across the
oxide volume with a slightly higher probability of being
generated close to pre-existing ones as a consequence of
the local perturbation of the electric eld induced by their
charge state. The new defects assist charge transport
through TAT, thus contributing to the current increase
and to the associated power dissipation (time t1) and
temperature (see equations 6 and 7). This enhances the
defect generation rate that becomes more localized in the
proximity of the higher temperature oxide regions. This
process continues until the random formation of a dom-
inant defect cluster (comprised of around 25 vacancies
with a mutual distance of no more than 6 A42) leads to
a substantial increase of the local power dissipation and
temperature increase by  20 K determining a fully local-
ized defect generation in the surroundings of the hot spot.
This event triggers a thermally driven positive feedback
between current, temperature and vacancies generation
rates that quickly leads to the creation of a breakdown
spot (time t2) formed by an highly O-decient region.
42
The kinetics of the process is dominated by the eld-
and temperature-induced positive feedback loop respon-
sible for the current runaway42, which can be controlled
only by limiting the maximum current owing through
the lm, i.e. the current compliance, which interrupts
the positive feedback process setting the nal size of the
BD spot. Once the conductive O-decient lament is
formed, the dominant charge-transport regime changes.
The TAT through the isolated O vacancies, dominating
the early stages of degradation, is no longer valid when
their local density exceeds the critical value of 1022 cm 3,
corresponding to an average distance of 3.5 A between
defects64,65 (time t2 in Figure 8). As the local density
of oxygen vacancies approaches the critical one, electrons
get increasingly delocalized among adjacent defects even-
tually leading to the formation of a defect sub-band in
which the dominant charge transport is the drift-diusion
mechanism. The eective conductivity is still calculated
in the TAT framework by neglecting tunneling and lat-
tice relaxation contributions (whose probabilities are set
equal to one) and is consistent with theoretical values
estimated according to the Landauer quantum conduc-
tance formula64,66.
VI. CONCLUSIONS
We proposed an atomistic microscopic mechanism re-
sponsible for the creation of O vacancies in a-SiO2. Using
a novel multi-scale simulation framework which relies on
defect precursor properties and the activation barrier for
the defect creation process obtained using DFT, we sim-
ulated the time-dependent dielectric breakdown (TDDB)
distributions at dierent stress voltages. The good agree-
ment between simulations and experiments conrms that
this mechanism could be responsible for the degradation
and dielectric breakdown in silica.
The adoption of such a microscopic, physics-based de-
scription of the mechanism(s) controlling degradation
and breakdown allows a more accurate assessment of
stress-induced dielectric degradation (with respect to ex-
isting models), thus enabling more reliable predictions
of device reliability also at the statistical level. The pro-
posed methodology is general and can be easily applied to
other material systems for design-for-reliability applica-
tions. In particular, a similar electron-injection-assisted
mechanism of Frenkel defect creation recently proposed
in monoclinic HfO2
67{69 can contribute to BD in HfO2
based devices and this process will be considered in sep-
arate publication.
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