Abstract-In high density digital magnetic recording systems, the nonlinear effects in the write process appear in the readback waveform as shifts in the peak positions and changes in the amplitude. The pulse shift causes a nonlinear intersymbol interference (ISI) on the readback signal. In this paper, a Volterra-DFE, in which a Volterra filter is used in the feedback section of decision feedback structure, is proposed to equalize the nonlinear ISI. By theoretical analysis, the minimum mean squared error (MSE) of the Volterra-DFE is found to be a function of sampling phase. This will affect the output signal-to-noise ratio (SNR) of the playback system. A baud-rate timing recovery system in conjunction with channel estimator is used to operate the sampling clock on the optimum phase. By computer simulation, Volterra-DFE is found to outperform conventional DFE in both output SNR and BER in a high density magnetic recording system.
I. INTRODUCTION
N the digital magnetic recording system, as shown in Fig. 1, I the binary data sequence d, at a data rate l/Ts is encoded to a binary sequence U k E {-1, +1} at the rate 1/T by the modulation encoder, and then written into the recording media. For a linear saturation recording system, the playback signal from the read head is given by [l] T ( t ) = ;(Uk -ak-l)s(t -kT) + n(t) (1) k where s ( t ) is the isolated transition (step) response of the recording channel, and n(t) is an additive white Gaussian noise. In general, the isolated transition response can be modelled by a Lorentzian function, given by s ( t ) = 1 1 + ( 2 t / p~5 0 )~ where pw50 is the width of the transition pulse at 50% of its peak value.
When the spacing of adjacent transition pulses is large, the readback signal is often modelled by a linear superposition of isolated transitions, as described in (1). Due the nonideal characteristic of the transition pulse in the recording channel, Manuscript received December 13, 1993; revised June 14, 1994. This paper was recommended by Associate Editor L. R. Carley. This paper was presented in part at the IEEE Symposium on Circuits and Systems, London, England, May 1994.
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intersymbol interference (ISI) is often present on the readback signal and thus effects the system performance. To reduce the effect of the ISI, conventional decision feedback equalization (DFE) was used to equalize the linear IS1 [2]- [6] . It has been observed in experiments that nonlinear distortion exits in the read waveform when the recording density is high [7] , [8] . Moreover, this nonlinear IS1 on the read signal degrades the system performance and effects the jitter of the sampling phase. The well-known Volterra filter has been used to model a nonlinear channel [SI, [lo] . It can also be employed to model the nonlinear effect due to pulse shift causing nonlinear IS1 [11]- [13] . To combat the nonlinear ISI, a nonlinear filter is used to replace the linear filter in the feedback section of a DFE. The nonlinear filter can be represented by a Volterra filter [ 141 or obtained by cascading a linear transversal filter with a memoryless polynomial function [15] , [16] . In general, the Volterra filter can be implemented by random access memory (RAM) using table-look-up method [9] . In [17] and [18], a RAM-DFE is proposed to eliminate the nonlinear IS1 and improve performance. The disadvantage of look-up-table based RAM-DFE is that we cannot extract the parameters of channel response from the RAM representing the feedback filter. If the recording characteristic of the channel is unknown or slowly varying, a channel estimator parallel with the equalizer is often used to estimate the channel parameter [19] , [20] . The Volterra filter used to model the nonlinear characteristic of pulse shift [ 113 can also be used to characterize the parameters of a nonlinear recording channel. In this paper, we choose Volterra-DFE in conjunction with a channel estimator to simplify the system design.
To employ digital signal processing techniques, the read signal is digitized before equalization, as shown in Fig. 1 . The choice of the sampling phase is crucial for minimizing the bit error rate (BER) in the presence of channel distortion and additive noise. Since the hardware complexity increases linearly with the sampling rate, baud-rate sampling is desirable for a high data-rate recording system. Mueller and Muller [21] proposed a class of baud-rate sampling timing recovery methods for PAM system. The timing function is defined as linear combinations of the channel impulse response to control the timing phase of sampling clock. Since the jitter in the estimation of the timing function depends on the shape of the channel response, the variance of the timing function may be very high. To avoid these problems, Jennings [22] and Armstrong [23] the timing phase is only done after a particular data sequence has been received. Another method proposed by Gottlieb [24] uses the combination of coefficients of channel estimator to estimate the timing phase.
In this paper, a Volterra filter is used to estimate the nonlinear channel response and to equalize the nonlinear IS1 induced by the nonlinear pulse shift. The timing function, in conjunction with the channel estimator, used to control the sampling clock will be described. Section I1 describes the nonlinear effects of the channel response. Section 111 presents the Volterra-DFE in which a Volterra filter is placed in the feedback section of a decision feedback structure. The effects of nonlinear distortion are shown to effect the convergence of the tap coefficients to suboptimum values. Section IV describes a channel estimator parallel with the Volterra-DE for the estimation of the channel parameters. In Section V, the effects of sampling phase are shown on the output signal-to-noise ratio (SNR) of the Volterra-DFE. In Section VI, the results of computer simulation will be described.
NONLINEAR RECORDING CHANNEL MODEL
In magnetic recording systems, the readback signal, described in (l), is modeled by the linear superposition of isolated transitions occurring at regular time intervals. This model yields a good approximation of the observed signal when transition spacing is large enough that the interference between adjacent transition pulses is very low. In fact, it has been observed that the linear model is no longer true when the transition spacing is reduced [25] due to the inadequate saturation of the writing process on the medium induces nonlinear superposition in the readback waveform. These nonlinear effects usually cause shifts in peak position and changes in amplitude in the readback waveform. Therefore, (1) can be modified as [26] shape is required to satisfy the condition
For the simplicity of analysis, we assume that the position of an isolated transition is only shifted by time E, without changing the shape of the transition pulse by the effect of the previous transition at one-bit interval earlier. That is, the pulse position shift is E in the presence of preceding transition and zero in the absence of preceding transition. Therefore, the 
where s'(t) is the derivative of s ( t ) . Since U: = 1, (3) can be rewritten as
where where a and /? approximately characterize the transition width changes, and E is the nonlinear bit shift. The nonlinear pulse
is the linear impulse response, described in (1). The remainder R 2 ( E) can be neglected for small pulse shift E. The first term in the right-hand side of (7) is the same as the linear superposition of isolated transition pulse aforementioned. The second and third terms are the effect of the pulse shift. The linear IS1 appears in the first and second terms. Furthermore, the third term is an approximate third-order nonlinear distortion.
Neglecting the remainder & ( E ) in (7), the sampled readback signal is then in the form of a third-order binary Volterra series 
hi(i,T) = p ( i T + T ) + ? ( S ' ( Z T + T + 2 T )
Fig. 2. Volterra-DFE in conjunction with channel estimator.
(11) 4 are the linear and third order nonlinear terms in the channel response, respectively.
In (5), the recording channel is assumed to be affected by the previous transition at one-bit interval earlier only. The peak position and transition width of pulse transition, however, may be effected by several earlier transitions simultaneously.
Therefore, the read signal, sampled at time kT + T , can be denoted as where h l ( i , T ) and h 3 ( i 1 , i 2 , i 3 , T ) are the sampled channel response with memory containing N I precursor taps and N 2 postcursor taps, respectively.
NONLINEAR DECISION FEEDBACK EQUALIZATION
The block diagram of a decision feedback equalizer in conjunction with channel estimator is shown in Fig. 2 [19] . To equalize the nonlinear distortion of the recording channel discussed in the last section, a Volterra filter is used to replace the linear transversal filter equalization in the feedback section. The nonlinear DFE denoted as Volterra-DFE is based on modeling a nonlinear channel by a Volterra series to equalize the nonlinear distortion. The output signal, &, of the Volterra-DFE is denoted as The readout signal, T k , is represented as the nonlinear distortion of the recording system in (12). Combining (12) and (14), the error signal e k becomes
In the mean squared error (MSE) criterion, the tap coefficients of the decision feedback equalizer are adjusted to minimize the mean-squared value of the error e k , which is denoted as E[lekI2] . To minimize the MSE, the tap coefficients of the feedback filter in Volterra-DFE require that [27] To calculate the tap coefficients of the forward filter with minimum mean square error, we take the derivative of (26) with respect to the forward tap coefficients f b 3 ( 2 l , 2 2 7 2 3 ) = h3(il + j , 22 + j , 23 + j)fj for 1 5 21 < 22 < 'i3 5 N z .
Setting the derivative to zero and solving the equation, we obtain the suboptimum tap coefficients of forward filter as f s o p t = (0:HTHi + a:HrH3 + u;l)-'HTra,k.
Substituting (16) and (17) into (15), the error signal becomes (29) 
Therefore, combining (29) and (26), we obtain the minimum MSE as
To simplify the notations, we define the following vectors (see (19)- (24) shown at the bottom of the page). where the superscript 'T' denotes the transpose of a matrix. Therefore, after combining (18), (19), and (24), the error signal will be of the vector form
and the MSE, shown in Appendix, will be denoted as
where of is the power of the write signal and 0 : is the power of the noise, respectively. Furthermore, the correlation vector, t a & , in the right-hand side of (26) is defined as T T -2 f r a , k + 0 2 r a , k = E{ak,lak} = 0 : E] . (27) In (29), we can only obtain the suboptimum tap coefficients of the forward filer which must be distinguished from the optimum tap coefficient values of the linear channel, These coefficients can also be seen as the optimum tap coefficients of the forward filter in Volterra-DFE. It is apparent that the suboptimum tap coefficients are affected by the unequalized nonlinear distortion, which is denoted as H3, in the nonlinear channel.
To justify the theoretical computation of suboptimum tap coefficients, we use two sampled nonlinear channels, as shown in Table I . In Table I , the signal-to-nonlinear distortion ratio (SNDR) at the channel output is defined as il iz i3 It is shown that channel A has less nonlinear distortion than channel B. In this simulation, the write signal a k , which is of the form {+l, -l}, has been written into the channels with signal power a : . The additive white Gaussian noise power is assumed to be 0; = -30dB relative to 0; in the nonlinear channel. For both channels, N I = 5 and NZ = 7. Fig. 3(a) compares the convergence of the forward tap coefficient fo between Volterra-DFE and conventional linear DFE in channel A. Since channel A is less impaired by the nonlinear distortion, the convergence of the tap coefficients in Volterra-DFE and conventional linear DFE are very close to the expected optimum coefficients, as described in (31). Fig. 3(b) shows the MSE of the Volterra-DFE. The minimum MSE of Volterra-DFE is very close to the expected optimum minimum MSE. Fig. 4(a) compares the convergence of the Volterra-DFE and the conventional linear DFE in channel B. For the smaller SNDR in channel B, the tap coefficients of the Volterra-DFE and the conventional linear DFE are affected by the nonlinear distortion. They converge to two different values, as shown in the figure. In the Volterra-DFE, the tap coefficients approximate the optimum values by eliminating the tails of the nonlinear ISI. Fig. 4(b) shows the MSE of Volterra-DFE and the conventional linear DFE. The minimum MSE of Volterra-DFE is shown to be smaller than the conventional linear DFE.
In Table 11 , it shows the expected optimum coefficients obtained from (31) and the simulated results of the Volterra-DFE and the conventional linear DFE. In this table, the suboptimum tap coefficients of the Volterra-DFE and the conventional linear DFE are clearly shown to be affected by the nonlinear distortion. The squared error of the coefficients is defined as the summation of squared error between the expected and simulated tap coefficients. In this table, it is shown that the simulated coefficients are approximate to the expected value. Comparing the minimum MSE, Jmin, of channel A and B, it is apparent that the effect of nonlinear distortion will be dominant on the nonlinear channel. In Table  11 , we define the gain of the Volterra-DFE as
where Jmin v and Jmin L are the expected minimum MSE of the Volterra-DFE and the conventional linear DFE, respectively. It is shown that the Volterra-DFE has approximately 1.2 dB gain in the high nonlinear distortion channel.
IV. CHANNEL ESTIMATION
In the Volterra-DFE, the elimination of the tails of IS1 in the readout signal requires knowledge of the equivalent discrete-time channel response. To accommodate a channel that is unknown or slowly time-varying, one may include a channel estimator in parallel with the feedback filter of DFE, as shown in Fig. 2 [ 191. The nonlinear channel estimator, using a Volterra filter, is identical in structure to the Volterra-DFE. In fact, the nonlinear channel estimator is a replica of equivalent 
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Expected Optimum Coeff. Volterra-DFE discrete-time channel filter that models the IS1 at the output of the forward filter. The estimated channel tap coefficients are adjusted to minimize the MSE between the output of the estimator and the readout signal. In Fig. 2 , the estimated data sequence is fed back to the channel estimator, which is modelled by a Volterra filter, and the output signal Zk is given by
where L is the estimated tap number which is assumed to be optimum for L = N I + N2. Also, c l ( i ) , 0 5 i 5 L and C 3 ( i l , i 2 , i 3 ) , 0 5 il < i 2 < i 3 5 L are the tap coefficients of the channel estimator. When DFE is used to eliminate the tails of ISI, the channel response at the output of the forward filter must be known a priori. Then the channel estimator is used to minimize the mean squared value of the difference between the output signal Zk and the output signal yk of the forward In ( 3 3 , it shows that the tap coefficients of channel estimator will be used to estimate the precursor and post cursor IS1 of the overall channel. That is, the delay element is equivalent to the precursor NI in the estimated tap coefficients of the channel estimator. Assuming that the past decision sequence is correct, the MSE is given as Thus, supposing that the channel estimator is truly replicating the channel response, the minimum MSE will be the filtered noise given as
The tap coefficients of channel estimator are often used to find the equivalent discrete-time channel response at the output of the forward filter. Furthermore, the feedback filter of DFE is used to eliminate the tails of IS1 on the channel. It is found that the tap coefficients of the channel estimator will be the same as the tap coefficients of the feedback filter, i.e., Notice that these tap coefficients of the Volterra-DFE can be copied from the corresponding tap coefficients of the channel estimator. The tap adaptation on the feedback filter of the Volterra-DFE can be saved.
V. TIMING RECOVERY

A. Sampling Phase and Volterra-DFE
In (12), the sampled channel response hl and h3 are dependent on the sampling phase 7. The minimum MSE of the Volterra-DFE, described in (30), will also be a function of sampling phase. This will effect the minimum MSE when the sampling phase is not optimum. To examine the performance of the DFE, it is helpful to define the output SNR as [19] (40) 1 -Jmin SNR= -Jmin where the appropriate J m i n is obtained from the convergence residual MSE of the DFE. Fig. 5 shows the output SNR of a Volterra-DFE versus sampling phase T in a nonlinear recording channel. The small affects of nonlinear distortion in the recording channel with normalized density S = pwSO/T = 2.5 is considered. A pulse shift 0.1T is assumed when two consecutive adjacent transitions occur at one-bit interval earlier in the recording channel. The input SNR of the nonlinear channel is 24 dB. In this case, three forward taps and seven feedback taps are considered to be suitable for this channel. For different sampling phase T , it is shown that the output SNR of DFE has up to 3 dB performance loss from its maximum value.
Since the result of the output SNR on the DFE varies with sampling phase, the timing recovery circuit is moderated for the optimum sampling phase to achieve the best performance. In the next section, we propose a timing recovery method in conjunction with a channel estimator to reduce the effects of nonlinear distortion. 
B. Timing Recovery and Channel Estimation
The best sampling phase for a given system depends on the overall impulse response and thus on the characteristic of the recording channel. Mueller and Muller [22] described that, depending on the pulse shape, the timing function can be defined as a linear combination of the channel impulse response:
where u i are scalars, h l ( i ) is the sampled impulse response of the channel. The timing function (41) will determine the transfer characteristic of the sampling clock control loop. It will be the one for which g ( 7 ) = 0 on the steady-state sampling phase. However, the channel impulse response is unknown, the timing information must be extracted from the estimated channel impulse response or from the received signal. The timing function defined by (41) depends on the shape of impulse response of the channel to choose the right timing phase. In the recording channel, the Lorentzian-like channel response, however, can be considered as an even symmetric function about its maximum value [2] . Therefore, the timing function can be defined as (42) In (42), the equivalent discrete-time channel response must be known a priori. Gottlieb [24] proposed a timing recovery circuit in which the timing function is extracted from the channel estimator. Therefore, the estimated channel response will be used in (42) for which each estimated tap coefficient c l ( i ) is denoted as 
where the residual term C:
is a disturbance on the timing function. Fig. 6 shows the timing function versus sampling phase. In this figure, the tap coefficients f j of the forward filter is obtained by (29) in which the channel response H1 and H3 are fixed at the maximum cursor of the channel response.
Since the channel estimator is placed after the forward filter of the DFE, the shape of estimated channel response will be affected by the response of the forward filter. That is, the tap coefficients of the forward filter in Volterra-DFE are also a function of the sampling phase. Thus, the shape of the channel estimator is affected by both of the channel response and forward filter of the DFE. For example, consider a nonlinear recording channel in (9) with hl(t) and h3(t) denoted as
where s ( t ) is the transition response described in (2), and S = pw50/T = 2.5. The tap coefficients of the forward filter in the Volterra-DFE are shown in Fig. 7 . From the results of Fig. 7 , the timing function versus the sampling phase is shown in Fig. 8 . It can be seen that the timing function defined by (44) has a zero-crossing point corresponding to the maximum point of the channel pulse response.
VI. COMPUTER SIMULATION
In the computer simulations, a NRZI code is used as the modulation code for the recording channel. A normalized recording density S = 2.5 is used on the simulation channel. The nonlinear channel assumes that a pulse shift E and a pulse shape changing factor , B occur between two successive transitions. In all simulations, the signal-to-noise ratio (SNR) is chosen to be 24 dB in the recording channel. The DFE has three taps in the forward filter and seven taps in the feedback filter. Only one tap of the precursor is estimated by the channel estimator, i.e., the overall size of the channel estimator is nine taps.
In Volterra-DFE with a channel estimator, the tap coefficients of the filter are adjusted to minimize the MSE recursively. The well known LMS algorithm [28] is used to adapt the tap coefficients: g ( i i , i 2 , i 3 , k) + 2pnec,kak-ilak-izak-i~ (48) where ec,k is the error signal of channel estimator; p~ and p n are the step-sizes of the linear and nonlinear coefficients, respectively. Meanwhile, the forward filter of the Volterra-DFE is adapted by the algorithm
where ek is the error described in (15). Furthermore, the tap coefficients of the feedback Volterra filter are copied from the tap coefficients of the channel estimator directly. It is shown that the steady-state sampling phase is effected by the pulse shift. Fig. 1 0 shows the output SNR performances of the Volterra-DFE and the conventional DFE. The pulse shift E is in the range (O.lT, 0.5T), and /3 is in the range (1.0, 1.1). When ,8 = 1.0 means the pulse shape is not changed by the adjacent transition. The Volterra-DFE possesses 1 dB gain in output SNR compared to conventional DFE. The SNR gain in the Volterra-DFE, shown in Fig. 10 , will improve the bit-errorrate (BER) after the decision device, as shown in Fig. 11 . It is shown that the system with Volterra-DFE has a bit error rate one order lower than the conventional DFE when the pulse shift and pulse shape changing factor is large.
VII. CONCLUSION The nonlinear ISI, induced by the pulse shift in a high density digital magnetic recording systems, is modelled by a Volterra filter in this paper. The Volterra-DFE, where a Volterra filter is used to replace the transversal filter in the feedback section of DFE, is introduced to eliminate the tails of nonlinear ISI. The suboptimum tap coefficients of the forward filter in the Volterra-DFE is used to eliminate the tails of nonlinear ISI. It is found that the output SNR can be up to 3 dB different at different sampling phases. The timing recovery method based on a channel estimator is used to find the sampling phase with the best performance. To simplify the system complexity, the timing function is defined as the linear combination of tap coefficients of the channel estimator. It is shown that a timing function based on a channel estimator will operate the sampling clock on the maximum value of the main cursor. Combining the Volterra-DFE, channel estimator and timing recovery circuit, the system can combat the nonlinear distortion of the recording channel and improve the BER performance.
APPENDIX
The MSE obtained form (25) is given by J = E{lekI2} This is the expression of (24).
