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Quantum many-body system in equilibrium can be effectively characterized using the framework
of quantum statistical mechanics. However, non-equilibrium behaviour of quantum many-body
systems remains elusive, out of the range of such a well established framework. Experiments in
quantum simulators are now opening up a route towards the generation of quantum states be-
yond this equilibrium paradigm. As an example in closed quantum many-body systems, dynamical
quantum phase transitions behave as phase transitions in time with physical quantities becoming
nonanalytic at critical times, extending important principles such as universality to the nonequi-
librium realm. Here, in solid state quantum simulator we develop and experimentally demonstrate
that out-of-time-order correlators, a central concept to quantify quantum information scrambling
and quantum chaos, can be used to dynamically detect nonoequilibrium phase transitions in the
transverse field Ising model. We also study the multiple quantum spectra, eventually observe the
buildup of quantum correlation. Further applications of this protocol could enable studies other
of exotic phenomena such as many-body localization, and tests of the holographic duality between
quantum and gravitational systems.
Equilibrium properties of quantum matter can be effec-
tively captured with the well-established quantum statis-
tical mechanics. However, when closed quantum many-
body systems are driven out of equilibrium, a lot of
questions of how to understand the actual dynamics of
quantum phase transition remain elusive since they are
not accessible within thermodynamic description [1, 2].
An exciting perspective arises from quantum simulators,
which can mimic natural interacting quantum many-
body systems with experimentally controlled quantum
matter such as ultracold atoms in optical lattice and
trapped ions. Such analogue system enables the investi-
gation of exotic phenomena such as many-body localiza-
tion [3, 4], prethermalization [5, 6], particle-antiparticle
production in the lattice Schwinger model [7], dynamical
quantum phase transitions (DQPT) [8–10] and discrete
time crystal [11, 12].
In many of these phenomena, such as the celebrated
logarithmic entanglement growth in many-body localiza-
tion [13–15], the propagation of quantum information
plays a central role, opening up new point of view and
possibilities for probing out-of-equilibrium dynamics. To
measure the propagation of information beyond quantum
correlation spreading and characterize quantum scram-
bling through quantum many-body systems, the concept
of out-of-time-order correlation (OTOC) is developed re-
cently [16–20], leading to new insight into quantum chaos
[21, 22] and the black hole information problems [23, 24].
Recent experimental progresses in measuring out-of-
time-order correlation (OTOC) [18–20] deliver important
new insight into a more thorough grasping of how such
quantities characterized complex quantum system. For
instance, OTOC can be used as entanglement witness
via multiple quantum coherence [25], and in particular
be used to dynamically detect equilibrium as well as
nonequilibrium phase transitions [26, 27]. Here, we emu-
late the dynamical quantum phase transition of quantum
many-body system by a solid-state quantum simulator
based on nitrogen-vacancy centre in diamond [28]. Fur-
thermore, measurement of OTOC is performed to quan-
tify the buildup of quantum correlations and coherence,
and remarkably to detect the dynamical phase transition.
A very general setting for DQPT is the one emerg-
ing from a sudden global quench across an equilibrium
quantum critical point [8, 9, 29], and DQPT manifests
itself in discontinuous behaviour of the system at cer-
tain critical times. Here, we consider such a protocol.
First, the state is initialized in the ground state of the ini-
tial Hamiltonian Hˆ0 = −
∑N
i σ
x
i σ
x
i+1 as |Φ〉0 = |+〉
⊗
N
where |+〉 = (|↑〉 + |↓〉)/√2 and N is the number of
spins. At time t=0, the Hamiltonian is suddenly switched
to HˆTFI = −
∑N
i (σ
x
i σ
x
i+1 + gσ
z
i ) and the system state
evolves to |Φ(t)〉 = e−iHˆt |Φ〉0, realizing a quantum
quench. Here σ = (σˆx, σˆy, σˆz) are Pauli spin operators.
The rate function f(t) as a function of return probability
plays a role of a dynamical free energy, signalling the oc-
currence of DQPT. To explore DQPT of a spin-chain via
a single solid-state qubit, HˆTFI is written in momentum
space as HˆTFI =
∑
k Ψ
†
kHˆkΨk where Ψk denotes a spinor
with two elements vector composed of fermion opera-
tors (See Methods). The associated Bloch Hamiltonian
is Hˆk = d(k) ·σ = [1−cos (k)g]σˆx+sin (k)gσˆy with k the
quasi-momentum. The bulk dynamics of the system can
be solved since each k-component evolves independently,
and after quench the state at each k is given by|Φ(k, t)〉 =
e−iHˆkt |Φ(k, 0)〉. The rate function is defined as f(t) =
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FIG. 1: Measuring out-of-time-order correlation using time reversal in Nitrogen-vacancy centre. a. Illustration of experiment
schematics and atomic structure of the Nitrogen-vacancy (NV) centre in diamond. b. Scheme of energy levels of the NV
centre electron spin. Both its ground state (3A2) and excited state (
3E) are spin triplets. By applying a laser pulse of 532 nm
wavelength with the assistance of intersystem crossing (ISC) transitions, the spin state can be polarized into ms = 0 in the
ground state (3A2). This process can be utilized to initialize and to read out the spin state of the NV centre. The fluorescence
photons are detected by using the single photon counting module (SPCM). Additionally, a small permanent magnet in the
vicinity of the diamond (magnetic field B ≈ 524 G) that is aligned parallel to the symmetry axis of the nitrogen vacancy centre
splits the ms = ±1 spin levels. With this magnetic field, the 14N nuclear spin of the NV centre can be also polarized with
the laser pulse, which is enabled by the level anti-crossing in its excited state. c. Laser and microwave pulse sequence for the
measurement of OTOC. The pi/2 rotation Rˆy about the y-axis prepares an initial state with spin pointing along x-axis |x〉. The
state of interest ρˆ(t) is reached after the first evolution period. The rotation Rˆx(φ) then imprints a phase mφ on each sector
ρˆm of density matrix. Evolving backward and measuring the overlap with initial state as a function of φ, the coherence Im and
magnetization Am of ρˆ(t) are retrieved as the Fourier components of this signal.
−1/N∑k log(〈Φ(k, 0) ∣∣∣e−iHˆkt∣∣∣Φ(k, 0)〉)2, whose nonan-
alytic behaviour yields DQPT.
In the experiment we use a negatively charged NV cen-
tre in type-IIa, single-crystal synthetic diamond sample
(Element Six) to simulate the quantum many-body dy-
namics in its quasi-momentum representation. As illus-
trated in Fig.1, the NV centre has a spin triplet ground
state. We encode ms = −1 and ms = 0 in 3A2 as
spin up and down of the electron spin qubit. The state
of the qubit can be manipulated with microwave pulses
(ωMW ≈ 2pi× 1400 MHz), while the spin level ms = +1
remains idle due to large detuning. By applying a laser
pulse of 532 nm wavelength with the assistance of inter-
system crossing (ISC) transitions, the spin state can be
polarized into ms = 0 in the ground state. This process
can be utilized to initialize and read out the spin state
of the NV centre. By using a permanent magnet a mag-
netic field about 524 G is applied along the NV axis, the
nearby nuclear spins are polarized by optical pumping,
improving the coherence time of the electron spin.
Experimentally, evolution at different k is performed
in independent runs attributed to different rotation axes
and speed (See Appendix). As sketched in Fig.2a, we pre-
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FIG. 2: Rate function dynamics after a quantum quench in an Ising model. a. Pulse sequence for DQPT. b. Rate function after
a quantum quench of HˆTFI = −∑Ni (σxi σxi+1 + gfσzi ) with N=30. The initial state is prepared at |φi〉 = |x〉 = (|↑〉+ |↓〉)/√2,
as the ground state of Hˆ0 = −∑Ni σxi σxi+1 (i.e. gi = 0 in HˆTFI). gf is varied in the global quench with the values of 0.5, 0.8
and 1.2. Rate functions are shown in panel b with symbols (square, diamond, circle) and solid lines representing experimental
and theoretical values. c-d. Return probabilities for gf = 1.2 and gf = 0.8, respectively. Theoretical results and experimental
data are presented in the left and right panels, all sharing the same colorbar. For convince, t is normalized by a period of time
t0 =
pi
|df (k)| (See Appendix).
pare the initial state as |+〉 = (|↑〉+ |↓〉)/√2, the ground
state of Hˆ0, and then switch on the quench Hˆk by apply-
ing a resonant microwave pulse. The return probabilities
are recorded by projecting the final states on x-basis. In
the transverse field Ising model, the critical transverse
field gc = 1 separates the paramagnetic phase (g > 1)
from ferromagnetic phase (g < 1). Since state is initial-
ized in ferromagnetic phase (gi = 0), DQPT only can
occur only if gf > 1. It is demonstrated by the experi-
mental data of the rate function for different gf values,
as shown in Fig.2b, where the sharp peak with nonan-
alytic behaviour of rate function indicates the DQPT,
being associated with dynamical Fisher zeros [31] (See
Appendix).
Further signatures of the DQPT are observed by
measure the OTOC, a quantity probing the spread
of quantum information beyond quantum correlations.
OTOC functions of particular interest is defined as Ref.
[18, 32], F (t) =
〈
Wˆ †(t)Vˆ †Wˆ (t)Vˆ
〉
where Wˆ (t) =
e−iHˆinttWˆeiHˆintt with Hˆint an interacting many-body
Hamiltonian and Wˆ and Vˆ two commuting unitary op-
erators. Re[F (t)] = 1 −
〈∣∣∣[Wˆ (t), Vˆ ]∣∣∣2〉 /2 captures the
degree by which the initially commuting operators fail
to commute at later times due to the many-body inter-
actions Hˆint, an operational definition of the scrambling
rate. In such process the information initially encoded in
the state spread over the other degrees of freedom of the
system after the interactions, and cannot be retrieved by
local operations and measurement.
We now outline the protocol to measure the OTOC as
illustrated in Fig.1c. In contrast to the pulse sequence
shown in Fig.2 a, we implement the many-body time re-
versal by inverting the sign of HˆTFI which evolves again
for time t to the final state ρf and ideally takes the
system back to the initial state ρ0. If a state rotation
Rˆx(φ) = e
−iSˆxφ, i.e. Wˆ (0) = Rˆx(φ), here about the x-
axis with Sˆx = 1/2
∑
i σˆ
i
x, is inserted between the two
halves of the time evolution through a variable angle φ,
the dependence of the revival probability on this angle
40
1
2
3
4
5
6
0.2 0.4 0.6 0.8
t/t0
0 1
0
1
2
3
4
5
6
0.2 0.4 0.6 0.8
t/t0
0 1
0
1
2
3
4
5
6
m
0.2 0.4 0.6 0.8
t/t0
0 1
0
1
2
3
4
5
6
m
0.2 0.4 0.6 0.8
t/t0
0 1
0
0.02
0.04
0.06
0.08
0.12
0.14
0.16
0.18
0.10
0.4 0.6 0.8
t/t0
0 0.2 1
g=0.8
g=1.2
Magnetization OTOC F  (t)
gf=0.8a c
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
d e
A
1
fMagnetization Fourier components Am
gf=1.2 b
0.4
0.5
0.6
0.7
0.8
0.9
1
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
F
(t)
0.4 0.6 0.8
t/t0
0 0.2 1
g=0.5
g=0.8
g=1.2
g=1.5
FIG. 3: Probing the DQPT through magnetization OTOC dynamics. The measured magnetization OTOC from time evolution
under the HˆTFI and rotations about the x-axis 0− 2pi with gf = 1.2 a and gf = 0.8 b. The associated Fourier components Am
dynamics for gf = 1.2 d and gf = 0.8 e, respectively. c. The measured magnetization with fixed φ = pi by varying gf (0.6, 0.8,
1.2, 1.5). f. Fourier components A1 as a function of time where inversed double-well structure at the critical time tc is only
shown in DQPT (gf > 1).
contains information about ρ(t). At the end of sequence,
two different observables can be measured, the collective
magnetization along the x-direction,
〈
Sˆx
〉
= tr[Sˆxρˆf ]
and the fidelity Fφ(t) = tr[ρˆ0ρˆf ]. In particular, the fi-
delity can be cast as an OTOC by setting Vˆ = ρˆ0, corre-
sponding to a many-body Loschmit echo. Measurement
of the fidelity is also directly links to the so-called multi-
ple quantum intensities Im by the Fourier transformation
Fφ(t) = tr[ρˆf ρˆ0] = tr[ρˆ(t)ρˆφ(t)] =
∑N
m=−N Im(t)e
imφ
[18, 25, 33].
Similarly, the dynamics of the Fourier amplitude Am
of the magnetization Fφ(t) =
∑N
m=−N Am(t)e
imφ quan-
tifies the buildup of many-body correlations. However, it
is much less sensitive to decoherence compared with the
fidelity due to the nature of single-body observables. In
Fig.3, we show the results of the magnetization OTOC
measurement sequence and hence a buildup of Fourier
amplitudes, Am. Comparison of the data with gf = 0.8
to that with gf = 1.2 confirms that the appearance
of double-well-like features in φ − t plane, signals the
DQPT. Fig.3c shows the measured magnetization with
fixedφ = pi by varying gf , in agreement with the con-
clusion above. The associated Fourier amplitude Am
is extracted and illustrated in Fig.3d-e. Although the
nearest-neighbour interaction limits the buildup of high
order components, double-well feature still distinguishes
the DQPT with non-DQPT.
In summary, we demonstrate a new approach for inves-
tigating quantum many-body system out of equilibrium
by a solid-state quantum simulator based on nitrogen-
vacancy centre in diamond. The sharp peak with non-
analytic behaviour of rate function indicates the DQPT.
Moreover, we measure the magnetization OTOC to quan-
tify the buildup of quantum correlations and coherence,
and in particular the intriguing feature arising from the
dynamical phase transition is characterized to detect the
occurrence of DQPT. Further applications of this proto-
col could enable studies of other exotic phenomena such
as many-body localization, and tests of the holographic
duality between quantum and gravitational systems.
5Appendix
Spin chain model We start with a periodically driven
spin chain with transverse-field Ising Hamiltonian as fol-
lows,
HˆTFI = −
N∑
n
(σxnσ
x
n+1 + gσ
z
n),
with g the transverse field strength. The first term de-
scribes the time-independent nearest-neighbour spin-spin
coupling.
In order to obtain a single qubit Hamiltonian in
momentum representation, we first apply the Jordan-
Wigner transformation to fermionize HˆTFI , which is of-
ten used to solve 1D spin chains with non-local trans-
formation [34]. For convenience, Pauli operators are
expressed by spin raising and lowering operators as
σˆ±n = (σˆ
x
n ± iσˆyn)/2. By applying Jordan-Wigner
transformation, the original Hamiltonian is mapped to
the free-fermion model with the definition of σˆ+n =
eipi
∑
j<n f
†
j fjfn, σˆ
−
n = f
†
ne
−ipi∑j<n f†j fj and σˆzn = 1 −
2f†nfn. Here, the fermionic creation and annihilation
operators f†n and fn satisfy the anti-commutation re-
lations {fm, fn} =
{
f†m, f
†
n
}
= 0 and
{
fm, f
†
n
}
=
δmn. The fermionized spin chain model reads as Hˆ =
−∑n(f†nfn+1 + f†nf†n+1 + h.c.) + g(1− 2f†nfn).
Next, by using Fourier transformation defined as fn =
1/
√
N
∑
k∈BZ e
iknfk and f
†
n = 1/
√
N
∑
k∈BZ e
−iknf†k
with the quasi-momentum k in the first Brillouin zone
(BZ), the associated Hamiltonian can be written as
HˆTFI =
∑
k Ψ
†
k[sin(k)σy + (g − cosk)σz]Ψk in terms of
the spinor basis Ψ†k = (f
†
k , f−k). And we can denote
Hˆk = d(k) · σ.
In our experiment, the initial state is prepared at
|φi〉 = |x〉 = (|↑〉 + |↓〉)/
√
2, one eigenstate of σˆx. Given
|φi〉 as the ground state of Hˆ0 in the protocol, a unitary
transformation Uˆ should be used to meet UˆHˆ0(k)Uˆ
† =
σˆx, then the applied quench Hamiltonian HˆTFI is ro-
tated to UˆHˆTFI Uˆ
†. In practice, unitary transformation
P and S are introduced to diagonalize σˆx and Hˆ0 as
D = P−1σxP and D˜ = S−1H0S respectively. By rewrit-
ing σˆx = PS
−1Hˆ0SP−1, one finds U = PS−1.
The spin processes on the Bloch sphere with a period
pi
|df (k)| . In order to explore the full Brillouin zone k
should be varied from 0 to 2pi with N + 1 steps (i.e.
step size 2pi/N) and N is equivalent number of spin.
For each k, a unitary rotation operation is applied with
axis
df (k)
|df (k)| , i.e. Ω = C |df (k)| with Constant C from
current experimental setting and (θ, φ) = (Ωt, φ) with
φ = arcsin(
sin(k)gf√
(1−cos(k)gf )2+(sin(k)gf )2
). Since we’d like to
keep the normalized speed for all the k, pulse duration
T is varied from 0 to 2pi/Ω with NT steps. In the exper-
iment, we can fix it as ∼ 100 for instance.
Critical time tc In analogy to the Fisher zeros in
the partition function, which trigger phase transition in
equilibrium, dynamical Fisher zeros is introduced [31].
At dynamical Fisher zeros the Lochmidt amplitude
G(t) =
〈
Φ0
∣∣∣e−iHˆkt∣∣∣Φ0〉
=
∏
k
[cos(|df (k)| t) + idi(k) · df (k) sin(|df (k)| t)]
goes to zero. It requires the existence of the critical
momentum k∗ at which the vector df is perpendicular
to di, i.e. di(k) · df (k) = 0. and DQPT occurs at
tc =
pi
|df (k)| (n+ 1/2), n=0, 1, 2....
Since we employ transverse field Ising model, one
should satisfy the following condition,
di(k)·df (k) = cos2(k)+sin2(k)−(gi+gf ) cos(k)+gigf = 0
which requires k∗ = ±arccos 1+gigfgi+gf on the condition of
|cos(k)| =
∣∣∣ 1+gigfgi+gf ∣∣∣ < 1, causing to sgn[(1 − |gi|)(1 −
|gf |)] = −1. This indicates DQPT occurs if and only if
the initial and final Hamiltonian have to belong to dif-
ferent phases.
Experiment setup The diamond used in this work is
a 2mm× 2mm× 500µm type-IIa, single-crystal synthetic
diamond sample (Element Six), grown using chemical va-
por deposition (CVD) by Element Six, containing less
than 5 ppb (often below 1 ppb) Nitrogen concentration
and typically has less than 0.03 ppb NV concentration.
Single mode solid-state 532 nm laser is utilized to ini-
tialize and readout the electron spin state of the NV cen-
ter. We can use an acoustic optical modulator (AOM) to
control the laser and create the desired pulse, driven by
an amplified signal from a home-built pulse generator.
The fluorescence photons emitted from the NV center
is collected by a 1.40 numerical aperture (NA) aspheric
aplanatic oil condenser (Olympus), passed through a 600
nm longpass filter (Thorlabs) and a pinhole with a diam-
eter of 50 µm, and detected by the single photon counting
module (SPCM; Excelitas).
A small permanent magnet creates a bias magnetic
field B0 of 524 G along the NV axis, splitting ms = ±1
spin levels. With this magnetic field, the 14N nuclear
spin of the NV center can be polarized based on opti-
cal pumping, improving the coherence time of electron
spin. It is observed in the optically detected magnetic
resonance (ODMR) spectra that the nuclear spin polar-
ization is higher than 98% [35].
Fig. shows a schematic of the microwave (MW) setup.
A commercial MW source (Rohde&Schwarz) outputs a
single frequency signal, mixed with the output from an
arbitrary-waveform generator (AWG610; Tektronix; 2.6
GHz sampling rate) via IQ modulator to adjust the MW
frequency and phase. Then the MW signal is ampli-
fied (Mini-Circuits ZHL-42W+) before delivery to an
6impedance-matched copper slotline with 0.1 mm gap, de-
posited on a coverslip, and finally coupled to the NV
center. Note that pulse generator, MW source and AWG
are all synchronized by locking to a 10 MHz reference
rubidium clock.
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mm.
Society Newton International Fellowship (NF170876) of UK.
