Abstract-Nonlinear system regulation is an active research area and is important for disturbance rejection and reference signal tracking. Existing results using differential geometry or Lyapunov theory are restricted to bounded exogenous signals. This paper uses a differential vector space approach to develop solutions for nonlinear system regulation with both bounded and unbounded exogenous signals. The solutions are given in terms of observable dual state spaces in the differential vector space of the system and are well suited to symbolic and numerical computation.
when tracking an unbounded exogenous signal, the solution presented here is local in the sense that the system error output is regulated in a neighborhood of the equilibrium point. We give a sufficient condition for the solution of such a regulation problem and further show that this sufficient condition is also necessary under an additional condition on system observability. Finally, we refine the necessary and sufficient conditions when the exogenous signal is bounded.
The approach to nonlinear system regulation developed here is based on the theory of differential linear algebra. Early work on the application of differential linear algebra to control systems is presented in [1] and [8] , where it is shown that a dynamic system defines a differential field and the system properties can be represented by a differential vector space over this field. Motivated by linear system regulation in the dual space as defined in [17] , this paper defines dual spaces for the system state, input, and output in the differential vector space of a nonlinear system. Moreover, the results in [20] and [21] on nonlinear system observability in differential vector space are further developed here to facilitate the solution to the nonlinear system regulation problem.
Our conditions for nonlinear system regulation are given in terms of the relationship between the system observable dual state space and the dual exogenous signal space. Such a dual state space representation addresses the problem of regulation via system observability properties and provides a clear physical interpretation of the conditions and design procedures. The dual state space approach to system observability allows the system state to be unbounded, thus resolving the difficulty experienced by some other approaches like center manifold theory, which requires the system state to be bounded. A further advantage of the dual state space approach is that integrability of the dual spaces leads directly to constructive conditions and computational procedures for nonlinear system regulation.
The results in this paper cover regular properties of nonlinear systems but do not apply on some singular (irregular) points. By regular properties, we mean analytical properties of the system over an open dense set of the system state, input, and output spaces. System properties on singular points deserve further study but are beyond the scope of this paper.
The organization of this paper is as follows. Section II formulates the nonlinear system regulation problem. Section III reviews linear system regulation in the dual space and presents fundamental results from the theory of differential vector spaces of nonlinear systems. Section IV develops results on observability of nonlinear systems in the differential vector space. The main results of this paper, in Section V, include nonlinear system regulation results for both stable and unstable systems with both bounded and unbounded exogenous signals. Section VI illustrates the procedure for nonlinear state feedback design through two examples. Section VII concludes the paper.
II. PROBLEM FORMULATION
Throughout this paper, denotes an -dimensional Euclidean space with the usual norm. denotes the differential operator. denotes the derivative and denotes the th-order derivative with respect to time of a function . denotes the partial derivative with respect to a variable .
denotes the partial derivative with respect to an -dimensional vector .
denotes the Lie derivative along the vector field .
denotes the dimension of a vector space .
denotes the orthogonal space (annihilator) of a linear vector space .
denotes the dual space of a vector space .
denotes the inner product of vectors and . denotes the closed integer set . The nonlinear system under consideration is the system are  written as  ,  ,  , , and is the error output to be regulated. In the nonlinear system (1)-(4), (1) represents the controlled nonlinear plant affine in control input and exogenous signal and (2) is an exosystem generating the exogenous signal , which can represent a disturbance to the system or a specified reference signal to be tracked. The error output is the difference between the actual plant output and a function of the exogenous signal.
In this paper, the continuous feedback control input of the system uses the full system state , which is continuous for all . Under this condition, we describe stability and stabilizability of the system as follows.
A Given a full state feedback control , we obtain the closed-loop system (6) The problem of nonlinear system regulation considered in this paper is generally stated as: find a state feedback control for the nonlinear system (1)-(4) such that (1) is asymptotically stabilized and the error output converges to zero for unbounded or bounded exogenous signals. We will give a more specific statement of the regulation problem in Section V after some necessary technical material is presented.
III. DIFFERENTIAL VECTOR SPACE OF NONLINEAR SYSTEMS

A. Linear System Regulation in the Dual Vector Space
This section provides a brief review of a well-known result on linear system regulation [7] and relates it to the notion of dual vector space presented by Wonham [17] . It will turn out that the differential vector space of a nonlinear system is a natural extension of the dual vector space of a linear system.
Consider the linear system (7) where , and are the system state, input, and output, respectively, and , , and are the system state, input, and output matrices, respectively. The dual state space of the system (7) as defined in [17] is span span Thus includes all linear functionals of the state variables . The dual input space and dual output space of the system are defined, respectively, as span span While is a finite-dimensional vector space, and may be infinite dimensional spaces.
The dual output space can be computed as follows:
Clearly and it can be shown that the system (7) is observable if and only if
For linear system regulation, we consider the following state equations:
(9) (10) (11) where is the exogenous signal and is the error output of the system.
In [7] , it is assumed that the exogenous signal is generated by an unstable exosystem system (10) where all the eigenvalues of the state matrix are assumed to be in the closed right half of the complex plane. For the purposes of this section, we only consider the problem of stable linear system regulation, i.e., for , the system (9) is stable and the input matrix . Under these conditions, the result in [7] can be stated as follows.
Proposition 3.1: The error output of the linear system (9)- (11) (12) can be readily checked by taking a finite number of derivative operations on the error output . Thus, the dual vector space is a useful notion for linear system regulation. In this paper, we further extend these ideas to describe the differential vector space of nonlinear systems and apply it to nonlinear system regulation.
B. Differential Vector Space of Nonlinear Systems
We now present basic definitions and results from the theory of differential fields and differential vector spaces [1] , [8] .
A differential field is a field together with a derivative operation , which satisfies the following rules: and for . A vector space over a differential field is a vector space together with a derivative operation , which satisfies the following rules: and for and . Let be the field of meromorphic functions of and for , , , and , and let be the set of meromorphic functions of , for
. For a function , we have since (13) Further, it can be shown using (13) that if and , then and . Thus is a differential field defined by the dynamical system (1)-(4).
Over the differential field , the system (1)-(4) also defines a linear vector space written as span The dual space of over is defined as span The dual space defined by the nonlinear system (1)- (4) is a differential linear vector space over .
Remark 3.1:
The definition of the dual space over the differential field of meromorphic functions follows from standard results [18] , [1] , [8] . The linear vector space and its dual space are induced by the inner product of vectors in these two spaces, and the inner product can be described in terms of the dual bases of the two spaces. (14) can be described using the ideas of differential geometry. Over an open set , the state variables establish a coordinate system over and form a differential manifold. Thus the space represents the tangent bundle over the differential manifold. Consequently, a subspace of forms a distribution over , and a vector in is a vector field over . c) For a differential manifold in the local coordinate system over , the dual state space presents the cotangent bundle over the manifold since the dual bases of and , as defined in (16) and (14) of such that and a vector of exact one-forms is integrable. It follows from the definitions of dual spaces that the dual state space, dual input space, and dual exogenous signal space of the system (1)-(4) are subspaces of the differential vector space , and these spaces satisfy
The dual output space and dual error output space of the system (1)- (4) are the vector spaces generated by the dual state space, dual input space, and dual exogenous signal space. Thus the dual output space and dual error output space are subspaces of the differential vector space , namely
We now define local regularity of a subspace of the differential vector space. A finite-dimensional subspace of the differential vector space is a locally regular subspace if in a neighborhood of the system equilibrium point in . Throughout this paper and unless otherwise stated, we assume the following: each finite-dimensional subspace of the differential vector space of the nonlinear system under consideration satisfies the local regularity condition.
Remark 3.3:
a) The local regularity condition is a standard condition for nonlinear system analysis using the differential vector space approach [1] , [8] . Since the differential vector space is defined over the meromorphic function field , this condition is necessary to deal with difficulties caused by singular points of the system. Under the local regularity condition, the results in this paper are generic for nonlinear system regulation but may not cover certain special cases that occur on singular (irregular) points of the nonlinear system. b) The local regularity condition does not imply that there exist no globally regular subspaces in the differential vector space. In other words, the existence of globally regular subspaces in the differential vector space for the nonlinear system does not contradict the local regularity condition. c) The system equilibrium point referred to in the definition of the local regularity is not restricted to the origin of the system.
IV. OBSERVABILITY IN THE DIFFERENTIAL VECTOR SPACE
For linear systems, observability is represented by a factor state space, which is defined by the unobservable subspace of the system [17] . Such a situation also exists for nonlinear systems, where the unobservable states are described by a nonsingular involutive (or integrable) distribution [11] . We follow the results in [20] to show that in differential vector space, observability can be represented by an "observable" subspace in .
A. Observable Dual State Spaces
For the following nonlinear system without an exogenous signal: (19) we define observability as follows.
The system (19) is observable if for any two initial states there exists a control such that the system output satisfies for The system (19) is strongly observable if for any state feedback control , the following closed-loop system is observable: (20) where is a new control input to the system. The system (19) is absolutely observable if for any state feedback control the following autonomous closed-loop system is observable:
Remark 4.1: This definition of observability accounts for the dependence of system observability on the input matrix and the choice of control input . The definitions of strong observability and absolute observability account for the dependence of system observability on the state feedback control [20] , [14] .
We also need the following observability definitions for functions of the system state.
A function of the system state is observable for system (19) if under the condition , for two initial states and , there exists a control such that the system output satisfies A function of the system state is strongly observable for system (19) if for any state feedback control it is observable for the closed-loop system (20) .
A function of the system state is absolutely observable for system (19) [20] : The observable dual state space, strongly observable dual space, and absolutely observable dual state space of the system (19) are subspaces of the system observable dual state space, and these spaces satisfy Proposition 4.3 [20] : A state feedback control with and a nonsingular input transformation can be found such that the strongly observable dual state space of the system (19) is identical to the observable dual state space of the following closed-loop system (22) Proposition 4.4 [20] : A state feedback control with can be found such that the absolutely observable dual state space of the system (19) is identical to the observable dual state space of the following closed-loop system: (23) Following from Propositions 4.3 and 4.4, the observable dual state space of system (22) is , and the observable dual state space of system (23) is , where and are, respectively, the strongly observable dual state space and absolutely observable dual state space of system (19) .
Remark 4.3:
It is shown in [20] that the strongly observable dual state space can be related to the dual space of the maximal controlled invariant distribution in kernel (dh) as defined in [11] . In differential geometry, such an invariant distribution can be interpreted as the dynamics associated with the maximal loss of observability [13] . Also, the notion of absolute observability can be associated with the notion of transmission zeros. In [20] , it is shown that the absolutely observable dual state space can be related to the zero output constrained dynamics, as defined in [13] .
For (22) in Proposition 4.3, the observable dual state space and strongly observable dual state space are identical. Based on this, a strongly observable canonical form for system (22) can be constructed using the dual spaces and , as given in the following proposition.
Proposition 4.5 [20] : New state coordinates , , can be found for (22) such that the dual state space and the strongly observable dual state space of the system can be written as span span and under the new state coordinates, the system can be written in a strongly observable canonical form as (24) (25) where , , , and are, respectively, the new system state and new control input for the closed-loop system.
B. Computation of Observable Dual State Spaces
The observable dual spaces of the system (19) and the state feedback controls and for (22) and (23) can be readily computed [20] . To compute the observable dual state space , write the vector field and the output mapping as and . Let , be the vector fields belonging to the set . Using these, a set of exact one-forms can be constructed as Then, the observable dual state space can be obtained as span Since there are only a finite number of independent vectors in the set , , , the observable dual state space can be computed in a finite number of steps. Several approaches are available for computing the strongly observable dual state space. One approach is based on the duality between the strongly observable dual state space and the maximal controlled invariant distribution in kernel (dh) [20] , [11] . To compute the absolutely observable dual state space, duality between the absolutely observable dual state space and the zero output constrained dynamics [20] , [13] can be used, and computation follows the procedure in [13] . In [20] , two algorithms, called SO and AO, are presented for computing the state feedback controls and in Propositions and 4.4 above.
V. NONLINEAR SYSTEM REGULATION
This section presents our main results on nonlinear system regulation. We first present necessary and sufficient conditions for stable nonlinear system regulation subject to both bounded and unbounded exogenous signals. Then follows a sufficient condition for possibly unstable nonlinear system regulation subject to unbounded exogenous signals. This sufficient condition is also shown to be necessary under an additional condition on system observability. Finally, the conditions for regulation subject to possibly unbounded exogenous signals are refined to obtain a necessary and sufficient condition for nonlinear system regulation subject to bounded exogenous signals. All of these results are stated in terms of the dual spaces of the nonlinear system and make extensive use of the differential vector space theory in Sections III and IV.
A. Preliminaries
Without loss of generality, assume that the error output vector in (4) of the nonlinear system has independent variables written as . We order the differential vectors of the error output as follows: (26) It can be shown that if a vector is dependent on the vectors to its left, then each vector with is also depen-dent on the vectors to its left. Thus we can choose a set of independent vectors denoted by for from the left of (26) to form the dual error output space span (27) This yields the augmented error output
We
We use this to define the augmented error state of the nonlinear system as (30) where is called the internal state of the system and written as (31) Suppose and are neighborhoods of the origin, in the sense of the induced topology, in
. We now state the problem of nonlinear system regulation for unbounded exogenous signals as follows.
The nonlinear system (1)- (4) is locally regulated if a full state feedback control can be found such that for any initial conditions of the augmented error output and the internal state : 1) the closed-loop system with is asymptotically stable; 2) the error output satisfies . For the problem of nonlinear system regulation for bounded exogenous signals, the above statement can be relaxed as follows.
The nonlinear system (1)- (4) is locally regulated if a full state feedback control can be found such that a) and b) of the above statement hold locally for any initial conditions of the augmented error output and the internal state . Remark 5.1: a) The problem statement for unbounded exogenous signals is in terms of the augmented error output and the internal state . Local regulation is with respect to the augmented error output and requires the initial condition to be small, which implies that is small. Under this local condition, the corresponding continuous exogenous signal and state are constrained by the error output equation . Thus the ranges of and are constrained to lie in the region where the error output is small. In this sense, and are not global and do not range over the whole space , although they are not necessarily bounded in a neighborhood of the origin. b) For unbounded exogenous signals, the meaning of asymptotic stability in the problem statement is twofold. With respect to , which is a function of the continuous exogenous signal and state , the stability is local and requires . With respect to , which is independent of the augmented error output , the stability is global for . This global condition accounts for the unbounded exogenous signal case and is an extension of the standard local stability condition [12] for nonlinear system regulation in the bounded exogenous signal case. Moreover, this global condition is an additional condition to the local regularity condition. It implies that span is a globally regular subspace in , and it does not contradict the local regularity condition. c) For bounded exogenous signals, the stability with respect to is local that requires to be bounded in a neighborhood of the origin. This local stability problem statement follows from that in [12] . Since the solution for regulation is an asymptotic result on the error output, a trivial case is the exogenous signal asymptotically converging to zero. For linear system regulation, this situation is excluded without loss of generality by assuming that the exosystem is unstable with all its poles in the closed right-half part of the complex plane [7] . For nonlinear system regulation, we now define areas of attraction and normal functions and use these to present assumptions that are equivalent to the unstable exosystem assumption used in the linear case.
A regular submanifold of the exosystem , denoted by , through the origin of the state space is defined as an area of attraction if for any initial state the state trajectory of the system always converges to the submanifold, i. We now use the preceding definitions to present assumptions on the exosystem and error output. These will be used for the regulation results in Theorems 5.1-5.4.
Assumption 5.1 (Regulation Under Unbounded Exogenous Signals):
a) The dual error output space in (27) is a locally regular subspace of the differential vector space, i.e., for all possible and such that .
b) Each
, for , of the augmented error output is a normal function of the system state and the exogenous signal . c) The nonlinear exosystem (2) has no areas of attraction.
Assumption 5.2 (Regulation Under Bounded Exogenous Signals):
The nonlinear exosystem (2) has bounded state and has no areas of attraction.
Remark 5.3: a) Assumption 5.1a) concerns local regularity of the dual error output space and takes into account the local condition for the augmented error output and the unboundedness of the exogenous signal and system state . b) The condition on the area of attraction in Assumption 5.1c) implies that each variable , for of the exogenous signal remains away from zero asymptotically and may become unbounded. Assumption 5.1b) and c) together imply that each function with of remains away from zero asymptotically for any nonzero bounded or unbounded . Thus Assumption 5.1b) and c) remove the trivial possibility of regulation where the contribution of a nonzero exogenous signal to the error output asymptotically becomes zero. Assumption 5.1b) and c) are only used for establishing necessary conditions for nonlinear system regulation. They are not used for establishing sufficient conditions. When the system is linear, these assumptions are precisely equivalent to assuming that all the poles of the exosystem are in the closed right-half part of the complex plane [7] . c) Assumption 5.2 implies that all eigenvalues of the matrix are on the imaginary axis. To facilitate derivation of the main results, we now present two technical lemmas.
Lemma 5.1 [15] : If is a uniformly continuous function, such that exists and is finite, then as . For the zero input , write the system (1)- (4) as (32) With respect to the error output , we suppose that the observable dual state space of the system (32) is . We have the following lemma.
Lemma 5.2:
The observable dual state space of the autonomous system (32) is identical to the dual error output of the system, i.e., . Proof: The dual state space of the overall system is . Since , the observable dual state space is . Then the result follows from .
B. Nonlinear System Regulation for Stable Systems
This subsection presents results on stable nonlinear system regulation, respectively, for bounded and unbounded exogenous signals. since is a normal function by Assumption 5.1b) and also satisfies . When the system is regulated and the error output converges to zero, the exogenous signal converges to the regular submanifold and becomes an area of attraction. However, such an area of attraction does not exist by Assumption 5.1c). Hence the assumption that the system is regulated is not true.
Remark 5.4: a) For the autonomous nonlinear system (32) with the full state and error output , the necessary and sufficient condition (33) is an intersection of the observable dual state space and the dual exogenous signal space. When the exogenous signal is viewed as a substate of the system (32) and following from the results on the observable dual state space in Proposition 4.1, condition (33) implies that the substate is not observable and is decoupled from the error output . Thus the error output converges to zero while the exogenous signal is nonzero and possibly unbounded. Hence, condition (33) relates the problem of regulation to system observability in the differential vector space and provides a clear interpretation of the regulation result. b) Theorem 5.1 shows that the necessary and sufficient condition for regulation is equivalent to examining the dependence of the dual error output space on the dual exogenous signal space. While local regularity of the dual error output space requires that the augmented error state is in a neighborhood of the origin, the intersection of the dual error output space and the dual exogenous signal space is independent of the boundedness of the system state and the exogenous signal . Thus conditions for nonlinear system regulation with unbounded exogenous signals can be established using the differential vector space approach. In contrast, the well-known center manifold approach requires the system state and the exogenous signal to be bounded. c) Theorem 5.1 expressed in terms of the intersection between the dual error output space and the dual exogenous signal space is a constructive result in the sense that it provides a computational procedure for testing if regulation is possible. Since the observable dual state space is integrable, the dependence of the observable dual state space on the dual exogenous signal space can be checked by a finite number of derivative operations on the error output . 
where is a constant matrix representing the linearized part of the system in terms of , and represents the higher order terms in . The higher order term can be further written as where satisfies . It can be shown that if and only if (37) is satisfied. Therefore, and under condition (37). Under condition (37) and by the theorem on existence of the center manifold [3] , [11] , there exists a center manifold of system (38) defined by , which passes through . Such a center manifold is actually a zero output invariant manifold in the sense that, for , if the system state is on the center manifold, then and are satisfied. It follows that for any . Further, the result on the zero output invariant manifold [11] can be applied to to show that the system is locally regulated. b) Necessity: If condition (37) is not satisfied, then defines a regular submanifold through the origin. Assume the system is regulated such that converges to zero. Then converges to zero by Lemma 5.1. It follows from (38) that converges to and becomes an area of attraction of the exosystem. However, this contradicts Assumption 5.2 that the exosystem has no areas of attraction. Hence the assumption that the system is regulated is not true.
Remark 5.5: When the exogenous signal is bounded, the necessary and sufficient condition for regulation is relaxed to (37). This condition applies to the intersection of and only at the specific point and, therefore, does not require local regularity of . Such a result is achieved since the theorem on existence of the center manifold used in the proof is applicable to (38) at for bounded .
C. Nonlinear System Regulation for Unstable Systems and Unbounded Exogenous Signals
We now consider the problem of nonlinear system regulation when the system can be unstable and the exogenous signal is possibly unbounded. Let and be, respectively, the strongly and absolutely observable dual state spaces of system (1)- (4) with respect to the error output. Proposition 4.3 can be applied to find a state feedback control such that the observable dual state space of the system (39) is identical to . Suppose that satisfies . Then Proposition 4.5 can be applied to transform system (39) into strongly observable canonical form under the new state coordinates as
where is the augmented error output and is the internal state of the closed loop system (40), and they are in the form of (28) and (31), respectively. For the strongly observable canonical form (40) of the nonlinear system (1)- (4), we make the following assumption.
Assumption 5.3: For
, there exists a neighborhood such that the subsystem is locally asymptotically stabilizable for any and the subsystem (41) is globally asymptotically stabilizable for any . Remark 5.6: The subsystem (41) represents a type of zero dynamics of the nonlinear system (39). Thus Assumption 5.3 requires the zero dynamics of (39) to be globally asymptotically stabilizable when . It is noted that the globally asymptotic stabilizability condition in Assumption 5.3 implies that the subspace span is a globally regular subspace in . We have clarified in Remark 5.1b) the meaning of global stabilization with respect to . The following theorem first presents a sufficient condition for nonlinear system regulation subject to a possibly unbounded exogenous signal and then goes on to show that the sufficient condition is also necessary under an additional condition on system observability.
Theorem 5.3 (Unstable Systems and Unbounded Exogenous Signals):
a) Suppose that the nonlinear system (1)- (4) 
D. Nonlinear System Regulation for Unstable Systems and Bounded Exogenous Signals
Our result on nonlinear system regulation for bounded exogenous signals requires the following condition for linearization of the nonlinear system. Assumption 5.4: For , the linear approximation (5) of the nonlinear plant (1) at the origin is stabilizable. The following result is in terms of the absolutely observable dual state space of the nonlinear system (1)- (4) with respect to the error output .
Theorem 5.4 (Unstable Systems and Bounded Exogenous Signals):
Suppose that the nonlinear system (1)- (4) (47) where is the transformed new control input and is a nonsingular input transformation matrix. Applying a Taylor series expansion to (47) in terms of , , and at the origin, we get (48) where the linear approximation of the system can be represented by the following constant matrix with appropriate dimension (49) Since Assumption 5.4 is satisfied is a stabilizable pair. It follows that the well-known decoupling technique in [7] can be applied to (48). This technique involves finding a linear feedback control of the form for (48) and then applying a state transformation with a nonsingular matrix . As a result, the system is transformed into (50) where is the transformed substate, the constant pair is stabilizable, and the higher order term can be written as (51) with being a higher order term in . The linear approximation of (50) can be represented by the following constant matrix:
The matrix (52) shows that the linear approximation of the system state is decoupled from the exogenous signal .
Since is stabilizable, a state feedback control can be found such that, for , the following closed-loop system is locally asymptotically stable:
Consider the locally asymptotically stabilized closed-loop system (50) with and in (51). If , the system satisfies and is regulated by Theorem 5.2.
If , we can carry out another state transform to remove the higher order term from the system equations. Such a transform is equivalent to finding a center manifold of the system (50). Thus, following from the theorem on existence of the center manifold [3] , [11] , the higher order term is removed and the system is regulated. It is noted that the work of finding the center manifold is in general not trivial and requires the solution to a set of partial differential equations; see [3] and [11] for details. b) Necessity: : Assume that there exists a state feedback control for system (1)-(4) such that, for , the closed-loop system is locally asymptotically stabilized and the error output is regulated. The closed-loop system is in the form (6) .
By Theorem 5.2 the dual error space of the closed-loop system (6) satisfies (53) Let the observable dual state space of the closed-loop system (6) be . By Lemma 4.2 and Lemma 5.2, the absolutely observable dual state space of the system (6) satisfies This leads to . It follows from the local regularity of that . Remark 5.8: Theorem 5.4 refines the conditions for regulation given in Theorem 5.3 to obtain relaxed necessary and sufficient conditions (45). This arises because the theory of linear system decoupling and the theorem on existence of the center manifold are applicable to the linearized system when the exogenous signal is bounded.
VI. ILLUSTRATIVE EXAMPLES
This section provides two examples that illustrate the procedure for designing a full state feedback control for nonlinear system regulation.
Example 1: In this example, an unstable nonlinear system is subject to an unbounded exogenous signal. It is shown that when the conditions of Theorem 5.3 are satisfied, a full state feedback controller can be computed and the resulting closed-loop system is locally regulated.
Consider the fourth-order nonlinear plant (54) with unstable exosystem (55)
The error output of the system is defined as
The overall nonlinear system is of sixth order with the full state and error output . We first apply algorithm SO [20] Example 2: This example was used in [11] to illustrate nonlinear system regulation subject to a bounded exogenous signal. Here we solve the same problem using the differential vector space approach.
Consider the third-order nonlinear plant, the exosystem, and the error output (61) where the exosystem generates a sinusoidal reference signal.
Applying algorithm AO [20] , the absolutely observable dual state space of system (61) can be formed by taking the derivatives of the error output as follows:
. . .
For this system, we let to obtain the absolutely observable dual state space span Now introduce a state transformation to transform the system into the form (48) as where . When is satisfied, the absolutely observable dual state space satisfies which is the necessary and sufficient condition needed by Theorem 5.4.
In order to eliminate the term from to transform the system into the form (50), we use the decoupling technique in [7] to apply a linear state transformation
The transformed system in the form of (50) is (63) where . If the nonlinear term was absent from (63), regulation could be obtained using linear state feedback. However, since the term is present, another state transformation is needed in order to exclude it from the system equations. Such a transformation is equivalent to finding a center manifold of system (63 This paper has presented solutions to the problem of state feedback nonlinear system regulation for both bounded and unbounded exogenous signals. The results are presented in a differential vector space framework, which differs from the existing approaches to nonlinear systems regulation. Some features of our approach are as follows.
1) The conditions for nonlinear system regulation are presented in terms of the dependence of the dual error output space upon the dual exogenous signal space. Such a presentation connects the problem of regulation to system observability properties and consequently provides a clear interpretation of nonlinear system regulation in terms of the "observability" of the exogenous signal from the system error output. 2) The differential vector space approach is applicable to unbounded exogenous signals. This overcomes the limitations of other approaches such as center manifold theory which require boundedness of the system state. 3) In the differential vector space framework, the conditions for nonlinear system regulation are constructive in the sense that the integrability of the dual spaces provides direct computation of the intersection. Thus the conditions and solutions for regulation can be readily computed. The results in this paper are natural extensions of the linear system results in [7] and [17] . When the results of this paper are applied to linear systems, they reduce to well-known necessary and sufficient conditions for linear system regulation. This paper further extends the application of differential linear algebra to control systems and demonstrates that the differential vector space approach can provide a very useful framework for analysis and design of nonlinear control systems. The authors have applied this approach to other nonlinear system problems [22] , [23] .
