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UNIQUENESS AND NON-DEGENERACY OF MINIMIZERS OF THE PEKAR
FUNCTIONAL ON A BALL
DARIO FELICIANGELI AND ROBERT SEIRINGER
ABSTRACT. We consider the Pekar functional on a ball in R3. We prove uniqueness of
minimizers, and a quadratic lower bound in terms of the distance to the minimizer. The
latter follows from non-degeneracy of the Hessian at the minimum.
1. STATEMENT OF THE PROBLEM AND MAIN RESULTS
The Pekar functional arises as a classical approximation of the ground state energy of
the Fröhlich polaron model. Works of Donsker and Varadhan [4] and Lieb and Thomas
[11] show that this approximation is correct, up to lower order corrections, in the strong
coupling limit. Motivated by [5], where quantum corrections to the classical approximation
were studied in the case of a polaron confined to a bounded subset of R3, we consider here
the Pekar functional on a ball. Our goal is to extend the results of [9] and [8], where the
problem is treated onR3, to this case. In particular, we refer to the existence and uniqueness
of minimizers (proved in [9]) and to the coercivity around these minimizers (proved in [8]).
LetBR denote the open ball of radiusR centered at the origin. We will consider Dirichlet
boundary conditions on BR, which corresponds to working with functions φ ∈ H10 (BR).
The Pekar functional is
ER(φ) =
∫
BR
|∇φ|2dx− 4pi
∫
BR
∫
BR
(−∆BR)−1(x, y)|φ(x)|2|φ(y)|2dxdy , (1.1)
where (−∆BR)−1(x, y) denotes the integral kernel of the inverse of the Dirichlet Laplacian
on BR. Explicitly,
(−∆BR)−1(x, y) =
1
4pi
(
1
|x− y| −
1∣∣ |y|
R
x− R
|y|
y
∣∣
)
. (1.2)
Our main results are as follows:
Theorem 1.1. For anyR > 0, there exists a minimizer 0 ≤ φR ∈ C∞(BR)∩H10 (BR) such
that
ER(φR) = ER := inf{ER(φ) : φ ∈ H10 (BR), ‖φ‖2 = 1}. (1.3)
Moreover, φR is the unique positive minimizer, it is strictly positive, radial and decreasing.
Any other minimizer of ER differs from φR by multiplication by a constant phase.
Theorem 1.2. For any R > 0, there exists a KR > 0 such that the coercivity estimate
ER(φ) ≥ ER(φR) +KR min
θ∈[0,2pi)
∫
BR
|∇(eiθφR − φ)|2dx. (1.4)
holds for any L2-normalized φ ∈ H10 (BR).
Date: April 18, 2019.
1
2 DARIO FELICIANGELI AND ROBERT SEIRINGER
The study of this problem is motivated by the recent work [5], where lower order correc-
tions to the ground state energy of the Fröhlich polaron model in the strong coupling limit
are investigated. In particular, in [5], Theorem 1.1 and, in a slightly weaker form, Theorem
1.2 are taken as assumptions and are conjectured to hold for a large class of domains (e.g.
convex domains). The goal of our work is to show that, at least in the case of balls, these
assumptions hold true.
Remark 1.1. Our results apply equally if we consider instead of ER the Pekar functional
on the full space R3 restricted to H10 (BR). This amounts to considering, for φ ∈ H10 (BR)
with ‖φ‖2 = 1, the functional
E˜R(φ) =
∫
BR
|∇φ|2dx−
∫
BR
∫
BR
|φ(x)|2|φ(y)|2
|x− y| dxdy . (1.5)
The necessary modifications in the proofs will be explained in Remark 4.3.
Remark 1.2. In the context of nonlinear Schrödinger equations with local nonlinearities
the non-degeneracy of linearizations is a well known fact (see [15], [2]). Our model does
not fall into this category since the linearization we have to deal with has a non-local nature.
Nevertheless, using similar techniques as the ones used in [8] and [14], the radial symmetry
of the problem still allows to conclude non-degeneracy.
2. EXISTENCE AND PROPERTIES OF MINIMIZERS
We start by showing that minimizers exist. This can be done with standard techniques;
the proof is actually easier on balls (because of compactness) than it is on the whole space.
It will be convenient to introduce the notation
TR(φ) =
∫
BR
|∇φ|2dx, WR(φ) = 4pi
∫
BR
∫
BR
(−∆BR)−1(x, y)|φ(x)|2|φ(y)|2dxdy .
(2.1)
Theorem 2.1. For any R > 0, there exists an L2-normalized φR ∈ H10 (BR) such that
ER(φR) = ER.
Proof. Let φ ∈ H10 (BR). By the Hardy–Littlewood–Sobolev, Hölder and Sobolev inequal-
ities,
WR(φ) ≤
∫
BR
∫
BR
|φ(x)|2|φ(y)|2
|x− y| dxdy ≤ C‖φ
2‖26/5 ≤ C‖φ‖6‖φ‖32 ≤ C‖∇φ‖2‖φ‖32
(2.2)
for suitable constants C (which may take different values at different appearances). Hence
ER(φ) = TR(φ)−WR(φ) ≥ 12‖∇φ‖22 − C‖φ‖62 . (2.3)
We conclude that the functional is bounded from below for L2-normalized functions, and
that any minimizing sequence is bounded in H10 (BR). The Rellich–Kondrachov and Ba-
nach–Alaoglu Theorems allow us to conclude that any minimizing sequence φn has a sub-
sequence that converges to some φR, strongly in L
p(BR) for every p ∈ [1, 6) and weakly in
H10 (BR). Hence we have ‖φR‖2 = 1 and, by lower semicontinuity of the norm w.r.t. weak
convergence, TR(φR) ≤ lim infn→∞ TR(φn). Moreover, with ρn := |φn|2 and ρ := |φR|2
we have
|WR(φn)−WR(φR)| = | 〈ρn|−∆−1BR |ρn〉 − 〈ρ|−∆−1BR |ρ〉 | = | 〈ρn − ρ|−∆−1BR |ρn + ρ〉 |
≤ CR‖ρn − ρ‖2‖ρn + ρ‖2 → 0. (2.4)
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Here, we used that −∆−1BR is a bounded operator (actually compact) on L2(BR) and that
ρn → ρ in L2. Putting these pieces together, we conclude that φR is a minimizer, since
ER(φR) ≤ lim inf
n→∞
ER(φn) = ER, φR ∈ H10 (BR) and ‖φR‖L2(BR) = 1 . (2.5)

Remark 2.1. We point out that this proof extends verbatim to any bounded domain, the
fact that we are working on BR does not play any role. This is not true for the uniqueness
statements that will come in the next sections, however.
Having established existence, we proceed to investigate properties of minimizers.
Lemma 2.1. Let φ ∈ H10 (BR), ‖φ‖2 = 1 and ER(φ) = ER. Then φ satisfies the equation
(−∆− eφ − 2Vφ)φ = 0 (2.6)
on BR, with
eφ := TR(φ)− 2WR(φ) (2.7)
and
Vφ(x) := 4pi
∫
BR
(−∆BR)−1(x, y)|φ(y)|2dy . (2.8)
Moreover, φ ∈ C∞(BR) and if φ ≥ 0 then φ > 0 on BR.
Proof. Eq. (2.6) is the Euler–Lagrange equation associated to our minimization problem
and its derivation is standard. Since φ ∈ H10 (BR), |φ|2 is in L2 (by Sobolev embeddings).
Moreover, the function y 7→ (−∆BR)−1(x, y) is bounded in L2(BR) uniformly in x. We
can thus conclude that Vφ ∈ L∞(BR). Since φ solves (2.6) and is inH10 (BR), it satisfies
φ(x) =
∫
BR
(−∆BR + λ)−1(λ+ eφ + 2Vφ(y))φ(y)dy (2.9)
for any λ > − inf spec(−∆BR), and by bootstrapping we can conclude that φ ∈ C∞(BR).
Finally, suppose φ ≥ 0. Choosing λ > −eφ and exploiting the fact that (−∆BR + λ)−1 is
positivity improving, (2.9) implies that φ > 0. 
Next we shall exploit the radial symmetry of the problem. Similarly to [9], we will make
use of the tool of symmetric decreasing rearrangement [10, Chapter 3]. For any measurable
positive function f , we will denote its symmetric decreasing rearrangement as f ∗. If f is
complex-valued, we will denote f ∗ = |f |∗. We recall the following Theorem, known as
Talenti’s Inequality [12]. In the strict form stated here, it is proved in [1, Theorem 3] (see
also [6] and [7]). The result in [1, Theorem 3] is actually more general, but for simplicity
we only state the version needed for our purposes.
Theorem 2.2 (Talenti’s Inequality). Let 0 ≤ f ∈ L2(BR), and let u, v ∈ H10(BR) solve{
−∆u = f x ∈ BR,
u = 0 x ∈ ∂BR,
and
{
−∆v = f ∗ x ∈ BR,
v = 0 x ∈ ∂BR.
(2.10)
Then u∗ ≤ v a.e. inBR. If additionally u∗(x0) = v(x0) for some x0 with |x0| = t ∈ (0, R),
then u(x) = v(x) and f(x) = f ∗(x) for all x with t ≤ |x| ≤ R.
With these tools in hand, we can show the following key Proposition, which will be
essential to prove uniqueness of minimizers.
Proposition 2.1. Let φ ∈ H10 (BR) be a minimizer of ER. Then |φ| = φ∗ and there exists a
θ ∈ [0, 2pi) such that φ = eiθ|φ|.
4 DARIO FELICIANGELI AND ROBERT SEIRINGER
Proof. Clearly, for any ψ ∈ H10 (BR), WR(ψ) = WR(|ψ|), and it is easy to see ([10,
Theorem 7.8]) that TR(ψ) ≥ TR(|ψ|). Hence, ER(ψ) ≥ ER(|ψ|). To proceed, we exploit
the properties of symmetric decreasing rearrangements. The Pólya–Szego˝ inequality [10,
Lem. 7.17] states that
TR(|ψ|) ≥ TR(ψ∗). (2.11)
We claim that also
WR(|ψ|) ≤WR(ψ∗), (2.12)
with equality if and only if |ψ| = ψ∗. To see this we define
u(x) :=
∫
BR
(−∆BR)−1(x, y)|ψ(y)|2dy and v(x) :=
∫
BR
(−∆BR)−1(x, y)ψ∗(y)2dy.
(2.13)
These functions satisfy (2.10) with f(x) = |ψ(x)|2. By Theorem 2.2, we conclude that
u∗ ≤ v. Applying first this estimate and then the Hardy–Littlewood rearrangement in-
equality [10, Thm. 3.4], we obtain
WR(ψ
∗) = 4pi
∫
BR
ψ∗(x)2v(x)dx ≥ 4pi
∫
BR
ψ∗(x)2u∗(x)dx
≥ 4pi
∫
BR
|ψ(x)|2u(x)dx = WR(|ψ|). (2.14)
To have equality in (2.14), we must have v = u∗ on the support of ψ∗, which contains a
non-empty ball centered at the origin. Hence the second part of Theorem 2.2 implies that
v = u and thus |ψ| = ψ∗ on BR, as claimed. For any ψ ∈ H10 (BR), we conclude that
ER(ψ) ≥ ER(ψ∗), with equality if and only if |ψ| = ψ∗.
If now we take φ to be a minimizer, we then immediately obtain |φ| = φ∗. Moreover, by
the previous Lemma, |φ| ∈ C∞(BR) and |φ| > 0. It remains to show that φ = eiθ|φ|. This
follows from the fact that both φ and |φ| are eigenfunctions of the Schrödinger operator
−∆− 2Vφ. Since the latter function is strictly positive, eφ must be the ground state energy
of this operator, and is a simple eigenvalue. 
3. UNIQUENESS OF MINIMIZERS
In the previous section we have shown that any minimizer, up to a multiplication by
a constant phase, must be real, strictly positive, C∞ and radial. To show uniqueness of
minimizers it is then sufficient to show uniqueness among functions with these properties.
The big advantage of this restriction, as already utilized in [9], is that the Euler–Lagrange
equation for minimizers can be written in the following convenient form.
Remark 3.1. Throughout this paper, we shall make a convenient abuse of notation, and
write equivalently φ(x) or φ(r) if φ is a radial function and x ∈ R3 with |x| = r.
Lemma 3.1. Let φ ∈ H10 (BR) be a radial function with ‖φ‖2 = 1. Then φ satisfies
Eq. (2.6) if and only if φ satisfies[
− d
2
dr2
− 2
r
d
dr
+ 2Uφ(r)
]
φ(r) = νφφ(r) , (3.1)
where
• Uφ(r) :=
∫ r
0
K(r, s)|φ(s)|2ds, with K(r, s) = 4pis2(1
s
− 1
r
) ≥ 0 for s ≤ r,
• νφ = eφ + 2I(φ)− 2R > 0, with I(φ) :=
∫
BR
|φ(x)|2
|x|
dx.
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Proof. The proof of this Lemma is just a straightforward application of Newton’s Theorem
[10, Thm. 9.7] to the nonlocal term Vφ. Indeed, with r = |x| we have
Vφ(x) =
∫
BR
|φ(y)|2
|x− y|dy −
∫
BR
|φ(y)|2∣∣ |y|
R
x− R
|y|
y
∣∣dy =
=
1
r
∫
Br
|φ(y)|2dy +
∫
BR\Br
|φ(y)|2
|y| dy −
1
R
= −Uφ(r) + I(φ)− 1
R
. (3.2)
Recalling the original form of the Euler–Lagrange equation (2.6), this identity immediately
implies our claim. To show νφ > 0 one just needs to integrate the equation against φ and
use the positivity of Uφ and of −∆BR . 
It is important to note that the nonlocal term Uφ(x) only depends, at a fixed x, on the
values of φ on B|x| and not on the whole ball BR. By using ODE techniques, as in [9, 8]
(see also [13]), this will allow us to conclude uniqueness of solutions.
Theorem 3.1 (Uniqueness of minimizers). For any R > 0, there exists a unique positive
and L2-normalized minimizer of ER.
Proof. From Lemma 2.1 and Proposition 2.1 we deduce that any positive minimizer is in
C∞(BR), is radially decreasing and strictly positive. Moreover, by the previous Lemma, it
satisfies (3.1). Suppose that φ1 and φ2 are two distinct positive L
2-normalized minimizers.
We distinguish two cases: νφ1 and νφ2 can either be equal (first case) or not (second case).
First case: Note that φ′i(0) = 0 for i ∈ {1, 2}, since φi is smooth and radial. If
φ1(0) = φ2(0) it follows from standard fixed point arguments (explained for completeness
in Appendix A) that φ1 = φ2 on BR. W.l.o.g. we can hence suppose that φ1(0) > φ2(0).
By integrating the Euler–Lagrange equation using that φ′i(0) = 0, we find(
φ1
φ2
)′
(r) =
2
r2φ22(r)
∫ r
0
s2φ1(s)φ2(s) [Uφ1(s)− Uφ2(s)] ds. (3.3)
Exploiting the fact that Uφ(s) only depends on the values of φ in [0, s), and it does so
monotonically, we conclude that if φ1 > φ2 on [0, t) for some t > 0, then (φ1/φ2)
′(t) > 0.
This readily implies that φ1 > φ2 on BR, which is a contradiction to our assumption that
both functions are L2-normalized.
Second case: W.l.o.g. we assume that νφ1 > νφ2 > 0. Let λ =
√
νφ1/νφ2 > 1 and
consider the function φ˜2(x) := λ
2φ2(λx) defined on BR/λ ⊂ BR. Its L2-norm equals√
λ > 1 and it satisfies[
− d
2
dr2
− 2
r
d
dr
+ 2Uφ˜2(r)
]
φ˜2(r) = λ
2νφ2φ˜2(r) = νφ1φ˜2(r) (3.4)
on BR/λ. Hence φ1 and φ˜2 satisfy the equation with same eigenvalue on BR/λ and we have
reduced the problem to the first case. In particular, we have that either φ1 > φ˜2 or φ1 < φ˜2
or φ1 = φ˜2 on the whole of BR/λ. Each of these possibilities yields a contradiction,
however, since φ˜2 has L
2-norm strictly larger than φ1 and is supported on a smaller ball.

In combination with Prop. 2.1, Thm. 3.1 proves Thm. 1.1.
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The unique positive minimizer will henceforth be denoted by φR. It is natural to expect
that, as R → ∞, it converges to a minimizer of the problem on the full space R3. This is
indeed the case, as detailed in Appendix B.
While the proof of existence of minimizers extends to general domains in R3, as dis-
cussed in Remark 2.1, the proof of uniqueness relies heavily on symmetric decreasing
rearrangement and hence cannot be easily generalized. Extending the uniqueness result to
more general domains is hence an open problem. As the following counterexample shows,
uniqueness can actually fail on particular domains. Nevertheless, we believe that unique-
ness holds generically, in the sense that if Ω is any domain for which different minimizers
exist, then a generic perturbation ofΩ should still lead to a unique minimizer (up to phase).
We conjecture that convexity of Ω is a sufficient condition to ensure uniqueness.
Remark 3.2. Consider two disjoint balls of the same size in R3, B1 := BR(x1) and B2 :=
BR(x2), with |x1 − x2| > 2R. Let Ω = B1 ∪B2 and consider the Pekar functional defined
on Ω:
EΩ(φ) =
∫
Ω
|∇φ|2dx− 4pi
∫
Ω
∫
Ω
(−∆Ω)−1(x, y)|φ(x)|2|φ(y)|2dxdy = TΩ(φ)−WΩ(φ).
(3.5)
Here (−∆Ω)−1(x, y) denotes the integral kernel of the inverse Dirichlet Laplacian on Ω.
AnyL2-normalized φ ∈ H10 (Ω) can be written as φ =
√
tφ1+
√
1− tφ2, for some t ∈ [0, 1]
and L2-normalized φ1 ∈ H10 (B1), φ2 ∈ H10 (B2). For general functions f1, f2,
〈tf1 + (1− t)f2|−∆−1Ω |tf1 + (1− t)f2〉
= t 〈f1|−∆−1Ω |f1〉+ (1− t) 〈f2|−∆−1Ω |f2〉 − t(1− t) 〈f1 − f2|−∆−1Ω |f1 − f2〉 . (3.6)
By the positivity of−∆−1Ω as an operator, the last term is strictly negative unless t ∈ {0, 1}
or f1 = f2. In other words, 〈·|−∆−1Ω |·〉 is strictly convex, which holds true for general Ω,
in fact. In particular
EΩ(φ) = t
∫
B1
|∇φ1|2dx+ (1− t)
∫
B2
|∇φ2|2dx−WΩ
(√
tφ1 +
√
1− tφ2
)
≥ tEB1(φ1) + (1− t)EB2(φ2) ≥ ER (3.7)
and the first inequality is strict unless t = 0 or t = 1. We conclude that any minimizer of
EΩ is obtained by translating a minimizer of ER by x1 or x2. In particular, uniqueness up
to phase does not hold on Ω.
The fact that Ω has two distinct connected components is not essential in our argument.
The lack of uniqueness would still hold, by continuity, if B1 and B2 were connected by
a sufficiently narrow corridor, respecting the symmetry between the two balls. On the
other hand, a generic perturbation of Ω (or of Ω connected by a corridor) would restore
uniqueness up to phase of minimizers, since it would break the symmetry.
4. STUDY OF THE HESSIAN
Recall that for given R > 0, φR denotes the unique L
2-normalized positive minimizer
of ER on BR. In this section we study the Hessian of ER at φR, following ideas in [8] (see
also [14]). Let φ be any function inH10 (BR). A straightforward computation shows that
ER
(
φR + εφ
‖φR + εφ‖2
)
= ER(φR) + ε
2HR(φ) +O(ε
3) (4.1)
as ε→ 0, where
HR(φ) = 〈Im(φ)|L−|Im(φ)〉+ 〈Re(φ)|QL+Q|Re(φ)〉 , (4.2)
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Q = 1− |φR〉〈φR|, and the operators L± are given by
L− := −∆BR − 2VφR − eφR , L+ = L− − 4X (4.3)
with
(Xf)(x) := 4piφR(x)
∫
BR
(−∆BR)−1(x, y)φR(y)f(y)dy . (4.4)
We recall that eφR = TR(φR) − 2WR(φR). Moreover Vφ is defined in (2.8). Since φR is
smooth, it is not difficult to see that both VφR and X are bounded operators. In particular,
the domain of L± equals the domain of∆BR , namelyH
2(BR) ∩H10(BR). Using (1.2), we
find it convenient to decomposeX as X = X1 −X2 with
(X1f)(x) := φR(x)
∫
BR
φR(y)f(y)
|x− y| dy , (X2f)(x) := φR(x)
∫
BR
φR(y)f(y)∣∣ |y|
R
x− R
|y|
y
∣∣dy .
(4.5)
Note that φR ∈ kerL− by the Euler–Lagrange equation (2.6). Since QφR = 0, clearly
also φR ∈ kerQL+Q. Our aim is to show that 0 is a simple eigenvalue for bothQL+Q and
L−. This will imply the strict positivity of the Hessian on ranQ. Indeed, by minimality of
φR, both operators are non-negative and, since the domain under consideration is bounded,
have compact resolvents and discrete spectrum.
The simplicity of 0 as an eigenvalue of L− follows from the fact that L− is a Schrödinger
operator with inf specL− = 0 (since the corresponding eigenfunction φR is positive). Note
that the non-triviality of kerL− is a consequence of the U(1)-symmetry of ER leading to
uniqueness up to phase of the minimizer only. Indeed, purely imaginary perturbations of
φR by functions in span{φR} correspond to phase rotations of φR.
The analysis of kerQL+Q is more tricky. The presence of the projection Q does not
allow the use of standard arguments to show simplicity of the least eigenvalue based on
positivity. It will be essential to utilize that L+ commutes with rotations. We recall that
L2(BR) =
∞⊕
l=0
Hl, (4.6)
where Hl := L
2([0, R], r2dr) ⊗ Yl, Yl = span{Ylm}lm=−l is the (2l + 1)-dimensional
eigenspace corresponding to the eigenvalue l(l + 1) of the negative spherical Laplacian
on L2(S2) and Ylm is the m-th spherical harmonic of angular momentum l. The fact that
L+ commutes with rotations implies that L+ acts invariantly on each Hl, i.e., it can be
decomposed as
L+ =
∞⊕
l=0
L+|Hl =:
∞⊕
l=0
L
(l)
+ . (4.7)
Since φR is radial, also Q leaves eachHl invariant (in particular Q|Hl = 1 if l ≥ 1), hence
QL+Q =
∞⊕
l=0
(QL+Q)|Hl =
(
QL
(0)
+ Q
)
⊕
(
∞⊕
l=1
L
(l)
+
)
. (4.8)
Identifying the kernel of QL+Q is equivalent to identifying the kernels of QL
(0)
+ Q|H0 and
of L
(l)
+ for l ≥ 1. We start with the study of QL(0)+ Q, the only operator in which Q still
appears, complicating the analysis. The operators L
(l)
+ , in which Q does not appear, will be
studied with more standard arguments below.
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Proposition 4.1.
ker
(
QL
(0)
+ Q
)
= kerQ = span{φR}. (4.9)
Proof. Since ker(QL
(0)
+ ) ∩ ranQ = {0} implies kerQL(0)+ Q|H0 = kerQ, our strategy will
be to show that ker(QL
(0)
+ ) does not contain any non-null functions that are in ranQ. Since
all operators are real (i.e., commute with complex conjugation), it is sufficient to consider
real-valued functions. We consider a f ∈ domL(0)+ (which in particular implies f ∈ H0,
i.e., f radial) and observe that, by Newton’s Theorem,
(L+f)(r) = (L+f)(r)− σ(f)φR(r), (4.10)
with
(L+f)(r) := (L−f)(r) + 4φR(r)
∫
Br
(
1
|y| −
1
r
)
φR(y)f(y)dy,
σ(f) := 4
∫
BR
(
1
|y| −
1
R
)
φR(y)f(y)dy .
(4.11)
Any f ∈ domL(0)+ is in ker(QL(0)+ ) if and only L+f = λφR for some λ ∈ R and, by the
previous discussion, this is true if and only if
L+f = µφR for some µ ∈ R. (4.12)
The operator L+ can be naturally defined on the extended domain H
2(BR) (without
Dirichlet boundary conditions at R) and it will be convenient to do so in the following.
From the above discussion we infer that f ∈ ker(QL(0)+ ) must be of the form f = v + cϕ,
with c ∈ R, v a solution of L+v = 0 and ϕ being a particular solution of (4.12), with
µ 6= 0. While f needs to satisfy Dirichlet boundary conditions, i.e., f ∈ H10 (BR), this
need not be the case for v and ϕ separately, however. In the following, we will exhibit
a particular solution ϕ that is radial, hence we are only interested in radial solutions of
L+v = 0.
We begin by studying the radial solutions of L+v = 0. A bootstrapping argument shows
that any such v must be in C∞(BR). Moreover, by Newton’s Theorem, v satisfies
v′′(r) +
2
r
v′(r) = a(r)v(r) + b(r), (4.13)
where
a(r) := −2VφR(r)− eφR , b(r) := 4φR(r)
∫
Br
(
1
|y| −
1
r
)
φR(y)v(y)dy . (4.14)
By the regularity of v, we have v′(0) = 0. Arguing as in the proof of Lemma A.1, we see
that the equation possesses no non-trivial solution that vanishes at the origin.
Recall that φR satisfies
φ′′R(r) +
2
r
φ′R(r) = a(r)φR(r) . (4.15)
By applying the same computations as in the proof of Thm. 3.1, using v′(0) = φ′R(0) = 0,
we obtain (
v
φR
)′
(r) =
1
r2φ2R(r)
∫ r
0
s2b(s)φR(s)ds . (4.16)
Note that b(r) ≥ 0 if v ≥ 0 in [0, r). Assuming that v(0) > φR(0) this implies that v > φR
on BR. In other words, any non-trivial radial solution of L+v = 0 has a multiple which
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is strictly larger than φR on BR. In particular any non-trivial radial solution must have
constant sign.
Consider now the radial function ϕ(r) := 2φR(r)+rφ
′
R(r). We observe that ϕ 6∈ ranQ,
since 〈φR|ϕ〉 = 1/2 as an argument using integration by parts shows. A straightforward
computation shows that L+ϕ = λφR for some λ ∈ R, which implies that also L+ϕ = µφR
for some µ ∈ R. We claim that µ 6= 0, which is an immediate consequence of our previous
findings about radial solutions of L+v = 0. Indeed, ϕ(0) > 0 whereas ϕ(R) < 0 (a
proof of this last statement is given in Lemma A.2 in Appendix A), hence ϕ does not have
constant sign and cannot be in kerL+. We conclude that ϕ is a particular solution of (4.12)
and this implies, by the previous discussion, that any f ∈ ker(QL(0)+ ) must be of the form
f = v + cϕ, for some v ∈ kerL+ and some c ∈ R. The case v ≡ 0 immediately yields
f = 0, since ϕ does not satisfy the boundary condition f(R) = 0. All the other solutions
v have constant sign, thus the boundary condition f(R) = 0 is satisfied if and only if c has
the same sign of v. In particular,
〈φR|f〉 = 〈φR|v〉+ c
2
6= 0 (4.17)
unless f = 0, i.e., f ∈ ranQ if and only if f = 0. We conclude that kerQL(0)+ ∩ ranQ =
{0}, as claimed. 
We now proceed with the study of kerL
(l)
+ for l ≥ 1. We first investigate the explicit
expressions of these operators. We note that the action of L+ is not only invariant on
Hl = L
2([0, R], r2dr) ⊗ Yl, but it also acts as the identity on the second factor. Hence
we can identify the operators L
(l)
+ with operators acting on L
2([0, R], r2dr) only, which
we will denote by the same symbol for simplicity. That is, if φ ∈ Hl is of the form
φ(rω) =
∑m=l
m=−l φm(r)Yml(ω) for ω ∈ S2, then
L+φ = L
(l)
+ φ =
m=l∑
m=−l
(L
(l)
+ φm)Yml , (4.18)
where he operators L
(l)
+ are defined on L
2([0, R], r2dr) by
L
(l)
− = −
d2
dr2
− 2
r
d
dr
+
l(l + 1)
r2
− eφR − 2VφR (4.19)
and L
(l)
+ = L
(l)
− − 4X(l) withX(l) = X(l)1 −X(l)2 , where
(X
(l)
1 φ)(r) =
4pi
2l + 1
φR(r)
∫ R
0
φ(s)φR(s)s
2 min{r, s}l
max{r, s}l+1ds,
(X
(l)
2 φ)(r) =
4pi
2l + 1
φR(r)
∫ R
0
φ(s)φR(s)s
2 (rs)
l
R2l+1
ds.
(4.20)
This follows from a straightforward computation, using the multipole expansion (see, for
example [3])
1
|x− y| = 4pi
∞∑
k=0
k∑
n=−k
1
2k + 1
min{|x|, |y|}k
max{|x|, |y|}k+1Ykn(ωx)Y
∗
kn(ωy) . (4.21)
Let us define the operator L˜+ := L− − 4X1, and the corresponding restriction to Hl,
L˜
(l)
+ := L
(l)
− − 4X(l)1 .
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Lemma 4.1. For l ≥ 1 the operators L(l)+ and L˜(l)+ satisfy the Perron–Frobenius property,
i.e., their least eigenvalue is simple and there exists a corresponding eigenfunction which
is strictly positive on (0, R). This eigenfunction is in C∞((0, R)) and has strictly negative
(left) derivative at r = R.
Proof. We will give the proof for the operators L
(l)
+ ; it will be important thatX
(l) = X
(l)
1 −
X
(l)
2 is positivity improving, which can be checked easily using the explicit form (4.20).
The proof for L˜
(l)
+ works in exactly the same way, using simply that X
(l)
1 is positivity
improving instead.
It will be convenient to introduce the unitary and positive transformation
U : L2([0, R], r2dr)→ L2([0, R], dr) with (Uf)(r) = rf(r) (4.22)
which satisfies
UL
(l)
+ U
−1 = − d
2
dr2
+
l(l + 1)
r2
+ V,
V := −eφR − 2VφR − 4UX(l)U−1.
(4.23)
Since U is positive, it is equivalent to show the Perron–Frobenius property for UL
(l)
+ U
−1.
Since V is bounded, the operators UL
(l)
+ U
−1 have compact resolvent and eigenfunctions
corresponding to the least eigenvalue certainly exist. By bootstrapping, we conclude that
they are C∞((0, R)). Moreover, if φ ≥ 0 is such an eigenfunction, then φ > 0 on (0, R).
Indeed, if we suppose that φ is not strictly positive, then there exists an r0 ∈ (0, R) such
that φ(r0) = 0. Evaluating the Euler–Lagrange equation at r0 we find, using that U is
positive and X(l) is positivity improving,
− φ′′(r0) = 4(UX(l)U−1φ)(r0) > 0. (4.24)
This is clearly a contradiction since φ attains a minimum in r0. From this, we can conclude
by standard arguments that the Perron–Frobenius property holds.
Finally, we need to show that φ′(R) < 0 if φ is the positive ground state function. We
already know that φ(R) = 0 and φ′(R) ≤ 0 (since φ is positive). If by contradiction
φ′(R) = 0 standard uniqueness arguments along the lines of Lemma A.2 imply that φ ≡ 0.
Note that also this property is preserved by U since φ(R) = 0. 
Remark 4.1. From this Lemma and the fact that X
(l)
2 is positivity improving we conclude
that for each l ≥ 1 we have inf specL(l)+ > inf spec L˜(l)+ . Thus, in order to show that
kerL
(l)
+ = {0} for l ≥ 1, it is sufficient to show inf spec L˜(l)+ ≥ 0 for l ≥ 1. It is actu-
ally even possible to show inf spec L˜
(l)
+ > 0 for l ≥ 1, which is the content of the next
Proposition. This is going to be relevant for Remark 4.3 at the end of this section.
Proposition 4.2. For any l > 1, we have
inf spec L˜
(l)
+ > inf spec L˜
(1)
+ > 0. (4.25)
In particular, kerL
(l)
+ = {0} = ker L˜(l)+ for all l ≥ 1.
Proof. For i ∈ {1, 2, 3}, we have ∂
∂xi
φR(x) ∈ H1, with
∂
∂xi
φR(x) = φ
′
R(r)
xi
r
=
1∑
m=−1
cimφ
′
R(r)Y1m(ω) (4.26)
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for suitable cim. Since φ
′
R(R) < 0, this function is not in the domain of L˜
(1)
+ . As in the proof
of Prop. 4.1, we can consider the extension of L˜
(1)
+ toH
2(BR)∩Hl, however (ignoring the
Dirichlet boundary condition). A straightforward computation shows that
L˜
(1)
+ φ
′
R = 0 (4.27)
i.e., φ′R is in the kernel of the extended operator.
Let φ denote the unique positive ground state of the original, unextended L˜
(1)
+ , with
ground state energy e˜1. The function φ is strictly positive on (0, R) and satisfies φ
′(R) < 0.
Integrating by parts, we have
0 =
〈
φ
∣∣∣L˜(1)+ φ′R〉 = 〈L˜(1)+ φ∣∣∣φ′R〉+ φ′(R)φ′R(R)R2 − φ(R)φ′′R(R)R2 =
= e˜1 〈φ|φ′R〉+ φ′(R)φ′R(R)R2. (4.28)
In particular, we conclude that
e˜1 = −φ
′(R)φ′R(R)R
2
〈φ|φ′R〉
> 0 , (4.29)
which is the second inequality in (4.25). For the first inequality, observe that if 0 < φ ∈
L2([0, R], r2dr) and l ≥ 2,
(L˜
(l)
+ φ)(r)− (L˜(1)+ φ)(r) =
(
l(l + 1)
r2
− 2
r2
)
φ(r)
+ 4piφR(r)
∫ R
0
φ(s)φR(s)s
2
(
min{r, s}
3max{r, s}2 −
min{r, s}l
(2l + 1)max{r, s}l+1
)
ds > 0. (4.30)
By Lemma 4.1, the ground state φl of L˜
(l)
+ is strictly positive. Thus
inf spec L˜
(l)
+ = 〈φl|L˜(l)+ |φl〉L2([0,R],r2dr) > 〈φl|L˜(1)+ |φl〉L2([0,R],r2dr) ≥ e˜1 > 0, (4.31)
which completes the proof. 
With the aid of Propositions 4.1 and 4.2, we can now give the proof of Theorem 1.2. The
proof follows closely [5, Appendix A], with some minor modifications due to the fact that
our statement is slightly stronger than the one in [5]. We emphasize that the hard part of the
proof was establishing the triviality of the kernel ofQL+Q (which enters as an assumption
in [5]), the remaining part uses only fairly standard arguments.
Proof of Theorem 1.2. We shall actually prove the following slightly stronger inequality:
For any L2-normalized φ ∈ H10 (BR) with 〈φ|φR〉 ≥ 0,
ER(φ) ≥ ER(φR) +KR
∫
BR
|∇(φR − φ)|2dx (4.32)
for some KR > 0 (independent of φ). Because of the invariance of ER(φ) under multipli-
cation of φ by a complex phase, (4.32) readily implies (1.4).
To show (4.32) we shall proceed in two steps, one to ensure that the estimate holds
locally and one to ensure that it holds globally.
Step 1: In this step we show that (4.32) holds locally. Let φ ∈ H10 (BR) with ‖φ‖2 = 1
and 〈φ|φR〉 ≥ 0. Denoting δ = φ− φR and expanding ER around φR, we have
ER(φ) = ER (φR + δ)
= ER(φR) + 〈Im δ|L−|Im δ〉+ 〈Re δ|L+|Re δ〉+O(‖δ‖3H1(BR)) (4.33)
12 DARIO FELICIANGELI AND ROBERT SEIRINGER
for small ‖δ‖3H1(BR), with L± defined in (4.3). Recall that L− = QL−Q for Q = 1 −
|φR〉〈φR|, and that L+ = L− − 4X .
In order to utilize the previous results, we would need QXQ in place of X . To estimate
the difference, observe that, since both φR and φ have L
2-norm equal to 1, we have
‖δ‖22 = 2− 2 〈φR|φ〉 ,
(1−Q) Re δ = φR 〈φR|δ〉 = φR (〈φR|φ〉 − 1) = −φR‖δ‖
2
2
2
.
(4.34)
This readily implies that
〈Re δ|X|Re δ〉 = 〈Re δ|QXQ|Re δ〉+O(‖δ‖3H1(BR)). (4.35)
In particular, we have
ER(φ) = ER(φR) + 〈Im δ|L−|Im δ〉+ 〈QRe δ|L+|QRe δ〉+O(‖δ‖3H1(BR)). (4.36)
As argued in the beginning of this section, we have L− ≥ κ−Q for some κ− > 0.
Moreover, Propositions 4.1 and 4.2 imply that QL+Q ≥ κ+Q for some κ+ > 0. With
κ = min{κ−, κ+} > 0, we thus have
〈Im δ|L−|Im δ〉+ 〈QRe δ|L+|QRe δ〉
≥ κ(‖Q Im δ‖22 + ‖QRe δ‖22) = κ‖Qδ‖22 . (4.37)
The assumption 〈φ|φR〉 ≥ 0 implies that
‖Qδ‖22 = ‖δ‖22 − 〈δ|φR〉2 = ‖δ‖22
(
1− 1
4
‖δ‖22
) ≥ 1
2
‖δ‖22 (4.38)
and hence
〈Im δ|L−|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ≥ κ
2
‖δ‖22. (4.39)
Next we want to improve this lower bound by including the full H1-norm of δ. We can
do this by exploiting the explicit form of L+ and L−. Indeed, by the boundedness of VφR ,
L− ≥ −∆− C . (4.40)
Using the smoothness of φR, it not difficult to see that also
QL+Q ≥ −∆− C . (4.41)
In particular,
〈Im δ|L−|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ≥ 〈δ|−∆− C|δ〉 = ‖∇δ‖22 − C‖δ‖22. (4.42)
By interpolating between (4.39) and (4.42), we have
〈Im δ|L−|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ≥
[
κ(1− α)
2
− Cα
]
‖δ‖22 + α‖∇δ‖22 (4.43)
for any 0 ≤ α ≤ 1. By choosing α = κ
2+κ+2C3
and substituting in (4.36), we obtain
ER(φ) ≥ ER(φR) + κ
2 + κ+ 2C3
‖∇δ‖22 +O(‖δ‖3H1(BR)). (4.44)
In particular, there exist c > 0 and K > 0 such that, if ‖δ‖H1(BR) ≤ c, then
ER(φ) ≥ ER(φR) +K‖∇(φ− φR)‖22 . (4.45)
In words, we have shown that the desired coercivity estimate holds locally, in the sense that
it holds whenever the H1-norm of δ is sufficiently small.
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Step 2: Suppose by contradiction that we cannot find a KR such that (4.32) holds glob-
ally on H10 (BR). Then there exist φn ∈ H10 (BR) with ‖φn‖2 = 1 and 〈φn|φR〉 ≥ 0 such
that
ER(φn) ≤ ER(φR) + 1
n
‖∇(φR − φn)‖22 (4.46)
for any n ∈ N. At the same time, we recall that by the estimate (2.3), we have
ER(φn) ≥ 1
2
‖∇φn‖22 − C. (4.47)
By combining the two inequalities, we see that φn is bounded in H
1(BR). Thus, also
‖∇(φR−φn)‖22 is bounded, which implies that ER(φn)→ ER(φR), i.e., φn is a minimizing
sequence. Therefore, up to subsequences, φn is converging in H
1 to a minimizer, i.e.,
to eiθφR for some θ ∈ [0, 2pi), by the compactness properties exploited in the proof of
Theorem 2.1. (There, only L2-convergence and weak H1-convergence are proved, but
the strong H1-convergence follows immediately from the convergence of the individual
parts of the functional.) The assumption 〈φn|φR〉 ≥ 0 implies that ‖φn − φR‖2 ≤ ‖φn −
eiθφR‖2 → 0, which in turn implies that θ = 0. Thus, we find a contradiction since
φn → φR inH1 and we can use the local result of step 1. 
Remark 4.2. As explained in Remark 3.2, uniqueness of minimizers may fail on general
domains, which implies that also (1.4) fails in this case. We still believe the bound to
hold locally even if uniqueness fails, however. In other words, the Hessian at the mini-
mizer(s) should be non-degenerate, in which case step 1 in the previous proof still applies.
Uniqueness of minimizers enters only in step 2.
Remark 4.3. As a final remark, we point out that all the results in this paper can be ob-
tained also if considering, instead of the Pekar functional (1.1) on a ball, the Pekar func-
tional on the full space, restricted to functions inH10 (BR) (extended by 0 outside BR), i.e.,
the functional (1.5). Indeed, existence of minimizers can be shown exactly as in Section 3,
as well as regularity of minimizers. To show that minimizers must be radial, one needs
to use the strong form of the Riesz inequality proved in [9] instead of Talenti’s inequality.
Note that on radial functions the two functionals ER and E˜R differ only by a constant 1/R
(by Newton’s Theorem), i.e., if φ ∈ H10 (BR) is radial and L2-normalized then
ER(φ) = E˜R(φ) +
1
R
. (4.48)
In particular, the two functionals have the same minimizers.
The non-degeneracy results for the Hessian can also be extended to E˜R. If we denote by
H˜R the Hessian of E˜R at φR, we have
H˜R(φ) = 〈Imφ|L−|Imφ〉+ 〈QReφ|L˜+|QReφ〉 . (4.49)
Here, Q = 1 − |φR〉〈φR| as above, L± is defined in (4.3), and L˜+ = L+ − 4X2 =
L− − 4X1 with X1,2 defined in (4.5). The decomposition (4.49) implies that the study
of imaginary perturbations can be carried out as above. For real perturbations, we can
again decompose the Hessian w.r.t. spherical harmonics, and carry out the analysis in
each angular momentum sector separately. For l = 0, i.e., for radial functions, we can
argue exactly as in the proof of Proposition 4.1, since the modification of the interaction
kernel only affects the term σ in (4.11), leaving the operator L+ unchanged. For l ≥ 1,
we have actually already shown above that L˜+ > 0 on Hl. Also the proof of Theorem
1.2 carries over to the modified interaction kernel without change. We thus conclude that
Theorems 1.1 and 1.2 are also valid, as stated, for the functional E˜R.
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APPENDIX A. UNIQUENESS PROPERTIES FOR THE RADIAL EULER–LAGRANGE
EQUATION
In this Appendix we show two Lemmas dealing with the radial Euler–Lagrange equa-
tion (3.1). The first one proves uniqueness of solutions with the same boundary conditions
at r = 0. We recall that Uφ = 4pi
∫ r
0
s2(1
s
− 1
r
)|φ(s)|2ds. We take the eigenvalue νφ = 1
for simplicity, which can be achieved by a suitable rescaling.
Lemma A.1. Let v1, v2 ∈ C2([0, T ]) be two solutions of

−v′′(r)− 2
r
v′(r) + 2Uv(r)v(r) = v(r) r ∈ [0, T ]
v(0) = a,
v′(0) = 0
(A.1)
for some a ∈ R and T > 0. Then v1 = v2 in [0, T ].
Proof. Let σi(r) := rvi(r). Then σ
′
i(r) = vi(r)+rv
′
i(r) and σ
′′
i = 2Uviσi−σi. By applying
Taylor’s formula with remainder in integral form, and denoting Ir := [0, r], we have
|σ1(r)− σ2(r)| ≤
∣∣∣∣
∫ r
0
[σ1(s)(2Uv1(s)− 1)− σ2(s)(2Uv2(s)− 1)] (r − s)ds
∣∣∣∣
≤
∫ r
0
(r − s)|σ1(s)− σ2(s)|ds+ 2
∫ r
0
(r − s)|σ1(s)Uv1(s)− σ2(s)Uv2(s)|ds
≤ r2 [‖σ1 − σ2‖L∞(Ir)(12 + ‖Uv1‖L∞(Ir)) + ‖σ2‖L∞(Ir)‖Uv1 − Uv2‖L∞(Ir)] . (A.2)
Boundedness of v1,2 implies that ‖Uv1‖L∞(Ir) ≤ Cr2 and ‖σ2‖L∞(Ir) ≤ Cr for suitable
constants C. Elementary computations also show that ‖Uv1 − Uv2‖L∞(Ir) ≤ Cr‖σ1 −
σ2‖L∞(Ir). In particular, from (A.2) we conclude that
‖σ1 − σ2‖L∞(Ir) ≤ r2(12 + Cr2)‖σ1 − σ2‖L∞(Ir). (A.3)
Thus, σ1 = σ2 on Iδ whenever δ
2(1
2
+Cδ2) < 1, and we have local uniqueness of solutions
for (A.1). The same computations can be carried out mutatis mutandis by considering an
arbitrary starting point instead of 0. In particular, we can go from local uniqueness to global
uniqueness by iteration of the argument: if the two functions only coincide in a maximal
interval [0, T ∗] with T ∗ < T (note that by continuity they necessarily coincide on a closed
interval) then we get a contradiction by applying the argument with starting point T ∗. 
The second Lemma is concerned with uniqueness of solutions with the same boundary
conditions at r = R. In particular, we want to show that if a function vanishes at R,
its derivative there must be non-zero, unless the function is identically zero. The proof
proceeds along the same lines as above, but is slightly simpler since it suffices to consider
here the case where the potential is fixed to be UφR , with φR the unique minimizer of the
Pekar functional, i.e., we only consider the linearized equation.
Lemma A.2. The derivative of φR satisfies
lim
rրR
φ′R(r) = c for some c < 0. (A.4)
Proof. Integrating Eq. (3.1) using that φ′R(0) = 0, we have
φ′R(r) =
1
r2
∫ r
0
s2 (2UφR(s)− νφR)φR(s)ds. (A.5)
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From this we deduce that the limit in (A.4) exists and is finite, and by the monotonicity of
φR it must be non-positive. Suppose that φ
′
R(R) = 0 and consider the function σ(r) :=
rφR(r), which then satisfies

σ′′ = (2UφR − νφR)σ in [0, R]
σ(R) = 0,
σ′(R) = 0.
(A.6)
Using Taylor expansion (w.r.t. R) with remainder in integral form, we have
σ(r) =
∫ R
r
(s− r)σ′′(s)ds =
∫ R
r
(s− r) (2UφR(s)− νφR) σ(s)ds. (A.7)
Since UφR is bounded,
|σ(r)| ≤ C(R− r)2‖σ‖L∞([r,R]), (A.8)
which implies that σ ≡ 0 on [r¯, R] if r¯ is such that C(R− r¯)2 < 1. This is a contradiction
since φR > 0 on BR. 
APPENDIX B. CONVERGENCE RESULTS
In this appendix we shall show that the Pekar minimizer φR and its energy ER converge
to the corresponding full space quantities as R → ∞. Recall that we have shown above
that, for each R > 0, there exists a unique positive minimizer φR of ER (for L
2-normalized
functions in H10 (BR)). On the other hand, it was shown in [9] that there exists a unique
positive and radial Ψ minimizing the full space Pekar functional
E(φ) =
∫
R3
|∇φ|2dx−
∫
R3
∫
R3
|φ(x)|2|φ(y)|2
|x− y| dxdy =: T (φ)−W (φ). (B.1)
(for L2-normalized functions in H1(R3)). Our goal is to show that φR → Ψ (in H1(R3)-
norm, as well as pointwise) as R → ∞, and that ER → E∞ := E(Ψ). We start with the
latter.
Proposition B.1. limR→∞ER = E∞
Proof. We start by approximating Ψ with functions in H10 (BR). Consider the sequence of
cutoff functions
ηR(x) =


1 x ∈ BR/2,
2(R−|x|)
R
x ∈ BR \BR/2,
0 x ∈ BcR.
(B.2)
We claim that ΨR := ηRΨ → Ψ in H1(R3) and that ER(ΨR) → E(Ψ) = E∞. The
L2-convergence of ΨR to Ψ is immediate. Moreover,∫
R3
|∇(ΨR −Ψ)|2dx ≤ 2
∫
R3
|(ηR − 1)∇Ψ|2dx+ 2
∫
R3
|Ψ∇ηR|2dx
≤ 2
∫
Bc
R/2
|∇Ψ|2dx+ 8
R2
∫
BR\BR/2
|Ψ|2dx→ 0 (B.3)
asR→∞, showing theH1-convergence. To show ER(ΨR)→ E(Ψ), we first observe that
H1-convergence implies the convergence of the L2-norms of the gradients and hence that
TR(ΨR) → T (Ψ). Moreover, from Newton’s Theorem and the fact that the functions ΨR
are radial, we get
WR(ΨR) = W (ΨR) +
1
R
‖ΨR‖42. (B.4)
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We can then apply dominated convergence to show W (ΨR) → W (Ψ) and conclude that
our claim holds.
It is now straightforward to conclude convergence of the minima. Indeed, we have
E∞ ← ER(ΨR) = ‖ΨR‖22
(
TR(ΨR/‖ΨR‖)− ‖ΨR‖22WR(ΨR/|ΨR|)
) ≥ ‖ΨR‖22ER.
(B.5)
On the other hand,
ER = ER(φR) ≥ E(φR) ≥ E∞. (B.6)
Therefore, necessarily ER → E∞. 
From the the previous Proposition, we readily deduce that φR is a minimizing sequence
for the full space Pekar functional (B.1). We can then proceed as in the proof of [9, Theo-
rem 7] to conclude that φR is converging to Ψ pointwise, weakly in H
1(R3) and strongly
in L2(R3). This latter statement implies also the convergence of the interaction energies,
and since we have already proven the convergence of the full energies in Prop. B.1, we
conclude that also ‖∇φR‖2 → ‖∇Ψ‖2. In combination with weak H1-convergence, this
implies strong H1-convergence, and thus completes the proof of the convergence of the
minimizers.
Remark B.1. It is also possible to frame this discussion in the language of Γ-convergence
of the functionals ER to E w.r.t. the H
1(R3)-norm. The corresponding liminf inequalities
are readily shown to hold, and it is possible to recast the cutoff argument to construct
recovery sequences for any Φ ∈ H1(R3) (which requires a little extra work for non-radial
functions). In order to deduce the convergence of minimizers, one still needs to employ the
methods in [9] in order to conclude equi-mild-coercivity of the functionals, however.
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