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Abstract
Light measurements are widely used in physics experiments and medical ap-
plications. It is possible to find many of them in High–Energy Physics, As-
trophysics and Astroparticle Physics experiments and in the PET or SPECT
medical techniques. Two different types of light detectors are usually used:
thermal detectors and photoelectric effect based detectors. Among the first
type detectors, the Bolometer is the most widely used and developed. Its in-
vention dates back in the nineteenth century. It represents a good choice to
detect optical power in far infrared and microwave wavelength regions but it
does not have single photon detection capability. It is usually used in the rare
events Physics experiments. Among the photoelectric effect based detectors,
the Photomultiplier Tube (PMT) is the most important nowadays for the de-
tection of low–level light flux. It was invented in the late thirties and it has
the single photon detection capability and a good quantum efficiency (QE) in
the near–ultraviolet (NUV) and visible regions. Its drawbacks are the high
bias voltage requirement, the difficulty to employ it in strong magnetic field
environments and its fragility.
Other widely used light detectors are the Solid–State detectors, in particular
the silicon based ones. They were developed in the last sixty years to become
a good alternative to the PMTs. The silicon photodetectors can be divided
into three types depending on the operational bias voltage and, as a conse-
quence, their internal gain: photodiodes, avalanche photodiodes (APDs) and
Geiger–mode detectors, Single Photon Avalanche Diodes (SPADs). The first
type detector does not have internal gain, thus its signal is proportional to the
number of incoming photons that are converted in electron–hole pairs. The
detector and the read–out circuit noises limit the detector sensitivity to, at
least, some hundreds of photons. The APD exploits the impact ionisation ef-
fect to have an internal gain up to some hundreds or more. The internal gain
allows the detector to improve the performance with respect to a similar area
photodiode reducing the sensitivity limit to some tens of photons. Operating
the APDs with a bias voltage larger than the breakdown one, the Geiger–mode
operation range can be reached. In this case, the detectors have a very high
gain, in the order of (105÷107), but their signal is not proportional to the num-
ber of the incoming photons, it is always the same. The SPAD (or GM–APD)
is a typical Geiger–mode silicon detector. It has the single photon detection
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capability as the PMT, due to the high gain, but its signal is digital: it is fired
or not by the incoming photons. The capability to give a signal proportional
to the number of photons is lost in a SPAD. To recover this property, a matrix
of independent SPADs connected in parallel is built. These matrices are called
Silicon Photomultipliers, SiPMs (or Multi–Pixel Photon Counters, MPPCs).
In a typical SiPM, the output signal is the sum of the SPAD ones, thus, al-
though the digital nature of the SPAD signal, it is analogue and ranges from
zero to the maximum number of cells composing the matrix. The detector
response can be considered linear if the number of incoming photons is much
smaller than the total number of cells because the probability that two photons
arrive on the same cell is negligible. Main features of the SiPMs are the low
bias voltage (<100 V typically), a high Photo-Detection Efficiency (PDE) in
NUV and visible range (usually larger than the PMT QE), compactness, in-
sensitivity to magnetic fields and high internal gain. The noise sources are the
Dark Count Rate (DCR), the optical Cross–talk (CT) and the Afterpulsing
(AP). The first is called primary noise and mainly depends, at room temper-
ature, on the thermal generation of electron–hole pairs that can travel to the
high–field region triggering a cell. The others are collectively called correlated
noise because they can happen only after a primary signal, caused both by a
photon or by a spontaneous carrier generation.
In this thesis, the focus is on the characterisation of one SiPM technol-
ogy produced in Fondazione Bruno Kessler (FBK) in Trento, Italy, named
NUV–SiPMs. This technology, implementing the p–on–n concept, showed,
from the beginning, a high PDE spectrum peaked in the NUV to violet re-
gion exceeding the 30 %, a very low DCR, typically below 100 KHz/mm2 in
the operating voltage range, and a total correlated noise probability under the
50 %. In the last years, the technology was developed modifying the silicon
wafer substrate properties, reducing the delayed correlated noise probabilities,
and adopting the so–called High–Density concept. In this last version, named
NUV–HD, a new layout, with a narrower border region around the cell active
area and deep trenches to electrically and optically isolate the cells, is em-
ployed. The first improvement has a direct influence on the PDE because it
increases the Fill Factor (FF), the ratio between the active to the total cell area.
The second layout change reduces the probability that a secondary photon can
travel from a cell to a neighbouring one, reducing the cross–talk probability.
Possible applications of the NUV–HD devices are: medical application (e.g.
the Time of Flight PET, ToF–PET, scanners), the rare events Physics experi-
ments (e.g. NEXT and DarkSide) and Astroparticle Physiscs experiments (e.g.
the Cherenkov Telescope Array Observatory, CTA). The ToF–PET scanners
are promising medical techniques with the goal of improving the spatial reso-
lution of the classical PET scanners measuring the gamma rays time of flight.
For this reason, these scanners require very fast photodetectors with coinci-
dence time resolution (CTR) less or equal to 100 ps. NEXT and DarkSide
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are low temperature experiments with the main goal of observe rare events
as the neutrinoless double beta decay and the Dark Matter particles. Due to
the signal rarity, the detector noise requirements are very stringent. CTA will
be a future ground–based Imaging Atmospheric Cherenkov Telescope (IACT)
observatory, with the goal to track very high energy cosmic gamma rays, up
to hundreds of TeV, to their galactic sources. It will consist of two matrices
of telescopes of different type and size, each one having a camera. In the
small size telescopes, the possibility to use the SiPMs to build the camera is
under investigation. Since the cosmic gamma rays are detected through the
secondary Cherenkov photons, produced by the accelerated electrons in the
Earth atmosphere, the camera photosensors must have a very high detection
efficiency from 300 nm to 600 nm, and, possibly, a low sensitivity in the NIR
region to reject the night sky background. In addition, they must have good
timing properties and high granularity.
To fully characterise the SiPM, measurements of signal properties, noise
parameters and PDE are needed. The set–ups and analysis of the character-
isation procedure are fully described. In particular, the optical set–up, with
its calibration procedures, and the analysis methods, with the definition of
the possible uncertainty sources, are the central point of this work. During
the dark characterisation, the SiPM is enclosed in a light–tight climatic cham-
ber. An oscilloscope acquires and sends to a PC software millisecond–long
SiPM waveforms. The software implements a Differential Leading Edge Dis-
criminator (DLED) algorithm to better distinguish the SiPM pulses with time
separation larger than a few nanoseconds. This analysis allows to count the
primary pulses, due to the thermal/tunnelling excitations, obtaining the DCR,
and measure the correlated noise probabilities. In addition, signal parameters
as amplitude, gain and cell recharge time are measured. The PDE measure-
ments require a set–up in which the number of impinging photons to the device
is precisely known. For this reason, a compact set–up, consisting of an inte-
grating sphere inside a light–tight box, a series of LEDs with peak wavelength
ranging from NUV to NIR, fully characterised before use, a monochromator,
equipped with a tungsten lamp, and a transparent optical fibre, was developed.
Along with the set–up, a light calibration procedure, taking into account differ-
ent uncertainty sources (LED wavelength shift, light uniformity at the device
position, etc.), was also developed. Three different analysis techniques can be
used to obtain the technology PDE. Each technique has its own benefits and
error sources. The equivalence among the different methods is shown. More-
over, measuring the PDE on SPADs with the same layout of single SiPM cells,
identical results are obtained. This fact shows the equivalence between the
single cell device and its larger counterpart, opening the possibility to measure
the PDE of a new technology on SPADs. This is a very important result be-
cause the SPAD is a simpler device, with lower correlated noise, because it has
no CT, and negligible primary one, often less than 1 kHz. Measurements are
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more precise, faster and it is possible to apply larger bias voltage, obtaining
more information on the technology in such conditions at which no SiPM can
be tested any more.
A first version NUV–HD technology characterisation is shown. In this
version, the NUV–HD SiPMs have cell pitch ranging from 25 µm to 40 µm. A
typical primary noise lower than 100 KHz/mm2 and a delayed correlated noise
probability less than 5 % are measured, up to 10 V of overvoltage. In the same
bias voltage range, a direct CT probability lower than 45 % is measured in the
largest cell devices (25 % in the smallest ones). The PDE spectrum has the
expected shape with the maximum in the NUV–violet region. A maximum
value exceeding the 60 % is measured in the largest cell devices (45 % in the
smallest ones). To investigate possible variations of the measured features on
the wafer, devices taken from different wafer points are measured and compared
finding no difference but the primary noise. This parameter shows a variation
by a factor up to about three on the wafer level. To compare the different
cell devices, all the measured parameters are plotted as a function of the peak
PDE, about 400 nm. During this comparison, the smallest device reveals worse
than the others having a larger noise, both primary and correlated, at the same
PDE value. The other three devices are comparable within the measurement
errors.
From the PDE measurements, a comparison between the measured FF
and the expected one, as defined by the design, is obtained. In the smallest
cell device, this comparison shows an unexpected discrepancy leading to the
possibility that the expected FF is larger than the effective one. This possibility
is investigated in the last part of this thesis in which a complete study of the
factors contributing to the PDE is shown. This study is performed on a new
NUV–HD version employing a photodiode with equal dopant profile of the
SiPMs, a circular SPAD having 100 % FF and a square one with 35 µm cell
size and a nominal FF equal to 81 %. A developed box model is used to
describe the electric field inside the cell. The calculated effective FF is always
different from the expected one. The reason of the measured difference is the
electric field transition from the constant high value to zero occurring at the
active area border region. This partially efficient region has an effect similar
to an added completely ineffective region of 1÷1.5 µm size inside the expected
active area. The transition region effect is critical for the smallest cells because
it strongly reduces the effective FF with respect to the design one.
The study of the factors contributing to the PDE of the NUV–HD SiPMs
is very important. Through the obtained results, it is confirmed that the
technology QE is just maximised in the wavelength range of interest, NUV to
blue, and, at the same wavelengths, the triggering probability saturation rate
is very small allowing the detectors to reach the maximum PDE when biased
with a few volts of overvoltage. This operating condition has also the effect
to employ the detector having low noise, both primary and correlated one.
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The best solution to further improve the technology PDE is a redesign of the
electric field border region to reduce the gap between the expected FF and
the effective one. This is more important for the smallest cell devices in which
the actual transition region effect reduces the PDE performance to about the
50÷60 % of the expected values.
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Introduction
The animals on earth have senses that help them to search for the food or a
prey and defend against a possible predator or danger. The sight is one of
the most important senses to know the world around them. Considering some
of their aspects, as their habitat or their class, the animals are very different
(e.g. predators or preys, mammals, reptiles, terrestrial animals, flying animals,
etc.). Also the evolution of their organ sense, the eye, was different and led
to the actual features. In general, it is possible to say that the eyes of two
different animals are very different. Anyway, some common element is present
in almost all of them:
• a lens, and often an iris, to focus and regulate the intensity of the entering
light on an inner sensitive surface called retina;
• the presence in the retina of two different light–sensitive cells called rods
and cones (the first ones for low–light contrast, the last for the colour
identification);
• an optic nerve that transmits the collected electrical data to the brain
for the reconstruction of the image.
Among the animal eyes, it is difficult to classify and establish the best one.
Many studies demonstrated that the color vision is not a feature only in the
human eye. In [1], the authors summarise the results of about one century of
observations. Not all the animals have the color vision capability, and, among
the gifted ones, the color perception can be very different. This difference
depends on the number of the photosensitive type cones in the eye. Some
animal is dichromat, as the tree shrew, some is trichromat, as the humans,
and others are tetrachromat, as the Pekin robin. In Figure 1, a comparison
between the expected color sensitivity among three different animals is shown.
The picture is taken from [1].
Focusing the attention on the human eye, it is possible to report some of
its features. In a human eye ∼100 million rods and ∼5 million cones, each
one equivalent to a sensor pixel of the nowadays widely diffused cameras, are
present; it has a vertical angle of view of ∼120o and a horizontal one of ∼155o;
it has the ability to distinguish two lines near ∼0.1 mm at about 25 cm dis-
tance; the visible spectrum ranges between 400 nm and 700 nm.
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Figure 1: Comparison among the color perception as a function of wavelength for
three different animals: tree shrew (dichromat), human (trichromat) and a Pekin
robin (tetrachromat). Picture taken from [1].
Even if the human eye is a very sensitive organ, its ability to see the world has
some limit. One of the most important is the impossibility to vary the focal
length, and thus enlarge the seen images. To overcome this limit and see in
detail very far, or very small, objects, instruments as optical telescopes and
microscopes were developed during the past centuries. The development of
the telescope began in Netherlands in the seventeenth century with the con-
struction of the first refracting telescope (Hans Lippershey, a German–Dutch
spectacle–maker, was the first to apply for a patent for this instrument). After
half a century, the first model of a reflecting telescope was invented by Isaac
Newton. This model did not suffer from the chromatic aberration as the pre-
vious models of refracting telescopes. The optical telescopes allowed men to
improve the knowledge of the universe (e.g. they help Isaac Newton to write
its famous law of universal gravitation). The microscope had a similar history,
having been invented in the seventeenth century in Netherlands, probably by
the same Hans Lippershey. It allowed great advancements in medical sciences.
Even if these instruments greatly helped the science in the past, also they
have a limit, the use of the visible light. Many information of distant objects
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in space are carried out by photons outside the visible range. In Figure 2, a
comparison of the milky way observed using different wavelengths is shown [2].
The importance to use different wavelengths to obtain the maximum number
of information is evident.
G amma ray  Intensity of high-energy gamma-ray emission observed by the Energetic Gamma Ray Experiment Telescope (EGRET) instrument on the Compton Gamma Ray Observatory. The map includes all photons with energies 
greater than 300 MeV. At these extreme energies, most of the celestial gamma rays originate in collisions of cosmic rays with 
hydrogen nuclei in interstellar clouds. Optical and infrared photons that are scattered to gamma-ray energies by collisions with 
cosmic-ray electrons also contribute to the emission. The bright, compact sources near Galactic longitudes 185 o , 195o , and 
265o  indicate high-energy phenomena associated with the Crab, Geminga, and Vela pulsars, respectively.
Hartman, R. C., et al. 1999, Astrophys. J. Suppl., 123, 79 
Hunter, S. D., et al. 1997, Astrophys. J., 481, 205 
Sreekumar, P., et al. 1998, Astrophys. J., 494, 523 
http://cossc.gsfc.nasa.gov/egret
A tomic  hydrogen  Column density of atomic hydrogen, derived on the assumption of optically thin emission, from radio surveys of the 21-cm transition of hydrogen. The 21-cm emission traces the “cold” and “warm” interstellar 
medium, which on a large scale is organized into diffuse clouds of gas and dust that have sizes of up to hundreds of light-
years. Most of the image is based on the Leiden-Dwingeloo Survey of Galactic Neutral Hydrogen using the Dwingeloo 25-m 
radio telescope; the data were corrected for sidelobe contamination in collaboration with the University of Bonn.
Burton, W. B. 1985, Astron. Astrophys. Suppl. Ser., 62, 365 
Hartmann, Dap, & Burton, W. B. 1996, “Atlas of Galactic Neutral Hydrogen,” Cambridge Univ. Press, 
  (1996, book and CD-ROM) 
Kerr, F. J., et al. 1986, Astron. Astrophys. Suppl. Ser., 66, 373
http://adc.gsfc.nasa.gov/adc-cgi/cat.pl?/catalogs/8/8054
M o l e c u l a r  h yd r o g e n  Column density of molecular hydrogen inferred from the intensity of the J = 1  > 0 spectral line of carbon monoxide, a standard tracer of the cold, dense parts of the interstellar medium. Such gas is 
concentrated in the spiral arms in discrete “molecular clouds.” Most molecular clouds are sites of star formation. The molecular 
gas is pre-dominantly H2, but H2 is difficult to detect directly at interstellar conditions and CO, the second most abundant 
molecule, is observed as a surrogate. The column densities were derived on the assumption of a constant proportionality between 
the column density of H2 and the intensity of the CO emission.
Dame, T. M., et al. 1987, Astrophys. J., 322, 706 
Dame, T. M., Astrophysical Journal, in press.
http://adc.gsfc.nasa.gov/adc-cgi/cat.pl?/catalogs/8/8039/
O ptica l  Intensity of visible (0.4 - 0.6 μm) light from a photographic survey. Due to the strong obscuring effect of interstellar dust, the light is primarily from stars within a few thousand light-years of the Sun, nearby on the 
scale of the Milky Way. The widespread bright red regions are produced by glowing, low-density gas. Dark patches 
are due to absorbing clouds of gas and dust, which are evident in the Molecular hydrogen and Infrared maps as 
emission regions. Stars differ from one another in color, as well as mass, size and luminosity. Interstellar dust scatters 
blue light preferentially, reddening the starlight somewhat relative to its true color and producing a diffuse bluish glow. 
This scattering, as well as absorption of some of the light by dust, also leaves the light diminished in brightness. The 
panorama was assembled from sixteen wide-angle photographs taken by Dr. Axel Mellinger using a standard 35-mm 
camera and color negative film. The exposures were made between July 1997 and January 1999 at sites in the United 
States, South Africa, and Germany. The image processing and mosaicing procedures are described in the document 
cited below. Image courtesy of A. Mellinger.
Mellinger, A., Creating a Milky Way Panorama, available on line at 
http://canopus.physik.uni-potsdam.de/~axm/astrophot.html
I n f r a r e d  Composite mid- and far-infrared intensity observed by the Infrared Astronomical Satellite (IRAS) in 12, 60, and 100 μm wavelength bands. The images are encoded in the blue, green, and red color ranges, respectively. 
Most of the emission is thermal, from interstellar dust warmed by absorbed starlight, including star-forming regions 
embedded in interstellar clouds. The display here is a mosaic of IRAS Sky Survey Atlas images. Emission from inter-
planetary dust in the solar system, the “zodiacal emission,” was modeled and subtracted in the production of the Atlas.
Wheelock, S. L., et al. 1994, IRAS Sky Survey Atlas Explanatory Supplement, JPL Publication 94-11 (Pasadena: JPL)
http://www.ipac.caltech.edu/ipac/iras/iras.html 
http://space.gsfc.nasa.gov/astro/iras
N e a r - i n f r a r e d  Composite near-infrared intensity observed by the Diffuse Infrared Background Experiment (DIRBE) instrument on the Cosmic Background Explorer (COBE) in the 1.25, 2.2, and 3.5 μm wavelength bands. 
The images are encoded in the blue, green, and red color ranges, respectively. Most of the emission at these wavelengths 
is from relatively cool giant K stars in the disk and bulge of the Milky Way. Interstellar dust does not strongly obscure 
emission at these wavelengths; the maps trace emission all the way through the Galaxy, although absorption in the 
1.25 μm band is evident toward the Galactic center region.
Hauser, M. G., Kelsall, T., Leisawitz, D., & Weiland, J. 1995, COBE DIRBE Explanatory Supplement, Vers. 2.0, COBE
  Ref. Pub. No. 95-A (Greenbelt, MD: NASA/GSFC)
http://space.gsfc.nasa.gov/astro/cobe
M i d - i n f r a r e d  (6.8 - 10.8 μm wavelength) emission observed by the SPIRIT III instrument on the Midcourse Space Experiment (MSX) satellite. Most of the diffuse emission in this wavelength band is 
believed to come from complex molecules called polycyclic aromatic hydrocarbons, which are commonly found 
both in coal and interstellar gas clouds. Red giant stars, planetary nebulae, and massive stars so young that they 
remain deeply embedded in their parental molecular gas clouds produce the multitude of small bright spots seen 
here. Unlike most of the other maps, this map extends only to 5o above and below the Galactic plane.
Price, S. D. 1995, Space Sci. Rev., 74, 81
http://irsa.ipac.caltech.edu/applications/MSX
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X -ray  Composite X-ray intensity observed by the Position-Sensitive Proportional Counter (PSPC) instrument on the Rontgen Satellite (ROSAT). Images in three broad, soft X-ray bands centered at 0.25 keV, 0.75 keV, and 1.5 
keV are encoded in the red, green, and blue color ranges respectively. In the Milky Way, extended soft X-ray emission 
is detected from hot, shocked gas. At the lower energies especially, the interstellar medium strongly absorbs X-rays 
and cold clouds of interstellar gas are seen as shadows against background X-ray emission. Color variations indicate 
variations of absorption or of temperatures of the emitting regions.
Snowden, S. L., et al. 1997, Astrophys. J., 485, 125
http://www.rosat.mpe-garching.mpg.de/survey
http://heasarc.gsfc.nasa.gov/docs/rosat
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R adio  cont inuum (2 .4-2 .7  GHz)  Intensity of radio continuum emission from hot, ionized gas and high-energy electrons in the Milky Way, from surveys with both the Bonn 100-meter, and Parkes 64-meter radio 
telescopes. Unlike most other views of our Galaxy presented here, these data extend to latitudes of only 5o from the 
Galactic plane. The majority of the bright emission seen in the image is from hot, ionized regions, or is produced by 
energetic electrons moving in magnetic fields. The higher resolution of this image, relative to the 408 MHz picture above, 
shows Galactic objects in more detail. Note that the bright “ridge” of Galactic radio emission, appearing prominently in 
the 408 MHz image, has been subtracted here in order to show Galactic features and objects more clearly.
Duncan, A. R., Stewart, R. T., Haynes, R. F., & Jones, K. L. 1995, Mon. Not. Roy. Astr. Soc., 277, 36 
Furst, E., Reich, W., Reich, P., & Reif, K. 1990, Astron. Astrophys. Suppl. Ser., 85, 691
http://www.atnf.csiro.au/database/astro_data/2.4Gh_Southern
R adio  cont inuum (408 MHz)  Intensity of radio continuum emission from high-energy charged particles in the Milky Way, from surveys with ground-based radio telescopes (Jodrell Bank Mark I and Mark IA, 
Bonn 100-meter, and Parkes 64-meter). At this frequency, most of the emission is from electrons moving through the 
interstellar magnetic field at nearly the speed of light. Shock waves from supernova explosions accelerate electrons to 
such high speeds, producing especially intense radiation near these sources. Emission from the supernova remnant 
Cas A near 110o longitude is so intense that the diffraction pattern of the support legs for the radio receiver on the 
telescope is visible as a “cross” shape.
Haslam, C.G.T., Salter, C.J., Stoffel, H. & Wilson, W.E. 1982, Astron. Astrophys. Suppl. Ser., 47, 1
http://www.mpifr-bonn.mpg.de/survey.html
 r a d i o  c o n t i n u u m  ( 4 0 8  M H z )
 ra d i o  c o n t i n u u m  ( 2 . 4 - 2 . 7  G H z )
T he images  The Milky Way is a spiral galaxy which, like other spirals, is shaped like a fried egg. It has a central bulge of stars, and spiral arms of gas and stars in a disk. 
The disk is 100,000 light-years in diameter. We view the Milky Way edge-on from our 
perspective near the plane of the disk and 28,000 light-years from the Galactic center. 
This poster presents maps of the sky in spectral lines and continuum bands spanning a 
frequency range of more than 14 orders of magnitude. Most of the images represent a 
360o view of the Milky Way within 10o of the plane. The maps are in Galactic coordinates 
with the direction of the Galactic center in the center of each. At the scale of this poster, 
1 cm is about 5o, or 10 times the diameter of the full moon. The images are derived 
from several space and ground-based surveys, many of which are available through the 
Astrophysics Data Facility and the Astronomical Data Center at NASA’s Goddard Space 
Flight Center. The finder chart at the bottom shows an infrared map with near-infrared 
contours.  An interactive version of the poster with links to the data files and references, 
and related educational resources, can be found on the World Wide Web at http://
adc.gsfc.nasa.gov/mw
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Figure 2: Milky Way observed using different wavelengths, from radio (top) to
gamma ray (bottom). Picture taken from [2]. Every wavelength range carries infor-
mations not accessible by the others, thus it is of fundamental importance to use all
of them to investigate the cosmos.
In the same way, it is not possible to use the visible light to explore the atomic
structure of matter because its wavelength is larger than the typical distance
between atoms in matter, the optical resolution is not enough. To overcome
this limit and obtain the maximum number of information, new light detec-
tors, sensitive also to other wavelengths were developed in the last century.
The development of light detectors with improved sensitivity made light mea-
surements more and more important in many applications as high–energy
physics (e.g. calorimetry readout [3]), spectroscopy [4], biotechnology [5],
medical applications (PET and SPECT imaging techniques [6]) and astron-
omy (terrestrial and space telescopes cameras [7]).
Light detectors, or photodetectors, can be divided by their principle of opera-
tion and/or material. Nowadays, two main photodetector types are available:
thermal type and photoelectric, or photovoltaic, effect based detectors.
Common elements to all thermal detectors (e.g. bolometers, cryogenic and
pyroelectric detectors) are [8]:
• the presence of an absorbing material thermally connected to a heat sink;
• the exposure of the absorber to a light flux that increases its temperature;
10
• the absorber temperature relaxation to the heat sink one, after the ex-
posure ending.
Thermal detectors differ for the readout of the temperature excursion in the
absorber. Every detector exploits the operational parameter modification of
a component, thermally connected to the absorber, due to the temperature
variation.
One of the most widely used thermal detectors is the bolometer, first developed
by prof. S. P. Langley in 1881 [9]. Important milestones in the technological
development of the bolometers, that lead to the actual models, are reported
in [8, 10, 11, 12, 13]. Usually, in a bolometer, a resistive thermometer (RTD) is
thermally attached to the absorber material to measure the temperature vari-
ation. An RTD consists of a pure material with known resistance/temperature
relationship [14] in which a power supply forces a current. Any temperature
variation in the resistive element causes an electrical current measurement vari-
ation. A schematic representation of a typical bolometer is shown in Figure 3.
The bolometers and other thermal detectors are mainly used to measure power
at far infrared and microwave wavelength. They do not have a high sensitivity
in UV and visible range and they are not single photon detectors.
Figure 3: A scheme of a typical bolometer. Main elements, absorber, resistive
thermometer (RTD) and heat sink are shown.
The second type detectors are based on the photoelectric (photovoltaic) ef-
fect. This phaenomenon was discovered by Hertz in 1887 [15]. He noted
that a negative electrode lost its charge faster if illuminated with ultravio-
let light. In the subsequent years, until 1889, Hallwachs, Elster and Geistel
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confirmed the observations by Hertz, also with visible light striking an alkali
metal [16, 17]. After years of different experiments and theories by many sci-
entists, the phaenomenon was finally explained by A. Einstein in 1905 with his
famous law of the photoelectric effect [18] that earned him the Nobel Prize in
Physics in 1921. Einstein hypothesised that a light flux consisted of an integer
number of elementary particles, later named photons, each one having fixed
energy, related to the light wavelength by the equation (1):
W (λ) = nphEph = nph
hc
λ
(1)
in which W(λ) is the optical power per unit area of the incident light flux, nph
is the photon rate per unit area and Eph is the photon energy. The photon
energy can be expressed by the Planck constant, h, the light speed, c, and the
light wavelength, λ. The basic elements of the Einstein theory are:
• the photons can free electrons in a material if their energy is at least
equal to the element work function;
• the difference between the photon energy and the work function converts
in electron kinetic energy;
• any photon can free only one electron.
The difference between the photoelectric and the photovoltaic effects is the
final state of the electrons. The photoelectric effect frees the electrons from
the material, the photovoltaic effect frees the electrons from their atoms, but
they are confined in the conduction bands, thus inside the material.
One of the most important and used photodetector based on the photoelec-
tric effect is the photomultiplier tube (PMT) [19, 20, 21, 22]. The first PMT
prototype was developed by the russian physicist L. A. Kubetsky, according
to [20], even if, in western countries, V. Zworykin, G. A. Morton and L. Mal-
ter are considered the developers of the PMT [19]. In Figure 4, a schematic
construction of a linear electrostatic–focusing type PMT is drawn. The PMT
consists of a vacuum tube with an input window (the photocathode), a fo-
cusing electrode, a chain of dynodes (each one biased with increasing voltage)
and a final collector, or anode. The principle of operation of a PMT can be
explained with the following steps:
• an impinging photon frees an electron from the photocathode in the
vacuum via the photoelectric effect;
• the electric field, caused by the different bias voltage between the pho-
tocathode and the first dynode, accelerates the free electron;
• in the first dynode, the electron can produce secondary electrons, via the
secondary emission process described in [23, 24, 25];
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• the secondary emission process occurs at every dynode due to the in-
creasing bias voltage, thus an avalanche of carriers are generated from
the first one;
• the anode collects all the electrons.
Figure 4: Schematic construction of a linear eletrostatic–focusing type PMT. Main
elements (photocathode, dynodes, etc.) are shown.
Typical features and problems of a PMT are:
• high internal gain, defined as the average number of electrons produced
per single impinging photon (106÷108);
• single photon detection capability, due to the high internal gain;
• very low noise;
• very large dimension range, from a few mm to circular detectors with 20
inches diameter;
• possibility to cover large area;
• good quantum efficiency in NUV and visible range;
• difficult employment in environments with strong magnetic fields;
• non linearity at high intensity light fluxes;
• very high bias voltage, typically larger than 1000–1500 V;
• stabilisation period (typically hours) is needed before operation;
• overexcitation risk;
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• fragility and cost.
Even if the PMT is a very good photodetector, main problems as the high
bias voltage operation and sensitivity to magnetic fields recommended the de-
velopment of alternative detectors. For this reason, the solid–state detectors,
built with semiconductor materials, were developed. Among the semiconduc-
tor materials, the silicon is the most widely studied and used to build pho-
todetectors.
In general, a semiconductor photodetector principle of operation can be di-
vided into three main steps [26]:
• an electron-hole pair is generated by an impinging photon;
• the carriers drift inside the detector volume, and multiply, via impact
ionization process, if the detector is biased with enough voltage;
• the carriers are extracted generating a current signal.
The typical features of the silicon photodetectors are compactness, low bias
voltage and the insensitivity to magnetic fields. Among the different solid–state
photodetectors, the Silicon Photomultiplier (SiPM) gained more and more
importance in the last years due to its good features (e.g. high internal gain,
very high Photo–Detection Efficiency in NUV and visible wavelength ranges
and single photon detection capability). The performance of this novel detector
(developed and commercially available from the end of the last century) makes
it a natural substitute of the classical PMT in many application.
In this thesis, the focus is on a SiPM technology manufactured in Fon-
dazione Bruno Kessler (FBK, Trento, Italy) named NUV–SiPM. In the first
chapter of the work, the SiPM detector will be reviewed introducing its prin-
ciple of operation, noise sources and features. In the chapter two, particular
attention will be paid to the FBK technology evolution in the last years and to
the possible applications in which the detector could be an optimal solution.
In the following chapter three, the set–ups for the characterisation in dark con-
dition and for the Photo–Detection Efficiency measurements and the analysis
procedures are shown. The last two chapters report the obtained results on
different NUV–HD devices. Also, a model, describing the electric field inside
the single SiPM cell, was developed to study the border effects and obtain
information about the cell effective Fill Factor.
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Chapter 1
Silicon Photomultiplier
1.1 Semiconductor Physics
The principle of operation of the semiconductor devices, thus also photode-
tectors, is based on the semiconductor physics. For this reason, main semi-
conductor physics features are briefly reported in this section. They are taken
from [26].
The semiconductors can be single elements, typically belonging to the group
IV of the periodic table, such as Silicon or Germanium, or compounds of many
elements. Nowadays, known compound semiconductors have up to five differ-
ent elements, such as the Gallium Indium Arsenide Antimonide Phosphide
(GaInAsSbP). The semiconductor electrical properties are in between conduc-
tors and insulators. They are related to the particular energy–band structure
of the semiconductors which have the conduction and valence bands separated
by a small forbidden energy region (∼1 eV) called energy gap, or bandgap.
Figure 1.1: Energy–band structures of direct (left) and indirect (right) semiconduc-
tors.
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The semiconductors are divided into two subgroups, direct and indirect, de-
pending on the particular structure of the bands in the energy–momentum
space. If the minimum in the conduction band is aligned with the maximum
in the valence band, in the momentum space, the semiconductors are called
direct (e.g. Gallium Arsenide, GaAs), else indirect (e.g. Silicon, Si) as illus-
trated in Figure 1.1.
Since in this thesis the focus is on the silicon photomultiplier, from now on,
the silicon main properties will be reviewed. At room temperature, and under
atmospheric pressure, the silicon bandgap is about 1.12 eV. This small value
allows the promotion of electrons from the valence band to the conduction one,
just due to the thermal agitation. The hole left in the valence band acts as
a positive charge, moving in the opposite direction of the promoted electron,
with electrical properties similar to those of the freed carrier. The intrinsic
carrier concentration ni (both electrons and holes) is about 10
10 cm-3. The
number of electrons and holes are equal in intrinsic silicon. To increase the
carrier concentration, the silicon is usually doped with donor and acceptor
atoms (typically boron, phosphorus and arsenic). The doped silicon is called
n–type or p–type if it is doped with donors or acceptors, respectively. In a
n–type silicon the number of free electrons is larger than that of the holes, thus
the electrons are the majority carriers. In a p–type silicon, the situation is the
opposite, thus the holes are the majority carriers. The silicon photodetectors
are based on the p–n junction, that is a device with two different doped parts,
a p–type in contact with a n–type, as the one represented in Figure 1.2.
Figure 1.2: Scheme of a p–n junction. The grey volume is the space charge region
(SCR). The fixed ions (large circles) and the free carriers, blue and red small circles
for electrons and holes, respectively, are also shown.
In a p–n junction, there is a region in between the doped parts called space
charge region (SCR) in which there are no free carriers because the electrons
diffuse from the n–type to the p–type and the holes diffuse on the opposite
direction. The remaining fixed ions create the so–called built–in electric field
that reduces the carrier diffusion until an equilibrium between the diffusion
current, due to the majority carriers, and the drift one, due to the minority
carriers, moving in the opposite directions, is reached. Using an external power
supply, it is possible to reduce or increase the SCR size, forward or reverse bias-
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ing the junction, respectively. In the first case, the diffusion current increases;
in the second case, the drift current increases. The IV plot of a typical p–n
junction is pictured in Figure 1.3.
Figure 1.3: Typical IV plot of a silicon p–n junction. In the forward bias part,
the current increases with the voltage after the knee point. Three different regions
are highlighted with different colours in the reverse bias part. They are called
linear, proportional and Geiger–mode, respectively. The plot is not in scale, the
forward current is order of magnitude larger than the reverse one, at least up to the
breakdown voltage is reached.
In the forward bias region, the current is almost zero until the bias voltage
reaches the knee point (about 0.6 V for silicon) after which it rapidly increases.
In the reverse bias part, three different regions are highlighted. In the region
I, the electrical current slightly increases with the bias voltage, because the
SCR size enlarges, favouring the drift current. This region was called linear
in Figure 1.3, because the free carriers are collected without having the possi-
bility to ionise the lattice, thus their number does not change during the drift
(if no carrier recombine). In the region II, the current increases faster because
the electric field is high enough to allow the impact ionisation process [26] to
occur. This region was called proportional because, on average, every carrier
produces a fixed number of secondary pairs and the final number of carriers is
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proportional to the initial one. In the region III, the current suddenly increases
of order of magnitudes because the electric field reaches a critical value, EC,
and the impact ionisation process produces an avalanche number of secondary
pairs. The avalanche is self sustaining thus every carrier could ionise and pro-
duce secondary pairs in a never–ending process. The avalanche stops only if an
external adopted quenching method is employed. If this occurs, the number
of final carriers is always the same, within the statistical uncertainties, and
independent from the number of the initial carriers that trigger the avalanche.
For this reason, this region is called Geiger–mode. The bias voltage at which
the electric field reaches the critical value is called breakdown voltage, VBD.
The silicon photodetectors are based on p–n junctions biased at different volt-
ages: the photodiodes are, typically, operated in the region I of Figure 1.3;
the APDs are operated in the region II; the SPADs, and thus the SiPMs, are
operated in the region III. In the following section, the differences between
these photodetectors will be shown.
1.2 From the Photodiode to the Silicon Pho-
tomultiplier (SiPM)
The photodiode is the simplest silicon photodetector. It is a p–n junction
(or p–i–n junction, in which i is an intrinsic, or poorly doped, silicon) re-
verse–biased with moderate voltage (also zero), very far from VBD.
An impinging photon on a photodiode, with energy larger than the silicon
bandgap (or, equally, with wavelength shorter than ∼1100 nm), can be ab-
sorbed creating an electron–hole pair. Due to the low applied bias voltage to
the device, the impact ionisation process can not occur, and the photogener-
ated carriers have only two possibilities: they can drift through the depleted
region, giving rise to an electrical current flowing in the device, that is the
photodiode response to the incident optical power, or they can be reabsorbed.
The probability for the photogenerated carriers to be reabsorbed depends on
the carrier lifetime in silicon, related to the dopant level concentration and to
the possible presence of defects or impurities. The probability for a photon
to create a carrier pair that can originate a current signal is called quantum
efficiency and it depends on the surface treatment of the device, on the active
volume depth and on the photon wavelength.
When the photodiode is operated at a temperature different from the abso-
lute zero, due to the thermal agitation, spontaneously generated electron–hole
pairs can be observed. These carriers produce an electrical current. The sur-
face leakage current must be summed up to the thermally generated one to
obtain the so–called photodiode dark current, that is considered its noise. In
general, a dark current in the order of a few pA per square millimetre is mea-
sured for a typical silicon photodiode. The impinging photons produce an
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electrical current that sums up to the dark one. If the measured total current,
when the photodiode is exposed to a light source, can be distinguished from
the dark one, the electrical signal is considered statistically significant and the
incident optical power can be measured. The statistical significance of the
photodiode signal defines its signal–to–noise ratio and sets a sensitivity limit
for the device. The minimum number of impinging photons that can give a
significant device signal is, usually, thousands or more photons. Thus, this
number is considered the photodiode sensitivity limit [26].
The most important and known silicon photodetector, operated with bias
voltage belonging to the region II of Figure 1.3, is the Avalanche Photodiode
(APD) [26, 27, 28, 29].
The APD structure is very similar to that of the photodiode, thus its principle
of operation is very similar too. The different applied bias voltage to the APD
causes the impact ionisation process to occur [30, 31, 32]. When the photogen-
erated electron–hole pairs move inside the APD high–field region, they create
secondary pairs. This process is not infinite due to the friction losses inside the
device, thus a finite number of final carriers are generated. The ratio between
the number of final carriers over the number of initial ones is the gain of the
device. Typical gain values for commercial APDs can be as high as 103 [33, 34].
Since the gain of the device is related to a stochastic process, it has statistical
fluctuations. The gain fluctuations origin the so–called Excess Noise Factor,
that, in general, increases with the gain.
The APD also suffers of the dark current as the photodiode but its surface
leakage current component is not multiplied because the carriers do not pass
through the high field region. Only the thermally generated current in the sub-
strate is multiplied by the impact ionisation process, thus the device noise is not
very different from that of a photodiode with equal area but the signal–to–noise
ratio can be made larger by a proper choice of the operating conditions [34].
For this reason, the APD has a lower sensitivity limit than the photodiode,
several tens to hundreds of photons, but it can not be considered a single pho-
ton detector too.
The problem to give the single photon detection capability to a silicon pho-
todetector was solved increasing the bias voltage over the breakdown voltage
VBD, operating a device in the region III of Figure 1.3. These devices are called
Single Photon Avalanche Diodes (SPADs), also Geiger–mode Avalanche Pho-
todiodes (G–APDs) [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48].
The SPAD principle of operation is similar to that of an APD: an impinging
photon can be absorbed in silicon and create a primary electron–hole pair; the
photogenerated carriers, moving inside the high–field region, create secondary
pairs. The larger bias voltage than that of an APD causes in the SPAD a
never–ending production of secondary pairs. For this reason, a quenching
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method must be employed to stop the production and collect the device sig-
nal.
Usually, the SPADs are divided into two categories, depending on the adopted
quenching method: active and passive quenched. The active quenched SPADs
employ an integrated circuit with a fast discriminator that detects the avalanche
production of pairs inside the device. Then, the discriminator provides a digi-
tal output pulse for timing applications while a proper circuit quickly reduces
the device bias voltage below VBD, stopping the production of further sec-
ondary pairs. When the avalanche is stopped, the bias voltage is quickly
restored to the operating condition to reduce the device dead time by a reset
circuit [35, 40, 45, 48, 49, 50, 51]. The quenching circuit is, usually, built on
wafer scale along with the SPAD junction. A simplified scheme representing
an active quenched SPAD is given in Figure 1.4.
Figure 1.4: A simplified scheme of an active quenched SPAD is drawn. The junction
is represented with a diode symbol. The discriminator, detecting the avalanche
development in the junction, sends its output to trigger a digital pulse generator
for timing applications and activate the fast quenching circuit to reduce the voltage
across the junction below the breakdown one. Then, after the end of the avalanche,
the reset circuit restores the device to the operating bias voltage.
In the scheme, the main components of the active quenching concept are drawn
(the photodetector junction, represented by a diode symbol, the discriminator,
the fast quenching circuit and the reset one). The passive quenched SPADs are
simpler devices that employ a resistor in series with the junction to stop the
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avalanche production of secondary pairs. The electrical current, produced by
the primary and secondary pairs in the high–field region, flowing in the circuit,
causes a voltage drop on the resistor that reduces the junction effective bias
voltage below VBD. This condition forbids the generation of further secondary
pairs. After the avalanche is stopped, and thus the current flowing in the re-
sistor decreases, the voltage across the junction is restored to the operating
condition by the external power supply. The junction bias voltage is restored
as the voltage in a capacitor in a series RC circuit with a typical time constant:
τ = RqCD (1.1)
in which Rq is the series quenching resistor value and CD is the equivalent
capacitance of the junction [35, 40, 45, 48, 52]. The series resistor is usually
built on wafer scale along with the SPAD junction. A scheme representing a
passive quenched SPAD is shown in Figure 1.5.
Figure 1.5: A scheme of a passive quenched SPAD is shown. As in Figure 1.4,
the junction is represented with a diode symbol. The current flowing in the circuit
causes a voltage drop on the resistor Rq reducing the effective bias voltage across
the junction below VBD.
There are two main differences between the active and passive quenched SPADs:
• the signal duration, typically longer in the passive quenched devices due
to the large value of the series resistor that increases the time constant;
• the fill factor, that is the device active to total area ratio, typically larger
in the passive quenched SPADs because the absence of the needed tran-
sistors by the circuits in the active quenched devices.
The signal–to–noise ratio of a SPAD, defined as in the case of the APD, allows
to consider the device a single photon detector. But its signal is not correlated
to the incoming optical power because the number of collected carriers is always
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the same, within the statistical fluctuations, independently from the number of
impinging photons and primary photogenerated pairs. The SPAD capability
to detect the single photon was granted at the price to lose a proportional
signal to the incoming optical power. Thus, it is considered a photodetector
different from the photodiode or the APD and can be used only in particular
applications in which the number of incoming photons is not requested but
their presence or not is a needed information. Its capacity to be only in two
states, triggered or not, makes the SPAD a digital detector.
Even if the single photon detection capability is an important feature and
the SPAD was the only silicon photodetector having it, the impossibility to
give information about the number of photons was a major limit in many
applications. This limit was exceeded in past years connecting many SPADs in
parallel in a matrix. These matrices are usually called Silicon Photomultipliers
(SiPMs), or Multi–Pixel Photon Counters (MPPCs) [53, 54, 55, 56, 57, 58, 59,
60, 61, 62]. This thesis focus on a SiPM technology built with passive quenched
SPADs, thus in the next section a detailed description of such a device will be
given.
1.3 Silicon Photomultiplier
The Silicon Photomultiplier (SiPM) is a pixelated photodetector with identical
independent cells connected in parallel. Every cell is a passive quenched SPAD
with a series resistor, thus the SiPM is reverse–biased with voltage larger than
VBD. Its output is the sum of the fired cell signals, thus, even if every SPAD
has a digital response, the SiPM is an analogue photodetector with signal
proportional to the number of impinging photons. The SiPMs are usually
built on silicon wafers with thin epitaxial layers.
As the other silicon photodetectors, photodiodes and APDs, the SiPM features
are compactness, ruggedness, insensitivity to the magnetic fields and low bias
voltage. In addition to these properties, the SiPM inherits other features
from the SPAD including the high internal gain, the single photon detection
capability, a very good timing resolution and a very high Photo–Detection
Efficiency (PDE).
In Figure 1.6, the electrical scheme of a typical SiPM with n cells is drawn.
Every SiPM cell is pictured and numbered inside a dashed line. Along with the
main elements of the cell (the junction, represented with a diode symbol, and
the quenching resistor, Rq), the parasitic terms are also drawn (the junction
resistor, RD, and the quenching capacitance, Cq). Also the capacitance of the
metal grid above the cells, Cg, is indicated, in parallel with all the cells.
Two different types of SiPMs can be built, called p–on–n or n–on–p, de-
pending on what doped part is directly exposed to the incoming light, p–type or
n–type, respectively. A very simplified cross–section of a cell of the two SiPM
types are drawn in Figure 1.7. In the picture, the doped silicon implants and
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Figure 1.6: Electrical scheme of a typical SiPM. The single cell is highlighted inside
a dashed line and numbered from the first to the last, the n–th. Inside every cell,
the junction, represented as before with a diode symbol, CD, and the quenching
resistor, Rq, are drawn along with the parasitic junction resistor, RD, and the stray
quenching capacitance, Cq. Cg is the capacitance due to the metal grid covering the
cells.
wafer substrates and epitaxial layers are shown along with the anti–reflective
coatings (ARC). Other elements (e.g. the series resistors and the trenches or
the implants separating the cells) are not indicated in the Figure.
Figure 1.7: Schematic cross–sections of a cell of a p–on–n SiPM (left) and a cell of
a n–on–p one (right) are drawn. The implants, the epitaxial layers and substrates
are indicated along with the anti–reflective coatings (ARCs).
The two SiPM types have different PDE spectra due to the silicon absorption
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depth of photons, that is wavelength dependent, and to the electron and hole
triggering probabilities in silicon. A more detailed description of the PDE spec-
tra difference between the two SiPM types will be shown in the section 1.3.2.
As mentioned in the previous section 1.2, every SPAD, or single SiPM
cell, can be approximated to a series RC circuit. For this reason, after the
avalanche is quenched, the cell restores its operating condition exponentially,
with a proper time constant, indicated by the equation (1.1). Considering also
the parasitic contributions, the total cell capacitance and resistance can be
written as:
C = CD + Cq, R = Rq +RD (1.2)
in which all the terms are defined as before [63, 64]. The RD value is very small
compared to the Rq one, thus it is usually neglected in the equation (1.1), while
CD and Cq can be similar and must be always taken into account.
In Figure 1.8, the single cell signal of a 1x1 mm2 SiPM with cell pitch equal to
25 µm, produced in Fondazione Bruno Kessler (FBK, Trento, Italy), is shown.
The SiPM used for the previous signal plot is p-on-n type. It has a breakdown
voltage of about 26 V at room temperature. On the picture title, the working
bias voltage is reported, expressed as overvoltage (difference between the ap-
plied bias voltage and the breakdown one).
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Figure 1.8: A single cell signal of a 1x1 mm2 FBK SiPM with 25 µm cell pitch is
shown. On the picture title, the SiPM type and overvoltage are indicated. The fast
peak is visible as a single exponential function used to fit the recharge part of the
signal.
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The fast peak has a rise time very small that can be approximated by the
law (1.3) [63]. A red single exponential function, expressed by the law (1.4),
is used to fit the recharge part of the signal.
τrise = (CD + Cq)RS (1.3)
F = (p0)exp(− t
p1
) (1.4)
The single exponential fit function shows a perfect agreement with the signal,
as expected from the series RC circuit model.
From the cell capacitance, the SiPM gain can be calculated. It is the av-
erage number of carriers produced during the firing of a cell and it can be
expressed by the equation (1.5).
GSiPM(V ) =
Qcell
qe
= Ccell
VBIAS − VBD
qe
(1.5)
In the equation (1.5), Qcell is the total charge at the cell electrode, equal to the
product of the cell capacitance, Ccell, by the overvoltage and qe is the electron
elementary charge. From the equation (1.5), it is clear that the SiPM gain is
not a constant, but it is voltage dependent.
Since a SiPM is a matrix in which every cell is built with the same tech-
nological process, the SPAD signals are expected to be equal. This can be
qualitatively shown acquiring many SiPM signals in a oscilloscope persistence
mode. In Figure 1.9, a similar acquisition is reported. In this picture, many
bands are visible. Every band consists of a large number of superimposed sig-
nals having very similar amplitude and shape. Each band corresponds to an
increasing number of fired cells. The smaller amplitude band corresponds to
the single cell signals. The presence of a band structure and the equal separa-
tion between the bands confirm the uniformity of the cells forming the SiPM.
A quantitative way to demonstrate the cell uniformity can be shown integrating
the SiPM signals over time, obtaining a SiPM charge spectrum. An example
of this charge spectrum is represented in Figure 1.10. In such a spectrum,
many peaks are visible, each one corresponding to the integration of a differ-
ent number of fired cells. The amplitude separation between bands becomes a
charge difference in a similar spectrum. The first peak, often called pedestal,
corresponds to the integration of the baseline, thus no SiPM signal.
If the integration time is properly chosen, at least equal to the signal duration,
the charge separation between two consecutive peaks is related to the gain of
the SiPM by the equation (1.6).
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Figure 1.9: A oscilloscope persistence acquisition of a SiPM signals is shown. Dif-
ferent bands are visible, each one corresponding to a different number of SiPM fired
cells. The signal bands are equally separated. The presence of the band structure
and the equal separation between the bands are clues of the expected uniformity of
the cells.
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Figure 1.10: A typical charge spectrum of a SiPM obtained integrating the device
signals over time in semi–logarithmic scale is drawn. The first peak has an aver-
age charge equal to zero, it is called pedestal and represents the integration of the
baseline. The other peaks represent the integration of an increasing number of fired
cells.
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GSiPM =
An − An−1
GAmpl · ZOSC · qe (1.6)
An and An-1 are the charge of the n–th peak and the precedent one, respectively,
GAmpl is the amplifier gain, if used, ZOSC is the oscilloscope input impedance,
set during the acquisition, and qe is the electron elementary charge. The
equations 1.5 and 1.6 allow to determine the cell gain, but, since the cell
capacitance is not easily known, the last equation is a better operative way to
calculate it.
The cell gain is also temperature dependent because the breakdown voltage
is not constant with the temperature. In the section 1.1, the definition of the
breakdown voltage was derived from the IV plot. To reach the critical value and
allow a self–sustaining avalanche, every carrier must gain enough energy from
the electric field to allow the impact ionisation process to occur. The energy
acquired from the electric field can be related to the mean free path of the
carrier between two consecutive scatterings. If this path is sufficiently long, the
carrier can acquire the required energy to ionise. At a higher temperature, the
average atom lattice vibration increases and the mean free path reduces. For
this reason, the breakdown voltage is directly proportional to the temperature,
as shown in Figure 1.11, at least in a wide temperature range around room
temperature.
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Figure 1.11: The measured breakdown voltage–temperature relationship for a FBK
SiPM. The direct proportionality is evident in the temperature range investigated.
In the last years, different manufacturers improved the performance of their
SiPMs increasing the cell density with the production of smaller cells. Cell
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pitches down to 10 µm are now available [65, 66]. The cell density is a very
important parameter in applications in which the devices must detect a high
level photon flux (e.g. SiPMs used as readout detectors of scintillating crystals
for medical applications and particle physics experiments [6, 67, 68]). In all
of these applications, a large number of incoming photons is expected, thus
the finite cell number could be a problem because the detector suffers from
the saturation by the high level light flux. Under the hyphothesis that the
impinging photons follow a spatial Poisson distribution, and that they have a
negligible arrival time distribution compared to the typical cell recharge time,
the probability that two or more photons income in the same cell, called P(2+),
causing a linearity loss due to the discussed digital response of the SPAD, can
be calculated using the equation (1.7).
P (2+) = 1− P (0)− P (1) = 1− e−µ(1 + µ) (1.7)
In the previous equation, P(0) and P(1) are the probabilities to have 0 or 1
photon per cell, respectively, and µ is the average number of photons per cell,
calculated as the total number of impinging photons over the total number
of SiPM cells. In Figure 1.12, the value P(2+) for SiPMs having a cell pitch
of 100, 50, 25 and 10 µm is drawn as a function of the density of incoming
photons, phd.
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Figure 1.12: The probability P(2+) is drawn in a logarithmic scale for SiPMs having
different cell pitches, reported in the legend, as a function of the incoming photon
density, phd. The probability P(2+) increases with the cell pitch and the photon
density, as expected.
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P(2+) reduces with the photon density, and thus with µ, but it is never zero.
For this reason, the smaller cell SiPMs have lower non linearity problems, but
it is impossible to build a segmented detector with a perfectly linear response.
If a critical value is chosen to discriminate from linear response detector and
the others, e.g. 1 %, the larger cell pitch SiPMs reach this value at a very small
number of impinging photons. The 100 µm cell pitch reaches this value with
just 15 photons per square millimetre, the other cells with 60, 238 and 1490,
respectively. The equation (1.7) can be used in every application in which the
incoming photon statistics respects the distribution conditions above written.
The small cell devices become common nowadays also because they have
a lower noise, in particular the correlated noise is influenced by the cell pitch.
This argument will be explained in the following subsection. In the last part
of this chapter, the PDE will be investigated.
1.3.1 SiPM noise
The SiPM, as the other silicon photodetectors, suffers from the dark current.
The surface leakage current contribution to the dark current is usually negli-
gible because it is not multiplied, as just written for the APD and the SPAD.
The current originating from thermally–generated carriers in the bulk is the
dominant contribution to the noise of the SiPM. Due to the presence of high
electric fields inside the device, carrier generation through the tunneling pro-
cess can also happens in the SiPM, but this contribution is, usually, negligible
at room temperature.
The generation and recombination processes are well known in semiconductor
physics. These processes are related to the carrier lifetimes, that are inversely
proportional to the doping concentration. However, in indirect semiconduc-
tors, like silicon, the dominant generation mechanism is caused by the presence
of defects (traps) introducing energy levels within the bandgap. The process
can be analysed using the Shockley–Read–Hall statistics. In this case, the
generation rate U for a single–level trap can be written as:
U =
σpσnvthNtni
σp[1 +
p
ni
] + σn[1 +
n
ni
]
=
ni
τg
(1.8)
in which σp and σn are the hole and electron capture cross–sections, respec-
tively; vth is the thermal velocity of the carriers; Nt is the density of the trap
level in the energy bandgap; p, n and ni are the hole, electron and intrinsic
concentrations, respectively. τ g is the carrier generation lifetime, expressed as:
τg = (1 +
n
ni
)τp + (1 +
p
ni
)τn (1.9)
It is related to the hole and electron lifetimes, τp and τn, respectively, and
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it is inversely proportional to the trap density. It can be demonstrated that
the most effective traps are the mid–gap levels in the energy bandgap, thus
elements as copper, gold and iron are very dangerous impurities, whose intro-
duction should be carefully avoided during the silicon devices fabrication [26].
When an electron–hole pair is thermally generated in the high–field region of
a SiPM cell, these carriers can ionise and trigger an avalanche in the cell. The
detector signal is identical to the one produced in the same cell by a photo-
generated pair by an incoming photon. The thermal generation of carriers is
an equivalent process to the photovoltaic effect.
In practical applications, the SiPM signal is analysed, after current–to–
voltage or current–to–charge conversion, by acquiring only the part of the
signal larger than a given threshold. The detector noise consists of signals
larger than the imposed threshold but not correlated with impinging photons.
The total number of spontaneous SiPM signals can be directly estimated vary-
ing the threshold level. This acquisition must be performed with a chosen time
gate, used as dead time of the system, to not retrigger the same signal due to
the noise fluctuations. The result of a similar analysis is a so–called staircase
plot, as the one reported in Figure 1.13.
Figure 1.13: A staircase plot of a SiPM, obtained acquiring the detector signals
varying the threshold level, is shown in a semi–logarithmic plot.
In a staircase plot, many plateau, or ”stairs”, are visible varying the threshold.
The abrupt variations in the measured rate corresponds to the amplitude of
an increasing number of firing cells (e.g. in the previous plot, every ∼30 mV
a variation is observed because it corresponds to the average amplitude of a
SiPM cell, in the given measurement and temperature conditions, thus, at
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higher thresholds, only signals produced by a larger number of fired cells are
acquired). Fixing the threshold at half the amplitude of the single cell signal,
the average rate of the total noise can be expressed as R0.5. In the same way,
R1.5 can be defined as the rate of every signal having an amplitude larger than
at least one and an half the single cell signal. From the R0.5 and the signal
duration, the rate R1.5 could be calculated and compared with the direct mea-
surement. The equation to perform this estimation is:
R1.5 = (
R0.5
Npixel
)2∆t
Npixel(Npixel − 1)
2
(1.10)
in which Npixel is the number of the SiPM cells and ∆t is the time gate in which
two firing cells produce a signal larger than the imposed threshold. This time
can be estimated neglecting the rise time of the SiPM signal as:
∆t = −τ ln(1
2
) (1.11)
due to the typical exponential recharge of a cell. A comparison between the
direct measurement of the rate R1.5 and an estimated value using the previous
equation (1.10) as a function of the overvoltage is shown in Figure 1.14. This
comparison shows the result obtained with the SiPM just used to perform the
staircase plot of Figure 1.13.
Figure 1.14: A comparison between the R1.5 directly measured and estimated using
the equation (1.10) as a function of the overvoltage is shown in a semi–logarithmic
plot. The comparison is performed using the same SiPM just measured for the
staircase plot shown in Figure 1.13. The estimated value is always smaller than the
directly measured one.
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The difference between the direct measurement and the estimation is evident.
In particular, the direct measured R1.5 is always larger, implying that the above
described noise is not the only noise source. The first noise contribution, due
to the spontaneous generated electron–hole pairs, is called primary noise, or
Dark Count Rate (DCR). This rate increases with the overvoltage because the
triggering probabilities of the carriers, both electrons and holes, increase with
the overvoltage. The second noise source is called correlated noise. Such an
event is possible only if a primary cell is fired, either by an incoming photon
or due to the spontaneously generated pairs. The correlated noise consists of
two different types: Afterpulsing (AP) and optical Cross–Talk (CT).
During the avalanche development in a cell, the secondary carriers move in-
side the high–field region to the electrodes. During this motion, some of the
carriers can be trapped by the mid–gap energy levels. The release of these
carriers follow an exponential distribution governed by the carrier lifetimes τp
and τn. When the release happens, the carrier has a non–zero probability to
retrigger the same cell. This probability increases with the elapsed time from
the primary avalanche development. A similar event, called afterpulsing, is
reported in Figure 1.15.
Figure 1.15: A typical afterpulsing event is shown. The release time was about one
third of the total signal duration, causing a lower cell effective bias voltage with
respect to the operating condition. For this reason a lower amplitude is observed
for the AP event.
If it occurs during the recharge of the cell, the AP event has an amplitude
lower than a primary one, because the effective bias voltage and the gain are
lower. The lower bias voltage also causes a lower carrier triggering probability
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(this probability will be later discussed in the section 1.3.2), thus not every
released carrier can retrigger the cell.
The AP probability depends on three factors, the capture cross–section of the
traps, the number of carriers inside the volume and the triggering probabilities
of the carriers. The first is independent from the overvoltage, but the other
two quantities increase with the overvoltage, thus, the AP probability increases
too. The low triggering probability and the typical reduced number of carriers
generated by an AP event make an AP chain a very rare phaenomenon. When
a cell is retriggered, the probability to have a second AP on the tail of the first
one is much lower than the first probability.
During the avalanche development, the carriers can also recombine emitting
secondary photons. These photons can escape from the detector or be absorbed
in the active volume of an adjacent cell, then triggering a new avalanche. A
similar event is called optical cross–talk and an example is shown in Fig-
ure 1.16.
Figure 1.16: A persistence oscilloscope acquisition of a SiPM signals is shown. The
optical cross–talk event are the larger amplitude signals. Since the second cell is
triggered in its operating bias condition, its signal is identical to the primary event
and the detector signal is the sum of the two cell signals. This signal has twice the
amplitude of the single cell one.
The optical CT event has a double amplitude because it is the sum of two cell
signals, both triggered in the operating bias condition.
The probability to have a CT event depends on four factors: the availability
of the adjacent cell, the number of emitted photons, the probability that a
photon is absorbed in one the available cells and the triggering probability of
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the carriers. The number of emitted photons and the triggering probability
are voltage dependent, thus also the CT probability increases with the over-
voltage. If the cell availability is considered constant, a CT event has the
same probability to generate a second event than the primary one. This type
of noise can originate a chain with a higher probability than the afterpulsing
one. For example, in Figure 1.9, up to nine different bands are visible, mainly
corresponding to CT chain events.
The optical CT can be divided into two subgroups, direct and delayed
events. A perfect explanation of these two type of events is given in [69], from
which the Figure 1.17 is taken. The direct CT events (DiCT) happen when
a photon is absorbed in the high–field region of the adjacent cell, while the
delayed events (DeCT) are caused by photons absorbed in the substrate or
epitaxial layers of the adjacent cell. Since in this second case the produced
carriers drift with a limited velocity, the triggering of the second cell happen
with a measurable delay with respect to the primary event. This delay can be,
in general, in the order of nanoseconds or tens of nanoseconds.
Figure 1.17: Picture taken from [69]. In the above picture, two adjacent cells of a
p–on–n SiPM are shown. The correlated noise sources are indicated with acronyms:
APdiff, DiCt and DeCT for diffuse AP, direct CT and delayed CT, respectively. The
orange lines are the secondary photons, the dashed black lines are the free carriers.
The DeCT and the AP events are called together delayed correlated noise.
Even if the delay can be identical, the signals are very different and can be
distinguished. Actually, the DeCT events have always amplitude larger than
the primary events, and, thus, larger than the AP ones.
Every correlated noise component increases the charge of the SiPM output
signal. A CT event, direct or delayed, increases the total charge output by the
amount of a single cell one, while an AP event increment is not fixed. It can be
a continuous amount of charge between ∼zero and a single cell one depending
on the delay time of the afterpulsing signal with respect to the primary one.
The charge increment due to the correlated noise is defined as Excess Charge
Factor (ECF) [70, 71]. This factor represents the average amount of charge
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increment suffered from the single cell signal due to the correlated noise com-
ponents. For this reason, it can be defined as the ratio between the output
current of a SiPM in dark condition, ISiPM, and the equivalent current of the
SiPM in the same condition only due to the primary noise events, as shown in
the equation (1.12):
ECF =
ISiPM − ILEAK
IDCR−SiPM
=
ISiPM − ILEAK
qe ×GSiPM ×DCR (1.12)
in which ILEAK is the surface leakage current of the device, qe, GSiPM and DCR
are defined as before.
All the noises are voltage dependent, as written, because they depend on the
triggering probability of the carriers. In the following and last section of this
chapter, the triggering probability will be exposed because it is a fundamental
part to understand the PDE of the detector.
1.3.2 Photo-Detection Efficiency
Among the various performance parameters of a SiPM, the Photo–Detection
Efficiency (PDE) is one of the most important. It is the probability that an
incoming photon can trigger a self–sustaining avalanche in a SiPM cell, causing
a detector signal. Usually, it is possible to directly estimate it from a simple
ratio between the impinging photons and the detected ones, as in the equa-
tion (1.13):
PDE =
NL −ND
PhI
(1.13)
in which NL and ND are the detector pulses in light and in dark, respectively,
and PhI is the number of impinging photons.
The PDE is a combined probability depending on three factors. It is defined
by the equation (1.14).
PDE(V, λ) = FF ×QE(λ)× TP (V, λ) (1.14)
in which FF is the cell Fill Factor, QE(λ) is the device Quantum Efficiency
and TP(V,λ) is the device triggering probability. The FF is the ratio between
the active area and the total one of a cell (in case of square cell, the total area
is equal to the square cell pitch); the QE(λ) is defined as in the photodiode;
the TP(V,λ) is the probability for an electron–hole pair, photogenerated by
a photon with wavelength equal to λ, to trigger an avalanche operating the
detector at an overvoltage equal to V .
The FF can be obtained by the detector layout and is considered a constant
in the equation (1.14).
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The QE(λ) is the product of two probabilities: I) the probability for a photon
to be transmitted through the anti–reflective coating (ARC) on the detector
surface; II) the probability for a photon to create a carrier that can reach the
high–field region before the reabsorption. The first probability is related to
the photon transmission, as a function of wavelength, of the ARC, grown on
the device surface. The optimisation of the ARC transmission, to improve the
performance of the device in a specific application, is a very important process
involving many aspects: the photon spectrum to detect, the angle of incidence
of impinging photons, the refractive index of the surface material (air, water,
scintillator crystals and liquids). The ARC consists of many layers and its
transmission is determined by several parameters: order of different layers,
number and constituting materials, thickness of every layer are some of them.
The second probability is related to the absorption probability of photons in
silicon. As well known, this probability is a decreasing exponential governed
by the absorption coefficient of photons in silicon. In Figure 1.18, the absorp-
tion depth, inverse of the absorption coefficient, as a function of wavelength in
silicon, is plotted.
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Figure 1.18: The absorption depth plot as a function of wavelength of photons in
silicon is drawn in a semi–logarithmic plot. The absorption depth increases with
wavelength by five order of magnitudes from NUV to NIR region.
The absorption depth increases with the wavelength. It has a value lower
than ∼10 nm in the UV range, thus the photons are absorbed very close to
the detector surface. Then, it increases very quickly up to ∼10 µm in the
visible and near IR parts of the spectrum. This strong dependence has a con-
sequence on the QE(λ) because, outside the depleted region, which extends
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from the junction to all the epitaxial layer depth, the photogenerated carriers
have a recombination probability different from zero [72, 73]. The recombina-
tion probability of the superficial layer can be minimized with a suitable design
of the junction while the QE(λ), at longer wavelengths, can be improved en-
larging the active volume. Examples of photon absorption spectra in NUV,
visible and NIR regions are given in Figure 1.19.
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Figure 1.19: Examples of photon absorption spectra at different wavelengths in
silicon are drawn in a semi–logarithmic plot.
The triggering probability studies in avalanche photodetectors began at the
end of the fifties and continued during the years later [74, 75, 76, 77]. During
the first years, the electrical current instabilities observed in devices biased
above the breakdown voltage were related to two probabilities called turn–on
and turn–off probability of current pulse. W. G. Oldham was the first to ex-
plicitly calculate the turn–on probability of an avalanche diode relating it to
the ionisation coefficients of electrons and holes in silicon, αe(x) and αh(x),
respectively. His work can be found in [78, 79]. In those works, the probabil-
ity that an electron starting at the position x inside the junction triggers an
avalanche in the device was called Pe(x) and the analogue probability for a hole
was called Ph(x). The equations (1.15) were derived from these probabilities
and the ionisation coefficients.
dPe(x)
dx
= (1− Pe(x))αe(x)[Pe(x) + Ph(x)− Pe(x)Ph(x)] (1.15a)
dPh(x)
dx
= (1− Ph(x))αh(x)[Pe(x) + Ph(x)− Pe(x)Ph(x)] (1.15b)
37
The terms in the square brackets in the previous equations derive from the law
of the total probability because it is sufficient that at least one of the carriers
triggers the avalanche to have an event. Thus, the total probability function
PT(x) is expressed by the equation 1.16.
PT (x) = Pe(x) + Ph(x)− Pe(x)Ph(x) (1.16)
W.G. Oldham proposed a method, explained in [78], using the equations (1.15),
to determine the breakdown voltage of a n–on–p device with depth equal to
W, depending only on the carrier ionisation coefficients and two boundary
conditions, Pe(0) = Ph(W) = 0, i.e. the electron probability to trigger an
avalanche is zero at the surface and, similarly, the hole probability to trigger
an avalanche starting at the deepest point is zero. The same equations can
be also used to determine the triggering probability, TP(V,λ). As an example,
in a n–on–p device with depth equal to 2000 nm, the function PT(x) has the
shape represented in Figure 1.20 (black dashed line), at a fixed overvoltage.
The electrons move from depth to the surface (from right to left in Figure 1.20)
in a n–on–p device, forced by the electric field. The holes move on the opposite
direction [80]. For this reason, the electron and hole triggering probabilities
have their maximum values on the right and on the left, respectively. From
the equations (1.15), it can be noted that the carrier triggering probability
maximum values depend on the ionisation coefficients and, since αe(x) and
αh(x) grow with the electric field and the first is always larger than the sec-
ond [81, 82, 83], the maximum value of Pe(x) is expected to be always larger
than the corresponding Ph(x) value.
Multiplying the photon absorption distribution (as that of Figure 1.18) for
PT(x) at a particular overvoltage, and integrating over the total depth of the
device, allows to obtain TP(V,λ). Since the exact shape of the triggering prob-
ability is not easily known, during the past years, a simplified formula was
proposed [47, 84]:
TP (V, λ) = 1− e−
V−VBD
Vλ (1.17)
in which Vλ is the rate of growth of TP(V,λ) and it depends on the wavelength.
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Figure 1.20: A plot representing the triggering probability of electrons (Pe, blue
line), holes (Ph, red line) and total (PT, black line) in a n–on–p SiPM, for a given
overvoltage, is shown. Pe is maximum in the depth because the electric field causes
the electrons to move from the depth to the surface. Ph is the opposite. The larger
value of the Pe is related to the larger ionisation coefficient αe.
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Chapter 2
FBK Technology and
Applications
2.1 SiPM development in FBK: First years
The development of Silicon Photomultipliers in FBK began in 2005, when
a three–year collaboration between the Italian National Institute for Nuclear
Physics (INFN) and the FBK, called DASIPM, aiming at the development
and application of SiPMs, was launched. The FBK role was the technological
development and the electrical characterisation of the detectors [85, 86].
The first SiPM prototypes produced in FBK were typical n–on–p devices built
on p+–substrate with a lowly doped p–type epitaxial layer having a thickness
of about 4 µm. The detectors had a size of 1x1 mm2 and 40 µm cell pitch.
Each cell was quenched with a lowly–doped polysilicon resistor. The doping
profile of the junction was fixed to have a very shallow junction (∼100 nm
from the surface) and a fully depleted device at the breakdown voltage. The
ARC transmission was optimized to increase the transmittance around 420 nm
(the wavelength was properly chosen to optimize the coupling to the Lutetium
crystals family). A sketch of this prototype, taken from [85], is reported in
Figure 2.1.
Since the first SiPM production, some of the actual typical characterisation
procedures were used. In particular, the analysis of a single cell having the
same layout and doping profile of the larger detector. This analysis is very
useful, e.g. the IV of the SiPM was found in between the IV curve of the
minimum and maximum current SPADs, multiplied by the number of SiPM
cells. This observation suggested that the total current of a SiPM is given by
the sum of the non–uniform single cell current contributions (Fig. 15 in [85]).
The most important results obtained with the electrical characterisation were
the breakdown voltage uniformity (a mean value of 30 V was found with a
maximum variation of ∼1 V among devices in the same wafer), the determina-
tion of the gain, equal to 106 at 3 V of overvoltage, and a DCR in the order of
40
Figure 2.1: Cross–section of the first SiPM prototype produced in FBK. The picture
is taken from [85].
2–3 MHz per square millimetre at 3 V of overvoltage. Both the gain and the
DCR were found increasing linearly with the overvoltage, as expected. Also, a
breakdown voltage temperature dependence of 80 mV/◦C was estimated [86].
Even if these first SiPMs had a dead border region around the cell active area
of 6 µm, the FF was very low because a large part of the active area was
covered by the polysilicon resistor. Two different layouts were produced with
a nominal FF of 20 % and 30 %. The small FF had a great influence on the
PDE value. The PDE spectrum was quite flat between ∼450 nm and ∼650 nm
with a maximum value of 14 %. In the NUV part of the spectrum, the PDE
was about the half of the maximum due to the smaller triggering probability
for short–wavelength photons (only the holes trigger events for these photons),
as expected because the device was a n–on–p [86].
Table 2.1 summarises the first prototype features.
Table 2.1: 2005 FBK SiPM features at room temperature and 3 V of overvoltage.
Cell Pitch 40 µm
FF 20 %
VBD 30-31 V
Gain ∼106
DCR 2–3 MHz
X–Talk <5 %
PDE @550 nm 10 %
PDE @420 nm 6 %
The first SiPM production was also characterised at cryogenic temperatures.
The estimation of the DCR and AP probability, as a function of temperature,
are reported in Figures 2.2 and 2.3. The pictures are taken from [87].
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Figure 2.2: DCR as a function of temperature in the FBK SiPM is reported. The
picture is taken from [87]. In the region (a), the thermal generation was the dominant
contribution to the DCR, in (b), the band–to–band tunnelling was the dominant
process. (c) was a region under study.
Figure 2.3: The afterpulsing probability as a function of temperature in the FBK
SiPM is reported. The picture is taken from [87]. The constant value down to 110 K
is shown. The increasing probability for lower temperatures is caused by the longer
trap lifetimes.
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The DCR dominating contributions are visble, thermal generation above 200 K
and band–to–band tunnelling at cryogenic temperatures. The afterpulsing
probability increases at temperatures below 110 K because the higher trap
lifetimes.
The good results obtained with the first prototypes lead to the development
of the technology with new productions starting in 2007. New projects lead to
the development of devices designed to be used as read–out detectors in PET
scanners. The improvements regard new layouts with increased FF and a new
technology reducing the DCR. Larger devices were produced, up to 4x4 mm2
with different cell pitches ranging from 40 µm to 100 µm. The new 40 µm cell
pitch had a FF equal to 40 %, twice the value of the previous generation [88].
From the characterisation of the new generation SiPMs, new knowledge was
gained. It was clear that the signal shape is deeply influenced by the device
parasitic capacitances. In Figure 2.4, the signals of a 1x1 mm2 and a 4x4 mm2
with cell pitch equal to 50 µm are reported (the original plot can be found
in [88]). The larger device, having a larger grid capacitance, Cg, in parallel
with the read–out resistor of 50 Ω, forms a low–pass filter that clears the signal
fast peak. Also, the DCR of the larger device scales exactly by a factor 16,
as expected from the area ratio. The gain was equal, depending only on the
quenching and diode capacitances, Cq and Cd.
Figure 2.4: Three signals of 1x1 mm2 (black line) and 4x4 mm2 (coloured lines at
different temperatures) SiPMs with cell pitch equal to 50 µm are shown (plot taken
from [88]). In the larger device signals, the fast peak is not present due to the larger
grid capacitance, Cg. It is in parallel with the 50 Ω of the read–out resistor forming
a low–pass filter.
The new technology SiPMs showed a big DCR reduction. Figure 2.5 shows the
DCR as a function of the overvoltage at different temperatures (the original
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plot can be found in [88]). At room temperature, a DCR reduction by a factor
three was measured.
Figure 2.5: DCR as a function of overvoltage for different temperatures are shown
(plot taken from [88]).
Having shown very good features in terms of primary noise and PDE, more
and more the FBK SiPMs were coupled to Lutetium crystals family to mea-
sure the energy resolution and coincidence resolving time (CRT) performance
for PET application (projects as HYPERImage, DASIPM2, Sublima). Many
works in literature report such measurements using large area SiPMs or ma-
trices [89, 90, 91, 92, 93]. Even if the measurement conditions were not the
same (some author used matrices, others single devices; also, the devices had
different size), the advancements in the detector performance are evident. In
Table 2.2, the results of these measurements are reported.
Table 2.2: First FBK SiPM productions energy resolution at 511 KeV and coinci-
dence resolving time (CRT)
Article En. Res. FWHM (%) CRT FWHM(ps) Crystal size (mm3)
G. Llosa’ et al. [89] 20 ∼1400 1x1x10
G. Llosa’ et al. [90] 14.5 Not measured 12x12x5
C. Piemonte et al. [91] Not measured 200 (short), 230 (long) 3x3x5, 3x3x15
R. I. Wiener et al. [92] 12.5 (short) 230 (short), 260 (long) 4x4x5, 3.8x3.8x22
C. Piemonte et al. [93] 12 190 3x3x5
The improved results of the last works [91, 93] benefit of the Differential Lead-
ing Edge Discriminator (DLED) algorithm applied to the data [94]. In [95],
the advantage of using the DLED algorithm was shown. In Figure 2.6, a plot
showing the DLED advantage is reported (original plot in [95]).
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Figure 2.6: CRT of 4x4 mm2 SiPMs coupled to 1.8x1.8x10 mm3 LYSO crystals at
different temperatures is reported. Plot taken from [95]. The employment of the
DLED filter removes the temperature dependence and allows to reduce the CRT by,
at least, 20 ps.
In the section 3.1, a complete description of the DLED algorithm will be given.
After many years of continuous improvements of the original technology,
in 2013 two new technologies, based on n–on–p and p–on–n junctions, were
presented. They were called RGB–SiPMs [96] and NUV–SiPMs [97, 98], re-
spectively, due to the peak efficiency position. All the subsequent SiPM gen-
erations took these names.
The RGB–SiPMs are n–on–p devices as the original technology SiPMs, thus
a comparison between them was possible. The newer device was modified,
starting from the original one, to achieve a lower electric–field profile in the
junction. This causes many benefits, as a DCR reduction, a higher VBD uni-
formity, an increased PDE and a lower gain and VBD temperature dependence.
At room temperature and at 4 V of overvoltage, the newer device had a DCR
less than 500 KHz/mm2, a PDE ranging between 20 and 30 % in all the visible
spectrum and an energy resolution of ∼10 % coupled to a LYSO crystal [96].
The new two technologies, having inverted p–n junctions, show the main
differences in the PDE spectrum. In Figure 2.7, a plot comparing the PDE
spectrum of the RGB and NUV technologies is reported (the original plot can
be found in [98]). The peak PDE reaches similar values in the technologies
but the peak wavelength is very different, from NUV to blue light for the
NUV technology and from blue to yellow light for the RGB. The different
shape of the spectrum is closely related to the junction, the photon absorption
coefficient and the different electron and hole triggering probabilities. Due to
the junction profile, in the RGB–SiPMs only the holes can trigger the events
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of short–wavelength photons, mainly absorbed close to the surface, while the
longer–wavelength photon events are triggered by both the carriers. In the
NUV–SiPMs the carriers triggering the events are the opposite.
Figure 2.7: A comparison between the PDE spectrum in RGB and NUV technologies
is shown. The plot is taken from [98]. Considering only the curves at the same
overvoltage, the maximum PDE reached by the two technologies are comparable,
exceeding the 30 %, but the peak wavelength is very different.
In this thesis, the focus is on the newer NUV–SiPMs produced in FBK.
In the next section, a description of the NUV and NUV–HD (High–Density)
technologies are given.
2.2 NUV and NUV–HD technologies
As anticipated in the previous section, the NUV–SiPMs are based on p–on–
n junctions to enhance the PDE in the NUV–blue region of the spectrum.
A cross–section of the device is shown in Figure 2.8 (original figure taken
from [64]).
In a p–on–n device illuminated by short–wavelength photons, the carriers trig-
gering an avalanche are the electrons, photogenerated very close to the surface.
Due to the electric field direction, only the electrons can trigger the events of
such photons. Since they have a larger ionisation coefficient than the holes, this
leads the p–on–n device to have a higher triggering probability, and a faster
increase of this probability with the overvoltage, with respect to an equal n–
on–p. This implies that, in general, a p–on–n device reaches the same PDE for
short–wavelength photons than a n–on–p one at a smaller overvoltage, having
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Figure 2.8: A simplified NUV–SiPM cross–section is shown. The plot is taken
from [64].
a lower primary noise and gain, thus also a lower correlated noise.
The electro–optical characterisation of the first NUV–SiPM showed very in-
teresting results. The device had the same layout of the subsequent versions,
with a cell pitch of 50 µm and a FF equal to 42 %. The PDE of this tech-
nology was very good for the detection of short–wavelength photons. It was
quite flat between 350 nm and 450 nm and reaches a maximum value ranging
between 25 % and 30 %. The big problem of this first prototype was the high
electric field causing a VBD around 15 V and a very high noise, both primary
and correlated [97]. Through an accurate electric field engineering, the sec-
ond NUV–SiPM was a much better device than its predecessor. As shown
in [98], this detector had a VBD around 25.5 V with a uniformity at wafer level
around 100 mV; a very low primary noise, lower than the previous version by
an order of magnitude (a plot taken from [98] is reported in Figure 2.9); a di-
rect cross–talk probability lower than 10 % but a very high delayed correlated
noise probability, more than 50 % at 4 V of overvoltage. The PDE spectrum
was similar to the first version but the values were higher, almost by a factor
two at the same overvoltage. It is very interesting to note that the measured
energy resolution and CRT of this detector, coupled to a LYSO crystal with
dimension 3x3x5 mm3, were at the same level of the best results obtained with
the original technology SiPMs [93], 10 % FWHM and 210 ps FWHM [98].
The NUV–SiPM technology was upgraded two times in the last three years.
In [69], the first layout and the technological improvement are described. The
layout was modified reducing the cell pitch to 40 µm and reducing the dead
border region around the active area, increasing the FF to 60 %. The new SiPM
was built on a substrate with a lower carrier lifetime, more than an order of
magnitude. This solution reduced the diffusion length of carriers photogen-
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Figure 2.9: A comparison between the measured DCR of the first two NUV versions
is shown. The plot is taken from [98]. The second NUV (continuous coloured
lines) shows a DCR lower by an order of magnitude than the first version (black
continuous line). Every measurement refers to a 1x1 mm2 with 50 µm cell pitch but
one, indicated in the plot as a yellow line, referring to a 1x1 mm2 with 25 µm cell
pitch.
erated in the substrate by secondary photons emitted during the avalanche
discharge, thus, also, the delayed noise probability. From a IV measurement
comparison, the lower correlated noise contribution can be qualitatively ob-
served. In Figure 2.10, this comparison is shown (original plot taken from [69]).
The curves of the two substrate SiPMs are very different after the breakdown
voltage. The newer device had a smaller post–breakdown current without the
abrupt diverging point visible in the old one at about 3.5 V, overvoltage at
which the correlated noise probability diverged.
The correlated noise probabilities were also directly measured and compared.
In Figure 2.11, this comparison is reported (original plot taken from [69]). The
measured DiCT was larger in the new substrate version, unexpectedly, but the
delayed noise components were very low, at the limit of the sensitivity mea-
surement.
The different behaviour of the noise components did not allow to conclude what
was the better device between the two substrate types. A comparison between
the ECF could solve this doubt. Such a comparison is shown in Figure 2.12
(plot taken from [69]), along with a gain comparison. The new substrate has
always a lower ECF, thus a lower amount of charge added to the cell signal
due to the presence of the correlated noise, in particular of the delayed noise.
For this reason, the new type SiPMs were called NUV–Low–AP SiPMs.
The PDE comparison showed a perfect match between the two types at the
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Figure 2.10: A comparison between the measured IV plots of the NUV–SiPMs with
different substrates is shown. The plot is taken from [69]. The SiPM #1 is the old
substrate version and has a clear diverging point at ∼3.5 V due to the very high
correlated noise probability.
Figure 2.11: A comparison between the measured correlated noise probabilities of
the NUV–SiPMs with different substrates is shown. The plot is taken from [69].
The old substrate SiPM has a lower DiCT probability but a much higher delayed
noise one at the same excess bias (overvoltage).
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Figure 2.12: A comparison between the measured Gain and ECF of the NUV–SiPMs
with different substrates is shown. The plot is taken from [69]. The gain is equal
in the devices, showing its independence from the substrate properties. The old
substrate SiPM has a larger ECF at every excess bias.
same overvoltage from NUV wavelengths up to ∼450 nm. Above this value,
the old substrate SiPM had a higher PDE because it had a larger QE(λ) of
the photogenerated carriers in the substrate by the long–wavelength photons.
The comparison is shown in Figure 2.13 (plot taken from [69]).
Figure 2.13: A comparison between the measured PDE of the NUV–SiPMs with
different substrates is shown. The plot is taken from [69]. The old substrate SiPM
reaches larger PDE values above 450 nm because the lower carrier lifetime in the
substrate increases the QE(λ) at long–wavelengths.
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The NUV–Low–AP demonstrated to be a better device than its predecessor
having a similar PDE, in particular in the NUV–blue region, and a lower cor-
related noise. In addition, the similar PDE was measured on SPADs because
the maximum operating overvoltage of the SiPM with the old substrate was
lower than 6 V. Comparing the values at realistic biasing conditions, the new
SiPMs had a PDE about 50 % higher than its predecessor.
The last upgrade was briefly described in [99]. This last SiPM was pro-
duced on the same substrate with smaller carrier lifetime, thus it is a second
version of the NUV–Low–AP. In addition, it had a lower electric field to re-
duce the DCR, not correlated with thermal generation. For this reason, it was
called NUV–Low–Field. This production showed a very similar PDE at the
same overvoltage and correlated noise probabilities of the NUV–Low–AP but
a slightly lower DCR and gain (due to the lower cell capacitance, CD). The
plot representing the DCR comparison is shown in Figure 2.14.
Figure 2.14: A comparison between the measured DCR of the NUV–Low–AP and
NUV–Low–Field is reported. The plot is taken from [99]. The Low–Field version
has a slightly lower DCR due to the lower electric field.
The NUV–Low–Field did not show a significant technological improvement.
A much better device was obtained applying to the NUV–Low–AP technol-
ogy the High–Density (HD) concept, successfully introduced some year earlier
for the RGB technology [100]. In [101, 102], the description and first character-
isation of the new NUV–HD technology is given. In Figure 2.15, a comparison
between the standard NUV layout and the HD version one is reported (original
figure taken from [101]). From the comparison it is possible to observe the main
difference between the two technologies, i.e. the presence of the deep trenches
in the HD version. The trenches around the cell reduce the secondary photon
transmission probability. In addition, the cells are smaller and they have an
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increased FF, because the border region size was reduced to ∼2 µm. From
these modifications, an increased PDE, a lower correlated noise probability
and a similar primary noise were expected.
Figure 2.15: A comparison between the layout of the NUV and the NUV–HD tech-
nologies is reported. The plot is taken from [101]. In the HD version, the deep
trenches allow to reduce the transmission of the secondary photons and the smaller
cells reduce the gain. Thus, the correlated noise probability is expected to be lower.
The characterisation of the NUV–HD technology will be shown in the
fourth chapter. In the following section, a list of possible applications in which
a NUV or NUV–HD device could be useful is given.
2.3 Possible applications
Due to its features, such as the high PDE in the NUV to blue region, the low
DCR and correlated noise probability at typical operating conditions and the
very good timing performance, the NUV technology is well suited for a large
number of applications [103]. In this paragraph, a review of some of them is
given. A particular focus will be given to one application, the Cherenkov light
detection for astroparticle physics, in the next subsection.
In some application, the photosensor can be coupled to a crystal scintillator
and used to read out the light (e.g. High Energy Physics (HEP) experiments
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and medical applications). In HEP experiments, the SiPMs can be used to
detect the electromagnetic (EMCAL) and hadron (HCAL) calorimeters light.
Usually, the calorimeters consist of towers of alternate absorber and scintilla-
tor layers. When a ionising particle (also photons in EMCAL and neutrons
in HCAL) pass through the calorimeter, it loses its energy via ionisation and
excitation processes. Both these processes convert the particle energy in light.
The light emission spectrum of the calorimeter depends on the scintillator ma-
terial. Nowadays, almost all the HEP experiments calorimeters employ PMTs
and other type of silicon photosensors, but the possibility to replace the ac-
tual detectors with SiPMs was largely investigated in the past years by many
collaborations [104, 105]. The advantages of the SiPMs could be the simpler
read out electronics due to the high internal gain, the use in environments
with strong magnetic fields due to the insensitivity of the silicon, the desired
high granularity and the simplicity to build compact modules with low power
and material budget. Also, the low radiation damage could be an important
point. In [103, 106, 107], the authors presented the status of two prototype de-
tector modules consisting of small extruded plastic scintillators (3x3x0.5 cm3
and 3x3x0.3 cm3) coupled to Hamamatsu MPPCs in a side for the CALICE
experiment. The plastic scintillators were Saint–Gobain BC–420 and had an
emission spectrum peaked in the NUV region, as shown in Figure 2.16 (taken
from the Premium Plastic Scintillators Saint–Gobain datasheet [108]). This
prototype was the first one in which the MPPCs were directly coupled to the
scintillator, without the use of a wavelength shifting fibre (WLS). This was
possible because the employed Hamamatsu MPPCs had a high PDE in the
NUV region, well matching the emission spectrum of the scintillator.
The medical inspections, in particular the positron emission tomography (PET),
were a field in which the use of SiPMs was largely investigated in the last ten
years too. During a PET exam, a serum, in which a short lifetime β+ emitter
is, usually, bound to a sugar molecule and injected into the patient. Inside the
body, the compound is mainly absorbed by the cancer cells and the β+ annihi-
late with the electrons emitting two gammas in coincidence at ∼180◦ to each
other. Measuring the arrival position of the gammas in a corona around the
patient, it is possible to track a direction connecting the two measured points
intersecting the patient. After many reconstructed couple of events, all the di-
rections indicate the presence of a cancer in a limited region in the patient. This
region size could be reduced measuring also the gamma rays arrival time. This
technique is called time of flight PET (TOF–PET) [67, 103, 109, 110, 111]. By
the arrival time difference, the presumed emitting point can be reconstructed
along the measurement direction. The time measurement precision is directly
related to the emission point reconstruction accuracy. Fast scintillators and
detectors, as the SiPMs, must be used. The most used crystal scintillators are
the Lutetium compunds as L(Y)SO and LSO, doped with Cerium and Cal-
cium, having a very high light yield and a fast decay time, about 40 ns. The
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Figure 2.16: Emission spectrum of a BC–420 plastic scintillator produced by
Saint–Gobain. Plot taken from [108]. The emission light is centred in the NUV
region.
emission spectrum of a LYSO crystal is peaked in the blue region, as reported
in Figure 2.17, taken from [112]. The use of the SiPMs could allow to ob-
tain excellent results in terms of coincidence resolving time (CRT), thus the
reconstruction point inside the patient could be more accurate. In addition,
the possibility to realise a PET/MRI technique, due to the insensitivity to the
magnetic fields, obtaining a more complete information is a strong point for
the development of the detectors.
In some physics experiment, searching for very rare events, the SiPMs can
detect the scintillation light produced by a gas or a liquid. This is the case
of the Darkside [113] and NEXT [114] experiments. The DarkSide exper-
iment has the aim to directly detect the Dark Matter. From cosmological
and gravitational observations, it seems that the ordinary matter of the Stan-
dard Model of Particle Physics (baryons, leptons and bosons) is only a small
fraction of the total matter in the universe, less than 20 %. The remaining
part of the matter is unknown, for this reason it is called Dark Matter. Up
to now, nobody found direct evidence of the Dark Matter existence but the
most accredited theories put some constraints on the mass (at least more than
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Figure 2.17: Emission spectrum of a LYSO crystal excited by different ionising
particles. Plot taken from [112]. If excited by a gamma ray, a LYSO crystal has an
emission spectrum centred in the blue region.
10 GeV/c2), the electrical charge (neutral) and the possible interactions with
other elementary particles (gravitational and some weak interaction form) of
the Dark Matter. All of these constraints lead to the name WIMPS (Weakly
Interacting Massive Particles) for the Dark Matter components. In DarkSide, a
time projection chamber (TPC) filled with dual phase liquid Argon, extracted
from underground sources to be radiopure, without the 39Ar contamination, is
used to detect the Dark Matter. The detection of the Dark Matter could hap-
pen measuring the nuclear recoil of the Argon nuclei after a scattering with the
WIMPS. During the motion, a recoiling nucleus loses its energy in the medium
via scintillation and ionisation processes. The first lead to the prompt emission
of extreme UV photons at 128 nm. The ionisation electrons drift inside the
TPC and, leaving the liquid phase and entering the gaseous one, excite the
medium producing secondary photons at the same wavelength [115]. The TPC
must operate at cryogenic temperature to maintain the Argon in a liquid state.
At this temperature, the features of the SiPMs must be assured. In [116], a
complete characterisation of two NUV–HD versions at cryogenic temperatures
was presented.
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NEXT is a physics experiment searching for the neutrinoless double beta de-
cay, ββ0ν. This particular decay would demonstrate that the neutrino is a
Majorana particle, the only one in the Standard Model, i.e. the neutrino is
its own antiparticle. In addition, the decay demonstrates that the total lep-
tonic number is not a perfectly conserved quantum number, and this could
be linked to the matter–antimatter asimmetry observed in the universe via a
process known as leptogenesis. In NEXT, a high–pressure electroluminescence
TPC filled with high purity Xenon gas (HPXe) enriched with 136Xe is used
to detect this very rare event. In a double beta decay event, the two beta
particles lose their energy in Xenon via ionisation and excitation. The second
process lead to the prompt emission of vacuum UV photons (VUV) at 178 nm.
The ionisation electrons drift inside the TPC to the anode entering in a re-
gion with a stronger electric field emitting other VUV photons via secondary
excitation [103, 117, 118]. Since the typical SiPM PDE in this extreme UV
region is very low, a protocol [119] was developed for coating the detectors
with tetraphenyl butadiene (TPB) shifting the VUV light to the NUV–blue
region. In Figure 2.18, the measured TPB emission spectra, obtained from
a glass plate coated with 0.1 mg/cm2 illuminated with 246 nm and 340 nm
photons, are shown (plot taken from [119]).
Figure 2.18: TPB emission spectra measured illuminating a glass plate with 246 nm
and 340 nm photons. The light is shifted to longer wavelengths, mainly around two
peaks located at ∼425 nm (fluorescence) and near 700 nm (phosphorescence). Plot
taken from [119].
It is possible to observe the light shifting to longer wavelengths with two clearly
visible peaks, the first at ∼425 nm (fluorescence light) and the second near
700 nm (phosphorescence light). The much larger PDE of the p–on–n devices
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in the blue region, makes the first peak dominating the light yield, thus almost
only the prompt fluorescence emission is detected by the sensors.
In this section, the possibility to use the SiPMs to detect the scintillation
light was shown. The NUV technology is also well suited to detect UV light
without the use of the scintillators. This is the case of the Cherenkov light
detection. In the following subsection, one experiment based on the Cherenkov
light detection, the Cherenkov Telescope Array (CTA) [120], will be presented
in detail.
2.3.1 The Cherenkov Telescope Array experiment
The Cherenkov Telescope Array (CTA) will be a future ground–based Imag-
ing Atmospheric Cherenkov Telescope (IACT). Its aim will be the detection
of cosmic gamma rays with energy in between 20 GeV and 300 TeV. These
gamma rays will be used as messengers to study their cosmic sources (e.g. ac-
tive galactic nuclei (AGN), starburst galaxies, pulsar wind nebulae, shell–type
supernova remnants, giant molecular clouds, X–ray binaries) [121].
A very high energy cosmic ray, entering the Earth atmosphere, produces
a cascade of secondary particles, called Extensive Air Shower (EAS). The
EAS number and type of particles and its footprint at ground are related
to the cosmic ray originating it. A hadron induced EAS consists, mainly, of
mesons (pions and kaons, above all) and nucleons and has a very large size at
ground. The EAS generated by a lepton or a gamma ray consists of photons
and electrons and it is very narrow at ground, compared to a hadron induced
one. Two typical EASs are represented in Figure 2.19. It is possible to compare
the EAS generated by the two different particles. The hadron induced EAS
begins at a lower altitude and it develops more in width.
The detection of every particle of the cascade, to reconstruct the original one, is
impossible because a huge detector would be needed. Actually, at ground level,
the development of an EAS can have a very large area, in the order of 105 m2
or even more. In the past years, to overcome this problem, the collaborations
studying the cosmic rays developed a new type of cosmic ray observatory based
on the use of an array of detectors covering a large area. Such an array is not
able to detect every particle of an EAS but, using sophisticated models, it is
possible to reconstruct the shower, and the particle originating it, from this
sampling. An example of such detectors, now operating to study the cosmic
radiation, is the Pierre Auger Observatory [122].
A ground–based IACT is a type of cosmic ray observatory specifically de-
signed to detect cosmic gamma rays. As above written, a gamma ray induced
cascade is mainly composed by photons and electrons. Due to their low mass,
the charged particles of the shower travel through the air at a speed larger than
the phase velocity of light in medium, thus they emit secondary photons via
the Cherenkov effect [123]. The Cherenkov photons are emitted in the forward
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Figure 2.19: Typical Extensive Air Showers (EASs) generated by a gamma ray (left)
or a cosmic proton (right). On the Y axis, the altitude is reported, on the X axis,
the distance in Km from the vertical direction of the primary cosmic ray at which
the cascade particles arrive.
direction and are distributed over the surface of a cone around the particle
direction with vertical angle equal to 2θ. The emission angle θ is governed by
the law (2.1).
cosθ =
1
nβ
(2.1)
The Cherenkov photons are not monochromatic, they follow the distribution:
dF =
q2
c2
(1− 1
n2β2
)ωdω, (2.2)
Integrating the equation (2.2) over the frequencies ω for which the traversed
medium is transparent, the intensity of the Cherenkov radiation, emitted by
every particle having speed equal to β and electrical charge equal to q, can
be determined. The Earth atmosphere is not transparent for photons having
wavelength smaller than about 300 nm. The Cherenkov photon distribution
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generated in a EAS is described by a decreasing function with a maximum at
∼300 nm. Such a spectrum is shown in Figure 2.20.
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Figure 2.20: The simulated Cherenkov photon distribution in Earth atmosphere is
shown. The emission is maximum at about 300 nm because the Earth atmosphere
is not transparent for smaller wavelengths.
The emitted photons have wavelength ranging from NUV to MidIR. Dividing
the spectrum in the regions NUV, Visible and IR, it is possible to estimate
a relative emission in the three regions equal to 25 %, 32 % and 43 %, re-
spectively. Even if the larger fraction of the Cherenkov radiation is emitted
in the IR region, the camera detectors have, usually, a poor efficiency in this
region (e.g. silicon detectors can not detect photons with wavelength larger
than ∼1100 nm, thus only one third of the total Cherenkov radiation can be,
theoretically, detected). In addition, the Cherenkov photons must be distin-
guished from the night sky background radiation that is quite constant between
∼350 nm up to the visible light and increases in the IR. For these reasons, the
camera detectors must have a high efficiency in the NUV region and a bad
detection in the visible and IR regions to increase the signal–to–noise ratio.
The array detects only parts of the footprint of the Cherenkov cones. For this
reason, reconstruction models must be used to rebuild the Cherenkov cones
of every particle of the shower, obtaining the energy and momentum of the
charged particles in the EAS. From these informations, the primary gamma
ray energy and direction can be determined and the source pointed, also by
telescopes operating at other wavelengths.
The actual operating IACTs have a small number of telescopes (five in
H.E.S.S. [124], four in VERITAS [125] and two in MAGIC [126]). These small
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numbers do not allow a complete sky survey in a reasonable amount of time
(e.g. H.E.S.S. completed a survey of the Milky Way covering about 600 square
degrees but, with the same sensitivity, the full sky coverage would be reached
after a decade of observations) and limit the sensitivity region from several
tens of GeV up to some tens of TeV. The CTA Collaboration decided to build
two sites with a very large number of telescopes in each site to overcome these
problems increasing the sensitivity and the sky coverage with respect to the
actual observatories of at least one order of magnitude. For the northern array
site, the island of La Palma in the Canary Islands was chosen, and for the
southern array site, Paranal in Chile. In each site, different size telescopes
will be employed because the gamma ray energy range to explore is too large
for only one type detector. In detail, the northern site project will consist of
4 Large Size Telescopes (LSTs) and 15 Medium Size Telescopes (MSTs) to
explore the energy range from 20 GeV to 20 TeV. In Figure 2.21, the planned
array design is shown.
Figure 2.21: The planned CTA array design in the northern site is shown. Picture
is taken from the website [120]. In the legend, the telescope types are indicated.
The southern site project will consist of a larger number of telescopes to cover
the whole energy range, from 20 GeV to 300 TeV: 4 LSTs, 15 MST and 70
Small Size Telescopes (SSTs). In Figure 2.22, the planned array design is
shown. Both the pictures are taken from the official website [120].
The different size telescopes will allow to cover the total energy range. Each
type will be used to cover only a part of the energy range to investigate with
small overlaps between adjacent regions. In detail, the total energy spectrum
to investigate can be divided in the following three subregions:
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Figure 2.22: The planned CTA array design in the southern site is shown. Picture
is taken from the website [120]. In the legend, the telescope types are indicated.
• the low–energy range, up to 100 GeV: the main detector used in this
energy range will be the LST. They will have a mirror of 23 m diameter
and, in the array, there will be four of them, placed very close to each
other covering a total area of more than 103 m2, at least the 10 % of the
expected footprint of the Cherenkov cones at ground.
• the core–energy range, from 100 GeV to 10 TeV: the main detector used
in this energy range will be the MST. They will have a mirror of 12 m di-
ameter and, in the array, they will be placed at about 100 m to each other
covering a total area larger than the expected footprint of the Cherenkov
cones at ground. The MST will be similar to the actual observatories de-
tectors, thus the acquired knowledge from the other experiments could
be used. In addition, having an array size larger than the Cherenkov
cone, in almost every event it will be possible to have detectors close to
the optimum distance from the shower axis (about 70–150 m), where the
light intensity is large and the intensity fluctuations are small.
• the high–energy range, over 10 TeV: the SST will be the main detector
used in this energy range. Since in this region a small number of events
per year is expected, the use of many telescopes, having a few m2 diame-
ter, with spacing of 100–200 m covering a very large area, up to 5·106 m2,
seems a good choice to increase the collected events. Even if the SST
have small mirrors, they can be used because the high light yield of the
Cherenkov cones in this region.
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In Figure 2.23, the sensitivity as a function of the cosmic gamma ray energy
is shown (original figure can be found in [127]). The subregions in which the
LSTs the MSTs and the SSTs will be the most used detectors are highlighted.
Figure 2.23: The sensitivity of the CTA array as a function of the gamma ray energy
is shown (original figure can be found in [127]). Picture is taken from [127]. Every
size telescope reaches a better sensitivity than the others in a different energy range.
The LSTs will be parabolic single–mirror telescopes, the MSTs will have a
Davies–Cotton design and the SSTs will be Schwarzschild–Couder dual–mirror
type. In Figures 2.24, 2.25 and 2.26, the designs are drawn (pictures taken
from [127]).
The use of a dual–mirror concept in the SSTs allows to reach a larger Field
of View (FoV), about 10◦, compared to those of the LSTs, ∼4.5◦, and MSTs,
∼7–8◦, at the cost of a major complexity and the important shadowing of the
secondary mirror over the first.
Regarding the photosensors of the camera, in the actual IACTs, the most com-
monly used detectors are the PMTs with bialkali photocathodes and electron
multipliers based on a chain of dynodes. They are sensitive in the wavelength
range of 300–600 nm (200–600 nm if a PMT with a quartz window is used).
The bialkali PMT sensitivity curve well matches the spectrum of Cherenkov
light arriving at ground level from EASs. These PMTs have a relatively high
quantum efficiency, (an average of about 30 % in the wavelength range of inter-
est), high gains, up to 106, and low noise, thus allow the reliable measurement
even of single photoelectrons. A dynamic range of about 5,000 photoelectrons
is obtainable with PMTs. For all of these reasons, these PMTs are the baseline
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Figure 2.24: The parabolic single–mirror type telescope is shown (original figure can
be found in [127])
Figure 2.25: The Davies–Cotton type telescope is shown (original figure can be
found in [127])
63
Figure 2.26: The Schwarzschild–Couder dual–mirror telescope is shown (original
figure can be found in [127]).
choice also in CTA for the cameras of the different size telescopes. However,
in the dual–mirror SSTs, the PMTs could be difficult to employ due to their
size. Thus, the possibility to use other detectors, more compact as the SiPMs,
is under investigation. To be considered as a valid alternative to the PMTs,
the SiPMs must satisfy many requirements (some of them are reported in the
list below).
• Match the spectral sensitivity. Due to the night sky background, the
Cherenkov photons with wavelength longer than 600 nm have a decreas-
ing signal–to–noise ratio. The desired sensor PDE must be very high in
the range 350–550 nm and very low elsewhere.
• Have an adequate sensor area. The desired angular resolution is 0.2◦,
that, in a dual–mirror SST telescope, imply a maximum sensor size of
about 6 mm.
• Have a large dynamic range. It is desired to have a dynamic range from
the single photon level up to 5000 photons with a maximum deviation
from a perfect linear response of a few percent.
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• Have a very fast response. The Cherenkov photons time distribution on
the camera strongly depends on the energy of the primary gamma ray
but, in general, if the sensor response is under one nanosecond, the light
structure of the Cherenkov light pulse can be correctly rebuilt.
• Have low internal noise. Both DCR and correlated noise must be low to
ensure a low probability of false trigger.
In this context, two experiments, now taking data, FACT [128] and AS-
TRI [129], are demonstrating that a small telescope can successfully operate
having a SiPM–based camera. In particular ASTRI is a prototype of the CTA
dual–mirror SST. The first prototype camera had a size of 50x50 cm2 and
employed Hamamatsu MPPCs with 3x3 mm2 size and 50 µm cell pitch. The
MPPCs were connected in matrices 2x2 forming a single logical pixel of the
camera having a square size of about 6.2 mm side. Every single logical pixel
had a 0.17◦ imaging resolving angular size. The characterisation of these pro-
totype camera showed a DCR per MPPC of 700 KHz, a crosstalk up to 25 %
and a maximum PDE of 40 %. This values were positively evaluated from the
ASTRI collaboration because they would allow sufficiently accurate energy
measurements on the field [130].
The NUV–HD SiPMs are expected to have a lower noise and a higher PDE
than the measured MPPCs, thus they could be considered a better choice for
the replacement of the PMTs in the future CTA SSTs. In the fourth chapter,
the complete characterisation of this technology will be shown and the obtained
values will be compared to the MPPCs data.
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Chapter 3
Experimental characterisation:
Set-up and procedures
Once a new lot of SiPMs is produced by a manufacturer, a complete charac-
terisation must be performed. The first step is, usually, the measurement of
the forward and reverse electrical currents to identify SiPMs with anomalous
behaviour. Then, a number of samples are packaged and tested, both in dark
and under illumination to extract all the informations. In particular, the char-
acterisation in dark allows to obtain informations about the noise components,
primary DCR and afterpulsing and optical cross–talk probabilities, and elec-
trical parameters as the single cell gain and signal shape. The characterisation
under illumination gives the PDE of the device. Reliable hardware set–ups and
automated acquisition procedures are suggested to reduce the needed time and
produce useful data for the comparison of different technologies.
In this chapter, the set–ups and characterisation procedures employed in
FBK for every new SiPM production are illustrated. The characterisation in
dark is reported in [70] and the one under illumination in [71].
3.1 Characterisation in dark
The hardware set–up used for the dark characterization is shown in Fig-
ure 3.1 (original plot taken from [70]). It consists of a light–tight thermo-
static chamber containing the SiPM under test with its amplifier board and
an outside located oscilloscope. The amplifier board consists of a low–noise,
high–bandwidth voltage–feedback operational amplifier with JFET input, con-
nected in a trans–impedance configuration. The low bias–current input stage
and the use of an inverting configuration preserve the total signal charge of
the SiPM pulses. The gain of the amplifier is ∼5000 V/A. The used oscil-
loscopes have high–bandwidth (typically 1 GHz) and at least 10 GS/s. The
operating parameters of the chamber (temperature and humidity rate) as the
acquisition parameters of the oscilloscope (e.g. acquisition channel) are re-
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motely controlled by the acquisition software at the PC, written in LabView.
Figure 3.1: The set–up for the characterisation in dark is represented. The picture
is taken from [70]. The SiPM is placed inside a thermostatic light–tight chamber
with the amplifier board. The signal is sent to an external oscilloscope and then to
the acquisition software in the PC.
The on–line analysis is performed acquiring random millisecond–long wave-
forms of SiPM output signals.
Figure 3.2: The DLED technique is represented. A replica of the original waveform
(blue line) is delayed and subtracted from the original one (red line), to reduce the
slow exponential tail. In the original waveform a pile–up of signals is visible, in the
filtered one this phenomenon is absent.
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A filter, called Differential Leading Edge Discriminator (DLED) [94], is em-
ployed in order to better identify the signals and avoid possible baseline fluc-
tuations and pile–up of consecutive ones. The DLED concept uses the original
SiPM waveform to obtain a baseline–compensated signal by calculating the
difference between the measured signal and its delayed replica by a time in-
terval ∆T. Then, a standard leading edge discriminator (LED) is applied to
the obtained waveform for the estimation of the arrival time of the event.
A schematic representation is presented in Figure 3.2. The S2(t) is the fil-
tered waveform. In the original waveform, the pile–up of consecutive signals
is present, while it is compensated in the filtered waveform.
The effects of the DLED method are the reduction of the signal long tail and
its amplitude. The set ∆T has influence on the amplitude of the filtered signal
because this is equal to the variation of the original signal during the delay.
This delay must not be too small, otherwise also the rising edge of the signal
would be attenuated down to a level such as the electronic noise starts affecting
the waveform, and not larger than the rise time of the signal, to avoid a too
big undershoot. Usually, a value of several hundreds of picoseconds, less than
1 ns, is a good compromise. The effect of the ∆T choice on the filtered signal
is shown in Figure 3.3 (original plot taken from [94]).
Figure 3.3: A SiPM signal and three DLED filetered ones, with different chosen
∆T, are represented. The picture is taken from [94]. The filtered signal amplitude
reduces with ∆T.
To get rid of the undershoot, a small number of signals, well separated
from previous and subsequent ones, are initially acquired during the on–line
analysis and the average DLED signal is calculated. Then, this is subtracted
to the filtered acquired waveforms.
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In each filtered acquired long waveform, the amplitude and the arrival time
of every identified pulse, imposing a threshold (usually set to half of the single
cell amplitude), are saved. The pulse amplitudes, scaled to the single cell
signal one, and the time distances (time between a pulse and the precedent
one) are used to build a scatter plot, as the one represented in Figure 3.4. In
this scatter plot, all the noise components are visible:
• the events with single amplitude and time distance up to tens of mi-
croseconds are mainly the primary dark counts;
• the events with fractional amplitude are afterpulsing (events occurring
after the total recharge of the cell, having integer amplitude, are included
in the primary dark counts cloud and are separated by the analysis pro-
cedure);
• the events with double amplitude and same time distribution of the pri-
mary dark counts are the DiCT events;
• the events with single amplitude and very small time distance, up to a few
tens of nanoseconds, are the DeCT events (as for the afterpulsing, they
are separated from the primary dark counts by the analysis procedure).
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Figure 3.4: Example of a scatter plot amplitude - time distance of SiPM signals
obtained with the characterisation explained in [70]. In the Y axis, the ratio between
the acquired signal amplitude and that of the single cell is reported to express the
acquired data as number of fired cells (photoelectrons, pe). The X axis reports the
time between two consecutive pulses.
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The projection of the scatter plot along the amplitude axis is reported in
Figure 3.5. The event rate is obtained by dividing the number of events in
every acquired waveform by the time window. The black histogram represents
the acquired data, the red curve is the cumulative histogram. The red his-
togram is a staircase plot, as the one shown in Figure 1.13.
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Figure 3.5: The projection of the scatter plot reported in Figure 3.4 along the
amplitude axis. The cumulative histogram is also shown in red. The cumulative
histogram is a staircase plot from which the total noise and the DiCT probability
can be calculated.
The first ”stair” is the total noise, including the DCR and all the delayed
correlated noise events. In this projection, the total noise corresponds to the
maximum of the red histogram, because the trigger acquisition is set at half
the amplitude of the single cell. The following equations (3.1) give the DiCT
probability, PDiCT, and its uncertainty, ∆PDiCT.
PDiCT =
R1.5
R0.5
, ∆PDiCT = PDiCT
√
1
R1.5
+
1
R0.5
(3.1)
In the equations (3.1), R0.5 and R1.5 are defined as in the section 1.3.1. The
probability to have a primary double amplitude event is completely neglected
because it is always very small, much less than the DiCT uncertainty. It can
be derived from the law (1.10) with ∆t equal to a few ns, due to the use of
the DLED filter.
In Figure 3.6, the projection of the scatter plot along the time distance axis
is reported. Due to the used variable bin size, the aspect of this projection
70
differs from what is expected, a decreasing exponential distribution. The used
fit function to represent the primary dark counts is defined by the law (3.2).
F (t) = aP (t) = a(te−bt) (3.2)
Figure 3.6: The time distance projection of the scatter plot in Figure 3.4, with a
variable bin size, is shown. The function (3.2) is used to fit the primary dark counts
and is drawn in red. Only data with time distance larger than the Fit Limit Line
are used in the fit procedure. The visible excess of events at time distances smaller
than the Fit Limit Line are delayed correlated noise, both DeCT and AP.
In the equation (3.2), a is a normalization factor and P(t) is the probability
to have an event at the time distance t. The b parameter is the primary dark
count rate, the DCR. The fit procedure uses the right part of the experimental
data (data with time distance larger than the Fit Limit Line). On the right part
of this limit, the fit well describes the experimental data, while at shorter times,
the histogram is altered by the delayed correlated noise events. Including
these events in the fit procedure, the measured DCR would result artificially
increased, as shown in Figure 3.7, in which the extracted DCR of the data in
Figure 3.6, as a function of the Fit Limit Line position, is reported. The plot
can be divided into three regions:
• I)positions between the maximum time distance and the maximum mea-
sured counts (10-5 s): the obtained DCR changes from very low values
to ∼105 Hz, about the inverse of the maximum measured counts time
distance;
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• II)positions between the maximum measured counts and the beginning
of the visible delayed correlated noise components (∼2×10-6 s): all the
extracted DCRs are in agreement within 1σ;
• III)positions between the beginning of the visible delayed correlated noise
components (∼2×10-6 s) and the minimum time distance: the DCR in-
creases to values not in agreement with those measured in the region
II.
The plot in Figure 3.7 shows the importance to correctly position the Fit Limit
Line in the region II to estimate the DCR without errors. From Figure 3.7,
the relative DCR uncertainty is visible, it is about 2–3 %.
Figure 3.7: The measured DCR, as a function of the Fit Limit Line position, is
shown. Inside the plot an enlargement shows the increasing DCR including the
delayed correlated noise events in the fit procedure.
In the region III of Figure 3.6, the delayed cross–talk events and the afterpuls-
ing ones are present. Both the probabilities of the delayed noise components
are calculated as the ratio between the counts in excess and the total acquired
events in a chosen time interval (t2-t1). For clarity, the used equations to cal-
culate a generic delayed noise probability and its uncertainty are the (3.3).
PDN =
NDN −NFit
NEv
, ∆PDN = PDN
√
NDN + ∆NFit
2
(NDN −NFit)2
(3.3)
NDN is the number of acquired events and NFit is the integral of the fit function
in the considered time interval. It allows to calculate the expected number of
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primary events. NEv is the total number of acquired events. The error on NFit,
∆NFit, must be propagated from the equation (3.2) and it is proportional to
the parameter errors, ∆a and ∆b. Since these errors are usually very small,
less than 1 %, the ∆NFit is small too. The error on the delayed correlated
noise probability is strongly dependent from the number of acquired events
due to the difference (NDN-NFit)
2. If this number is not large enough, the
results are nor reliable. This aspect is critical when Low–AP devices must
be measured because the expected small number of delayed correlated noise
events. The two noise components can be clearly separated because the AP
cloud of events do not occur at time distances shortest than a minimum due to
the set threshold (in Figure 3.4 this minimum is observable at about 100 ns).
For this reason, in the case of the AP probability estimation, t1 can be chosen
as the minimum measured AP cloud time distance and t2 as the time distance
at which the excess of events begins visible (usually it coincides with the Fit
Limit Line time). In the case of the DeCT probability estimation, t1 can be
chosen as the minimum measured time and t2 as the chosen t1 of the AP case.
In general, for the Low–AP devices it is better to sum the delayed correlated
noise probabilities to increase the acquired events and reduce the errors.
The on–line analysis allows also to calculate the single–cell gain, signal fea-
tures as the average amplitude and the recharge time and the Excess Charge
Factor (ECF). These informations are obtained from the original waveform,
not filtered by the DLED method.
The time stamp of every acquired signal is used to integrate the original wave-
form after and before this time for a set window. If the window is set equal to
the signal duration, the measured area after the time stamp is the signal area
while the other can be considered as a baseline estimation. Two histograms
with the calculated areas are then built, as the ones represented in Figure 3.8.
The first peak of each histogram is then fitted with a Gaussian function to ob-
tain the peak areas and errors. The single–cell gain of the device is calculated
using the equation (1.6) considering the first peak of the baseline histogram as
the pedestal (A0) and the first peak of the signal area histogram as the term
A1 of this equation.
After an imposed number of events is acquired, and the peaks in the charge
spectrum shown in Figure 3.8 are clearly visible, every additional signal having
an area falling in the first peak of the signal area histogram is summed up and
averaged. The average signal is the single–cell output of the detector without
the baseline fluctuations, compensated by the average. On this signal, it is
possible to define the average amplitude and the typical recharge time.
At last, having measured the IV of the device and calculated the DCR and the
gain of the single–cell signal, the electrical current due to the primary events
can be calculated and the ECF obtained from the equation (1.12).
The reported characterisation must be performed at different overvoltages
and, possibly, at different temperatures to observe how the important param-
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Figure 3.8: The measured signal area and baseline histograms are plotted. The first
peak of each histogram is fitted with a Gaussian function to obtain the corresponding
area and error.
eters of a new lot vary with the bias voltage and environment temperature.
3.2 PDE measurement
In this section, the set–up and methods used to estimate the PDE of a device
are illustrated [71]. A large number of preliminary operations and precautions
are performed to have a reliable set–up. For this reason, it seems better to
divide this section into two subsections and fully describe the set–up calibration
and uncertainty sources in the first one and the PDE estimation methods and
analysis in the last.
3.2.1 Set-up calibration and uncertainty sources
The main elements of the employed optical bench set–up are contained in a
light–tight box. A scheme representing them is shown in Figure 3.9 (original
plot taken from [71]). The set–up consists of an integrating sphere with inner
diameter of about 5 cm and three circular ports of about 1 cm diameter placed
at 90 degrees one with respect to each other. One port (a) is used to introduce
the light into the sphere, either with an optical fibre or by directly mounting
an LED on it; on a second port (b), a reference photodiode (not necessarily
calibrated) is mounted on to monitor the optical power inside the sphere (this
port is recessed to avoid direct light exposure from the incident light to the
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active area of the photodiode); the last port is used to illuminate the device,
placed at a fixed distance from the sphere. As already shown in [131], locating
the device at some distance from the sphere, instead of directly mounting on
it, has two advantages. The first one is the possibility to have a very different
light flux on the device under test and on the reference photodiode used for
calibration (as explained in the following). This is important because the
photodiode has not an internal gain, thus it needs a larger light flux to give
a measurable signal. The second advantage is a better light uniformity on
the device surface. The tested device can be either connected to an amplifier
board, and then the output signal acquired by an oscilloscope (this solution
is very similar to that shown in the section 3.1), or simply connected to a
picoammeter to measure its current, depending on the chosen measurement
method. The set–up is so compact that it can be put inside the thermostatic
chamber, instead of inside the light–tight box, to perform measurements at
different temperatures to investigate any possible variation.
Figure 3.9: Scheme of the main components of the experimental set–up inside the
light–tight box. The original plot is taken from [71]. An integrating sphere with
three ports is present. On a port, an optical fibre, or an LED, is connected to send
the photons inside the sphere; on a second port, a reference photodiode monitors
the light stability; the last port is used to illuminate the device under test.
Two different light sources can be used in the employed set–up: a 20 W
tungsten halogen lamp with a color temperature of about 3000 K having a
broadband spectrum peaked in the near IR region (in this case the desired
wavelength is selected with a monochromator [132] with 9 nm FWHM resolu-
tion); a set of LEDs with peak wavelength ranging from UV to near IR region.
The main reason to have two different light sources is the possibility to use the
LEDs for a pulsed measurement method. Table 3.1 lists the main characteris-
tics of the used LEDs (central wavelength and expected FWHM) as reported
in the manufacturers datasheets. The datasheets do not allow to perfectly
know the LEDs emission spectra. An uncertainty on the central wavelength of
at least 10 nm is given for almost all the LEDs by the manufacturers. For this
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reason, a procedure is employed to directly measure the LEDs emission spectra
using the monochromator. The procedure is the following: an LED is placed
as the light source of the monochromator and the light output is measured,
as a function of wavelength, using a calibrated photodiode. This operation is
then repeated varying the applied bias voltage to the LED. Examples of the
obtained spectra are shown in Figure 3.10.
Table 3.1: LEDs manufacturer characteristics (Roithner LaserTechnik(a)[133],
Thorlabs(b))[134].
LED id. Nominal WL (nm) Central WL (nm) FWHM (nm)
UVTOP295-HL-TO39(a) 300 295 ÷ 305 12 ÷ 15
UVTOP315-HL-TO39(a) 320 315 ÷ 325 10 ÷ 20
UVTOP335-HL-TO39(a) 340 335 ÷ 345 15 ÷ 20
XSL-365-5E(a) 365 363 ÷ 370 10 ÷ 20
LED380L(b) 380 375 ÷ 380 12
VL390-5-15(a) 390 385 ÷ 395 N/A
XRL-400-5O(a) 400 400 ÷ 410 10 ÷ 20
LED410L(b) 410 405 ÷ 410 20
LED420-33(a) 420 415 ÷ 425 15
LED435-12-30(a) 435 430 ÷ 435 N/A
LED450-06(a) 450 440 ÷ 460 25
LED465E(b) 465 455 ÷ 475 25
LED525EHP(b) 525 520 ÷ 530 35
LED545-06(a) 545 535 ÷ 555 40
LED591E(b) 590 580 ÷ 600 17 ÷ 23
LED630E(b) 630 629 ÷ 649 17
LED700-02AU(a) 700 700 30
LED780E(b) 780 770 ÷ 790 30
ELD-950-535(a) 950 935 ÷ 960 65
After the measurement, along with the correct emission spectra of the LEDs,
an unpredictable and unexpected correlation is found between the applied
bias voltage and the emission spectra central–wavelength. In particular, a
central–wavelength shift is observed. In some cases, the shift is toward longer
wavelengths, as for the LEDs 700 nm and 780 nm, while in others, toward
shorter ones, as for the LED 525 nm. No reason is found yet for this different
behaviour. It is very interesting to note that this correlation is found even
if the applied bias voltage is always in the linear region of the forward IV
curve of the LEDs and the measurements are performed after a warm–up time
in which the LEDs stabilise. These measurements allow to specify a proper
applied bias voltage range for each LED in which no appreciable variation in
the emission spectra is observed. This range is always respected during the
following measurements.
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Figure 3.10: Measurement of the emission spectra, as a function of wavelength, for
different applied bias voltages, of the LEDs with nominal peak wavelength 525 nm
(top left), 700 nm (top right) and 780 nm (bottom). A central wavelength shift is
observable. In the first plot, the central wavelength reduces with the bias voltage,
in the other two the measured behaviour is the opposite.
In Table 3.2, the emission spectra characteristics of the measured LEDs, in the
operating conditions, are reported. Since the employed monochromator has an
operating range from 360 to 800 nm, five LEDs can not be measured (with
nominal wavelength equal to 300 nm, 320 nm, 340 nm, 365 nm and 950 nm),
thus the datasheet features are considered during the measurements. Their
characteristics are not reported in Table 3.2 because they are just shown in
Table 3.1.
The emitted light, both by the lamp and by the LEDs, is collected on a
multimode optical fibre with inner diameter of 1 mm and sent to the inte-
grating sphere through its port. This arrangement allows to place the light
sources outside the light–tight box, assuring that the environmental conditions
of the device under test did not suffer large variations during the change of
the investigated wavelength. The deepest UV LEDs, with peak wavelength
shorter than 350 nm, are an exception because they are directly mounted on
the sphere. This is necessary to avoid unwanted effects of the fibre on the
outgoing light, as discussed later in this subsection.
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Table 3.2: Measured characteristics of the LEDs emission spectra.
LED id. Central WL (nm) FWHM (nm)
LED380L(b) 380 18
VL390-5-15(a) 393 18
XRL-400-5O(a) 398 16
LED410L(b) 407 20
LED420-33(a) 417 24
LED435-12-30(a) 428 22
LED450-06(a) 443 27
LED465E(b) 468 32
LED525EHP(b) 519 34
LED545-06(a) 533 41
LED591E(b) 590 19
LED630E(b) 639 23
LED700-02AU(a) 697 29
LED780E(b) 782 33
The calibration of the light sources allows to obtain the relation between
the electrical current measured by the reference photodiode and the number
of photons per unit time and area reaching the SiPM location (PhI). The
calibration procedure is performed using a calibrated photodiode and paying
attention that its active area is in the exact position of the SiPM during the
subsequent measurements. Knowing the responsivity of the calibrated photo-
diode, η, and its active area, A, PhI can be expressed as:
PhI =
ICAL−L − ICAL−D
Ahνη
(3.4)
in which ICAL-L and ICAL-D are the electrical currents read in light and in dark
condition by the calibrated photodiode, respectively, h is the Planck constant
and ν the frequency of the adopted light. The error on PhI must be propagated
from the electrical current measurement errors, always lower than 1 %, and
from the errors of the other parameters. To minimise the uncertainty related
to this procedure, the calibration is usually repeated for different light inten-
sities. Using the LEDs, this can be obtained varying the bias voltage, always
inside the found acceptable range in which the emission spectrum do not show
variations, while using the monochromator, varying the size of a collimator
in front of the entrance slit. This procedure gives plots similar to the one
reported in Figure 3.11. A typical uncertainty in the order of 1 % or less is
found for all the LEDs and in the order of 5 % or less for the monochromator
lamp.
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Figure 3.11: Example of calibration plot for the LED with nominal wavelength equal
to 420 nm. Inside the plot, the obtained calibration value with its error is reported.
A comparison between the calibration values of the LEDs and the monochro-
mator lamp is reported in Figure 3.12. A very good agreement between the
light sources is found for wavelengths longer than 420 nm. For shorter wave-
lengths, the LED calibration values are always larger than the corresponding
ones calculated with the monochromator. The poor emission light of the 20 W
lamp at these short wavelengths does not allow a reliable current measurement
with the calibrated photodiode. For these reasons, the monochromator values
are considered not reliable and only the LEDs are used to measure the PDE
of the devices in the short wavelength range, up to about 420 nm.
One of the proposed PDE measurement methods, discussed in the following
subsection 3.2.2, uses LEDs operated in pulsed mode, so the calibration pro-
cedure was repeated for LEDs driven by a pulser with 50 MHz bandwidth. In
these tests, many parameters of the voltage pulse applied to the LED were var-
ied. Among these, the repetition period of the pulser in the range (10-7÷10-3) s
and the pulse duty cycle, from 0.1 % to 50 %. The obtained results were con-
sistent with the predictions derived from the continuous calibrations for all the
LEDs. As an example of these tests, the pulsed calibration of the LED with
nominal wavelength equal to 420 nm is shown in Figure 3.13. The repetition
period of the pulse generator was varied from 1 µs to 100 µs, maintaining
a fixed pulse width equal to 100 ns. As expected, the reference photodiode
electrical current linearly increases with the pulse frequency (inverse of the
repetition period).
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Figure 3.12: Comparison between the calibration values of the LEDs and the 20 W
lamp. A good agreement is found for the LEDs with nominal wavelength longer
than 420 nm.
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Figure 3.13: Example of calibration plot for the LED 420 nm operated in pulsed
mode. The period of the pulse generator was varied in the range (1÷100) µs, fixing
the pulse width to 100 ns.
Another important parameter to be checked is the spatial uniformity of the
light at the SiPM location. As written above, the distance of the SiPM from
the sphere would help to obtain a good spatial uniformity. To measure it, a
square SPAD with 40 µm size is used. Since the SiPM position is at about
10 cm from the sphere, the SPAD can be considered as a point–like detector.
The SPAD is moved, using two micropositioners, in an x–y plane orthogonal
to the light propagation at the SiPM distance. Its current is measured on a
set of grid points (500 µm far apart each other) creating the intensity plot
shown in Figure 3.14. As expected, the light intensity shows a maximum
in the center and a decreasing value increasing the distance from this point
following a circular symmetry. In Figure 3.15, a plot shows the light intensity
measured along the central axis. The maximum measured variation in the
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spatial range investigated (about 2x2 cm2 around the SiPM location, i.e. the
center of the plot) is about 3 %. However, since the SiPM holder limits the
maximum misalignment of the device to about 5 mm, the maximum light
intensity variation reduces to about 2 %. This is chosen as the error associated
to the SiPM positioning and the angle of incidence of incoming photons.
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Figure 3.14: Uniformity of the incoming light at the SiPM location obtained mea-
suring the electrical current of a square SPAD with 40 µm cell pitch moved in a x–y
plane orthogonal to the light propagation.
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Figure 3.15: Projection of the light intensity along the central axis of the uniformity
measurement.
At last, the transmission of the optical fibre is verified. Since the fibre is
not optimised to transmit deep UV light, the calibration procedure described
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above is repeated connecting all the LEDs directly to the port of the integrat-
ing sphere. If the light emission spectrum of the source is not influenced by
the optical fibre, a perfect match between the measurements with and without
the fibre is expected. This is found for all the LEDs having nominal wave-
length larger than 350 nm. For the deepest UV LEDs, a large variation is
measured. An example of these last measurements, the calibration of the LED
with wavelength equal to 300 nm inside and outside the light–tight box, is
shown in Figure 3.16. The different and incompatible calibration values found
in the two conditions, LED inside and outside the sphere, are an important
clue that the optical fibre is not perfectly transparent in the deep UV range.
For this reason, the fibre can not be used to transport the light of the deep
UV LEDs and it is chosen to place them directly mounted on the sphere.
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Figure 3.16: Example of calibration for the LED with nominal wavelength equal to
300 nm directly mounted on the sphere inside the box (dashed line) or connected to
the optical fibre outside the box (continuous line). The calibration values, reported
inside the plots with their errors, are clearly different and incompatible.
Besides the set–up errors discussed above (associated to the light calibra-
tion, to the SiPM positioning and to the transparency of the optical fibre),
the statistical errors, due to the chosen measurement method, are summed
up during the measurement. These kind of errors will be discussed for each
method in the following subsection 3.2.2.
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3.2.2 Methods and analysis
Three different methods are developed to measure the PDE of the SiPMs. In
this subsection, they are shown with the possible drawbacks and solutions. In
the first two presented methods, a continuous light source must be used, thus
both the monochromator lamp and the LEDs can be employed. In the last
method, a pulsed light is needed, thus only the LEDs, driven by a fast pulser,
can be used.
The first presented method is based on the pulse counting under contin-
uous light illumination and is called Continuous Counting Method (CCM).
This method is derived from the procedure developed for the characterisation
in dark of SiPM discussed in detail in the section 3.1. The analysis is performed
both in dark and in light condition. The equation (3.2) allows to calculate the
Count Rate (NL) under illumination and the DCR (ND) in dark. The NL is
the sum of events generated by impinging photons and by thermal/tunnelling
excitations. Subtracting ND from NL, the required number of detected pho-
tons, NP, is obtained. From the current of the reference photodiode, measured
both in light (IREF-L) and in dark (IREF-D), and knowing the light calibration
value for the employed light (LCal), the number of impinging photons (PhI)
is also known. Then, the equation (3.5) is used to calculate the PDE of the
device.
PDE =
NP
PhI
=
NL −ND
(IREF−L − IREF−D)× LCal (3.5)
This method allows to calculate the PDE free from every type of correlated
noise influences because only the primary events are considered during the
estimation of NL and ND. The main drawback is the measurement duration,
especially in dark condition. Actually, it can take several minutes to reach the
needed statistics and it has to be repeated for every bias voltage and interested
wavelength. The sources of error of this method are the determination of NL
and ND and the statistical fluctuations of the reference photodiode electrical
current. Typical uncertainties for these quantities are a few percent or less.
The NL uncertainty is related to the statistics of the fit procedure. This statis-
tics can be low if NL is very high or the delayed noise probability is large.
Actually, in both cases, a small number of the acquired events are useful to
calculate NL (only those events on the right of the Fit Limit Line position of
Figure 3.6). For this reason, during the light measurements, a low level light
regime is required. It is also better to use small devices to deal with a low ND
(1x1 mm2 is usually a good compromise).
The second method is based on the photocurrent measurement and is called
Photocurrent Method (PM). It is not very different from some methods just
described in literature [135] but it improves these techniques considering the
influence of the correlated noise components to the electrical current. Once
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the ECF factor is known from the characterisation in dark, it is possible to
use this parameter also illuminating the device, because the correlated noise
probabilities are independent from the light condition (actually, the afterpuls-
ing probability depends on the trap release time and the cross–talk probability
on the secondary photons transmitted from a cell to an adjacent one). From
the formula (1.12) it is easy to derive the equation (3.6) from which the PDE
can be calculated.
PDE =
ISiPM−L − ISiPM−D
G× qe × ECF × PhI (3.6)
In the equation (3.6) ISiPM-L and ISiPM-D are the SiPM currents in light and
in dark conditions, respectively, G is the gain of the SiPM at the operated
bias voltage and qe is the electron elementary charge. With this method it is
possible to get rid of the contributions from all the noise components, both
primary and correlated, because the estimation of the ECF and the dark cur-
rent subtraction. In addition, it is relatively fast, so it is particularly useful
for measurements with the monochromator, in which, in general, a wide range
of wavelengths is investigated, so the measurement time is a critical aspect.
The typical sources of error are the estimation of the ECF and the statistical
fluctuations of the photodiode and SiPM currents. These errors are, usually,
in the order of 1 % or less. The ECF error is calculated propagating the errors
of the free parameters in the equation (1.12). Typical uncertainty for the ECF
is a few percent.
The last proposed method is based on the use of pulsed light using a fast
pulser, with typical rising and falling edges of a few nanoseconds, to drive the
LED and provide also the trigger to the oscilloscope. It is called Pulsed Count-
ing Method (PCM). To be sure that any photogenerated event is acquired, a
preliminary time characterisation of the LED signal is required. A time his-
togram of the SiPM pulse delay with respect to the trigger signal is built,
using a very short pulse (typically several tens of nanoseconds). In general,
the LED time emission spectrum is very similar to the voltage pulse applied,
thus the LED does not emit photons after the the voltage signal is turned off.
In some case, however, the LED emits photons far after the bias voltage signal
is turned off, thus this characterisation has a critical importance.
The PDE measurement consists of acquiring the saved waveforms on the os-
cilloscope, then, a dedicated software, calculates the charge of every pulse and
builds a charge histogram. The same procedure is performed both in light and
dark conditions, simply setting the LED bias voltage to zero, while still trig-
gering the oscilloscope. From the two charge histograms, the average number
of fired cells in light and in dark can be calculated, knowing that the pedestal
peak, being the peak of events in which no event is detected, is the only one not
affected by the correlated noise. Actually, the charge spectrum should follow
a Poisson statistics, as the incoming photons do, but only the pedestal peak
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really follows this statistics. For this reason, it is possible to calculate the av-
erage number of detected photons from its statistics, using the equation (3.7).
This kind of analysis is well known in literature, as explained in [131, 136, 137].
P0 = e
−NF N
0
F
0!
= e−NF (3.7)
In the equation (3.7), P0 is the probability to have no detection in the charge
spectrum and NF is the average number of the fired cells. Subtracting the NF
calculated in the dark measurement from the one calculated in the light, the
average number of detected photons, NP, is determined. The ratio between
NP and the impinging photons gives the PDE.
PDE =
NP
PhI
(3.8)
This method can be used for every LED (covering the entire spectrum from
deep UV to NIR region) getting rid of both cross–talk and afterpulsing events
in the NP estimation. Only afterpulsing happening with a time delay equal to
the repetition period of the pulser can artificially increase NP because these
events can be acquired in the following oscilloscope time window. Thus, the
repetition period must be set long enough to reduce this probability. The main
drawback of this method is the total required time to perform a measurement
because it has to be repeated for every bias voltage and every LED. The statis-
tical fluctuations of the reference photodiode current and the statistical errors
related to the pedestal peak are the main sources of errors. The statistical
error on the pedestal peak is reduced acquiring a high number of events and
the instrument error on the current measurement is usually lower than 1 %.
The previously discussed methods can be adapted to measure the PDE of
the SPADs. The measurement of a SPAD is much easier and precise than
the corresponding one of a SiPM because it has no optical cross–talk, so its
correlated noise component is only the afterpulsing.
In particular, the CCM can be used with a SPAD without any variation. The
main problem is that, due to the low DCR of a single cell device, the measure-
ment time increases to hours to reach a good statistics.
The PM could be used without any variation too, but usually it is not feasible
because the SPAD dark current is usually very small, under the sensitivity of
the current measurement instrument. For this reason, it can be very difficult
to correctly subtract it from the measured photocurrent in light condition and
the equation (3.6) could not be used anymore in a reliable way.
The PCM can be used as described before but it is also possible to acquire the
SPAD signals and measure the maximum amplitudes in every time window,
instead of the signal charges, and build an amplitude histogram. The after-
pulsing events happening during the recharge of the device are not present in
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the amplitude histogram because they have always a smaller amplitude than
the primary ones, as written in the section 1.3.1. As just written for the
SiPMs, the repetition period of the pulser must be set long enough to reduce
the probability that afterpulsing events, happening after the total recharge of
the device, can affect the measurement. In Figures 3.17 and 3.18, a charge and
an amplitude histogram of a SPAD, under the same light illumination and at
the same bias voltage, can be compared.
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Figure 3.17: Charge spectrum of a SPAD, operated at a bias voltage 1 V over the
breakdown voltage.
The two histograms appear very similar, thus the two possibilities can be con-
sidered equivalent to calculate the average number of detected photons.
In the next section, a comparison between the written methods will be
shown. In addition, a comparison between the measurements on a SiPM and
on a SPAD, having the same layout of a SiPM cell, is shown.
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Figure 3.18: Amplitude spectrum of a SPAD, operated at a bias voltage 1 V over
the breakdown voltage.
3.3 Methods and device comparison
To compare the previously written methods, four devices are chosen: two
1x1 mm2 SiPMs with cell pitch of 25 µm and 40 µm, respectively, and two
SPADs with the same layout and quenching resistors of single cells of the
SiPMs. All the devices are produced in NUV–HD technology [102]. In Ta-
ble 3.3, the main parameters of the SiPMs are summarised.
Table 3.3: SiPMs 1x1 mm2 main parameters at 20 ◦C and 5 V overvoltage
Parameter SiPM 1x1 mm2 25 µm SiPM 1x1 mm2 40 µm
Cell pitch (µm) 25 40
Gain (x106) ∼1.5 ∼3.5
Nominal Fill Factor (%) 73 83
Peak PDE (nm) 400 - 420
Dark Count Rate (kHz/mm2) 50
Delayed noise probability (%) <1
Direct optical cross–talk probability (%) <15
In Figures 3.19, two micrographs of the SPAD with 40 µm cell pitch, with in-
dependent connection, and a portion of the SiPM with the same cell pitch are
shown, using the same magnification. From the figures, it is possible observe
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the equal structure of the SPAD and the single SiPM cell.
Figure 3.19: Pictures of the SPAD (left) and the SiPM with the 40 µm cell pitch
(right). The pictures are taken with the same magnification and main elements of
the devices (electrical contacts, quenching resistors and trenches) are visible. The
equivalence in the layout between the two devices is evident.
A comparison between the methods is presented measuring the SiPMs PDE
at three different wavelengths from NUV to NIR. The sources of light are the
LEDs with nominal wavelength equal to 400, 545 and 700 nm. Figure 3.20
shows the PDE measurements as a function of the overvoltage. The dashed
lines refer to the SiPM with 25 µm cell pitch and the continuous ones to the
SiPM with 40 µm cell pitch. In every plot, the same color is used to represent
a particular method (red for the CCM, green for the PM and blue for the
PCM). The plots show a good agreement within the errors for both SiPMs.
Typical measurement uncertainty is below 5 % for each method. The total
time required for the shown measurements is different among the methods but
similar for different devices and wavelengths. With the CCM, the time is in the
order of two hours, mainly due to the measurement in dark condition; with the
PM, the time is a few minutes and it depends only on the current measurement
instrument, but the time for the noise characterisation in dark must be added
because the calculation of the ECF in dark condition is necessary; with the
PCM, the time is several minutes and it is dominated by the number of acquired
events, triggered by the pulser. The methods can be considered comparable in
terms of precision and equally reliable but different for the complexity of the
set–up and also for the required time. On these basis, the CCM is preferable if
only a single measurement, just after the characterisation in dark of a device,
is needed because the set–up can be used without variations; the PCM can be
chosen for a few wavelength measurements; for a complete PDE scan, the PM
is the better choice, but in the UV and violet regions, up to 420 nm, the LEDs
must be used because the not reliable light calibration of the monochromator
lamp discussed in the subsection 3.2.1. In this last wavelength range, the PCM
remains the best choice.
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Figure 3.20: PDE measurements as a function of the overvoltage with all the meth-
ods at about 400 nm (top left), 545 nm (top right) and 700 nm (bottom) of the
SiPMs 1x1 mm2. The dashed lines refer to the SiPM with 25 µm cell pitch, the
continuous ones to the SiPM with 40 µm cell pitch. Each method is represented by
a different color, indicated in the plot legends.
A second, and more interesting, comparison can be shown between mea-
surements on the SiPMs and SPADs, having the same layout of single SiPM
cells. Since the equivalence of the three presented methods in terms of measure-
ment precision and reliability was just proven, this comparison can be shown
using only one method, the PCM. This method is chosen because it is the most
reliable for the SPAD measurements, as discussed in the subsection 3.2.2. In
Figure 3.21, the PDE measurements as a function of the overvoltage of the
devices are shown. The dashed lines refer to the SiPM and to the SPAD
with 25 µm cell pitch and the continuous ones to the SiPM and SPAD with
40 µm cell pitch. The red lines represent the SiPM results and the blue ones
the SPAD. The average uncertainty in the SPAD measurements is about 3 %,
lower with respect to the corresponding SiPMs. The plots show a good agree-
ment between the SiPM and the SPAD for both the cell pitches and for every
tested wavelength. The required time for the SPAD and SiPM measurements
is also comparable, in the order of several minutes per wavelength. The found
agreement is not trivial. It means that the PDE of a new technology can be
89
obtained measuring SPADs instead of SiPMs, reducing the measurement com-
plexity and errors. In addition to these advantages, it is possible to apply a
larger overvoltage to the SPADs because they have a very low DCR, and no
cross–talk, thus, the pedestal peak is always observable, and the measurement
is always feasible. Only the quenching resistor ability to stop the avalanche
limits the applied overvoltage. The SPAD measurements allow to measure the
PDE in extreme conditions at which no SiPM, independently from its size, can
be tested any more, giving a better knowledge of the SiPM behaviour in such
conditions. At such high overvoltage, it is also possible to better appreciate
the different behaviour at the three tested wavelengths. The PDE at 400 nm
reaches the highest value and saturates while at longer wavelengths the PDE
increases almost linearly and does not show the saturation. This is an expected
result because the tested devices are built on p–on–n technology.
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Figure 3.21: Comparison of the PDE measurements of SiPMs and SPADs at 400 nm
(top left), 545 nm (top right) and 700 nm (bottom). The measurements are per-
formed employing the PCM. The dashed lines refer to the devices with 25 µm cell
pitch, the continuous line to those with 40 µm cell pitch.
The demonstrated equivalence between the PDE measured on SiPMs and
SPADs will be fully exploited in the next section, in which the complete char-
acterisation of a NUV–HD production will be shown.
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Chapter 4
Experimental results
In this chapter, the characterisation of the first large cells NUV–HD SiPMs is
presented. Four different SiPMs are tested with cell pitch of 25 µm, 30 µm,
35 µm and 40 µm, respectively. They have a VBD of about 28 V. In the first
section, the characterisation in dark, from which all the noise contributions and
the electrical parameters are extracted, is presented. This characterisation is
performed on 1x1 mm2 SiPMs at 20 ◦C. In the subsequent section, the PDE
measurements are also shown. These measurements are performed on SPADs
having the same layout of the above written single SiPM cells and they are
taken at room temperature (about 25 ◦C).
All the results reported in this section were just presented at the Vienna
Conference on Instrumentation 2016 [138].
4.1 Characterisation in dark
In this section, the noise and electrical parameters of 1x1 mm2 SiPMs, with
cell pitches ranging from 25 µm to 40 µm, are reported. The results presented
in this section were obtained following the characterisation in dark reported in
the section 3.1 [70]. To verify if the SiPM parameters are affected by possible
statistical fluctuations, it was chosen to measure four different silicon dies,
everyone including all the four 1x1 mm2 SiPMs, taken from two wafers of the
same NUV–HD production, named W1 and W2 in this section. The four dies
are indicated as W1 #1 and W2 #1, W2 #2 and W2 #3.
The gain of the devices is expected to be directly proportional to the over-
voltage, according to the equation (1.5), through the cell capacitance. In
Figure 4.1, the measured gain of the SiPMs are reported. In every plot, the
measurement results of three devices among the above written are compared.
For every cell pitch, the results are in agreement within the errors, showing
that the statistical fluctuations among different devices, if present, are smaller,
and thus negligible, than the measurement errors. The measured gain does not
perfectly increase linearly as expected. The less than linear trend implies that
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the cell capacitance decreases with the overvoltage. Assuming that the cell
can be approximated to a flat capacitor, the observed behaviour means that
the dielectric material increases its dimension with the overvoltage. In the cell,
this can be explained assuming that the depleted region increases its size with
the overvoltage, at least till it reaches the epitaxial layer–substrate interface.
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Figure 4.1: Measured gain of the NUV–HD 1x1 mm2 SiPMs with cell pitch equal to
25 µm (top left), 30 µm (top right), 35 µm (bottom left) and 40 µm (bottom right)
as a function of the overvoltage. In every plot, results on three different devices can
be observed. The results are in agreement in every plot.
The SiPMs belonging to the silicon die W2 #1 are used to compare the gain
among the different cell pitches. The comparison is shown in Figure 4.2. As
expected, the gain increases with the cell pitch. In particular, under the as-
sumption that the cell can be approximated to a flat capacitor, the capacitance
must be directly proportional to the cell area, equal to the surface of the flat
capacitor. Since the depletion region increases in the devices independently
from the cell pitch (because it depends only on the electric field profile that is
equal in every device), the same proportionality is expected between the gain
and the cell area too. For this reason, the ratio between the measured gain of
the cells must be equal to the ratio between the cell areas at every overvolt-
age. These ratios are shown in Figure 4.3. Every continuous line represents the
ratio between the measured gain of the SiPM having cell pitch shown in the
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Figure 4.2: Comparison between the measured gain of the NUV–HD 1x1 mm2
SiPMs. The devices belong to the same silicon die, the W2 #1. The gain increases
with the cell pitch due to the increasing cell capacitance with the cell pitch.
legend and the one with 40 µm cell pitch. The dashed lines are the measured
ratios between the cell areas. The agreement between the two ratios is very
good, always within the measurement errors, for all the cell pitches.
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Figure 4.3: Comparison between the measured gain ratios, continuous lines, and the
cell area ratios, dashed lines, of the NUV–HD 1x1 mm2 SiPMs, as a function of the
overvoltage. The ratios are in agreement within the errors.
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From the cell gain, it is possible to extract the effective cell capacitance, as
the tangent of the gain curve in every point. The comparison between the
measured cell capacitances of the four SiPMs is shown in Figure 4.4. The
decreasing behaviour is evident, as the approximately constant value at large
overvoltage, because the depleted region reaches the epitaxial layer–substrate
interface and stops its enlargement.
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Figure 4.4: Comparison between the measured effective cell capacitance, as a func-
tion of the overvoltage, of the NUV–HD 1x1 mm2 SiPMs belonging to the W2 #1.
The capacitance increases with the cell pitch and decreases with the overvoltage. At
large overvoltage it becomes approximately constant.
In Figure 4.5, the measured direct cross–talk probability of the SiPMs are
reported. The results are in agreement within the measurement errors for all
the cell pitches. Also in this case, as for the gain measurement, this agreement
shows that the DiCT probability does not suffer from the statistical fluctua-
tions among the devices, or, at least, they are negligible. The SiPMs belonging
to the same silicon die (W2 #1) are used to compare the DiCT probability
among the different cell pitches. The comparison is shown in Figure 4.6. As
expected, the DiCT probability increases with the cell pitch. This is mainly
due to the larger cell gain. The comparison of the DiCT probability at the
same gain is very different, as shown in Figure 4.7. Actually, at the same gain,
every SiPM cell emits the same number of secondary photons, on average,
independently from its size. But, the smaller cells reach the same gain at a
larger overvoltage, thus they also have a larger triggering probability. For this
reason, the smaller cells have a larger DiCT probability at the same gain.
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Figure 4.5: Measured DiCT probabilities of the NUV–HD 1x1 mm2 SiPMs with cell
pitch equal to 25 µm (top left), 30 µm (top right), 35 µm (bottom left) and 40 µm
(bottom right) as a function of the overvoltage. In every plot, three different devices
results can be observed. The agreement between the devices with the same cell pitch
is good.
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Figure 4.6: Comparison between the measured DiCT probabilities of the NUV–HD
1x1 mm2 SiPMs. The devices belong to the same silicon die, indicated as W2 #1
in the previous plots. The DiCT probability increases with the cell pitch due to the
increasing gain.
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Figure 4.7: Comparison between the measured DiCT probabilities of the NUV–
HD 1x1 mm2 SiPMs as a function of their gain. The DiCT probability increases
reducing the cell pitch because the smaller cell devices must be operated at a higher
overvoltage to have the same gain and have a larger triggering probability.
In Figure 4.8, the sum of the delayed noise probabilities (delayed cross–talk
and afterpulsing) of the SiPMs are reported. These noises are considered to-
gether because it is not possible to completely separate the afterpulsing events
with very small time delay with respect to the primary events from the de-
layed cross–talk ones. The results seem in agreement within the measurement
errors for all the cell pitches. The measurement errors are very large compared
to the obtained values, thus the comparison is not conclusive. The SiPMs
belonging to the same silicon die (W2 #1) are used to compare the delayed
noise probabilities among the different cell pitches. The comparison is shown
in Figure 4.9.
The delayed noise probabilities are very small because the NUV–HD are built
on the same substrate of the NUV–Low–AP.
In Figure 4.10, the measured DCRs, as a function of the overvoltage, for
SiPMs belonging to the same silicon die, are shown. The measured DCR is
different between the various cells at every tested overvoltage. The differences
can not be attributed to the measurement errors. In Figure 4.11, the measured
IV plots, in dark condition, of the 1x1 mm2 SiPMs of the wafer W2, are shown.
The dashed lines represent the IV of the device in the die W2 #1. In every
plot, a broad measurement range can be observed. The minimum measured
current is smaller than the maximum one by a factor between two and three.
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Figure 4.8: Measured delayed noise probabilities of the NUV–HD 1x1 mm2 SiPMs
with cell pitch equal to 25 µm (top left), 30 µm (top right), 35 µm (bottom left) and
40 µm (bottom right) as a function of the overvoltage. In every plot, three different
devices results can be observed. The measurement errors are too large to evidence
any possible systematic difference.
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Figure 4.9: Comparison between the measured delayed noise probabilities of the
NUV–HD 1x1 mm2 SiPMs. The devices belong to the same silicon die, the W2 #1.
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Figure 4.10: Comparison between the measured DCR of the NUV–HD 1x1 mm2
SiPMs as a function of the overvoltage. Every color represents a different cell pitch,
as reported in the plot legend. The SiPMs belong to the same silicon die, W2 #1.
No trend is observable.
Figure 4.11: Measured IV plot of the NUV–HD 1x1 mm2 SiPMs with cell pitch equal
to 25 µm (top left), 30 µm (top right), 35 µm (bottom left) and 40 µm (bottom
right) as a function of the bias voltage (only the part at larger voltages than VBD
are shown). The dashed lines represent the IV measurements of the device in the
die W2 #1.
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Remembering that the electrical current of a SiPM, at bias voltage larger than
the breakdown one, can be expressed as:
ISiPM = ILEAK +GSiPM × qe ×DCR× ECF (4.1)
in which every term is defined as in the previous chapters, the broad range must
be attributed to the variation of one or more SiPM parameters among the same
devices on the wafer. Since the surface leakage current is order of magnitudes
lower than the multiplied current, the gain and the DiCT probability were
found equal among different devices and the delayed noise components are
almost absent in the Low–AP technology, the observed variation in the IV plot
can be attributed only to an equal variation of the DCR on the wafer. This
variation is much larger than the DCR measurement error, thus this becomes
negligible to define the technology DCR and its uncertainty. Observing the
Figure 4.11, the IV of the devices W2 #1 with cell pitches equal to 25 µm
and 35 µm are near the minimum of the current spread, while the other two
devices have an IV near the middle of the range. For this reason, it is possible
to affirm that the DCR measured on the 25 µm and 35 µm cell pitch devices
are the minimum DCR of the technology and the result of the 30 µm and
40 µm is the average DCR of the technology.
4.2 PDE Measurements
In this section, the PDE measurements of the NUV–HD technology is reported.
The results presented in this section are obtained employing SPADs with size
equal to 25 µm, 30 µm, 35 µm and 40 µm. The result presented here can
be considered valid also for the corresponding SiPMs because the equivalence
between the devices was just shown in the section 3.3.
A device with cell size equal to 30 µm is used to measure the PDE spectrum
of the technology. The result is shown in Figure 4.12. The measurement is per-
formed with the pulsed counting method, just described in the section 3.2.2,
employing the LEDs with nominal wavelength from 300 nm to 700 nm re-
ported in Table 3.1. As expected for a p–on–n technology, the PDE spectrum
is peaked at small wavelengths. In particular, this technology has its maximum
in the region between 380 nm and 420 nm, and it exceeds the 50 % at large
overvoltages.
From Figure 4.12 an important aspect can be derived regarding the technology
triggering probability. At large overvoltage, the measured PDE increasing rate
decreases due to the triggering probability saturation. At short wavelengths,
the observed decrease happens at smaller overvoltage, thus the triggering prob-
ability saturates faster in this range, as expected from a p–on–n device.
To verify that the PDE does not vary among the same devices on the wafer,
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Figure 4.12: Measured PDE spectrum of the NUV–HD SPAD with cell pitch equal
to 30 µm as a function of the wavelength, at different overvoltages (reported in the
plot legend). The measurement is performed with the pulsed counting method and
employing the LEDs from deep NUV up to all the visible spectrum. The peak PDE
is in the NUV–violet region as expected.
it was chosen to compare three different silicon dies, everyone including all the
four SPADs, taken from two wafers of the same NUV–HD production, named
W1 and W2, as before. The three dies are indicated as W1 #2 and W2 #4
and W2 #5.
The comparison is performed illuminating the devices with the LED with
400 nm nominal wavelength. The results are shown in Figure 4.13. In every
plot, the measurement results are in agreement within the errors, showing that
the statistical fluctuations among different devices, if present, are smaller, and
thus negligible, than the measurement errors. The SPADs belonging to the
silicon die W2 #4 are used to compare the PDE among the different cell
pitches as a function of the overvoltage. The comparison, performed at the
same wavelength, is shown in Figure 4.14. As expected the PDE increases
with the cell pitch, due to the larger FF of the larger cells.
The measured PDE at 400 nm of the 30 µm cell size SPAD can be fitted
by the equation (1.17) to obtain the technology saturation rate at small wave-
lengths. A saturation rate of a bit more than 4 V is found, thus the PDE
reaches the 90 % of its maximum at about 10 V of overvoltage. The same
fit can be performed at long wavelengths, e.g. 700 nm, finding a larger satu-
ration rate, equal to about 15 V. This difference between the saturation rate
is very important in all the applications in which a very high PDE is desired
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Figure 4.13: Measured PDE of the NUV–HD SPADs with cell size equal to 25 µm
(top left), 30 µm (top right), 35 µm (bottom left) and 40 µm (bottom right) as
a function of the overvoltage, illuminating the devices with the LED with 400 nm
nominal wavelength. In every plot, results on three different devices can be observed.
The result are in agreement in every plot.
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Figure 4.14: Comparison between the measured PDE of the NUV–HD SPADs at
about 400 nm as a function of the overvoltage. The devices belong to the same
silicon die, the W2 #4. The PDE increases with the cell size due to the increasing
FF.
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Figure 4.15: Measured PDE of the NUV–HD SPAD with 30 µm cell size at about
400 nm (black line) and relative fit function (red line).
only at short wavelengths, as the CTA experiment. Since the night sky back-
ground consists mainly of long wavelength photons, while the useful signal,
the Cherenkov radiation, is peaked at small wavelengths, this large difference
between the saturation rates allows to operate the device at a relatively large
overvoltage having a very high PDE in the useful region, and, at the same time,
a small detection of the background radiation. The ratio between the mea-
sured PDEs becomes a signal–to–noise ratio. The measured PDE at 400 nm
as a function of the measured one at 700 nm is shown in Figure 4.16. Until the
PDE at 400 nm increases more than the one at 700 nm, it can be convenient
to increase the overvoltage. The maximum overvoltage can be derived from
the following equation (4.2).
d(PDE400)
dV
>
d(PDE700)
dV
=⇒ OV < V700V400
V700 − V400 ln(
QE400V700
QE700V400
) (4.2)
In the case presented here, in which QE400 and QE700 are about 80 % and
50 % and V400 and V700, the saturation rates, are written before, the maximum
overvoltage is about 11 V.
At last, the ratio between any two measured PDE shown in Figure 4.14,
RA
B
, must be equal to the fill factor ratio, due to the identity of the quan-
tum efficiency and the triggering probability between the devices, at the same
wavelength, as shown by the equation (4.3).
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Figure 4.16: PDE at 400 nm as a function of the one at 700 nm for the NUV–HD
SPAD with 30 µm cell size.
RA
B
=
PDEA
PDEB
=
FFA ×QE × TP
FFB ×QE × TP =
FFA
FFB
(4.3)
in which the subscripts A and B represent two different devices and the other
terms are defined as in the previous chapters. Since the FF is known by the cell
layout, a theoretical RA
B
can be defined for every couple of devices. These last
ratios, between the smaller cells and the 40 µm one, are reported in Figure 4.17.
For the SPADs having cell sizes equal to 30 µm and 35 µm the expected ratio
is confirmed, at least within the measurement errors. However, the smallest
SPAD, with 25 µm cell size, has a different behaviour. In particular, it can be
seen that the ratio is not constant but it increases with the overvoltage, up to
12–13 V of overvoltage. Its value is always lower than the expected one, even
considering the measurement errors. This is in contrast with the idea that
the cell FF is equal to the layout one. A possible explanation can be given
considering a variable inefficient area, around the active area of the cell, that
artificially reduces the effective FF.
The study of the cell FF will be extensively shown in the last chapter of
this work. In the next section, a final comparison among the cell pitches is
shown.
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Figure 4.17: Comparison between Ra
b
(continuous lines) and the FF ratio (dashed
lines) of the corresponding devices (R 25
40
on top left, R 25
40
on top right and R 35
40
on
bottom). In the R 25
40
plot, the ratios are not in agreement leading to the hypothesis
that the effective FF is smaller than the one defined by the layout.
4.3 Performance of the NUV-HD
In the previous sections, the main features of the NUV–HD were presented
as a function of the overvoltage. The comparison among the different cell
pitches is not definitive because all the parameters are found increasing with
the cell pitch, except the DCR and the delayed noise probability, that are
equal among the different devices. It is not possible to conclude what cell is
the best because the larger ones have a higher PDE and a higher correlated
noise probability. A more conclusive comparison among the devices can be
shown if the parameters are expressed as a function of the PDE at 400 nm,
the peak in the PDE spectrum. All the data used in this section to perform
the comparison are measured on the 1x1 mm2 SiPMs of the die W2 #1 and
the SPADs of the die W2 #4.
In Figure 4.18, the gain as a function of the PDE is shown for all the cell
pitches. If the gain is an important requirement in a application, all the cells
can give comparable results, without losing PDE. The difference between the
cell pitches, observed in Figure 4.2, is almost absent in this comparison. Only
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the largest cell, the 40 µm one, has a slightly larger gain at PDE smaller than
50 %. For PDE values larger than this limit, all the cells have the same gain,
within the measurement errors. The observed equality among the cells has
origin in the different applied overvoltage to have the same PDE. The smaller
cells, due to their FF, reaches the same PDE of the larger ones at a larger
overvoltage, thus, their gain is also larger and comparable.
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Figure 4.18: Gain of the NUV–HD devices as a function of the PDE at 400 nm for
all the cell pitches. The devices are comparable.
In Figure 4.19, the DiCT probability as a function of the PDE is shown for
all the cell pitches. There is a device, the smallest cell one, with a larger DiCT
probability at every PDE, thus this device is worse than the others. It has,
at least, a 50 % higher DiCT probability than the other cells at every PDE
value. The agreement between the largest cells, in particular the 35 µm and
the 40 µm, is very good at every PDE.
In Figure 4.20, the sum of the delayed noise probabilities as a function of
the PDE is shown for all the cell pitches. Since the delayed noise probability
is small for every PDE value and the measurement errors are relatively large,
the devices can be considered equivalent.
In Figure 4.10, a strange DCR behaviour among the devices of the die
W2 #1 was observed and explained. In particular, the very different measured
DCR was added to the statistical fluctuations among the same SiPMs on the
wafer. In Figure 4.21, in which the DCR as a function of the PDE is shown
for all the cell pitches of the die W2 #1, a similar behaviour is observable.
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Figure 4.19: DiCT probability of the NUV–HD devices as a function of the PDE at
400 nm for all the cell pitches. The smallest cell device has a higher DiCT probability
at any PDE.
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Figure 4.20: Delayed noise probability of the NUV–HD devices as a function of the
PDE at 400 nm for all the cell pitches. The large measurement errors do not allow
to conclude what device is the best.
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The errors on the DCR are not drawn because it was just said that they are
negligible with respect to the expected fluctuations.
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Figure 4.21: DCR of the NUV–HD devices (SiPMs in the die W2 #1) as a function
of the PDE at 400 nm for all the cell pitches. The DCR errors are not drawn because
negligible.
Since this comparison is not conclusive, due to the discussed fluctuations, a
technology DCR is defined and compared. The technology DCR is defined
as a DCR band ranging between the minimum measured DCR on a cell type
and this value multiplied by the maximum ratio measured in the IV plots of
the same devices. A new plot, showing the technology DCR, is presented in
Figure 4.22. The technology DCR is lower increasing the cell size, even if the
difference reduces with the cell size. At the same PDE, the 25 µm devices
have, on average, a DCR larger by a factor about two than the 40 µm devices;
the 30 µm devices have a DCR larger by a ∼50 %; the 35 µm devices have a
DCR larger by a ∼30 %.
From the previously shown comparisons, it seems that the 25 µm cell device
is worse than all the others. This device has a larger noise, both primary
and correlated, at every PDE value. The other devices are very similar with
comparable performance at the same PDE. The only parameter, in which a
small difference is observable among the largest cells, is the primary noise.
Considering the DCR, the largest cell is better, on average, than the others,
but due to the statistical fluctuations on the wafer, it is not easy to exploit this
difference in big experiments, in which a large number of SiPMs is required.
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Figure 4.22: Technology DCR of the NUV–HD devices as a function of the PDE at
400 nm for all the cell pitches.
The NUV–HD technology is well suited for all the applications exposed in
the sections 2.3 and 2.3.1. In particular, for the CTA experiment the PDE
spectrum of the NUV–HD devices seems very good to detect the Cherenkov
photons. In Figure 4.23, the two spectra, the PDE of the 30 µm device at
about 10 V of overvoltage and the Cherenkov one in atmosphere, are shown.
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Figure 4.23: Comparison between the NUV–HD technology PDE spectrum and
the Cherenkov spectrum in Earth atmosphere. The NUV–HD well matches the
Cherenkov spectrum.
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Multiplying the NUV–HD PDE for the Cherenkov spectrum and integrating
up to the visible range allows to calculate the expected number of detected
Cherenkov photons. For the shown 30 µm device, the result is a bit less than
40 %. The 40 µm cell device is expected to exceed this value.
Figure 4.24 is a plot taken from [130] reporting the characteristics of a
device from Hamamatsu (50 µm cell pitch and 3x3 mm2 size), that is consid-
ered a reference among SiPM manufacturers. The device primary noise and
cross–talk, as a function of the PDE at 450 nm and 550 nm, are reported. The
wavelength 450 nm was chosen because it is the peak PDE in the Hamamatsu
technology.
Figure 4.24: Primary noise and cross–talk as a function of the PDE at 450 nm and
550 nm of a Hamamatsu MPPC with 50 µm cell pitch and 3x3 mm2 size. The plot
is taken from [130].
The comparison of both primary and correlated noise of NUV–HD SiPMs
(Figures 4.19, 4.20 and 4.22) and Hamamatsu MPPCs (Figure 4.24, after nor-
malization of the DCR to the unit area), allows to conclude that the NUV-HD
technology has a lower total noise at any PDE value. This comparison, even if
not conclusive (Hamamatsu data are taken from [130], not directly measured),
is an indication that the NUV–HD technology can be considered, at least, as
a good choice as the Hamamatsu device for the CTA observatory.
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Chapter 5
Effective Fill Factor
A new production of NUV–HD devices is extensively studied to get more in-
formations about the factors contributing to the technology PDE. Through
these studies it is possible to confirm the expected quantum efficiency of the
technology, better understand the triggering probability at extreme conditions
and, at last, give an answer to the question emerged from the results reported
in Figure 4.17 concerning the observed differences between nominal and ex-
perimental values of the fill factor.
Every detail about these studies are just published in [139].
5.1 Effective Fill Factor
In the first chapter it was said that the fill factor is usually considered a con-
stant in the equation (1.14). It can be determined by the cell layout, identifying
the active area as the cell region in which the dopant enrichment is realised
to create the high–field region. However, this is only an approximation. The
electric field is not constant across all the designed active area. There is a
transition region, approaching the active area border, in which it decreases
from the constant maximum value to zero. Since the triggering probability is
proportional to the electric field strength, through the ionisation coefficients
αe and αh, the triggering probability is not constant inside the designed active
area too. For this reason, an effective fill factor, FFeff, always smaller than
the one defined by the layout, should be used in equation (1.14). A simple
box model, describing the electric field profile in the active area, is proposed
to define the FFeff. In this model, the electric field is maximum and constant
in a central region of the cell, smaller than the designed active area, and zero
outside. Increasing the overvoltage, the maximum electric field region extends
to the nominal active area borders. The constant electric field region is defined
as the effective active area. In Figure 5.1, the real electric field profile and the
box model are represented along with a cell layout. The different inefficient
regions, the transition and the ineffective by the layout, are indicated by ar-
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rows.
Figure 5.1: The box model is drawn. The blue dashed line represents the electric
field profile in the model, while the red curve is the shape of the real one. The
difference between the effective active area, inside the square blue dashed line, and
the nominal one, the red square, is evident. The inefficient regions are also indicated
by arrows.
In the box model, the inefficient border regions are larger than those defined by
the layout because the transition regions must be summed up to them. Since
this further term decreases its size with the overvoltage, the FFeff approaches
the nominal value increasing the overvoltage. In the box model, the active area
is always considered perfectly square, no importance is given to the electrical
contacts on the top of the cell.
The equation (1.14) must be rewritten as:
PDE(V, λ) = FFeff (V )×QE(λ)× TP (V, λ) (5.1)
considering the more correct contribution of the FFeff.
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5.2 Device features
Three different NUV–HD devices are tested: a circular SPAD with 10 µm
radius active area and 100 % FF (the active area is defined by a metal ring
shielding the cell border [64]); a square SPAD with 35 µm cell size, with the
same layout of a single SiPM cell with equal cell pitch, and a nominal FF
equal to about 81 %; a square photodiode with active area of 1 mm2 and
same dopant profiles of the SPADs, operated at very low bias voltage, far
from the breakdown voltage, to avoid multiplication. All the devices have a
VBD of about 26 V. The square SPAD is used in these measurements, instead
of a SiPM, because it allows to apply a larger overvoltage, due to the lower
correlated and primary noises. This is required for a better FFeff and transition
region size estimation.
According to the results reported in section 4.2, the difference between the
measured FF and the theoretical one is observable only in the 25 µm device,
then the maximum expected transition region size is about three micrometres.
The circular SPAD has a covered active area, by design, larger than this value,
thus its exposed active area is expected to be always defined only be the metal
ring. For this reason, it is correct to assume the circular SPAD FF equal to
100 %. In Figure 5.2, a micrograph of the circular SPAD is shown. The metal
ring is indicated by an arrow.
Figure 5.2: A micrograph of the circular SPAD with 10 µm radius is shown. The
arrow indicates the metal ring defining the active area.
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5.3 Quantum Efficiency measurement
The set–up, presented in the section 3.2.1 and shown in Figure 3.9, is employed
to measure the quantum efficiency of the NUV–HD technology substituting the
amplifier board with a holder and measuring the photodiode current with a
picoammeter.
The photodiode has no internal gain, for this reason it is important to op-
erate it at a low bias voltage to reduce the dark current and increase the
signal–to–noise ratio when illuminated with light. The used photodiode has a
minimum dark current at 0.100÷0.200 V, thus it is reverse biased at 0.150 V
during the measurements. Illuminating the device with a known light source,
the following equation (5.2) allows to obtain the QE(λ):
QE(λ) =
IPD−L − IPD−D
qe(IREF−L − IREF−D)LCal(λ) (5.2)
in which IPD-L and IPD-D are the photodiode currents read in light and in dark,
respectively, and the other quantities are defined as in the previous chapters.
LCal(λ) allows to convert the reference photodiode electrical current in the
photon rate on the device position. It is known for all the LEDs used in the
measurements from the calibration procedure described in the section 3.2.1.
In Figure 5.3, the measurement result is compared with the simulated ARC
transmission.
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Figure 5.3: A comparison between the direct QE measurement on a NUV–HD pho-
todiode and the simulated ARC transmission is shown. The agreement is very good
from NUV region up to the blue. At longer wavelengths, the small active volume
size limits the QE.
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Since in the NUV–HD technology, the junction is very close to the surface, the
carrier collection for short wavelength photons is very high. In this region, an
average value of 95 % carrier collection is measured. In blue region, the carrier
collection is almost 100 % due to the less important surface loss. At longer
wavelengths the absorption depth in silicon is so large that a non negligible
fraction of the carriers are photogenerated in the substrate and recombine
before the collection. For this reason, the measured QE(λ) reduces compared
to the ARC transmission in this region. Since the separation between the
simulated ARC and the direct QE results happens between the measurement
with the LEDs having central wavelength equal to 468 nm and 519 nm, the
active volume size must range between ∼1.5 µm and ∼4 µm (considering a
total absorption within 5 absorption depth) in agreement with the expected
epitaxial layer depth.
5.4 Triggering Probability measurement
The circular SPAD is used to measure the triggering probability, TP(V, λ).
Since this device has an effective FF equal to 100 %, the equation (5.1) can be
simplified in the PDP equation [140, 141]:
PDP (V, λ) = QE(λ)× TP (V, λ) (5.3)
Combining the equation (1.17) and this last one, a fit function for the PDP of
the circular SPAD can be written as:
PDP (V, λ) = [p0](1− e−OV[p1] ) (5.4)
in which [p0] represents the QE(λ) and [p1] the Vλ.
In Figure 5.4, an example of these measurements, illuminating the device
with the LED with nominal wavelength equal to 525 nm, is shown. The fit
function seems to describe very well the data. In Figure 5.5, the same measure-
ment is repeated applying a larger applied overvoltage to the device. The fit
function does not correctly fit the data this time. The fit parameters are very
different and incompatible with those obtained in the previous fit, showing the
inconsistency of the used fit function. The fit function (5.4) was experimen-
tally derived and assured only at small relative overvoltage (overvoltage with
respect to the breakdown voltage) [47]. It was never used in measurements in
which the relative overvoltage exceeded the 30 %, to the author knowledge. In
the case presented here, the relative overvoltage is about 125 %. The observed
disagreement is a clue that the used fit function is only an approximation
valid for small relative overvoltage. Since the QE term is a constant in the
equation (5.4), the inconsistency of the fit function reveals that the triggering
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probability function (1.17) is incorrect.
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Figure 5.4: An example of the PDP measurement on the SPAD with 10 µm radius
at about 525 nm up to 10 V of overvoltage. The fit function (5.4) is superimposed
to the data. The fit values are reported inside the plot with their errors.
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Figure 5.5: PDP measurement of the SPAD with 10 µm radius at about 525 nm up
to ∼33 V of overvoltage. The fit function (5.4) is superimposed to the data showing
its inefficiency.
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A new function, better describing the triggering probability, also at large over-
voltage, is represented by the equation (5.5):
TP (V, λ) = 1− e−
OV
α+β
√
OV = 1− e− OVVλ(V ) (5.5)
in which α and β are two parameters, defined positive, determined by the fit
procedure. The equations (1.17) and (5.5) are formally identical, but in this
last one, the saturation rate Vλ is voltage dependent, assuring a better agree-
ment with the experimental data, also at large relative overvoltage. Using this
function in the equation (5.4), and, assuming the saturation of the triggering
probability at the quantum efficiency value, as before, the new PDP fit func-
tion is:
PDP (V, λ) = [p0](1− e− OV[p1]+[p2]√OV ) (5.6)
in which [p0] is defined as before and [p1] and [p2] are α and β, respectively.
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Figure 5.6: PDP measurement of the SPAD with 10 µm radius at about 400 nm
(top left), 525 nm (top right) and 780 nm (bottom) up to ∼33 V of overvoltage.
The fit function (5.6) is superimposed to the data and the fit values reported inside
the plot.
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Measurement examples of the circular SPAD at three different wavelengths are
shown in Figure 5.6. The new fit function gives better results with respect to
first one, at least up to the measured overvoltage.
The new fit function allows to compare the QE(λ) directly measured on
the photodiode and the one obtained as fit parameter with the circular SPAD.
In Figure 5.7, the comparison between the two measurements is shown. The
errors on the wavelengths are omitted because they are not important for this
comparison and the omission allows to clarify the plot. The agreement between
the direct and indirect QE(λ) is good in all the measured spectrum.
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Figure 5.7: A comparison between the QE directly measured with the photodiode
and indirectly obtained from the fit procedure of the circular SPAD with 10 µm
radius.
At last, it is possible to plot the saturation rate Vλ(V), as a function of the
wavelength. The plot is reported in Figure 5.8. The saturation rate plot can be
ideally divided into three regions: I)short wavelengths; II)middle wavelengths;
III)long wavelengths. In the region I, the photons have a very small absorption
depth in silicon, thus they are absorbed close to the surface and the carriers
are photogenerated before entering the high–field region. In this region, the
events are exclusively triggered by the electrons in the NUV–HD devices, for
this reason the electrons are called primary carriers. As a result, all of these
photons give an almost constant Vλ value. In the region II, the photon absorp-
tion depth rapidly increases, thus the photons are absorbed more and more
in depth in the SPAD. The contribution of the slower saturating secondary
carriers, the holes, to the triggering probability increases. For this reason, Vλ
increases. In the last region, the photon absorption depth is very large com-
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pared to the device active volume depth, thus the absorption of photons is
almost uniform in the total depth of the device and Vλ is almost constant and
wavelength–independent because the event fractions triggered by the primary
and secondary carriers are about 1/3 and 2/3 of the total events, respectively.
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Figure 5.8: The saturation rate obtained from the fit procedure of the circular SPAD
with 10 µm radius as a function of the wavelength. In the short–wavelength range
it is constant because only the electrons trigger the events. At longer wavelength,
Vλ increases due to the event fraction triggered by the slower saturating holes.
It is interesting to note that this measurement gives an indirect estimation
of the junction depth, because Vλ starts changing when the photons are ab-
sorbed in the region in which both the carriers give a contribution to the total
triggering probability, i.e. when they enter the high–field region (almost corre-
sponding to the junction). In the case presented here, the Vλ starts changing
around the wavelength 393 nm. The photons are absorbed inside ∼300 nm
from the surface at this wavelength, thus this can be considered an upper limit
to the junction depth estimation, in agreement with direct measurement of the
dopant profiles.
5.5 Effective FF measurement
In this section, a method to calculate the square SPAD FFeff is proposed.
The FFeff can be obtained as the ratio between the PDE of the square SPAD,
PDES, and the PDP of the circular one because the QE(λ) and TP(V;λ) are
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equal in both devices:
FFEff (V ) =
PDES
PDP
=
FFEff (V )QE(λ)TP (V, λ)
QE(λ)TP (V, λ)
(5.7)
In Figure 5.9, the measured PDE and PDP of the devices, illuminated with
the LED with nominal wavelength equal to 525 nm, are shown. The PDP is
multiplied by the nominal FF of the square SPAD, 81 %. The scaled PDP is
larger than the measured PDE showing the importance of the FFEff to correctly
know the device PDE.
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Figure 5.9: A comparison of the square SPAD PDE and the circular SPAD PDP,
multiplied by the nominal FF of the square device, at 525 nm is shown. The scaled
PDP is always larger than the square SPAD PDE because the FFEff is smaller than
the on defined by the layout.
In Figure 5.10, the ratios between FFEff and the nominal one, as a function
of the overvoltage, for different wavelength measurements, ranging from NUV
to NIR, are shown. The measurements errors are omitted to have a more clear
plot. A relative error of ∼5 % is found on average, thus all the wavelengths
are in agreement within the errors. The electric field model of a perfect box
in the total device depth agrees with these measurements because different
wavelengths, thus photons absorbed at different depths, show no different ratio
between the effective and the nominal FF. The FFEff never reaches the nominal
value. In the typical SiPM operational overvoltage range (between 5 and 10 V),
the FFEff ranges between 80 % and 90 % of the nominal value, for the 35 µm
cell.
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Figure 5.10: Ratio between the measured FFEff and the nominal one at different
wavelengths. The measurement errors are not drawn for clarity, they have a relative
value of about 5 %. All the measurement at different wavelengths are in agreement
confinrming the box model.
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Figure 5.11: Measured transition region size (TRS) of the NUV–HD technology. In
the realistic biasing range, up to about 10 V, the TRS ranges between 1 µm and
1.5 µm.
120
From the FFEff, it is possible to calculate the transition region size (TRS)
around the active area of the cell. Following the box model proposed in the
section 5.1, from the FFEff, the following equation (5.8) derives:
TRS(V ) =
√
FF −√FFEff
2
CS (5.8)
in which CS is the cell pitch and the factor two is inserted to calculate the
TRS per side. In Figure 5.11, the calculated TRS(V) is shown. In the typical
operational overvoltage range, it has values between ∼1 and ∼1.5 µm per side.
Inverting the equation (5.8), the calculated TRS(V) can be used to estimate
the FFFff of the other NUV–HD large cells. The nominal FF of the cells 25 µm,
30 µm and 40 µm are 72 %, 77 % and 83 %, respectively. In Figure 5.12, the
simulated FFEff are shown. The smallest cell, the 25 µm one, has an expected
FFEff between 55 % and 60 % in the typical operational overvoltage, much
lower than the nominal one. For larger cells, the effect of the transition region
becomes less and less important. In the 40 µm device, the reduction of the
FFEff compared to the nominal value is about 10 % in the operating condition.
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Figure 5.12: Simulated effective FF (FFEff) of the NUV–HD large cells calculated
inverting the equation (5.8) using the TRS calculated before. The effect of the
TRS(V) on the FFEff is more important in the smallest cell. In the realistic biasing
range the 25 µm cell device has a FFEff not exceeding the 60 %, much less than the
72 % nominal value.
If these results are extended to the NUV–HD small cells, with cell pitch
equal to 15 µm and 20 µm, the situation worsens. The FFEff of these devices,
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in the operating condition, is below the 50 %, not more than the 75 % of the
nominal value.
Even if the TRS impact decreases with the cell size, the production of
larger cells, over the actual 35–40 µm, would not solve the difference between
the effective FF and the one defined by the layout. To significantly improve
the PDE performance of all the cell size devices, a smaller TRS(V) must be
obtained. This will be possible with a technology redesign of the active area
border regions.
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Conclusion
In this thesis, a silicon photodetector type, that is catching a growing interest,
is investigated: the Silicon Photomultiplier (SiPM). It is a pixelated photosen-
sor operated at a reverse bias voltage larger than the breakdown one. After a
brief introduction of the detector, the main features of the device are shown
paying more attention on the noise sources and on the detection efficiency.
Two main detector noise sources are identified: primary noise, or dark count
rate (DCR), and correlated noise (afterpulsing and cross–talk). The DCR,
at room temperature, is mainly attributed to the thermally generated elec-
tron–hole pairs having the possibility to reach the high–field region triggering
an avalanche signal not correlated with the arrival of incoming photons. These
signals are identical to the ones generated by incoming photons, thus the DCR
is always summed up to the detector response to incoming light. The other
noise source is always caused by a primary fired cell, either by a spontaneous
event or by a photogenerated one. For this reason it is called correlated noise.
An afterpulsing event is generated by a carrier of an avalanche trapped in a
crystal defect and released after a proper time, triggering a secondary avalanche
with an average lower number of carriers due to the lower effective bias voltage
of the cell. An optical cross–talk event is caused by the secondary photons,
travelling from a fired cell to a neighbouring one, emitted by the hot carriers in
the avalanche. This last noise is subdivided into two types, direct and delayed.
The first one is due to the secondary photons reaching the neighbouring cell
and generating an electron–hole pair in the active volume, the last one is due
to the secondary photons reaching the substrate of a neighbouring cell and
generating an electron–hole pair that diffuse into the active volume.
The SiPM photo–detection efficiency (PDE) is defined as the ratio among the
average number of detected photons and the incoming ones. The PDE is the
product of three different terms: fill factor (FF), quantum efficiency (QE(λ))
and triggering probability (TP(V,λ)). The first is the ratio between the active
area and the total one of the cell; the second is the probability that an incom-
ing photon is absorbed in the silicon and the photogenerated carriers can reach
the high–field region; the last term is the probability for a carrier to trigger an
avalanche in the detector.
After the general discussion about the detector, a great attention is given to
the development of SiPMs at Fondazione Bruno Kessler (FBK, Trento, Italy)
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in the last decade. The activity began in 2005 within a three–year collabora-
tion with the Italian National Institute for Nuclear Physics (INFN). The first
SiPM produced was in n–on–p technology with a dimension of 1x1 mm2 and
a cell pitch of 40 µm. During the first years development, many important
steps about the characterisation procedure were done. In particular, the study
of the IV and the development of automatic procedures to measure the IV
on wafer, before cutting the devices. During the subsequent years, new SiPM
productions improve the performance. The typical DCR decreased from the
initial value of a few MHz/mm2 to some hundred KHz/mm2, the breakdown
uniformity on wafer decreases to some hundred mV and the PDE increased to
over the 30 % in the visible spectrum. In 2013, two separate technology lines
were presented, called RGB–SiPMs and NUV–SiPMs. The first technology
was the successor of the original one, while the last technology was a p–on–n
with peak efficiency in the NUV–violet part of the electromagnetic spectrum.
The two technologies had a very similar layout, with the only difference in the
dopant–type profiles. The NUV technology was further developed in these last
three years. The first important upgrade to the technology was the adoption
of a new substrate with a lower carrier lifetime, leading to the NUV–Low–AP
technology. This technology had a very big improvement in terms of delayed
correlated noise suppression. As shown, the original NUV–SiPMs suffered from
a very high delayed noise probability that reduced their operating overvoltage,
having an effect also on the maximum achievable PDE. The new technology,
reducing the noise probability by about one order of magnitude, put the oper-
ating overvoltage limit at least two times the previous one, allowing to better
exploit the device properties. The last important upgrade was the introduc-
tion of the High–Density (HD) concept on the Low–AP technology. The main
features of the HD concept were the introduction of deep trenches to electri-
cally and optically isolate the cells and a new layout with smaller inefficient
border regions. The trenches had to reduce the optical transmission of the
secondary photons from a cell to a neighbouring one, reducing the cross–talk
probability, while, due to the increased FF, the devices were expected to have
a larger PDE.
The NUV–HD SiPMs are extensively studied in this thesis. A complete
characterisation procedure, able to extract all the important parameters from
a new production is developed and presented. First, the FBK standard char-
acterisation procedure in dark is reported in detail. It allows to extract the
gain, the time constant of the cell recharge, all the information about the noise
sources, both primary and correlated, and the Excess Charge Factor (ECF),
the average amount of charge associated to the correlated noise summed up to
the primary event charge. This procedure exploits the important advantages
of the Differential Leading Edge Discriminator filter (DLED), thus it is pre-
sented too. For every extracted parameter, the measurement error source and
value is given.
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For the PDE measurement, a new set–up and three different methods are de-
veloped and presented. About the set–up, a complete study on the errors
associated to the use of LEDs as light sources is presented. In particular, a
dependence of the LED light emission spectrum on the applied bias voltage is
observed. The light calibration procedure at the device location is described
and different light sources are compared obtaining a very good agreement in
the visible range. The uniformity of light at the device position is assured by
a direct measurement using a SPAD and two micropositioners. The use of an
optical fibre to transport the light is also tested and found adequate only for
light with wavelength longer than 350 nm. About the methods, a detailed de-
scription is given and advantages and drawbacks are discussed for each one. In
every method, precautions able to reduce the correlated noise influence on the
results to a negligible value are described. The three methods are equivalent
in terms of the measurement precision and reliability showing the agreement
in the results obtained with two SiPMs 1x1 mm2 with different cell pitch at
different wavelengths ranging from NUV to NIR. The only observed difference
is the measurement time. The continuous counting method (CCM) represents
a good compromise for a single measurement; the pulsed counting method
(PCM) allows to measure the PDE of a few wavelengths in the same time, but
it increases the complexity of the set–up requiring a fast pulse generator; the
photocurrent method (PM) is the optimal choice for a complete PDE scan,
but a preliminary characterisation in dark, to know the ECF, is required. At
last, the equivalence between the PDE measured on SiPMs and SPADs, having
the same layout of single SiPM cells, is shown. This result is of fundamental
importance because the SPADs have the advantages of an increased measure-
ment precision in a lower time and the possibility to bias at a larger overvoltage
the devices then the SiPMs allowing to obtain more information in extreme
conditions.
The described set–ups and characterisation procedures are used to carry
out the measurements on NUV–HD SiPMs of different cell sizes, ranging from
25 µm to 40 µm. During this characterisation, different devices, taken from
two wafers, are measured to assure the uniformity of the parameters among the
devices. The results are always in agreement, thus the expected uniformity is
demonstrated. The only parameter that exhibits an experimental distribution
larger than expected is the DCR. The statistical fluctuations of defects inside
the wafer is responsible to the different DCR of the SiPMs. From the automatic
IV measurement, the maximum DCR is estimated almost three times larger
than the minimum one. To better compare the devices with different cell
size, all the data are plotted as a function of the PDE. From this comparison,
the 25 µm device is found worse than the larger cell devices, having a larger
noise, both primary and correlated, at any PDE value. The other cells are
equivalent within the measurement errors, only the DCR is found decreasing
with the cell pitch. Thus, at last, the 40 µm cell size device is defined as the
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best choice, but the 30 µm and the 35 µm devices are almost as good as the
largest cell one. The NUV–HD larger cells have a PDE larger than 50 % with a
correlated noise probability (sum of the cross–talk and afterpulsing) of about
20 % and an average primary noise of 60–70 KHz/mm2. In particular, the
NUV–HD technology was found very well suited for the Cherenkov Telescope
Array Observatory (CTA), having a PDE spectrum peaked at about 400 nm
well matching the Cherenkov radiation spectrum in the Earth atmosphere, and
a very high signal–to–noise ratio, defined as the peak PDE with respect to the
DCR and correlated noise probability.
During the PDE measurements, an unexpected behaviour is observed,
namely a lower measured FF with respect to the expected one (defined by
the layout). To better understand this observation, a complete study of the
factors contributing to the PDE is performed. Three different devices are
used: a photodiode, a circular SPAD with 100 % FF and a square SPAD with
35 µm cell size (having an equal layout to a single SiPM cell) and a nominal
FF equal to 81 %. The measurements on low dark current photodiodes allow
to directly obtain the technology QE(λ). These measurements show a very
high QE(λ) in the NUV and visible wavelength ranges, exceeding the 80 %
in the peak PDE region. At longer wavelengths, the QE decreases due to the
small active volume (equal to the epitaxial layer thickness). The PDP of the
circular SPADs with 100 % FF is measured and fitted with an experimentally
derived function, found in literature, describing the increase of the PDP, or
PDE, considering also the FF contribution, with the overvoltage at a single
wavelength. This function shows an incompatibility to represent the acquired
data at large overvoltage, thus a new function is proposed. With this model, a
saturation rate parameter, Vλ, is defined and shown as a function of the wave-
length. From the fit procedure, the QE(λ) is also extracted and compared
to the photodiode QE(λ) direct measurement finding a good agreement. The
square SPAD is tested to measure the effective FF (FFEff). The FFEff ranges
between the 80 % and the 90 % of the nominal value in the typical operational
overvoltage range and a transition region size (TRS(V)) between 1 and 1.5 µm
is estimated. The FFEff is critical because in the smallest devices, with cell
pitch lower than 25 µm, its value is only the 50–60 % of the nominal value,
reducing the achievable maximum PDE. It is also found that the FFEff better
approaches the nominal value in the larger cells but, even increasing the cell
size over the actual 40 µm, the device would not show a further significant im-
provement. For this reason, a smaller TRS(V) must be obtained, redesigning
the electric field border region, to further improve the PDE.
The study of the factors contributing to the PDE was very important be-
cause it allowed a better knowledge of these factors limiting the SiPMs PDE,
in particular, in the small cell size devices. This knowledge will help in ad-
dressing the technological aspects that should be modified in order to further
improve the PDE.
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