ABSTRACT Cross-project defect prediction (CPDP) is a field of study where a software project lacking enough local data can use data from other projects to build defect predictors. To support CPDP, the cross-project data must be carefully filtered before being applied locally. Researchers have devised and implemented a plethora of various data filters for the improvement of CPDP performance. However, it is still unclear what data filter strategy is most effective, both generally and specifically, in CPDP. The objective of this paper is to provide an extensive comparison of well-known data filters and a novel filter devised in this paper. We perform experiments on 44 releases of 14 open-source projects, and use Naive Bayes and a support vector machine as the underlying classifier. The results demonstrate that the data filter strategy improves the performance of cross-project defect prediction significantly, and the hierarchical select-based filter proposed performs significantly better. Moreover, when using appropriate data filter strategy, the defect predictor built from cross-project data can outperform the predictor learned by using within-project data.
I. INTRODUCTION
Software defect predictors are decision support systems used to prioritize the list of software modules to be tested so as to allocate limited testing resources effectively and detect as many defects as possible with minimum efforts [1] . Building and understanding defect predictors are useful for monitoring quality assurance (QA), evaluating software maturity, improving the software process, etc [2] . Typically, software defect prediction approaches are based on software metrics (such as code structural metrics and process metrics) by means of machine learning classifiers to build a prediction model. However, most approaches are evaluated in withinproject settings, i.e., studies on this issue usually trained defect prediction model from data of historical releases in the same project, and reported the results of cross-validation on the same data set [3] . Unfortunately, the within-project defect prediction (WPDP) approach relies on available historical defect data in the project, which is often not the case in practical scenarios [4] .
In practice, cross-project defect prediction (CPDP) approach is necessary, because CPDP builds a model and predicts defects for the target project by using labeled source-project data. In this way, the drawback of WPDP can be addressed by CPDP. However, due to the dataset shift problem between cross-project software defect data [5] , an ideal performance cannot be achieved through the direct adoption of machine learning classifier [6] . Recent study [7] has suggested that finding the appropriate training data from the source cross-projects to represent the same defect patterns with the target project, we may obtain acceptable CPDP results. To select the training data for CPDP, several data filter strategies have been proposed. All of these strategies seem to be adequate to deal with the data filtering, but there are no exhaustive comparisons between their performances. This paper investigates multiple data filter strategies, including both the state of the art four filters and a novel filter we proposed. We address the following research questions:
Question 1: Which filter strategy could lead to the best CPDP performance in our context ? Menzies et al. [8] observed that the software defect prediction model performance depends on the type of classifier algorithm. Therefore, in order to answer the question, the variables affecting CPDP performance, especially the type of classifier, must be explored. In this paper, we choose Naive Bayes (NB) and Support Vector Machine (SVM) as the underlying machine learning classifiers, which are widely used in defect prediction literature [9] - [12] . We conduct a comparative experiment on the real software defect data set.
Question 2: How effective are data filters in order to produce better predictors than use all available data?
There is no doubt that the trade-off between the amount of data obtained by the filter and the performance of the model should be taken into account, although more data may improve the prediction performance [13] . For this reason, we would like to validate which data filter could obtain the most appropriate training data for the target project, because the most appropriate training data can not only realize the efficient construction of the target model, but also effectively reduce the model over-fitting and improve the generalization ability of the prediction model [14] .
Question 3: How does CPDP using suitable data filter perform in comparison to the conventional WPDP?
Turhan et al. [15] , [16] reported that the ideal practical performance can be achieved by WPDP. So we present the WPDP results as a baseline comparison, and validate the hypothesis that the data filter can obtain more suitable training data for the target project, and make the CPDP capable of competing with the WPDP.
The contributions of this paper are relevant to both academia and practice. To the best of our knowledge, this is the first report of evaluating data filters on CPCP. The primary contribution of this paper is the empirical analysis of five representative data filters in CPDP. An important secondary contribution is HSBF strategy, a novel data filter approach for CPDP, is the best suited to CPDP. The answers will offer guidance and valuable information for data selection and good predictors design for CPDP.
The rest of this paper is structured as follows: We detail the approaches that we reproduce and the ones that we newly proposed in Section II. Next, we explain the experimental methodology and evaluation procedures in Section III. In Section IV, experimental results are presented. Finally, threats to validity, related work, the conclusion and future work are discussed in Section V, VI, and VII, respectively.
II. DATA FILTER ALGORITHMS ON CPDP
CPDP model directly trained on one or a set of projects might not be generalized well to other projects. The common solution to this problem is the process of data filter in which only the source modules with generalizable properties that will work for the target project are actually captured, and nongeneralizable properties that do not hold for the target project are (fully or partly) ignored. Considering the bulk of research performed in this area it is impossible to compare all existing approaches. To cover a range as wide as possible, we select the state of the art on the data filters and propose a novel data filter strategy. These investigated strategies are summarized in Table 1 . 
A. PROBLEM DEFINITION AND NOTATION
Due to the phenomenon of defect data shift, if we poorly choose a source project, then this source project may be not enough to reflect the defect characteristics of the target project [20] . In the face of multi-source projects that are well labeled, it would be interesting to investigate a technique that can use all source projects to do CPDP, and reduce the effect of source component shift. Therefore this paper focuses on the training data selection using data filters from multi-source projects. The task of CPDP using data filter can be defined as follows.
We have K source software projects S s and a target project S t . S s is a projects set, which is denoted as S s = {S s (1) , S s (2) , · · · , S s(k) }. Each source project contains many modules, and a module corresponds to a class/file/module (depending on the granularity considered). Each module has two parts: a set of metrics x and a label y which corresponds to the defect information (y = 1 represents defective, y = 0 represents clean). An instance is defective if it has one or more defects. For unlabeled modules in the target project S t , the goals of data filter are to select suitable training data D train from the source projects S s and build a model for the target project S t with unknown labels.
B. THE STATE OF THE ART DATA FILTER STRATEGY 1) TGF STRATEGY
The TGF provides a selection strategy for the training data based on the K-nearest neighbor algorithm. For each module in the target project, TGF strategy selects the k (The authors recommend k = 10 as a parameter) modules of the available data closest to the target module as the training data. Turhan et al. [15] found that CPDP using TGF sometimes is equivalent to those learned from WPDP, but still could not replace the WPDP in practice. Algorithms 1 is the concrete implementation pseudocode of TGF strategy.
2) SGF STRATEGY
The SGF Strategy is different from the TGF Strategy which assumes that the target modules should drive the selection process. The SGF strategy considers the multi-source projects' content-rich data contain more information about defect than the smaller target project data. Therefore, the SGF strategy is not for each module in the target project finding its nearest instances from the multi-source projects, but for each source module finding its nearest target modules. If there are the nearest target modules around the source model, then it VOLUME 5, 2017 should be the training data. Peters et al. [17] revealed that the SGF is much better than both TGF and WPDP when it was applied very early in a project's lifecycle. Algorithm 2 shows the pseudocode for SGF Strategy.
Algorithm 2 SGF Algorithm

Require:
Multi-source projects data,
Training data for target project,
if the similarity between M mix(i) and any of target module is smaller than the threshold then 5: add M mix (i) to D train ; 6: end if 7: end for 8: return D train ;
3) DCBF STRATEGY
Instead of point-wise selection, the DCBF uses distributional characteristics to select complete souce project data from a larger sample of data sets. Similar to SGF, the DCBF strategy is based on the rationale to use the source data whose distributional characteristics are the most similar to the target data. It uses the Euclidean distance of the characteristics vectors to determine these most similar candidates. Concretely, the DCBF strategy selects the k closest source software projects through the K-nearest neighbor algorithm and then takes them as the training data. Herbold [18] showed that the DCBF strategy improves the achieved success rate of CPDP significantly. However, the quality of the results still could not compete with WPDP. Algorithm 3 presents the pseudocode for DCBF Strategy.
Algorithm 3 DCBF Algorithm
Require:
Multi-source projects data, 
S s ← S s \D temp ; 7: end while 8: return D train ;
4) LCBF STRATEGY
All of the approaches discussed above always consider the complete training and test data for the training and evaluation of prediction models. A different approach is the training of local prediction models. The idea of the LCBF is to split the data in order to obtain clusters with similar data and train a local prediction model for each cluster. Menzies et al. [19] reported that the LCBF is promising and these local models are often superior to global ones. Algorithm 4 formalizes this filter strategy.
Algorithm 4 LCBF Algorithm
Require:
Model Performance Measure;
if C i contains target modules then 5: D train ← all the source modules in C i ; 6: D test ← all the target modules in C i ; 7: model building and evaluating on (D train , D test ); The deficiency of the above four filters is that the run time is exponential and does not scale with large data sets. What is more, few prior studies can offer very explicit guidelines on how to select suitable training data from a large number of public software repositories. So we extend the concept of characteristic-based module data selection approach, namely the hierarchical selection-based filter (HSBF).
The HSBF strategy is based on the idea of hierarchical data selection from software project level to software module level. Considering the characteristic of the software projects varies by the development context, we argue that selecting module instances from source projects with similar characteristics can make full use of the defect patterns of the multi-source projects, and may be more suitable for the target project defect prediction.
For the data selection of software project layer in HSBF, we intend to use the collection of distributional characteristics of each attribute to achieve the similarity between the software projects. First, for each attribute in a source and target project, we calculate four indicators, namely, the max value, the min value, the mean value and the standard deviation to describe its distribution. Then, we combine these indicators together to describe the distributional characteristics of a given project. In order to correct the software metric inconsistencies which may exist between different projects, we use the cosine distance to measure the similarity of software project characteristics.
For the data selection of software module layer in HSBF, we focus more on the structure of source projects than target project, which is known to be useful for CPDP [17] . Menzies et al. [19] also confirmed that there lay potential benefit in partitioning software engineering datasets into smaller subsets of data with similar properties. For this reason, we use clustering algorithm to create clusters of the candidate source modules joined with the target modules. Then, we select those source modules located in the clusters containing at least one target module as the CPDP training data.
We show the pseudocode for HSBF strategy in Algorithm 5.
Algorithm 5 HSBF Algorithm
Require:
Training data for target project, D train ; 1: Compute the characteristics of S s and S t : 14: return D train ; FIGURE 1. Example of a typical ROC curve. Two predictors' curves are depicted: the dashed line represents a random predictor, whereas the solid line is a predictor which is better than the random predictor.
III. EXPERIMENTAL SETUP A. EVALUATION METRICS
In this study, we focus on the performance of the binary classification model. Based on a confusion matrix, corresponding four categories of defect prediction results are described below.
• True Positive (TP): defect-prone module that has been classified correctly;
• True Negative (TN): defect-free module that has been classified correctly;
• False Positive (FP): defect-free module that has been wrongly classified to be defect-prone;
• False Negative (FN): defect-prone module that has been wrongly classified to be defect-free; Since our datasets are unbalanced in terms of defects, following the recommendations in [8] and [21] , we avoided the use of measures, such as accuracy and precision. We now define common performance metrics which are used to evaluate classifiers: PD, PF and AUC.
Probability of detection (PD) is a measure of accuracy for correctly identifying defective modules. It should be as high as possible (ideal case is when PD = 1):
Probability of false alarm (PF) is a measure for false alarms and it is an error measure for incorrectly flagging the defect free modules. False alarms cause testing efforts to be spent in vain. Thus, a defect predictor should lower PF as much as possible (ideal case is when PF = 0):
The ROC curve depicts relative trade-offs between PD and PF, which serves as the performance of a classifier across all possible decision thresholds. Fig. 1 shows a typical ROC curve example, in which the PD(y-axis) against the PF(x-axis) on a two-dimensional chart. In the example of ROC curve, two predictors' curves are depicted: the dashed line represents a random predictor, whereas the solid line is a predictor which is better than the random predictor.
AUC estimates the area under the ROC curve, and provides a single measure for the overall PD/PF performance of a model since it incorporates both values. The higher the AUC is, the better the performance will be. The AUC is computed by obtaining the area of the graphic, and is defined as:
In this paper, we use AUC as the primary accuracy indicator for comparative results since it separates predictive performance from class and cost distributions, which are project-specific characteristics that may be unknown or subject to changes. Therefore, the AUC-based evaluation has the potential to significantly improve convergence across studies.
B. BENCHMARK DATASETS
In this study, 44 releases of 14 open-source projects are used for validation, which is available from the public PROMISE repository to make sure that experiments in this study are reproducible and verifiable, and to provide an easy comparison to other papers. The original datasets were collected by Jureczko and Madeyski with the Ckjm and BugInfo tools [22] , and widely used in studies [7] , [9] , [16] , [18] , [23] . Analogous to Herbold [18] , we discarded the proprietary projects and all versions with less than 100 classes for the experiments. Detailed information on the experimental dataset is listed in Table 2 .
In the dataset, each instance represents a class of the release and consists of two parts: 20 independent static code attributes and the dependent attribute labeled ''defect'' indicating the defect count information. For the work, we refer to each class as a module instance. Hence, the defects attribute is discretized into a Boolean value where 0 indicates that no defect have been recorded for this class and 1 otherwise, since most of the software defect prediction research literature (i.e., [7] , [18] , [23] ) uses the same setting, and we follow them. Table 3 describes the attributes of these datasets.
C. PREDICTION MODELS
In our work, we perform CPDP and WPDP experiments with classification algorithms. Since there are inconsistent findings regarding the superiority of a particularly classifier over others [24] , we chose NB and SVM as the underlying machine learning classifiers for both CCDP and WPDP, which are widely used for defect prediction [9] - [12] .
The NB classifier is based on Bayes' rule and assumes that attributes of the data set are equally important and statistically independent. To classify an unknown instance, NB chooses the class with the maximum likelihood of containing the evidence in the test case. Although the independence assumption is often violated in reality, the NB classifier has been proved to be effective for defect prediction [8] , [23] , [25] . The SVM classifier seeks to minimize misclassification errors by selecting a boundary or hyperplane that leaves the maximum margin between the two classes, where the margin is defined as the sum of the distances of the hyperplane from the closest point of the two classes [26] . Comparative studies conducted by Lessmann et al. [24] showed that the SVM classifier performs equally with the NB classifier in the context of defect prediction.
D. EXPERIMENTAL DESIGN
With the three research questions mentioned earlier, we conduct experiments in different settings: CPDP and WPDP.
1) SETUP OF CPDP
When CPDP experiment is conducted, each project in Table 2 is chosen as a target project and all of the rest corresponding software version data are taken as multi-source projects. This process is repeated for each project. When there are multiple versions of the target project, e.g., the versions 3.2-4.3 for jedit, we only use the minimum version software data as the target project in the experiment. That is because if a project already has a prior version, it is possible to use the earlier version rather than multi-source projects [27] . For example, as for the jedit project, we use the minimum version release (i.e., jedit3.2) as the target project data, and the combination of data sets outside the jedit project as the multi-source projects data. For the evaluation of RQ1, we conduct the experiments of CPDP with data filter. Fig. 2 shows the setup of CPDP with data filter experiment (an example of jedit project). For the evaluation of RQ2, we train CPDP predictors based on all the multi-source project data without applying any data filter. This is similar to Fig. 2 , but the difference is that a prediction model trained on all the multi-source project is applied directly to the target project.
A critical factor in such a process is determining the appropriate parameters of data filters. In the experiment, we choose the suggested values of the corresponding data filter as the parameters. Tuhan et al. [15] and Peters et al. [17] used 10-nearest neighbors for each target module, and Herbold [18] used the neighborhood size 30 as parameters in the project selection layer. Therefore, in the experiment, TGF, SGF and DCBF choose 10, 10 and 30 respectively as the parameters. For LCBF, the size of each cluster we choose is 10, which is also suggested by Canfora et al. [28] . Therefore, as for HSBF, 30 and 10 are adopted correspondingly as the parameters in the selections of software projects and software modules. In future research, we will explore other values of HSBF.
2) SETUP OF WPDP
We evaluate RQ3 by building a WPDP, and determine its AUC based on the data of the actual target project. For WPDP, we use stratified ten-fold cross validation, i.e., we split the dataset in ten folds, using nine folds (90% of the classes) as training set to build the prediction model, and the remaining fold as a validation set to evaluate the AUC of the model. Each fold is used once as a validation set. Stratified cross-validation means that the folds are selected so that the distribution of the dependent variable in each fold is consistent with the entire population. This is a typical method commonly used in the literature [8] , [29] .
IV. RESULTS AND DISCUSSION
This section presents the results of experiments. The results are structured according to the research questions presented in Section I. Table 4 lists the AUC values of cross-project prediction using five data filters on different classifiers. In Table 4 , each filter is described on a column, where the last two rows show the Average Rank (AR) and the Mean indicator of the predictor on the 14 projects, according to the classification algorithms under study. To highlight the best performing filters, the best value are bolded. In order to demonstrate the experimental results more directly, the results are visualized by using quartile charts in Fig. 3 . It can be observed intuitively from Fig. 3 that when data filters are used to realize CPDP, the type of classifier algorithm is a critical factor affecting the model performance. In the experiment of this paper, the performance of NB classifier is better than that of SVM classifier on the whole. When the CPDP model is built by using NB classifier, HSPF has the best performance, followed by TGF, SGF, DCBF and LCBF. However, when the CPDP model is built by using SVM classifier, LCBF shows conversely and wins the best performance, followed by HSBF, DCBF, TGF and SGF in that order.
A. RQ1: WHICH FILTER STRATEGY COULD LEAD TO THE BEST CPDP PERFORMANCE IN OUR CONTEXT?
Results in Table 4 and Fig. 3 demonstrate that performances of LCBF show a larger difference in two kinds of classifier. One possible explanation is that this strategy realizes multiple classifiers based on data cluster, leading to relatively few training data for each classifier. Since fewer training data cannot fully represent the distribution of defects, the model based on NB classifier shows relatively poor performance, but SVM classifier still can have relatively good performance even though there are fewer training data.
AR and Mean indicators in Table 4 show that there is no big difference between performances of TGF and SGF, which may be resulted from the removal of project data sets whose modules are fewer than 100 in this experiment. Peters et al. [17] indicated that only when the software project just started and there were fewer software modules, advantages of SGF approach can be demonstrated.
As for HSBF proposed in this paper, although its performance is a little bit poorer than that of LCBF in SVM algorithm, it is the most outstanding in the overall comparisons.
Based on the findings above, we answer R1:
(1) When there are enough (more than 100) modules of the target project to be predicted, HSBF wins the best comprehensive performance. Therefore, HSBF approach is suggested to be used in practice to achieve the data selection of a multi-source project. And, when the project just starts and there are relatively few modules (fewer than 100) of the target project to be predicted, SGF approach is suggested to be used in practice to achieve the data selection of the multi-source project. (2) In addition, when data filters are adopted to realize CPDP, the selection of classifier algorithm is a critical factor determining the final model performance. Simple algorithms (e.g., NB) usually can get better prediction performances. Previous research made by He et al. [23] showed that simple classifiers tended to perform well in CPDP, which have been confirmed in this paper.
B. RQ2: HOW EFFECTIVE ARE DATA FILTERS IN ORDER TO PRODUCE BETTER PREDICTORS THAN USE ALL AVAILABLE DATA?
When using multi-source project data for building CPDP models, the simplest approach is to directly use all multisource project data without filtering. However, this approach would bring two problems. Firstly, the software data not strongly correlative to the target project module can be introduced easily, resulting in relatively high false alarm rate and a decrease in the comprehensive performance of the model. Secondly, too many training data may increase the complexity of the model training. An effective data filter strategy should select the training data that can most reflect the target project defect patterns from multi-source project data. To show effects of data selections by different data filters, the value of Data Filtering Rate (DFR) is defined to demonstrate the ratio of the number of software modules using a data filter to the total number of all multi-source project modules. Table 5 shows the DFR value of different data filters. In Table 5 , the average DFR value of HSBF, TGF, SGF and DCBF, are lower than 20%, especially HSBF whose DFR value is only 7% on average. Correspondingly, LCBF uses the most multi-source data and its average DFR value is close to 50%.
In addition, to verify the validity of data filters in different CPDP models, Table 6 shows the change of mean AUC of CPDP models adopting with respect to not adopting a data filter (i.e., selecting all multi-source data). In Table 6 , results greater than zero are highlighted in bold to indicate that the performance of CPDP model using a data filter is better than that of CPDP model without using a data filter. Fig. 4 visualizes the results shown in Table 6 . Fig. 4 can directly show that the performance of CPDP models based on NB classifier by adopting TGF and SGF is better than the models not using a data filter, and the prediction performance of CPDP models based on SVM classifier by adopting DCBF and LCBF is better than the models not using a data filter. However, when HFBF is adopted, the CPDP models based on both NB classifier and SVM classifier can have better performances than the ones without using a data filter.
Based on the findings above, we answer R2:
(1) Data filters can effectively improve the performance of CPDP model. Especially HSBF approach can gain the multi-source data which can more represent the target project defect patterns.
(2) LCBF strategy has greater value in theory than in practice. LCBF shows that there are a variety of defect patterns in software defect data. Only the training data which can represent various defect patterns are found, it is possible to construct the high-performance CPDP model. However, constructing a local model based on the data in each pattern, we are not necessarily able to get the final high-performance CPDP model, which is consistent with the conclusion obtained in the literature [30] . (3) HSBF can obtain better results, which has also verified that there may be similar defect patterns among software projects with similar project features and selecting model training data from them can improve the performance of CPDP model.
C. RQ3: HOW DOES CPDP USING SUITABLE DATA FILTER PERFORM IN COMPARISON TO CONVENTIONAL WPDP?
This section presents the results of CPDP using five filters vs. WPDP experiments in order to address our third research question. Table 7 shows the change of CPDP using five filters with respect to the WPDP, NB and SVM, respectively. In Table 7 , the results greater than WPDP are denoted in bold face, showing that the performance of CPDP model adopting corresponding data filter is better than the WPDP model. Fig. 5 visualizes the results shown in Table 7 .
TABLE 7.
Change of mean AUC of CPDP using five filters with respect to WPDP.
FIGURE 5.
Illustration for the change of mean AUC of CPDP using five filters with respect to WPDP. Table 7 presents that the performances of CPDP model built by adopting TGF, SGF, DCBF and HSBF and based on NB classifier are better than WPDP model; the performances of CPDP model built by adopting DCBF, LCBF and HSBF and based on SVM classifier are better than WPDP model. Therefore, we can obtain CPDP model superior to the baseline WPDP by adopting DCBF and HSBF. Fig. 5 can intuitively show that DCBF and HSBF can get better CPDP performances than WPDP both based on NB and SVM classifiers, especially, CPDP achieved by using HSBF has the largest change with WPDP. Moreover, it should be noticed that in Fig. 5 , the change of CPDP based on SVM using DCBF and HSBF with respect to WPDP is relatively higher, which is because the performance of WPDP based on SVM is lower, resulting in a higher difference.
Based on the findings above, we answer RQ3:
(1) On the premise that an appropriate data filter and model algorithm are adopted, CPDP model can perform better than WPDP. (2) Based on NB and SVM classifiers, the CPDP model using HSBF can compete with the WPDP model. In consideration of the performance of CPDP model, it is suggested to adopt the approach of HSBF+NB to achieve CPDP in practice.
V. THREATS TO VALIDITY
As with any empirical study, biases can affect the final results. Therefore, any conclusions drawn from this work must be considered with the following issues in mind: Threats to construct validity concern the relationship between theory and observation. First of all, 44 releases projects are examined, a quite high number compared with other work reported in literature. In spite of this, it is still possible that we accidentally choose some data filter approach in which relatively strong correlation data sets exist and this data filter approach therefore has better (worse) result, there is a project selection bias. Second, there are some potential issues about the defect that can be raised, such as whether the defect are incompletely fixed and recorded. However, these data sets collected from the PROMISE repository have been validated and applied to several prior studies.
Threats to internal validity concern any confounding factor that could influence the results, and they are mainly related to various experimental settings in this study. For experiments in this study, we compared five data filter strategies. However, these five strategies are by no means complete. We need to conduct simulations with other strategies to find better strategies in the future. A second issue affecting internal validity is that the Classifiers used for the experiments. Classification is a large and active field and any single study can only use a small subset of the known classification algorithms. In this paper, only results for the most widely used two algorithms (NB and SVM) in software defect prediction are published.
Threats to external validity concern the generalization of the results obtained. Mostly all the selected projects examined in this paper are open-source projects, and hence they might not be representatives of closed-source projects. Nevertheless, it is difficult to draw general conclusions from empirical studies in software engineering and results are limited to the analyzed data and context [31] . Another construct validity issue is that all of the experimental projects data use OO metrics. It is possible that the results might not be generalizable for other types of software metrics. However, our main goal is to evaluate data filters on CPDP from a perspective of the practical needs, rather than compare the performance of predictors built with different types of software metrics.
VI. RELATED WORK
This section introduces the two focal points of this paper. First, we briefly review the current research progress in software defect prediction. Subsequently, we describe what problems CPDP aims to solve, and the state-of-the-art methods in this area.
A. WITHIN-PROJECT DEFECT PREDICTION (WPDP)
Software defect prediction is an active research area in software engineering [32] . It is a machine learning approach to help identify the most defect-prone modules (i.e. the unit of functionality of source code), help stakeholders focus limited quality control resources on those bits of the system most likely to contain defects. Models made for defect prediction are built with software historical defect datasets using common classifiers, such as Naive Bayes [8] , Random Forest [33] , BN [34] , SVM [12] and Neural Network [35] . The software historical defect datasets are comprised of independent variables such as the code metrics used in this work and one dependent variable to indicate whether or not defects are present. However, most prediction models are evaluated in within-project prediction settings, i.e., using data from earlier releases to predict defects in later releases within the same project.
However, software is inherently a competitive and protean business, changing rapidly in response to changes in markets, hardware and software platforms. New projects start, and old ones get completely rewritten [4] . This is a challenge for defect prediction models which rely on historical defect data to predict future defect proneness. To work around this issue, researchers have turned toward cross-project defect prediction.
B. CROSS-PROJECT DEFECT PREDICTION (CPDP)
CPDP is to predict defect-prone software modules based on data collected from other software projects. Such data can either be collected from finished projects or taken from a repository like PROMISE [36] . The CPDP has drawn the attention of many researchers in recent years.
Zimmermann et al. [6] evaluated CPDP performance for 12 projects and their 622 combinations. They found that the CPDP model that was directly trained on one or a set of projects might not be generalized well for other projects. The study also pointed out that CPDP was a serious challenge and more attention should be paid to this problem. One of the main reasons for the poor cross-project prediction performance is the difference between the data distributions of source and target projects. Most machine learning classifiers are designed under the assumption that training and test data are represented in the same feature space and are drawn from the same data distribution. This assumption usually holds for WPDP but might not hold for CPDP [5] .
To overcome the data distribution difference between source and target projects, transfer learning techniques have been proposed [37] . Transfer learning addresses these issues by transferring knowledge extracted from one task domain which can be regarded as the source project in defect prediction to build precise predictive models in the domain of interest which can be regarded as the target project. The CPDP approaches-based transfer learning can be classified as either feature-based or instance-based approaches. Featurebased approaches propose to transform the cross-project data such that the underlying distributions are similar, and many existing models can be reused for CPDP, such as feature compensation approach [38] , TCA+ approach [39] and simplified metric-set approach [23] . But these approaches usually adopt single-source data as source projects. Especially when crossproject data are distributed with large differences, they are limited in the improvement of CPDP model performance. However, instance-based approaches realize CPDP model through capturing appropriate source project modules that will work for the target project. In this paper, we mainly focus on instance-based approaches.
A study by He et al. [7] found that with suitable training data, the success rate of cross-project defect prediction could be drastically improved to over 50%. However, this is a postfacto approach assuming perfect defect oracles on the target project data, and thus not intended for practical prediction settings. The question of how to select training data from multisource projects data is an empirical issue. Consequently, the vast majority of studies have focused on the data filtering strategies of training data for CPDP and proposed some data filter strategies. These include SGF strategy [15] , TGF strategy [17] , DCBF strategy [18] and LCBF strategy [19] . However, the latest research claims that the quality of the results still cannot compete with WPDP. Moreover, they did not offer any practical guidelines for the decision-selection on the filter strategy, especially in the face of a large scale of shared data. In this paper, we have re-implemented the existing four data filters, which are state-of-the-art method for CPDP. Furthermore, we have proposed HSBF by combining project and module characteristics to exhibit better prediction performances for the defect prediction domain.
VII. CONCLUSIONS
CPDP plays an important role in improving software quality in case of projects without sufficient historical data. For the success of CPDP, we need to select the training data from other projects carefully. In this paper, we have reported on a large-scale empirical comparison of five data filters over 44 versions of 14 software projects data sets from the PROMISE repository.
The empirical results demonstrate that among the different data filter algorithms, our HSBF strategy generally provides better performances. However, when a project just starts, it is still suggested to use TGF to realize the data selection due to relatively few target project software modules. When target project software modules have been accumulated to a certain quantity, HSBF is suggested to be used for data selection. In addition, the selection of classification algorithm must be considered when CPDP model is achieved and relatively simple NB algorithm is suggested to be chosen for the model. In other words, simple classifiers suffice to model the relationship between static code attributes and software defect. Moreover, it also has been observed that when appropriate data filter is used, CPDP can obtain the prediction model superior to WPDP, especially the HSBF approach proposed in this paper which can gain the fewest model data but optimal model. A final inference is that in terms of the practical significance of HSBF, this approach's validity verification will provide a new perspective for the organization and management of multi-source project data.
Though results are promising, many problems still need to be solved in this context. Future work will be focused primarily on three aspects: First, we may apply our approach to more datasets to validate the findings. Second, we may consider other classifiers instead of NB or SVM as a base classifier for the model building. Third, we will further explore the organization and sharing related technologies of multi-source projects to offer bases for the future construction of unified software defect data shared library. 
