T he world of digital media is changing swiftly.
A couple of years ago the digitization of media meant rapid developments in storage, reproduction, and transportation of information, mainly served by advances in hardware technology such as networkable and storage-intensive computers, video and camcorders, Webcams, digital audio workstations, and e-books. As a result, our social ways to exchange information have changed. More and more people understand the creative process of producing and the technical intricacies of receiving audio-visual information. As exemplified by the popularity of the Internet, they use these new skills extensively.
However, more is not necessarily better-the flood of mixed media data can transform the Web, like any large information space, into an overcrowded place, leaving us intellectually stunned. If we want to surf the information wave, we have to understand and handle context. That requires more than characterizing audio-visual information on a perceptual level using objective measurements (such as those based on image or sound processing or pattern recognition 1 ).
The challenge of digital mixed media information arises because it allows easy access and manipulation of a complete information unit or its individual parts. This constructivistic aspect enables consumers to creatively reuse material for their own purposes. Each component of media exists independently of its use in any given production, which makes each component valuable for the endless possible montage of atomic information fragments. What does this mean for the future role of digital media computing? It has to address these new requirements of media use by redefining the forms of media, blurring the boundaries between traditional categories like preproduction, production, and postproduction, and radically altering the structure of information flow from producers to consumers.
Today's TV news production exemplifies this development. First, a news director or producer decides what story to cover. Camera operators must shoot the scenes, then transmit them to the studio for final composition, where editors review the material, edit it, and approve it for sound mixing, broadcasting, and archiving. The question of who is the producer or user of the material is difficult to answer. The interrelationship between different stages within the process (such as influencing decisions or comparing different solutions) is complex and extremely collaborative. The progression through the various creative stages affects the nature of the work-that is, its meaning. Hence, each of the different phases provides important information on a technical, structural, and conceptual level. This information, if available, would allow us, the consumers, to evaluate the end result reliably.
It seems a shame to waste all this content on a one-time broadcast. In the digital world content can (and should) be used more than once. For example, why not use a system to exploit the metamaterial for generating customized news programs? Using a high-level model of overall program structure, the system could let viewers select content from news video databases according to their interests.
Along these lines, we can extend the interplay between use and reuse of content. The source databases-belonging to different agencies-may be distributed within an e-commerce infrastructure, and material may remain for reuse in contexts requiring background information or for historical exploration and analysis. New material may be gathered for a particular production, with the secondary aim of reuse for other productions, or it may be gathered as raw source material for broad dissemination to a variety of end-user presentations. Systems for selecting and presenting media content may use mechanisms to composite video images dynamically, including the incorporation of animated characters and objects. Raw video may also be processed to extract its data content in more usable forms, for example, mosaicing sequences to extract their backgrounds and separating their foreground object sequences for reuse in different contexts.
Such scenarios require semantic descriptions beyond the mere technical information that research has focused on previously. As researchers, we have to overcome our dogma that improvements in media technology are identical to advances in automatic extraction and analysis of low-level features, such as color, shape, motion, or pitch if we don't want to be shut in the McLuhan trap-using new media technology to solve old problems.
Solving the problem
The problem we have to solve is how to handle the dynamic alteration of information. A clip showing President Bill Clinton and Monica Levinsky only became of interest after their relationship changed into the context of "scandal." The need for dynamic content structures and implicit connections is obvious if we want to create statements, context, and discourse. What we really need are tools that offer a creative way to steadily interpret, manipulate, or generate meaning represented in all sorts of media. What we must provide are aids for easy navigation and interpretation of audio-visual content in growing information spaces.
Yet revealing the buried meaning of the established relations between the single components of a multimedia system and exposing the main semantic and semiotic information hidden in the system's unified structure (that is, the image, video, audio, or tactile unit that results from the composition of all its elements) proves difficult. However, researchers have attempted to reveal significant meta-aspects of audio-visual content (such as syntactic, semantic, and semiotic infor-mation) so that it can be made available as a resource.
These approaches emphasize manual authorship of linear and interactive media production to access content. The abstract mental and cultural concepts and the intrinsic structures of the media unit to be created are captured and transformed into a description based on a formal description language. This allows immediate and meaningful access to information that otherwise would be difficult if not impossible to retrieve from audio-visual material. For hypertext environments, check out the Ontology Interchange Language (OIL, http://www.ontoknowledge.org/oil/oilhome.shtml); and the Simple HTML Ontology Extensions (SHOE, http://www.cs.umd.edu/projects/plus/ SHOE). The Authoring System for Syntactic, Semantic, and Semiotic Model (A4SM, http://www.Darmstadt.gmd.de/mobile/projects/A4SM/index.html) describes a framework for semi-automated annotation of audio-visual objects to establish a growing information space.
Setting the standards
Please don't get the impression that the interest in surface and deep structures represents the next academic hype. The broadcasting and film industry, both well known for pragmatic production and profit-oriented thinking, have been very proactive, quick to develop and embrace standards for representing high-level semantic metadata for audio-visual material. The aim is to improve the quality of and speed during production of new material, as well as the exploitation of already archived items. Standards in use include ❚ The TV Anytime Forum (http://www.tvanytime.org/), which is an association of organizations that develops specifications to enable audio-visual and other services based on massmarket, high-volume digital storage.
❚ The Dublin Core Metadata Initiative (http://purl.org/dc/), which defined a metadata element set intended to facilitate the discovery of electronic resources. This standard supports a number of description communities mainly from the digital library world, in particular due to its link to the Resource Description Framework (RDF), but also proves influential in the P/Meta standard.
The interesting aspect of all these approaches is that they try to merge the high-level conceptual aspects of their content description with lowlevel structures of feature representation as used in signal processing, to allow the processing of audio-visual information over several semantic levels. The common foundation on which this fusion is established applies Extensible Markup Language (XML)-based description languages. [3] [4] The Moving Pictures Expert Group (MPEG), a working group of the International Organization for Standardization/International Electronics Commission (ISO/IEC) in charge of the development of standards for coded representation of digital audio and video, leads one of the broadest efforts in the direction of complex media content modeling. MPEG aims to provide a framework for interoperable multimedia content delivery services.
Semantic description languages have emerged in two of their standardization activities: in MPEG-4 as the Extensible MPEG-4 Textual Format (XMT), 5 and in MPEG-7 as the Description Definition Language (DDL), the multimedia content description interface. 6 In MPEG-4, the standard for multimedia on the Web, XMT provides content authors with a textual syntax for the MPEG-4 Binary Format for Scenes (BIFS) to exchange their content with other authors, tools, or service providers. First, XMT is an XML-based abstraction of the object descriptor framework for BIFS animations. Moreover, it also respects existing practice for authoring content, such as Synchronized Multimedia Integration Language (SMIL), Hypertext Markup Language (HTML), or Extensible 3D (X3D) by allowing the interchange of the format between a SMIL player, a Virtual Reality Modeling Language (VRML) player, and an MPEG player through using the rele-vant language representations such as XML schema, MPEG-7 DDL, and VRML grammar. As such, the XMT serves as a unifying framework for representing multimedia content where otherwise fragmented technologies are integrated and the interoperability of the textual format between them is facilitated. 5 Within MPEG-7 the use of a description language is even more prominent because here the DDL builds on XML-Schema, 7-9 a schemata language developed by the World Wide Web Consortium (WC3). Since MPEG-7 tries to establish the richest and most versatile set of audio-visual feature description structures by embracing standards such as SMPTE, EBU, and TV-Anytime, a 1:1 mapping to the text-oriented XML schema language could not be achieved. 10 In particular, issues related to the representation of low-level features such as ❚ data types for matrices, ❚ language extensibility such as the behavior of an XML Schema valid parser in the case of an "unknown" (MPEG-7) tag, and ❚ constraints required the extension of the current DDL (visit the DDL Web page http://archive.dstc.edu.au/ mpeg7-ddl/issues.html for detailed information about these issues). However, the goal to be a highly interoperable standard among well-known industry standards and related standards of other domains-such as the area of digital libraries and ontologies using RDF or Dublin Core-is a courageous and farsighted step for a group mainly known for its concern with efficient audio-visual coding at the bit level. The future will not only show if MPEG can overcome its own history by not only providing "Emperor's new clothes" for established feature extraction algorithms, but also whether MPEG's achievements in audiovisual media computing will influence the still very textcentered developments of the W3C, in particular XML Schema. The textual representations in MPEG-4 and MPEG-7 not only support the current trend in content description toward XML as the accepted standard, they also point to new ground. Because textual representations allow a symbolic representation of multimedia content by expressing relations between elements-synchronized with the different modalities of multimedia data-it's now possible to model central aspects of how humans try to make sense of complex systems. 11
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Media Impact
What's next?
So, has the paradigm change in multimedia computing happened? Not really-but we're moving in the right direction. Consider interactive TV for a moment. Forrester Research estimates that smarter devices will create $25 billion in new revenues from viewers interacting with their TV screens.
We have many obstacles to overcome to handle and maintain content of audio-visual media. Some of these problems aren't trivial. We must ask questions such as ❚ How do we define useful schemata?
❚ How do we handle the need for collective sets of descriptions growing over time (that is, no annotation will be overwritten but extensions or new descriptions will appear in the form of new documents)?
❚ What's the impact of media as description and description of media for the problem of querying?
❚ What's going to happen if a dynamic and unpredictable amount of metadata is streamed together with the audio-visual data?
❚ What's the impact of the diverse types of information fragments such as data, metadata, and relations on the area of intellectual property rights management?
The last point is important. How we approach managing intellectual property will determine the culture of future information spaces. I encourage you to start thinking about this and send me your opinions, as this topic will be discussed in more detail in the next issue. MM
