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ABSTRACT
Kleinbaum, Ethan I. Ph.D., Purdue University, August 2016. Probing Symmetry and
Disorder Effects in the Fractional Quantum Hall States of the Second Landau Level.
Major Professor: Ga´bor A. Csa´thy.
Electrons confined to two dimensions, cooled to cryogenic temperatures, and
placed in a strong perpendicular magnetic field exhibit a set of ground states re-
ferred to as the fractional quantum Hall states (FQHS). The FQHSs forming in the
region called the second Landau level are some of the most exciting states as sev-
eral theories predict that they are very different from the well understood FQHS in
the lowest Landau level. Nonetheless, the nature of these FQHSs continue to evade
understanding. In this thesis, a unique ultra-low temperature setup is used to exam-
ine the FQHSs of the second Landau level in regimes which have not been studied
previously. Additionally, a new instrument was developed for future studies of these
exciting FQHSs.
In Chapter 2, I describe measurements in a high quality sample in the region of
the second Landau level referred to as the upper spin branch at a factor of two lower
temperatures than previous measurements in this region. In this region we find a
new FQHS at the filling factor ν = 3 + 1/3. A quantitative study of this new and
other FQHS in the upper spin branch reveals a surprising relationship: the relative
magnitudes of the energy gaps of the ν = 3 + 1/3 and 3 + 1/5 states are reversed
when compared to the counterpart states in the lower spin branch at ν = 2 + 1/3 and
2 + 1/5. We demonstrate that this reversal is only found to occur in the upper spin
branch and cannot be understood within the existing theories. Our results suggest
the possibility of new types of FQHSs in this region.
In Chapter 3, I examine the even denominator FQHSs at ν = 5/2 and ν = 7/2
in a series of samples with intentionally added alloy disorder. The energy gap of
xii
both of these states is suppressed with increased alloy content. Unexpectedly, in
contrast to samples with no added disorder, in samples with intentionally added alloy
disorder we find that the measured energy gap of the ν = 5/2 FQHS displays a strong
correlation with the mobility. Of further surprise, the ν = 5/2 FQHS continues to
develop in samples with mobilities greater than µ = 1.7 × 106 cm2/Vs which is a
significantly lower mobility threshold than what is seen for samples with no added
disorder. We conclude that the contrasting behavior of the ν = 5/2 FQHS in clean and
dirty samples result from different the influence on the ν = 5/2 state from different
sources of disorder. We then examine the suppression of the energy gap of the even
denominator FQHS within a phenomenological model of disorder induced energy level
broadening. It is found that the disorder induced broadening of these energy levels
correlates with the alloy scattering rate. For the first time at the even denominator
FQHSs, we establish a quantitative, linear relationship between transport scattering
rate and the broadening width of the energy levels.
Finally, in Chapter 4, I describe a new dc SQUID-based current amplifier which
is capable of performing Johnson noise limited measurements in the fractional quan-
tum Hall regime. An impedance matching transformer is placed at the input of a
commercially available dc SQUID ammeter. This circuit exhibits an extremely low
amplifier noise of 2.3fA/
√
Hz. We use this circuit to measure the Johnson noise of
a 3.1 kΩ resistor and find that the Johnson noise of the resistor dominates to tem-
peratures as low as 15.8 mK. This instrument will enable future high resolution, low
noise measurements at decreased excitation as well as Johnson noise and shot noise
measurements in the fractional quantum Hall regime.
11. INTRODUCTION
1.1 Integer Quantum Hall States
Nearly one hundred years after the discovery of the classical Hall effect, Klaus
von Klitzing discovered the quantum Hall effect in a high quality silicon MOSFET
two dimensional electron gas (2DEG) [10], seen in Figure 1.1. He found that when
measuring the Hall effect in in this device at cryogenic temperatures and in extreme
magnetic fields as depicted in Figure 1.2, the Hall resistance, Rxy = Vy/Ix, is quantized
to values of h/ie2 where i is an integer. Simultaneously with this quantization, the
longitudinal resistance, Rxx = Vx/Ix, vanishes. This effect is now referred to as the
integer quantum Hall effect (IQHE). Remarkably, the value of the quantized Hall
resistance depends only on fundamental constants and an integer, and as a result
has had impact on the metrology of the resistance standard and the fine structure
constant, α [11].
The physics of the IQHE relies only on single electron quantum mechanics. Solving
the Schrodinger equation for spinless electrons, confined to the x − y plane, and
subjected to a magnetic field in the z direction yields discrete energy levels called
Landau levels. These Landau levels sit at energies
En = ~ωC(n+ 1/2) (1.1)
Here n = 0, 1, 2 . . . and the cyclotron frequency is
ωC = eB/m
∗ (1.2)
where B is the magnetic field and m∗ is the effective mass of the electron. These
Landau levels are then further split into two spin branches when considering the
2Zeeman energy associated with the electron spin. Additionally, these discrete energy
levels are heavily degenerate, containing a number of states,
N = Be/~. (1.3)
At T = 0, the electrons will occupy the ground state of the system, filling the
energy states up to the Fermi energy. Furthermore, because the Landau level energy
and degeneracy depend on the magnetic field, the population of an energy level can
Figure 1.1. The first observation of the Integer Quantum Hall Effect,
from Ref. [10]. In this case, the Fermi energy is tuned by changing
the electron density. At certain values of the density, the Hall conduc-
tance is quantized and simultaneously, the longitudinal conductance
vanishes.
3be controlled by changing the magnetic field. This property allows us to change the
electrical properties of the 2DEG. When the Fermi energy sits within a Landau level,
there is no energy gap to unoccupied states and the system is metallic. Alternatively,
when the the Fermi energy is between Landau levels, the energy gap to unoccupied
states causes the bulk of the system to be insulating.
None of these details are particularly surprising and this was all well understood
before Klaus von Klitzing’s seminal measurement. However, the significance of the
IQHE emerges when considering the edge of the system in the insulating case. A
full quantum mechanical treatment of the edges is possible [12], however the but the
significant concepts can be explained semi-classically. In the strong magnetic field, the
electrons in the bulk of the 2DEG are performing cyclotron orbits. At the sample’s
edge, the electrons are prevented from completing these orbits, being reflected by the





Figure 1.2. A diagram of the Hall measurement. A strong magnetic
field, Bz, is normal to the surface of a sample. A current, Ix, passing
through the sample generates a longitudinal voltage, Vx and a Hall
voltage, Vy.
4Furthermore, because all electrons in the sample orbit in the same direction, the
skipping electrons travel in opposing directions on opposite sides of the sample. As a
consequence, when the bulk is insulating, charge is transported in chiral 1D channels
and because of the spatial separation of the counter propagating edge channels, back
scattering of the electrons is entirely suppressed.
1.2 Fractional Quantum Hall States in the Lowest Landau Level
1.2.1 Discovery and Developments
Shortly after the discovery of the IQHE, Tsui, Stormer, and Gossard discovered
a Hall plateau and a vanishing Rxx at filling factor ν = 1/3 [7], shown in Figure 1.3,
in a sample of µ = 90 × 103cm2/Vs and a temperature of 0.48 K. Because of the
fractional quantum number, this is now referred to as the fractional quantum Hall
effect (FQHE). The emergence of these features was quite surprising because at this
filling fraction there is no energy gap in the single electron spectrum.
Many more of these fractional quantum Hall states (FQHS) subsequently emerged
at rational filling fractions ν = p/q, where p and q are positive integers [13]. Patterns
quickly emerged in these new FQHSs. Most prominently, a sequence of these FQHS
were located at the odd denominator filling fractions ν = m/(2m± 1), where m is an
integer. Notably, no FQHS was found to exist at ν = 1/2 despite converging to that
filling fraction.
In addition to the sequence of FQHSs around ν = 1/2, qualitatively similar behav-
ior was observed around ν = 1/4. A series of FQHSs were located at ν = m/(4m±1),
with no state forming at ν = 1/4 [13].
1.2.2 Conventional Theory of the Fractional Quantum Hall States
In contrast to the IQHE, the FQHE is a many-body effect, relying on the inter-
action between electrons. When all electrons are within a single Landau level, the
5Figure 1.3. The quantum Hall effect at ν = 1/3 observed by Tsui,
Stormer, and Gossard [7]. The FQHS is signaled by the quantization
of the Hall resistance to a value of 3 × h/e2 in the top panel and
vanishing longitudinal resistance in the lower panel.
6Figure 1.4. A diagram of a 2D electron system at ν = 1/2. The
system of interacting electrons in a magnetic field (left) is mapped to
a system of non-interacting composite fermions (right) which consists
of an electron bound to two magnetic flux quanta.
Coulomb energy becomes the dominant energy scale. While the prospect of solv-
ing for the many-body ground state for such a large system of electrons appears
intractable, ultimately, Laughlin [14] using a novel technique, proposed an analytical







∑ |zi|2 . (1.4)
Here zi is the location of the i-th electron in complex coordinates, l is the magnetic
length, and m is an odd integer. This wave function was able to describe the many-
body ground states at ν = 1/3 and 1/5.
While Laughlin’s wave function represented a remarkable advance in the under-
standing of this many-body system, many of the salient features observed experimen-
tally remained mysterious: Why do FQHS emerge at these series of filling fractions?
Why is there no FQHS at ν = 1/2 or 1/4? Ultimately, Jain was able to answer
many questions with a remarkably intuitive framework called the theory of composite
fermions [15].
Within the composite fermion theory, the system of strongly interacting electrons
is mapped to a new system of weakly interacting composite fermions by attaching an
even number of magnetic flux quanta to an electron, depicted in Figure 1.4. The most
7prominent consequence of this mapping is that these composite fermions now exist in
a system with a reduced effective magnetic field. At ν = 1/2 there are two flux quanta
per electron and the flux attachment procedure leaves these composite fermions in a
zero effective magnetic field. As the total field is tuned away from ν = 1/2 the effective
field becomes non-zero leading to the formation of composite fermion Landau levels,
which are referred to as Λ-levels. At ν = 1/3, the composite fermions are in the
lowest Λ-level which is equivalent to the single electron ν = 1 IQHS. As the filling
factor returns to ν = 1/2 the composite fermions populate higher energy Λ-levels
which manifest as a series of incompressible ground states.
Presently, two types of composite fermions are known to emerge in the FQHE.
Two-flux composite fermions (2CF) are described above, where two magnetic flux
quanta are attached to an electron. These 2CFs form the FQHSs found at ν =
m/(2m ± 1). Alternatively, four magnetic flux quanta can be attached to an elec-
tron generating four-flux composite fermions (4CF) which form incompressible ground
states at ν = m/(4m± 1).
It should be highlighted that in spite of several decades of study, these states
continue to pose intriguing questions in particular from the perspective of few-body
physics [4, 16].
1.3 Fractional Quantum Hall States in the Second Landau Level
1.3.1 Historical Development
The initial interest in the region of the second Landau level can be marked by
the seminal paper of Willett, et al. [17]. Examining a sample of mobility µ = 1.3 ×
106cm2/Vs, in the region between 2 < ν < 3, a deep minimum in Rxx was found at
ν = 5/2 at temperatures down to 25 mK, shown in Figure 1.5. While no FQHS had
fully developed at this filling factor, this minimum paired with Rxy quantized to 0.5%
of the expected value provided the strongest evidence that had yet to be found for
a FQHS at an even denominator filling factor. This finding was surprising because,
8Figure 1.5. The first strong indication of the existence of an even
denominator FQHS in the second Landau level at ν = 5/2 [17]. While
the ν = 5/2 state is not fully developed, the deep minimum in ρxx
as well as the plateau in ρxy suggest the incipient development of a
FQHS.
while there was no a priori reasoning to rule out a FQHS with an even denominator,
at that time there had yet to be a model which considered it.
9Figure 1.6. Evidence of a fully developed ν = 5/2 FQHS. Measuring
a sample in a He-3 immersion cell [21]. Also seen in this trace are
features which indicate the emergence of re-entrant integer quantum
Hall states (RIQHS).
Evidence of a ν = 5/2 FQHS continued to emerge in other studies of the second
Landau level [18–20], however the hallmark features of a FQHS remained unobserved
until 1999 [21]. Using a He-3 immersion cell, a sample with µ = 17× 106cm2/Vs was
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cooled to an electron temperature estimated to be ∼ 4mK [21]. With this enhanced
electronic cooling, strong minima in Rxx developed at ν = 5/2 paired with a robust
plateau in Rxy establishing the existence of a true FQHSs seen in Figure 1.6. Along
with these strong features at the even denominator filling fraction, this study also
established the existence of true FQHSs at the odd denominator filling fractions
ν = 7/3 and ν = 8/3.
In addition to the robust FQHSs in this region, novel features emerged near the
filling factors 19/7, 13/5, 12/5 and 16/7. The Rxx appeared to exhibit weak minima
indicative of an incompressible ground state, however, rather than finding plateaus in
Rxy at these filling factors the experimenters found pronounced maxima and minima.
Ultimately, seen in Figure 1.7, Eisenstein, et al. [22] showed that these minima and
maxima develop well defined plateaus to Rxy = h/ie
2 where i = 2, 3, or 4 in a sample
of µ = 31 × 106cm2/Vs, referring to them as reentrant integer quantum Hall states
Figure 1.7. The first observation of fully developed RIQHS [22]. The
maxima and minima in Rxy form plataeus of h/2e
2 and h/3e2.
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Figure 1.8. Measuring a sample with µ = 31 × 106cm2/Vs in a He-3
immersion cell [23], Xia, et al., discovered two new FQHSs at ν =
2 + 2/5 and 2 + 3/8.
(RIQHS). Alongside these RIQHS, this work continued the discovery of novel FQHSs
in the second Landau level, establishing the existence of odd denominator FQHSs in
the USB for the first time at ν = 3 + 1/5 and 3 + 4/5.
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Up to this point, the established odd denominator FQHSs were observed exclu-
sively outside of the region 2 + 1/3 < ν < 2 + 2/3. Nevertheless, measuring a
µ = 31× 106cm2/Vs, now with the He-3 immersion cell used to establish full quanti-
zation at ν = 5/2, Xia, et al. [23] resolved the first odd denominator state inside this
region at ν = 2+2/5. Additionally, the experimenters observed the development of a
new even denominator FQHS at ν = 2 + 3/8. These new states are shown in Figure
1.8.
This measurement [23] remained the state of the art for nearly six years. In that
time, signatures of these two new states came from a single sample. Nevertheless, in
2010, A. Kumar, et al. [24] measured a µ = 32×106cm2/Vs in a new He-3 immersion
cell. These measurements, seen in Figure 1.9, provided an independent confirmation
of the fragile ν = 2 + 2/5 and 2 + 3/8 FQHSs. More significantly, however, the
experimenters also established the emergence of a new state at ν = 2 + 6/13 - the
first new FQHS in the second Landau level in six years. Since 2010, the measurement
of A. Kumar, et al. has remained the richest trace between 2 < ν < 3 as no new
FQHSs have been discovered in this region.
1.3.2 Even Denominator Ground States
Without question, the CF picture has been remarkably successful, providing a
framework for understanding the FQHSs and their excitations in the lowest Landau
level. However, the physics of the second Landau level is markedly more complex.
This increased complexity is most clear at ν = 5/2. Because the quantum number
ν = 5/2 does not belong to the sequence described by the model of non-interacting
composite fermions at ν = m/(2m ± 1) or ν = m/(4m ± 1), or their particle hole
conjugates, the emergence of the ν = 5/2 FQHS demonstrates the existence of a new
type of many-body ground state.
Several new wave functions have been proposed to describe the even-denominator
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Figure 1.9. The current state-of-the-art trace of the second Landau
level from [24], measured in a µ = 32× 106cm2/Vs sample in a He-3
immersion cell [74]. This plot exhibits the largest number of FQHSs
in the region between 2 < ν < 3. The sample was grown by Manfra
Group at Purdue.
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It is important to highlight that connecting the ν = 5/2 FQHS to any of these new
wave functions would be significant because it would be the first confirmation of a
new many body ground state.
Of the proposed wave functions, the Moore-Read wave function [29]












has attracted significant interest. Here the Pfaffian term describes a BCS-like pairing
of composite fermions. This pairing expected to have a p-wave symmetry and thus, the
Moore-Read state is intimately connected to other exotic condensed matter systems
such as p-wave superconductors [34], the A-phase of superfluid 3He [35], and Majorana
physics in superconductor-semiconductor hybrid devices [36].
Further interest in this state is derived from its exotic properties. The quasiparticle
excitations of this state are expected to exhibit non-Abelian exchange statistics [29].
As opposed to the fermion or boson wave functions, where the wave function must
be even or odd with particle exchange, exchange of non-Abelian particles leads to a
transformation from one ground state to another. This property is the cornerstone
of proposals for topologically protected quantum computation [3].
While the Pfaffian description of the ν = 5/2 FQHS is quite prominent, it is
important to remember that other descriptions of this state have been proposed as
well. Other well known wave functions include the 331 state [25], the Haldane-Rezayi
state [26], and the Anti-Pfaffian [31,32]. As with the Pfaffian, each in this set of wave
functions describes a pairing of particles, for the 331 state this pairing is of electrons
and for the Haldane-Rezayi and Anti-Pfaffian the pairing is of composite fermions.
The 331 and the Haldane-Rezayi states were early proposals for the ν = 5/2
state. While no experimental work has provided definitive evidence to rule out these
wave functions, important numerical works [37, 38] have suggested that these wave
functions are unlikely to be the correct description of the ground state at ν = 5/2 in
common sample parameters of 30 nm quantum well and 3× 1011 cm−2.
15
The anti-Pfaffian describes the particle-hole conjugate state of the Pfaffian wave
function. Because the anti-Pfaffian is intimately connected to the Pfaffian, distin-
guishing the signatures of the two states presents a major challenge. Nevertheless,
theoretical work [31] has predicted that these particle-hole conjugate states should
exhibit different values of thermal conductivities or different functional dependences
of the tunneling between edges.
Experiments which attempt to characterize the ν = 5/2 FQHS include measure-
ments of tunneling coefficients [39, 40], quasiparticle charge [41–43] and interferom-
etry [44]. Nevertheless, the smoking gun evidence which connects this state to a
proposed wave function remains missing.
1.3.3 Exotic Odd Denominator Ground States
Equally intriguing though less evident, the natures of the odd-denominator FQHSs
in the second LL remain unresolved. Numerical studies have suggested that the states
within the filling factor region 2 + 1/3 < ν < 2 + 2/3 may not be described by the
conventional model of non-interacting composite fermions [45,46]. Recent works have
proposed fundamentally new models [47–54] for the odd denominator FQHSs in the
second Landau level which are distinct from the Moore-Read wave function and the
composite fermion description.
One example which has attracted significant attention is the Read-Rezayi model
[47]. This model attempts to generalize the paired Pfaffian state by considering





where k and M are both integers, and M must be odd for fermions. This model
reconstructs the Laughlin state for k = 1 and the Moore-Read state for k = 2. The
k = 3 case represents a novel wave function for a FQHSs at ν = 2 + 3/5 and its
conjugate state at ν = 2 + 2/5 with unique characteristics. Specifically, the braiding
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operation of the non-Abelian excitations are capable of covering the entire Hilbert
space which allows for universal quantum computation.
It is currently not clear whether or not the prominent odd-denominator FQHSs
in the SLL, such as the ones at ν = 2 + 1/3 and 2 + 1/5, require a description beyond
the conventional Laughlin-Jain theory despite sustained efforts in theory [38, 45–49,
51, 55–61]. The FQHS at ν = 2 + 1/3 [21, 23, 24, 62–65] admits both a conventional
Laughlin-Jain description [14,15] as well as non-Abelian candidate states [47–49]. The
relatively poor overlap between the exact and numerically obtained wave functions
[38, 45, 46, 55–61] and the unusual excitations [51] do not provide firm evidence for
Laughlin correlations in the ν = 2 + 1/3 FQHS. A number of recent experiments on
the ν = 2 + 1/3 FQHS, however, found its bulk [24] and edge [42, 44, 66] properties
consistent with the Laughlin description. The other prominent FQHS at ν = 2 + 1/5
[63,64] is generally believed to be of the conventional Laughlin type [45,46,55,56,60,
61], although there is a non-Abelian construction for it as well [49].
1.4 Experimental Considerations
1.4.1 Two-Dimensional Electron Gas
Confining electrons to two dimensions is a key ingredient of the FQHE. The di-
mensions of the electron gas are reduced by placing electrons in a potential which
is confining in one direction. This confining potential generates a set of discrete en-
ergy eigenstates. The Fermi energy of the electrons can be tuned such that only the
lowest energy eigenstate is occupied. Populating higher energy subbands either by
increasing the electron density or widening the confining potential provides a degree
of freedom in the third dimension, destroying the 2D nature of the electrons.
In practice reducing the dimensionality of electrons is a non-trivial problem, but
the advent of nanoscale control of solid state materials over the past thirty years has
provided the opportunity to explore physics of low dimensional electronic systems.
There are a variety of ways in which 2DEGs are created. Most recently, intrinsically
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2D systems have been synthesized in which the material is as thin as one atomic layer.
More conventional methods engineer 2DEGs through complex semiconductor energy
band profiles. For instance, in semiconductor heterostructures, electrons are confined
to the interface of two semiconductors with different bandgaps. A more modern
architecture for 2DEGs is a quantum well sample in which electrons are confined to
a narrow bandgap material flanked by a wide bandgap material, seen in Figure 1.10.
The variety of methods for constructing 2DEGs have provided an avenue to study
the FQHE in a diverse set of material systems [5, 6]. The intrinsic 2D material
graphene has now exhibited both 2CF and 4CFs in the lowest Landau level [67].
Progress in ZnO heterostructures has lead to observations of 2CFs around ν = 1/2 [68]
and very recently even denominator FQHS at ν = 3/2 and ν = 7/2 [69]. CdTe
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Figure 1.10. An example of a GaAs quantum well sample energy band
diagram. The electron density is displayed in red.
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quantum wells have exhibited FQHSs in the USB of the LLL and more appear to be
emerging in the 2nd LL [70].
Despite the progress made in these different material systems, GaAs quantum
wells remain the pinnacle of FQHE systems. Because of the unprecedented quality
of these samples, exhibiting mobilities as high as µ = 36 × 106 cm2/Vs [71], GaAs
quantum wells samples not only exhibit all FQHSs that have been observed in other
material systems, but there also remain a large number of FQHSs which are exclu-
sively found in GaAs. Thus, studying the FQHE in this high quality system allows
for the opportunity to study unique FQHS and spearheads the search for new FQHSs
of novel topological order [1].
1.4.2 Dilution Refrigerator
Dilution refrigerators are the dominant technology to cool macroscopic objects
to the single digit milliKelvin temperature regime. These instruments have a num-
ber of features which make them attractive and convenient for routine laboratory
experiments. Firstly, dilution refrigerators are continuously operating instruments.
Assuming the instrument is maintained with care, in particular by ensuring there
are no leaks, the instrument can run indefinitely requiring only that liquid helium is
transfered into the system periodically. Additionally, the operation of these instru-
ments are unaffected by strong magnetic fields, a critical ingredient for a large number
of experiments. Of further importance, the cooling powers achieved by this instru-
ment at the base temperature allow for relatively large levels of power (∼1 µW)
to be dissipated without a significant rise in temperature. This feature allows for
the introduction of measurement leads which enter from higher temperature stages.
Finally and of significance not to be underestimated, there is a relatively large com-
mercial industry which manufactures dilution refrigerators. Progress in condensed
matter physics would be much slower if each experimenter was required to design and
construct their own refrigerator.
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Figure 1.11. The He-3/He-4 mixture phase diagram. [72]
The cooling process of a dilution refrigerator relies on the entropy of mixing be-
tween He-3 and He-4. Seen in the phase diagram in Figure 1.11, at temperatures
below ∼ 0.9 K, a He-3/He-4 mixture undergoes a phase transition in which the liq-
uid separates into a He-3 concentrated phase and a He-3 dilute phase. By distilling
He-3 from the dilute phase, atoms from the concentrated phase are forced to diffuse
across the phase boundary. This process requires absorption of energy and results in
a cooling power. To T = 0 K, a finite amount of He-3 remains soluble in the dilute
phase allowing for significant cooling powers even under 10 mK. The distilled He-3 is
recycled into the concentrated phase, allowing this diffusion to continue indefinitely.
In practice, the dilution refrigerator contains several stages which become progres-
sively colder depicted in the schematic diagram in Figure 1.12. The first stage is the
4 K plate which is cooled by a liquid He-4 bath which surrounds the dilution refrig-
20
Figure 1.12. A schematic representation of a dilution refrigerator. [73]
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erator. Next is the 1 K stage which cools to ∼ 1.4 K through the evaporative cooling
of He-4. The He-4 which evaporates is replenished from the He-4 bath surrounding
the dilution refrigerator. This stage is critical to condense the mixture as the boiling
point of He-3 is 3.2 K and will not condense at the 4 K stage. Then is the Still which
is the location of the gas-liquid boundary of the He-3/He-4 mixture. Because of the
disparate vapor pressures of He-3 and He-4, the He-3 is selectively evaporated and
removed by a large mechanical pump to be cycled and recondensed through the closed
loop of the dilution refrigerator. Finally, the coldest location in the instrument is the
mixing chamber which houses the the phase boundary of the concentrated and dilute
phases. In order to utilize this temperature for an experiment, the mixing chamber
sits on a large copper plate which contains large sintered fingers that extend into the
mixture and heatsink the plate. A large copper tail can then be anchored to the plate
in order to extend an experiment into the narrow bore of a superconducting magnet.
The need for measurement wires and other lines to reach the mixing chamber
requires us to place stages in thermal contact with higher temperature stages. In
principle, this is possible for a moderate number of connections without increasing
the base temperature of the instrument. Nevertheless, a great deal of care should be
taken in the design and heat sinking of the conduits of thermal energy that travel
to lower temperatures. If done improperly, these connections can send large levels of
power to colder stages which ultimately can raise the base temperature of the fridge.
1.4.3 He-3 Immersion Cell
In our dilution refrigerator, we use a custom built He-3 immersion cell [74]. Seen in
a schematic diagram in Figure 1.13, this cell consists of a polycarbonate body which
is sealed by a removable screw cap on the bottom and a sintered heat exchanger on
top. The sample is housed inside this cell and can be removed and replaced with
access provided by the screw cap. The cell is filled with He-3 and cooled by the heat
exchanger which is in thermal contact with the mixing chamber plate via the copper
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Figure 1.13. A schematic diagram of the immersion cell. The silver
sinters are represented by dark gray. The quartz tuning fork which is
used for thermometry is depicted in red. [74]
tail. This unique aspect of the experimental setup provides several advantages which
are detailed below.
Electron Thermalization
While a dilution refrigerator provides access to milliKelvin temperatures, a major
challenge in low temperature electronic transport experiments is ensuring that the
electrons in the sample are cooled to these low temperatures. There are several
issues which make thermalization of the electrons difficult. In particular, cooling the
electrons via electron-phonon coupling with the crystal lattice is ineffective at single
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digit milliKelvin temperatures because the coupling is extremely weak. Therefore,
electron thermalization is most efficiently achieved by cooling the electrons through
the measurement leads which are heat sunk to the mixing chamber temperature.
Traditionally, this heatsinking is performed by wrapping insulated wire around
copper posts. Unfortunately, because the surface area of the overlap between the
wire and post is small, the effectiveness of heatsinking in this manner is severely
limited by the Kapitza resistance between the wire and the copper posts. As a result,
low levels of high frequency electromagnetic power which reach the sample heat the
electrons above the mixing chamber temperature.
In our setup,we use heatsinks made of ∼ 100 nm silver powder sintered into silver
wires in order to effectively thermalize the electrons. These heatsinks are immersed in
the He-3 which fills the cell. The surface area of the overlap between heatsinks and the
He-3 bath is several orders of magnitude larger than the surface area of the traditional
wire-wrapped heatsinks. As a result, the Kapitza resistance is significantly minimized
and allows for the thermalization of the electrons to much lower temperatures.
Quartz Tuning Fork Thermometry
An added benefit of the immersion cell is that He-3 remains a viscous fluid in the
temperatures accessible in our refrigerator. As seen in Figure 1.14, this viscosity is
strongly temperature dependent and as a result it can be utilized for thermometry.
We measure the temperature dependent viscosity using a quartz tuning fork which is
mounted in our He-3 cell. The tuning fork is a mechanical resonator with a quality
factor which is inversely proportional to the square root of the viscosity of the fluid.
The motion of the quartz tuning fork can be monitored electronically. The res-
onator is modeled as a series LCR circuit which exhibits a low electrical impedance
on resonance and increases as the frequency is tuned away from resonance. While
the quality factor of the resonator can be determined by measuring the impedance
while sweeping the frequency of the excitation voltage, this technique is slow and
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Figure 1.14. The temperature dependent viscosity of He-3 [75]. The
strong, well behaved temperature dependence allows for the He-3 vis-
cosity to be utilized for convenient and reliable thermometry.
unwieldy. Instead, we monitor the value of the current on resonance which is directly
proportional to the value of the quality factor.
Using this quartz tuning fork viscometer for thermometry has a number of benefits
compared to more traditional resistive thermometers. In particular, this technique
provides low noise, high speed measurements of the temperature independent of the
applied magnetic field. Additionally, we measure the temperature of the He-3 bath,
which by design is in strong thermal contact with the electrons in the sample. These
features allow for convenient and reliable thermometry while running experiments.
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2. EXPERIMENTAL INVESTIGATION OF THE
PARTICLE-HOLE SYMMETRY IN THE SECOND
LANDAU LEVEL
As described in the introduction, FQHSs in the second Landau level likely require
descriptions beyond Laughlin’s wave function [14] and Jain’s theory of free composite
fermions [15]. This not only includes the even denominator states, but also the
odd denominator FQHSs in the region 2 + 1/3 ≤ ν ≤ 2 + 2/3. The possibility of
nonconventional origins have lead to the investigation of several odd denominator
Figure 2.1. A energy diagram of the lowest two Landau levels. Each
Landau level is split into an upper spin branch and lower spin branch
by the Zeeman energy. In the second Landau level, the lower spin
branch is in the filling factor region 2 < ν < 3 and the upper spin
branch is in the filling factor region 3 < ν < 4.
26
states in the lower spin branch of the second Landau level. Yet, as depicted in Figure
2.1, each Landau level is split by the Zeeman energy of the electrons called the upper
spin branch and lower spin branch. The experiments on the odd-denominator FQHS
in the SLL have been restricted almost exclusively to the lower spin branch of the
SLL (LSB SLL) in the range 2 < ν < 3 range.
Motivated by the poor understanding of these FQHSs, we have performed trans-
port studies of these FQHSs in the little explored upper spin branch of the SLL (USB
SLL), i.e. in the 3 < ν < 4 region. We establish a new FQHS at ν = 3 + 1/3 by
detecting the opening of an energy gap. A quantitative comparison of the gap at
this and other filling factors reveals two surprising findings: 1) the ground state at
ν = 3 + 2/3, a symmetry-related filling factor to ν = 3 + 1/3, is not a FQHS, de-
spite the existence of a strong depression in the longitudinal magnetoresistance and
2) most intriguingly, the activation energy gaps ∆ of the prominent odd-denominator
FQHSs are reversed across different spin branches of the SLL. Indeed, in stark con-
trast to the well established relation ∆2+1/3 > ∆2+1/5 between the gaps of FQHSs of
the the LSB SLL, in the USB SLL we find ∆3+1/3 < ∆3+1/5. Within the conventional
Laughlin-Jain picture we are unable to account for this anomalous gap reversal. We
think that the observed gap reversal is due to modified electron-electron interactions
within the USB SLL. Our result raises the possibility that at least one of the FQHSs
in the upper spin branch has a non-conventional origin and suggests that control-
ling electron-electron interactions is of fundamental importance in tuning topological
order.
2.1 Magnetotransport in the Second Landau Level
We measured a high quality sample, in which we have already studied transport
in the LSB SLL [24]. Figure 1.6 shows this region of the LSB SLL at magnetic fields
B > 4.1 T. In this region we observe a large number of FQHSs as identified by their
































































































Figure 2.2. Magnetoresistance trace in the upper spin branch of the
second Landau level, i.e. in the filling factor range 3 < ν < 4, mea-
sured at T = 6.9 mK. Fractional quantum Hall states are shaded
in green, while the reentrant integer quantum Hall states in yellow.
Numbers mark various filling factors of interest. Sample grown by
L. Pfeiffer and K. West at Princeton. Figure from [8] reprinted with
permission from E. Kleinbaum, et al., Phys. Rev. Lett., 114, 076801



































Figure 2.3. Temperature dependent magnetoresistance in the upper
spin branch of the second Landau level. Data is measured at 6.9 mK,
23.5 mK, and 68.9 mK. Colored stripes are the same as in Figure 2.2.
We note the absence of a FQHS at ν = 3 + 2/3, even though a local
minimum is present in Rxx at this filling factor.
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h/fe2 [7] at filling factors ν = f , where f is the ratio of simple integers. We also
observe four reentrant integer quatum Hall states (RIQHSs) signaled by quantization
of Rxy to an integer, either h/2e
2 or h/3e2 [22,76]. These RIQHSs are believed to be
exotic electronic solids [77].
Figure 2.4. Arrhenius plots of the Rxx minima at several odd-
denominator filling factors in the LSB of the SLL. Data at ν = 2+1/3
is from Ref. [24]. Dotted lines are linear fits and show the range of ac-
tivated transport. Figure from [8] reprinted with permission from E.
Kleinbaum, et al., Phys. Rev. Lett., 114, 076801 (2015). Copyright
2015 by the American Physical Society.
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Figure 2.5. Arrhenius plots of the Rxx minima at odd-denominator
filling factors in the USB of the SLL. Figure from [8] reprinted with
permission from E. Kleinbaum, et al., Phys. Rev. Lett., 114, 076801
(2015). Copyright 2015 by the American Physical Society.
Extending measurements to lower B-fields, we access the USB SLL. As seen in
Figure 2.2, in this region we observe known FQHSs at filling factors ν = 7/2, 3 + 1/5,
3 + 4/5 [22] and four RIQHSs [22, 76]. These FQHSs and RIQHSs form in the USB
at the same partial filling factors, defined as the decimal part of the filling factor ν,
as similar states in the LSB. The various ground states in the two spin branches are
connected by particle-hole symmetry [78], therefore the ground states at ν, 5 − ν,
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1 + ν, and 6− ν are said to be symmetry-related or conjugated states. For example,
the FQHSs shown in Figure 2.3 at ν = 2+1/5, 2+4/5, 3+1/5, and 3+4/5 belonging
to the different spin branches are symmetry-related.
Our data in the USB SLL exhibits a novel feature at B = 3.50 T, which does
not have a symmetry related counterpart in the LSB SLL. As seen in Figure 2.3, at
B = 3.50 T Rxx is nearly vanishing and Rxy exceeds the classical Hall value. Such
a behavior is inconsistent with a FQHS; we think it is a signature of a new type
of ground state. The data at B = 3.50 T is consistent with an incipient RIQHS.
However, this incipient RIQHS is different from the known RIQHSs [22, 76]. Indeed,
the two known RIQHSs at ν > 7/2, which develop at B = 3.32 T and 3.45 T have Rxy
quantized to h/4e2. In contrast, Rxy of the incipient RIQHS at B = 3.50 T appears
to develop towards h/3e2 in the limit of T = 0.
As seen in Figure 2.2, strong local minima in Rxx also develop in the USB SLL
at ν = 3 + 1/3 and ν = 3 + 2/3. However, the presence of these minima does not
guarantee the formation of a FQH ground state at these filling factors. It is known that
at ν = 1/7, for example, no FQH ground state develops even though a depression in
Rxx is present at finite temperatures [13]. A defining feature of an integer or fractional
quantum Hall state, and of any topological ground state in general, is the opening of
an energy gap in the bulk of the sample. An energy gap ∆ is signaled by an activated
magnetoresistance Rxx with a T -dependence of the form Rxx ∝ e−∆/2kBT . Other
hallmark properties of a FQHS are a quantized Hall resistance Rxy and a vanishing
Rxx in the limit of T = 0 [7]. While weak indications of FQHSs have been reported
at ν = 3+1/3 or 3+2/3 in Ref. [22], none of the above described hallmark properties
of a FQHS have been observed. We can see that at ν = 3 + 1/3, our T = 6.9 mK
data exhibit both a vanishingly small Rxx as well as an Rxy consistent with a plateau
quantized to h/(3 + 1/3)e2.
Magnetotransport at ν = 3 + 2/3, however, is markedly different from that at
ν = 3 + 1/3. As seen in Figure 2.2, Rxx develops a local minimum at ν = 3 + 2/3.
However, Rxy at ν = 3 + 2/3 clearly does not cross the classical Hall line, it therefore
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deviates from the quantum value h/(3+2/3)e2, the expected value for a FQHS at this
filling factor. This deviation casts a doubt on whether the ground state at ν = 3+2/3
is a FQHS. Furthermore, as also shown in Figure 2.3, Rxx at ν = 3 + 2/3 increases
with a decreasing temperature, suggesting that Rxx does not vanish as T is lowered.
2.2 Temperature Dependent Transport
A detailed temperature dependence of the ν = 3+1/3 and 3+2/3 FQHSs is shown
in Figure 2.5. Demonstrated by the linear segments in the Arrhenius plots shown in
Figure 2.5, Rxx measured at ν = 3 + 1/3 is found to be activated. The opening of
an energy gap ∆3+1/3 = 37 mK unambiguously establishes the formation of a new
FQHS at ν = 3 + 1/3. From data shown in Figure 2.4 and Figure 2.5, we extract
the energy gaps of the other odd-denominator FQHSs in the SLL: ∆3+1/5 = 104 mK,
∆3+4/5 = 113 mK, ∆2+1/5 = 210 mK, and ∆2+4/5 = 212 mK. Error due to scatter in
the data is ±5%.
Figure 2.5 also reveals that the T -dependence at ν = 3 + 2/3, in contrast to that
at ν = 3 + 1/3, is not activated. The FQHS at ν = 3 + 2/3 thus does not develop
an energy gap in our sample in spite of the presence of a local minimum in Rxx. The
ground state at ν = 3 + 2/3 is therefore not a FQHS. However, the emergence of
a fractional quantum Hall ground state at this filling factor in future higher quality
samples cannot be ruled out.
Inspecting the energy gaps measured, we notice that ∆3+1/3 < ∆3+1/5. This
relationship is very unusual since in all instances, within a given spin branch, the
gaps of FQHSs at partial filling 1/3 were found to exceed that at partial filling 1/5.
Indeed, ∆1/3 > ∆1/5 is well known in the LSB of the lowest Landau level (LLL) [79–81]
and ∆2+1/3 > ∆2+1/5 is widely reported in the LSB SLL [21,24,63–65]. Furthermore,
there is evidence that in the USB LLL the ν = 1 + 1/3 FQHS is more prominent
than the ν = 1 + 1/5 FQHS [82, 83]. We find, therefore, that in the USB SLL the
expected relationship between the gaps of the ν = 3 + 1/3 and 3 + 1/5 is reversed.
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The anomalous gap reversal observed in the USB SLL indicates an unanticipated
difference between the prominent odd-denominator FQHSs forming in the SLL.
We note that a related contrasting behavior of the FQHSs at partial filling 1/3
and 1/5 can be observed in recent data [84]. When populating the second electrical
subband of a quantum well, the 2+1/3 and 2+2/3 FQHSs were strengthened, whereas
the 2 + 1/5 and 2 + 4/5 FQHSs were destroyed [84].
2.3 Analyzing the Reversal of the Energy Gap Relationship
The anomalous ∆3+1/3 < ∆3+1/5 gap reversal may be caused by a suppression
of the FQHS at ν = 3 + 1/3 due to a spin transition in this state. Experiments so
far have not detected any sign of a spin transition in either the ν = 2 + 1/3 or the
2 + 1/5 FQHSs and NMR measurements at ν = 2 + 1/3 are consistent with fully
spin polarized state [65, 85, 86]. While a spin transition has recently been observed
in a related FQHS at ν = 2 + 2/3 [86], this transition occurs at a magnetic field
B ∼ 1.24 T considerably lower than the field B = 3.7 T the ν = 3 + 1/3 FQHS
forms in our sample. We thus think spin is not likely to play a significant role in the
observed anomalous gap reversal of the prominent odd-denominator FQHSs.
With spin effects being ruled out, we find that the anomalous gap reversal of
the ν = 3 + 1/3 and 3 + 1/5 FQHSs cannot be readily accounted for within the
Laughlin-Jain description. Indeed, it is well known from numerical work [45, 55, 56,
60,61] and from experiments [79–81] that the FQHSs of flux-four composite fermions
are always more feeble than similar FQHSs of flux-two composite fermions. One
possible explanation for the observed anomalous gap reversal is that among the odd-
denominator FQHSs in the USB SLL at least one has a different origin than its
counterpart state in the LSB SLL. Such a scenario is supported by the diminished
overlap of the Laughlin and numerically obtained wave functions for the FQHSs in
the SLL at partial filling 1/3 [38, 45, 46, 55–61]. The anomalous gaps we found and
the contrasting results reported in Ref. [84] highlight the lacunar understanding of
34
the prominent odd-denominator FQHSs of the SLL and even elicit the provocative
possibility that some of the FQHSs may not be a conventional Laughlin-Jain type,
but rather of an unknown origin [47–49].
It is known that the effective electron-electron interactions affect FQHSs and in
special cases may even induce phase transitions [1,60,61,87]. These interactions in the
SLL are very different from that in the LLL due to the dissimilar single particle wave
functions in these two Landau levels. These interactions are also tuned by Landau
level mixing (LLM), an effect due to the unoccupied Landau levels above the Fermi
energy [88]. We think that the anomalous ∆3+1/3 < ∆3+1/5 gap reversal observed
reflects such a sensitivity to LLM tuned electron-electron interactions. The FQHSs
at ν = 3+1/3 and 3+1/5 develop at lower B-fields, and therefore an enhanced LLM,
as compared to the ν = 2+1/3 and 2+1/5 FQHSs. However, even though LLM likely
plays a role in the anomalous gap reversal we observe, the details are not understood.
Indeed, LLM can also be tuned for the ν = 2 + 1/3 and 2 + 1/5 pair of states as well,
but a reversal of the gaps has never been detected, not even at large LLM [65, 86].
This is explicitly shown in Figure 1.6 where the LSB SLL develops in the magnetic
field range 3.2 T < B < 4.2 T , a range similar to the USB SLL in this chapter. In
this sample, the ν = 2 + 1/3 FQHS remains the strongest odd denominator FQHS in
the region, whereas the ν = 2 + 1/5 does not develop.
We thus conclude that the gap reversal of the prominent odd-denominator FQHSs
of the SLL was not observed in the LSB at any sample conditions, therefore it is an
exclusive characteristic of the USB.
2.4 Conclusion
We have measured the upper spin branch of the second Landau level in a high
quality GaAs sample at ultra low temperatures using a He-3 immersion cell. Our
lowest temperatures are more than a factor of two lower than previous measurements
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in this region. Access to these low temperatures and the high quality of the sample
led to the discovery of a new FQHS at ν = 3 + 1/3.
For a quantitative characterization, we have measured the energy gap of this new
FQHS as well as the other odd denominator FQHSs in this region at ν = 3 + 1/5 and
3 + 4/5. These measurements reveal that the energy gap of the ν = 3 + 1/5 FQHS is
larger than the energy gap of the ν = 3+1/3 FQHS. This relationship between energy
gaps is unexpected as all known FQHSs at partial filling factors 1/3 and 1/5 exhibit
exhibit the reverse relationship. We find that this reversal in energy gap strengths
cannot be understood in terms of a spin transition of the ν = 3 + 1/3 FQHS and thus
requires an explanation beyond the known theories. Further, we show that the gap
reversal we observe for the ν = 3 + 1/3 and 3 + 1/5 FQHSs does not occur in the
2 + 1/3 and 2 + 1/5 FQHSs even when parameters influencing these states such as
the Landau level mixing are tuned to be nearly equal. Thus, the gap reversal of the
FQHSs at partial filling 1/3 and 1/5 strictly occurs in the upper spin branch. While
the gap reversal of the ν = 3 + 1/3 and 3 + 1/5 FQHSs cannot be explained at this
time, these findings suggest the manifestation of unique interactions in the upper spin
branch which likely affects the nature of at least one of these FQHSs.
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3. PROBING THE ν = 5/2 FQHS WITH ALLOY
DISORDER
Unraveling the impact of disorder is an important endeavor in contemporary con-
densed matter physics. Disorder is well understood in the single particle regime.
Examples of fundamental importance are Anderson localization [89] and univer-
sal plateau-to-plateau transition in the integer quantum Hall effect [90]. Localiza-
tion in the presence of the disorder is also important in topological insulators [91]
and in atomic condensates [92]. In contrast, understanding disorder in correlated
electron systems continues to pose serious challenges. The interplay of disorder
and interactions has witnessed renewed interest in the two-dimensional electron gas
(2DEG) in connection to the stability of the exotic fractional quantum Hall states
(FQHS) [71, 93, 94] and in graphene due to the observation of a wealth of FQHSs
using local detection [95].
The effect of the disorder on the ν = 5/2 FQHS remains largely unknown [71,93,
94]. Disorder is a key factor in limiting ∆5/2, the energy gap of the ν = 5/2 FQHS, to
less than 0.6 K [24, 62, 64]. Measurements of this state must therefore be conducted
at either dilution or nuclear demagnetization refrigerator temperatures, which render
these studies time consuming [21,96]. However, in the disorder-free limit ∆5/2 is pre-
dicted to be as high as 2 K at the typical electron density of n = 3×1011/cm2 [97–101].
Understanding disorder in the ν = 5/2 FQHS is thus expected to lead to an increased
energy gap with the following benefits toward fundamental tests of the nature of this
state: a) experiments may be conducted at higher temperatures, possibly in 3He re-
frigerators, with shorter turn-around times allowing for extensive investigations b)
improved signal-to-noise ratio in experiments on nanostructures in which the edge
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states of the ν = 5/2 FQHS are probed [39, 102–104] and c) exponentially enhanced
topological protection in qubits [105].
In chapter we report on a quantitative inquiry of the impact of a specific type
of short-ranged disorder, alloy disorder, on the even denominator FQHS at ν = 5/2
and ν = 7/2. We investigated a series of specially engineered samples in which all
parameters but the alloy disorder remain constant by design [106]. The electrons are
confined in Al0.24Ga0.76As/AlxGa1−xAs/Al0.24Ga0.76As quantum well samples to the
AlxGa1−xAs alloy which have different values of the aluminum molar fraction x [106].
Since the disorder is added to the electron channel during the Molecular Beam Epitaxy
(MBE) growth, it is controlled and precisely quantified. Disorder is found to suppress
the energy gaps of the even denominator FQHSs. However, to our surprise, at ν = 5/2
we find strong FQHSs in alloy samples at values of the electron mobility at which this
state does not develop at all in the highest quality alloy-free samples. The mobility
threshold for the formation of the ν = 5/2 FQHS in the alloy samples is thus much
reduced as compared to that in the alloy-free samples. Our results indicate that the
engineering of the exotic FQHSs, such as the one at ν = 5/2, is critically dependent
on the different length scales of competing disorders present in the 2DEG: the short-
range alloy and interface roughness disorder and the long-range Coulomb disorder.
We examine the suppression of the even denominator FQHSs within the framework
of disorder induced energy level broadening. We extract the broadening width using
the prescription proposed by Morf and d’Ambrumenil [101]. The broadening width is
found to increase with added alloy disorder. Further, we find that this width exhibits
correlation with the transport lifetime of the alloy disorder samples. We establish
for the first time a quantitative linear relationship between the transport lifetime
and the disorder broadening width. Finally, we propose an expression to account for





Figure 3.1. Atomically thin 2DEGs are susceptible to many kinds of
disorder (a) Rough SiO2 is commonly used as a substrate for graphene
[107]. (b) Roughness can be reduced by placing graphene on a near
atomically flat substrate [107] and “ironing” wrinkles using an AFM
tip [110]. (c)The exposed nature of these 2DEGs make adsorbates
significant sources of disorder which can be seen present as bumps
on the parallelogram shaped flake of graphene [111]. (d) Attempts
to limit adsorbates using layers of boron nitride trap high levels of
hydrocarbons, the blue spots in the graphene/BN region [113].
3.1 Controlling Disorder in Different Material Systems
There exist several distinct types of disorder which may exhibit different influence
on the physics of the ν = 5/2 FQHS. Thus, study of disorder requires capability of its
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control. Yet, in many material systems, studying disorder can be challenging. This
is particularly true in single layer material systems such as graphene or MoS2. These
systems exhibit high levels of uncontrolled residual disorder shown in Figure 3.1. One
major contribution is surface roughness of which there can be several sources. Because
these materials are atomically thin, they require support from a substrate which can
have high levels of surface roughness [107] to which the single atomic layer conforms.
Additionally, the material may not lay flat on the substrate which leads to large
wrinkles. This roughness can be mitigated by suspending the 2DEG [95, 108, 109] or
using atomically flat substrates [107] and wrinkles can be “ironed” out using an AFM
tip [110], though all of these techniques require major effort. Additionally, 2DEGs
in these systems are often exposed and thus susceptible to additional disorder from
adsorbates [111]. Further complicating matters, these adsorbates can accumulate
over time leading to a dynamically changing disorder profile. Attempts have been
made to limit these adsorbates using layered van der Waals heterostructures [112],
but these structures introduce additional sources of uncontrolled disorder such as
trapped hydrocarbons [113].
In contrast, for the purpose of studying disorder, GaAs is the ideal material sys-
tem. As the 2DEG is buried beneath the surface, it is immune to adsorbed impurities.
Furthermore, decades of developing the MBE growth of GaAs have yielded the lowest
residual disorder which is exhibited by unprecedented mobilities [71]. Additionally,
during the MBE growth process, disorder can be controllably added to GaAs with
precision. Thus, using GaAs we can control and characterize the disorder which
is present in the system, allowing for careful, systematic study of the influence of
disorder.
3.2 Sample Details
We measured a series of quantum well samples with a different aluminum context
x in the electron channel. The width of the quantum well is 30 nm in each sample
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and certain relevant parameters are listed in Table 3.1. A sketch of the active region
of our alloy-free reference sample and of a sample containing alloy disorder are shown
in Figure 3.2. The capping GaAs layer is 10 nm thick, the electron gas is 200 nm
deep under the sample surface, and the setback distance between the dopants and
the quantum well is 75 nm on both sides of the well [106]. We note that the densities
listed in Table 3.1 may differ slightly from those listed in Ref. [106] because of slight
variations due to thermal cycling.
Further details pertaining to the growth procedure and characterization of our
samples at 300 mK can be found in Ref. [106]. Nonetheless, we highlight the depen-
dence of the scattering rate on aluminum content, x. In particular, seen in Figure 3.3,
the alloy scattering rate can be expressed as 24ns−1 per% Al. The measured value
of the scattering rate for the x = 0 sample is 1.6ns−1. From these measurements,
we conclude that for aluminum content greater than x = 0.0005 alloy disorder is the
dominant scattering mechanism in these samples. This analysis is critical for ensuring
that any difference in the measured transport for the samples in this chapter can be
attributed to a difference in alloy disoder.
It is instructive to compare the length scales associated with the alloy disorder we
study. The average Al-Al distance within the electron channel of our samples ranges
from 5.3-2.7 nm when x is between 0.00057-0.0046. In comparison, the unintentionally
Table 3.1.
A summary of alloy content x, electron density n(1011/cm2), mobility
µ(106cm2/Vs), scattering rate 1/τ(1/ns) of the measured samples. [9]
x 0 0.00057 0.00075 0.0015 0.0026 0.0036 0.0046
n 3.08 2.91 2.88 2.90 2.70 3.08 2.82
µ 20 6.5 5.0 3.6 2.7 2.2 1.7






















































Figure 3.2. Schematics of the samples studied in this chapter. (a) The
x = 0 alloy free sample has no intentionally added aluminium con-
tent. (b) For the samples with x > 0, aluminium subsitutional atoms,
represented with the blue circles, are intentionally added during the
MBE growth of the 2DEG. The aluminum content, x, in the quantum
well channel remains much smaller than the aluminum content in the
of the Al0.24Ga0.76As layers.
added charged impurities during the MBE growth are estimated to have a concentra-
tion of about 1013/cm3, therefore their average separation is close to 0.5 µm [71,114].
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We note that MBE-controlled alloy disorder was first introduced to 2DEGs in
Ref. [115]. However, in these samples [90, 115, 116] the ν = 5/2 FQHS has not
been observed. In contrast, our samples have several essential features which are
optimized for a strong ν = 5/2 FQHS even in the presence of the disorder. First,
the 2DEG is confined to a symmetrically doped quantum well rather than a single
heterointerface. This allows for a higher electron density, enhancing therefore fragile
FQHSs. Second, we use a reduced Al content 0.24 in the Al0.24Ga0.76As barriers, which
enhances the ν = 5/2 FQHS [22, 94, 118]. Third, we use a short period superlattice
doping scheme [117], which is known to yield a strong ν = 5/2 FQHS [71,114,118].
It is important to appreciate that only the alloy disorder is different in each sample.
All other sample parameters, however, are left virtually unchanged. In order to avoid
any density dependent effects the electron density is kept constant, close to n '
2.9× 1011/cm2. Specifically, in our samples 2.70× 1011/cm2 ≤ n ≤ 3.08× 1011/cm2.
Furthermore, the alloy content x of the electron channel AlxGa1−xAs is low when
compared to that in the confining Al0.24Ga0.76As. There is therefore virtually no
variation of the electronic effective mass m and of the electronic confinement in the
direction perpendicular to the plane of the 2DEG. Other parameters held constant
include the position of the 2DEG relative to the sample surface and the thickness of
the capping layer [119].
3.3 Ultra-Low Temperature Magnetotransport
For the alloy-free reference sample, i.e. for which x = 0, Figure 3.4 and Figure
3.5 show the Hall resistance Rxy resistance and magnetoresistance Rxx respectively
measured at T = 7 mK in a van der Pauw geometry in the region 2 < ν < 3. Because
of the high quality growth and sample design described earlier we observe strong
FQHSs at ν = 5/2, 2 + 1/3, and 2 + 2/3 as indicated by vanishing Rxx and quantized
Rxy [17, 120]. Additionally, in this x = 0 sample, we measure Rxy and Rxx in the
region between 3 < ν < 4, shown in Figure 3.6 and Figure 3.7. In this region, we see
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strong FQHSs forming at filling factors ν = 7/2, 3 + 1/5, and 3 + 4/5 indicated by
wide plateaus in Rxy and deep minima in Rxx.
Alloy disorder strongly affects magnetoresistance. In the region between 2 < ν <
3, this can be seen in the traces of the sample with x = 0.0036 gathered at 7 mK,
which area shown in Figure 3.4 and Figure 3.5. The most fragile FQHSs, such as the
ν = 2 + 2/5, 2 + 1/5, and 2 + 4/5 FQHSs, are destroyed. The FQHS at ν = 5/2,
however, remains fully quantized in spite of the presence of alloy disorder. Indeed,
at this ν there is a vanishing Rxx and the rigorously quantized Rxy = 2h/5e
2, which
holds to a precision of 1 part in 103.
Figure 3.3. The dependence of the scattering rate, 1/τ on the alu-
minum content, x in the series of samples measured in this chapter.
These data were measured at T = 0.3 K. The dotted line is the fit.
The blue color visually represents the magnitude of the residual disor-
der scattering rate and the orange color represents the the magnitude
of the alloy scattering rate. Figure from [106].
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1 4 / 5 5 / 28 / 3 7 / 3 1 1 / 5
x = 0 . 3 6 %
Figure 3.4. The Hall resistance Rxy as measured at 7 mK in the
reference sample with x = 0 and the sample with x = 0.0036 between
filling factors 2 < ν < 3. The numbers and dashed lines indicate the
filling factors of various FQHSs. Sample grown by Manfra Group at
Purdue.
Features in the region 3 < ν < 4 are also strongly affected by the presence of alloy
disorder. In this region, for the sample of x = 0.00075, the FQHS at ν = 3 + 1/5 and
3 + 4/5 are destroyed seen in Figure 3.6 and Figure 3.7. Nevertheless, in this sample
the FQHS at ν = 7/2 continues to develop indicated by the presence of a minimum
in Rxx seen in Figure 3.7 and a plateau in Rxy seen in Figure 3.6.
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3.4 Temperature Dependent Transport
Next we have investigated the temperature dependence of the even denominator
states. At the lowest temperatures T the magnetoresistance of FQHSs follows an
activated form Rxx ∝ exp(−∆ν/2T ), from which we extract the energy gap ∆ν .
Figure 3.6 shows the temperature dependence of Rxx at ν = 5/2 on an Arrhenius
plot, i.e. lnRxx as function of 1/T . The presence of the linear segment indicates that
transport is activated. In the alloy-free reference sample we find a high energy gap
x = 0 . 3 6 %
x = 0 %












5 / 2 1 1 / 57 / 38 / 31 4 / 5
Figure 3.5. Magnetoresistance Rxx measured at 7 mK in the alloy free
sample with x = 0 and the sample with x = 0.0036 between filling
factors 2 < ν < 3.
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1 9 / 5 1 6 / 57 / 2
x = 0 . 0 7 5 %
Figure 3.6. The Hall resistance Rxy as measured at 7 mK in the
reference sample with x = 0 and the sample with x = 0.00075 between
filling factors 3 < ν < 4. The numbers and dashed lines indicate the
filling factors of various FQHSs. Sample grown by Manfra Group at
Purdue.
∆5/2 = 569 mK [24]. Figure 3.6 also shows the T -dependence of Rxx at ν = 5/2 in
two representative alloy samples with x = 0.00075 and x = 0.0036. The presence of
linear segments at non-zero x means the survival of activated transport even in the
presence of alloy disorder. It is, therefore, meaningful to extract energy gaps in the
alloy samples as well. Values found are tabulated in Table 3.2 and are plotted as
function of x in Figure 3.10.
In addition, we see evidence of activated transport at ν = 7/2. Figure 3.9 shows
the temperature dependent Rxx measured at ν = 7/2 in the three samples that show
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1 9 / 5 1 6 / 57 / 2
x = 0 . 0 7 5 %
x = 0 %
Figure 3.7. Magnetoresistance Rxx measured at 7 mK in the alloy free
sample with x = 0 and the sample with x = 0.00057 between filling
factors 3 < ν < 4.
activated behavior at this filling factor. In these samples, we find ∆7/2 is 139 mK, 87
mK and 23 mK for x = 0, x = 0.00057 and x = 0.00075 respectively.
3.5 Influence of Alloy Content on the Measured Energy Gap of ν = 5/2
We find the ∆5/2 has a decreasing trend with an increasing x. At the largest value
of x = 0.0046 we studied, we no longer observe a FQHS at ν = 5/2. A linear fit to
the data passing through the point associated with the x = 0 reference sample shows
that the gap closes at the extrapolated value of x ' 0.0042. We note that the error
in ∆5/2 as determined from the Arrhenius fits is estimated to ±10%. However, in
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Figure 3.8. The temperature dependent resistance at ν = 5/2 for three
representative samples. The dashed lines denote the linear regions
at which the the energy gaps, ∆5/2, were extracted. Figure from [9]
reprinted with permission from N. Deng, et al., Phys. Rev. Lett., 112,
116804 (2014). Copyright 2014 by the American Physical Society.
Figure 3.10 there is also scatter in the data possibly caused by small variations in the
sample densities and slight variations from the target value of the alloy content x.
The aluminum fraction x in our alloy samples is clearly a measure of the added
disorder. In the literature the most commonly used metric for the disorder is the
mobility µ. Early work on the ν = 5/2 FQHS found that the energy gap of the
state correlates well with the mobility [62]. It was found that a higher µ resulted
in a larger ∆5/2 and the ν = 5/2 FQHS does not develop for mobility less than the
threshold value µC ' 10 × 106cm2/Vs. Later it became apparent that there is in
fact a poor correlation between ∆5/2 and µ [65, 94]. Nonetheless, a threshold µC
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1 / T  [ 1 / K ]
 x = 0 . 0 0 0 7 5 x = 0 . 0 0 0 5 7 x = 0 . 0
∆7 / 2 = 1 3 9  m K
∆7 / 2 = 8 7  m K
∆7 / 2 = 2 3  m K
Figure 3.9. The temperature dependent resistance at ν = 7/2 for the
three samples in which the FQHS at that filling factor emerges. The
dashed lines denote the range used to extract the energy gap, ∆7/2.
below which a ν = 5/2 FQHS does not develop was still identified. The shaded
area of Figure 3.11 shows the stability region of the ν = 5/2 FQHS in high quality
alloy-free samples at densities 2.65× 1011 ≤ n ≤ 3.2× 1011/cm2 close to that of our
samples [22,24,62,64,65,93,94]. These data are taken from the literature. A threshold
value µC ' 7× 106cm2/Vs for these alloy-free samples is clearly seen.
Figure 3.11 also shows that a strong ν = 5/2 FQHS with ∆5/2 = 127 mK develops
in the alloy sample with µ = 2.2× 106cm2/Vs. This is surprising, since at such a low
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Figure 3.10. The dependence of ∆5/2 on the aluminum mole fraction
x. In a sample with x = 0.0046 we do not observe a FQHS at ν =
5/2, hence the excluded shaded area. Figure from [9] reprinted with
permission from N. Deng, et al., Phys. Rev. Lett., 112, 116804 (2014).
Copyright 2014 by the American Physical Society.
mobility a ν = 5/2 FQHS has never been observed. Indeed, this mobility is much
below the the previously established µC ' 7 × 106cm2/Vs threshold in high quality
alloy-free samples. We thus found that the mobility threshold for a fully quantized
ν = 5/2 FQHS is significantly lowered in the presence of alloy disorder and, therefore,
the ν = 5/2 FQHS is robust to the presence of alloy disorder. Furthermore, we
conclude that alloy disorder does not appear to be as detrimental to the development
of the ν = 5/2 FQHS as the residual disorder unintentionally added during sample
growth. The gap ∆5/2 for our alloy samples closes at an extrapolated new threshold
of µalloyC ' 1.8× 106cm2/Vs.
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It is important to appreciate that not only our samples have controllably added
alloy disorder but, with the exception of the sample with x = 0.00057, alloy disorder is
the dominant scattering mechanism. This is the case because the electron scattering
rate in our alloy samples 1/τ exceeds the residual scattering rate of the alloy-free
reference sample 1/τresidual = 1.3ns





Figure 3.11. The dependence of ∆5/2 on inverse mobility 1/µ and
the electronic scattering rate 1/τ of our samples (closed symbols)
and of alloy-free samples from the literature with densities near
2.9 × 1011/cm2. In our alloy samples the ν = 5/2 FQHS survives
at surprisingly high 1/µ and, therefore, low µ. The arrow indicates a
sample in which the ν = 5/2 FQHS does not develop. Figure from [9]
reprinted with permission from N. Deng, et al., Phys. Rev. Lett., 112,
116804 (2014). Copyright 2014 by the American Physical Society.
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time. As seen in Figure 3.11, ∆5/2 is linearly decreasing with 1/τ with the slope of
41 mK·ns. Furthermore, we find that the gap extrapolates to zero near 1/τ ' 15 ns−1.
Since Al is a neutral impurity, when added to a perfect GaAs crystal, it perturbs
the crystal potential on sub-nanometer length scale. The alloy disorder we study
thus generates a short-range scattering potential [115]. In a recent experiment a
different type of short-range disorder, that due to surface roughness scattering, was
investigated [93]. It was found that in a heterojunction insulated gate field-effect
transistor ∆5/2 increases with a decreasing mobility, a result which is opposite to our
findings. One reason for this discrepancy is that in Ref. [93] the electron density
is increased as the mobility is decreasing. The quantitative effect of the disorder
on the energy gap in Ref. [93], therefore, remains difficult to extract. Indeed, the
dominance of the short-range scattering could not be ascertained and the gap altering
effects of the combination of changing density and wavefunction confinement were not
disentangled from that of the disorder [93]. In two other experiments, the effect on the
ν = 5/2 FQHS of a different type of disorder, that due to the remote ionized dopants
was investigated [71,94]. It was found that increasing the level of the remote dopants
leads to the strengthening of the ν = 5/2 FQHS [94]. A systematic dependence of the
energy gap on overdoping, however, remains unavailable to date. Our results thus
highlight the effect of the short-range alloy disorder on the stability of the ν = 5/2
FQHS, whereas the effect of other important types of disorder, such as those of
the long-range Coulomb potentials of dopants and of background impurities, remain
unknown.
The lack of correlation of ∆5/2 and µ in alloy-free samples reported in the literature
remains an outstanding puzzle [65, 94]. We propose that such a lack of correlation
between ∆5/2 and µ appears because a) a well defined ∆5/2 versus µ correlation
exists when only one type of disorder dominates and a single heterostructure design
is employed and b) for each kind of disorder the ∆5/2 versus µ functional relationship
is different. In other words, because high quality alloy-free samples most likely have
a different mix of the various disorders and because ∆5/2 and µ track differently
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for each specific type of disorder, the result is a lack of correlation of ∆5/2 and µ
when an analysis of dissimilar samples is undertaken. In contrast, when in a series
of similar samples one type of disorder dominates, such as in our experiment, ∆5/2
and µ should be correlated. We suggest that the quasi-linear correlation of ∆5/2
and µ in our alloy samples shown in Figure 3.8 supports the above hypothesis. This
hypothesis, however, remains to be tested in instances in which various other types of
disorder are dominant. A natural consequence of our analysis is that µ measured at
zero B-field, and the single-particle lifetime measured in the low B-field semi-classical
regime [121] are poor measures of the impact of the disorder on many-body ground
states developed at large B-fields [71,93,94,114]. We note that we have measured the
single-particle lifetime τq for our series of samples and found no obvious correlation
with ∆5/2. The analysis of this data is left to a future publication.
As seen in Figure 3.8, above 100 mK there is little or no change with temperature
in the magnetoresistance Rxx at ν = 5/2. According to the CF description, in this
regime the system is described by a Fermi sea of the CFs in a zero effective magnetic
field [15, 30]. Shown in Figure 3.12, we find the temperature-independent Rxx value
above 100 mK correlates with the amount of disorder. The values of R150mK5/2 , the
saturation value of Rxx at 150 mK measured at ν = 5/2, are listed in Table 3.2.
We notice that, R150mK5/2 increases with an increasing x. According to the CF theory,
R150mK5/2 is a measure of the scattering of the CF with the impurities [15,30,122,123].
We conclude that the linear increase of R150mK5/2 with x is a direct consequence of
Table 3.2.
The energy gaps ∆5/2(mK) of the ν = 5/2 FQHS and R
150mK
5/2 (Ω) of
the measured samples. [9]
x 0 0.00057 0.00075 0.0015 0.0026 0.0036 0.0046
∆5/2 569 543 360 347 199 127 -
R150mK5/2 27 48 83 131 209 198 -
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enhanced scattering rate of the CFs as x increases. We thus find that at ν = 5/2
an increasing alloy disorder has two independent concurring effects: it reduces the
energy gap of the state and it enhances R150mK5/2 , the T -independent Rxx at ν = 5/2
in the limit of high temperatures.
In an effort to speed up the screening of the samples and to characterize them
at 3He refrigerator temperatures at which the ν = 5/2 FQHS does not yet develop,
it was proposed that strong ν = 5/2 FQHSs develop in samples with low values
of the T -independent Rxx measured at ν = 5/2 [114]. We thus found that such a















Figure 3.12. The dependence of R150mKxx on the aluminum content,
x. The resistance increases linearly with x. The values of R150mKxx are
shown in Table 3.2.
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hypothesis has a natural explanation within the framework of the composite fermion
theory and, furthermore, that the hypothesis works in samples with alloy disorder.
This hypothesis, however, remains to be further tested in samples with different types
of dominating disorder.
3.6 Estimating the Disorder Broadening
While the theory of disorder in both non-interacting [89] and weakly interacting
systems [130] is well developed, the physics of disorder in strongly interacting elec-
tronic systems is currently in active development [131]. In place of a formal theory, a
phenomenological model for the effect of disorder on the ν = 5/2 FQHS is commonly
cited [63–65, 93, 101]. This model, depicted visually in Figure 3.13, attributes the
reduction of the gap to a broadening of energy levels into bands of width Γ which can
be described using the equation
∆meas = ∆int − Γ (3.1)
Here ∆int is the ideal limit of the energy gap in the disorder free limit and ∆meas is the
measured energy gap. Thus, experimentally determining ∆int requires independent
measurements of ∆meas and Γ.
Following the early assumption that zero-field mobility µ is the decided measure
of sample quality, several attempts to determine the broadening width used the trans-
port lifetime [63,65,93] τtr = µme/e, where me is the electron mass, in the expression,
Γtr = ~/τtr. Yet, the values of Γtr were too small to account for the disparity of the
measured and numerically predicted gaps.
Instead, noting the lack of a clear correlation between µ and ∆5/2, attempts were
made to use the quantum lifetime [63–65], τq, to estimate the broadening width,
Γq = ~/τq. This technique was attractive because previously, the quantum lifetime
was found to govern broadening in low field Shubnikov-de Haas oscillations [132]. In
some instances, Γq appears to be a promising to estimate ∆
int [64], however, other





Figure 3.13. The phenomenological disorder broadening model.
A third method [101] has been proposed which relies on the scaling of the measured
energy gaps. Here, the term ∆int of Equation 3.1 is replaced with δintEC yeilding
∆meas = δintEC − Γ (3.2)
In this prescription, δint is the adimensional intrinsic gap and EC is the Coulomb
energy. In the high field limit, the ν = 5/2 and 7/2 FQHSs are particle-hole conjugates
with identical δint. Thus, both δint and Γ can be extracted from the slope and
intercept, respectively, in the plot of measured gap at ν = 5/2 and ν = 7/2 versus
EC . It should be noted that applying this analysis at low field assumes that Landau
level mixing and the finite width affects the ν = 5/2 and ν = 7/2 FQHSs identically.
A careful analysis [133] applied these three methods to samples of various densities
and mobilities which were grown in different molecular beam epitaxy chambers. This
study concluded that both Γtr and Γq are not relevant to ∆
int, but the method of
Ref. [101] provides an excellent agreement with numerical predictions.
While the prescription of Ref. [101] provides an avenue to measure Γ, it is in-
different to the microscopic mechanism which governs the broadening. Gaining an
understanding of the details of disorder broadening can provide a direction to improve
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the strength of the ν = 5/2 FQHS and help characterize the nature of this mysterious
state. Thus, to develop a more fundamental understanding of disorder broadening,
we have performed a systematic examination of the evolution of disorder broadening
in samples with short range alloy disorder. We report the energy gap at ν = 7/2 in a
series of AlxGa1−xAs quantum well samples in which aluminum is intentionally added
during the molecular beam epitaxy growth for which the energy gap of the ν = 5/2
FQHS has previously been reported. We find that the uncertainty of the technique of
Ref. [101] is too large to establish definitive trends of the extracted Γ. However, by
modifying the technique, we find that for samples with short range neutral disorder,
Γ exhibits a strong correlation with τtr.
Seen in Figure 3.14, we apply the analysis of Ref. [101] using the gaps measured at
ν = 7/2 and the gaps at ν = 5/2 measured in the same samples presented in Chapter
3. The results of this analysis are contained in Table 3.3. Because the density and
well widths of all samples in this study are the same, the extracted intrinsic gap of
the three samples should be the same. Yet, we find that across the three samples, the
value of δint is different by as much as 30%. We attribute the significant difference
between these values to the limit of the precision allowed by this method of analysis.
Contributions to this error likely include random noise in the measure of Rxx and
systematic error of the measured electron temperature.
Table 3.3.
The intrinsic energy gap and the broadening widths in the three sam-
ples with both gaps. These values are extracted using the prescription
of Ref. [101]
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Figure 3.14. The measured energy gaps of the even denominator
FQHSs in the second Landau level plotted verses Coulomb energy for
the three samples in which both FQHSs emerge. The solid lines pass
through the measurements at both FQHS and from which we extract
the disorder broadening parameter, Γ and intrinsic gap δint.
The uncertainty in the intrinsic energy gap propagates, yielding an uncertainty
in the extracted Γ of ±200 mK. Indeed, this level of uncertainty is commensurate
with the standard error determined in Ref. [133] of ±12%. Nevertheless, the error
in Γ is larger than the entire change in the energy gap across the three samples and
obfuscates any discernable trend.
In an attempt to improve the precision of the extracted disorder parameter we
modify the original prescription. Specifically, we relax the requirement that δint be
identical for both even denominator states. Instead we independently calculate the
disorder parameters for both states, Γ5/2 and Γ7/2, using different values of the ideal
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Figure 3.15. The disorder broadening parameters plotted against the
2DEG aluminum content, x. The broadening parameters Γ5/2 and
Γ7/2 are calculated independently using the measured energy gaps at
ν = 5/2 and ν = 7/2. ν = 5/2 data is taken from Chapter 3. The
dashed line is the fit of both broadening parameters.
0.015. These two values include both Landau level mixing and finite thickness effects
for a sample of density n = 3×1011cm−2 and a quantum well width of 30nm. Although
Γ5/2 and Γ7/2 are extracted independently, the condition remains that within the same
sample the broadening widths of the two FQHS should be equal, Γ = Γ5/2 = Γ7/2.
We apply this analysis to extract Γ7/2 and Γ5/2 in the samples containing ν = 5/2
and 7/2 FQHSs as well as Γ5/2 in the samples only containing a ν = 5/2 FQHS.
The results are plotted in Figure 3.15. We find that for samples containing both
even denominator states that Γ5/2 and Γ7/2 are within 5%. This close agreement of
these two independently extracted broadening widths follows the requirement listed
above and also exhibits the enhanced precision of the extracted broadening widths
compared to the method of Ref [101].
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Figure 3.15 also demonstrates that the broadening width increases with increasing
aluminum content, x. It is important to reemphasize here that by design, the samples
measured in this study differ significantly only in the aluminum content of the 2DEG.
The influence of small variations in the sample parameters including density and well
width on the broadening width can be safely disregarded. Thus, we attribute changes
in the broadening width solely to differences in the aluminum content.
Of primary significance, in Figure 3.16, in the series of samples measured in this
chapter, we find a strong correlation between the broadening width, Γ, and the trans-
port scattering rate 1/τtr. Furthermore, these two parameters appear to exhibit a
linear relationship. Fitting these results, we find that Γ increases at a rate of 4.9~.
Thus, for samples with intentionally added aluminum disorder, we establish that τtr
is the relevant lifetime which determines the broadening width of energy levels for
the even denominator FQHSs in the second Landau level.
Yet, we find that when extracting Γ to the infinite mobility limit (1/τtr = 0), we
continue to see a sizable broadening width. To understand this residual broadening,
we invoke the proposal in Chapter 3 that for each kind of disorder, the functional
relationship between the measured energy gap and the mobility is different. A natural
corollary of this proposal is that for different sources of disorder broadening Γ scales
differently with the respective scattering rate. Consequently, we see a strong corre-
lation of Γ and τtr in the samples of this chapter because in the samples for which
x > 0, the transport scattering rate τtr is dominated by the alloy scattering rate
τal. However the residual disorder contains a mix of disorder sources which can con-
tribute to the broadening width differently. Thus, a complete account of the residual
broadening width requires knowledge of the different sources of residual disorder and
their respective scattering rates. For instance, we propose that the simplest model for
disorder broadening due to unintentional charged impurities with a scattering rate
1/τch and the broadening width from this source of disorder may be expressed as
Γch = Cch/τch.
62





 Γ 5 / 2 Γ 7 / 2
G [K
]
1 / t t r  [ 1 / n s ]
Figure 3.16. The disorder broadening parameters plotted against the
scattering rate. The dashed line is the fit of both broadening param-
eters.
Additionally, it is important to point out that the aluminum disorder added to the
2DEG is an ideal source of short range disorder. The model of disorder broadening
appears to capture the influence of this type of disorder, but it is reasonable to
assume that disorder of a different length scale may require the application of a
different model. This was shown to be the case in the plateau-plateau transition
in the IQHE [90] where short range disorder yielded quantum mechanical Anderson
localization and long range disorder yielded classical percolation.
Indeed, a model [124] which considers the effect of long range disorder specifi-
cally caused by remote ionized donors (RID) has been proposed. In this model, the
RID generate a smoothly varying potential that nucleates compressible regions in the
2DEG. The predicted measured energy gap in this model depends only on the geo-
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metrical length scale of the potential landscape set by the RID and has no connection
to the zero field mobility.
It is likely the case that samples include sources of disorder of various length scales.
Thus, to account for the different sources of disorder, we suggest that the measured
energy gap can be expressed as
∆meas = ∆lr − 4.9~/τal − Cch/τch − . . . (3.3)
Here the gap in the infinite mobility limit, ∆lr, is set by the long range disorder and
then reduced by broadening where the ellipses represent additional sources of disorder
broadening.
The confirmation of the validity of this expression requires careful study of the
influence of long range disorder [134]. We note that several challenges accompany the
analysis of measured data using this model. Applying this model requires a fit of the
low temperature curvature of activated transport data. This regime is susceptible to
well-known complications including systematic error in the temperature due to poor
electronic thermalization and the possibility of the transport to cross from the acti-
vated regime to the hopping regime. Furthermore, distinct from these experimental
issues, qualitatively similar curvature in activated transport can be modeled using
disorder-induced Gaussian broadening [135]. This has most recently been shown in
lowest Landau level FQHSs in CdTe [70]. At this time, disentangling the influence of
these disparate models appears to be nontrivial.
3.7 Conclusion
Progress in understanding the FQHSs in the second Landau level is hindered by
the lack of understanding of the relationship between disorder and the FQHS energy
gaps. To examine the influence of disorder, we have performed a systematic study of
the influence of one type of disorder, alloy disorder, on the energy gap of the even
denominator FQHSs in the second Landau level. The measurements were made in
a series of samples in which aluminum atoms were intentionally added to the 2DEG
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during the molecular beam epitaxy growth. It was shown that for all samples in
which alloy disorder is added, the alloy scattering rate is the dominant scattering
mechanism.
In samples with no intentionally added disorder, the energy gap of the ν = 5/2
state is uncorrelated with the zero field mobility and the state does not develop in
samples with µ < 7 × 106 cm2/Vs. To our surprise, in samples with intentionally
added alloy disorder we find that the measured energy gap of the ν = 5/2 FQHS
displays a strong correlation with the mobility and the state continues to develop
in samples with µ = 1.7 × 106 cm2/Vs. From these findings we conclude that (1)
different types of disorder affect the ν = 5/2 FQHS differently and (2) when alloy
disorder dominates, the energy gap of the ν = 5/2 FQHS correlates with the zero
field mobility.
We then analyzed our the energy gaps of the even denominator FQHSs within
the phenomenological framework of disorder induced broadening of the energy levels.
Specifically, we extracted the disorder broadening and the intrinsic energy gaps from
the measured data follow the suggestions of Morf and d’Ambrumenil [101]. We have
found that the broadening width increases with increasing alloy content. For the
first time at the even denominator FQHSs, we have established a quantitative linear
dependence of the broadening parameter on the scattering rate in the alloy disorder
samples. Finally, we propose an expression to account for the influence of different
sources of disorder on the measured energy gap on the even denominator FQHS.
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4. SQUID BASED JOHNSON NOISE THERMOMETER
FOR A QUANTUM RESISTANCE IN MILLIKELVIN
TEMPERATURES
As has been demonstrated over the course of this thesis, the FQHE exhibits a remark-
ably rich variety of physics. It provides an environment to study edge state transport,
novel braiding statistics, and unique many-body ground states.
It is important to appreciate that with standard measurment techniques, the dom-
inant source of electronic noise emerges from the instrumentation. This instrumen-
tation noise overwhelms any other contribution of noise, in particular the Johnson
noise generated by the sample sitting at low temperature. There are a number of
advantages gained by reducing the instrumentation noise. For standard impedance
measurements, lower instrumention noise results in a higher signal-to-noise ratio for
a given excitation. Alternatively, with lower instrumentation noise one may achieve
a given signal-to-noise ratio with a reduced excitation signal.
Additionally, reducing the instrumentation noise to the regime where the Johnson
noise of the sample is dominant provides access to measurement techniques which
yield pertinent information. In particular, Johnson noise measurements provide a
convenient avenue for in situ electronic thermometry which becomes significant at
low temperatures when the electron and phonon temperatures can decouple [136].
While there are a number of techniques which can probe electron temperature [136],
no definitive standard has emerged. Furthermore, with little additional effort, the
ability to measure Johnson noise yields access to shot noise measurements which
have proven invaluable to study of quasiparticle charge [137] and the existence of
counter propagating neutral modes [103].
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Nevertheless, the characteristic Hall resistance in the FQHE, Rxy ' pq × 25.8kΩ,
where p and q are integers, prevents the liberal application of Johnson noise limited
techniques in the FQH regime. Measuring the noise emerging from intermediate
resistances, i.e. 100 Ω to 1 MΩ at temperatures under 100 mK places demands on
the instrumentation which have proven difficult to achieve. Thus, despite the obvious
benefits of Johnson noise limited measurements, application in experiments probing
the FQHE has been limited.
Performing Johnson noise limited electronic measurements of a sample at cryo-
genic temperatures using instrumentation at room temperature can be severely chal-
lenging. Of primary concern, the existing technologies for room temperature ampli-
fiers exhibit noise temperatures larger than 1 K, requiring either specialized measure-
ment techniques [138] or long averaging times in order to resolve the resistor noise
at lower temperatures. In addition, the measurement leads provide serious hurdles
to performing Johnson noise measurements. The resistive wires which are often used
in cryogenic instrumentation can alone generate noise which overwhelms the Johnson
noise of the sample. Additionally, the large capacitances associated with long cables
are problematic for low noise measurements [139].
Currently, cryogenic HEMT amplifiers are the standard instruments to perform
Johnson noise measurements of kΩ resistances at low temperatures [137,138,140], but
use of these instruments is cumbersome. These devices exhibit large values of 1/f
noise which pushes the operating frequencies to the MHz or GHz range. Additionally,
the noise temperature [141] of these devices is significantly larger than 100 mK. An
instrument with a smaller noise temperature and low frequency operating point would
make Johnson noise measurements more convenient and accessible.
Alternatively, dc superconducting quantum interference device (SQUID) based
current amplifiers are versatile instruments for performing Johnson noise measure-
ments which exhibit several advantages over the HEMT amplifiers. The noise tem-
perature of these devices may reach as low as 100µK [142] and additionally have
little 1/f noise. Because of these advantages, these devices have been utilized for
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robust and reliable thermometry in a variety of applications [142–151]. Nonetheless,
because bare dc SQUID current amplifiers typically exhibit values of current noise
of 1 pA/
√
Hz they are only suited for measurements of mΩ level resistances. Direct
measurements of the Johnson noise from resistances greater than 10Ω at temperatures
below 100 mK remain inaccessible with these devices.
In order to adapt SQUID circuits for low noise measurements of kΩ impedances,
the current noise of the circuit must be reduced. A well known technique to reduce
the current noise of a dc SQUID current amplifier is to perform an impedance trans-
formation by placing a transformer at the input [152–167]. Variations of this idea
include integrated thin film transformers [160–167], cryogenic current comparators
(CCCs) [157–159] and wire wound transformers with a ferromagnetic core [153–155].
Despite the marked reduction in current noise, other issues often emerge including
insufficient gain, large contributions to 1/f noise and complex, unwieldy construc-
tion. CCCs used in quantum metrology have taken this design to the extreme limit,
demonstrating that a fA/
√
Hz level amplifier is achievable. Yet, these devices are used
in instances where samples are not cooled beyond 300 mK. As a result, noise ther-
mometry with kΩ resistances at milliKelvin temperatures has yet to be demonstrated
with a dc SQUID based current amplifier.
In this chapter, we present a dc SQUID based current amplifier with ultra-low
current noise which allows for convenient access to Johnson noise measurements of
kΩ value resistances at dilution refrigerator temperatures. We place a homemade
cryogenic transformer at the input of a commercially available dc SQUID current
amplifier. With this transformer, we achieve a gain comparable to those achieved in
CCCs, however without the requirement of a precise turn ratio, the construction is
simplified leading to a more compact design and more effective shielding. We use
this circuit to measure the Johnson noise of a 3.1 kΩ resistor, finding the amplifier
noise negligible to a temperature of 15.8 mK. This circuit performs remarkably well
at frequencies under 1 kHz making it a powerful tool requiring only standard low









Figure 4.1. A schematic represenation of a dc SQUID (Left). Here the
Josephson junctions are represented by X’s. A bias current is passed
through the dc SQUID and as an externally magnetic flux Φext is
applied to the dc SQUID, the corresponding voltage drop oscillates
with a period of one flux quantum Φ0 (Right).
4.1 Basics of DC SQUIDs
While there exist several different types of SQUID geometries, here we will focus on
a dc SQUID which is a superconducting loop with a pair of weak links called Josephson
junctions, shown in Figure 4.1. By biasing the dc SQUID with an appropriate current,
a magnetic flux encircled by the superconducting loop causes the voltage across the
resistively shunted device to oscillate with a period of one flux. Thus, one can measure
small values of magnetic field by measuring the voltage drop across the device.
SQUIDs have been developed as instrumentation for sensitive magnetometers since
the early 1970s. These devices are the most sensitive instruments for measuring mag-
netic fields and have reached the point where they are quantum limited. Because of
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their extreme sensitivity, they are utilized in a variety of measurements by converting
the signal of interest into a magnetic flux. Specifically, one can create a remarkably
sensitive current amplifier by coupling a SQUID to a nearby inductor.
In order to improve the range of this device beyond a single magnetic flux quan-
tum, a feedback coil is added to the device which cancels out any externally applied
magnetic field. Seen in the schematic of Figure 4.2, this is referred to as a flux-locked
feedback. The magnitude of the applied field can then be determined from the cur-
rent needed to pass through the feedback coil in order to zero the total field at the








Figure 4.2. A schematic of a dc SQUID based current amplifier. The
current, Iin, couples to the dc SQUID sensor via the inductor Lin.
The feedback arm containing LF and RF fixes the operating point of
the dc SQUID sensor and linearizes the instrument.
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a much larger range of magnetic field strengths making the dc SQUID a powerful
instrument for current measurements.
4.2 Circuit Design and Construction
The circuit described in this chapter is supplementary to the basic dc SQUID
current amplifier seen in Figure 4.2. The schematic is drawn in Figure 4.3. The source
resistance R is coupled to the dc SQUID current meter with an input inductance of
Lsq using a transformer with a primary inductance of LP and a secondary inductance
of LS. The Johnson noise associated with R is modeled as an ideal current source iR
in parallel with the resistor.
The source resistance generates a Johnson noise, iR =
√
4kBT/R. Here, kB
is Boltzmann’s constant and T is the absolute temperature. At low frequencies,
(f <∼ R
2piLP
), this current enters the primary inductor of the transformer. The
transformer then amplifies this input current by a factor, A, and the amplified output
current exits the secondary inductor. The dc SQUID current amplifier converts the
amplified current into an output voltage with a trans-impedance gain of Gsq. Thus,
the Johnson noise of the source resistor leads to voltage noise at the output of the dc





In addition to the Johnson noise from the input resistance, the dc SQUID current
amplifier generates its own noise isq. This generates an output noise eout,sq = Gsqisq.
Here we consider only the simplest noise model for the dc SQUID and neglect less
significant sources of amplifier noise. A more complete analysis of the noise model
for dc SQUIDs can be found in Ref. [168]. Combining the noise contributions yields






















































Figure 4.3. The schematic of the circuit described in this chapter. The
transformer is represented by the primary and secondary inductors,
Lp and Ls respectively.
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In the discussion that follows, we will call the term isq
A
the input referred current noise
of the amplifier, ia.
Equation 4.2 reveals the benefit of adding a transformer at the input of the dc
SQUID current amplifier. For a bare dc SQUID current amplifier (A = 1) ia is
typically 1 pA/
√
Hz, but a 10kΩ resistor at 100mK generates a Johnson noise current
of ∼ 24 fA/√Hz. In these conditions, the presence of Johnson noise alters eout by a
factor of 3× 10−4 making measurement of the Johnson noise of the resistor, and thus
noise thermometry impossible. Nevertheless, by adding a transformer with a large
current gain (A > 100), ia can be reduced to the regime where the Johnson noise of
the resistor is the dominant contribution to eout. In fact, if the resistor noise is larger
than the input referred noise of the circuit by a factor of ∼ 4, we may neglect the
noise added by the SQUID and simply use Equation 4.1 to accurately describe the
output noise.
To construct this circuit, we use a dc SQUID with Lsq = 2600 nH commercially
available from STARCryogenics mounted on the cold plate of the dilution refrigerator.
With the sensor in flux-locked mode Gsq = 10.6MΩ. According to the specifications,
the input referred current noise of this device can be as low as 0.3 pA/
√
Hz and we
have found that we are capable of achieving 0.5 pA/
√
Hz with little or no tuning of
the device parameters.
The source resistance is a homemade 3.1kΩ resistor acting as a stand-in for a
2DEG in the FQH regime. To ensure good thermal contact of the resistor to the
mixing chamber of the dilution refrigerator, an Evanohm wire [169] approximately 3
meters long with a resistance of 348.9 Ω/ft is wrapped non-inductively and epoxied
onto a copper post and screwed directly onto the mixing chamber plate.
The transformer is also homemade. The transformer sits on a copper base and
is heat sunk to the mixing chamber plate. When at 4K and sitting in the magnetic
shielding, LP of the transformer was measured to be 0.8 H. With the LS of the
transformer designed to match the Lsq, A = 220. Thus, the total trans-impedance
gain of the transformer and dc SQUID is GSQA = 2.33 GΩ.
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Figure 4.4. The current noise spectral density referred at the input
of the amplifier, iin = eout/GsqA with a 3.1 kΩ resistor at the input.
Data is shown for four different temperatures of the source resistor.
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4.3 Noise Measurements
We measure the noise spectrum by connecting the output of the dc SQUID elec-
tronics directly to a HP3561A spectrum analyzer which collects and averages 100
independent spectra. From these spectra, we determine the input referred current
noise, iin = eout/GsqA, at different temperatures plotted in Figure 4.4. Apart from
the temperature dependent magnitude of the noise, the features of these spectra are
essentially identical at each temperature. At low frequencies, these spectra remain
remarkably flat to 1 Hz. At high frequencies, the measured cut-off frequency is 600
Hz which is consistent with the expected low pass filtering generated by the resistor
in parallel with the transformer. Notably, these spectra show minimal microphonic
pickup. Any peaks in the noise are insignificant until reaching the lowest tempera-
tures.
In Figure 4.5, we plot iin against the temperature measured by a previously cal-
ibrated resistive thermometer. The error in these measurements is ∼ 1% which is
smaller than the size of the points. These measurements follow the Johnson noise
prediction, plotted as the dashed line, with considerable accuracy over several decades
in temperature. We suspect that small deviations from the predicted behavior at high
temperatures are due to improper calibration of the resistive thermometer.
4.4 Contribution of Instrumentation Noise
Remarkably, we find that for all measurements, the amplifier can be considered
noiseless. This conclusion is explicitly apparent from the data of Figure 4.6. The
existance of amplifier noise would be evidenced by an offset of i2a from the Johnson
noise behavior as shown with the red dotted line which represents the expected i2in
measured with an amplifier exhibiting ia = 10fA/
√
Hz. Nevertheless, the measured i2in
can be described by considering only the resistor noise. Furthermore, a measurement
of the bare dc SQUID noise spectrum (not presented in this document) shows a 1/f
contribution which doubles the noise at 10 Hz. This frequency dependent behavior
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is unobservable in the spectra in Figure 4.4 even at the lowest temperatures, further
demonstrating that the SQUID electronics have little influence on our measurements.
Indeed, we estimate ia ' 2.3 fA/
√
Hz, reduced from the iSQ of 0.5 pA/
√
Hz.
An amplifier noise of this magnitude alters the measurement of iin at 15.8 mK of
16.8 fA/
√
Hz by only ∼ 1% which is at the limit of our resolution. At higher tem-
peratures, the amplifier noise is of lesser significance. In fact, at 10 mK, the Johnson
noise of a resistor will remain larger than 2.3 fA/
√
Hz for resistances up to ∼ 104 kΩ.
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Figure 4.5. iin as a function of the mixing chamber temperature.
The dotted line is the predicted magnitude of the Johnson noise for
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Figure 4.6. i2in as a function of the mixing chamber temperature. The
solid line is the predicted magnitude of the Johnson noise for a 3.1kΩ
resistor, i2in = 4kBT/R. The existence of amplifier noise would be
evidenced by an offset of the Johnson noise behavior by ia. The red





The ability to perform low noise measurements is critical for future experiments
in the fractional quantum Hall regime. With existing technology, these measurements
are difficult and cumbersome. In this chapter, I have described the design and con-
struction of a new current amplifier which allows for convenient Johnson noise limited
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measurements for resistances in the fractional quantum Hall regime down to temper-
atures of a few milliKelvin. With an impedance transformer connected to the input
of a commercially available SQUID ammeter, the Johnson noise of a 3.1 kΩ resistor
was measured to temperatures as low as 15.8 mK at frequencies under 1 kHz. From
these measurements, it was shown that the noise of the circuit is negligable compared
to the noise of the 3.1 kΩ resistor to the lowest measured temperatures. These find-
ings demonstrate that the circuit described in this chapter allows for convienent and
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