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Abstract
We discuss relations among notions of (C,1)-convergence, almost-convergence, absolute almost-
convergence, and C∗all-convergence of a continuous vector-valued function f (t) as t tends to infinity.
Equivalent conditions and Tauberian criterions are obtained, and some examples are exhibited.
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1. Introduction
Let X be a Banach space. The de la Vallée-Poussin means Vn,N({xk}) of a sequence {xn}∞n=0
in X are defined as
Vn,N
({xk})= 1
N
n+N−1∑
k=n
xk (n 0, N  1).
This type of means was introduced in 1918 by de la Vallée-Poussin in the study of best ap-
proximation theory [2, §4]. In terms of Vn,N({xk}), there have been definitions of some kinds
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convergence (cf. [4,7–10]), which are weaker than norm convergence.
Recently, Chen and Kuo [5, §2], [3] have established some Cauchy criterions for almost-
convergence and strong almost-convergence, defined a notion of Call-convergence, and proved
Tauberian theorems which, under suitable conditions, deduce norm convergence from almost-
convergence, (C,1)-convergence, and Call-convergence, respectively.
Motivated by their results, we will discuss in this paper analogous notions of convergence in
the space C([0,∞),X) of all continuous functions with values in X. For f ∈ C([0,∞),X), we
consider the de la Vallée-Poussin-type means
Vt,T (f ) = 1
T
t+T∫
t
f (u) du (t  0, T  1). (1.1)
The particular case V0,T (f ) is the first-order Cesàro mean of f . The function f is said
to be (C,1)-convergent to an element x ∈ X (or f (t) → x in (C,1) sense) as t → ∞ if
‖V0,T (f ) − x‖ → 0 as T → ∞, and is said to be (strongly) almost-convergent to x ∈ X if it
satisfies the stronger condition:
lim
T →∞
{
sup
t0
∥∥Vt,T (f (·) − x)∥∥}= 0. (1.2)
f is said to be absolutely almost-convergent to x ∈ X if the scalar function ‖f (·)− x‖ is almost-
convergent to 0, i.e.,
lim
T →∞
{
sup
t0
Vt,T
(∥∥f (·) − x∥∥)}= 0. (1.3)
We also introduce a notion, called C∗all-convergence. We say that f (t) is C∗all-convergent to x (or
f (t) → x in the C∗all sense) as t → ∞ if
lim
N→∞
{
sup
k1<k2<···<kN ,ki∈N
∥∥∥∥∥ 1N
N∑
i=1
ki+1∫
ki
(
f (t) − x)dt∥∥∥∥∥
}
= 0. (1.4)
From the above definitions, one can easily see that strong (or norm) convergence im-
plies absolute almost-convergence and C∗all-convergence, and absolute almost-convergence ⇒
almost-convergence ⇒ (C,1)-convergence. It is known that (C,1)-convergence implies Abel-
convergence, and there are Tauberian results for Abel-convergence to imply (C,1)-convergence
(cf. [6]). The purposes of this paper are: (1) to characterize the above mentioned notions of
convergence and (2) to discuss Tauberian criterions for weaker convergence to become stronger
convergence.
The first task will be taken in Section 2. We first prove in Theorem 2.1 the following equiva-
lence conditions for almost-convergence:
lim
T →∞
{
sup
s,t0
∥∥Vs,T (f ) − Vt,T (f )∥∥}= 0, (1.5)
lim
min(S,T )→∞
{
sup
∥∥Vs,S(f ) − Vt,T (f )∥∥}= 0. (1.6)
s,t0
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K := sup
s0
Vs,1
(∥∥f (·)∥∥)= sup
s0
s+1∫
s
∥∥f (t)∥∥dt < ∞, (H1)
conditions (1.2), (1.5), and (1.6) are also equivalent to each of the following conditions:
lim
T →∞
{
sup
tT
∥∥Vt,T (f (·) − x)∥∥}= 0 for some x ∈ X, (1.7)
lim
T →∞
{
sup
s,tT
∥∥Vs,T (f ) − Vt,T (f )∥∥}= 0, (1.8)
lim
min(S,T )→∞
{
sup
sS, tT
∥∥Vs,S(f ) − Vt,T (f )∥∥}= 0. (1.9)
We also prove in Theorem 2.4 the equivalence condition
lim
T →∞
{
sup
p,q0
(
1
T
T∫
0
∥∥f (t + p) − f (t + q)∥∥dt)}= 0 (1.10)
for absolute almost-convergence.
In Sections 3–5, we present three types of Tauberian results. The first one (Theorem 3.1)
deals with the implication from almost-convergence to norm convergence. It states that
limt→∞ f (t) = x for some x ∈ X if and only if f is almost-convergent to x and satisfies
lim
t→∞
{
sup
0s1
∥∥f (t + s) − f (t)∥∥}= 0. (H2)
In Section 4, we first establish the second type of Tauberian result (Theorem 4.2) which gives
the Tauberian criterion:
lim
T →∞
{
sup
t>0
t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥}= 0 (H3)
for (C,1)-convergence to become almost-convergence. In general, (C,1)-convergence is weaker
than almost-convergence (see Example 4.1). But (C,1)-convergence with the rate of order O( 1
t
)
(t → ∞) is equivalent to almost-convergence with the rate of order O( 1
t
) (t → ∞) (Theo-
rem 4.6). This theorem is then applied to characterize those x for which the orbit {T (t)x; t  0}
of a uniformly bounded (C0)-semigroup of operators is almost-convergent with rate O(1/t)
(t → ∞). As a consequence of Theorems 3.1 and 4.2, a Tauberian theorem (Corollary 4.3) from
(C,1)-convergence to strong convergence is also formulated.
In Section 5, we present the third type of Tauberian result (Theorem 5.2), which is con-
cerned with the implication from the C∗all convergence to norm convergence under conditions
(H1) and (H2).
2. Equivalence conditions for almost-convergence
Our objective in this section is to discuss equivalence conditions for almost-convergence and
for absolute almost-convergence on C([0,∞),X).
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(i) The following three conditions are equivalent:
f is almost-convergent, i.e., lim
T →∞
(
sup
t0
∥∥Vt,T (f (·) − x)∥∥)= 0
for some x ∈ X, (2.1)
lim
T →∞
{
sup
s,t0
∥∥Vs,T (f ) − Vt,T (f )∥∥}= 0, (2.2)
lim
min(S,T )→∞
{
sup
s,t0
∥∥Vs,S(f ) − Vt,T (f )∥∥}= 0. (2.3)
(ii) The following three conditions are equivalent:
lim
T →∞
{
sup
tT
∥∥Vt,T (f (·) − x)∥∥}= 0, (2.4)
lim
T →∞
{
sup
s,tT
∥∥Vs,T (f ) − Vt,T (f )∥∥}= 0, (2.5)
lim
min(S,T )→∞
{
sup
sS, tT
∥∥Vs,S(f ) − Vt,T (f )∥∥}= 0. (2.6)
(iii) Under the assumption:
K := sup
s0
Vs,1
(∥∥f (·)∥∥)= sup
s0
s+1∫
s
∥∥f (t)∥∥dt < ∞, (H1)
all the above conditions (2.1)–(2.6) are equivalent to each other.
Proof. (i) (2.1) ⇒ (2.2). It follows immediately from the estimate:∥∥Vs,T (f ) − Vt,T (f )∥∥ ∥∥Vs,T (f ) − x∥∥+ ∥∥Vt,T (f ) − x∥∥
= ∥∥Vs,T (f (·) − x)∥∥+ ∥∥Vt,T (f (·) − x)∥∥ for some x ∈ X.
(2.2) ⇒ (2.3). For s  0 and t  0, we have∥∥Vs,S(f ) − Vt,T (f )∥∥ ∥∥Vs,S(f ) − VST,ST (f )∥∥+ ∥∥VST,ST (f ) − Vt,T (f )∥∥.
Since
VST,ST (f ) = 1
ST
2ST∫
ST
f (u)du = 1
T
2T −1∑
l=T
1
S
Sl+S∫
Sl
f (u)du = 1
T
2T −1∑
l=T
VSl,S(f ),
we get
∥∥Vs,S(f ) − VST,ST (f )∥∥ 1
T
2T −1∑
l=T
∥∥Vs,S(f ) − VSl,S(f )∥∥
 sup
s∗,s′0
∥∥Vs∗,S(f ) − Vs′,S(f )∥∥
for all s  S.
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t∗,t ′0
∥∥Vt∗,T (f ) − Vt ′,T (f )∥∥
for all t  0. Putting the above two estimates together yields∥∥Vs,S(f ) − Vt,T (f )∥∥ sup
s∗,s′0
∥∥Vs∗,S(f ) − Vs′,S(f )∥∥+ sup
t∗,t ′0
∥∥Vt∗,T (f ) − Vt ′,T (f )∥∥
for all s  0 and t  0.
(2.3) ⇒ (2.1). Assume (2.3) is true. Then
lim
min(S,T )→∞
(∥∥VT,T (f ) − VS,S(f )∥∥)= 0,
i.e., {VT,T (f )}∞T =1 forms a Cauchy sequence in X. Therefore VT,T (f ) → x for some x ∈ X.
Then we get (2.1):
lim
T →∞
{
sup
t0
∥∥Vt,T (f (·) − x)∥∥} lim
T →∞
{
sup
t0
∥∥Vt,T (f ) − VT,T (f )∥∥}+ lim
T →∞
∥∥VT,T (f ) − x∥∥
= 0 + 0 = 0.
The proof of (ii) is similar to the above proof of (i).
(iii) (2.1) ⇒ (2.4), (2.3) ⇒ (2.5) and (2.2) ⇒ (2.6) are obvious. It remains to show (2.4) ⇒
(2.1).
(2.4) ⇒ (2.1). We assume x = 0. Let M ∈ N, T M , t  0, and let l be the non-negative
integer such that lM  T < (l + 1)M. Then
Vt,T (f ) = 1
T
t+T∫
t
f (u) du
= 1
T
( t+M∫
t
+
t+lM∫
t+M
+
t+T∫
t+lM
)
f (u)du
= 1
T
( t+M∫
t
f (u) du + M
l−1∑
μ=1
Vt+μM,M(f ) +
t+T∫
t+lM
f (u)du
)
,
and so, using (2.2) we get
∥∥Vt,T (f )∥∥ 1
T
( t+M∫
t
+
t+(l+1)M∫
t+lM
)∥∥f (u)∥∥du + M
T
l−1∑
μ=1
∥∥Vt+μM,M(f )∥∥
 1
T
M−1∑
j=0
[
Vt+j,1
(∥∥f (·)∥∥)+ Vt+lM+j,1(∥∥f (·)∥∥)]+ M
T
l−1∑
μ=1
∥∥Vt+μM,M(f )∥∥
 2MK
T
+ (l − 1)M
T
sup
mM
∥∥Vm,M(f )∥∥
 2MK
T
+ sup ∥∥Vm,M(f )∥∥mM
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(2.4) we obtain limT →∞{supt0 ‖Vt,T (f )‖} = 0. 
Remark 2.2. It is known (cf. [7]) that every almost-convergent sequence is bounded. In con-
trast, an almost-convergent function f ∈ C([0,∞),X) is not necessarily bounded on [0,∞).
The following is an example of almost-convergent unbounded continuous function. For such an
almost-convergent function f , there is a sequence {tn} → ∞ such that the sequence {f (tn)} is
not almost-convergent. This is different from the situation of strong convergence.
Example 2.3. Consider the function:
f (t) =
⎧⎪⎨⎪⎩
(1 + i)2i+1t − 21+i (i2 + i), t ∈ [i, i + 12i+1 ],
−(1 + i)2i+1t + i(1 + i)2i+1 + 2(i + 1), t ∈ [i + 12i+1 , i + 12i ],
0, otherwise,
where i ∈ N. Clearly, f is an unbounded non-negative function, but Vt,1(‖f (·)‖)  1 for all
t  0, i.e., (H1) is satisfied. Next, we show limT →∞{suptT ‖Vt,T (f )‖} = 0. Let N := [T ].
Then for all t  T we have
∥∥Vt,T (f )∥∥= 1
T
t+T∫
t
f (u) du 1
T
4T∫
T
f (u)du 1
N
5N∫
N
f (u)du 1
N
5N−1∑
i=N
i + 1
2i+1
 1
N
5N−1∑
i=N
5N
2i+1
< 5 1
2N+1
∞∑
i=0
(
1
2
)i
= 5
2N
,
so that
lim
T →∞
{
sup
tT
∥∥Vt,T (f )∥∥} lim
N→∞
5
2N
= 0.
Now it follows from Theorem 2.1(iii) that f is almost-convergent.
Now, we consider absolute almost-convergence in the space C([0,∞),X). The following
Cauchy criterion for absolute almost-convergence is obtained.
Theorem 2.4. Let f ∈ C([0,∞),X). Then f is absolutely almost-convergent if and only if the
following condition holds:
lim
T →∞
{
sup
p,q0
(
1
T
T∫
0
∥∥f (t + p) − f (t + q)∥∥dt)}= 0. (2.7)
Proof. Necessity. Without loss of generality, we assume f is absolutely almost-convergent to 0.
We have
sup
p,q0
(
1
T
T∫ ∥∥f (t + p) − f (t + q)∥∥dt)
0
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p0
(
1
T
p+T∫
p
∥∥f (t)∥∥dt)+ sup
q0
(
1
T
q+T∫
q
∥∥f (t)∥∥dt),
so that
lim
T →∞
{
sup
p,q0
(
1
T
T∫
0
∥∥f (t + p) − f (t + q)∥∥dt)}
 lim
T →∞
{
sup
p0
Vp,T
(∥∥f (·)∥∥)}+ lim
T →∞
{
sup
q0
Vq,T
(∥∥f (·)∥∥)}
= 0.
Sufficiency. It is clear that
sup
p,q0
∥∥Vp,T (f ) − Vq,T (f )∥∥= sup
p,q0
1
T
∥∥∥∥∥
p+T∫
p
f (u)du −
q+T∫
q
f (u)du
∥∥∥∥∥
= sup
p,q0
1
T
∥∥∥∥∥
T∫
0
(
f (p + s) − f (q + s))ds∥∥∥∥∥
 sup
p,q0
1
T
T∫
0
∥∥f (p + s) − f (q + s)∥∥ds.
Hence if (2.7) holds, then (2.2) is satisfied. By Theorem 2.1, we know that f is almost-
convergent to some element x ∈ X such that (2.1) is true.
Obviously, for all t  0 we have
1
T
t+T∫
t
∥∥f (u) − x∥∥du
= 1
T
t+T∫
t
∥∥f (u) − Vu,T (f ) + Vu,T (f ) − x∥∥du
 1
T
T∫
0
∥∥Vt+s,T (f ) − x∥∥ds + 1
T
T∫
0
∥∥f (t + s) − Vt+s,T (f )∥∥ds
 sup
pt
∥∥Vp,T (f ) − x∥∥+ 1
T
T∫
0
1
T
∥∥∥∥∥
t+s+T∫
t+s
f (t + s) du −
t+s+T∫
t+s
f (u)du
∥∥∥∥∥ds
 sup
pt
∥∥Vp,T (f ) − x∥∥+ 1
T
T∫ ( 1
T
t+s+T∫ ∥∥f (t + s) − f (u)∥∥du)ds
0 t+s
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pt
∥∥Vp,T (f ) − x∥∥+ 1
T
T∫
0
(
1
T
T∫
0
∥∥f (t + s) − f (t + s + τ)∥∥dτ)ds
= sup
pt
∥∥Vp,T (f ) − x∥∥+ 1
T 2
T∫
0
T∫
0
∥∥f (t + s) − f (t + s + τ)∥∥dτ ds
= sup
pt
∥∥Vp,T (f ) − x∥∥+ 1
T
T∫
0
(
1
T
T∫
0
∥∥f (t + s) − f (t + s + τ)∥∥ds)dτ
 sup
pt
∥∥Vp,T (f ) − x∥∥+ sup
p,qt
1
T
T∫
0
∥∥f (s + p) − f (s + q)∥∥ds.
Therefore, (2.1) and (2.7) imply that
sup
t0
Vt,T
(∥∥f (·) − x∥∥) sup
p0
∥∥Vp,T (f ) − x∥∥+ sup
p,q0
1
T
T∫
0
∥∥f (s + p) − f (s + q)∥∥ds → 0
as T → ∞.
This completes the proof. 
3. Tauberian criterion from almost-convergence to norm convergence
Our objective in this section is to discuss the following Tauberian criterion for the almost-
convergence to become the strong convergence:
lim
t→∞
{
sup
0s1
∥∥f (t + s) − f (t)∥∥}= 0. (H2)
Theorem 3.1. Let f ∈ C([0,∞),X) and x ∈ X. Then ‖f (t) − x‖ → 0 as t → ∞ if and only if
f is almost-convergent to x and (H2) is satisfied.
Proof. (⇒) Without loss of generality, we assume x = 0. If limt→∞ f (t) = 0, then clearly (H2)
holds. Also, for any ε > 0 there exists T0 ∈ R such that ‖f (t)‖ < ε for all t  T0. Then for all
t  0 ∥∥∥∥∥ 1T
t+T∫
t
f (u) du
∥∥∥∥∥ 1T
( t+T0∫
t
∥∥f (u)∥∥du + t+T∫
t+T0
∥∥f (u)∥∥du)
 1
T
(
T0M + (T − T0)ε
)→ ε as T → ∞,
where M = supt0 ‖f (t)‖ < ∞ because f (t) → x as t → ∞.
Since ε > 0 is arbitrary, this shows that limT →∞(supt0 ‖ 1T
∫ t+T
t
f (u)du‖) = 0, i.e., f is
almost-convergent to 0.
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u+T∫
u
(
f (s) − x)ds∥∥∥∥∥< ε for all u 0.
On the other hand, for u < s < u + T we have∥∥f (u) − f (s)∥∥
= ∥∥f (u) − f (u + 1) + f (u + 1) − f (u + 2) + · · · − f (u + K) + f (u + K) − f (s)∥∥
 (K + 1) sup
tu
εt
< (T + 1) sup
tu
εt ,
where K = [s−u], the largest integer less than or equal to s−u, and εt := sup0s1 ‖f (t + s)−
f (t)‖. Therefore
∥∥f (u) − x∥∥ ∥∥∥∥∥ 1T
u+T∫
u
(
f (u) − f (s))ds∥∥∥∥∥+
∥∥∥∥∥ 1T
u+T∫
u
(
f (s) − x)ds∥∥∥∥∥
<
∥∥∥∥∥ 1T
u+T∫
u
(
f (u) − f (s))ds∥∥∥∥∥+ ε
< (T + 1) sup
tu
εt + ε,
which tends to ε as u → ∞, by (H2). ε > 0 being arbitrary, we have shown that
lim
u→∞
∥∥f (u) − x∥∥= 0. 
Remark 3.2. In Theorem 3.1, the condition (H2) can be replaced by the stronger condition:∥∥f (t) − f (s)∥∥→ 0 as t → ∞ and s
t
→ 1, (3.1)
i.e., f (t) is feebly oscillating as t → ∞. But (H2) cannot be replaced by the weaker condition:
lim
t→∞
∥∥f (t + 1) − f (t)∥∥= 0. (3.2)
Example 3.3. The function
f (t) :=
{
2t − 2n, t ∈ [n,n + 12 ],
−2t + 2n + 2, t ∈ [n + 12 , n + 1],
is almost-convergent to 12 and satisfies (3.2), but limt→∞ f (t) 
= 12 .
4. Tauberian criterion from (C,1)-convergence to almost-convergence
First, the fact that the almost-convergence is in general strictly stronger than the (C,1)-
convergence can be seen from the following example.
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f (t) :=
⎧⎪⎪⎨⎪⎪⎩
t − 2k for 2k  t  2k + 1,
1 for 2k + 1 < t  2k + k,
2k + k − t for 2k + k  s  2k + k + 1, k  1,
0 elsewhere.
Then, for 2m < t  2m+1 with m 2
t∫
0
f (s) ds =
(
m−1∑
k=0
2k+1∫
2k
+
t∫
2m
)
f (s) ds 
m−1∑
k=0
k + m = (m + 1)m
2
,
so that
lim
t→∞
1
t
t∫
0
f (s) ds  lim
m→∞
1
2m
(m + 1)m
2
= 0
and
1
m + 1 supu0
u+m+1∫
u
f (s) ds  1
m + 1
2m+m+1∫
2m
f (s) ds = m
m + 1 .
Hence f (t) is (C,1)-convergent to 0 but not almost-convergent.
Next, we present a Tauberian criterion for the (C,1)-convergence to become the almost-
convergence in C([0,∞),X).
Theorem 4.2. Let f ∈ C([0,∞),X) and x ∈ X. Then f (t) is almost-convergent to x if and only
if f is (C,1)-convergent to x and the following condition is satisfied:
lim
T →∞
{
sup
t>0
t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥}= 0. (H3)
Under the assumption (H1), condition (H3) can be replaced with
lim
T →∞
{
sup
tT
t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥}= 0. (4.1)
Proof. (⇒) If f is almost-convergent to some x ∈ X, then
lim
T →∞
(
sup
t0
∥∥Vt,T (f (·) − x)∥∥)= 0.
In particular, limT →∞ V0,T (f (·) − x) = 0, i.e., f (t) → x in (C,1) sense.
For t > 0,
Vt,T (f ) = 1
T
t+T∫
f (u)du = 1
T
t+T∫
f (u)du − 1
T
t∫
f (u)dut 0 0
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(
1 + t
T
)
1
t + T
t+T∫
0
f (u)du − 1
T
t∫
0
f (u)du
= 1
t + T
t+T∫
0
f (u)du + t
T
(
1
t + T
t+T∫
0
f (u)du − 1
t
t∫
0
f (u)du
)
= V0,t+T (f ) + t
T
(
V0,t+T (f ) − V0,t (f )
)
,
so that
t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥= ∥∥Vt,T (f ) − V0,t+T (f )∥∥ for all t > 0. (4.2)
Since almost-convergence implies that
sup
t>0
∥∥Vt,T (f ) − V0,t+T (f )∥∥ sup
t>0
∥∥Vt,T (f ) − x∥∥+ sup
t>0
∥∥x − V0,t+T (f )∥∥→ 0
as T → ∞, by (4.2), we see that (H3) holds, and so does (4.1).
(⇐) Using (4.2) we have∥∥Vt,T (f ) − x∥∥ ∥∥Vt,T (f ) − V0,t+T (f )∥∥+ ∥∥V0,t+T (f ) − x∥∥
= t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥+ ∥∥V0,t+T (f ) − x∥∥,
so that
sup
t>0
∥∥Vt,T (f ) − x∥∥ sup
t>0
t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥+ sup
t>0
∥∥V0,t+T (f ) − x∥∥, (4.3)
which tends to 0 as T → ∞, by (H3) and the (C,1)-convergence. Hence f is almost-convergent
to x.
Finally, in the case that (H1) holds, we replace t > 0 in (4.3) by t  T . Then, by (4.1)
and (C,1)-convergence, we get (2.4), which is equivalent to almost convergence, by Theo-
rem 2.1(iii). 
From Theorems 3.1 and 4.2, we immediately deduce the following Tauberian theorem from
the (C,1)-convergence to the strong convergence.
Corollary 4.3. Let f ∈ C([0,∞),X) and x ∈ X. Then ‖f (t) − x‖ → 0 as t → ∞ if and only if
f is (C,1)-convergent to x and (H2) and (H3) are satisfied.
Corollary 4.4. Suppose f satisfies (H1). If f is (C,1)-convergent to x and satisfies the condition∥∥V0,t+1(f ) − V0,t (f )∥∥= o(1
t
)
(t → ∞), (H4)
then f (t) is almost-convergent to x.
Proof. In view of Theorem 4.2, we need only to show (4.1). In fact, by (H1) we have for all
t  T
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T
∥∥V0,t+T (f ) − V0,t (f )∥∥
 t
T
{ [T ]−1∑
j=0
∥∥V0,t+j+1(f ) − V0,t+j (f )∥∥+ ∥∥V0,t+T (f ) − V0,t+[T ](f )∥∥
}
 sup
tst+[T ]
s
∥∥V0,s+1(f ) − V0,s(f )∥∥
+ t
T
1
t + [T ]
∥∥∥∥∥
t+[T ]∫
0
(
1 − t + [T ]
t + T
)
f (s) ds − t + [T ]
t + T
t+T∫
t+[T ]
f (s) ds
∥∥∥∥∥
 sup
sT
s
∥∥V0,s+1(f ) − V0,s(f )∥∥+ t
T
1
t + [T ]
[
1
t + T
([t] + [T ] + 1)K + K]
 sup
sT
s
∥∥V0,s+1(f ) − V0,s(f )∥∥+ 3
T
K,
which tends to 0 as T → ∞, by (H4). 
In particular, if f is (C,1)-convergent with rate of order o( 1
t
) (t → ∞), then condition (H4)
holds and hence f (t) is almost-convergent, provided that (H1) is satisfied. Thus we can deduce
the next corollary from Theorem 3.1 and Corollary 4.4.
Corollary 4.5. Suppose f satisfies (H1) and (H2). If∥∥V0,t (f ) − x∥∥= o(1
t
)
(t → ∞), (4.4)
then ‖f (t) − x‖ → 0 as t → ∞.
In the next theorem, we show that the weaker assumption of (C,1)-convergence with rate
of order O( 1
t
) (t → ∞) is actually equivalent to almost-convergence with rate of order O( 1
t
)
(t → ∞).
Theorem 4.6. Let f ∈ C([0,∞),X). The following two conditions are equivalent:∥∥V0,t (f ) − x∥∥= O(1
t
)
(t → ∞), (4.5)
sup
t>0
∥∥Vt,T (f ) − x∥∥= O( 1
T
)
(T → ∞). (4.6)
In this case, the following condition holds:∥∥V0,t+1(f ) − V0,t (f )∥∥= O(1
t
)
(t → ∞). (4.7)
Proof. (4.6) ⇒ (4.5) is obvious. Conversely, suppose (4.5) holds. For t > 0 we have∥∥V0,t+T (f ) − V0,t (f )∥∥ ∥∥V0,t+T (f ) − x∥∥+ ∥∥V0,t (f ) − x∥∥
= O
(
1
t + T
)
+ O
(
1
t
)
= O
(
1
t
)
,
i.e., (4.7) holds.
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estimate:
sup
t>0
∥∥Vt,T (f ) − x∥∥ sup
t>0
∥∥x − V0,t+T (f )∥∥+ sup
t>0
∥∥Vt,T (f ) − V0,t+T (f )∥∥
= sup
t>0
O
(
1
t + T
)
+ sup
t>0
t
T
∥∥V0,t+T (f ) − V0,t (f )∥∥
= O
(
1
T
)
(T → ∞),
which means (4.6). This completes the proof. 
Let {T (t); t  0} be a uniformly bounded (C0)-semigroup of linear operators on X with infin-
itesimal generator A. It is known (cf. [1,11]) that ‖ 1
t
∫ t
0 T (s)x ds −Px‖ = O( 1t ) (respectively =
o( 1
t
)) (t → ∞) if and only if x ∈ N(A) ⊕ [R(A1)]˜ X1 (respectively x ∈ N(A)), where P is the
linear projection from X onto the null space N(A) of A along the closure R(A) of the range
R(A) of A, X1 := R(A), A1 is the part of A in X1, and [R(A1)]˜ X1 is the completion of R(A1)
relative to X1. When X is reflexive, [R(A1)]˜ X1 = R(A). As an application of Theorem 4.5, the
following corollary follows.
Corollary 4.7. Let {T (t); t  0} be a uniformly bounded (C0)-semigroup. Then
sup
u>0
∥∥∥∥∥1t
u+t∫
u
T (s)x ds − Px
∥∥∥∥∥= O
(
1
t
) (
respectively = o
(
1
t
))
(t → ∞)
if and only if x ∈ N(A) ⊕ [R(A1)]˜ X1 (respectively x ∈ N(A)).
5. Tauberian criterion from C∗all-convergence to norm convergence
Lemma 5.1. Let f ∈ C([0,∞),X). If f (t) is C∗all-convergent to x and satisfies condition (H1),
then f (t) is almost-convergent to x.
Proof. Set ki = [t] + i − 1, i = 1,2, . . . , [T ]. We obtain from (1.7) that
sup
t0
∥∥∥∥∥ 1T
[t]+[T ]∫
[t]
(
f (u) − x)du∥∥∥∥∥→ 0
as T → ∞. Since (H1) implies∥∥∥∥∥
( t+T∫
t
−
[t]+[T ]∫
[t]
)(
f (u) − x)du∥∥∥∥∥
( t∫
[t]
+
t+T∫
[t]+[T ]
)(∥∥f (u)∥∥+ ‖x‖)du 3(K + ‖x‖),
it follows that
sup
t0
∥∥∥∥∥ 1T
t+T∫
t
(
f (u) − x)du∥∥∥∥∥→ 0
as T → ∞. That is, f (t) is almost-convergent to x. 
1086 S.-Y. Shaw, S.-H. Lin / J. Math. Anal. Appl. 334 (2007) 1073–1087Theorem 5.2. Let f ∈ C([0,∞),X). Then limt→∞ f (t) = x if and only if f (t) → x in C∗all
sense and (H1) and (H2) are satisfied.
Proof. The necessity. Suppose limt→∞ f (t) = x. Then f is bounded and so (H1) is satisfied.
Moreover, for any ε > 0 there exists T0 such that ‖f (t) − x‖ < ε for t  T0. Hence
sup
0s1
∥∥f (t + s) − f (t)∥∥ sup
0s1
(∥∥f (t + s) − x∥∥+ ∥∥f (t) − x∥∥) 2ε for t  T0.
ε > 0 being arbitrary, we have
lim
t→∞
{
sup
0s1
∥∥f (t + s) − f (t)∥∥}= 0. (H2)
Next, let N be large enough. Then∥∥∥∥∥ 1N
N∑
i=1
ki+1∫
ki
(
f (t) − x)dt∥∥∥∥∥ (kj  T0  kj + 1)
=
∥∥∥∥∥ 1N
j∑
i=1
ki+1∫
ki
(
f (t) − x)dt∥∥∥∥∥+
∥∥∥∥∥ 1N
N∑
i=j+1
ki+1∫
ki
(
f (t) − x)dt∥∥∥∥∥
 1
N
T0+1∫
0
∥∥f (t) − x∥∥dt + 1
N
N∑
i=j+1
ki+1∫
ki
∥∥f (t) − x∥∥dt
 1
N
T0+1∫
0
∥∥f (t) − x∥∥dt + (N − j)ε
N
,
so that
sup
k1<k2<···<kN
∥∥∥∥∥ 1N
N∑
i=1
ki+1∫
ki
(
f (t) − x)dt∥∥∥∥∥ 1N
T0+1∫
0
∥∥f (t) − x∥∥dt + ε.
ε > 0 being arbitrary, we have shown
lim
N→∞
{
sup
k1<k2<···<kN ,ki∈N
∥∥∥∥∥ 1N
N∑
i=1
ki+1∫
ki
(
f (t) − x)dt∥∥∥∥∥
}
= 0. (1.4)
Hence f (t) → x in C∗all sense.
The sufficiency follows from Lemma 5.1 and Theorem 3.1. 
Remark 5.3. Theorem 5.2 indicates that, for bounded functions, (H2) is a Tauberian criterion
from the C∗all convergence to norm convergence. The function in the next example shows that
this condition cannot be removed from Theorem 5.2.
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f (t) :=
⎧⎪⎨⎪⎩
2nt − 2n2, t ∈ [n, 2n2+12n ] if n is odd,
−2nt + 2n2 + 2, t ∈ [ 2n2+12n , n + 1n ] if n is odd,
0, otherwise,
f is C∗all-convergent to 0 because
sup
k1<k2<···<kN
∥∥∥∥∥ 1N
N∑
i=1
ki+1∫
ki
f (t) dt
∥∥∥∥∥= supk1<k2<···<kN
∥∥∥∥∥ 1N
N∑
i=1
1
2ki
∥∥∥∥∥
∥∥∥∥∥ 12N
N∑
i=1
1
i
∥∥∥∥∥
 1
2N
+ 1
2N
N∫
1
1
t
dt = 1
2N
+ lnN
2N
→ 0
as N → ∞. But ‖f (t)‖  0 as t → ∞ and (H2) is not satisfied. To see this, we take
tn = 2(2n + 1)
2 + 1
2(2n + 1) for all n ∈ N.
Then f (tn + 1) = 0 and f (tn) = 1, so that ‖f (tn) − f (tn + 1)‖ = 1 
= 0 for all n ∈ N (and so
(H2) fails) and ‖f (t)‖  0 as t → ∞.
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