Abstract. This paper investigates the possibility of computerised diagnosis of malaria and describes a method to detect malaria parasites (Plasmodium spp) in images acquired from Giemsa-stained peripheral blood samples under conventional light microscopes. Prior to processing, the images are transformed to match a reference image colour characteristics. The parasite detector utilises a Bayesian pixel classifier to mark stained pixels. The class conditional probability density functions of the stained and the non-stained classes are estimated using the nonparametric histogram method. The stained pixels are further processed to extract features (histogram, Hu moments, relative shape measurements, colour auto-correlogram) for a parasite/non-parasite classifier. A distance weighted Knearest neighbour classifier is trained with the extracted features and a detailed performance comparison is presented. We show that our method achieves 74% sensitivity, 98% specificity, 88% positive prediction value, and 95% negative prediction value for the parasite detection.
Introduction
Malaria is a serious disease caused by a blood parasite named Plasmodium spp (henceforth parasite). The World Health Organization estimates 300-500 million malaria cases and more than 1 million deaths per year [9] . The definitive diagnosis of malaria infection is done by searching for the parasites in blood slides (films) through a microscope. However, this is a routine and time consuming task. Besides a recent study in the field shows the agreement rates among the clinical experts for the diagnosis are surprisingly low [8] . Hence, it is necessary to produce a common standard tool to perform diagnosis with same ground criteria uniformly everywhere.
Automatic parasite detection has been addressed in [10] , [11] , [12] with thresholdings based on colour histograms. In [10] , the image was pre-processed to remove the illumination bias which was estimated as the difference between the histogram peak positions of the colour channels (i.e. peak of blue -peak red/green). The markers for the parasites were extracted using a threshold at the halfway point of the cumulative histogram. However, in a diagnosis scenario, for every sample, such an approach would fail by marking all white blood cells (WBC), platelets and artefacts as parasites.
In this study we have proposed a solution for the parasite detection problem with two consecutive classifications: stained/non-stained pixel classification and parasite/non-parasite classification. Provided enough samples are present to estimate class conditional density functions, the Bayesian decision rule can be used as a powerful pixel classification method [2] , [6] , [7] . We have employed the Bayesian decision rule to determine if a pixel has stained or non-stained colour. The pixels that are classified as stained are further processed to form labelled connected components which are parasite candidates. Then these candidates are classified in a distance weighted K-nearest neighbour classifier to determine if they are parasites. For this classification, we have selected four different candidate features which are all rotation and scale invariant. We have evaluated and compared the performance of the individual selected features as well as their concatenated forms.
Colour Normalisation
Since the classifiers utilise colour information, it is essential to apply colour normalisation to the images to decrease the effect of different light sources or sensor characteristics. To perform efficient colour normalisation, blood slide images can be seen as a combination of two basic components (plasma and the rest) which can be separated by foregroundbackground segmentation. Hence, we have used a simple colour normalisation method which exploits this property of the images [15] . First, the input image was separated into foreground and background regions. Then, for each colour channel, the global illumination effects were reduced by scaling with the background channel averages. The normalisation was completed by transforming the foreground pixels according to a reference set. The procedure is demonstrated with an example image in Figure 1 . The details of the procedure can be found in [15] . * e-mail: boraytek@yahoo.co.uk, a.dempster@unsw.edu.au, kalei@westminster.ac.uk. 3 Stained/Non-Stained Pixel Classification
Determining the stained pixels can be viewed as a two class classification problem. Suppose that the two classes are w s for the stained and w ns for the non-stained. A Bayesian classifier for minimum cost with a feature x in the form of rgb colour vector can be formulated as follows [2] :
where p(rgb|w i ) (i ∈ {s, ns}) denotes the class conditional probability density function. θ can also be understood as a threshold for the likelihood ratio. It represents implicitly the application dependent costs for the decision and especially the a priori probabilities of classes P (w s ), P (w ns ) when they are not easily determinable [2] .
There are parametric, non-parametric and semi-parametric methods to estimate the p(rgb|w i ) [16] . We have used a non-parametric method based on histograms [6] : the probability density functions can be obtained from the histograms of the labelled samples:
H i and N i denote the histogram which counts the number of the occurrences of (r, g, b) triples and the total number of the samples for class w i (i ∈ {s, ns}), respectively.
Parasite/Non-Parasite Classification
In addition to the parasites the stained pixels can belong to other components such as WBCs, platelets or artefacts. To finalise the detection further classification is required. However, the stained pixels have to be represented as stained objects (connected sets) to extract features for the classifier. Furthermore, the regions that include the objects have to be found. This is achieved with the tophat extraction and infinite reconstruction which are based on mathematical morphology [13] . Additionally, calculating the area pattern spectrum (G Λ (X)) function on the negative of the grey level image provides an estimate for the average RBC area (A µ ) [10] , [14] . A µ is found by calculating the peak index of the G Λ (X): the differential plot of the reduced volume is calculated by successive area openings by an increasing area parameter. Let γ a λi (X) denotes area opening of an image X with area threshold λ i , then the area granulometry can be calculated as in (3):
Feature Extraction
Even for humans, parasite/non-parasite classification is not an easy task without special training. The parasite is a non-rigid object that can have a large variation in the observed morphology ( Figure 2 ). The colour information is valuable but may not be adequate to distinguish the parasites from other stained objects. Raw images can not be used directly as features due to high variations in morphology which are coupled with arbitrary rotations and scales. A feature to be used in this classification must provide rotation, scale invariance and must be capable of capturing the morphological characteristics. We have chosen 4 different candidate features: (colour histogram, Hu moments, colour auto correlogram (henceforth correlogram), and a relative shape measurements vector) to investigate their individual performances and then search for a higher combined feature performance. The histogram is a widely used descriptor which is simple to compute and gives adequate information about the colour distribution. Hu's moment invariants are derived from algebraic combinations of the first 3 orders of normalised central moments. They are also rotation and Figure 2 . Examples of stained objects: (a)-(f) Plasmodium, (g)-(i) WBCs (g) includes a platelet (j) artefact.
scale invariant while providing spatial information [4] . The third feature, what we call the relative shape measurements vector, is formed of simple measurements to represent the object shape. The colour auto correlogram can be seen as an extended histogram: carries spatial information in addition to colour distribution. It has been proposed in [5] for image indexing and sub-region localisation and was used in [1] for object recognition.
For every stained object S, four different features are extracted. These features are colour histogram (H), Hu moment invariants (M), relative shape measures (R), colour auto correlogram (C).
Colour histogram H is the count of the occurrences of the colour c i in image I:
It can be normalised by the total number of pixels n to reflect the probability that a randomly chosen pixel will have the colour
Hu moments M is a 7 element feature vector which includes algebraic combinations of normalised central moments [4] .
Relative shape measurements R is a 6 element vector containing the measurements below: Let S denote a stained object, S b a foreground region (cell) in which S is contained, a(S), p(S) are the area and the perimeter of S, m(S) moment of inertia of S, A µ average cell area in I. Then R can be expressed as:
Correlogram C: Suppose, the input image I is quantised to have N distinct colours (
Then C is the count of co-occurrences of pixels p 1 , p 2 of colour c i which are k i distance apart in I:
It can be normalised to reflect the probability that a randomly chosen pixel will have colour c i and co-occur with another c i colour pixel in k distance by dividing to (8k h(c i )) which is the total number of pixels in distance k times h(c i ) the probability of observing colour c i . The 8k is due to the distance calculation with the city block measure. For example, a centre pixel has 8 related pixels in distance k = 1, 16 related pixels in distance k = 2.
Classifier
To classify the stained objects we have implemented a distance weighted K-nearest neighbour classifier (Knn-d) [2] , [3] . Knn-d: Assigns a query vector to the class w c ∈ W = {w 1 , . . . , w m } which has the largest distance weighted majority (number/total distance) in the set of K closest (determined by a distance metric) neighbours in the training set T r. Distance Metric: The choice of distance metric is critical for the Knn classifiers. Possible choices for a simple metric can be the L 1 norm, the relative distance metric (RL 1 ) based on the L 1 norm [5] , and L 2 norm. The L 2 norm (Euclidean distance) is known to be less robust against outliers than the L 1 norm (city block distance) [2] . We have chosen to use RL 1 which weights the contribution of each element to the L 1 norm according to the magnitudes and is reported to be more successful in histogram comparisons [5] .
show the number of test vectors in set T t which are known to belong to the w 1 and w 2 classes, respectively. For a diagnosis problem like this, the analysis of four ratios can represent our method's performance. Let tp wi , f n wi show the number of correct and missed classifications for class w i respectively.
SE = tp
where SE, SP , P vP , P vN denote sensitivity, specificity, prediction value positive, and prediction value negative respectively. The former two are usually named as the true detection rates for w 1 and w 2 . two variables (bin size and threshold value) are usually determined by plotting the Receiver Operating Characteristics (ROC): represents the trade off between the true and false detection on a validation test [16] . Then the variables that maximise the area under the ROC curve are chosen for the final tests. Figure 3(c) shows different ROC curves (in T θ ) of different sizes of histograms (quantisation levels :128, 64, 32, 16). Examining the associated ROC curves, the most efficient histogram bin size is 32, having the largest area under the curve. In the 32 histogram bin size θ = 2.6 value provides the best rates. Hence, this value was used on the T t which produced satisfactory results: 88.5%, 5.6% for true and false detection rates respectively. The same experiments were repeated without colour normalisation: the results were 84.5% and 17% respectively. The results show the colour normalisation improves the performance of the Bayesian pixel classification. Cumulative histograms (projections of the 3-d (r,g,b) histograms on the red (r) axis) were plotted in Figure 3 Parasite/Non-Parasite Classification: Due to the low number of parasites versus non-parasites in total of 260 images, we have formed 2 separate sets of stained objects for training (T a ), and testing (T t ) containing 175/1312, 202/1311, parasite/non-parasite objects respectively. In the T a , the RGB images were indexed with minimum variance quantisation to have 32 distinct colours, the same indexed colour map is applied to the images in T t . In the correlogram calculations the distance set was D = {1, 2, . . . , 8} which results in 32x8 dimensional feature vector. The average cell area A µ was calculated for every image. All the features were normalised to have zero mean and unit variance. Figure 4 shows the total misclassification percentage together with SE, SP , P vP and P vN measurements plotted against increasing K in Knn-d classifier. The results can be regarded as a validation of the overall process and performance comparison of the different features. An examination of the total classification error (Figure 4(a) ) indicates the most successful feature to be the C + M + R followed in the order by H + M + R, C, and H. However, the difference is not significant considering the cost of calculation time for C. The performances from M and R are low which suggests the colour information is essential. However, they provide slight boosts for the H and C features. To interpret the results in more detail, if we choose the value K = 3 in the feature (C + M + R), the SE ( 74%) performance value reveals the probability of the result being positive given that the stained object is a parasite. The SP ( 98%) value reveals that the probability of the result being negative given that the object is not a parasite. The P vP ( 88%) value reveals that the probability of the stained object being a parasite given a positive result. The P vN value shows that the negative case (of P vP ) is 95%. If the same tests were performed in the other studies which proposed stained object detection as the parasite detection mechanism [10] , [11] , [12] the performance values would be SE = 100%, SP = 0%, P vP = 15%, P vN = 0%.
Experiments and Results

Stained
Conclusion and Discussion
We have described a method to detect malaria parasites in images acquired from Giemsa-stained peripheral blood samples under conventional light microscopes. We have utilised a colour normalisation method to maintain illumination and colour constancy. We have demonstrated a solution for the stain extraction problem with a two class (stained/nonstained) Bayesian classification. The results show that the proposed stained pixel classification performs satisfactorily. The detected stained pixels are further processed to extract features H, M , R, C which are used in the parasite/nonparasite classifier. A knn-d classifier is implemented and detailed evaluations demonstrate individual and concatenated feature performances. Shape features: M and R did not have a significant outcome. Concatenations of M + R were slightly boosting the C and H features. The feature C was more successful than the feature H. However, the difference was not significant which may be caused by the high dimensionality of the feature C.
