When performing a national research assessment, some countries rely on citation metrics whereas others, such as the UK, primarily use peer review. In the influential Metric Tide report, a low agreement between metrics and peer review in the UK Research Excellence Framework (REF) was found. However, earlier studies observed much higher agreement between metrics and peer review in the REF and argued in favour of using metrics. This shows that there is considerable ambiguity in the discussion on agreement between metrics and peer review. We provide clarity in this discussion by considering four important points: (1) the level of aggregation of the analysis; (2) the use of either a size-dependent or a size-independent perspective; (3) the suitability of different measures of agreement; and (4) the uncertainty in peer review. In the context of the REF, we argue that agreement between metrics and peer review should be assessed at the institutional level rather than at the publication level. Both a size-dependent and a size-independent perspective are relevant in the REF. The interpretation of correlations may be problematic and as an alternative we therefore use measures of agreement that are based on the absolute or relative differences between metrics and peer review. To get an idea of the uncertainty in peer review, we rely on a model to bootstrap peer review outcomes. We conclude that particularly in Physics, Clinical Medicine, and Public Health, metrics agree quite well with peer review and may offer an alternative to peer review.
I. INTRODUCTION
Many countries have some form of a national research assessment exercise in which universities and other research institutions are evaluated (Hicks, 2012) . In part, such assessments aim to account for the expenses of public funds, but sometimes they also function to distribute funds based on performance. Scientific quality or scientific impact plays a central role in many assessment exercises (Zacharewicz et al., 2018) , but institutions may also be evaluated on other performance dimensions, such as their societal, cultural, and economic impact. Here, we restrict ourselves to scientific quality or scientific impact determined based on the publication output of an institution. However, we acknowledge that other dimensions may also play a critical role.
How the quality or impact of publications is assessed differs from country to country. Some countries have a national research assessment exercise that is driven by citation metrics, whereas others rely on peer review (Hicks, 2012) . In particular, the United Kingdom (UK) has a long tradition of research assessment that relies on peer review, starting with the first assessment exercise in 1986. The latest assessment exercise, referred to as the Research Excellence Framework (REF), took place in 2014. It was followed by a detailed report, known as the Metric Tide report (Wilsdon et al., 2015) , that critically examined the possible role of citation metrics in the REF. It concluded that "[m] etrics should support, not supplant, expert judgement" (Wilsdon et al., 2015, p. viii) . To support this conclusion, the report provided statistical a) Electronic mail: v.a.traag@cwts.leidenuniv.nl evidence of the lack of agreement between metrics and peer review. Here, we re-examine the statistical evidence for this conclusion. The Metric Tide report also offered other arguments to support the above conclusion. It argued that metrics are contested among academics, and should therefore not be used, whereas peer review commands widespread support. Moreover, metrics may create perverse incentives. We do not consider these arguments further in this paper, and restrict ourselves to the statistical argument presented in the Metric Tide. Of course, the other arguments should play a role in the broader discussion on the relative merits of peer review and metrics.
The various assessment exercises carried out in the UK during the past decades have all been accompanied by papers that compare citation metrics and peer review. Although the results vary from field to field, most studies found correlations of about 0.7. Some authors obtained higher correlations, on the order of 0.9. However, the Metric Tide report found significantly lower correlations in the range of about 0.2-0.4. Interestingly, even when authors obtained similar correlations, they did not always draw the same conclusion. Some, such as Mryglod et al. (2015b) and Mahdi, D'Este, and Neely (2008) , argued that a correlation of 0.7 is too low to consider using metrics, while others, such as Thomas and Watkins (1998) and Taylor (2011) , argued that a correlation of 0.7 is sufficiently high.
We try to provide clarity in this debate by considering four important points:
1. The agreement between metrics and peer review depends on the level of aggregation. The level of individual publications constitutes the lowest level of aggregation. The level of researchers and the level of research institutions represent higher levels of aggregation.
2. At aggregate levels, metrics and peer review may take a size-dependent perspective-scaling with the size of an institution-or a size-independent perspective-being independent of the size of an institution. This distinction is particularly relevant when reporting correlations.
3. Correlations between metrics and peer review may not be the most informative measure of agreement. Other measures may be more appropriate.
4. Peer review is subject to uncertainty. This should be taken into consideration when interpreting the agreement between metrics and peer review.
We first briefly discuss the REF and consider its objectives. This is followed by a review of the literature on comparing metrics and peer review in the context of the REF and its precursors. We argue that in the REF context, proper comparisons between metrics and peer review should be made at the institutional level, not at the level of individual publications. We also briefly discuss how a size-dependent perspective relates to a sizeindependent perspective. As we show, size-dependent correlations can be high even if the corresponding sizeindependent correlations are low. We then introduce two measures of agreement that we consider to be more informative than correlations. One measure is especially suitable for the size-dependent perspective, while the other measure is more suitable for the size-independent perspective. To get some idea of the uncertainty in peer review, we introduce a simple model of peer review.
Based on our analysis, we conclude that for some fields, the agreement between metrics and peer review is similar to the internal agreement of peer review. This is the case for three fields in particular: Clinical Medicine, Physics, and Public Health, Health Services & Primary Care. Finally, we discuss the implications of our findings for the REF 2021 that is currently in preparation.
II. UK RESEARCH EXCELLENCE FRAMEWORK
The UK REF has three objectives:
1. To provide accountability for public investment in research and produce evidence of the benefits of this investment.
2. To provide benchmarking information and establish reputational yardsticks, for use within the [Higher Education] sector and for public information.
3. To inform the selective allocation of funding for research. 4. To provide a rich evidence base to inform strategic decisions about national research priorities.
5. To create a strong performance incentive for HEIs and individual researchers.
6. To inform decisions on resource allocation by individual HEIs and other bodies. To meet these objectives, the REF assesses institutions in terms of (1) research output, (2) societal impact of the research, and (3) the environment supporting the research. Here, we are concerned only with the assessment of research output. In the REF 2014, the assessment of research output accounted for 65% of the overall assessment of institutions. Each output evaluated in the REF 2014 was awarded a certain number of stars: four stars indicates world-leading research, three stars indicates internationally excellent research, two stars indicates internationally recognised research, and one star indicates nationally recognised research.
The three above-stated objectives are each addressed in a different way. The overall proportion of high-quality research that has been produced is relevant for the first objective. Indeed, the REF 2014 website boasts that 30% of the submitted UK research was world-leading fourstar research: public investment results in high-quality science. The proportion of research outputs awarded a certain number of stars also provides a reputational yardstick for institutions and thereby serves the second objective. Indicators based on these proportions feature in various league tables constructed by news outlets such as the Guardian and Times Higher Education. Such indicators may influence the choice of students and researchers regarding where to study and perform research. The total number of publications that were awarded four or three stars influences the distribution of funding, which is relevant for the third objective of the REF.
Hence, the objective of establishing a reputational yardstick corresponds to a size-independent perspective, while the objective of funding allocation corresponds to a size-dependent perspective. This means that agreement between metrics and peer review is relevant from both perspectives. We will comment in more detail on the distinction between the two perspectives in Section IV B.
To provide an indication of the importance of the REF 2014, we briefly look at the funding of UK higher education in [2017] [2018] 2 . In 2017-2018, REF results based on research output were used by the Higher Education Funding Council for England (HEFCE) to allocate £685M to institutions. Although many details are involved (e.g. extra funding for the London region, weighing cost-intensive fields), this was based largely on 4 * and 3 * publications, which were awarded roughly 80% and 20% of the money, respectively. This amounted to about £10 000 per 4
* publication and about £2 000 per 3 * publication per year on average 3 . The total amount of about £685M allocated through the evaluation of research output represented about 20% of the total budget of HEFCE of £3 602M and about 40% of the total research budget of HEFCE of £1 606M. As such, it is a sizeable proportion of the total budget.
III. LITERATURE REVIEW
We review previous literature on how metrics compare to peer review in previous research assessment exercises in the UK. We then briefly review literature that analyses how metrics and peer review compared in the REF 2014.
A. Research Assessment Exercise
In 1986, the University Grants Committee (UGC) undertook the first nationwide assessment of universities in the UK, called the research selectivity exercise. Its primary objective was to establish a more transparent way of allocating funding, especially in the face of budget cuts (Jump, 2014) . Only two years later, Crewe (1988) undertook the first bibliometric comparison of the results for Politics departments in the first 1986 exercise. The results of the 1986 exercise were announced per cost centre (resembling somewhat a discipline or field) of a university in terms of four categories: outstanding, above average, about average, and below average. This limited the possibilities for bibliometric analysis somewhat, and Crewe (1988) only made some basic comparisons based on the number of publications. He concluded that "there is a close but far from perfect relationship between the UGC's assessment and rankings based on publication records" (Crewe, 1988, p. 246) . Indeed, later exercises also showed that higher ranked institutions are typically larger (in terms of either staff or publications). In the same year, Carpenter et al. (1988) Chemistry outcomes of the UGC exercise. They compared the outcomes to a total influence score, a type of metric similar to the Eigenfactor (Bergstrom, 2007) , and found a correlation of 0.63 for Physics and 0.77 for Chemistry. The total influence score used by Carpenter et al. (1988) is size-dependent, and the average influence per paper showed a correlation of only 0.22 and 0.34 for Physics and Chemistry, respectively. It is not clear whether the 1986 UGC results themselves were sizedependent or size-independent. The next research selectivity exercise in 1989 was undertaken by the Universities Funding Council (UFC). The exercise made some changes and allowed universities to submit up to two publications per research staff (Jump, 2014) . As an exception to the rule, the 1989 exercise was never used in any bibliometric study that compared the peer review results to metrics (although there were other analyses; see, for example, Johnes, Taylor, and Francis (1993) ).
The 1992 exercise-then called the Research Assessment Exercise (RAE)-sparked more bibliometric interest. In addition to allowing two publications to be nominated for assessment by the institutions, the exercise also collected information on the total number of publications (Bence and Oppenheim, 2005) . No less than seven studies appeared that compared the outcomes of the 1992 RAE to bibliometrics. Taylor (1994) analysed Business & Management and found a clear correlation 4 based on journal publications (R 2 ≈ 0.8, R ≈ 0.9). Oppenheim (1995) analysed Library & Information Management, and two years later, Oppenheim (1997) considered Anatomy, Archaeology, and Genetics. These two studies used both total citation counts and average citation counts per staff and found clear correlations on the order of 0.7-0.8 for both size-dependent and size-independent metrics and all analysed fields. Only for Anatomy, the size-independent metric was less clearly aligned with peer review outcomes, with a correlation of R ≈ 0.5. Lim Ban Seng and Willett (1995) also analysed Library & Information Management and found even higher correlations on the order of 0.9 using both average citations and total citations. The correlation found by Colman, Dhillon, and Coulthard (1995) for Politics was lower, at only 0.5, where they used the number of publications in high impact journals per staff as a metric. Finally, Thomas and Watkins (1998) analysed Business & Management Studies using a journal-based score and found a correlation of 0.68. For the 1992 exercise, overall, both size-dependent and size-independent metrics correlated reasonably well with peer review in quite a number of fields. Most authors recommended that the RAE should take metrics into account, for example, as an initial suggestion, which can then be revised based on peer review.
In the 1996 RAE, full publication lists were no longer collected (Bence and Oppenheim, 2005) . In 2001, results were announced as rankings, and institutions also received an overall score of 1-5 * . Smith et al. (2002) analysed both the 1996 and the 2001 RAE and found a correlation on the order of 0.9 for the average number of citations in Psychology for both exercises. Clerides, Pashardes, and Polycarpou (2011) also analysed both the 1996 and the 2001 RAE and found a correlation of about R ≈ 0.7 (R 2 ≈ 0.5) using the total number of high impact journal articles. Norris and Oppenheim (2003) analysed Archaeology and found correlations of about 0.8 for both size-dependent and size-independent metrics. Mahdi, D'Este, and Neely (2008) analysed all units of assessments (UoAs; i.e. fields) and found that a number of fields showed substantial correlations on the order of 0.7-0.8 (e.g. Clinical Lab. Sciences, Psychology, Biological Sciences, Chemistry, Earth Sciences, and Business & Management) using the average number of citations per paper. Adams, Gurney, and Jackson (2008) also analysed the 2001 RAE results, although their focus was on which granularity of field-normalised citations works best. They found a reasonably high correlation of about 0.7 for Psychology, 0.6 for Physics, and only 0.5 for Biological Sciences. Finally, Butler and McAllister (2009) found a reasonable correlation (R 2 ≈ 0.5-0.6, R ≈ 0.7-0.8) for Political Science using the average number of citations.
In 2008, the results of the RAE were more structured. Rather than providing overall scores for institutions per UoA, a so-called quality profile was provided 5 . The quality profile offered more detailed information on the proportion of outputs that were awarded 1-4 stars. This enabled a more detailed analysis, since the measure was much more fine grained than the overall outcome. In addition, it allowed a clear distinction between size-dependent and size-independent results. Previously, only the overall results were announced, and the extent to which the results were size-dependent or size-independent was unclear. Most studies found that larger institutions generally did better in RAEs, implying a certain type of size-dependent component, but this was never entirely clear. From 2008 onwards, the results were announced as a proportion of outputs that were awarded a certain number of stars, which was unambiguously size-independent. Norris and Oppenheim (2010) examined Library & Information Science, Anthropology, and Pharmacy in the 2008 RAE using the h-index (and a variant thereof) and total citation counts. They compared this to a weighted average of the results multiplied by the number of staff, clearly a size-dependent metric. Norris and Oppenheim (2010) Kelly and Burrows (2011) found a clear correlation (R 2 = 0.83, R = 0.91) for Sociology. They also used the proportion of publications in top journals and compared it to a weighted average of RAE results. Mckay (2012) found that most scholars in the field of Social Work, Social Policy & Administration did not necessarily submit their most highly cited work for evaluation. This study did not explicitly report how well citations match peer review. Allen and Heath (2013) replicated the study of Butler and McAllister (2009) of Politics & International Studies and found a similar correlation (R 2 ≈ 0.7, R ≈ 0.85). They correlated the proportion of publications in top journals with the proportion of publications that obtained four stars, which are both clearly size-independent measures.
In two publications, Mryglod et al. (2013a,b) explicitly studied size-dependent correlations versus sizeindependent correlations in seven fields (Biology, Physics, Chemistry, Engineering, Geography & Environmental Science, Sociology, and History). They studied the average normalised citation score and the total normalised citation score and examined how they correlate with the RAE Grade (a weighted average of scores) and the RAE Score (the RAE Grade times the number of staff), respectively. They found size-independent correlations of only about 0.34 for History and Engineering and up to about 0.6 for Biology and Chemistry. The size-dependent correlations were substantially higher and reached about 0.9 for all fields. We discuss this in more detail in Section IV B.
In conclusion, most studies in the literature have found correlations on the order of 0.6-0.7 for fields that seem to be amenable to bibliometric analysis. The conclusions that were drawn from such results nonetheless differed. Three types of conclusions can be distinguished. First, some authors concluded simply that the observed correlation was sufficiently high to replace peer review by metrics. Others concluded that peer review should be supported by citation analysis. Finally, some concluded that peer review should not be replaced by metrics, even though they found relatively high correlations. This indicates that different researchers draw different conclusions, despite finding similar correlations. One problem is that none of the correlations are assessed against the same yardstick; thus, it is unclear when a correlation should be considered "high" and when it should be considered "low".
B. Research Excellence Framework 2014
The REF 2014 was accompanied by an extensive study into the possibilities of using metrics instead of peer review, known as the Metric Tide report (Wilsdon et al., 2015) . This report concluded that citations should only supplement, rather than supplant, peer review. One of the arguments for this conclusion was based on an analysis of how field-normalised citations based on Scopus data correlate with peer review. The report found correlations 6 in the range of about 0.2-0.4. This is quite low compared with most preceding studies, which found correlations of roughly 0.6-0.7. In contrast to preceding studies, Wilsdon et al. (2015, Supplementary Report II) analysed the correlation between metrics and peer review at the level of individual publications rather than at some aggregate level. This is an important difference that we revisit in Section IV A.
The REF 2014 results were also analysed by Mryglod et al. (2015a,b) at the institutional level. They found that the departmental h-index was not sufficiently predictive, even though an earlier analysis suggested that the h-index might be predictive in Psychology (Bishop, 2014 ). An analysis by Elsevier found that metrics were reasonably predictive of peer review outcomes at an institutional level in some fields but not in others (Jump, 2015) .
Both Pride and Knoth (2018) and Harzing (2017) compared the UK REF results with metrics using Microsoft Academic Graph (Harzing and Alakangas, 2017) . Pride and Knoth (2018) compared the median number of citations with the REF GPA, which is a weighted average of the proportion of publications that have been awarded a certain number of stars for all UoAs, clearly taking a size-independent perspective. They found correlations on the order of 0.7-0.8 for the UoAs that showed the highest correlations. Harzing (2017) compared the total number of citations and a so-called REF power rating, taking a size-dependent perspective, and found a very high correlation of 0.97. This correlation was obtained at an even higher aggregate level, namely, the overall institutional level, without differentiating between different disciplines. She found similarly high correlations when studying Chemistry, Computer Science, and Business & Management separately. The high correlations can be partly explained by the use of a size-dependent perspective. We comment on this in Section IV B.
IV. DATA AND METHODS
The REF 2014 provides a well-documented dataset of both the evaluation results and the submitted publica-6 The report also used precision and specificity, which are more appropriate than correlations for the individual publication level, but for comparability, we here focus on the reported correlations.
tions that have been evaluated 7 . The REF 2014 has different scores for different profiles: "output", (societal) "impact", and "research environment". Only the "output" profile is based on an evaluation of the submitted publications. The others are based on case studies and other (textual) materials. We restrict ourselves to the REF 2014 scores in the output profile, and we compare them with citation metrics.
We match publications to the CWTS in-house version of the Web of Science (WoS) through their DOI. We use the Science Citation Index Expanded, the Social Sciences Citation Index, and the Arts & Humanities Citation Index. Most publications are articles (type 'D' in the REF 2014 dataset), but the publications also include books, conference proceedings, and other materials. In total, 190 962 publications were submitted, of which 149 616 have an associated DOI, with 133 469 of these being matched to the WoS. Overall, the WoS covers about two-thirds of all submitted publications. Some fields are poorly covered in the WoS, such as the arts and humanities, having a coverage of only about 10-30% of submitted publications, whereas the natural sciences generally have a high coverage of 90-95% (see Table A .1 for an overview). In the calculation of citation metrics, we take into account only publications covered in the WoS. In the calculation of statistics based on peer review, all publications submitted to the REF are considered, including those not covered in the WoS.
All matched publications are associated with a particular UoA, which roughly corresponds to a field or discipline. The REF 2014 distinguished 36 UoAs. Every publication was submitted on behalf of a particular institution. Some publications were submitted in multiple UoAs, and we take them into account in each UoA. Publications that were co-authored and submitted by multiple institutions may thus be counted multiple times. Publications co-authored by several authors from the same institution were sometimes submitted multiple times in the same UoA by the same institution 8 . We consider only the unique publications of an institution in a UoA. In other words, we count a publication only once, even if it was submitted multiple times in the same UoA by the same institution.
Some institutions can have separate submission headings in the same UoA to differentiate more fine-grained subjects. For example, Goldsmiths' College separately submits publications for Music and Theatre & Performance in the overall UoA of Music, Drama, Dance & Performing Arts. The results of such separate submissions are also announced separately, and we therefore also consider them to be separate submissions.
We consider citations coming from publications up to and including 2014, which is realistic if metrics had actu-ally been used during the REF itself. For this reason, we exclude 365 publications that were officially published after 2014 (although they may have already been available online). We use about 4 000 micro-level fields constructed algorithmically on the basis of citation data (Waltman and van Eck, 2012; Ruiz-Castillo and Waltman, 2015) to perform field normalisation. Citations are normalised on the basis of publication year and field, relative to all publications covered in the WoS.
We calculate how many 4 * publications correspond to how many top 10% publications per UoA (see Table A .1). This can differ quite substantially from one UoA to another. For example, Clinical Medicine shows 0.57 4 * publications per top 10% publication, whereas Mathematical Sciences show 1.18 4 * publications per top 10% publication. This suggests that what is considered as 4 * publication in peer review differs per field, where some fields seem to use more stringent conditions than others. Similarly, Wooding et al. (2015) found that peer review was less stringent in REF 2014 than in REF 2008 , in what publications were considered worthy of 4 * . Before presenting our results, we first address four important methodological considerations. We start by reflecting on the level of aggregation at which agreement between metrics and peer review should be analysed. We then examine both the size-dependent and size-independent perspectives, especially regarding correlations. This leads us to consider alternative measures of agreement. Finally, we discuss the matter of peer review uncertainty.
A. Level of aggregation
The Metric Tide report analysed agreement between metrics and peer review at the level of individual publications. We believe that this is not appropriate in the context of the REF, and it may explain the large differences between the Metric Tide report and preceding publications in which agreement between metrics and peer review was analysed. The institutional level is the appropriate level to use for the analysis. The analysis at the level of individual publications is very interesting. The low agreement at the level of individual publications supports the idea that metrics should generally not replace peer review in the evaluation of a single individual publication. However, the goal of the REF is not to assess the quality of individual publications but rather to assess "the quality of research in UK higher education institutions"
9 . Therefore, the question should not be whether the evaluation of individual publications by peer review can be replaced by the evaluation of individual publications by metrics but rather whether the evaluation of institutions by peer review can be replaced by the evaluation of institutions by metrics. Even if citations are not sufficiently accurate at the individual publication level, they could still be sufficiently accurate at the aggregate institutional level; the errors may 'cancel out'. For this reason, we perform our analysis at the institutional level. We calculate citation metrics per combination of an institution and a UoA.
B. Size-dependent and size-independent perspectives
As briefly discussed earlier, the REF has multiple objectives. It aims to provide a reputational yardstick, but it also aims to provide a basis for distributing funding. A reputational yardstick is usually related to the average scientific quality of the publications of an institution in a certain UoA. As such, a reputational yardstick is sizeindependent: it concerns an average or percentage, not a total, and it does not depend on the size of an institution. In the REF, funding is related to the total scientific quality of the publications of an institution in a certain UoA. As such, funding is size-dependent: institutions with more output or staff generally receive more funding. Of course, quality also affects funding: institutions that do well receive more funding than equally sized institutions that do less well. Both the size-dependent and size-independent perspectives are relevant to the REF.
We therefore believe that both perspectives are important in deciding whether metrics can replace peer review.
Many studies of the REF and its predecessors have analysed either size-dependent or size-independent correlations. Size-dependent correlations are typically much higher than size-independent correlations. For example, Mryglod et al. (2013a,b) found size-dependent correlations on the order of 0.9 but much lower correlations for size-independent metrics. Similarly, Harzing (2017) found a very high size-dependent correlation.
Size-dependent correlations can be expected to be larger in general. Let us make this a bit more explicit. Suppose we have two size-independent metrics x and y (e.g. metrics and peer review), where n denotes the total size (e.g. number of publications or staff). The two sizedependent metrics would then be xn and yn. Then, even if x and y are completely independent from each other, and hence show a correlation of 0, the two size-dependent metrics xn and yn may show a quite high correlation. This is demonstrated in Fig. 1 , where x and y are two independent uniform variables and n is a standard lognormal variable (1000 samples). In this example, the Pearson correlation between xn and yn may be as high as 0.7-0.8. In other words, the fact that xn and yn may show a high correlation may be completely explained by the common factor n. A similar observation has already been made before in bibliometrics (West and Bergstrom, 2010) , and related concerns were already raised by Pearson as early as 1896.
This complicates the interpretation of size-dependent correlations. A high size-dependent correlation may be due to x and y being strongly correlated, but it may also For the size-independent scatter plot logarithmic scales are used.
be due to n having a high variance. The higher the variance of n, the higher the size-dependent correlation. In fact, if n is distributed according to a log-normal distribution with a very large variance, the size-dependent correlation will be close to 1, regardless of the extent to which x and y are correlated. The strength of the sizedependent correlation then mainly reflects the variance of the size of institutions.
In our analysis, we consider both a size-dependent and a size-independent perspective. We calculate the proportion of publications that belong to the top 10% most highly cited publications in their field and year, which we call the PP(top 10%). In addition, we use PP(4 * ) to denote the proportion of publications with a 4 * rating in the REF. The PP(top 10%) and PP(4 * ) are similar in spirit.
10 They aim to identify whether publications have a high impact or are of high quality ("world leading"), respectively. Other citation metrics, such as those based on average normalised citation counts, are more difficult to translate into a 4 * rating system. Both the PP(4 * ) and the PP(top 10%) are clearly size-independent. We calculate the total number of 4 * rated outputs, called the P(4 * ), by multiplying the PP(4 * ) by the number of submitted outputs. Similarly, we obtain the total number of top 10% outputs, called the P(top 10%), by multiplying the PP(top 10%) by the number of submitted publications in the WoS. Both the P(4 * ) and the P(top 10%) are clearly size-dependent.
C. Measures of agreement
Agreement between metrics and peer review can be measured using a variety of measures. For example, the Metric Tide report employs measures such as precision and sensitivity, which are well suited for the individual publication level. Most analyses of the REF and its predecessors employ correlation coefficients. As we argued in the previous section, correlations may be difficult to interpret when taking a size-dependent perspective. Moreover, correlations provide little intuition of the size of the differences between metrics and peer review. For this reason, we consider two different measures (see Appendix A for details): the median absolute difference (MAD) and the median absolute percentage difference (MAPD).
The MAD gives an indication of the absolute differences that we can expect when switching from peer review to metrics. We believe that this measure is especially informative when taking a size-independent perspective. For example, if an institution has a PP(4 * ) of 30% and the MAD is 3 percentage points, then in half of the cases switching to metrics would yield an outcome equivalent to a PP(4 * ) between 27 and 33%. The idea of the MAD is that an increase or decrease of 3 percentage points would likely be of similar interest to institutions with different PP(4 * ) scores. That is, if one institution has a PP(4 * ) of 50% and another has a PP(4 * ) of 30%, a difference of 3 percentage points would be of similar interest to both. This is quite different for the size-dependent perspective. The size of institutions varies much more than the proportion of 4 * publications of institutions. As such, a certain absolute difference will probably not be of the same interest to different institutions when taking a sizedependent perspective. For example, in terms of funding, if we report an absolute difference of £10 000, this would be of major interest to institutions receiving only £20 000, but probably not so much for institutions receiving £1 000 000. From this point of view, the MAPD can be considered more appropriate, as it gives an indication of the relative differences that we can expect when switching from peer review to metrics. The idea of MAPD is that an increase or decrease of 10% would likely be of similar interest to both small institutions that receive little funding and large institutions that receive much funding. The MAPD is the same for both sizedependent and size-independent metrics, since the common factor falls out in the calculation (see Appendix A for details).
D. Peer review uncertainty
Regardless of the measure of agreement, the perspective (i.e. size-independent or size-dependent), and the level of aggregation, it is important to acknowledge that peer review is subject to uncertainty. Hypothetically, if the REF peer review had been carried out twice, based on the same publications but with different experts, the outcomes would not have been identical. This is what we refer to as peer review uncertainty. It is sometimes also called internal peer review agreement. Evidence from the Italian research assessment exercise, known as the VQR, suggests that peer review uncertainty is quite high (Bertocchi et al., 2015) . Unfortunately, detailed peer review results of the REF at the publication level are not available. Also, the Metric Tide report (Wilsdon et al., 2015) did not quantify internal peer review agreement, which could have served as a baseline for our study. Internal peer review agreement in the REF has not been investigated in other publications either, although peer review in the REF has been studied from other perspectives (e.g. Derrick 2018).
To quantify peer review uncertainty and get an idea of the order of magnitude of the agreement that we can expect in peer review itself, we perform a type of bootstrap analysis (see Appendix B for details). Since we do not know exactly the degree of uncertainty in peer review, we consider two scenarios, one with low uncertainty (σ 2 = 0.1, see Appendix B) and one with high uncertainty (σ 2 = 1). The results presented in the next section are based on 1 000 bootstrap samples. We report both the median outcome obtained from 1 000 samples and the interval that covers 95% of the outcomes.
V. RESULTS
We now describe the results from our analysis. Our analysis compares the agreement between metrics and peer review with the internal agreement of peer review, based on a simple model of peer review. For simplicity, we consider only 4 * publications, as they are deemed four times more valuable than 3 * publications in the REF. We first describe our results from the size-independent perspective and then turn to the sizedependent perspective. All necessary replication materials have been deposited at Zenodo (Traag and Waltman, 2018 ) and can be accessed at https://github. com/vtraag/replication-uk-ref-2014.
A. Size-independent perspective
To facilitate comparison with earlier studies, we first discuss our results in terms of Pearson correlations. We find that Economics & Econometrics, Clinical Medicine, Physics, Chemistry, and Public Health show a high sizeindependent Pearson correlation between the percentage of 4 * rated submissions and the percentage of top 10% publications: Pearson correlations are higher than 0.8 (see Fig. 2 and Table C.1). A number of other fields show correlations on the order of 0.7, which is in line with previous studies on earlier rounds of the RAE/REF. These correlations are much higher than the correlations found by the Metric Tide report (Wilsdon et al., 2015) .
Economics and Econometrics
Clinical Our results strongly differ from the analysis by Elsevier of the REF results (Jump, 2015) , even though it also found some relatively strong correlations. In particular, the analysis found correlations for Physics and Clinical Medicine on the order of 0.3. Public Health did a little better, but still the correlation was only about 0.5. Finally, Biology had the single highest correlation of about 0.75, whereas this correlation is much lower in our results. It may be of interest to compare the different results in more detail and to better understand why Elsevier's results (Jump, 2015) differ from ours. The differences most likely stem from the use of all publications of an institution versus only the publications submitted to the REF. Another reason for the differences may be the use of different databases (Scopus vs. WoS) and the use of different field classification systems in the field-normalised citation metrics. The citation metrics of Jump (2015) were normalised on the basis of the journal-based classification system of Scopus, whereas we normalised on the basis of a detailed publication-based classification system (Ruiz-Castillo and Waltman, 2015) .
The results of the peer review uncertainty may be surprising (see Fig. 2 a correlation between metrics and peer review of 0.86, which is on par with the bootstrapped correlations, especially for high peer review uncertainty. This indicates that for Physics, metrics work at least equally well as peer review, assuming some uncertainty in peer review. For Economics, Clinical Medicine, Chemistry, and Public Health, the correlations between metrics and peer review are lower than the bootstrapped correlations, but the differences are not very large. Hence, the metrics correlate quite well with peer review for these fields. Other UoAs show correlations between metrics and peer review that are substantially lower than the correlations obtained using the bootstrapping procedure.
The MAD provides a more intuitive picture of what these correlations mean in practice (see Fig. 3 and Table C.1). In the interpretation of the MAD, it is important to keep in mind that overall about 30% of the publications have been awarded 4 * in the REF. The MAD in Physics reaches almost 3 percentage points in PP(4 * ) when switching from peer review to metrics. This is just somewhat more than 1 percentage point higher than the median bootstrapped MAD for low peer review uncertainty and less than 1 percentage point higher than the median bootstrapped MAD for high peer review uncertainty. Hence, in Physics, the difference between metrics and peer review seems to be just slightly larger than the difference between different peer review exercises. Moreover, for high peer review uncertainty, the difference between metrics and peer review still falls within the 95% interval of bootstrapped peer review results. This means that it is possible that the difference between metrics and peer review is of a similar magnitude as the difference between different peer review exercises. In Clinical Medicine, we also find an MAD of almost 3 percentage points in PP(4 * ) when switching to metrics, although in this UoA the difference with the bootstrapped MADs is more substantial. In Public Health, the MAD is slightly higher than 3 percentage points in PP(4 * ). The difference with the bootstrapped MADs is not very large, and for high peer review uncertainty, it falls within the 95% interval of bootstrapped peer review results. For other fields, we observe that the MAD when switching from peer review to metrics is higher than the bootstrapped MADs, but for many of these fields, the MAD may still be considered to be relatively small (e.g. < 5 percentage points). On the other hand, there are also fields for which the MAD is quite large (see Fig. C.1 for the MADs for all UoAs). These are especially fields that are not well covered in the WoS.
Looking at the result for Physics in more detail, we see that most institutions have bootstrapped peer review results that agree reasonably well with metrics (see Fig. 4 , see Fig. C .2 for all UoAs). However, some larger differences remain. University of Oxford and Queen Mary University are systematically valued more highly by peer review than by metrics. Conversely, University of St Andrews, University of Portsmouth, and Aberystwyth University are systematically valued less highly by peer review than by metrics.
B. Size-dependent perspective
As expected, the size-dependent correlations are much higher than the size-independent correlations (see Table C.1). Half of all UoAs reach correlations higher than 0.9. Some have very high size-dependent correlations, even when the size-independent correlations are low, as previously explained in Section IV B. For example, Mathematical Sciences shows a size-dependent correlation of 0.96, whereas the size-independent correlation is only 0.39. As discussed above, we believe the correlations are not so informative for the size-dependent perspective, and we therefore focus on the MAPD.
Peer review uncertainty leads to MAPDs of somewhere between 10% and 15% for many fields (see Fig. 5 ). Hence, peer review uncertainty may have a substantial effect on the amount of funding allocated to institutions. Comparing peer review with metrics, we find that Physics has an MAPD of 12%, which is similar to what can be expected from peer review uncertainty. Clinical Medicine has an MAPD of almost 15%, which is substantially higher than the MAPD resulting from peer review uncertainty. Likewise, Public Health has an MAPD of about 16%, which is higher than the expectation from peer review uncertainty. Other fields show MAPDs between metrics and peer review that are above 20%, especially fields that are not well covered in the WoS (see Fig. C.3 size-dependent correlation of 0.98, yet it has an MAPD of 32%.
The MAPD summarises the overall differences, but for individual institutions, the differences can be substantially larger or smaller. We again consider Physics in somewhat more detail (see Fig. 6 , see Fig. C .4 for all UoAs). Although the absolute differences are sometimes difficult to discern in Fig. 6 , some of the institutions that we already encountered when taking the size-independent perspective (see Fig. 4 ) still show clear differences. University of Oxford would have 22% fewer 4 * publications based on metrics than based on peer review, while the difference varies between −14% and +9% based on low peer review uncertainty. Likewise, Queen Mary University would have 22% fewer 4 * publications based on metrics than based on peer review. Based on low peer review uncertainty, the difference varies between −33% and +28%. The University of Portsmouth would have 51% more 4 * publications based on metrics than based on peer review, while the difference varies between −55% and +36% based on low peer review uncertainty. The University of St Andrews would have 13% more 4 * publications based on metrics. This is within the range of −30% to +18% obtained based on low peer review uncertainty. Finally, Aberystwyth University would have 255% more 4 * publications based on metrics, and it would have about ±100% 4 * publications based on low peer review uncertainty. Although other institutions also show differences between metrics and peer review, these are not much larger or smaller than what could be expected based on peer review uncertainty.
VI. DISCUSSION
National research assessment exercises evaluate the scientific performance of universities and other research institutions. To a large extent, this is often based on scientific publications. The role of citation metrics is regularly discussed in the literature, and the extent to which they correlate with peer review has been repeatedly analysed. Recently, in the context of the Research Excellence Framework (REF) 2014 in the UK, the influential Metric Tide report (Wilsdon et al., 2015) concluded that metrics should only supplement, rather than supplant, peer review. The report's conclusion was substantiated by its finding that metrics correlate poorly with peer review. In contrast, earlier studies have shown that metrics may correlate quite well with peer review.
The discussion on metrics and peer review is characterised by a variety of correlations and an even larger variety of interpretations of these correlations. Correlations between metrics and peer review in the Metric Tide report are generally on the order of 0.4. Most previous studies have found correlations on the order of 0.7, but some have even reported correlations up to 0.9. Conclusions vary, even if the correlations are the same: some argue that a correlation of 0.7 is too low to consider replacing peer review by metrics, whereas others argue that a correlation of 0.7 is sufficiently high to do so.
We identify four points that need careful consideration in discussions on the agreement between metrics and peer review: (1) the level of aggregation; (2) whether a sizedependent perspective or a size-independent perspective is taken; (3) appropriate measures of agreement; and (4) uncertainty in peer review.
Most previous studies have analysed the agreement between metrics and peer review at the institutional level, whereas the recent Metric Tide report analysed the agreement at the level of individual publications. For the purpose of deciding between the use of metrics or peer review in the REF, the value of such a publication-level analysis is limited. The REF results are made available at the institutional level, which is therefore the most appropriate level of analysis. If correlations at the publication level are low, this does not necessarily mean that correlations at the institutional level will be low as well. Indeed, we find correlations at the institutional level that are substantially higher than the correlations at the publication level reported in the Metric Tide report. In line with previous results, we obtain size-independent correlations above 0.8 for a number of fields.
The REF has multiple objectives. It aims to provide a reputational yardstick, which is, for example, visible in the various league tables that are produced on the basis of the REF. It also aims to provide a basis for distributing funding. The objective of a reputational yardstick corresponds to a size-independent perspective, while the objective of funding allocation corresponds to a sizedependent perspective. Both perspectives are important in deciding whether metrics can replace peer review.
Some authors have found high size-dependent correlations, on the order of 0.9. We indeed find similar sizedependent correlations for many fields. It is important to realise that size-dependent correlations tend to reach high levels because metrics and peer review share a common factor, namely the size of an institution. This explains why size-dependent correlations may be as high as 0.9 while the corresponding size-independent correlations may be much lower. For example, we find a sizedependent correlation of 0.96 for Mathematical Sciences, whereas the size-independent correlation is only 0.39.
Measures of agreement should quantify agreement in a way that is most relevant in the specific context in which the measures are used. From this point of view, correlations are not necessarily the most appropriate mea-sure of agreement. To compare metrics and peer review, we therefore use two other measures of agreement: the median absolute difference for the size-independent perspective and the median absolute percentage difference for the size-dependent perspective. In the REF, about 30% of the publications have been awarded 4 * . From the size-independent perspective, we find that a number of fields in the REF show a median absolute difference of about 3 percentage points between metrics and peer review. In these fields, when switching from peer review to metrics, the percentage of 4 * publications of an institution will typically increase or decrease by about 3 percentage points. The median absolute percentage difference between metrics and peer review from the sizedependent perspective is about 15% for these fields. This essentially means that the amount of funding allocated to an institution will typically increase or decrease by about 15%.
Differences between metrics and peer review can be interpreted in various ways. In this paper, we take peer review as the "gold standard" that should be matched as closely as possible by metrics. In the context of the REF this seems the most relevant perspective, because the REF currently relies on peer review and because the use of peer review in the REF seems to be widely accepted. However, it is also possible that differences between metrics and peer review indicate that metrics better reflect the "true" scientific quality of publications than peer review. Without an independent third measure that can serve as the "gold standard", there is no way of establishing whether metrics or peer review offer a better reflection of scientific quality.
Regardless of the level of aggregation at which agreement between metrics and peer review is analysed and regardless of whether a size-dependent or a sizeindependent perspective is taken, agreement between metrics and peer review should be placed in an appropriate context. To determine whether agreement between metrics and peer review should be regarded as high or low, it is essential to make a comparison with internal peer review agreement. Unfortunately, there are currently no data available to quantify peer review uncertainty in the REF. Ideally, one needs to have an independent replication of the peer review process in the REF to determine the degree to which peer review is subject to uncertainty and to quantify internal peer review agreement. We recommend that uncertainty in peer review is analysed in the next round of the REF in 2021 to clarify this important point.
Given the lack of empirical data, we rely on a simple model to get an idea of the degree of uncertainty in peer review. For some fields, our model suggests that agreement between metrics and peer review is quite close to internal peer review agreement. In particular, this is the case for Physics, Clinical Medicine, and Public Health, Health Services & Primary Care. For these fields, the differences between metrics and peer review are relatively minor, from both a reputational (size-independent) and a funding (size-dependent) perspective. From the viewpoint of agreement between metrics and peer review, in these fields one may consider switching from peer review to metrics.
In some fields, metrics were used to inform the REF peer review. Even in fields in which metrics were not used in a formal way, reviewers may still have informally been influenced by metrics. It could be argued that this explains the high agreement between metrics and peer review. This may suggest that peer review should be organised differently. For example, peer reviewers should have sufficient time to properly evaluate each publication without the need to rely on metrics. Still, it may be difficult to limit the influence of metrics. Peer reviewers may have a strong tendency to echo what metrics tell them. The added benefit of peer review then seems questionable, especially considering the time and money it requires.
Importantly, we do not suggest that metrics should replace peer review in the REF. As shown in this paper, the argument that metrics should not be used because of their low agreement with peer review does not stand up to closer scrutiny for at least some fields. However, other arguments against the use of metrics may be provided, even for fields in which metrics and peer review agree strongly. Foremost, by relying on a metric, the goal of fostering "high quality" science may become displaced by the goal of obtaining a high metric. Metrics may invite gaming of citations and strategic behaviour that has unintended and undesirable consequences (de Rijcke et al., 2016) . For example, evaluation on the basis of certain metrics may unjustly favour problematic research methods, which may lead to the "evolution of bad science" (Smaldino and McElreath, 2016) . The use of a metric-driven approach in some fields, while maintaining a peer review approach in other fields, may also complicate the evaluation exercise and amplify disciplinary differences. Other arguments against replacing peer review by metrics are of a more pragmatic or more practical nature. One argument is that citation analysis may wield insufficient support and confidence in the scientific community (Wilsdon et al., 2015) . Another argument is that there will always be some outputs that are not covered in bibliographic databases and for which it is not possible to obtain metrics. Of course, there are also other arguments in favour of metrics. For example, the total costs of the recent REF 2014 have been estimated at £246 million (Farla and Simmonds, 2015) . By relying on metrics instead of peer review these costs could be reduced. First of all, the costs of panelists' time (£19 million) could be saved. However, the bulk of the costs (£212 million) were born by the institutions themselves in preparing the submissions to the REF. To reduce these costs, it has been suggested to simply consider all publications of institutions rather than only a selection (Harzing, 2017) . All above arguments for and against metrics and peer review should be carefully weighed in the discussion on whether metrics should (partly) replace peer review in the REF.
Finally, as a limitation of our work, we emphasise that we do not consider the broader societal, cultural, and economic impact that is also evaluated in the REF. Such a broader evaluation cannot be done on the basis of metrics (Ravenscroft et al., 2017; Bornmann, Haunschild, and Adams, 2018; Pollitt et al., 2016) and should therefore be carried out using peer review. Outputs that are not covered in bibliographic databases such as the WoS, Scopus, Dimensions, and Microsoft Academic also need to be assessed by peer review.
2 , is small relative to the variance, i.e.
1 n i (ȳ − y i ) 2 . However, if the variance is very large, a high correlation coefficient may be obtained even though the squared differences are still substantial. This illustrates the underlying problem of size-dependent correlations, as discussed in Section IV B.
Another problem of the Pearson correlation coefficient is that it allows for a non-zero intercept a. In our context, having no top 10% publications should correspond to having no 4 * publications. This means that the intercept a should always be zero. We then work with the simple linear relationshipŷ i = bx i , and we need to estimate only the slope b. The Pearson correlation has the drawback that it allows for a non-zero intercept a, for which there is no proper conceptual justification in our context.
As stated in the main text, we use two measures of agreement in addition to correlations: the median absolute difference (MAD) and the median absolute percentage difference (MAPD). The MAD is defined as
and the MAPD is defined as
whereŷ i = bx i . Ifŷ i = y i = 0, we define the MAPD to be 0. The MAPD is independent of a multiplicative factor: if we multiply each y i by a certain n i , this does not affect the MAPD. In other words,
provided that the estimateŷ i remains unchanged (which it indeed does, given our estimation of b, as we discuss next). We rely on a simple estimation of b that has a straightforward interpretation. We determine how many 4 * publications are worth a single top 10% publication. To do so, we calculate for each UoA the ratio of the total number of 4 * publications and the total number of top 10% publications. This ratio then provides our estimate of b, and it provides a straightforward way to transform a certain number of top 10% publications into a corresponding number of 4 * publications. The estimates of b for each UoA are reported in FIG. B.1. Conditional probability that publication i is awarded four stars given that it has value vi. Three scenarios are considered for the inaccuracy of peer review σ 2 . The threshold for being awarded four stars equals p 4 * = 1.
Parameters
For each institution k and UoA u, we estimate µ ku based on the observed proportion of 4 * publications of institution k in UoA u, denoted by PP ku (4 * ). It follows from Eqs. B1-B3 that the perceived value p i is distributed as
Denote by F ku the corresponding cumulative distribution. Hence, F ku (p) equals the probability that p i ≤ p. It follows that 1−F ku (p 4 * ) equals the probability that a publication is awarded four stars. For a given σ 2 and p 4 * , the maximum likelihood estimate of µ ku is obtained by choosing µ ku such that 1 − F ku (p 4 * ) = PP ku (4 * ). Results obtained using our model seem to be largely independent of the threshold p 4 * . We therefore simply set this threshold to p 4 * = 1. We use values of 0.1 and 1.0 for σ 2 , corresponding respectively to a relatively high and a relatively low accuracy of peer review.
Estimating peer review uncertainty by resampling
In the REF peer review results, we observe only whether a publication has been awarded four stars or not. We do not observe the perceived value p i of a publication i, and clearly we do not know a publication's true value v i . To estimate the uncertainty of peer review in a certain field, we sample possible values for the publications of the institutions active in this field. Using Bayes' theorem, the probability that publication i has value v i given that it has four stars FIG. B.2. Conditional probability that publication i has value vi given that it was awarded four stars. Three scenarios are considered for the inaccuracy of peer review σ 2 . The capability to produce high-value publications equals µ ku = 1. The threshold for being awarded four stars equals p 4 * = 1.
can be expressed as
As illustrated in Fig. B .2, the distribution of the value v i conditional on publication i having four stars depends on the inaccuracy of peer review σ 2 . If peer review is perfectly accurate (i.e. σ 2 = 0), we have p i = v i . Consequently, if publication i has four stars, we have p i > p 4 * , which then implies v i > p 4 * . On the other hand, if peer review lacks perfect accuracy (i.e. σ 2 > 0), some publications have four stars even though v i ≤ p 4 * . These are publications for which reviewers have overestimated the value. For these publications, the error i is sufficiently large so that p i > p 4 * even though v i ≤ p 4 * . Analogous considerations apply to Pr(v i = v | i has no 4 * ). For each institution k in UoA u, we sample values v i for all n ku publications. For 4 * publications, we sample according to Pr(v i = v | i has 4 * ). For publications with fewer stars, we sample according to Pr(v i = v | i has no 4 * ). For institutions with higher µ ku , we are more likely to sample higher values, as illustrated in Fig. B.3 . Next, for each publication i, we sample a perceived value p i . This perceived value is given by p i = v i i , where the error i is sampled according to Eq. B3. We then calculate the proportion of publications for which p i > p 4 * . This yields the proportion of publications of institution k in UoA u that would be awarded four stars based on the sampled perceived values. We denote this proportion by PP ku (4 * ). Finally, for each field u, we calculate the agreement between PP ku (4 * ) and PP ku (4 * ) for all institutions k. This offers an indication of the uncertainty of peer review in field u. For the results presented in Section V, we resample 3. Conditional probability that publication i has value vi given that it was awarded four stars. Three scenarios are considered for the capability to produce high-value publications µ ku . The inaccuracy of peer review equals σ 2 = 0.1. The threshold for being awarded four stars equals p 4 * = 1. 1 000 times. We report both the median outcome obtained from 1 000 samples and the interval that covers 95% of the outcomes. 
