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Abstract
In this paper, we investigate the existence and non-existence of non-constant positive steady-states of
a diffusive predator–prey interaction system under homogeneous Neumann boundary condition. In homo-
geneous environment, we show that the predator–prey model with Leslie–Gower functional response has
no non-constant positive solution, but the system with a general functional response may have at least one
non-constant positive steady-state under some conditions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the following diffusive predator–prey system of Holling–Tanner type:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut − d1u = ug(u) − p(u)v,
vt − d2v = v
(
δ − β v
u
)
in (0,∞) ×Ω ,
∂u
∂ν
= ∂v
∂ν
= 0 on (0,∞) × ∂Ω ,
(1.1)
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and d2 are positive constants; ν is the outward directional derivative normal to ∂Ω . Moreover,
the C1-functions g(u) and p(u) are assumed to satisfy the following hypotheses throughout this
paper:
(H1) There exist positive constants K and g˜ such that g(K) = 0 and gu(u)−g˜ for all u > 0.
(H2) p(0) = 0, and there exists a positive constant M such that 0 < pu(u)M for all u > 0.
In the system (1.1), u and v represent the densities of prey and predator in the spatial re-
gion Ω ; δ stands for an intrinsic growth rate of predator v; β/δ is the number of prey required
to support one predator; and the carrying capacity of predator is proportional to the densities of
prey.
The following corresponding ODE system to (1.1)⎧⎨⎩
xt = xg(x) − p(x)y, x(0) > 0,
yt = y
(
δ − β y
x
)
, y(0) > 0,
can be classified into four types depending on the functional response p(x) when g(x) = 1 − x:
Type 1: p(x) = x,
Type 2: p(x) = x
x + a ,
Type 3: p(x) = x
2
(a + x)(b + x) ,
Type 4: p(x) = 1 − e−ax,
where a and b are positive constants. Types 1–4 are respectively called Leslie–Gower, Holling–
Tanner, the sigmoidal and Ivlev functional response [4,5,12]. Note that Types 1–4 satisfy hy-
potheses (H1) and (H2).
In [1], Y. Du and S.B. Hsu considered the following diffusive predator–prey model with
Leslie–Gower functional response (Type 1):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut − d1u = u[λ − αu − βv],
vt − d2v = vμ
(
1 − v
u
)
in (0,∞) × Ω ,
∂u
∂ν
= ∂v
∂ν
= 0 on (0,∞) × ∂Ω .
(LG)
They showed that the steady-states of (LG) have no non-constant positive solution when the
given coefficients λ, α, β and μ are all constants (i.e., in homogeneous environment) and satisfy
suitable conditions, while a non-constant positive solution can be created when the species con-
centrate on some region of spatial habitat Ω (i.e., in heterogeneous environment). In details, by
choosing a suitable coefficient function which vanishes in a subdomain of Ω , they showed that
certain patterned solutions can be obtained in heterogeneous environment.
In [10], the system (1.1) with Holling–Tanner functional response (Type 2) was considered
and the existence and non-existence of non-constant positive steady-states in homogeneous en-
vironment were studied.
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investigate the existence and non-existence of non-constant positive solutions to the following
elliptic system in homogeneous environment:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−d1u = ug(u) − p(u)v,
−d2v = v
(
δ − β v
u
)
in Ω ,
∂u
∂ν
= ∂v
∂ν
= 0 on ∂Ω .
(1.2)
In view of our main results, the predator–prey model (1.2) with Leslie–Gower functional re-
sponse (Type 1) has no non-constant positive solution as in [1], but the other type predator–prey
models may have at least one non-constant positive steady-state under some conditions. Note
that (1.1), and so (1.2), has a unique constant positive equilibrium point e∗ = (u∗, v∗) under the
assumptions (H1) and (H2), where g(u∗) = δβ p(u∗) and v∗ = δβ u∗. In fact, one can easily see
that the function f (u) := g(u) − δ
β
p(u) has a unique positive root u∗ since f (0) = g(0) > 0,
f (K) = − δ
β
p(K) < 0 and fu(u) < 0 for u > 0.
This paper is organized as follows. In Section 2, we investigate the local and global stability of
positive constant solution e∗ = (u∗, v∗). In Section 3, we show the existence and non-existence
of non-constant positive solutions of (1.1) for some parameter ranges.
2. Global and local stability of the positive constant solution
In this section, we study the local and global stability of positive constant solution of (1.1).
First, we discuss the global stability of e∗ = (u∗, v∗) which implies the non-existence of non-
constant positive solutions. To this end, we impose the following additional hypothesis:
(H2∗) −p˜  d
du
(
p(u)
u
) 0 for u > 0 and some positive constant p˜.
For simplicity, we denote f1(u, v) := ug(u) − p(u)v and f2(u, v) := v(δ − β vu) throughout
this paper.
Theorem 2.1. Assume that (H2∗) holds. If K2 < u∗  g˜p˜ βδ , then the positive constant solution e∗
is globally asymptotically stable, that is to say, (u∗, v∗) attracts every positive solution of (1.1).
Proof. Let (u(t, x), v(t, x)) be a positive solution of (1.1). As in [5], define the Lyapunov func-
tion
E(t) =
∫
Ω
W(u,v) dx,
where
W(u,v) :=
u∫
u∗
u − u∗
up(u)
du+ A
v∫
v∗
v − v∗
v
dv
for some positive constant A which will be chosen later. Then we have
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∫
Ω
(Wuut + Wvvt ) dx
=
∫
Ω
(
u − u∗
up(u)
d1u + Av − v∗
v
d2v
)
dx +
∫
Ω
(
Wuf1(u, v) + Wvf2(u, v)
)
dx
= I1(t) + I2(t),
where
I1(t) := −
∫
Ω
[
d1
u2p2(u)
(
up(u) − (u − u∗)
(
p(u) + upu(u)
))|∇u|2 + Ad2 v∗
v2
|∇v|2
]
dx
and
I2(t) :=
∫
Ω
(
Wuf1(u, v) + Wvf2(u, v)
)
dx.
Using the comparison argument for parabolic problem, one can easily see 0 < u(t, x) U(t, x)
for all (t, x) ∈ (0,∞) × Ω , where U is the unique solution of⎧⎪⎨⎪⎩
Ut − d1U = Ug(U) in (0,∞) ×Ω ,
∂U
∂ν
= 0 on (0,∞) × ∂Ω ,
U(0, x) = u(0, x) in Ω .
Then we can find a large T such that u(t, x)K + 
 in [T ,∞) ×Ω for any positive constant 

with 
  2u∗ −K from the well-known fact that u(t, x)U(t, x) → K as t → ∞, where K > 0
is the constant which satisfies (H1).
Claim 1. I1(t) 0 for t  T .
Claim 2. I2(t) 0 for A := β2δ .
If Claim 1 and 2 hold, then E′(t) 0 for all t  T which implies the desired result since the
equality holds only when (u, v) = (u∗, v∗).
Proof of Claim 1. Since d
du
(
p(u)
u
) = upu(u)−p(u)
u2
< 0 for u > 0 from (H2∗), upu(u) < p(u) for
u > 0. Using this fact and the assumption K2 < u∗, we have
up(u) − (u − u∗)
(
p(u) + upu(u)
)= −u2pu(u) + u∗(p(u) + upu(u))
−u2pu(u) + u∗
[
2upu(u)
]
= upu(u)[2u∗ − u]
 upu(u)[2u∗ − K − 
] 0
for t  T which derives the result.
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Ω
(
Wuf1(u, v) + Wvf2(u, v)
)
dx
=
∫
Ω
[
u − u∗
p(u)
(
f1(u, v)
u
− f1(u∗, v∗)
u∗
)
+ A(v − v∗)
(
f2(u, v)
v
− f2(u∗, v∗)
v∗
)]
dx
=
∫
Ω
[
u − u∗
p(u)
(
g(u) − g(u∗) −
(
p(u)
u
v∗ − p(u∗)
u∗
v∗
)
−
(
p(u)
u
v − p(u)
u
v∗
))
+ Aβ(v − v∗)
(
−v
u
+ v∗
u
− v∗
u
+ v∗
u∗
)]
dx
=
∫
Ω
[
1
p(u)
(
gu(ξ) − v∗ d
du
(
p(u)
u
)∣∣∣∣
u=η
)
(u − u∗)2
+ (u − u∗)(v − v∗)
u
(
−1 + Aβ v∗
u∗
)
+ (v − v∗)
2
u
(−βA)
]
dx
for some ξ and η. Note that −1 + Aβ v∗
u∗ = 0 for A = 1δ , and thus I2(t) 0 since
gu(ξ) − v∗ d
du
(
p(u)
u
)∣∣∣∣
u=η
−g˜ + p˜v∗ = −g˜ + p˜ δ
β
u∗  0 (2.1)
from the hypotheses (H1) and (H2∗). 
Remark 2.2. In Theorem 2.1, if d
du
(
p(u)
u
) ≡ 0, then (2.1) is always satisfied since gu(ξ) < 0, and
so the same result holds only if we assume K2 < u∗. We point out that the predator–prey models
with Leslie–Gower functional response (Type 1) satisfy the condition d
du
(
p(u)
u
) ≡ 0.
Now we investigate the local stability for the positive equilibrium point e∗ = (u∗, v∗) without
the hypothesis (H2∗).
Notation 2.3.
(i) 0 = μ0 < μ1 < μ2 < · · · → ∞ are the eigenvalues of − on Ω under homogeneous Neu-
mann boundary condition.
(ii) S(μ) is the set of eigenfunctions corresponding to μ.
(iii) Xij := {c · ϕij : c ∈ R2}, where {ϕij } are orthonormal basis of S(μi) for j = 1, . . . ,
dim[S(μi)].
(iv) X := {(u, v) ∈ C1(Ω) × C1(Ω): ∂u
∂ν
= ∂v
∂ν
= 0 on ∂Ω}, and so X =⊕∞i=0⊕dim[S(μi)]j=1 Xij .
Using the above notations, the linearization of (1.1) at the positive constant solution e∗ can be
expressed by
et =
(
D+ Fe(e∗)
)
e,
where e = (u(t, x), v(t, x))T , F = (ug(u) − p(u)v, v(δ − β v )),
u
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(
d1 0
0 d2
)
and Fe(e∗) =
(
g(u∗) + u∗gu(u∗) − pu(u∗)v∗ −p(u∗)
δ2
β
−δ
)
.
For i  0, observe that
⊕dim[S(μi)]
j=1 Xij is invariant under the operator D + Fe(e∗); and λ is
an eigenvalue of D + Fe(e∗) on ⊕dim[S(μi)]j=1 Xij if and only if λ is an eigenvalue of the matrix−μiD + Fe(e∗). Moreover,
det
(
λI + μiD − Fe(e∗)
)= λ2 + trace(μiD − Fe(e∗))λ + det(μiD − Fe(e∗)),
where
trace
(
μiD − Fe(e∗)
)= μi(d1 + d2) − (g(u∗) + u∗gu(u∗) − pu(u∗)v∗)+ δ
and
det
(
μiD − Fe(e∗)
)= d1d2μ2i + (d1δ − d2(g(u∗) + u∗gu(u∗) − pu(u∗)v∗))μi
− (g(u∗) + u∗gu(u∗) − pu(u∗)v∗)δ + p(u∗)δ2
β
.
If g(u∗) + u∗gu(u∗)  pu(u∗)v∗, then det(μiD − Fe(e∗)) > 0 and trace(μiD − Fe(e∗)) > 0,
and thus the two eigenvalues of the matrix −μiD + Fe(e∗) have negative real parts for i  0.
Therefore, Theorem 5.1.1 in [3] concludes the following result.
Theorem 2.4. If g(u∗)+u∗gu(u∗) pu(u∗)v∗, then the constant positive equilibrium solution e∗
of (1.1) is locally asymptotically stable.
Remark 2.5. In view of Theorems 2.1 and 2.4, we do not expect the existence of non-constant
positive steady-states for predator–prey models with Leslie–Gower functional response (Type 1).
More precisely, if p(u) = u, then (H2∗) is clearly satisfied and it is easy to check that g(u∗) +
u∗gu(u∗) pu(u∗)v∗.
3. Non-constant positive steady-states
In this section, we study the existence and non-existence of non-constant positive solutions of
(1.2) by using the index theory. To do this, we first obtain an a priori bound for positive solutions
of (1.2).
3.1. An a priori bound
The following two lemmas can be found in [6,7], respectively.
Lemma 3.1 (Maximum principle). Suppose that h ∈ C(Ω ×R).
(i) Assume that φ ∈ C2(Ω) ∩ C1(Ω) and satisfies
φ + h(x,φ(x)) 0 in Ω , ∂φ
∂ν
= 0 on ∂Ω .
If φ(x0) = maxΩ φ, then h(x0, φ(x0)) 0.
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φ + h(x,φ(x)) 0 in Ω , ∂φ
∂ν
= 0 on ∂Ω .
If φ(x0) = minΩ φ, then h(x0, φ(x0)) 0.
Lemma 3.2 (Harnack inequality). Let φ ∈ C2(Ω) ∩ C1(Ω) be a positive solution to
φ + c(x)φ = 0 in Ω subject to homogeneous Neumann boundary condition with c(x) ∈ C(Ω).
Then there exists a positive constant C∗ = C∗(‖c‖∞) such that
max
Ω
φ  C∗ min
Ω
φ.
Note that the positive solutions of (1.2) are contained in C2(Ω) × C2(Ω) by the standard
regularity theorem for elliptic equations [2,11], and so Lemma 3.2 can be applied to system (1.2).
For simplicity, denote Γ := (K, δ,β).
Theorem 3.3. Let d be a fixed positive constant. Then for d1, d2  d , there exists a positive
constant C˜(Γ, d) such that any positive solution (u, v) of (1.2) satisfies
C˜  u,v K max
{
1,
δ
β
}
.
Proof. It is easy to see that a simple comparison argument for elliptic problem yields
0 < uK and 0 < v  δ
β
‖u‖∞  δ
β
K
which imply u,v  K max{1, δ
β
}. To prove the existence of lower bound C˜, let u(x0) =
minΩ u(x), v(y0) = minΩ v(x) and v(y1) = maxΩ v(x), then by Lemma 3.1, we obtain
u(x0)g
(
u(x0)
)− p(u(x0))v(x0) 0, δ − β v(y0)
u(y0)
 0 and δ − β v(y1)
u(y1)
 0,
and so⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
g
(
u(x0)
)
 p(u(x0))
u(x0)
v(x0),
δ
β
u(x0)
δ
β
u(y0) v(y0),
v(y1)
δ
β
u(y1)
δ
β
max
Ω
u(x).
(3.1)
Since p(0) = 0 and 0 < pu(u) M for all u > 0 from (H2), p(u) Mu for all u > 0. Using
this fact and the hypothesis (H1), we have
−(u(x0) − K)g˜  (u(x0) − K)gu(ξ) = g(u(x0))− g(K) = g(u(x0))
 p(u(x0))
u(x0)
v(x0)Mv(x0)M max
Ω
v(x)M δ
β
max
Ω
u(x)
for some ξ from the first and third inequalities in (3.1), and thus
g˜K  g˜ minu(x) + M δ maxu(x). (3.2)
Ω β Ω
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u+ 1
d1
(
ug(u) − p(u)v)= 0 in Ω ,
∂u
∂ν
= 0 on ∂Ω ,
we see that maxΩ u(x)  C∗ minΩ u(x) for some positive constant C∗. By combining this
with (3.2),
g˜K
g˜ + M δ
β
C∗
min
Ω
u(x) = u(x0).
Moreover, the second inequality in (3.1) yields
δ
β
g˜K
g˜ + M δ
β
C∗
min
Ω
v(x) = v(y0).
Therefore, the desired result follows by taking C˜ := g˜K
g˜+M δ
β
C∗
min{1, δ
β
}. 
3.2. Non-existence of non-constant positive steady-states
Now we show the non-existence of non-constant positive solutions of (1.2) by the effect of
diffusions.
Theorem 3.4. Let D2 be a fixed positive constant with D2 > δμ1 . Then there exists a positive
constant D1(Γ,D2) such that (1.2) has no non-constant positive solution provided that d1 D1
and d2 D2.
Proof. Let ϕ = 1|Ω|
∫
Ω
ϕ dx for any ϕ ∈ L1(Ω). By multiplying (u − u) and (v − v) to the first
and second equations in (1.2) respectively, and then integrating on Ω , we have∫
Ω
[
d1|∇u|2 + d2|∇v|2
]
=
∫
Ω
[
(u − u)(f1(u, v) − f1(u, v))+ (v − v)(f2(u, v) − f2(u, v))]
=
∫
Ω
[
(u − u)((u − u)g(u) + u(g(u) − g(u))− v(p(u) − p(u))− p(u)(v − v))
+ (v − v)
(
δ(v − v) + βv
2
u
− βv
2
u
− βv
2
u
+ βv
2
u
)]
=
∫
Ω
[
(u − u)2(g(u) + ugu(ξ) − vpu(η))+ (u − u)(v − v)(−p(u) + βv2
uu
)
+ (v − v)2
(
δ − β(v + v)
u
)]
(3.3)
for some ξ and η. Since u has a uniform upper bound by Theorem 3.3, the last integral in (3.3)
is smaller than or equal to the following:
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Ω
[
(u − u)2g(0) + L|u − u||v − v| + δ(v − v)2]

∫
Ω
[
(u − u)2
(
g(0) + L
2

)
+ (v − v)2
(
δ + 
L
2
)]
(3.4)
for some positive constant L and an arbitrary positive constant 
. Note that the last inequality
follows from the fact
2L|u − u||v − v| = 2
√
L


|u − u| · √
L|v − v| L


|u − u|2 + 
L|v − v|2.
Synthetically, we have∫
Ω
d1|∇u|2 + d2|∇v|2 
∫
Ω
[
(u − u)2
(
g(0) + L
2

)
+ (v − v)2
(
δ + 
L
2
)]
, (3.5)
and so∫
Ω
d1μ1(u − u)2 + d2μ1(v − v)2 
∫
Ω
[
(u − u)2
(
g(0) + L
2

)
+ (v − v)2
(
δ + 
L
2
)]
by using Poincaré inequality. Since d2μ1 > δ from the assumption, we can find a sufficiently
small 
0 such that d2μ1  δ + 
0L2 . Finally, by taking D1 := 1μ1 (g(0) + L2
0 ), one can conclude
that u = u and v = v which complete the proof. 
3.3. Existence of non-constant positive steady-states
To show the existence of non-constant positive solutions, we use Leray–Schauder degree the-
ory. For the sake of convenience, define a compact operator F : X → X by
F(e) :=
(
(I − d1)−1[f1(u, v) + u]
(I − d2)−1[f2(u, v) + v]
)
,
where e = (u(x), v(x))T . Then the system (1.2) is equivalent to the equation (I − F)e = 0. To
apply the index theory, we investigate the eigenvalue of the problem:
−(I −Fe(e∗))Ψ = λΨ, Ψ = 0, (3.6)
where Ψ = (ψ1,ψ2)T and e∗ = (u∗, v∗). If 0 is not an eigenvalue of (3.6), then the Leray–
Schauder theorem [8, Theorem 2.8.1 ] implies
index(I −F , e∗) = (−1)γ , (3.7)
where γ =∑λ>0 nλ and nλ is the algebraic multiplicity of the positive eigenvalue λ of (3.6).
After some calculation, (3.6) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−d1(λ + 1)ψ1 +
[
λ − (g(u∗) + u∗gu(u∗) − pu(u∗)v∗)]ψ1 + p(u∗)ψ2 = 0,
−d2(λ + 1)ψ2 − δ
2
β
ψ1 + (λ + δ)ψ2 = 0 in Ω,
∂ψ1
∂ν
= ∂ψ2
∂ν
= 0 on ∂Ω,
(3.8)ψi = 0 for i = 1,2.
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where
Pk(λ) := det
(
λ + d1μk−(g(u∗)+u∗gu(u∗)−pu(u∗)v∗)1+d1μk
p(u∗)
1+d1μk
− 11+d2μk δ
2
β
λ + d2μk+δ1+d2μk
)
.
That is to say, λ is an eigenvalue of (3.6), and so (3.8), if and only if λ is a positive root of the
characteristic equation Pk(λ) = 0 for k  0. Therefore, if Pk(0) = 0 for all k  0, we can see that
index(I −F , e∗) = (−1)γ , γ =
∑
k0
∑
λk>0
mλk dim
[
S(μk)
]
,
where mλk is the multiplicity of λk as a positive root of Pk(λ) = 0. For more details on the
verification of the above formula, one can refer to [9,10].
In view of Theorem 2.4, we see that there might be no non-constant positive solution of (1.2)
if α := g(u∗)+ u∗gu(u∗)− pu(u∗)v∗  0, and so it is natural to assume α > 0 to investigate the
non-constant positive solutions of (1.2).
Lemma 3.5. Assume that δ > α := g(u∗)+u∗gu(u∗)−pu(u∗)v∗ > 0. Then there exists a positive
constant D̂1 := D̂1(Γ, d2) such that index(I −F , e∗) = 1 provided that d1  D̂1.
Proof. First, note that
−δα + δ
2
β
p(u∗) = −δu∗gu(u∗) + δpu(u∗)v∗ > 0
since g(u∗) = δβ p(u∗). If k = 0 (i.e., μ0 = 0), then we have
P0(λ) = λ2 + (δ − α)λ − δα + p(u∗)δ
2
β
> 0
for all λ 0. In the case of k  1 (i.e., μk > 0), the polynomial Pk(λ) has the form
Pk(λ) = (λ + 1)
(
λ + d2μk + δ
1 + d2μk
)
+O
(
1
d1
)
,
and thus there exists a large positive constant D̂1(Γ, d2) such that Pk(λ) > 0 for all d1  D̂1
and λ  0. Therefore, one can conclude that γ =∑k0∑λk>0 nλk = 0 for all d1  D̂1 which
implies the desired result. 
Now we prove the existence of non-constant positive solutions of (1.2) for some d1 when d2
is sufficiently large.
Theorem 3.6. Assume that δ > α > 0, d1 ∈ ( αμk0+1 ,
α
μk0
) and
∑k0
k=1 dim[S(μk)] is odd for some
k0  1. Then there exist a positive constant D̂2(Γ, d1) such that (1.2) has at least one non-
constant positive solution provided that d2  D̂2.
Proof. Similarly as in the proof of Lemma 3.5, P0(λ) > 0 for all λ 0 and Pk(λ) has the form:
Pk(λ) = (λ + 1)
(
λ + d1μk − α
)
+O
(
1
)1 + d1μk d2
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α
μk0
) from the assumption, one can see that (λ+1)(λ+ d1μk−α1+d1μk ) = 0
has only one positive root for 1 k  k0, but the roots are all negative for k > k0. Thus we can
find a positive constant D̂2 such that the polynomial Pk(λ) = 0 has only one simple positive root
for 1 k  k0, while all roots of Pk(λ) = 0 have negative real parts for k > k0, when d2  D̂2.
Therefore if d2  D̂2, then we have
index(I −F , e∗) = (−1)
∑k0
k=1 dim[S(μk)] = −1.
To finish the proof, a contradiction argument will be used by assuming that (1.2) has no non-
constant positive solution. For θ ∈ [0,1] and D˜1 max{D1, D̂1}, define a homotopy
Fθ (e) :=
(
(I − θd1− (1 − θ)D˜1)−1[f1(u, v) + u]
(I − θd2 − (1 − θ)( δμ1 + 1))−1[f2(u, v) + v]
)
,
where D1 and D̂1 are positive constants defined in Theorem 3.4 and Lemma 3.5, respec-
tively. By Theorem 3.3, the positive solutions of problem Fθ (e) = e are contained in Λ :=
{e ∈ X: C˜/2 < u, v < 2K max{1, δ
β
}}. SinceFθ (e) = e for all e ∈ ∂Λ andFθ (e) :Λ×[0,1] → X
is compact, one can see that the degree deg(I − Fθ (e),Λ,0) is well defined. Moreover, using
the homotopy invariance property of the degree, deg(I − F0(e),Λ,0) = deg(I − F1(e),Λ,0).
Since D˜1 > D1, F0(e) = e has no non-constant positive solution by Theorem 3.4, and so
deg(I − F0(e),Λ,0) = index(I − F0, e∗) = 1 by Lemma 3.5. On the other hand, since we as-
sume that there is no non-constant positive solution of (1.2), we have deg(I − F1(e),Λ,0) =
index(I −F , e∗) = −1 which derives a contradiction. 
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