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WEAK BRASCAMP-LIEB INEQUALITIES AND AN APPLICATION
DOMINIQUE MALDAGUE
Abstract. We present a weak version of Brascamp-Lieb inequalities studied by Bennett,
Carbery, Christ, and Tao in [4, 5]. These inequalities combined with a local boundedness
property of the weak Brascamp-Lieb constants lead to a generalization of the multilinear
Kakeya inequality.
By Brascamp-Lieb inequalities, we mean inequalities of the form
(1)
∫
Rn
J∏
j=1
fj(πj(x))
pjdx ≤ C
J∏
j=1
(∫
R
nj
fj(xj)dxj
)pj
.
where the fj are nonnegative, measurable functions, ~π = (πj) is a J-tuple of linear maps
from Rn to Rnj , and ~p ∈ [0, 1]J . A related quantity is the smallest constant C which
satisfies the above inequality for all nonnegative input functions fj ∈ L1(Rnj ), denoted by
BL(~π, ~p).
Some of the most fundamental inequalities of this form are Ho¨lder’s inequality and
Young’s convolution inequality. In [6], Brascamp and Lieb determined the optimal ver-
sion of Young’s convolution inequality (also proved independently by Beckner in [2]), and
proved a generalized Young’s inequality for more than three functions. Barthe gave a con-
crete description of when BL(~π, ~p) < ∞ in the rank one case (all nj = 1) [1]. In 2008,
Bennett, Carbery, Christ, and Tao (BCCT) determined the criterion for BL(~π, ~p) < ∞
[4]. BCCT also investigated extremal configurations and variants of the Brascamp-Lieb
inequality in [4] and [5] respectively.
In this paper, we consider the following weak version of (1):
(2)
∫
{x∈Rn:|x|≤R}
J∏
j=1
fj(πj(x))
pjdx ≤ C
J∏
j=1
(∫
R
nj
fj(xj)dxj
)pj
where the fj are nonnegative, measurable functions that are constant on cubes in the unit
cube lattice of Rnj , meaning on all sets of the form v+[0, 1)nj where v ∈ Znj . The optimal
constant BLw(R,~π, ~p) for this inequality is defined by
(3) BLw(R,~π, ~p) := sup
~f
∫
Rn
J∏
j=1
fj(πj(x))
pjdx
J∏
j=1
(∫
R
nj fj(xj)dxj
)pj
where the supremum is taken over ~f = (f1, . . . , fJ) with nonzero, nonnegative functions
fj ∈ L1(Rnj) that are constant on the unit cube lattice of Rnj . The goal of this paper is to
identify the growth rate of BLw(R,~π, ~p) as a function of R, which we do in the following
theorem.
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Theorem 1. Let n ≥ 1, J ≥ 1, and ~p ∈ [0, 1]J . For each j = 1, . . . , J , let nj be an
integer satisfying 1 ≤ nj ≤ n and let πj : Rn → Rnj be a surjective linear map. There exist
constants c, C ∈ R+, depending on ~π and ~p, which satisfy
c sup
V ≤Rn
R
dimV−
J∑
j=1
pj dimπj(V ) ≤ BLw(R,~π, ~p) ≤ C sup
V≤Rn
R
dimV−
J∑
j=1
pj dimπj(V )
for all R ≥ 1, where the supremum is taken over all subspaces V of Rn.
Since the value of BLw(R,~π, ~p) does not change if we replace R
nj by πj(R
n), it is no
loss of generality to assume that the πj are surjective. The quantity BLw(R,~π, ~p) is finite
because ∫
{x∈Rn:|x|≤R}
J∏
j=1
fj(πj(x))
pjdx ≤ cnRn
J∏
j=1
‖fj‖pj∞
≤ cnRn
J∏
j=1

 ∑
v∈Znj
‖fj‖L∞(v+[0,1)nj )


pj
= cnR
n
J∏
j=1
(∫
R
nj
fj(xj)dxj
)pj
.
Also note that if the supremum defining BLw(R,~π, ~p) were taken over nonnegative fj ∈
L1(Rnj) which were not necessarily constant on the unit cube lattice of Rnj , thenBLw(R,~π, ~p)
is not necessarily finite (see Theorem 2.2 in [5]).
To describe the generalized multilinear Kakeya inequality, fix some notation. Let ~π0
be a J-tuple of orthogonal projections from Rn to subspaces (V 0j )
⊥ ⊂ Rn where V 0j has
dimension n′j. Let nj = n− n′j. We will consider affine subspaces Vj ⊂ Rn which, modulo
translations, are within a distance ν of the V 0j . Here distance is the standard metric on the
Grassmann manifold of n′j-dimensional subspaces of R
n.
Theorem 2. Fix ~p ∈ [0, 1]J and J orthogonal projections π0j from Rn onto (V 0j )⊥. Then
there exists ν > 0 such that for every ǫ > 0,∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χTj
)pj ≤ Cǫδ−ǫ+n sup
V≤H
δ
− dimV+
J∑
j=1
pj dimπ0j (V )
J∏
j=1
(#Tj)
pj
holds for all finite collections Tj of δ-neighborhoods of n
′
j-dimensional affine subspaces of
R
n which, modulo translations, are within a distance ν of the fixed subspace V 0j .
Using an induction-on-scales method of Guth [9], Theorem 2 follows from Theorem 1
and the locally-bounded result below.
Theorem 3. Fix ~p ∈ [0, 1]J and J orthogonal projections π0j from Rn onto (V 0j )⊥. Then
there exist ν > 0 and C0 > 0 such that
BLw(~π, ~p,R) ≤ C0 sup
V≤Rn
R
dimV−
J∑
j=1
pj dim π0j (V )
holds for all orthogonal projections πj : R
n → Vj where Vj is an n′j-dimensional subspace
of Rn which is within a distance ν of V 0j .
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In §1, we describe the example given by BCCT in §5 of [5], which proves the lower bound
in Theorem 1. The upper bound in Theorem 1 follows as a corollary of the more technical
Proposition 4 discussed in §2. The proof of Proposition 4 follows the inductive arguments of
BCCT in the proofs of Theorems 2.1 and 2.5 of [5]. In §3, we discuss the proof of Theorem
2 and Theorem 3. The author wishes to thank Larry Guth for bringing this problem to her
attention and to thank Mike Christ for valuable conversations. The author was supported
by an NSF graduate research fellowship under Grant No. DGE 1106400.
1. Lower bound for BLw(R,~π, ~p)
In this section, we describe the example given by BCCT in §5 from [5]. We use this
example to demonstrate that there exists c > 0 satisfying
c sup
V≤Rn
R
dimV−
J∑
j=1
pj dimπj(V )
≤ BLw(R,~π, ~p).
Proof of the lower bound for BLw(R,~π, ~p) from Theorem 1. Fix a vector ~p ∈ [0, 1]J and
surjective linear maps πj : R
n → Rnj . Let V ≤ Rn be a subspace. For a subspace
W ⊂ Rk let PW : Rk →W denote linear projection onto W . Define the collections
Sj = {v ∈ Znj : |Pπj(V )(v)| ≤ R+
√
n and |Pπj(V )⊥(v)| ≤ 1 +
√
n}
and let fj be the indicator function of the set ∪
v∈Sj
(v +Qj), where Qj = [0, 1)
nj .
Let c0 > 0 be a constant we will define independently of R. Define the set S ⊂ Rn by
S = {x ∈ V : |PV (x)| ≤ c0R and |PV ⊥(x)| ≤ c0}.
There exists C > 0 such that |πj(x)| ≤ C|x| for all x ∈ Rn and j = 1, . . . , J . Choose
c0 = min(
1
2C ,
1√
2
), which guarantees that S ⊂ {x ∈ Rn : |x| ≤ R}. Now verify that if
x ∈ S, then fj(πj(x)) = 1 for all j = 1, . . . , J : Write x ∈ Rn uniquely as x = v +w where
v ∈ V and w ∈ V ⊥. By the definition of S, |v| ≤ c0R and |w| ≤ c0, which implies that
|πj(v)| ≤ C|v| ≤ 12R and |πj(w)| ≤ C|w| ≤ 12 . Then
|Pπj(V )(πj(x))| ≤ |πj(v))| + |Pπj(V )(πj(w))| ≤ R
and
|Pπj(V )⊥(πj(x))| = |Pπj(V )⊥(πj(w))| ≤ 1.
It follows from these displayed inequalities that πj(x) ∈ ∪
v∈Sj
(v + Qj), which holds for all
j = 1, . . . , J . Putting everything together, we have
RdimV ≤ C
∫
S
J∏
j=1
(1)pjdx ≤ C
∫
{x∈Rn:|x|≤R}
J∏
j=1
fj(πj(x))
pjdx
≤ CBLw(R,~π, ~p)
J∏
j=1
(∫
R
nj
fj(xj)dxj
)pj
for a constant C which is permitted to depend on ~π, and ~p. Using the inclusion
∪
v∈Sj
(v +Qj) ⊆ {xj ∈ Rnj : |Pπj(V )(xj)| ≤ R+ 2
√
n and |Pπj(V )⊥(xj)| ≤ 1 + 2
√
n},
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and that fj is the indicator function of ∪
v∈Sj
(v +Qj), obtain the final inequality
RdimV ≤ CBLw(R,~π, ~p)
(∫
R
nj
fj(xj)dxj
)pj
≤ C˜BLw(R,~π, ~p)
J∏
j=1
Rpj dimπj(V )
where C˜ is an appropriate dimensional constant depending on ~π and ~p. 
2. Upper bound for BLw(R,~π, ~p)
The upper bound from Theorem 1 follows as a corollary to Proposition 4 below. The
proof of Proposition 4 proceeds in an analogous way as the proofs of Theorems 2.1 and 2.5
in [5]. We introduce some notation before we state the proposition. Let H ⊂ Rk, Hj ⊂ Rkj
be subspaces and let πj : H → Hj be surjective linear maps. For each j = 1, . . . , J , fix a
subset L0j ⊂ Zkj which satisfies Hj ⊂ ∪
v∈L0j
(v +Qj), where Qj = [0, 1)
kj . For a parameter
A > 0 and a function f ∈ L∞(Hj), define the quantity
(4) ‖f‖A,L0j :=
∑
v∈L0j
‖f‖L∞((v+AQj)∩Hj),
where AQj = [0, A)
kj ⊂ Rkj .
Proposition 4. Let ~p ∈ [0, 1]J . Suppose H, {Hj}, {L0j}, and ~π are given as above. Then
there exist parameters Aj ≥ 1, for j = 1, . . . , J , and a constant C > 0, permitted to depend
on the {Aj}, such that
∫
{x∈H:|x|<R}
J∏
j=1
fj(πj(x))
pjdx ≤ C sup
V≤H
R
dimV−
J∑
i=1
pi dimπi(V )
J∏
j=1
‖fj‖pjAj ,L0j
for all R ≥ 1 and all nonnegative, measurable functions fj : Hj → [0,∞).
Granting this proposition, we first prove the upper bound from Theorem 1.
Proof of the upper bound for BLw(R,~π, ~p). Take H = R
n, Hj = R
nj , and L0j = Znj in
Proposition 4. It follows from the proposition that there exist constants Aj, C such that
∫
{x∈Rn:|x|<R}
J∏
j=1
fj(πj(x))
pjdx ≤ C sup
V≤Rn
R
dimV−
J∑
i=1
pi dimπi(V )
J∏
j=1
‖fj‖pjAj ,Znj
for all R ≥ 1 and all measurable functions fj : Rnj → [0,∞). Consider functions fj which
are constant on cubes v+ [0, 1)nj where v ∈ Znj . Then
‖fj‖Aj ,Znj =
∑
m∈Znj
ess sup
x∈m+AjQj
fj(x) ≤
∑
m∈Znj
∑
k∈Znj
k∈m+AjQj
fj(k)
≤ Anjj
∑
k∈Znj
fj(k) = A
nj
j
∫
R
nj
fj(xj)dxj ,
which finishes the proof. 
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Proof of Proposition 4. Without loss of generality, assume that 0 < ‖fj‖1,L0j < ∞ for all
j = 1, . . . , J . Fix the notation n = dimH and nj = dimHj. We proceed by induction on
the dimension n.
Begin with the base case n = 1. In this case, nj = 1 for all j. If 1 = n ≤
J∑
j=1
pjnj =
J∑
j=1
pj ,
then choose δj ∈ [0, pj) so that 1 =
J∑
j=1
(pj − δj). Using the generalized Ho¨lder’s inequality,
∫
{x∈H:|x|<R}
J∏
j=1
(
fj(πj(x))
‖fj‖1,L0j
)pj
dx ≤
J∏
j=1

∫
H
(
fj(πj(x))
‖fj‖1,L0j
)pj/(pj−δj)
dx


pj−δj
(5)
Since ∪
m∈L0j
(m + Qj) contains Hj and πj(H) = Hj, observe that for almost every x ∈ H,
fj(πj(x)) ≤ ‖fj‖1,L0j . Thus we may bound the right hand side of (11) above by
J∏
j=1

∫
H
(
fj(πj(x))
‖fj‖1,L0j
)1
dx


pj−δj
≤
J∏
j=1
|πj |δj−pj

 1‖fj‖1,L0j
∑
m∈L0j
‖fj‖L∞(m+Qj)


pj−δj
=
J∏
j=1
|πj |δj−pj ,
where |πj | is from the subsitution u = πj(x), and we are done with this case.
The other case is that 1 = n >
J∑
j=1
pjnj =
J∑
j=1
pj. Let s = 1 −
J∑
j=1
pj . Then by the
generalized Ho¨lder’s inequality,∫
{x∈H:|x|<R}
J∏
j=1
fj(πj(x))
pjdx ≤
(∫
{x∈H:|x|<R}
dx
)s J∏
j=1
(∫
H
fj(πj(x))dx
)pj
≤ (2R)
1−
J∑
i=1
pi
J∏
r=1
|πr|−pr
J∏
j=1
‖fj‖pj1,L0j .
This concludes the n = 1 base case.
Next consider the case where the ambient dimension is n > 1. Furthermore, assume we
are in the subcase where there exists a proper subspace W ≤ H such that
dimW −
J∑
i=1
pi dimπi(W ) = sup
V≤Rn
(
dimV −
J∑
i=1
pi dimπi(V )
)
.
Define coordinates x = (x, y) ∈W ⊕W⊥ = H and write∫
{x∈H:|x|<R}
J∏
j=1
fj(πj(x))
pjdx ≤
∫
W⊥
∫
{x∈W :|x|<R}
J∏
j=1
fj(πj(x) + πj(y))
pjdxdy.(6)
For each j, let Pπj(W ) : Hj → πj(W ) and Pπj(W )⊥ : Hj → πj(W )⊥ be the linear projections.
Define the subsets Lj ⊂ L0j to be the collections of v ∈ L0j satisfying |Pπj(W )⊥(v)| ≤
√
kj .
Then Lj contains the collection of v ∈ L0j such that v+Qj has nonempty intersection with
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πj(W ), from which it follows that ∪
v∈Lj
(v +Qj) covers πj(W ). Since dimW < dimH, by
the inductive hypothesis (using the linear maps πj |W ), there exist C,Aj > 0 such that
∫
{W :|x|<R}
J∏
j=1
fj(πj(x) + πj(y))
pjdx ≤ CR
dimW−
J∑
i=1
pi dimπi(W )
J∏
j=1
‖fj(·+ πj(y))‖pjAj ,Lj
(7)
for all y ∈ W⊥. Let Lj = Pπj(W )⊥ ◦ πj|W⊥ : W⊥ → πj(W )⊥. The maps Lj are clearly
surjective because πj(W ⊕W⊥) = πj(W ) + πj(W⊥) = Hj = πj(W ) ⊕ πj(W )⊥. For each
y ∈ W⊥, define uj(y) ∈ πj(W ) by uj(y) = Pπj(W )(πj(y)), so πj(y) = uj(y) + Lj(y). Now
analyze the quantities ‖fj(·+πj(y))‖Aj ,Lj on the right hand side of the displayed inequality
above.
‖fj(·+ πj(y))‖Aj ,Lj = ‖fj(·+ uj(y) + Lj(y))‖Aj ,Lj
=
∑
v∈Lj
ess sup
xj∈(v+AjQj)∩πj(W )
fj(xj + uj(y) + Lj(y))
=
∑
v∈Lj+uj(y)
ess sup
xj∈(v+AjQj)∩πj(W )
fj(xj + Lj(y))
where in the last line, we used the fact that since uj(y) ∈ πj(W ), πj(W ) + uj(y) = πj(W ).
Note that for each v ∈ Lj, the number of w ∈ Lj which satisfy (w+ uj(y) +AjQj) ∩ (v+
AjQj) 6= ∅ is controlled by a dimensional constant times Akjj . This means that∑
v∈Lj+uj(y)
ess sup
xj∈(v+AjQj)∩πj(W )
fj(xj + Lj(y)) ≤ CAkjj ‖fj(·+ Lj(y))‖Aj ,Lj .
Putting this together with (6) and (7), we have
∫
{x∈H:|x|<R}
J∏
j=1
fj(πj(x))
pjdx ≤ C˜R
dimW−
J∑
i=1
piπi(W )
∫
W⊥
J∏
j=1
‖fj(·+ Lj(y))‖pjAj ,Ljdy,
where C˜ depends on dimensions, Aj, ~π, and ~p. The growth rate of C˜ is not a concern since
the number of steps in our induction is finite. For z ∈ πj(W )⊥, define
Fj(z) := ‖fj(·+ z)‖Aj ,Lj .
It remains to bound ∫
W⊥
J∏
j=1
Fj(Lj(y))
pjdy.
Fix the subset L′j ⊂ L0j of v ∈ L0j that satisfy |Pπj(W )(v)| ≤
√
kj . The subset L′j has the
property that ∪
v∈L′j
(v + Qj) covers πj(W )
⊥. Using that Lj : W⊥ → πj(W )⊥ is surjective
(discussed above), by the inductive hypothesis, there exist constants C ′, A′j such that∫
W⊥
J∏
j=1
Fj(Lj(y))
pjdy ≤ C ′ sup
V≤W⊥
R
dimV−
J∑
i=1
pi dimLi(V )
J∏
j=1
‖Fj‖pjA′j ,L′j .(8)
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For any subspace V ⊂W⊥,
dim(V +W ) = dim(V ) + dim(W ),
and for each i,
dimπi(V +W ) = dimLi(V ) + dimπi(W ).
Using the above equalities and the inequality
dim(V +W )−
J∑
i=1
pi dimπi(V +W ) ≤ dimW −
J∑
i=1
pi dimπi(W ),
which holds because of the subcase we are in, conclude that dimV ≤
J∑
i=1
pi dimLi(V ) for
all V ≤W⊥. This means that the power of R that appears on the right hand side of (8) is
0. Summarizing our results for this subcase, we have
∫
{x∈H:|x|<R}
J∏
j=1
fj(πj(x))
pjdx ≤ C˜RdimW−
J∑
i=1
pi dimπi(W )
J∏
j=1
‖Fj‖pjA′j ,L′j .
Observe that for each j,∑
k∈L′j
ess sup
y∈(k+A′jQj)∩πj(W )⊥
Fj(y) =
∑
k∈L′j
ess sup
y∈(k+A′jQj)∩πj(W )⊥
∑
m∈Lj
ess sup
x∈(m+AjQj)∩πj(W )
fj(x+ y)
≤
∑
k∈L′j
m∈Lj
ess sup
x+y∈(k+m+(Aj+A′j)Qj)∩Hj
fj(x+ y).(9)
For each v ∈ L0j , the number of (k,m) ∈ L′j × Lj such that
(k +m+ (Aj +A
′
j)Qj) ∩ (v + (Aj +A′j)Qj) ∩Hj 6= ∅
is bounded by
#{(k,m) : max(|Pπj(W )⊥(v)− k|, |Pπj (W )(v)−m|) < 2
√
kj(1 +Aj +A
′
j)},
which is controlled by a constant depending only on dimension, Aj , and A
′
j . Also use the
fact that ∪
v∈L0j
(v +Qj) covers Hj to bound the quantity in (9) by
C
∑
v∈L0j
ess sup
xj∈v+(Aj+A′j)Qj
fj(xj) = C‖fj‖Aj+A′j ,L0j ,
which finishes this subcase.
Now suppose that the ambient dimension n > 1 and that all proper subspaces W ≤ H
satisfy
n−
∑
i=1
pini > dimW −
J∑
i=1
pi dimπi(W ).
Consider the set K of all J-tuples ~p = (p1, . . . , pJ) ∈ [0, 1]J such that
n−
J∑
i=1
pini ≥ dimV −
J∑
i=1
pi dimπi(V )
8 DOMINIQUE MALDAGUE
for all proper subspaces V ⊂ Rn. Equivalently, K equals the intersection
K = [0, 1]J ∩

 ⋂
V≤Rn
{~p ∈ RJ : n−
J∑
i=1
pini ≥ dimV −
J∑
i=1
pi dimπi(V )}

 .
This is the intersection of [0, 1]J with finitely many closed half-spaces (even though there
are infinitely many subspaces V , there are finitely many vectors (dimπi(V ))i). ThereforeK
has finitely many extreme points, and since K is compact and convex, K equals the convex
hull of its extreme points. If we prove the result for the extreme points ~pk, an application
of complex interpolation says that if ~p =
∑
k
λk~pk where
∑
k
λk = 1, then
∫
H∩|x|<R
J∏
j=1
fj(πj(x))
pjdx ≤ C
∏
k
sup
V≤H
R
λk(dimV−
J∑
i=1
pk,i dimπi(V ))
J∏
j=1
‖fj‖λkpk,jAj ,L0j
= C sup
V≤H
R
dimV−
J∑
i=1
pi dimπi(V )
J∏
j=1
‖fj‖pjAj ,L0j ,
so it suffices to consider the extreme points.
Next we want to show that K = K˜ where
K˜ = [0,∞)J ∩

 ⋂
V≤Rn
{~p ∈ RJ : n−
J∑
i=1
pini ≥ dimV −
J∑
i=1
pi dimπi(V )}

 .
Observe K = [0, 1]J ∩ K˜ ⊂ K˜. Consider ~p ∈ K˜ and any index r. Then for the subspace
V = kerπr, ~p satisfies
n−
J∑
i=1
pini ≥ dimker πr −
J∑
i=1
pi dimπi(ker πr).
This leads to
nr = n− dimker πr ≥
∑
i:i 6=r
pi(ni − dimπi(ker πr)) + prnr ≥ prnr,
which means pr ≤ 1 and thus K˜ ⊂ K.
If ~p is an extreme point of K, then at least one of the inequalities defining K must be
equality. If
n−
J∑
i=1
pini = dimV −
J∑
i=1
pi dimπi(V )
for some proper subspace V ≤ H, then we are in subcase 1 above. The alternative is that
pr = 0 for at least one r ∈ {1, . . . , J}. In that case, we are trying to prove that there exist
C,Aj so that∫
{x∈H:|x|<R}
∏
j:j 6=r
fj(πj(x))
pjdx ≤ C sup
V≤H
R
dimV− ∑
i:i6=r
pi dimπi(V ) ∏
j:j 6=r
‖fj‖pjAj ,L0j .
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This follows from induction on the number of factors J with base case J = 1. When J = 1,
for appropriate constants c, C > 0 depending on πJ ,∫
{x∈H:|x|≤R}
fJ(πJ(x))
pJdx = CRn−nJ
∫
{xJ∈HJ :|xJ |≤cR}
fJ(xJ )
pJdxJ .
By Ho¨lder’s inequality, this is bounded by
C˜Rn−nJRnJ (1−pJ )
(∫
HJ
fJ(xJ )dxJ
)pj
≤ C˜Rn−pJnJ‖fJ‖pJ1,L0
J
for an appropriate constant C˜ and where we used that ∪
m∈L0j
(m+Qj) covers Hj in the final
inequality.

3. A generalized multilinear Kakeya inequality
In order to prove Theorem 2, we first prove a necessary condition in the form of Proposi-
tion 5, described in the following subsection. Proposition 5 describes the local boundedness
of the growth rate of R in Bw(~π, ~p,R) as a function of ~π. Theorem 2 is proved in §3.2. The
argument follows the induction-on-scales approach of Guth [9], which is also described in
§3.1 of [3].
3.1. Stability of BLw(~π, ~p,R). Let H be a vector space of dimension n, V
0
j be n
′
j-
dimensional subspaces of H, and nj = n − n′j. Theorem 3 follows from the proof of
Theorem 1 (where the inductive argument is constructive and the constant in the upper
bound depends smoothly on ~π) and the following proposition.
Proposition 5. Fix ~p ∈ [0, 1]J and J orthogonal projections π0j from H onto (V 0j )⊥. Then
there exists ν > 0 such that
sup
V≤H
[
dimV −
J∑
j=1
pj dimπj(V )
] ≤ sup
W≤H
[
dimW −
J∑
j=1
pj dimπ
0
j (W )
]
holds for all orthogonal projections πj : H → Vj where Vj is an n′j-dimensional subspace of
R
n which is within a distance ν of the fixed subspace V 0j .
Proof of Proposition 5. Our task is to show that for ν > 0 small enough, if ~π is a ν−perturbation
of ~π0 = (π
0
1 , . . . , π
0
J), then
(10) sup
V≤H
[dimH −
J∑
j=1
pj dimπj(V )] ≤ sup
V≤H
[dimV −
J∑
j=1
pj dimπ
0
j (V )].
If a subspace V ≤ H achieving the supremum on the left hand side is 0-dimensional, then
the above inequality is immediate, so we will consider cases where dimV ≥ 1.
Proceed by induction on the dimension n of the ambient space H. If n = 1, then π0i and
πi are all orthogonal projections from H to 1-dimensional spaces V
0
j and Vj respectively. If
dimπ0i (H) = 0, then dimπ
0
i (H) ≤ dimπi(H) regardless of the parameter ν. If dimπ0i (H) =
1, then we may take ν small enough so that dimπi(H) = 1 as well. Thus, there exists a
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small enough ν to guarantee that dimH −∑ pi dimπi(H) ≤ dimH − J∑
j=1
pj dimπ
0
j (H). It
follows that
sup
V≤H
[dimH −
J∑
j=1
pj dimπj(V )] ≤ sup
V≤H
[dimV −
J∑
j=1
pj dimπ
0
j (V )].
This concludes the n = 1 base case of the induction.
Now assume that n ≥ 2. Let W 0 ≤ H satisfy dimW 0 ≥ 1 and
(11) dimW 0 −
J∑
j=1
pj dimπ
0
j (W
0) = sup
V≤H
dimV≥1
[dimV −
J∑
j=1
pj dimπ
0
j (V )].
Let {vr}r∈R be an orthonormal basis of W 0. For each of these basis vectors vr, we have
the following equalities:
dimW 0 = dimPv⊥r W
0 + 1
and
J∑
j=1
pj dimπ
0
j (W
0) =
J∑
j=1
pj[dimπ
0
j (Span vr) + dimPπ0
j
(vr)⊥ ◦ π0j (Pv⊥r W 0))].
If we combine these equalities with the property (11), then
dimW 0 −
J∑
j=1
pj dimπ
0
j (W
0) ≥ 1−
J∑
j=1
pj dimπ
0
j (Span vr)
+ sup
W≤v⊥r
[dimW −
J∑
j=1
pjPπ0j (vr)⊥
◦ π0j (W )].(12)
By the inductive hypothesis on n, since v⊥r has one fewer dimension than H, there exists ν
small enough so that ν−perturbations πi satisfy
sup
W≤v⊥r
[dimW −
J∑
j=1
pjPπ0j (vr)⊥
◦ π0j (W )] ≥ sup
W≤v⊥r
[dimW −
J∑
j=1
pjPπj(vr)⊥ ◦ πj(W )].
We may also assume that ν is small enough so that dimπ0i (Span vr) ≤ dimπi(Span vr) for
each i. Using these observations in (12), obtain
dimW 0−
J∑
j=1
pj dimπ
0
j (W
0) ≥ 1−
J∑
j=1
pj dimπ
0
j (Span vr)
+ sup
W≤v⊥r
[dimW −
J∑
j=1
pjPπj(vr)⊥ ◦ πi(W )]
= sup
W≤v⊥r
[dim(W + Span vr)−
J∑
j=1
pj dimπj(W + Span vr)].
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Since this holds for each vr in a fixed orthonormal basis of W
0, we further have
dimW 0−
J∑
j=1
pj dimπ
0
j (W
0)
≥ sup
{vr}r∈R
sup
W≤v⊥r
[dim(W + Span vr)−
J∑
j=1
pj dimπj(W + Span vr)].(13)
Let S ≤ H satisfy dimS ≥ 1 and
dimS −
J∑
j=1
pj dimπj(S) = sup
V≤H
[dimV −
J∑
j=1
pj dimπj(V )].
If PvrS 6= 0, then we can write S as the direct sum S = Span vr ⊕ Pv⊥r (S). Taking
W = Pv⊥r (S) in (13) gives
dimW 0 −
J∑
j=1
pj dimπ
0
j (W
0) ≥ dimS − dim pj dimπj(S),
as desired. The remaining case is that for each r ∈ R, Pvr(S) = 0. Then S ≤ (W 0)⊥. Since
(W 0)⊥ has strictly smaller dimension than H, by the inductive hypothesis, there exists ν
small enough so that
sup
V≤(W 0)⊥
[dimV −
J∑
j=1
pj dimπj(V )] ≤ sup
V≤(W 0)⊥
[dimV −
J∑
j=1
pj dimπ
0
j (V )].
Since S ≤ (W 0)⊥, the left hand side equals supV≤H [dimV −
J∑
j=1
pj dimπj(V )]. The right
hand side is less than or equal to sup
V≤H
[dimV −
J∑
j=1
pj dimπ
0
j (V )], so we are done. 
3.2. Proof of Theorem 2. Granting the above proposition, we follow the argument of
Guth in [9] to prove Theorem 2. Much of this argument is described in [9] and in [3], but
we provide the proof for the sake of completeness.
Proof of Theorem 2. Let ǫ > 0 be given and let ν > 0 be given by Proposition 5. The first
step is to show that there exist ν(ǫ) > 0 and Cǫ > 0 (independent of δ > 0) so that if
πθj : R
n → V θj are within ν of π0j , then
(14)∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χTj
)pj ≤ Cǫδ−ǫ+n−∑ pjnj sup
V≤Rn
δ
− dimV+
J∑
j=1
pj dim π0j (V )
J∏
j=1
(δnj#Tj)
pj
holds for all finite collections Tj of δ-neighborhoods of n
′
j-dimensional affine subspaces of
R
n which, modulo translations, are within a distance ν(ǫ) of V θj .
This follows from a multiscale relationship. Define C(δ, ω) to be the smallest constant
in the inequality ∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χTj
)pj ≤ C(δ, ω) J∏
j=1
(δnj#Tj)
pj
12 DOMINIQUE MALDAGUE
where the Tj are arbitrary finite collections of δ-neighborhoods of ω-perturbations of V
θ
j .
The multi-scale relationship relates C(δ, ω) to C(δ/ω, ω).
Partition [−1, 1]n into axis parallel cubes Q of sidelength δ/ω. Then∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χTj
)pj =∑
Q
∫
Q
J∏
j=1
( ∑
Tj∈Tj
χTj∩Q
)pj .(15)
Let T ′j be a O(δ)-neighborhood of an affine subspace which is parallel to V
θ
j and so that
Tj ∩Q ⊂ T ′j ∩Q. For each Q,∫
Q
J∏
j=1
( ∑
Tj∈Tj
Tj∩Q 6=∅
χT ′j∩Q
)pj ≤ ∫
Q
J∏
j=1
( ∑
Tj∈Tj
Tj∩Q 6=∅
χπθ
j
(T ′
j
∩Q) ◦ πθj
)pj
≤ δnBLw( ~πθ, ~p, ω−1)
J∏
j=1
( ∑
Tj∈Tj
Tj∩Q 6=∅
δ−nj |πθj (T ′j ∩Q)|
)pj .(16)
where we used that δ−1Q is a cube in Rn of sidelength ω−1 and δ−1Tj is a 1-neighborhood
of an n′j-dimensional affine subspace of R
n, and so Theorem 1 applies. Now let T˜j =
Tj +B(0, cδ/ω), where c > 0 is large enough so that T
′
j ∩Q 6= ∅ implies Q ⊂ T˜j . Then for
each xQ ∈ Q, δ−nj |πθj (T ′j ∩Q)| . χT˜j (xQ), so
J∏
j=1
( ∑
Tj∈Tj
Tj∩Q 6=∅
δ−nj |πθj (T ′j ∩Q)|
)pj . |Q|−1 ∫
Q
J∏
j=1
( ∑
Tj∈Tj
Tj∩Q 6=∅
χT˜j
)pj .
Using this in (16) and with (15) leads to∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χTj
)pj . δnBLw( ~πθ, ~p, ω−1)∑
Q
(δ/ω)−n
∫
Q
J∏
j=1
( ∑
Tj∈Tj
χT˜j
)pj
= ωnBLw( ~πθ, ~p, ω
−1)
∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χT˜j
)pj
≤ ωnBLw( ~πθ, ~p, ω−1)C(δ/ω, ω)
J∏
j=1
(
(δ/ω)nj#Tj)
)pj
This proves that for a dimensional constant κ > 0,
C(δ, ω) ≤ κωn−
∑
pjnjBLw( ~πθ, ~p, ω
−1)C(δ/ω, ω).
Now use the multi-scale inequality. Iterate it ℓ times to obtain
(17) C(δ, ω) ≤ κℓ(ωℓ)n−
∑
pjnjBLw( ~πθ, ~p, ω
−1)ℓC(δ/ωℓ, ω).
Choose ω so that ω−ǫ = κ and take ℓ so that δ/ωℓ ∼ 1.
By the proof of Theorem 1 and Proposition 5, because ~πθ is a ν-perturbation of ~π0, there
exists C0 (independent of θ) so that
BLw( ~πθ, ~p, ω
−1) ≤ C0 sup
V≤Rn
ω− dimV+
∑
pj dimπ
0
j (V ).
WEAK BRASCAMP-LIEB INEQUALITIES AND AN APPLICATION 13
It follows from this and (17) that
C(δ, ω) .ǫ δ
−ǫ+n−∑ pjnj sup
V≤Rn
δ− dimV+
∑
pj dimπ0j (V )
where the implicit constants do not depend on θ. This is the statement of (14), where
ν(ǫ) = κ−ǫ−1 .
To complete the proof of Theorem 2, partition the ν-neighborhood of V 0j in the vector
space of n′j-dimensional subspaces of R
n into finitely-overlapping ν(ǫ)-neighborhoods of
subspaces V θj . The number of θ is controlled by Poly(ν(ǫ)
−1). Write Tj,θ for the collection
of Tj ∈ Tj which are also in the ν(ǫ)-neighborhood of V θj . Then∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj
χTj
)pj .ǫ ∑
θj
∫
[−1,1]n
J∏
j=1
( ∑
Tj∈Tj,θj
χTj
)pj
and each term in the sum is controlled by (14), so we are done.

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