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A ranking of a graph is a labeling of the vertices with positive integers such that any path
between vertices of the same label contains a vertex of greater label. The rank number of a
graph is the smallest possible number of labels in a ranking. We find rank numbers of the
Möbius ladder, Ks × Pn, and P3 × Pn. We also find bounds for rank numbers of general grid
graphs Pm × Pn.
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1. Introduction
Given a graph G, a labeling of the vertices f : V (G) → Z+ is a ranking if, for every u, v ∈ V (G) with f (u) = f (v), every
path between u and v contains some vertexw with f (w) > f (u). We refer to the function values in a ranking as ‘‘labels’’ or
‘‘colors’’. A ranking is a λ-ranking, for some λ ∈ Z+, if its greatest label is λ. The rank number χr of G is the least λ for which
G has a λ-ranking. A χr -ranking of G is a χr(G)-ranking.
A vertex v0 of G is a drop vertex of a ranking f if there exists a ranking g with g(v0) < f (v0) and g(v) = f (v) for all
vertices v ≠ v0. A ranking is locally minimal if it has no drop vertex. A ranking f is globally minimal if, for any ranking g ,
if g(v) ≤ f (v) for all v ∈ V (G), then g = f . Locally minimal and globally minimal are equivalent [13,11], so both may be
called minimal. It is sometimes useful to note that the rank number is the least number of colors in any minimal ranking, as
well as in any arbitrary ranking.
Throughout this paper, we say that a color i in a ranking is high if every color at least i is assigned to only one vertex, and
a vertex is high if its color is high. For any color i in a ranking f of a graph G, let Ti denote the set {v ∈ V (G) : f (v) > i}. We
note that if f is a minimal ranking of G then f restricted to G− Ti is also a minimal ranking.
One convenient lemma is that if H is a subgraph of G then χr(H) ≤ χr(G) [4]. We use this lemma repeatedly.
The kth power of a path, Pkn , is defined to have vertices v1, . . . , vn with edges {vi, vj}whenever |i− j| ≤ k. Similarly, the
kth power of a cycle, Ckn , is defined to have vertices v1, . . . , vn with edges {vi, vj} whenever |i − j| ≤ k or |n − |i − j|| ≤ k.
The path Pn is the same as P1n , and the cycle Cn is the same as C
1
n . The grid graph Pm × Pn is the Cartesian product of Pm and
Pn, and the ladder Ln is P2 × Pn.
Rank numbers were first defined for trees only [12,22], and then were studied in terms of algorithms [1,2,4–6,9,10,14,
19]. Ghoshal, Laskar, and Pillone defined minimal rankings and began to examine them mathematically [7,8,17,18]. More
recent work on rankings has focused on the arank number, defined to be the largest number of colors in anyminimal ranking
[11,15,16].
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Fig. 1. A 1-bridge and a 2-bridge, with high vertices shown as open dots.
The rank number of Pn is χr(Pn) = ⌊log2(n)⌋+ 1, satisfying the recursion χr(Pn) = 1+χr(P n−1
2
), for n > 1 [2]. In [20],
Novotny et al. determined the rank number of Ln to be
χr(Ln) = 1+ 2

log2
n
2

+

n− 2

2⌊log2⌈ n2⌉⌋ − 1

2⌊log2⌈ n2⌉⌋
 ,
satisfying the recursion χr(Ln) = 2 + χr(L n−2
2
), for n > 2. They also computed the rank number of the path power P2n .
Although an early version of the present paper included the formulas χr(Pkn) = k+ χr(Pk n−k
2
) and χr(Ckn) = k+ χr(Pkn−k),
we omit the proofs here because they were independently found by Chang et al. and appeared in [3].
In the same paper, Chang, Kuo, and Lin also computed the rank number of the prism prin = P2 × Cn, which was
independently found by Ortiz et al. [21]. We use similar techniques to compute the rank number of the Möbius ladder
mo¨bn obtained by connecting the ends of a ladder with a twist, and of Ks × Pn. Specifically,
χr(prin) = 2+ χr(Ln−2) for n > 3,
χr(mo¨bn) = 2+ χr(Ln−1) for n > 3,
χr(Ks × Pn) =
 s
2
· χr(Ln)

,
and χr(Ks× Pn) = s+ χr(Ks× P n−2
2
), unless s is odd and n satisfies 2a+ 2a−2− 1 ≤ n < 2a+ 2a−1− 1 for some a ≥ 2, in
which case χr(Ks × Pn) is one more than the value given above. Asymptotically, as n grows large, this implies that χr(prin)
and χr(mo¨bn) are 2 log2 n+ O(1), and that χr(Ks × Pn) = s log2 n+ O(1).
Novotny, Ortiz, and Narayan also posed the problem of finding rank numbers of grid graphs Pm × Pn in general. We find
the rank number of P3 × Pn, showing that it is always within 3 of 3 ⌊log2(n)⌋. We also find the following upper bound for
rank numbers of square grids: for n ≥ 2,
χr(Pn × Pn) ≤ 3n− bitcount(n)− 2 ⌊log2 n⌋ ,
where bitcount(n) denotes the number of 1’s in the binary representation of n. We find the upper bound χr(Pm × Pn) ≤
m · χr(Pn), and we find recursive upper and lower bounds for χr(Pm × Pn)when n is large compared tom.
2. The prism and the Möbius ladder
Let prin denote the prism P2 × Cn, and mo¨bn denote the Möbius ladder, obtained by adding the edges {(u1, v1), (u2, vn)}
and {(u2, v1), (u1, vn)} to P2 × Pn, where P2 has vertices u1, u2 and Pn has vertices v1, . . . , vn. Recently, Chang et al. [3] and
Ortiz et al. [21] independently found the rank number of the prism. The computation of rank number of the prism is included
here for comparison with that of the Möbius ladder.
We can easily see that mo¨b3 admits a 4-ranking, but a 4-ranking on pri3 would require three mutually non-adjacent
vertices to be labeled 1, and there are not three such vertices. Thus χr(pri3) = 5 and χr(mo¨b3) = 4.
Theorem 1. For n ≥ 4, we have χr(prin) = 2+ χr(Ln−2) and χr(mo¨bn) = 2+ χr(Ln−1).
Proof. Following [20], we define a 1-bridge to be one ‘‘rung’’ (consisting of two corresponding vertices of the two paths) of
a ladder, prism, or Möbius ladder, and a 2-bridge to be a pair of consecutive ‘‘rungs’’ (consisting of four vertices). We define
a 1-bridge to be high if both vertices are high, and a 2-bridge to be high if two non-adjacent vertices of the bridge are high
(Fig. 1).
First, if G is prin or mo¨bn, we have χr(G) ≤ 2+ χr(Ln−1), because we can obtain a ranking of G by adding a high 1-bridge
to a χr -ranking of Ln−1.
Next, we claim that χr(G) ≥ 2+ χr(Ln−2). Let λ equal χr(Ln−2) and suppose that f is a (λ+ 1)-ranking of G. Let α be the
greatest label that appears more than once. There are two ways for Tα to separate the vertices colored α. One way is to put
three vertices of Tα as the three neighbors of one of the vertices colored α. In that case, f is a (λ − 2)-ranking on the Ln−3
subgraph that does not contain those three neighbors. This is impossible because rank numbers of ladders of consecutive
lengths can differ by at most 1 [20], so χr(Ln−3) ≥ χr(Ln−2) − 1 = λ − 1. The other way for Tα to separate the vertices
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colored α is for Tα to form two high 1- or 2-bridges. In that case, there is an L n−4
2
 subgraph that excludes those bridges,
and f restricted to that subgraph is a (λ − 3)-ranking. This is impossible because (again using the recursion from [20]) we
know that χr(L n−4
2
) = χr(Ln−2)− 2 = λ− 2. Thus there is no (λ+ 1)-ranking of G.
We now have the following inequalities:
2+ χr(Ln−2) ≤ χr(prin) ≤ 2+ χr(Ln−1),
2+ χr(Ln−2) ≤ χr(mo¨bn) ≤ 2+ χr(Ln−1).
These determine χr(prin) and χr(mo¨bn)whenever χr(Ln−2) = χr(Ln−1).
Because χr(Ln) = 2+ χr(L n−2
2
) [20], we see that the rank numbers of ladders increase only when the length increases
from even to odd length, so, in the remaining case where χr(Ln−2) < χr(Ln−1), we must have n even, for n ≥ 4. For this case
we use the operation of reduction, defined by Ghoshal et al. [7]. If S is a set of mutually non-adjacent vertices of G, then we
form the reduction G∗S of G by S by removing each vertex in S and adding edges so that its neighbors form a clique. If f is a
ranking of G∗S , then g defined by g(v) = 1 for v ∈ S and g(v) = f (v) + 1 for v ∉ S is a ranking of G, as in [7, Theorem 5].
Now, for n even, C2n is the reduction of prin corresponding to a set of n mutually non-adjacent vertices, so, using the rank
number of powers of paths and cycles given in [3], we have χr(prin) ≤ 1 + χr(C2n ) = 3 + χr(P2n−2) = 2 + χr(Ln−2). Thus
χr(prin) = 2+ χr(Ln−2).
The case of χr(mo¨bn) for χr(Ln−2) < χr(Ln−1) requires a little more work. We will prove some facts about minimal
rankings of ladders, in order to show that no minimal χr(Ln−2)-ranking of mo¨bn is possible.
For any s, consider the graph obtained by adding a pendant edge incident to a corner of Ls to make a new graph H . We
note that χr(H) = χr(Ls) because, in any χr -ranking of Ls, some corner vertexw has label greater than 1, so we can make a
χr -ranking of H by starting with a χr -ranking of Ls, adding a pendant edge incident tow, and coloring the pendant vertex 1.
Nowwe claim that, ifχr(Ls) < χr(Ls+1), then in anyminimalχr -ranking ofH , the pendant vertexmust be colored 1. Suppose
not. Then there is a minimal χr -ranking of H in which the pendant vertex is not colored 1, in which case its neighbor w is
colored 1 [7, Lemma 2]. Then we could add one more vertex to make Ls+1, and color that new vertex 1, because the two
neighbors of the newest vertex are neighbors of w, so are not colored 1. The result would be a χr(Ls)-ranking of χr(Ls+1),
which is impossible.
We use this fact to claim by induction that, if χr(Ls) < χr(Ls+1), then any minimal χr -ranking of Ls must assign 1 to half
of the vertices. It is true for s = 1 and true for s = 2. For s > 2, any minimal χr -ranking of Ls consists of two copies of L s−2
2
(each with a χr -ranking) and one high 2-bridge. The deletion of the two high vertices of the bridge results in two copies of
the H of the previous paragraph, each consisting of a pendant edge added to L s−2
2
.
Let f be the induced ranking on one of these graphs H . We see that f is a minimal χr -ranking. Let u be the pendant vertex
in H . Then f (u) = 1, and we claim that f restricted to H− u = L s−2
2
is also minimal. The only way for f not to be minimal on
H−u is ifw, the unique neighbor of u, is a drop vertex and can be recolored 1 inH−u. However, in that casewe could obtain
a minimal χr -ranking of H by coloringw as f (u) = 1 and coloring u as f (w). Then the color of uwould not be 1, so this is a
contradiction and implies that f restricted to H − u is a minimal ranking. Then, by the inductive hypothesis, H − u = L s−2
2
has half of the vertices colored 1.
Similarly, consider mo¨bn, for χr(Ln−2) < χr(Ln−1). We will show that any minimal (2+χr(Ln−2))-ranking of mo¨bn must
be half 1’s, and derive a contradiction from the fact that, for n even, mo¨bn does not contain nmutually non-adjacent vertices.
If χr(Ln−2) < χr(Ln−1), then by the recursion on ladders given in [20] we see that χr(L n−4
2
) < χr(L n−4
2 +1). We use this fact
to see that any minimal (2+χr(Ln−2))-ranking of mo¨bn must consist of two copies of L n−4
2
plus two high 2-bridges, in order
to avoid containing a ranking of L n−4
2 +1 with only χr(L n−42 ) colors, which would be impossible.
The deletion of the two high vertices in one of the 2-bridges results in a graph we will call H , with induced minimal
χr(Ln−2)-ranking. ThenH consists of Ln−2 with two pendant vertices, which wewill call u1 and u2 andwhich have neighbors
w1 and w2, respectively. Both pendant vertices are colored 1, because otherwise w1 or w2 is colored 1, in which case we
could add a vertex to make a χr(Ln−2)-ranking of Ln−1, which is impossible. We will show that f restricted to H − u1 is
minimal; then the argument of the previous paragraph shows that f restricted to H − u1 − u2 is minimal, so H − u1 − u2 is
half 1’s, and thus the whole ranking of mo¨bn is half 1’s.
As before, if f is not minimal onH−u1, thenw1 can be recolored 1 inH−u1. Then we could obtain aminimal χr -ranking
of H by coloring w1 as f (u1) = 1 and coloring u1 as f (w1). Then the color of u1 would not be 1, but we already concluded
that the color of u1 must be 1 in any minimal χr -ranking of H . Thus f is minimal on H − u1, so f is half 1’s on mo¨bn, giving
our contradiction, so χr(mo¨bn) = 2+ χr(Ln−1). 
Corollary 2. As n grows large, we have χr(prin) = 2 log2 n+ O(1), and also χr(mo¨bn) = 2 log2 n+ O(1).
3. The rank number of Ks × Pn
Nowwe find the rank numbers of the graphs Ks× Pn. We will refer to each copy of Ks as a layer of Ks× Pn, and each copy
of Pn as a rail.
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Lemma 3. For n ≥ 3, we have χr(Ks × Pn) ≥ s+ χr(Ks × P n−2
2
).
Proof. Say that Ks× Pn has vertices (ui, vj), 1 ≤ i ≤ s, 1 ≤ j ≤ n. In any λ-ranking of Ks× Pn, let α be the greatest label used
more than once. We claim that, in order for Tα to separate the vertices labeled α, there must be some j0 such that, for all i,
either (ui, vj0) ∈ Tα or (ui, vj0+1) ∈ Tα . Otherwise, there is a sequence {ij}n−1j=1 such that neither (uij , vj) nor (uij , vj+1) is in Tα ,
and then the sequence (ui1 , v1), (ui1 , v2), (ui2 , v2), (ui2 , v3), . . . , (uin−1 , vn−1), (uin−1 , vn) is a path through the complement
of Tα adjacent to every vertex not in Tα , so the complement of Tα is connected.
Thus, there is such a j0, and so the λ-ranking of Ks × Pn contains a (λ− s)-ranking of Ks × P n−2
2
. 
Lemma 4. χr(Ks × P2) = s+
 s
2

.
Proof. Given a ranking of Ks × P2, there cannot be two vertices of the same layer with the same color, because they are
adjacent. Let S be the set of colors that appear on both layers. Then there can be no rail with both of its vertices colored
with colors in S. This is because, if u and v are on such a rail with f (u) < f (v), then, since f (v) is in S, there is a vertexw in
the layer of u with f (w) = f (v); then w, u, and v together form a bad path, and f would not be a ranking. Thus S contains
at most
 s
2

colors, and the 2s − 2  s2 remaining vertices are all different colors, for a total of s +  s2 colors. This can be
achieved by choosing
 s
2

rails to have colors in S in the first layer, and choosing
 s
2

other rails to have colors in S in the
other layer. 
Theorem 5. Unless s is odd and n = 4, for n ≥ 3wehaveχr(Ks×Pn) = s+χr(Ks+P n−2
2
). If s is odd, thenχr(Ks×P4) = 1+2s.
For the proof we use two lemmas. First, we say that a ranking of Ks × Pn has a connectible end if one of the outer layers
has at most
 s
2

of the colors 1 through
 s
2

. For even s, every end is connectible. By the lemma above, for odd swe see that
Ks × P2 has a χr -ranking with one connectible end, but none with two connectible ends.
Lemma 6. If Ks× P n−2
2
 has a χr -ranking with a connectible end, then so does Ks× Pn, and χr(Ks× Pn) = s+χr(Ks× P n−2
2
).
Proof. The lower bound is in Lemma 3, so we need only exhibit an (s+ χr(Ks × P n−2
2
))-ranking.
For n odd, take two copies of Ks× P n−2
2
, find χr -rankings with connectible ends pointing outward, and add a high layer
of smore colors in between.
For n even, take two copies of Ks × P n−2
2
 and one copy of Ks × P2 in the middle. Find χr -rankings for all of them, with
connectible ends pointing to the left. Increase the labels of the s greatest vertices of the middle section so that they are all
high. Then connect the three sections carefully: each two newly consecutive layers must connect in such a way that none
of the vertices of labels 1 through
 s
2

on each layer is adjacent to any of the vertices of labels 1 through
 s
2

on the other
layer. This is possible because of the connectible ends. It results in a ranking because, if we delete the s high vertices in the
middle, then each side consists of a ranking of Ks × P n−2
2
 with at most  s2 vertices from the middle section attached. We
have arranged them so that the vertices from the middle section have labels at most
 s
2

and their neighbors in the next
layer have labels greater than
 s
2

. The resulting ranking uses s+ χr(Ks × P n−2
2
) colors and has a connectible end on the
left. 
For even s, all ends are connectible, so the lemma implies the theorem. Thus, we proceed for odd s only.
Lemma 7. If s is odd, then χr(Ks × P4) = 1+ 2s.
Proof. We want to show that 2s colors do not suffice. Suppose f is a 2s-ranking of Ks × P4. By the argument in Lemma 3,
there are s high labels restricted to two adjacent layers. They must be the middle layers, or we would have an impossible
s-ranking of Ks × P2 on one side, and we may assume without loss of generality that these s high labels are the s greatest
labels. Then the outer layers must have exactly the labels 1 through s. Thus, one of the middle layers shares at least
 s
2

of
the labels 1 through s with a layer adjacent to it. By the argument in Lemma 4, this configuration causes a bad path, so f is
not a ranking. Thus we need more than 2s colors. However, there is a (2s + 1)-ranking with connectible ends, obtained by
using the colors 2 through s+1 on each of the two outer layers, so that they have connectible ends, and using the argument
of the previous lemma to connect them to the middle two layers. 
Proof of Theorem 5. We know for n equals 2 or 4 that Ks×Pn has a χr -ranking with a connectible end.We show that this is
also true for n = 3. Lemma 3 implies that χr(Ks × P3) ≥ 2s, and it is clear that χr(Ks × P3) ≤ 2s, because we can choose the
whole middle layer to be high. One possible ranking with connectible end has 1 through s on the left layer, 1 on the middle
layer (not adjacent to the 1 on the left, of course), 2 through s on the right layer (none adjacent to the 1), and all the rest
high.
These constitute our base case. Applying Lemma 6 completes the proof. 
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Corollary 8. We have
χr(Ks × Pn) =
 s
2
· χr(Ln)

,
unless s is odd and n satisfies 2a + 2a−2 − 1 ≤ n < 2a + 2a−1 − 1 for some a ≥ 2, in which case χr(Ks × Pn) is one more than
this value.
Corollary 9. As n grows large, we have χr(Ks × Pn) = s log2 n+ O(1).
4. The rank number of P3 × Pn
In computing χr(P3× Pn), we find that it depends on howwe can rank P3× P n−3
2
; if P3× P n−3
2
 has a certain property,
then it may cause P3 × Pn to have a corresponding property. Thus, for convenience, we recursively define several sets of
natural numbers; we name them according to their least elements.
• Class 7: {7} ∪ {2b+ 3 : b in class 15};
• Class 15: {2a+ 1 : a in class 7};
• Class 6:−1+ class7;
• Class 8: 1+ class7;
• Class 16: 1+ class15;
• Class 17: 2+ class15;
• Class 18: 3+ class15.
Equivalently, numbers in class 7 have the form 4k · 7 + 4k−13 · 5, k ≥ 0, and numbers in class 15 have the form
4k · 15+ 4k−13 · 7, k ≥ 0, with the other classes defined as above.
For the rest of this section, let r(n) denote χr(P3 × Pn), and say that P3 × Pn has three rows and n columns. It is easy
to check that r(1) = 2, r(2) = 4, and r(3) = 5. We can show that r(4) = 6 as follows. Suppose that f is a 5-ranking of
P3× P4. If there are two vertices labeled 3, then, in order to separate them, the two vertices labeled 4 and 5 must be the two
neighbors of a corner, inducing a 3-ranking of a P2× P3 subgraph, which is impossible. But if there is only one vertex in each
of the colors 3, 4, and 5, we find that, after deleting any three vertices from P3 × P4, the graph still contains a P4 subgraph,
which does not admit a 2-ranking.
Theorem 10. For n ≥ 5, we have χr(P3 × Pn) = 3 + χr(P3 × P n−3
2
) for n not in class 16 or 17, and χr(P3 × Pn) =
4+ χr(P3 × P n−3
2
) for n in class 16 or 17.
We will prove the theorem through a sequence of lemmas. First we find a lower bound and then an upper bound that
together confine the rank number to a choice of at most two consecutive numbers. Then we determine which of those two
consecutive numbers is in fact the rank number.
We introduce a piece of notation that will be useful for the coming lemmas. In a minimal ranking f of P3 × Pn, for n ≥ 2,
let α be the greatest label used more than once. Let C(f ) (C for cut set) denote any smallest subset of Tα with the property
that, after the deletion of C(f ), not all vertices labeled α are in the same connected component. It is clear that |C(f )| > 1. If
|C(f )| = 2, then C(f ) consists of two neighbors of a corner, and so α = 1 because f is minimal. Thus, for α > 1, we have
|C(f )| ≥ 3. Also note that the vertices in C(f ) are confined to at most |C(f )| consecutive columns. These observations imply
the following lower bound for r(n).
Lemma 11. For n ≥ 3, we have r(n) ≥ 3+ r( n−32 ).
Proof. In a minimal λ-ranking f of P3 × Pn, for n ≥ 3, let α be the greatest label used more than once. If |C(f )| ≥ 3, then
C(f ) certainly contains three high vertices confined to at most three consecutive columns. If |C(f )| = 2, then α = 1, so it is
easy to see that there are still three high vertices in three consecutive columns. Then the complement of those three vertices
contains P3 × P n−3
2
 and is colored with λ− 3 colors. 
To restate the lemma, r(2n + 2) ≥ 3 + r(n), for all n ≥ 1. Thus, using the base cases r(2) = 4, r(3) = 5, r(4) = 6, we
find by induction the lower bound r(2k − 2) ≥ 3k− 2, r(2k + 2k−2 − 2) ≥ 3k− 1, r(2k + 2k−1 − 2) ≥ 3k, for k ≥ 2.
Nowwe find an upper bound for r(n). Becausewewill need to connect rankings of shorter grids together to form rankings
of longer grids, we describe several types of end that can be attached to P3 × Pn to enable the grids to fit together. We say
that a sticky end is three new vertices added to P3×Pn and joined to an outermost column in a stair-step pattern. So, ‘‘P3×Pn
with two sticky ends’’ refers to a graph consisting of P3×Pn plus six more vertices. For each n there are two such graphs, and
they are interchangeable for our purposes. We exhibit in Fig. 2 a 3-ranking of P3 × P1 with two sticky ends, and a 5-ranking
of P3 × P3 with two sticky ends.
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Fig. 2. A 3-ranking of P3 × P1 with two sticky ends, and a 5-ranking of P3 × P3 with two sticky ends.
Fig. 3. How to glue two sticky ends, and how to glue a pair end to a spike end, with high vertices shown as open dots.
Lemma 12. If there is a λ-ranking of P3× Pn with two sticky ends, then there is a (λ+ 3)-ranking of P3× P2n+3 with two sticky
ends.
Proof. We glue together two copies of P3 × Pn with two sticky ends, with a λ-ranking on each copy. The gluing procedure
is shown in Fig. 3, which portrays the middle columns of the new P3 × P2n+3. (The figure also shows how to glue a different
set of ends, used in a later lemma.) To glue, we add three high vertices between the inward-facing sticky ends of the smaller
subgraphs, so that the three high vertices span three consecutive columns in a diagonal pattern. These three consecutive
columns separate the copies of P3 × Pn, for a total length of 2n+ 3 columns, plus two outward-facing sticky ends. 
Using P3×P1 with two sticky ends and P3×P3 with two sticky ends as our base case and the lemma above as our inductive
step, we find r(2k+ 2k−1− 3) ≤ 3k− 1, r(2k+1− 3) ≤ 3k, for k ≥ 2. Combining these upper bounds with the lower bounds
given earlier, we find the following bounds:
3k− 2 ≤ r(n) ≤ 3k− 1, for 2k − 2 ≤ n < 2k + 2k−2 − 2,
r(n) = 3k− 1, for 2k + 2k−2 − 2 ≤ n < 2k + 2k−1 − 2,
r(n) = 3k, for 2k + 2k−1 − 2 ≤ n < 2k+1 − 2.
We note that the approximation 3 ⌊log2(n)⌋ is always within 3 of r(n), although this fact is not relevant to the remainder
of the proof. Because of the bounds above, all that remains is to find out when the rank number increases from 3k − 2 to
3k− 1. For n > 2 the interval from 2k− 2 to 2k+ 2k−2− 2 contains one number in class 7 if k is odd, or one number in class
15 if k is even. Wewill show the rank number increases from 3k−2 to 3k−1 at the change from class 7 to class 8 and at the
change from class 15 to class 16. This will complete the characterization of r(n), because the rank number increases exactly
once in each interval from 2k − 2 to 2k + 2k−2 − 2, and there is exactly one change from class 7 to class 8 or from class 15
to class 16 in each such interval.
A pair end is two pendant edges, each incident to a corner of an outermost column of P3 × Pn. A spike end is one pendant
edge, incident to the middle row of an outermost column. We exhibit in Fig. 4 a 7-ranking of P3 × P6 with a spike end and a
sticky end, and a 7-ranking of P3 × P7 with two pair ends.
Lemma 13. For n in class 6,7, or 15, we have r(n) = 3+ r( n−32 ). For n in class 6, there is an r(n)-ranking of P3 × Pn with a
spike end and a sticky end. For n in class 7, there as an r(n)-ranking of P3 × Pn with two pair ends. For n in class 15, there is an
r(n)-ranking of P3 × Pn with one pair end and one sticky end, and an r(n)-ranking of P3 × Pn with two spike ends.
Proof. We use induction, with P3 × P6 and P3 × P7 as the base case (Fig. 4). The continuing constructions are much like the
previous lemma. Here, we may glue two sticky ends together with three high vertices in between, so that the sticky ends
and the high vertices comprise three middle columns, or we may glue a pair end to a spike end with three high vertices in
between, so that the ends and the high vertices comprise two middle columns, as shown in Fig. 3.
Consider n = 2a+1 in class 15, with a in class 7. Then a−1 is in class 6, and a−1 =  n−32 .We claim that r(a) = r(a−1):
this is true for a = 7, and for a > 7 we have a = 2b + 3 for some b in class 15, in which case r(a) and r(a − 1) are both
equal to 3+ r(b) by the inductive hypothesis. Thus it suffices to make a (3+ r(a))-ranking of P3× Pn with the various ends.
To make P3× Pn with a pair end and a sticky end, glue P3× Pa with two pair ends to P3× Pa−1 with a spike end and a sticky
end. (The pair end and spike end are glued in the middle. In all these descriptions, we glue the end listed second of the first
subgraph to the end listed first of the second subgraph.) To make P3 × Pn with two spike ends, glue together P3 × Pa−1 with
a spike end and a sticky end, to P3 × Pa−1 with a sticky end and a spike end.
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Fig. 4. A 7-ranking of P3 × P6 with a spike end and a sticky end, and a 7-ranking of P3 × P7 with two pair ends.
Fig. 5. There is only one 4-ranking of P3 × P2 with a sticky end.
Consider n = 2b + 2 in class 6, with b in class 15. Then  n−32  = b. To make P3 × Pn with a spike end and a sticky end,
glue together P3 × Pb with two spike ends, to P3 × Pb with a pair end and a sticky end.
Consider n = 2b+ 3 in class 7, with b in class 15. Again,  n−32  = b. To make P3 × Pn with two pair ends, glue together
P3 × Pb with a pair end and a sticky end, to P3 × Pb with a sticky end and a pair end. 
The lemma above implies that, for n in class 7 or class 15, and k such that 2k−2 ≤ n < 2k+2k−2−2, then r(m) = 3k−2
for 2k− 2 ≤ m ≤ n. The following lemma shows that r(m) = 3k− 1 for n+ 1 ≤ m < 2k+ 2k−2− 2, for n in class 7 or class
15, completing the characterization of rank number of P3 × Pn for all n.
Lemma 14. For n in class 7 or class 15, we have r(n) < r(n+ 1).
Proof. In this lemma we prove by induction a stronger statement, as follows: that for n in class 7 or class 15 we have
r(n) < r(n+ 1), that for n in class 15 there is no r(n)-ranking of P3× Pn with a spike end and a sticky end, that for n in class
6 there is no r(n)-ranking of P3 × Pn with two sticky ends, and that for n in class 7 there is no r(n)-ranking of P3 × Pn with
a spike end.
For the purposes of this proof, consider the number 2 to be in class 15. Note that it satisfies 7 = 2 ·3+3 and r(2) < r(3).
For the base case, it is easy to check that P3× P2 with a sticky end has only one 4-ranking, up to transposing the labels 4 and
3. We exhibit this ranking in Fig. 5, and note that it does not admit a spike end.
We show that, for n in class 6, there is no r(n)-ranking of P3 × Pn with two sticky ends. Here, and in the following cases
of this lemma, we have |C(f )| ≥ 3, as follows. If C(f ) had only two or fewer vertices, for f a minimal χr -ranking of P3 × Pn
with various ends for some n, then we can check that, whatever the two vertices of C(f ) are, their removal results in two
connected components one of which has rank number at most 2. Because f is minimal and that small connected component
contains a vertex labeledα (whereα as before is the greatest non-high color), we see thatα ≤ 2. However, in theχr -rankings
we are considering, we have α > 2, so C(f ) cannot have only two vertices.
If n is in class 6, we canwrite n as 2b+2, with b in class 15. Suppose that there is a minimal r(n)-ranking f of P3×Pn with
two sticky ends. By the previous lemma, r(n) = 3 + r(b). If |C(f )| = 3, we can check each possible configuration of C(f )
to see that, upon its deletion, one of the resulting connected components contains an r(b)-ranking of P3 × Pb with a spike
end and a sticky end, which by the inductive hypothesis is impossible. If |C(f )| > 3, then C(f ) contains four high vertices
confined to at most four consecutive columns. Deleting those four columns leaves two connected components, each with
an (r(b) − 1)-ranking, and one of these must contain P3 × Pb−1. When n > 6, we know that r(b − 1) = r(b), so this is
impossible.
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Fig. 6. Even if no three high vertices separate P3 × P6 , there is still no 7-ranking with two sticky ends.
Thus, consider the case n = 6, and suppose that there is a minimal 7-ranking f of P3 × P6 with two sticky ends, with
|C(f )| > 3. If C(f ) contains four high vertices in only three consecutive columns, then deleting these three columns leaves
a 3-ranking of P3 × P2, which is impossible. There is a 7-ranking of P3 × P6 in which C(f ) consists of four high vertices in
four columns, shown in Fig. 6, but no such ranking admits even one sticky end. This concludes the proof that there is no
r(n)-ranking of P3 × Pn with two sticky ends, for n in class 6.
Now, we show that, if n is in class 7, there is no r(n)-ranking of P3× Pn with a spike end. This will also show that there is
no r(n)-ranking of P3×Pn+1, for n+1 in class 8. If n is in class 7, we can write n as 2b+3, with b in class 15. By the inductive
hypothesis, P3 × Pb+1 requires more than r(b) colors. In any minimal r(n)-ranking f of P3 × Pn, we know that C(f ) contains
three high vertices in at most three consecutive columns, and we find that deleting those three columns leaves two copies
of P3× Pb, each requiring r(b) colors. Then, |C(f )|must be exactly 3, and in order not to contain an r(b)-ranking of P3× Pb+1
(which is impossible), any r(n)-ranking of P3 × Pn must consist of two copies of P3 × Pb glued at sticky ends to the three
vertices of C(f ). Thus, every r(n)-ranking of P3 × Pn with a spike end contains an r(b)-ranking of P3 × Pb with a spike end
and a sticky end, which is impossible by the inductive hypothesis.
Next, we show that, for n in class 15, there is no r(n)-ranking of P3 × Pn with a spike end and a sticky end. We can write
n as 2a + 1, with a in class 7. By the inductive hypothesis, P3 × Pa with a spike end requires more than r(a) colors, and so
does P3 × Pa−1 with two sticky ends. Suppose that there is an r(n)-ranking of P3 × Pn with a spike end and a sticky end.
We know that r(n) = 3 + r(a). If |C(f )| = 3, then we can check the possible configuration of C(f ) to see that, upon its
deletion, the resulting graph contains an r(a)-ranking of either P3 × Pa with a spike end, or P3 × Pa−1 with two sticky ends,
both impossible. If |C(f )| > 3, then C(f ) contains four high vertices in at most four consecutive columns, and deleting those
columns leaves an (r(a)− 1)-ranking of a graph containing P3 × Pa−1, also impossible because r(a− 1) = r(a). Thus there
is no r(n)-ranking of P3 × Pn with a spike end and a sticky end, for n in class 15.
Finally, we show that there is no r(n)-ranking of P3 × Pn+1, for n + 1 in class 16. We use the argument in the previous
paragraph to see that, in any r(n)-ranking of P3×Pn+1, wemust have |C(f )| = 3. Then we check the possible configurations
of C(f ) to see that, when it is deleted, the resulting graph contains an r(a)-ranking of P3 × Pa with a spike end, which is
impossible. 
To conclude the proof of Theorem 10, we need to determine for which n we have r(n) = 4 + r( n−32 ). All of these n
have 2k − 2 ≤ n < 2k + 2k−2 − 2 for some k, and we know that numbers in this range greater than class 7 or class 15 all
have rank number 3k−1, for the appropriate k. Notice that, if n is in class 18 or greater, then  n−32  is in class 8 or greater, so
r(n) = 3k−1 = 3+ (3(k−1)−1) = 3+ r( n−32 ). Likewise, if n is in class 8 or greater, then  n−32  is in class 16 or greater,
so r(n) = 3k− 1 = 3+ (3(k− 1)− 1) = 3+ r( n−32 ). Thus, only for n in class 16 or 17 do we have r(n) = 4+ r( n−32 ).
Corollary 15. As n grows large, we have χr(P3 × Pn) = 3 log2 n+ O(1).
5. Bounds for general grids
The subtle characterization of χr(P3 × Pn) suggests that the rank numbers of grids are not easily stated or proven, in
general. However, we provide some bounds for the rank numbers of grids.
Theorem 16. For every m, there exists N such that
m+ χr

Pm × P⌈ n−m2 ⌉

≤ χr(Pm × Pn) ≤ m+ χr

Pm × P n−1
2
 ,
for all n > N, and the upper bound holds for all n.
Proof. Say that Pm × Pn has m rows and n columns. The upper bound holds for all n, not only large n. To construct an
(m+χr(Pm×P n−1
2
))-ranking of Pm×Pn, we color the leftmost  n−12  columnswith aχr -ranking of the induced Pm×P n−12 
subgraph, and color the rightmost
 n−1
2

columns with a χr -ranking of the induced Pm × P n−1
2
 subgraph. Then make all
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Fig. 7. How to color trin , shown for n equal to 6 and 5. The high vertices are shown with big white dots, and the next highest in small open dots.
m vertices in the middle column high. Thus the recursive upper bound χr(Pm × Pn) ≤ m+ χr(Pm × P n−1
2
) holds, and this
implies the exact upper bound χr(Pm × Pn) ≤ m · (⌊log2(n)⌋ + 1) = m · χr(Pn).
Nowwe will show the lower bound. Let f be a minimal λ-ranking of G = Pm× Pn, for n > m. For any color i, let Hi be the
graph with vertex set Ti and edges between vertices that are adjacent or diagonal in the grid.
Let α be the greatest label such that Hα contains a connected component of at leastm vertices, and let C be a connected
subgraph of Hα containing exactly m vertices. Such an α exists because H1 contains at least
mn
2

vertices – if there were
more than
mn
2

vertices labeled 1, then some would be adjacent – so H1 is connected and contains more than m vertices.
Then C spans at mostm columns. Let A1 be the induced subgraph on the leftmost
 n−m
2

columns of Pm × Pn, and A2 be the
induced subgraph on the rightmost
 n−m
2

columns of Pm × Pn. Then, because there arem− 1 orm columns in between A1
and A2, we see that A1 or A2 is disjoint from C; call this graph A. We show that, if n is large, every label greater than α is used
only once. Thus, C hasm different colors and f |A does not contain any of thesem colors, so f |A uses at most λ−m colors.
In a ranking of any graph G, we say that Ti splits G into islands, where each island is a connected component of the graph
obtained by deleting Ti from G. Each island has a set of liberties, where a liberty is a vertex of Ti adjacent to some vertex of
the island. Let Q denote the infinite grid graph corresponding to one quadrant of the square lattice in the plane. Let L be the
largest possible number of vertices in a finite island of Q withm liberties. Put N > 2L+1, so that, if n > N , then χr(Pn) > L.
Consider G = Pm × Pn. We want to show that every label greater than α is used only once, so suppose to the contrary
that u and v are vertices of Tα with f (u) = f (v) = β . Then β > α, so every connected component of Hβ has fewer than m
vertices. This is not enough vertices to reach from the top row of G to the bottom. Thus, when Tβ splits G into islands, one
of the islands contains at least one vertex from each of the n columns, and thus contains Pn. Some vertexw on this path has
L < f (w), because of the assumption that χr(Pn) > L; also, f (w) ≤ β becausew is not in Tβ . Thus β > L.
Each of the other islands contains at most L vertices, again because Hβ has connected components of fewer than m
vertices, which do not stretch from top to bottom of G. The shapes of these islands and of their sets of liberties could just
as well appear in Q . But, because u and v are in different islands, either u or v must be in one of these islands of size at
most L. We assumed that f is a minimal ranking, so f restricted to any island must be a minimal ranking, which implies that
β ≤ L. This is a contradiction, which shows that no two vertices of label greater than α have the same label. Because C hasm
vertices all of which have labels greater than α, the fact that A and C are disjoint implies that the ranking on A uses at most
λ−m colors. 
Corollary 17. For fixed m as n grows large, we have χr(Pm × Pn) = m log2 n+ O(1).
Having found bounds for long grids, we can also find an upper bound for square grids χr(Pn × Pn) by offering a strategy
for constructing rankings. We start by making all the vertices on the diagonal high. Deleting these n vertices leaves two
triangles, each of which we will denote trin−1. We will find an upper bound for χr(trin−1), giving us an upper bound for
χr(Pn × Pn) because χr(Pn × Pn) ≤ n+ χr(trin−1).
Lemma 18. For n ≥ 3, we have χr(trin) ≤ n− 1+ χr(tri n−2
2
).
Proof. The coloring strategy is shown in Fig. 7. For n even, we use the greatest n2 labels to color
n
2 vertices ascending
diagonally from the corner. That leaves two pyramid-shaped subgraphs that are each n2 vertices tall. We use the next
n
2 − 1
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colors to color the center column of each of those pyramids, separating the pyramid into three pieces, of which one is a
single vertex and the other two are tri n−2
2
.
For n odd,we use the greatest n−12 labels to color
n−1
2 vertices ascending diagonally from just above the corner. That leaves
two pyramid-shaped subgraphs, one that is n+12 vertices tall, and one that is
n−1
2 vertices tall. We use the next
n−1
2 colors to
color the center column of each of those pyramids, as shown in the figure, leaving pieces that are tri n−1
2
or smaller. 
Corollary 19. For n ≥ 2, we have
χr(Pn × Pn) ≤ 3n− bitcount(n)− 2 ⌊log2 n⌋ .
6. Conclusion
To complete the determination of rank numbers of grid graphs would require finding a good lower bound for rank
numbers of square grids. There are also other natural extensions of the theorems in this paper. Just as we can connect
the ends of K2 × Pn to make prin and mo¨bn, we can connect the ends of Ks × Pn. There are many ways to do so, one for each
conjugacy class of Ss. Similarly, we can connect the ends of P3 × Pn to make either P3 × Cn or another Möbius-type graph.
Another interesting extension is to consider parallelogram subsets of the hexagonal lattice, as an analogue of grid graphs,
which are rectangular subsets of the square lattice. These parallelograms are generalizations of P2n , much as grid graphs are
a generalization of ladders.
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