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ABSTRACT 
 
 
This research is carried out be able to automatically identify the joint position and 
classify the quality level of imperfections for butt welding joint based on background 
subtraction, local thresholding and gray level approaches without any prior knowledge of 
the joint shapes. The background subtraction and local thresholding approaches consist of 
image pre-processing, noise reduction and butt welding representation algorithms. The 
approaches can automatically recognize and locate the butt joint position of the starting, 
middle, auxiliary and ending point according to the three different joint shapes; straight 
line, tooth saw and curved joint shapes. The welding process was done by implemented an 
automatic coordinate conversion between camera (pixels) and KUKA welding robot 
coordinate (millimeters) from the KUKA welding robot and camera coordinate ratio. The 
ratio was determined by a camera and three reference point (origin, x-direction and y-
direction) taken around workpiece. Hence, the quality level of imperfection for butt 
welding joint was classified using Gaussian Mix Model (GMM), Multi-Layer Perceptron 
(MLP) and Support Vector Machine (SVM) classifiers according to their class of 
imperfection categories; good welds, excess welds, insufficient welds and no weld in each 
welding joint shape. These classifiers introduced 72 characteristics of feature values of 
gray pixels taken from co-occurrence matrix. The feature values consist of energy, 
correlation, homogeneity and contrast combine with gray absolute histogram of edge 
amplitude including additional characteristic features with scaled image factor by 0.5. The 
proposed approaches were validated through experiments with a KUKA welding robot in a 
realistic workshop environment. The results show that the approaches introduced in this 
research can detect, identify, recognize, locate the welding position and classify the quality 
level of imperfections for butt welding joint automatically without any prior knowledge of 
the joint shapes. 
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ABSTRAK 
 
 
Penyelidikan ini dapat mengenalpasti kedudukan sambungan kimpalan dan 
mengelaskan tahap kualiti ketidaksempurnaan kimpalan untuk sambungan kimpalan temu 
berdasarkan pendekatan pengurangan latar belakang, ambang tempatan dan tahap kelabu 
tanpa pengetahuan sebelumnya tentang sambungan bentuk kimpalan. Pengurangan latar 
belakang dan ambang tempatan terdiri daripada pemprosesan imej, pengurangan hingar 
dan algoritma perwakilan kimpalan temu. Pendekatan in secara automatik dapat 
mengenali dan mencari kedudukan titik sambungan kimpalan temu samaada permulaan, 
pertengahan, persilangan dan pengakhiran mengikut tiga bentuk sambungan yang 
berbeza; garis lurus, gergaji gigi dan sambungan secara melengkung. Proses kimpalan 
dilakukan dengan melaksanakan penukaran koordinat antara kamera (piksel) dan 
kimpalan robot KUKA (milimeter) secara automatik dari nisbah antara kimpalan robot 
KUKA dan kamera yang diselaraskan. Nisbah itu diperolehi daripada kamera dan tiga 
titik rujukan (asal, arah x dan arah y) yang diambil di sekeliling benda kerja. Justeru itu, 
tahap kualiti ketidaksempurnaan untuk sambungan kimpalan temu akan diklasifikasikan 
menggunakan pengelas Gaussian Mix Model (GMM), Multi-Layer Perceptron (MLP) dan 
Support Vector Machine (SVM) mengikut kategori kelas ketidaksempurnaan mereka; 
kimpalan yang baik, kimpalan berlebihan, kimpalan yang tidak mencukupi dan tiada 
kimpalan di setiap sambungan kimpalan. Pengelas ini memperkenalkan 72 nilai ciri-ciri 
dalam piksel kelabu yang diambil dari matriks coocurrence. Nilai ciri-ciri tersebut terdiri 
daripada tenaga, hubung kait, serumpun dan pertentangan bergabung dengan histogram 
mutlak kelabu daripada pinggir amplitud termasuk tambahan ciri-ciri dengan 
meningkatkan faktor imej kepada 0.5. Pendekatan yang dicadangkan dibuktikan melalui 
percubaan dengan menggunakan kimpalan robot KUKA dalam persekitaran bengkel yang 
realistik. Keputusan menunjukkan bahawa pendekatan yang diperkenalkan dalam kajian 
ini dapat mengesan, mengenalpasti, mengenali, menyetempatkan kedudukan kimpalan dan 
mengelaskan tahap kualiti ketidaksempurnaan untuk sambungan kimpalan temu secara 
automatik tanpa pengetahuan sebelumnya tentang sambungan bentuk kimpalan. 
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