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1. INTRODUCTION 
This is the second part of a series of papers on general function spaces. 
The first part [ 1 l] contains a description of abstract decomposition methods. 
This part deals with the basic spaces from which the more general spaces, 
considered in later papers, are built up: weighted L,-spaces of analytic 
functions, 0 < p < co. This part is self-contained. 
The aim of this paper is the proof of inequalities of Plancherel-Polya- 
Nikol’skij type and the consideration of related quasi-Banach spaces. Let 
p(x) be a weight function, and let y, and p2 be two Bore1 measures in R, 
with some additional properties explained later on. Then we shall be 
concerned with inequalities of type 
(1) II P!llL*,ul G c II P.lILp,u2 3 ~>qtP>o, 
and of type 
(11) II PPnlLg,,, d c II PfllL,,,, 3 co>q>p>o. 
Herefbelongs to a set of entire analytic functions in R, where the supports 
of the corresponding Fourier transforms are contained in a fixed compact set 
in R, . L,,, means the usual quasi-Banach space in R, with respect to the 
measure p. For p(x) = 1, & = dp, = dx = Lebesgue measure and 
1 < p < q < co, one obtains the classical inequalities of Plancherel- 
Pdya-Nikol’skij type, which play a fundamental role in the theory of function 
spaces, namely in the approach given by Nikol’skij [6] (approximation of 
functions by entire analytic functions of exponential type). The corre- 
sponding L--spaces treated in this paper are 
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0 < p < co. Here (S,)’ is a space of distributions (lying between S’ and 
Ff is the Fourier transform of ,f, and Q is a fixed bounded domain, K is a 
weight function, and p a measure. 
We extend the classical inequalities in two directions: first to 0 < p < 1, 
and second to weight functions p(x) and measures p. For the first extension 
we need inequalities of maximal type (Hardy’s maximal function), for the 
second one ultra-distributions. In the Appendix (Section 5) some facts on 
ultra-distributions needed are described; in particular a proof of a theorem 
ener-Schwartz type (Theorem 5.5) is given which is perhaps of 
interest in itself. Apart from this theorem the main results of the paper are 
contained in Theorem 3.5 (resp. 3.4) and Theorem 4.1. 
All unimportant positive numbers in this paper are denoted by the same 
letters c, c’,... . 
2. DEFINITIONS 
In this section we give the definitions for the weight function p(x), the 
measures, and the i&,-spaces mentioned in the Introduction. We shall use 
the notations introduced in the Appendix (Section 5) of this paper. 
2. I. Weight Functions 
R, denotes the n-dimensional real Euclidean space. 
DEFINITION 2.1. Let 1 < a < 00, and let (C&, be a set of positive 
numbers. Then K(a, C,) denotes the set of all Bore&measurable functions 
p(x) in R, such that 
Cl < p(x) < C&y) exp E I x - y ll;Q < co 
for all E > 0, x E R, , and y E R, . 
emarks. (1) Setting y = 0 in (l), it follows by Lemma 5.1 that 
Ax> E &Y. 
Equation (1) may be simplified. Let 
0 < p(x) < q(y) exp C’ I x -y Is, c>o, i?>o,o<p<n. 
63 
orel-measurable function p(x) satisfies (3), then it also satisfies (I), 
provided /I < I/a < 1. On the other hand, choosing E = I in (I), one 
obtains (3) with /3 = I/a. But the advantage of the more complicated 
condition (1) is the relation (2) which will be useful later on. 
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(2) For all E > 0 it follows immediately from (1) that 
c, exp( --E 1 x iI/“) < p(x) < c,’ exp E j x j lla, c, > 0, c,’ > 0. 
(4) 
Consequently, the growth of p(x) is restricted from above and from below. 
Furthermore, as an easy consequence of (1) one obtains the following 
assertion: Let h > 0, p1 E K(a, C,), pz E K(u, C,‘). Then 
EXAMPLE. If IX 3 0 and j = l,..., ~1, then 
1 + I xj la E KM, CJ (6) 
for all 1 < a < co and appropriate C, , depending on Q. If 0 < p < 1, 
then 
e’03iB E K(u, C,) (7) 
for /I < l/a < 1 and appropriate C, . Using (5) one can construct a large 
variety of functions p of type (l), for instance frational functions of (6) and (7) 
with positive coefficients. 
2.2. Measures 
Let h > 0, and let 
Qkh = {x 1 x = (x1 ,..., x,), hkj < xj < h(kj + l), (j = l,..., n)> (8) 
be a decomposition of R, where k = (k, ,..., k,), kj being integers. 
DEFINITION 2.2. Mh denotes the set of all Bore1 measures in R, such that 
AQ2) = 1 for all Qkh. (9) 
Remark. The last definition shows that we shall be concerned with 
measures having a lattice structure. The following two measures are of special 
interest: (i) the modified Lebesgue measure dx/h”, and (ii) atomic measures 
p(Qkeh) = ~({x”}) = 1, where xk is a fixed point in Qkh. The inequalities 
proved later on are independent of p E Mh, provided that h is sufficient 
small. 
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2.3. Admissible Weight Furzctions and L,-Spaces 
If ,u is a Bore1 measure in R, , then /I . llL, iL has the usual meaning. namdy 
= p ~ ess Sup i f(x)1 for p==co, ilO> 
j(x) are complex-valued functoins. F denotes the Fourier transform 
(Appendix 5.4). 
DEFINITION 2.3. Let p E K(a, C,), and let p E MIS . 
(a) A Borel-measurable function K(X) is said to be admissible (With 
respect o p and I*) if 
(i) there exists a positive number c such that 0 < K(X) < q(x) 
for all x E R, , 
(ii) there exist a positive number 6, a positive number G’, and a 
Borel-measurable subset G of R, such that p(C n Qkh) 3 6 for all Qz and 
4x1 3 c’p(x) for X E G, (Ii) 
(b) Let K(X) be an admissible function (with respect o p and p), let 
0 (: p < co, and let 9 be a bounded subset of R, . Then 
&%, PL) = {f / fE (&I)‘, SUPP Ffc a, 11 ~f~~~~+ < a:. W) 
Remark. Later it will be shown that all the spaces J~,~‘(K, p) are quasi- 
Banach spaces, provided that h is sufficiently small. 
EXAMPLE. The most interesting feature of the last definition is the 
possibility to replace p E K(a, C,) by K. Let dp = dxjh” be the modified 
Lebesgue measure. Using the examples in Section 2.1 it follo~ws that 
are admissible functions (where p(x) = j”=l(l + 1 Xj 1)‘~ and P(X) = 
I i / .X in, respectively). Of particular interest seems to be the case K(X) = 
I &z IR; P 3 0. 
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3. INEQUALITIES 
In this section inequalities of types (I) and (II) mentioned in the Intro- 
duction are proved. It will be convenient o divide the proof of the general 
inequalities into two main steps: First, the inequalities are proved for 
Lebesgue measures. Here the lattice structure of the measures does not play 
any role (see Section 3.1,3.3). Second, an equivalence theorem will be derived 
showing that one may replace the Lebesgue measure by an arbitrary measure 
EL. EMh (see Section 3.4). Afterward it is not hard to formulate the general 
results (see Sections 3.5 and 3.6). The question whether the assumptions made 
are natural ones is discussed in Section 3.7. 
3.1. Inequalities of Type (I) for the Lebesgue Mea,&re 
To avoid technical difficulties we first prove the inequalities for rapidly 
decreasing analytic functions. We use the notations and the results of the 
appendix. Let II . IL, = II . llLa,p if dp = dx is the Lebesgue measure. 
THEOREM 3.1. Let p E K(a, C,), b > 0, and 0 < p < q < 00. Then there 
exists a positive number C such that for all entire analytic functions f, 
fE&, sup~Ef-C{~ I IY I < bh (13) 
one has 
II PfllL, < c II Pfllr, * (14) 
Proof. Step 1. It follows from (64) and (4) that both sides of (14) are 
finite. Let # ES, such that F# has compact support and (F+)(x) = 1 for 
j x / < b. The existence of such a function follows from (56) and the remarks 
in Section 5.3. If f satisfies (13) it follows that Ff = Ff . F#, and consequently 
f(x) = c j$y) $6 - Y> dv. (15) 
Therefore, by (1) 
p(x) If(x>l -G c, JR,, I f(y)1 I $6 - y)l p(y) exp(E I x - y j1’a) dy. (16) 
If 1 < p < cc, then again using (64) and choosing E sufficiently small, 
it follows by Holder’s inequality that 
II Pf II& G c II PfllL, . (17) 
If 0 <p < 1, (15) yields 
PW IfWl G C’@UP P(Y) lf(YN1-"jR~Pp(Y) If(Y>l” dY. 
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Taking the supremum on the left-hand side and using iI pJiIL, < co, one 
obtains (17) for 0 <p < 1. 
Step 2. Let 0 < p < q < co. Then (14) is a consequence of (17) an 
Remark. The case p(x) = 1 reproduces the classical ?la~che~el-~olya- 
Nikol’skij inequalities. 
3.2. Inequalities of Maximal Type 
For the proof of inequalities of type (II) mentioned in the Introduction, 
some preliminaries are needed. Our approach is based upon the technique of 
maximal inequalities developed by Fefferman and Stein El] and Peetre [71. 
In particular, some ideas of the proof of the lemma below are taken from 
Peetre [73. As usual, (Mf)(x) denotes Hardy’s maximal function, 
where the supremum is taken over all bails B centered at x E 
LEMMA 3.2. Let p E K(a, C,), b > 0, and 0 < r < co. Then there exists a 
positive number C such that for all functions of type (13) 
Proof, If 9 is as in the proof of Theorem 3.1, then a#/2xl belongs to also 
S, and its Fourier transform has a compact support. Hence by (15), (64), and 
the counterpart o (16), 
where h is an appropriate positive number. Using the estimate 
(1 f 1 x - y py(1 + / z p”) < c(l + j x - y - z i”“), 
it follows that 
sup p(x _ z) l@!~x&x - 41 I f(Y)! 
z I + 1 z In/? -supJ- P(Y)~+jx+qr x R, 
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A’ being a positive number with A’ < A. Now we use the fact that 
is an equivalent quasi-norm in the Banach space Cl((v 1 / 21 1 < l}) (a proof 
of this assertion will be given in the remark below). Let B6 be a ball of radius 6. 
By a homogeneity argument it follows for g E Cl(B,) that for. u E Bs 
I dt,)l < CL? ;g I Vdw)I + c%n’r (s,, I L$u’)lV qr> (21) 
where c is independent of 6. Now we apply (21) tof(x - w). If one assumes 
6 < 1 and takes into consideration that 
w(u) G P(V) G ww, Iu-v] < 1, (22) 
where c1 and c2 are two positive numbers independent of u E R, and v E R, , 
then it follows that 
I wx - II’ - VII 
The integral is estimated from above by 
- w - y) j f(X - lV - y)[T fq. 
(23) 
(1 ,u,s,w,+l P’G - 4 If@ - u>l’ql” e 41 f I u’ I”“)[~ I pfI’)Wll”. 
Putting this estimate in (23), dividing both sides by 1 + / w lnir and taking 
the supremum with respect to w E R, , it follows that 
+ c6W’(M j pf y(x)y,: (24) 
where c is independent of 6. Obviously, one may replace afiax, in (19) by Of. 
Choosing 6 in (24) sufficiently small, then (18) is a consequence of (24) and 
(19), where afiax, is replaced by 0’ 
Remark. We used the fact that (20) is an equivalent quasi-norm in the 
Banach space C1 of all continuously differentiable functions in the closed 
unit ball B. We give a proof. Obviously, (20) can be estimated from above by 
Ij g j/cl(B) . The converse inequality is a consequence of 
I g(V)1 G 4 ,y% i SO~)l + ,S;,g 1 V&M’)/) w, w, 
,w,41 I gOv)l Qqr + ,yl I W~)l] <c US . 
which follows from the mean value theorem. 
(25) 
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3.3. Inequalities of Type (II) for the Lebesgue Measure 
If 01 = (IX1 )...) an) is a multi-index, oli being nonnegative integers, then 
j-p = a’al’ayl . . . ! I 3x2 has the usual meaning with i a: j = Cy=, “j . 
THEOREM 3.3. Let p E K(a, C,), b > 0, 0 < p < q < co, and let 01 = 
(01~ ,.... a~,) be a m&i-index. Then there exists a positive number C such that 
for all functions f as given via (13) there holds 
I PWilL, < c II PJ’IIL,, . (26) 
Proof. The case p = q = co follows after differentiation of (15) with 
respect to x in the same way as in the proof to Theorem 3.1. Let 0 < p = 
4 < co. Choosing 0 < r < p, then (18) yields 
I8 ~(WWIL, < c ilCM I pf I’F” IL, = c II 34 I pf 1’ iltET. 
By Hardy’s maximal inequality (see [IO, p. 51) it follows that 
/I PWW;~~ G c II ! pfl’ i/Y = c ;I PI%,. p/r (27) 
lff satisfies (13), then if/ax, does, too. Consequently, by iteration of the last 
estimate, where x1 can be replaced by xj , (26) follows with 0 < p = 4 < co. 
Since Pf satisfies (13), too, the general case 0 < p < q < co k a conse- 
quence of Theorem 3.1. 
Remark. If p(x) = 1 and 1 < y < q < co, then (26) is used by 
Nikol’skij [6] in connection with the theory of function spaces. 
3.4. An Equivalence Theorem 
THEOREM 3.4. Let p E K(a, CJ, b > 0, 0 < p < co, and ,ul , pz E IW,~ ~ 
If K~(x) is an admissible ftlnction with respect to p and pl, and if K~(x) is au 
admissible fkction with respect to p and pLz (see Definition 23(a)), then there 
exists a positive number C such that for all functions f of type (13) 
1~ Klf llL,,,+ < c Ii ‘%f l;L,,+ 1 rzs> 
prouided that h is suficienfly small (that means 0 < h < h, , where h, depends 
only on II, p, a, b, and C, , but not on pl , p2 , K~(x) and K~(x)). 
Proof. Step 1. First we prove inequalities of type (28) for the modified 
Lebesgue measure and the atomic measures described in the Remark in 
Section 2.2. Fore precisely, there exist two positive numbers c1 and cl; such 
that for all functions f satisfying (13), there holds 
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Here xk E Qkh are arbitrary points, and 
// ak iit, = ( c 
k=(k,,...,k,) 
1 a, $“, 0 <p < co, 
with the usual modification for p = co. The constants c1 and c2 are inde- 
pendent of h and of the choice of xk E Qkh. If x E Qkh, then 
I f(x>l G I f(x”)l + ch fE;fh I Wz)I. (30) 
Restricting h by h < 1 and using an inequality of type (22), it follows that 
P(X) lf(x>l G CP(X”> lf(x”>l + ch ,,~;IP<,, ~(4 I YWI. \ 
Here c and c’ are independent of h. If p < co, then 
.r p”(x) I few dx- < ch” c p”(x”) If(xk)l” % k 
+ ch” .,, “,~~~P,, ~(4 I W4lX-W dx, (31) 
where c and c’ are independent of h. Let 0 < r < p. Using (18) it follows 
that the second term on the right-hand side can be estimated by 
chp 
s R, I ~4 I pfl’ W”” dx. (32) 
Again using Hardy’s maximal inequality, the last term can be estimated 
from above by ch” II pfil! . If h is sufficiently small, h < h, < 1, then 
one obtains the right-hand’side of (29). A small modification shows that the 
assertion is also true for p = co (instead of (18) one has to use (26) for 
p = 4 = co and a/ax,). The left hand side of (29) is proved in the same way 
by changing the roles of x and x” in (30). 
Step 2. Let 0 < h < h, and pl, p2 E Mh. To prove (28) for K~ = 
K~ = p, let f be a function satisfying (13). Since c, and cz in (29) are inde- 
pendent of the choice of xk E Qkh, it follows for p < co that 
A corresponding estimate holds for p = 03. 
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Step 3. Let p E Mh, where h < h, , and let K(X) be an admissible 
function with respect o p and p, We shall show 
II PI%,., < c II KJ'IIL,.,~ (341 
If G has the meaning of Definition 2.3(a) (with respect to p), then we 
construct a new measure v E Mh by 
where !S is an arbitrary Borel-measurable set in n . If 6 has the meaning of 
Definition 2.3(a) (with respect o p), then it follows from (33) (with p1 = p 
and p2 = v) that for p < co 
I,, P%> I fWl” 4 < 4 s,, ~~(4 XGW I J(4l” dp$ cw 
where xc(x) is the characteristic function of G. Equation (34) follows from 
(36) and the fact that p(x) xc(x) < CK(X). A corresponding assertion holds 
for p = co. NOW, (28) is an easy consequence of (33) and (34). 
Remark. Equation (28) and its special case (29) show that the inequalities 
proved here have a lattice structure. The question arises how to understan 
the restriction h < h, of the lattice constant. fn Section 3.1, it will be proved 
that (29) cannot be true if h is too large. 
3.5. The Main Inequality 
THEOREM 3.5. Let p E K(a, CJ, b > 0, 0 <p < q < co, and let pl) 
pz E Mk where 0 < h < h, (here h, has the same meaning as in Theorem 3.4). 
Furthermore, let K~(x) be an admissible fkction with respect to p and p+, 
j = I, 2 (cf. Dejinition 2.3(a)). If 01 is a multi-index, then zhere exists a positive 
number C such that for all fhctions f of type (13) 
I/ KID”JIIL,,~~ < c I/ %f /!L,,,~. (37) 
Proof. If f satisfies (13), then D&f has the same properties. But now (37) 
is a consequence of (26) and (28). 
EXAMPLE. By (37) it is possible to compare the Lebesgue-measure with 
the atomic measures as described in the Remark in Section 2.2. Other 
interesting examples may be obtained on the basis of the examples in 
Section 2.3. Qne has 
640/19/z-5 
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where 0 -=c p < q d cc and ,& >, 0; and 
where 0 < p < q < co and p > 0. Here II * ljL, are the usual spaces with 
respect o the Lebesgue measure. 
3.6. Extension of Inequality (37) 
For the later applications we extend (37). 
THEOREM 3.6. If P, P, 4, ~1, PZ 3 K~, K~, and a! have the same meaning 
as in Theorem 3.5, and if 8 is a bounded subset of R, , then there exists a 
positive number C such that (37) holds for all f E L,“(K~ , p2) provided that 
the lattice constant h is suficiently small (that means h < h, where h, depends 
on a). 
Proof. Letf E L,a(~z , pz). By Lemma 5.4 and Section 5.6 it follows that f 
can be approximated in (S,)’ by fs ES, such that supp F;fs C { y j I y / d b}, 
where b is sufficiently large. Apply (37) to fs . If 01 = (O,..., 0), then one 
obtains the desired inequality for 6 4 0 (here one uses the explicit form offs as 
described in (60), after appropriate changes of notations). The general case 
follows by mathematical induction with respect o 1 01 1. 
Remark. We extend another inequality which will be useful for later 
applications. For all functions f, satisfying (13), it follows by (18), (24), and 
Hardy’s maximal inequality that 
where 0 < r < p -C co. Using the above approximation argument (and 
Fatou’s lemma), it follows that the last inequality holds true forf E L,“@, PJ, 
pL indicating the Lebesgue measure. 
3.7. Noninequalities 
The above inequalities have two characteristic features: (i) the lattice 
structure, which means the arbitrariness of the measures TV E Mh in the 
inequalities (28) and (37), and (ii) the growth conditions for p E K(a, C,), 
expressed by (4). In part (a) of the theorem below and in the remark below 
we clarify the lattice structure. Parts (b) and (c) of the theorem below show 
that one cannot weaken essentially the growth condition (4) in the theory 
developed above. 
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THEOREM 3.7. (a) Let p E K(a, e,), b > 0, and 0 < p < 00. If h > 
r~n~/~/b, then there does plot exist a positive number G such that for all choices 
xB E Qlcn and all f, satisfying (13), one has 
II PfIIL, ,< c II Pw9fb+h, . /w 
(b) Iff E (S,)’ such that supp Ff is compact and 
II e”“‘f(xh, < 03 
for an appropriate positive number E, then f (x) = 0. 
(c) Let E > 0, 0 < p < co, and 0 < a < 1. Then there does not exist 
a positive number C such that for all f E S (Schwartz space) with supp Ej”C 
{y\ lyl < c}onehas 
(39) 
Proof. (a) Let 0 < b’ < b/n1J2 such that h > r/b’, and use the known 
formula 
where x’ is the characteristic function of Q’ = (f 1 5 = (tl ,..s, f,), / lj I < b’j. 
If cp E Sa , then 
((sin b’x,)/x,)) E S, . 
3=1 
The remarks in Section 5.3 show that y can be chosen such that q(x) qk 0 and 
suwFf%i ITI GS>- (41) 
If 6 > 0 is sufficiently small, then it follows that 
serpp FJ = supp F? c F 
Consequently, S satisfies (13). Since h > m/br, one may choose for xii E 
a subset of the roots (v/b’)(2, ,..., In), of 3; where & = rtl, f2, +3,... . 
exe, for such a choice of xk the right-hand side of (38) vanishes. This 
proves (a). 
(b) Iff has the described properties, then 
(Ff)(<) = c lR, e--i<5.2> f(x) d.x 
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can be extended to complex 5, for instance to real, & ,..., <n-l and complex 5, 
with 1 Im 5, / < E. Hence, Ff is an analytic function in the strip 1 Im 5, / < E. 
Since Ff has compact support in pi, , it follows that Ff = 0, and thus f = 0. 
(c) Assume that there exists a constant C such that (39) is true for all 
f E S with supp Ff C (y 1 1 y 1 < E}. Let f E S’, supp Ff C (y j / y I < e/2}. 
Using the approximation argument of Lemma 5.4 with respect to S and S’ 
it follows that (39) holds also for f (with the same constant C). In particular, 
(39) is true for arbitrary polynomials. Let f(x) = C,“=, xi” where m is a 
positive even number. Let r = j x (. If p < co, it follows that 
s 
cc 
?122p exp( -prl/a) rpm-2pi-n-l dr < c 
0 I 
m 
exp(-prlia) rPnL++l dr, 
0 
where c is independent of m. Using the transformation prlla = t, it ‘follows 
that 
m2Pr(apm - 2ap + an) < c’r(apm + an), (42) 
where I’ is Euler’s r-function’. Here c’ is independent of m. As a consequence 
of Stirling’s formula one obtains 
r(apm + an) < cm2aPr(apm - 2ap + an). 
Because a < 1, this is a contradiction to (42). 
Remark. Part (a) shows that one cannot expect inequalities of type (28) 
and (37) if the lattice constant h is too large. But we add here a formula which 
gives a better understanding of the lattice character of the above inequalities 
if h is sufficiently small. Let (for simplicity) f E S and 
SUPP Ff C Qti = It I I & I G 6, 
Then we have the Fourier expansion (kx = C,“=, kjxj) 
R’M4 = x(4 T ak ev- i~kxlb), 
x(x) being the characteristic function of Qb . Here 
a, = & s 
Qb 
(Ff)(x) exp@kx/b) dx = 6 [F-l(Ff )I(% k) = $f (g k) 
Hence, 
f(x) = $ cf (T k) F-Yx exp(--inkt?b))(x) 
=$;f(+k)(F-lx)(x-~k). 
k 
(43) 
This shows that the values off in the lattice points rrklb determine f(x) 
completely. 
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4. THE SPACES Lpn(~,p) 
The spaces &‘(K, p) were defined in (12). A first resuh for these spaces 
was obtained in Theorem 3.6. The main aim of this section is to show that all 
these spaces are quasi-Banach spaces. 
4.1. Quasi-Banach Spaces 
THEOREM 4.1. (a) All the spaces LDR(u, p) as given 03~ De~n~t~o~ 2.3(b) 
are qua&Banach spaces (for p 2 1 Banach spaces), prorided that h is 
suficiently small (h < h, , where h, has the meaning of Theorem 3.5). 
(b) Let p E K(a, C,) and p1 , p2 E IM, , where h < h, . Then 
provided that 0 -=EI p < co, 9 is a bounded subset of 1E ) and K](X) is an 
admissible function with respect to p and pj (j = I, 2). 
Proof. (a) Let f E LDn(~, p) and // Kf jlLgap = 0. Then /i ~fji,-~ = 0, by 
Theorem 3.6, and consequentlyf(x) = 0 (here p is the corresponding function 
from Definition 2.3). This proves that L,*(K, p) is a quasi-normed space. 
To prove completeness, let (fj)T=, be a fundamental sequence in Lp”(~q p)~ 
gain by Theorem 3.6 it follows that {ph}j”=, is a fundamental sequence in L, . 
(4), {expf--E j x 11/“),f3)& is a fundamental sequence in L, for each 
positive E. Using the argumentation in Lemma 5.1, it follows that (S,>j”=l is 
a fundamental sequence in (S,)‘, and hence (Ffj>j”=l is a fundamental sequence 
jn (P)‘. Now it is not hard to see that there exists a function f such that 
In particular, supp FfC 8. Hence, f E &“(K, p), which proves the com- 
pleteness. 
(b) Equation (44) is an immediate consequence of Theorem 3,6. 
4.2. Density Property 
A bounded domain Sz in R, has the segment property if there exist open 
balls Bj and vectors yi E R, , j = l,..., N, such that 
pi- and (a n BJ + ty c 8 
for 0 < t < 1 and j = I,..., N. 
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THEOREM 4.2. Let !J be a bounded domain with segment property. Let 
LPQ(tc, p) be the space described in Dejinition 2.3(b). If h is sujkiently small 
(h < h, , where h, has the meaning of Theorem 3.6) and ifp < CO, then 
UlfeSa,suPPV-CQ} 
is dense in L=“(K, p). 
Proof. Let {qj(x)>j”=l C S, be such that (F~j(~)}~, is a partition of unity 
with respect o the balls BP , 
c”F&x) = 1 for x E 0, Fg?$(x) ESa 
j=l 
(45) 
(the remarks in Section 5.3 ensure the existence of such a partition of unity). 
By (49) and (62) 
(@f)(x) = c j-RR cpdx - Y)~(Y) 4s I+ = L..., N (46) 
is meaningful for f E &“(K, ,u). By a suitable choice of c one has 
Cj”=l (@if)(x) = f( > x , w IC h’ h is a consequence of (45) and an application of 
the Fourier transform to (46). We want to show that Qpj is a bounded 
operator in Lsn(~, p). By Theorem 4.1 we may assume that p is the Lebesgue 
measure and that K = p. Repeating the arguments at the beginning of the 
proof to Lemma 3.2 it follows that 
p(x) l(@jf>W < SUPPCX - 4 '(F:i'(",,r,:" 
2 
I f (x - 41 
GCSUPP(X-4 1 +lZ,",T . z 
The remark in Section 3.6 shows that Qj is a bounded operator in L,“(p, p). 
Hence it will be sufficient o approximate @,f. Let, without loss of generality, 
@J = J If yj has the above meaning, then f”(x) = f(x) eit<Y’ps) belongs to 
L,“(p, EL) provided that 0 < t < 1, and one has (4”)(f) = @j)(f - id). 
In particular, supp Ff t C Q, the support of Fft having a positive distance 
to the boundary of 9. Now ft -+f in LSQ(p, p) for t 1 0. But f” can be 
approximated by the method described in the proof of Theorem 3.6, com- 
pleting the proof. 
5. APPENDIX: ULTRA-DISTRIBUTIONS AND ENTIRE ANALYTIC FUNCTIONS 
OF EXPONENTIAL TYPE 
Here we present some facts of the theory of ultra-distributions used in this 
paper. The main result is an extension of the well-known Paley-Wiener- 
Schwartz theorem. 
GENERAL FUNCTION SPACES 
5.1 I The Spaces S, and (S,)’ 
Essentially we shall use the notations by Gelfand and Scbilom 
[2, Chap. IV]. If 1 < a < co, then S, denotes the set of all complex-valued 
infinitely differentiable functions y(x) defined on the n-dimensional real 
Euclidean space R, such that for all multi-indices a and all integers k = 
0, 1, 2,. . .) 
sup ( X (k ! D&)( < C$4WX‘. (47) 
ZER, 
Here A and C;=, are appropriate positive numbers, depending on y(x)- 
If A is fixed, then S,,, denotes the locally convex space whose topology is 
generated by the norms 
Here 6 > 0 and I = 0, 1, 2,... . Obviously S, = UA>O S,>, . Now, S, becomes 
a locally convex space if it is considered as the inductive limit of S,., (a short 
description of inductive limits of locally convex spaces and the facts nee 
here may be found in [5, III, 71). Let (S,)’ and (Sa,J’ be the topological duals 
of S, and S,.A , respectively. The definition of the inductive limit yields thatf 
belongs to (S,)’ if and only if the restriction off to S,,A belongs to (S&’ 
for all A > 0. The following characterization of S, is of interest: A complex- 
valued infinitely differentiable function F(X) belongs to S, if and only if there 
exist positive numbers B and Cj2’ such that for all multi-indices a: 
1 D”y(x)i < C{Ei exp(-B 1 x il/“). (49 
The norms (48) may be replaced by the equivalent norms 
I/ q~ jl& = sup exp((B - S) I x i”“) 1 ! D”cp(x)l. 
ER, 14sr 
Here 6 > 0 and I = 0, 1, 2 ,... . A proof may be foun in [Z], where also the 
dependence between A in (48) and B in (50) is given (in [2, IV]. the one- 
dimensional case is treated, but the considerations can be extended to the 
n-dimensional case; see also [2, IV, Section 91). The following simple con- 
clusion of the last remarks is useful. 
LEMMA 5.1. Let 1 < a < co and f (x) be a Borel-measurable function in 
R, such that for each positive number E there exists a positive number C(E) with 
If(x)1 < c(s) exp(6 I x i”“). 
Then f belongs to (S,)’ (with the usual interpretation). 
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Proof. The proof follows from (50) and 
5.2. The Spaces Sa and (Sa)’ 
If 1 < a < co, then S” denotes the set of all complex-valued infinitely 
differentiable functions y(x) defined in R, such that for all multi-indices 01 
and all integers k = 0, 1, 2 ,..., 
Here A and CF’ are appropriate positive numbers depending on q(x). 
We introduce a topology in S” in completely the same manner as in S,: 
The space S” is the inductive limit of the locally convex spaces Sa*A where 
the, topology in these spaces is generated by the norms 
(521 
Here 6 > 0 and k = 0, 1,2 ,... . Sa are spaces of Gevrey type, (see 
[4, Chap. 7, 1.21). Let (F)’ be the topological dual of S”. 
5.3. Properties of S, , (S,)‘, S”, and (9)’ 
The definition of S, yields 
Wn) C S&J C SW, (53) 
where D = D(R,) is the space of all complex-valued infinitely differentiable 
functions in R, with compact support, and S = S(R,) is the usual Schwartz 
space of rapidly decreasing functions. If D and S are equipped with the usual 
topologies (in particular D(R3 is the inductive limit of D(KN) = CF(K,) 
where KN = {x I j x j < N), N -+ co), then (53) also holds in the topological 
sense. It is not hard to see that the embeddings in (53) are dense embeddings. 
Consequently, by the usual interpretation, 
S’ C (S,)’ C D’. (54) 
Now we collect some properties of the spaces Sa (see [S, 91; a short description 
‘is also given in [4, Chap. 7, 1.21). If w1 and w2 are two bounded (open) 
domains such that wZ C w1 , then there exists a function v e Sa such that 
suPP F C a1 and &c) = 1 for x E c3,. (55) 
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We may assume q~(x) 3 0 for x E R, . Further, if &, is covered by a finite 
number of open balls, then there exists a corresponding partition of unity 
by functions belonging to S”. One may compare the space S” with the space 
D, = DM1(R,) with M, = lal, considered in [4, Chap. 7, p. 2] (see also 18, 91). 
There holds (in the sense of dense topological embedding) 
D, c S”. 
Consequently (by the usual interpretation) 
(P)’ c D,‘, 
where D,’ are ultra-distributions of Gevrey type. A constructive description 
of the elements of D,’ is given in [9] and [4, p. 71. The above remarks on 
Particular functions in S” show that it is meaningful to define the support of 
f E (P)’ in the usual way. 
5.4. The Fourier Transform 
F denotes the usual Fourier transform in the Schwartz space S = S(R,), 
its inverse is F-l. Both the spaces S, and Sa are subspaces of S. Consequently, 
the restriction of P and F-l to these spaces is meaningful. One has the fol- 
lowing fundamental fact: 
FS, = S”, FS” = S, . cm 
This means that Pis a one-to-one map from S, onto Sa (resp. from Sa onto S,), 
continuously in both directions. The same holds for F-l. A proof may be 
found in [2, IV, Section 61. By the usual procedure 
the Fourier transform and its inverse can be carried over onto (S,)’ and (S”)‘. 
Then 
F(S,)’ = (S”)‘, F(P)’ = (SJ’* W) 
In particular, (54) shows that the Fourier transform may be extended to 
more general spaces than S’, the space of tempered istributions. 
The following approximation procedure is useful. Let T(X) E D, 
Let qh(x) = k”&x/lz), where iz > 0. Then (F&(Q = (Fcp)(h[) and 
(F&(O) = 1. Using (50) it follows that for $J E S, 
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One can extend the last assertion to (S,)‘. For our purpose it will be sufficient 
to equip (S,)’ with the weak topology. 
LEMMA 5.4. Let f E (S,)‘. Then 
&Jf -----+f for hj,O, @ )’ a 
suppW'qd.f) C SUPPW+ tx I lx I G f4. (61) 
Proof. Explaining (60) in the usual way: 
U%d fl(#> = f(+%J, 16 E Sa 3 
(60) is a consequence of (59). If x E Sa, then 
FKFwJ f>(x) = f V’n . Fx) 
= Ff(WFnJxN = Ff(n * xl- 
Thus (61) follows from supp(~~ c x) C supp x + supp vn . 
5.5. A Theorem of Paley- Wiener-Schwartz Type 
The classical Paley-Wiener-Schwartz theorem gives a characterization of 
tempered istributions f with the additional property that the support of the 
Fourier transform Ff is compact (cf. [3, Theorem 1.7.71). We extend this 
theorem to distributions belonging to (S,)‘. For brevity we introduce the 
following notation: Let 1 < a < co and b > 0. A complex-valued function 
f(x) defined in R, is said to be of type (a, b) if there exists an extension f(z) 
of f(x) to the n-dimensional complex space C, with the following properties: 
(i) f(z) is an entire analytic function in C, , 
(ii) for each positive E there exists a positive number c, such that 
I f(z>l < c, exp(r I z I19 exp((b + 4 I Im z I>. (62) 
Here j Im z / = (cj”=, / Im zj j2)1/2 for z = (zl ,..., z,J E C, . In particmar, 
f(z) is of exponential type. 
THEOREM 5.5. The following two assertions are equivalent: 
(4 f E (S,)’ ad SUPP Ff C Iv I I Y I G & 
(b) f is of type (a, b) (via the usual interpretation of functions as 
distributions). 
Proof. Step 1. Let f E (S,)’ and supp Ff C {y j I y I < b}. Then g = 
Ff E (Sa)‘. Let E > 0. We choose a function x(x) E Sa with supp x C 
(y I ] y I < b + e> such that x(x) = 1 for I x 1 < b + 42 (the remarks in 
Section 5.3 ensure the existence of such a function). Then eics,E>x(x) E Sa 
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where [ E C, . Here (-, -) denotes the scalar product. First we consider the 
function 
h(f) = g(x(.) ei(.,*)) 
on C, ~ Using the norms (52) with an appropriate chocie of A it follows that 
h(Q has first derivatives with respect to the complex variables f, ,...) e, . 
Hence h(5) is an entire analytic function in C, . Furthermore, for all A > 0 
one has again by (52) that 
(Dza indicates the differentiation with respect o x). Let 
sup j D5x(x)/ < cBmmam for !pi <mm. 
XGR, 
(the dependence of X(X) upon k in (51) is unimportant because x(x) has a 
compact support). Using the last estimates it follows that 
Without loss of generality we may assume that B is sufficiently large, namely 
B 3 1 and a B-l@ < E. Choosing A sufficiently large, namely A 3 4 
it follows that 
I ~~~~)I < c, exp(E I t I19 exp(@ + E) I h E I>~ 
Mow we prove part (a). Let y E S, . Then it follows that 
Using (52) and (63), one can prove (by approximating the integral by finite 
sums) 
f(F) = c s,, &!3 $40 4t. 
Therefore, f = ch(.$) by (63) and Lemma 5.1. 
Step 2. It will be useful to sharpen the assertion of the first step for the 
case f~ S, and supp FfC (v 1 I y / < b}. One has Ff E Sa. The extension of,f 
to C, is given by 
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We have e-czJm”(P”)(X) E Sa,* where B is independent of f. The Fourier 
transform maps PB onto Sa,B (see [2, IV, Section 6.21). In particular, (50) 
and (52) yield 
where c is independent of 5 E C, , and A and 1 are appropriate positive 
numbers. It follows that 
I f(E)l d c,’ exp(--A I Re 5 I”9 expKb + (42) I Im < I> 
< cl’ exp(-A I t I19 exp((b + ~1 I Im C I>. (64) 
This is the counterpart to (63) 
Step 3. Let f be of type (a, b). Lemma 5.1 shows that f belongs to (S,)‘. 
We must prove the assertion concerning the support of FJ Let v)h be the 
function of Lemma 5.4, where we additionally assume yh ES”. The second 
step, where F is replaced by F-l, may be applied to Fq+, . Then (64) holds, 
with f replaced by Fv, and b by h. Hence it follows for the entire analytic 
function f(~)(F~~)(z) that 
I f(W’~dtz)I < c exp(-C I z I19 exp(@ + h + 24 I Im z I> 
G (1 -tc;z I)N exp(b + h + 2~) I Im z I), 
where N is an arbitrary positive number. But this is the classical situation 
(see [3, 1.7.71). Consequently, 
suppF(fF&C{~ I I Y I G b + 4. 
Using Lemma 5.4 it follows that supp Ff C (y j j y I < b + h). Because h 
is an arbitrary positive number, one obtains supp Ff C (y j j y / < b}. 
Remark. In connection with the last theorem we refer also to 
19, Theorem 211, where a similar result may be found. 
5.6. Approximation Property 
With the aid of the last theorem one can sharpen Lemma 5.4. Let f be of 
type (a, b). Again let v)h E Sa be the functions of Lemma 5.4. For an arbitrary 
multi-index y, # + DY# is a linear and continuous’map from S, into S,, 
and from Sa into S”, and so also from (S,)’ into (S,)’ and from (S”)’ into (P)‘. 
But then the last theorem can be applied to DYf and DYFr$. Using (65) for 
these modified functions it,follows that (Fyh)fe S, . Consequently, (60) is an 
approximation by entire analytic functions belonging to S, .’ 
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Note added in proof. In connection with ultra-distributions (and in particular with 
Theorem 5.5) we also refer to: G. BJBRCK, Linear partial differential operators and general- 
ized distributions, Ark. Mat. 6 (1966), 351-407. 
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