ABSTRACT Software-defined networking (SDN) enables fast innovation in networks. The management and measurement features that we require can be easily implemented in SDN. However, when simplicity is introduced, SDN also faces some problems, of which the most challenging one is the scalability problem. As the foundation of the networking management, scalability of the traffic measurement is also important. Recently, many works have focused on TCAM-based measurement, which is considered to be scalable and efficient enough. In this paper, we propose a distributed hierarchical heavy hitter (HHH) detection method, which is also a TCAM-based method. Unlike previous works, this method focuses on optimizing the detection speed by dynamically controlling the resource allocated to each measurement task. We propose an efficient solution to solve the optimization problem. The simulation with network-wide tasks and diverse traffic has shown that this method can improve the detection speed when compared with other resource allocation methods, and it can work better under strict resource limitation.
I. INTRODUCTION
Software-Defined Networking (SDN) is an emerging networking paradigm and is attracting a lot of interest from both researchers and operators, as which is promising to change the limitations of the current networking infrastructures. The separation of the data plane and the control plane in SDN can greatly simplify management and innovation of the networking [1] . However, completely removing control functions from forwarding devices and pursuing full control over every flow may not be a good choice [1] , [2] , since it may cause scalability problems in high-performance networks and large-scale deployment [2] . Recently, there is a trend to reuse the design principle of the traditional IP networks, which has been proved to be robust and scalable enough, to implement a scalable and flexible OpenFlow-like data plane in SDN [2] . The key idea of these works is to selectively focus on and control the significant flows, which constitute the main part of the network traffic. In this way we can get a good control effect and will not waste too much network resource. For mice flows which are large in number, we can use the data plane integrated with routing functions to forward them. Without the participation of the controlplane devices to handle the mice flows, a large number of
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The discussion above also works in software-defined traffic measurement. Traffic measurement is the foundation of the networking management and is important to a wide range of networking applications, such as load balancing, quality of services (QoS, 1 ) traffic engineering and anomaly detection [4] - [8] , as there is no way to control the networking if we do not have the state of the networking. The detection of Heavy Hitters (HHs) or Elephant Flows is an important branch of the traffic measurement, as HHs are the significant flows that we note above which should be controlled. HHs are flows larger than a threshold (often 1MB -10MB one second) in occupied bandwidth. They usually last for a few minutes or longer in networks. It is believed that just monitoring HHs can get a good visibility of the network [2] , [9] - [16] . Recently many works focus on iterative TCAM-based method [2] , [9] - [16] to efficiently detect HHs. This method is resource efficient, since it only monitors and drills down on flows that are likely to contain HHs in the network. Another advantage of these TCAM-based methods is that they can be easily deployed in OpenFlow-like devices. Some previous works, such as sampling based methods [12] , [17] , and sketch based methods [18] , are unfriendly to OpenFlow-like devices, since they need to reconstruct the data plane devices to support their features.
Though many works have addressed the HH detection problem, there are few works studying how to make it work in multiple switches in a collaborative way. Actually in most cases we should measure traffic of a large-scale network. It is difficult to monitor a network just using a single switch when considering the resource limitation and the process capability of the switch. Exploiting all the switches in a network and doing the traffic detection collaboratively is obviously a more reasonable method, and it may scale better for increasing network size. The challenge of the measurement exploiting multiple switches is to find a good way to schedule the resource of these switches. In this article, we propose a distributed TCAM-based Hierarchical Heavy Hitter (HHH) [19] detection method to address this problem. The main goal of our work is to efficiently schedule the TCAM resource of switches by exploiting the global knowledge of the network. A similar previous work is DREAM [10] , which has done a good job to measure the network traffic with a scalable manner, and it is targeted to control the accuracy of the measurement tasks under the limitation of the resource. Unlike DREAM, our work focuses on finding a resource allocation method to get HHs as quickly as possible. More accurately, under conditions that have known the resource limitations and the paths of suspect flows, to schedule the resource to complete all detections within the shortest time is our goal. We propose it mainly based on considerations that there is always a speed requirement in traffic measurement, and the more quickly we can get the traffic state, the more quickly we can respond to the network anomalies. Since our method is an iterative TCAM-based method, it is also scalable enough to deploy in wide-area networks, and it is easily available.
The measurement process in our work simply follows this order as depicted in Figure 1 : (1) Fetch Counters (2) Pick Up Candidate HHs (3) Allocate Counters To Drill Down on Candidate HHs (4) Go to step (1) . In the beginning users should specify the detection tasks, i.e., users should specify the addresses or ranges of the flows that we should detect. These flows are monitored by switches using flow counters initially. In every interval, we first retrieve the flow counters that we set in previous interval, then we can pick up flows that are larger than the threshold, which perhaps contain heavy hitters. Small flows are merged suitably to free counters. The flows picked up (i.e., Candidate HHs) should be split into more specific flows to find the real heavy hitters. To this end, we first get switches that these flows pass by exploiting knowledge of the network, then we can use the resource allocation method to decide how many counters that each flow should be measured with and in which switch they should be monitored. Finally, we use the result of the allocation method to reset flow counters. Then we can go to next measurement interval. In every interval, the candidate HHs and real HHs are reported to users. This process is mainly based on the iterative TCAM-based method, the difference is that we add a resource allocator to decide how many counters should be used to drill down on a flow, as we will introduce in following sections.
The main contributions of this paper are briefly summarized as follows:
• We propose a Hierarchical Heavy Hitter detection system with the goal of optimizing detection speed of the heavy hitters.
• We formulate the optimization problem and introduce an efficient method that can approximately solve this problem.
• We implement a fast prototype and verify that this method can match the goal that we propose and can improve the detection speed versus other methods. The remainder of this article is organized as follows: we will introduce the related works about detection of heavy hitters combined with some scalability issues in Section 2. In Section 3, we briefly introduce the process of the TCAM-based heavy hitters detection and some changes that we made to the basic method. In section 4 we introduce the architecture of the measurement system. In Section 5 we give the formulation of the resource allocation problem, following by a feasible solution. Using a fast prototype, we evaluate the performance of the proposed method in Section 6.
II. RELATED WORKS
This section introduces some relevant works on the topic of scalable measurement and heavy hitter detection in SDN.
A. SCALABILITY ISSUES
DevoFlow [2] analyses overheads that exist in current dataplane solutions of SDN. They state that complete separation between the data plane and the control plane is not a good choice, since both the communication capability between controller and switches and the flow setup capability of switches are not enough to satisfy requirements of high-performance networks. They propose that mice flows 55368 VOLUME 7, 2019 should be kept in the data plane, and only heavy hitters should be reported to the control plane. They implement this mechanism by adding some routing and statistic component to the OpenFlow. Though not facing traffic measurement issues, some works use similar ideas to solve the scalability problem, such as Segment Routing [20] , and DEFO [21] , which both focus on designing a flexible and scalable data plane toward carrier-grade networks. They both make use of the design principles of the traditional IP networks and use the source routing technology to implement a flexible routing mechanism. In their solutions, traffic can be routed by the data plane itself, or by the rules set by the controller. We can easily implement TCAM-based measurement on these platforms.
B. HEAVY HITTER DETECTION
There are many works toward heavy hitters detection in SDN. They can be categorized as follows: (1) sampling-based method. FlowMon [12] makes advantage of the sampling method and TCAM-based method. It first uses sFlow [17] to capture the suspicious large flows, then uses TCAM to determine the true large flows. Compared with our work, they need the switch to support sampling features, which may not be met by all switches. (2) iterative TCAM-based methods. The basic iterative detection method is proposed in [13] and [14] . Reference [11] mainly analyses the bandwidth used and the detection time improved by the TCAM-based method compared with other methods. DREAM [10] designs a TCAM-based measurement system, on which multiple tasks can be instantiated and executed concurrently. The system will dynamically allocate resource for these tasks to keep accuracy of them beyond a threshold. An improved TCAM-based method is proposed in [9] , which mainly addresses the accuracy problem of the TCAM-based method, since fluctuant heavy hitters may not be detected in the basic method. Being similar to heavy hitters detection problem, there is an extended version called Hierarchical Heavy Hitter (HHH) [19] detection, which can also be used to detect heavy hitters. The TCAM-based HHH detection is implemented in [15] (DREAM and OpenSketch also support the detection of HHHs). The works proposed above only work on a single switch, except for DREAM and FlowMon. Unlike DREAM, we focus on optimizing the detection speed in this article. (3) trigger-based method. DevoFlow [2] builds statistic component and triggers in switch, so it does not need the participation of the controller to detect HHs and can report HHs actively. However, it needs special hardware implementations, so it can not be available easily. (4) sketch-based method. OpenSketch [18] proposes a general architecture that can support many types of measurement tasks in SDN based on different kinds of sketches. However, it needs the switch to be programmable, so it also can not be available easily.
III. TCAM-BASED MEASUREMENT
As our work is a TACM-based method [14] , we will introduce it firstly in this section. Then we state some limitations of the basic method proposed in [14] and give the version that we use. TCAM is a flow-based counter in switch, in which we can iteratively install rules to detect HHs. To understand this, assume that we want to find HHs which are larger than 10Mb in the traffic of the Figure 2 . Initially, we can install a rule to monitor the flow with prefix ***. 2 After an interval, we can pull its traffic volume (40Mb) from switch and know that it contains HH. Then we can split this flow into two finegrain flows which have prefix 0** and 1** respectively and monitor them. If the flow 0** and 1** still contain HHs, then we should continue splitting them. Repeat this process, we can finally find all HHs. Similar to HH, the Hierarchical Heavy Hitter (HHH) is a compressed representation form of the network traffic. The HHH is the flow larger than a threshold after removing its descendant HHs and HHHs. For example, the flow 0** is a HHH, since its traffic is 11Mb after removing the descendant HH represented by the node 000. Using HHH can well represent the state of the network.
The detection speed is related to the resource allocated. It is obvious that the more resource we allocate, the quicker the detection will be. For example, if we allocate 8 rules to detect HHHs in Figure 2 , we can get all HHHs in just one measurement interval. If we allocate 4 rules, then we must consume more intervals to get all HHHs. 3 However the capacity of the TCAM are very limited, so we must find a method to use it efficiently. In the following sections, we will introduce the method that we propose to allocate the measurement resource.
The HHH detection method we use is mainly based on the algorithm proposed in [14] . To make it fit for our measurement model, we have made some adaptions to it. The first adaption is that if a flow is to be monitored with a finer granularity, we can specify how many rules we use. For example, if we want to drill down on flow ***, we can 2 a prefix of three bits can be written as ***. Flow with prefix *** consists of 8 fine-grained flows, which are with prefix 000, 001, 010, 011, 100, 101, 110, and 111 respectively. 3 The concrete process will be like follows: Assume we totally have 5 counters, as the root prefix always needs to be monitored. At first interval we will monitor 00*, 01*, 10* and 11*. After a measurement interval, flow 00* is split into 000 and 001, and the counter 01* is dropped. The counter 10* and 11* will stay there, as their combination is a HH. At the third interval, counter 001 is dropped. Now the volume of the root node is 12MB after the descendant HHs are decreased, so we need to split it, and 0** is monitored again. allocate 3 rules, then it will be split as shown in Figure 3 -(a), in which prefix 00*, 01*, and 1** will be monitored. We can also set 4 rules to it, then prefix 00*, 01*, 10*, and 11* will be monitored as depicted in Figure 3 -(b). The second adaption considers collapse of the rules. As shown in Figure 4 , there are 2 HHs in the prefix trie. Through the basic algorithm, we will monitor prefixes 000, 001, 010, and 011, but actually we can merge prefix 001 and 010 into prefix 0**, so finally we can only monitor prefix 000, 011, and 0** and report 3 subHHHs (flows which are slightly smaller than the threshold are sub-HHHs) to users, and it is more resource efficient. We show the process of the collapse of rules in Algorithm 3 (see Appendix). For the TCAM-based measurement, there are some other questions to be considered. For example, how to handle the situation when the counters are not enough to detect all HHs. Previous works [9] , [10] have studied them, so we do not consider them. In our work, if the counters are in lack, the detection will just stop. We do not specify any mechanism, such as giving up detecting some HHs to assure that the left HHs can be detected, or dropping some tasks to make that other tasks can be finished when counters are in lack.
IV. ARCHITECTURE OF THE DISTRIBUTED HIERARCHICAL HEAVY HITTER MEASUREMENT
In the previous section we briefly introduce the process of the TCAM-based measurement. In this section, we will introduce the architecture of the measurement system.
The architecture is depicted in Figure 5 . It is similar to the architecture of DREAM [10] . In this system, users can specify the measurement tasks. The system will automatically allocate resource to these tasks and periodically report results to users. A task is specified by an IP prefix, which indicates the address space of the flows need to be detected. The prefix is in the form < source IP prefix, destination IP prefix >. For example, we can specify a HHH detection task with prefix < 10.1.0.0/16, 10.1.0.0/16 >. Users can also specify a task using switch_id, i.e., HHHs of that switch will be detected. Before the system works, users should specify the max number of counters (or rules) available in each switch. The measurement system contains three components: Resource Allocator, Path Calculator and Tasks Manager. Each detection task is related to a Prefix trie object, which is just an instance of the prefix trie and saves the hierarchical heavy hitters that have been detected. Tasks are managed by Task Manager. Path Calculator is used to get paths of the traffic. Resource Allocator is used to calculate the number of counters that should be allocated to tasks.
There are some limitations in our work. First, we limit the prefix range that users can specify. We assume that user will not specify an address range that crosses multiple ingress switches for simplicity and fast prototype. Second, there are actually two methods to drill down on the prefix trie as depicted in Figure 6 , and both methods should be implemented to satisfy different use cases. We only implement the method in Figure 6 -(b) currently and leave another method to future work. Though with these limitations, the current work can still satisfy a number of applications in the network management, such as load balancing and QoS.
A. WORKFLOW
As depicted in Figure 5 , users should specify tasks at the first step. Initially, the system will generate one prefix trie object for each task, and the root prefix of each trie will be monitored in corresponding switches (step 2). There is a set M , which contains prefixes monitored currently. Initially it only contains root prefixes of the prefix tries. In every measurement interval, the system first fetches counters of the prefixes in set M (step 3) and updates traffic of the prefix tries. Then it will merge flows which do not contain HHs using the Algorithm 3 (see Appendix). The prefixes corresponding to merged flows are removed from set M and produced prefixes (due to merging) are put into M . Monitored prefixes whose traffic exceeds the threshold are put into set P and removed from set M . We use P to denote the HHs set. Then the set M and P will be sent to the Resource Allocator to decide how to monitor them (step 5). The prefixes in P and M will also be reported to users (step 4).
In the following step, the Resource Allocator should decide how to monitor prefixes in set M to balance resource used in each switch. Denote the switches that traffic of prefix p passes by S p . S p can be calculated using the Path Calculator (step 6, 7). Assume that SP = {S p |p ∈ M }. Given M , SP and the resource number of each switch, Resource Allocator can decide in which switch a prefix should be monitored for the resource balancing purpose. It is worth noting that this resource balancing process is not necessary for every measurement interval, we can do this every several intervals.
Continually, the Resource Allocator should decide how to monitor prefixes in set P (step 8). Assume that SP = {S p |p ∈ P}. Given P, SP and the resources left in every switch, the ResourceAllocator can decide how many finegrained prefixes that every prefix should be divided into, and where they can be monitored, to get a better detection speed. The system will split prefixes in P according to the result of the ResourceAllocator and put produced prefixes to M . Then it will update monitored prefixes of the prefix tries (step 8) and set counters for set M (step 2). Until this point, a measurement interval ends.
As we can see in the workflow, before scheduling of resource, we should calculate switches the traffic passes. Therefore, we will introduce how to calculate the path of traffic in the following content.
B. CALCULATE THE PATH OF TRAFFIC
As mentioned above, we can use the routing methods resemble to which of the traditional IP network to forward mice flows. As for HHs, we can specify the paths of them to satisfy requirements of some tasks such as traffic engineering. So before computing the path of traffic, we have known two parts of information: the paths of specific flows (may be HHs or some other flows that operators or applications specify) and the routing methods for other flows. Our task is to get paths for flows of the latter type. To this end, assume the prefix of a task is p, p =< ps, pd >. Assume that we also know the ingress switch of the source IP prefix ps and the egress switch set D of the destination IP prefix pd (As we have limited the range of ps, we know the ingress switch of prefix p is a single switch). Given ingress switch s, egress Figure 7 , if the ingress of traffic is A and egress is {D, E, F, G}, then the path the traffic goes through together is [A, B] . If the ingress is A and egress is {F, G}, then the result will be [A, B, C]. This path is the returned result of the Path Calculator, which states where specified traffic can be monitored. Now we explain why we drill down on the destination IP prefix of the prefix trie firstly. It is due to that the finer the granularity of the destination IP prefix is, the more switches we can use to monitor the traffic, as in the last example: when the egress of traffic contains {F, G}, we can use three switches to monitor the traffic. However, when the egress contains {D, E, F, G}, we can use only two switches to monitor the traffic.
C. RESOURCE ALLOCATOR
The main task of the Resource Allocator is to decide how many counters that each prefix can be allocated to drill down to real HHs. The input of the Resource Allocator includes a prefix set P, which contains the prefixes that need to be drilled down in the current measurement interval. The input also includes a path set S, which contains the traffic path of each prefix in P as we have introduced above. The output of the Resource Allocator should stat that how many rules a prefix can be monitored and in which switches they can be monitored. For example, the output can be a set of tuples, and a tuple is in form of < Prefix, TotalResourceNumber, Map >, in which Prefix is an element in P, TotalResourceNumber is the total number of allocated counters to monitor this prefix, Map is a map from switch to the number of counters. The map states how many counters that each switch should offer to monitor a prefix. An example of the resource allocation for a prefix is like < 10.1.0.0/24, 8, {s1 → 5, s2 → 3} >, which means that prefix 10.1.0.0/24 can be divided into 8 finegrained prefixes, and five of them can be monitored in switch s1, the rest can be monitored in switch s2.
Let us see more concretely about the collaborative execution of the measurement. Assume that there is a task to detect the heavy hitters with prefix < 10.1.0.0/24 >. According to the workflow that we have stated above, we will set a counter in the ingress switch (assume it is s1) to monitor the flow < 10.1.0.0/24, 0.0.0.0/0 > (denote it by f 1 ). After the initial measurement, assume the traffic volume is greater than the threshold and the allocation got from resource allocator is < 10.1.0.0/24, 2, {s1 → 1, s2 → 1} >, then we can split the flow < 10. and set a counter in s1 to measure the first flow, then set a counter in s2 to measure another flow. If f 1 is not a HH at this step, it will not be split. At subsequent step, the flow larger than the threshold will be split again. More common cases will be like follows: assume that a1 = 10.1.0.0/26, a2 = 10.1.0.64/26, a3 = 10.1.0.128/26 and a4 = 10.1.0.192/26, and the ingress switch of flows < a1 >,< a3 > is s1, the ingress switch of flows < a2 >,< a4 > is s2. Also for the previous task, at first we will not ask for the help of the resource allocator. We just first split < 10.1.0.0/24, 0.0.0.0/0 > into < a1, 0.0.0.0/0 > and < a3, 0.0.0.0/0 >, and set two corresponding counters in s1. Similarly, two counters measure flow < a2, 0.0.0.0/0 > and < a4, 0.0.0.0/0 > will be installed to s2. It is just like we have set four subtasks initially. And these subtasks will be subsequently handled like what we do for the task in the first example. What we do here can assure the correctness of the prefix tree maintained. So though we limit that user can not specify a task whose traffic come from many ingress switches, it still can be implemented in our work. There is another case that some flows which can not be split come from at least two ingress switch concurrently. In this case these flows can only be monitored in ingress switch. Now we discuss whether the collaborative way can work. The main problem exists in this collaborative method may be that due to the delay of the network, the counters setting messages may be received by different switches at different time, so the counters actually monitor flows at different time, and consequently the comprehensive outcome of the traffic volume will diverge from the real value. However we should not concern about this problem too much for two reasons : (1) though the counters may begin to work at different time point, the monitoring time of them is the same. When we set a counter to a switch, we can specify the time it keeps monitoring the flow. When the time runs out, the counter will report the result to controller. The traffic volume we get just honestly represent the flow, and if a flow is a heavy hitter, we can not miss catching it. (2) The combination volume of different counters may be wrong, but it will not diverge from the true value too much, as in most cases the delay of the network will be less than several tens of milliseconds today, which is only a small fraction of the measurement interval. Selectively, we can also monitor the delay of the networks, if some links have large delay, we can give up using the collaborative method in those influenced switches until the links restore.
As we can see in the measurement workflow, the Resource Allocator also needs to decide where prefixes in set M should be monitored to balance resource used in each switch. We do not focus on this function since the ResourceAllocator does similar things when prefixes in set P and set M are handled and we will explain this later. The main goal of the resource allocation is to get a good detection speed. We will formulate this problem and give an algorithm to solve it in next section.
V. RESOURCE ALLOCATION
The main goal of the Resource Allocator is to use resource efficiently. More specifically, we want to optimize the resource allocation to get a better detection speed under the resource limitation. In this section, we give the formulation of the resource allocation problem and the algorithm that we proposed to solve the problem. We also prove the correctness of the proposed algorithm in this section.
A. FORMULATION OF THE RESOURCE ALLOCATION PROBLEM
As our problem is to get a better detection speed, we first explain what is the detection speed that we say. To understand it, assume that we want to detect a prefix of four bits, which only contains one HH. If we allocate two rules to drill down on the prefix in every measurement interval, we can go forward one step to the real HH every interval in the prefix trie, and finally we use 4 intervals to get the HH. If we allocate four rules, we can go forward two steps every interval and we finally use 2 intervals. The steps that we go forward to a real HH in one measurement interval can be viewed as the detection speed, and it can be calculated using the function log(x), in which x is the number of counters allocated. The total detection speed in one measurement interval can be calculated by summing the detection speed of each HH. The total detection speed in a measurement interval is the detection speed that we use.
Optimizing the detection speed may reduce the time used to detect HHs. Assume that there are a fixed number of HHs to be detected and they never change. For each HH, we need to go to the fixed depth of the prefix trie to get it. If these HHs never change, the total depth of them is also fixed, which is denoted by d. The detection speed is the sum of the steps that we can go forward to HHs in one measurement interval, which is denoted by v. So the total intervals that we need to dig out all HHs can be calculated using d/v , and the larger the detection speed is, the less intervals we will use to find all HHs. Though HHs may change over time, the observation above should also work and we can choose to optimize the detection speed to reduce the detection time.
Now we can formulate the resource allocation problem. The notations are shown in 
Equation (2) means that counters allocated in each switch should be less than their available counters. Equation (3) calculates counters that a switch has allocated. Equation (4) calculates counters allocated to a prefix. Equation (5) means that a switch can not allocate counters to prefixes whose traffic does not pass it. Equation (6) means the number of counters allocated to a prefix is a natural number. Among given sets, switch set S is configured in advance. Prefix set P, path set SP and available counters in every switch (indicated by B) are the inputs of the Resource Allocator (see section 4). Therefore, if we know the set H , we can get the result set X through solving the optimization problem. However, it is difficult to get the number of HHs within a prefix before we drill down on it. Perhaps the traffic volume of a prefix can be used to estimate the number of HHs, and we leave it to the future work. Currently we simply set h p to 1 as we know that a prefix in P contains one HH at least. This method should also make effect in a way, though it is not as good as the ideal one. So the goal of the optimization has changed to Equation (7), and we do not need the set H now. In the following content, the optimization that we say is the changed one.
The optimization problem is a NP-hard problem, as it is an Integer Programming problem [22] . In every measurement interval, we should call the Resource Allocator. It must calculate the results efficiently to guarantee that rules can be set to switches without too much delay. Usually a measurement interval is short (1 second or a few seconds), so we can not waste too much time to wait for the result of the Resource Allocator. In the next section, we will give a feasible solution of the optimization problem, then will give an efficient algorithm which can approximately solve the optimization problem.
B. PROPOSED ALGORITHM
We propose Algorithm 1 to solve the optimization problem. Before introducing the algorithm, we define a function resourceCanExchange(p a , p b ), which will return the max number of counters that can be exchanged from prefix p a to prefix p b . We use some examples to explain the meaning of the process exchange. For example, there is a resource allocation table in Table 2 3 . This process is a resource exchange from p 1 to p 3 . The result of the resource exchange is that the total counters of one prefix reduce by a number n and counters of another prefix increase by the same number n, the total counters of other prefixes will not change. The function resourceCanExchange(p a , p b ) is used to get the max number of counters that can be exchanged from prefix p a to prefix p b . The returned result of resourceCanExchange() is a natural number. Corresponding to resourceCanExchange(), we also define a function exchangeResource(p a , p b , r), which is used to exchange counters from prefix p a to prefix p b . It works like the example above, r is the resource number to be exchanged.
As the optimization goal can be written as Equation (8), it is not difficult to find that for two natural number x i , x j , if x i > x j , let e = 1 2 (x i − x j ) , x i = x i − e, x j = x j + e, the VOLUME 7, 2019 equation x i x j ≤ x i x j is always true. Perhaps we can achieve the optimization goal through balancing resource of different prefixes. We propose Algorithm 1 to do this. In Algorithm 1, the inputs P, S, SP, B and output X are identical to the previous definitions. Line 1 of Algorithm 1 generates an initial X , which satisfies ∀s ∈ S, p ∈ P, x sp = 0. Lines 2-5 allocate all available resource to prefixes in advance. Counters in each switch are equally allocated to prefixes in P s , then X is accordingly updated. P s is the prefix set which contains all prefixes passing switch s. Lines 7-33 will adjust counters allocated to each prefix until the result converges to a feasible result. Line 7 sets a flag isConverged, which saves whether or not the result has converged. Lines 8-32 will search all pairs of prefixes in P. For each pair of prefixes, if the total number of counters allocated to one prefix is larger than another, the algorithm will try to balance counters they have. For each pair of prefixes, lines 11-22 handle the situation that counters of the former prefix (denoted by p) are more than the latter one (denoted by p ). It first calculates the counters that p should give p (denoted by rne), then calculates the counters that can be exchanged from p to p (denoted by rce), then the number of counters finally exchanged is min(rne, rce).
We can see that function resourceCanExchange() has two more parameters than we state above, it is due to that the function will use SP and current state of X to calculate the counters which can be exchanged between two prefixes. The function exchangeResource() should update the state of X , so it also needs X as a parameter. Lines 23-31 do similar things as Lines 11-22. In a loop (lines 6-34), if there is not any pair of prefixes which can exchange counters, the loop will stop.
Feasibility: Assume i, j ∈ P. The Algorithm 1 terminates when there is no such x i , x j , which satisfy x i − x j > 1 and resourceCanExchange(i, j) > 0. Denote the complete set of the resource allocation states by S. A state is a feasible result of the resource allocation. For example, Table 2 -(a) shows a state of the resource allocation, we can also let (p1, s1) = 2, (p2, s1) = 3, (p2, s2) = 9 and (p3, s2) = 6 in Table 2 -(a), which is another state of the resource allocation. The complete set S can be divided into two mutually-exclusive subset SE and SN , SE = {s|s ∈ S and (for s, ∃x i , x j , x i − x j > 1 and resourceCanExchange(i, j) > 0)}, SN = S − SE. SE contains all states for which there exist at least one pair of prefixes that can exchange counters. SN contains all the terminated states of the Algorithm 1. It is obvious that the optimal result of the resource allocation problem is in set SN . If not, the state must be in the set SE and is not an optimal result, since all the states in set SE are less than which of SN when they are evaluated by Equation (8) Algorithm 2 to approximately solve the optimization problem, and it is more efficient, since it does not need to find the path between two prefixes and will exchange counters of prefixes along the correct path automatically.
Lines 1-5 of Algorithm 2 are the same as Algorithm 1. It initializes X by allocating counters of each switch to prefixes whose traffic passes it equally. Lines 6-33 will adjust counters of each prefix until no switch can adjust their resource allocation. Lines 8-32 will adjust resource allocation switch by switch. The algorithm first sorts the prefix array A by the counters number of each prefix in A, then it will exchange counters of the prefixes pair by pair. The algorithm first exchanges counters from the first prefix to the last prefix in A, then exchanges counters from the second prefix to the prefix next to the last, and this process continues until all pairs have exchanged resource. If there is not any pair of prefixes can exchange resource, the algorithm will stop. Algorithm 2 is similar to Algorithm 1, as it will exchange resource between different pairs of prefixes to reduce differences of their resource. The only difference between Algorithm 2 and Algorithm 1 is that the former one can not find paths like those shown in Table 2 -(b). In algorithm 1, we can find there is a path between p 1 and p 3 that can exchange resource, but in algorithm 2, p 1 can not exchange resource to p 2 since x p 1 − x p 2 = 1, and p 2 can not exchange resource to p 3 since x p 2 − x p 3 = 1, so finally p 1 will not give resource to p 3 , and the algorithm terminates in a wrong way. However, situations like the example will not appear frequently in real applications, so the result of Algorithm 2 is acceptable. We will show it in the following experiment.
The resource balancing method to allocate resource for prefixes in M (see Section 4) can also be solved by using a algorithm similar to Algorithm 2. In Algorithm 2, we allocate counters of switches to prefixes and balance counters of different prefixes. For resource balancing, we can allocate prefixes to switches and balance prefixes of different switches. So the resource balancing can be easily implemented as follows. Denote the prefixes set to be balanced by M . Denote the switch set by S. Denote the switch set that traffic of a prefix p pass by S p . Initially for each prefix p in M , we allocate it to a switch in S p randomly. Then for each prefix p, we should balance the number of prefixes of different switches in S p , using a way like Algorithm 2, i.e., we can balance the number of prefixes of switches pair by pair until no pair of switches can exchange prefixes, then the algorithm stops.
VI. EVALUATION
In this section, we firstly explore the reaction time and the approximation rate of the resource allocation algorithm. Then we will explore the performance of the measurement system by simulation. Finally, we simply discuss the performance of Algorithm 3 and state the existing problems we are facing.
A. PERFORMANCE OF THE RESOURCE ALLOCATION ALGORITHM
First of all, we explore the computation time of the Algorithm 2. We have tested the computation time by assuming that there are at most 100000 HHs and 100 switches in the network, as we know, if the traffic of a network is 100Gps, there are about 100000 HHs at most (assume that we set the threshold of HH to 1MB). We also assume that the number of HHs in each switch is more than 100 and less than 1000. We implement Algorithm 2 in java and test the computation time using a PC, which has an Intel Core i5-2400 cpu and 8GB memory. We repeat the experiment 10 times and calculate the mean computation time. In this experiment we do not use real topology, as the experiment explores how some common features influence the Algorithm 2. Each time the experiment repeats, we first generate a random resource allocation table according to the argument. For example, when the number of HH is 10000, and the number of switch is 100, we will first generate a table with 10000 rows and 100 columns. Then for each switch we randomly choose at most 1000 HHs and think these HHs pass the switch. At next step we randomly allocate the resource of the switch to the HHs pass by. Then we can get a resource allocation table  like Table 2 -a and use the Algorithm 2 to adjust the table to get the result. Figure 8 shows the mean computation time of the Algorithm 2. We can see that it is always less than 0.03 second. The figure also indicates that if we only increase the switch number or HH number, the computation time will increase in a nearly linear way. If the network is larger, considering that we can divide the network into multiple management domains, we believe that the Algorithm 2 could also satisfy the time requirement.
Then we explore the approximation rate of the Algorithm 2 and Algorithm 1. The most important argument that can influence the result of the approximation rate is the number of paths that can be used to exchange resource between two prefixes, it is obvious that the larger the number of paths is, the larger the approximation rate is. An extreme example is that traffic of each prefix passes all switches, in which case we can always get the optimal result. Another important argument is the number of counters that each prefix can averagely get. When this number is small, it will influence the result greatly since the evaluation function (Equation (8)) is much more sensitive when the mean of x p is small. To learn the influence of these arguments, we design an experiment by assuming that the number of switches and the number of prefixes are both 100. We randomly choose switches that traffic of a prefix passes and use the rate that traffic passes a switch to decide the number of paths. The less the rate is, the less the number of paths is. We use the available counters in every switch to decide average counters each prefixes can get. For every input, we call the Algorithm 1 for 100 times and use the max result (denoted by max) as the optimal result, since we do not know whether we have got an optimal result or not. Note that max is not really a optimal result in theory, however it is very close to the optimal result when the Algorithm 1 repeat many times. We have confirm this by comparing it with the result got by the commercial solver (However when the number of input variables is large, the commercial solver will not work. For the same input in this experiment, we have not got a result for more than one week using the commercial solver). We also save the min result got by Algorithm 1 (denoted by resultAlgo1). The approximation rate is calculated by resultAlgo1/max. For an input, we can also get the result of Algorithm 2 (denoted by resultAlgo2), the approximation rate is calculated by resultAlgo2/max. We repeat this experiment 100 times and show the mean approximation rate in Figure 9 . The average number of counters is set to 2, 3 and 4 (labeled with the suffix r2, r3 and r4 in Figure 9 ) respectively. The pass rate is the rate that a HH pass a switch. The experiment is similar to the previous one, except that we control the pass rate and available counters in this experiment. When the average number of counters is greater than 4, the approximation rate will always be greater than 99%, so we do not show them here. We can see that the approximation rate of Algorithm 2 is always larger than 95%. We have also tried to learn the influence of the flow number and the switch number, but the result shows that their influence is slight and the result is similar to Figure 9 . Therefore, we do not discuss them anymore here.
B. SPEED ISSUES OF THE MEASUREMENT SYSTEM
To explore the detection speed of the measurement system, we have implemented a software-based simulation platform, which can simulate the real network. The topology that we simulate can be found in [23] , which is an anonymous topology and contains 23 switches. We replay the CAIDA [24] packet trace caught from a 10Gbps link with an average 2Gbps load in these switches. The tasks of the measurement system are set to detect all HHHs in every switch. We set the threshold of HH to 1MByte.
Concretely, at each time the experiment begins, we will averagely split the IP address space into 23 segments, and each segment is randomly assigned to a switch, to assume that the hosts served by a switch have the IP addresses within the segment which has been assigned. So now for each packet we can know its ingress switch, and the destination address in the packet tells us the egress switch. The routing method we use is OSPF (Open Shortest Path First). This is the way that we replay the CAIDA data. Though the size of the address space for each switch is same, the number of packet of the CAIDA data in each address segment varies, so this setup can simulate the real situation in a way. As we will state in following content, we also need to insert some HHs into the network. The source and destination of these HHs are randomly produced, so they are injected to random switches. The number of HHs injected are decided by the concrete experiment.
We implement two other allocation algorithms to compare with our method. One is called average method, another is called random method. For each switch, the average method just averagely allocate the resource to candidate HHs that pass the switch. The random method just allocate random number of counters in each switch to candidate HHs. For these two methods, the resource available in each switch will be used out in each interval. The counters used to detect a flow is the sum of resource the flow get from each switch.
We set two simulations to explore the detection time of the proposed algorithm. In the first experiment, we insert 100 HHs in the beginning and collect the time used to find each HH given various resource limitation. We repeat the experiment 10 times and calculate the mean time used to find each HH. This is Experiment 1. In the second experiment, we limit the resource number available in each switch to 100, and calculate the mean detection time when inserting various number of HHs. It is Experiment 2, which is also repeated 10 times. Figure 10 -(a) and 10-(b) show the results respectively. As we can see from Figure 10 -(a), Algorithm 2 performs almost the same as the average method, and they are both better than the random method. We do not surprise that the random method will perform worse, since it may waste too many counters to drill down on a flow. For example, if we allocate 8 counters to detect a flow, the depth that we go forward in the prefix tree is 3. If we allocate 16 counters, the number is 4. 8 more counters only have 1 more steps got forward, so the effect is little. But it seems unreasonable that the average method will perform the same as, even better than Algorithm 2, since it has the same drawbacks as the random method. Through analysis of the experiment data we find the reason: Algorithm 2 prefers to finish all tasks with the same time. However the average method will finish some tasks before other tasks. When there are some tasks finished firstly, for the left tasks they can have more resource allocated averagely. Our optimization does not consider this condition. When the resource is more limited, the condition will be changed. As we can see from 10-(b), when the number of HHs is greater than 500 the Algorithm 2 will perform slightly better, since the average method can not finish some tasks as quickly as possible now. Figure 11 shows the task completion time of Algorithm 2 versus the random method and the average method. The task completion time is referred to the time that all HHs within a task are found, which is the goal that we attempt to optimize. We use the mean of the max detection time of the inserted HHs to represent the task completion time. For example, in Experiment 1, the experiment will repeat 10 times, each time we can get a max detection time of the inserted HHs, so we can calculate the mean of the max detection time. Figure 11 -(a) shows the result of the Experiment 1. As we can see from the figure, Algorithm 2 can greatly reduce the task completion time comparing to the two other methods. More detailed results are showed in Figure 12 -(a) and 12-(c). It shows the mean number of HHs which are not found using the random method and the average method respectively, when Algorithm 2 has completed the detection of inserted HHs. It also shows the mean time that the two other methods still need to complete these detections. These two numbers are shown in a fraction form, by comparing to the number of inserted HHs and the max consumed time of the Algorithm 2 respectively. It is obvious that Algorithm 2 can efficiently improve the task completion time. The task completion time is important to the detection speed. Optimizing the task completion time can reduce the mean detection time, though the experiments above do not seem to show it. An extreme example can well explain this. If we set the number of counters available in each switch to 100, using Algorithm 2 we can get all inserted HHs within 20 seconds in Experiment 1 (see Figure 11-(a) ), if we use the average method, the time is about 25 seconds. Then if we insert another 100 HHs in the traffic in time point 20s, and we want to detect them, we can find that if we use VOLUME 7, 2019 Algorithm 2, all HHs we need to detect in time point 20s are newly inserted HHs and the number is 100. If we use the average method, the number of HHs need to be detected is 115 (see Figure 12 -(a)), since there are 15 percent of HHs which are not completely detected in time point 20s. As shown in Figure 10 , if we detect same number of HHs in the beginning, the mean time used of the two methods is almost same, but if we detect different number of HHs, it is obvious that the less the number is, the less the time we need to use. Consequently, this is the way that the Algorithm 2 improves the detection speed. We use Experiment 3 to show it. The Experiment 3 is similar to Experiment 2, the difference is that we do not insert HHs in the beginning, but insert them in random time point within the tested period (2 minutes). We repeat the experiment for 10 times and show the mean detection time in Figure 13 . We can see that the ratio of the improved speed increases as the growth of the number of HHs. The max improved ratio of speed is 8 percent versus the average method and 25 percent versus the random method. It also indicates that Algorithm 2 can work better under the strict resource limitation.
To our best knowledge, the previous works DREAM [10] and FlowMon [12] also do the detection collaboratively. However, FlowMon first makes use of the sampling technique to retrieve suspicious large flows, and uses the counters to decide whether a flow is an HH, so the detection time of FlowMon is O(1), and there is no meaning to compare with FlowMon. We implement DREAM to compare. At every switch, we generate 10 tasks, and the 10 tasks covers all the flows in that switch. We do these mainly because DREAM needs more fine-grained tasks, between which it can adjust the resource allocation. We also insert various number of HHs to explore the detection time like previous experiments. The number of counters in each switch is 100. The accuracy factor of DREAM is set to 0.8. We also repeat the experiment 10 times and calculate the mean detection time. When computing the mean time, we do not calculate the detection time of HHs which are not found by DREAM during the experiment. The detection times are shown in Figure 14 -(a), and Figure 14-(b) shows the ratio of HHs that are not found by DREAM (despite DREAM, our method has found all HHs). The HH Number in Figure 14 represents the number of HHs inserted. The main reason that our work performs better than DREAM is due to that DREAM can only exchange counters between different tasks in ingress switches. It can not make use of other switches that flows pass by. If large number of HHs concentrate in some switches, the method to exchange counters in DREAM will not work. Note that the experiment focuses on showing the detection time of different method, so we do not consider the situation when counters are in lack, in which case DREAM will perform better. However, we can make use of the idea of DREAM in this situation, for example, we can set different drop priority for tasks, when there is no counter to make the detection go on, we can let the task with lower drop priority steals counters from other tasks, and drop the task if its detection can not go on.
The main goal of Algorithm 3 (see Appendix) is to merge the mice flows suitably to free counters for the detection. We also make some adaptions to the algorithm in order to reduce the flows that need to be redetected. To show the effect of the Algorithm 3, we compare it with the basic method proposed in [14] . We compare the two methods through executing the HHH detection, which is based on the two methods respectively. The traffic we use is the CAIDA traffic [24] , and we choose a ten-minute period of traffic from it. The threshold of HHH is 1MByte. Figure 15 shows the traffic volume that needs to be drilled down on in every measurement interval. The traffic volume is shown in a fraction form by comparing to the total traffic. We can see that the detection with Algorithm 3 only needs to drill down on 50% of the total traffic in every measurement interval in order to search for HHHs, but the detection with basic method needs to drill down on about 90% of the total traffic. It indicates that the Algorithm 3 merges about 50% of the total flows into aggregates (HHHs), and they are continually monitored, so this part of traffic does not need to be redetected. The reason why the portion of merged aggregates is so low in the basic method is the fluctuation of traffic. The basic method mainly orients to large aggregates. When the threshold of HHH is small, the fluctuation rate of the flows will be large, so it can not be stably aggregated and the detection method will repeat the drop (merge the flow to its parent) and drill down process for this portion of traffic again and again. Then the granularity of reported HHHs will be coarse. The Algorithm 3 now still has some problems. The first problem is that it may merge a fluctuant HH to its parent wrongly when the flow becomes small, though the ratio is low comparing to the basic method. We need to introduce some mechanisms to evaluate the fluctuation like what has been done in [9] . Another problem is that we must consume more counters (less than 2 50%t hh , where t is the total traffic volume, hh is the threshold of HH) to monitor those aggregated flows comparing to the basic method, so we should introduce some mechanisms to dynamically control the merging process especially when available resource is in absence to ensure we have enough counters to detect other flows. For example, we can increase the threshold of aggregates to free more counters when we are in lack of resource.
VII. CONCLUSION
Measurement is important to the management of the network. The method we propose enables user to specify detection tasks in a network, and it can dynamically allocate resource to these tasks to acquire a better detection speed under the resource limitation. As it is a TCAM-based method, it is also scalable enough and can be easily deployed in SoftwareDefined Network. Our current work also has some limitations. We limit the task type that user can specify for simplicity, and do not consider how to handle the situation when available resource are in absence in the measurement system. We will continue to improve the measurement system in our future work.
APPENDIX
Algorithm 3. The Algorithm is used to merge monitored flows that are not HHs to free counters. When we drill down on a flow, we need to split the flow into many finegrained flows, and most of them are not HHs, so they need to be merged. The usage of Algorithm 3 is mentioned in the workflow of the measurement framework in Section IV. As the flow merging process has been studied in previous works [9] , [10] , [25] , so there are also other choices to complete the work, and we put the Algorithm 3 here to show how we complete the merging process. Input of Algorithm 3 consists of three parameters. T is the prefix trie. HHThreshold is the threshold of HH. δ is a variable set by user, which indicates that we should merge currently monitored mice flows into flows which does not exceed δHHThreshold. δ is not greater than 1 and greater than 0.5. In our experiments we always set it to 0.8. Note that this variable will not cause more counters used to monitor flows that are smaller than HH. Since if we merge flows to a flow that is larger than HHThreashold, we need split the flow again. The node of the prefix trie has some member variables. The variables lChild and rChild are left child and right child of the node respectively. The variable isMonitored indicates whether or not the node is monitored in the previous measurement interval. The variable traffic is the traffic associated with the node. Note that traffic is calculated by the way of calculating HHH. The variable desMonitoredNodeList is a list of the descendent monitored nodes of the node. The variable monitoredNodeList is a list of nodes to be monitored. The variable mergedNodeList is a list of nodes to be merged. Initially, desMoitoredNodeList, monitoredNodeList and mergedNodeList are all empty. The algorithm will go through the prefix trie by postorder traversal (lines 1, 2). Lines 3-7 are used to set the descendent monitored nodes for each node. For each node n, we first get descendent monitored nodes that can be merged into n (lines 9-18), and these nodes are saved in mergedNodeList. Then, we can calculate reducedRuleNumber and reducedRuleNumberOfChildren, which refers to the number of counters we can save if we merge descendent nodes to n and its children respectively. We denote them by r n and r c respectively. Let m n denote the number of descendent nodes that can be merged into
