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Let F be a solvable Lie subalgebra of the Lie algebra gln(C) (= Cn×n
as a vector space). Let fk(x1, x2, . . . , xp), (k = 1, 2, . . . , r), be poly-
nomials in the commuting variables x1, x2, . . . , xp with coefficients
in C. For n × n matrices M1,M2, . . . ,Mr , let F(x1, x2, . . . , xp) =∑r
k=1 Mkfk(x1, x2, . . . , xp) and let
δF(x1, x2, . . . , xp) = det F(x1, x2, . . . , xp).
In this paper, we prove that, for A1, A2, . . . , Ap, M1,M2, . . . ,Mr ∈
F, if one value of the matrix-valued function F(A1, A2, . . . , Ap) (the
value depends on the product order of the variables) is nilpotent,
then, (a) all values of F(A1, A2, . . . , Ap) are nilpotent; (b) all val-
ues of δF(A1, A2, . . . , Ap) (again depends on the product order of
the variables) are nilpotent, and one value is 0. This generalizes the
recent result in [7] and makes his result accurate. The main tool we
use in this paper is the representation theory of solvable Lie algebras.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
LetC,N denote the complex field and the positive integers, respectively. LetCn×n denote the set of
alln×nmatricesoverC. Thewell knownCayley–Hamilton theoremasserts thateverymatrixA ∈ Cn×n
satisfies its own characteristic polynomial χA(x) = det(xI − A), i.e. χA(A) = O, where I and O denote
the identitymatrix and the zeromatrix, respectively [4,5]. The Cayley–Hamilton theoremhas a variety
of applications such as control systems, electric circuits, systems with delays, singular systems, multi-
dimensional linear systems, etc. [8]. The Cayley–Hamilton theoremhas been extended in variousways.
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For instance, Chang and Chen [3] extended the theorem to pairs of commuting matrices, Kaczorek
[9,10] extended it to rectangular matrices and pairs of block matrices. Kaddoura and Mourad [11]
obtained a Cayley–Hamilton theorem for two variables. And most recently, Hwang [7] claimed that
Cayley–Hamilton theorem had a multi-variable version. Before stating Hwang’s result let us recall the
concept “quasi-commuting family of matrices".
We shall call a family F of square matrices of the same order a quasi-commuting family if (AB −
BA)C = C(AB − BA) for all A, B, C ∈ F.
Hwang’s result [7] can be stated as follows.
Theorem 1. For fk(x1, x2, . . . , xp) ∈ C[x1, x2, . . . , xp] and Mk ∈ Cn×n, (k = 1, 2, . . . , r), let
F(x1, x2, . . . , xp) =
r∑
k=1
Mkfk(x1, x2, . . . , xp),
δF(x1, x2, . . . , xp) = det F(x1, x2, . . . , xp).
If {A1, A2, . . . , Ap,M1,M2, . . . ,Mr} is a quasi-commuting family of matrices and F(A1, A2, . . . , Ap) =
O, then δF(A1, A2, . . . , Ap) = O.
One can easily see that the statement of this theorem is not accurate since the matrix values of
F(A1, A2, . . . , Ap) and δF(A1, A2, . . . , Ap) can be different if one takes different order of the variables
in a product. From our result in this paper, we know that there would be no problem if one interpret
this theorem as follows:
“If {A1, A2, . . . , Ap,M1,M2, . . . ,Mr} is a quasi-commuting family of matrices and one value of
F(A1, A2, . . . , Ap) is O, then one value of δF(A1, A2, . . . , Ap) is O."
The main purpose of our paper is to study properties of the values of the matrix-valued functions
in the above theorem. To state the main result of this paper we need to recall some concepts from Lie
algebra theory. All concepts and resultswewill use in this paper canbe found in the textbooks [6] or [2].
If we define the bracket operation onCn×n as follows:
[A, B] = AB − BA, ∀ A, B ∈ Cn×n,
then (Cn×n, [ , ]) becomes a Lie algebra which is call the general linear Lie algebra of rank n, denoted
by gln(C).
For any Lie subalgebras U, V of an abstract Lie algebra L, we define [U, V] to be the Lie subalgebra
generated by all elements [u, v] for all u ∈ U and v ∈ V . We define inductively that
L(0) = L, L(1) = [L, L], . . . , L(k+1) = [L(k), L(k)], ∀ k ∈ N.
A Lie algebra L is said to be solvable if L(r) = 0 for some r ∈ N.
Now we are ready to state the main result of this paper.
Theorem 2. Suppose that F is a solvable Lie subalgebra of the general linear Lie algebra gln(C) and that
M1,M2, . . . ,Mr, A1, A2, . . . , Ap ∈ F. Let fk(x1, x2, . . . , xp), (k = 1, 2, . . . , r), be polynomials in the
commuting variables x1, x2, . . . , xp with coefficients inC, and let
F(x1, x2, . . . , xp) =
r∑
k=1
Mkfk(x1, x2, . . . , xp),
δF(x1, x2, . . . , xp) = det F(x1, x2, . . . , xp).
(a) If one matrix value of F(A1, A2, . . . , Ap) (the value depends on the product order of the variables)
is nilpotent, then all matrix values of F(A1, A2, . . . , Ap) are nilpotent.
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(b) If one matrix value of F(A1, A2, . . . , Ap) is nilpotent, then all values of δF(A1, A2, . . . , Ap) (again
depends on the product order of the variables) are nilpotent. Moreover, one value of δF(A1, A2, . . . ,
Ap) is O.
Since the matrix set {A1, A2, . . . , Ap,M1,M2, . . . ,Mr} in Theorem 1 is a quasi-commuting family,
the subalgebra F generated by these matrices satisfies [F, [F, FF]] = 0, of course, is solvable. Note
that the correct interpretation of Theorem 1 is a very special case of our Theorem 2 (b).
Some useful consequences of the above theorem are the following:
Corollary 3. Suppose that M1,M2, . . . ,Mr, A1, A2, . . . , Ap ∈ Cn×n are commutative. Let F(x1, x2,
. . . , xp) and δF(x1, x2, . . . , xp) be as in Theorem 2. If F(A1, A2, . . . , Ap) is nilpotent, then δF(A1, A2, . . . ,
Ap) = O.
Corollary 4. Suppose that M1,M2, . . . ,Mr, A ∈ Cn×n generate a solvable Lie subalgebra. Let F(x) and
δF(x) be as in Theorem 2 with p = 1. If F(A) is nilpotent, then δF(A) = O.
2. Proof of Theorem 2
In this section we give a proof of our main result, Theorem 2.
Proof of Theorem 2. We can considerCn as a gln(C)-module, where the action of gln(C) onC
n is the
matrix multiplication. Since F is a subalgebra of gln(C), C
n is also an F-module. Note that the action
of F on Cn can be considered as the representation of F, the Lie Theorem ensures that we can take a
basis {v1, . . . , vn} ofCn, such that, for any x ∈ F,
x(v1, . . . , vn) = (v1, . . . , vn)
⎛
⎜⎜⎜⎜⎜⎝
λ1(x) ∗
. . .
0 λn(x)
⎞
⎟⎟⎟⎟⎟⎠
.
Then there exists S ∈ GL(n,C) such that
S−1xS =
⎛
⎜⎜⎜⎜⎜⎝
λ1(x) ∗
. . .
0 λn(x)
⎞
⎟⎟⎟⎟⎟⎠
for all x ∈ F. (2.1)
Thus, in order to prove Theorem 2 it will be enough to replace all Mi and Aj with S
−1MiS and S−1AjS
(which have the form of (2.1)), respectively, in the statement of this theorem. Furthermore, it suffices
to show Theorem 2 for all x ∈ Fof the following form:
x =
⎛
⎜⎜⎜⎜⎜⎝
λ1(x) ∗
. . .
0 λn(x)
⎞
⎟⎟⎟⎟⎟⎠
. (2.2)
From now on in this proof, we will assume (2.2).
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(a) Note that
Al =
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1(Al) ∗
. . .
0 λn(Al)
⎞
⎟⎟⎟⎟⎟⎟⎠
, l = 1, 2, . . . , p
and
Mk =
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1(Mk) ∗
. . .
0 λn(Mk)
⎞
⎟⎟⎟⎟⎟⎟⎠
, k = 1, 2, . . . , r.
Clearly,
fk(A1, A2, . . ., Ap)=
⎛
⎜⎜⎜⎜⎜⎝
fk(λ1(A1), λ1(A2), . . . , λ1(Ap)) ∗
. . .
0 fk(λn(A1), λn(A2), . . . , λn(Ap))
⎞
⎟⎟⎟⎟⎟⎠
for k = 1, 2, . . . , r. Note that only the strictly upper triangular part depends on the order of the
product of the variables. We also have
F(A1, A2, . . . , Ap) =
r∑
k=1
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1(Mk) ∗
. . .
0 λn(Mk)
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
fk(1) ∗
. . .
0 fk(n)
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
r∑
k=1
λ1(Mk)fk(1) ∗
. . .
0
r∑
k=1
λn(Mk)fk(n)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (2.3)
wherewehave usedi to denote the vector (λi(A1), λi(A2), . . . , λi(Ap)). Again only the strictly upper
triangular part depends on the order of the product of the variables.
Since one value of the function F(A1, A2, . . . , Ap) is nilpotent,wehave that
∑r
k=1 λi(Mk)fk(i) = 0
(i = 1, . . . , n). Thus any matrix value of F(A1, A2, . . . , Ap) is a triangular matrix with all diagonal
entries 0. Consequently, any matrix value of F(A1, A2, . . . , Ap) has to be nilpotent. This is part (a) of
Theorem 2.
(b)We continue thenotion in theproof of (a). Note that F(x1, x2, . . . , xp) = ∑rk=1 Mkfk(x1, x2, . . . ,
xp). Because of (2.2) we know that
δF(x1, x2, . . . , xp) =
n∏
i=1
⎛
⎝
r∑
k=1
λi(Mk)fk(x1, x2, . . . , xp)
⎞
⎠ . (2.4)
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Any value of δF(A1, A2, . . . , Ap), depending on the product order, is an upper triangular matrix with
the following form:
⎛
⎜⎜⎜⎜⎝
δF(λ1(A1), λ1(A2), . . . , λ1(Ap)) ∗
. . .
0 δF(λn(A1), λn(A2), . . . , λn(Ap))
⎞
⎟⎟⎟⎟⎠
.
Fromtheproofof (a),weknowthat
∑r
k=1 λi(Mk)fk(i) = 0 for all i = 1, 2, . . . , n. Thusanyvalueof
δF(A1, A2, . . . , Ap) is a strictly upper triangularmatrix. Consequently, any value of δF(A1, A2, . . . , Ap)
is nilpotent.
Now in (2.4) we set the order as
∏n
i=1 Ti = T1T2 · · · Tn. From
δF(A1, A2, . . . , Ap) =
n∏
i=1
⎛
⎝
r∑
k=1
λi(Mk)fk(A1, A2, . . . , Ap)
⎞
⎠ ,
we know that
∑r
k=1 λi(Mk)fk(A1, A2, . . . , Ap) is an n × n upper triangular matrix with the (i, i)th
entry equal to 0. From the main result in [1] we see that
∏n
i=1
(∑r
k=1 λi(Mk)fk(A1, A2, . . . , Ap)
) = O.
This completes the proof of (b). Theorem 2 holds. 
Example 1. Let n be the subalgebra of gl3 consisting of strictly upper triangular matrices. Then t =
n⊕ CI is a nilpotent (automatically solvable) Lie subalgebra of gl3, where I is the identity matrix of
order 3. In twe take
M1 =
⎛
⎜⎜⎜⎝
2 1 −1
0 2 3
0 0 2
⎞
⎟⎟⎟⎠ , M2 =
⎛
⎜⎜⎜⎝
1 −2 −1
0 1 0
0 0 1
⎞
⎟⎟⎟⎠ , A1 =
⎛
⎜⎜⎜⎝
2 0 1
0 2 2
0 0 2
⎞
⎟⎟⎟⎠ , A2 =
⎛
⎜⎜⎜⎝
−4 2 −1
0 −4 3
0 0 −4
⎞
⎟⎟⎟⎠ .
Take f1(x1, x2) = x1, f2(x1, x2) = x2. Then
F(x1, x2) = M1x1 + M2x2,
δF(x1, x2) = det F(x,x2) = (2x1 + x2)3.
It is easy to see that F(A1, A2) =
⎛
⎜⎜⎜⎝
0 12 −1
0 0 13
0 0 0
⎞
⎟⎟⎟⎠ which is nilpotent. If we use the above expression for
δF(x1, x2) we see that δF(A1, A2) = O. If we use the expression
δF(x1, x2) = 8x31 + 12x2x21 + 6x1x22 + x32,
then
δF(A1, A2) =
⎛
⎜⎜⎜⎝
0 0 192
0 0 0
0 0 0
⎞
⎟⎟⎟⎠ = O,
but it is nilpotent.
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Example 2. Let M1 =
⎛
⎜⎜⎜⎝
1 1 1
0 1 0
0 1 1
⎞
⎟⎟⎟⎠ , M2 =
⎛
⎜⎜⎜⎝
2 1 1
0 2 0
0 1 2
⎞
⎟⎟⎟⎠ , M3 =
⎛
⎜⎜⎜⎝
−3 −3 −3
0 −3 0
0 −4 −3
⎞
⎟⎟⎟⎠ , A1 =
⎛
⎜⎜⎜⎝
1 0 0
0 1 0
0 1 1
⎞
⎟⎟⎟⎠ ,
A2 =
⎛
⎜⎜⎜⎝
1 0 1
0 1 0
0 0 1
⎞
⎟⎟⎟⎠ , and let f1(x1, x2) = x1, f2(x1, x2) = x2, f3(x1, x2) = 1. Then
F(x1, x2) = M1x1 + M2x2 + M3, δF(x1, x2) = (x1 + 2x2 − 3)3.
It is easy to verify that the set {M1,M2,M3, A1, A2} is a quasi-commuting family and F(A1, A2) = O.
If we use the expression δF(x1, x2) = (x1 + 2x2 − 3)3 then δF(A1, A2) = O.
But, if we use the expression
δF(x1, x2) = (x1 + 2x2)3 − 9(x1 + 2x2)2 + 27(x1 + 2x2) − 27
= (x1 + 2x2)3 − 9(x21 + 4x1x2 + 4x22) + 27(x1 + 2x2) − 27.
Then we see that
δF(A1, A2) =
⎛
⎜⎜⎜⎝
0 18 0
0 0 0
0 0 0
⎞
⎟⎟⎟⎠ = O,
which is nilpotent.
Remark. We like to conclude our paper by this remark. Theorem 2 is still true if we replace the field
C by any field of characteristic 0, and also we can replace each term in defining F(x1, x2, . . . , xp) by
g1(x1, x2, . . . , xp)N1g2(x1, x2, . . . , xp)N2 · · · gq(x1, x2, . . . , xp)Nq.
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