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 Summary 
In view of the ever increasing demand for energy and the need to reduce the 
dependence on fossil fuels, there has been increased attention towards renewable 
resources of energy. Biofuels are an important class of renewable sources of energy. 
Biofuels can be classified as first generation – derived from food crops such as palm, 
corn, rape seed; second generation – derived from switch grass, stalks of wheat, 
corn, and other bio-wastes; and third generation – derived from algae. The first 
generation biofuels are food crops and require large areas of land for cultivation. 
This increases the price of food products (palm oil, corn oil etc) and in some cases 
native forests are cleared for the purpose of growing these crops. Hence, a resource 
is necessary that is not a source of food and that which has a smaller land footprint.  
 
In view of this, we focus our research on the generation of useful  energy from three 
fuels, namely, natural gas (fossil fuel), empty palm fruit bunch (second generation) 
and microalgae (third generation). Combustion of biomass and natural gas for the 
generation of power has been studied widely. On the contrary, use of microalgae as 
an energy source has been gaining popularity only in recent years. In view of this, 
we first begin by analyzing the possible use of microalgae as a source of energy 
either for the production of liquid fuels or for the generation of power after which we 
analyze energy systems that use biomass and natural gas as fuels. Through this 
work, we aim to answer the following questions: 
• Is biodiesel the best form of energy that can be produced from microalgae? 
Alternatively, should microalgae be used in an integrated gasification 
combined cycle (IGCC) or integrated gasification fuel cell cycle (IGFC) for the 
production of electricity? 
    Summary 
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• How does the choice of fuels and power generation units influence the 
economics and reliability of a power generation network? 
• What should be the design of the IGCC/IGFC such that the efficiency is high? 
 
To answer these questions, we take a ‘systems analysis’ view of the problem under 
consideration. In the case of microalgae, we consider a system that includes the 
support infrastructure required for producing fertilizers along with the facilities for the 
production of microalgae. We perform an analysis to make a comparison between 
the use of microalgae biomass for the generation of electricity and production of 
biodiesel from microalgae. In the analysis of power generation networks, we make 
some assumptions on the efficiency of individual power generation units and 
propose a model for scheduling. We solve the same with an objective of profit 
maximization while considering diversity in electricity generation. Next, we design 
IGFCs (at steady state) by considering a network superstructure and solve the same 
using a multi-objective optimization (MOO) algorithm.  Further, we also performed a 
preliminary analysis on the design of IGFC while considering dynamic response. The 
analysis and findings should facilitate appropriate fuel selection and efficient design 
of power generation networks and power plants.  
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    Nomenclature used in Chapter 4 
xxi 
 
tcombustN  amount of natural gas combusted at time t (ton/hr or equivalent ton/min) 
tconsumedH  amount of hydrogen used in fuel cells at time t  
tDemandL  local demand for electricity at time t 
tEbatteryI  amount of electricity sent to battery at time t 
tEbatteryO  amount of electricity sent out from battery at time t 
tEfromC  amount of electricity produced in combustion unit at time t (GJ/hr or 
equivalent GJ/min) 
tEfromH  amount of electricity produced using hydrogen at time t 
tEfromPV  amount of electricity produced by photo-voltaics at time t 
tEfromS   amount of electricity produced by Gasifier at time t (GJ/hr or equivalent 
GJ/min) 
tEfromW  amount of electricity produced by wind farm at time t 
tEforH   amount of electricity used in the production of hydrogen 
tEpur  amount of electricity purchased from national grid at time t 
tEsoldL  amount of electricity sold to local customers at time t 
tEsoldN  amount of electricity sold to national grid at time t  
tEunmet   unmet local demand at time t 
    Nomenclature used in Chapter 4 
xxii 
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pc  Specific of a gas at constant pressure 
,p iC   specific heat at constant pressure of gas mixture that are entering the 
unit 
,p oC  specific heat at constant pressure of gas mixture leaving the unit 
oE∆  Standard cell potential of fuel cells  
F  Faraday’s constant (96485 Coulomb/mol) 
fg∆  Change in Gibbs free energy of formation 
H∆  Change in enthalpy 
fh∆  Change in enthalpy of formation 
Th  enthalpy at temperature T 
298.15h  enthalpy at reference temperature 
1I  Current generated by hydrogen oxidation 
2I  Current generated by CO oxidation 
I  total current 
LI  limiting current  
rK  a constant 
n  number of electrons participating in reaction (in CO oxidation or 
Hydrogen oxidation) 
inn  molar flow rate of gases entering a unit 
outn  molar flow rate of gases leaving a unit 
rn  rate of reaction (mol/s) 
0N  number of fuel cells in a stack 
p  partial pressure of a gas 
1p  pressure at inlet to compressor 
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2p  pressure at outlet to compressor 
3p  pressure at inlet to turbine 
4p  pressure at outlet of turbine 
( )sr T  cell resistance at stack temperature sT  
or  cell internal resistance at reference temperature 0T  
R  Universal gas constant 
s∆  Change in entropy 
Ts  entropy at temperature T   
298.15s  entropy at reference temperature 
T  Temperature  
inT  Temperature at inlet 
oT  reference temperature 
refT  reference temperature (298.15 K)  
sT  Temperature of stack 
1T  temperature at inlet to compressor 
2T  temperature at out of compressor 
3T  temperature at inlet of turbine 
 4T   temperature at outlet of turbine 
C
oV  Voltage generated by CO oxidation 
H
oV  Voltage generated by Hydrogen oxidation 
sV  Stack voltage 
cW  work spent on compressor 
TW  energy generated by turbine 
α  a constant 
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γ  ratio of specific heat at constant pressure to specific heat at constant 
volume (average for gas mixtures) 
actη  Activation losses in fuel cells 
cη  compression efficiency of compressor 
conη  Concentration losses in fuel cells 
ohmη  Ohmic losses in fuel cells 
c
sη  shaft efficiency of compressor 
T
sη  shaft efficiency of turbine 
tη  expansion efficiency of turbine 
 Chapter 1 Introduction 
1.1 Background 
Human population is constantly increasing. This, combined with rapid economic 
growth and development around the world is leading to an ever increasing 
demand for fuels, especially fossil fuels. However, fossil fuels are limited. In view 
of this, alternative resources of energy are gaining importance.  
 
Biomass in its many forms is an important resource of renewable energy. Some 
potentially suitable forms of biomass include municipal solid waste (MSW), 
agricultural waste, and energy crops such as switch grass, microalgae or 
macroalgae.  According to the International Energy Agency (IEA), energy from 
biomass could constitute 23% of the total world energy use by 2050. The use of 
biomass is predicted to reach 3600 Mtoe/yr of which 700 Mtoe/yr would be used 
to produce liquid fuels for the transportation sector, 700 Mtoe/yr for the 
generation of power and 2200 Mtoe/yr for the production of chemicals, district 
heating, cooking, and industrial steam. The global energy demand was about 
400 Quadrillion BTU in the year 2000 and is expected to increase to 1200 
Quadrillion BTU by the year 2040 (IEA, 2008). Energy savings through improved 
efficiencies both in terms of reducing transmission losses and improving 
efficiency of power plants by better designs have the potential to reduce this 
demand to 700 Quadrillion BTU.  Unlike fossil fuels, biomass is widely dispersed. 
Hence, small and distributed power generation networks will eliminate fuel 
wastage in transportation of this biomass over long distances to a central facility. 
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Further, transmission losses can be minimized by increasing the number of 
smaller power generation networks that can connect to the national grid only 
when required. 
 
Power plants are an integral component of power generation networks. They can 
be broadly classified as integrated gasification combined cycle (IGCC) and 
integrated gasification fuel cell cycle (IGFC). It is broadly agreed that IGFCs are 
more efficient than IGCCs and hence IGFCs are gaining increased attention in 
recent years. However, IGCCs are commercialised and widely built and IGFCs 
have seen limited commercialisation so far. A power generation network may 
constitute other power generation units in addition to IGCCs and IGFCs. The 
sources of energy in the power generation network include coal, natural gas, 
biomass, energy from sun (photo-voltaics), wind, coal, diesel oil, municipal solid 
waste, biomass etc. For example, natural gas and biomass are combusted to 
produce electricity. A part of the biomass is gasified to produce Syngas and this 
is used by the fuel cells to produce electricity.  The fuel cells also make use of 
the hydrogen produced through electrolysis. This cycle of operation can be 
visualized in Fig. 1.1. The excess electricity is stored in the battery; the excess 
hydrogen is stored in a hydrogen storage facility. The stored energy can be 
utilized whenever required. Depending on the supply and demand, electricity is 
exchanged between the local network and the national grid. 




Fig. 1.1 Schematic diagram of a power generation network (Naraharisetti et. a., 
2011) 
 
1.2 Motivation and Scope of Work 
In today’s world, advances in electricity generation and transmission are being 
rewarded by economic and environmental incentives. As efficiency increases, the 
cost of production per unit of electricity reduces. Further, the CO2 emissions per 
unit of electricity also reduce. In view of this, it is important to understand the 
effect of using biomass (along with other fuels) on the power generation network 
and also on the design of power plants. In view of the increasing awareness on 
climate change, the US Department of Energy (DOE) has set a target of 60% 
efficiency (Higher Heating Value) for next generation coal fired power plants and 
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it has been observed that current designs have not achieved this goal (Li et al., 
2010).  
 
Thus, further optimization to improve the design of individual power plants and 
power generation networks is necessary. Along with traditional power plants, the 
power generation network encompasses a wide range of emerging and 
environmentally friendlier technologies like fuel cells, photovoltaic energy, wind 
farms, biomass etc. (Naraharisetti et al., 2011). Such an infrastructure offers 
improved reliability by permitting the use of excess energy stored in the form of 
electricity (batteries) or hydrogen within itself. In addition, the ability to buy and 
sell from the national grid enhances the reliability and profitability of the network. 
In view of this, it is important to optimally design and operate power plants and 
power generation networks.  
 
Energy from fossil fuels has been studied widely and modern society is 
dependent on the energy produced by power plants that use fossil fuels. In 
recent years, there has been increased focus on energy crops such as switch 
grass, microalgae and macroalgae. Although power plants use biomass in the 
form of MSW and agricultural waste, power plants that are solely dependent on 
energy crops are limited. In view of this, whenever a fuel (such as an energy crop) 
is introduced, it is important to analyze and understand the various possible 
routes that are available for energy generation so that the most efficient route 
can be chosen. This together with the various studies that are performed on the 
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power generation networks and individual power plants may be classified 






Fig. 1.2 Hierarchy of decisions in a power generation network. 
 
At the highest level (Level – I), we should chose the fuels that are required in 
power generation networks. Existing power generation networks use natural gas, 
coal, oil or biomass for the production of electricity. In view of this, we perform an 
analysis on the possible routes through which energy can be generated from 
energy crops by considering microalgae as a model energy crop. For the 
purpose of this work, we seek to understand if microalgae can be used in the 
production of energy, either for the production of biodiesel (that can be stored) or 
for the production of electricity. At the next level (Level – II), we seek to 
understand the structure of the power generation network and the capacity of the 
individual units such that the profit of the network is maximised. In order to do 
this, we make some assumptions on the efficiency of the individual units. Next, 
we perform Level – III analysis. Here, we seek to obtain the steady state design 
of individual power plants by optimizing the design superstructure. In this 
Level – II  
Structure of Grid 
What are the fuels that must be considered? 
How does the choice of fuel affect the structure of the grid? 
Level – III 
Design of Power Plant 
 
 
Level – I 
Fuel Type 
What are the different units that must be present in a grid 
and how does it affect the reliability? 
Are the assumptions made while designing a grid still 
valid? Is a redesign of power plants & power 
generation networks necessary? 
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superstructure, we consider that the product gases from an energy generation 
unit may be sent to two energy generation units (one fuel cell stack and one gas 
turbine). That is, the product gas stream may be split into two streams. However, 
we do not consider mixing of streams. That is, an energy generation unit cannot 
receive its feed from two energy generation units that are upstream to it. Based 
on the results of the superstructure optimization, we propose a new 
superstructure that includes mixing and optimize the superstructure such that the 
dynamic performance of the power plant is good.  
 
1.3 Organisation of the Thesis 
A detailed literature survey divided into various sections is presented in Chapter 
2. An analysis on the possible routes of energy generation from microalgae, a 
model biomass, is presented in Chapter 3. The optimization of power generation 
networks that use biomass and natural gas as fuels in different types of power 
generating processes such as combustion/gasification and the use of fuel cells in 
power generation networks is presented in Chapter 4. In Chapter 5, we present 
on the use of multi-objective optimization (MOO) for design of biomass and 
natural gas based IGCC/IGFC by optimizing a superstructure under steady state 
conditions. Finally, conclusions and recommendations for the future work are 
given in Chapter 6. In addition to the above, this work has developed a model for 
biomass gasification, a model to represent compressor maps, and studied the 
effect of dynamic response of fuel cells and gas turbines on the design of IGFCs. 
These are presented in the Appendices.  
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Chapter 2 Literature review 
2.1 Microalgae as an energy source 
Fuels from microalgae are amongst the potential alternatives to fossil fuels. The 
energy balance and environmental impact for the process of energy generation 
from microalgae has been analyzed in several studies. One of the earliest 
reviews on microalgae biotechnology considering various production parameters 
and uses of microalgae was presented by La Noue and Pauw (1998). A 
comprehensive review on the various technologies involved in the production and 
use of microalgae as an alternative source of energy was presented by Catie 
Ryan et al., 2009. An analysis on the energetics and economics of microalgae as 
feed stocks was studied by Williams and Laurens, 2010. They observed that high 
lipid content and the ability to extract value added compounds from microalgae 
play a vital role in its cost-effectiveness. Brennan and Owende (2010) have 
presented a comprehensive review on the production of energy and value added 
products from microalgae. Schenk et al., 2008 presented an overview on the 
production of biodiesel and other biofuels such as hydrogen and methane from 
microalgae. Weyer et al., 2009 presented a study on the maximum theoretical 
algal oil that can be produced. Amin (2009) presented a review on the various 
possible technologies that can be used to generate energy from microalgae. 
Sialve et al., 2009 identified the need to consider alternatives processes 
(anaerobic digestion of microalgae) as an important step to make microalgal 
biodiesel a sustainable process. Laurent et al., 2009 have done a study on the 
life cycle assessment of biodiesel from microalgae and have highlighted the need 
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for decreasing the energy and fertilizer inputs in this process, while Chisti (2007) 
observed that biodiesel from microalgae performs better than bioethanol. Chisti 
(2008) has given a review on the various microalgae production processes. Liu 
and Ma (2009) have analyzed the energy and environmental impact of producing 
methanol from microalgae. Scott et al., 2010 have presented on the challenges 
and prospects of producing biodiesel from microalgae. Molina et al., 2003 have 
presented on the options and economics of producing various metabolites from 
microalgae. A more recent study on the economics of production of biofuels from 
microalgae is presented by Norsker et al., 2011. 
  
Stepan et al., 2001 published a report on the possibility of using microalgae as a 
potential CO2 sequestration system. Feinberg (1984) analyzed the various fuel 
options from different species of microalgae. Wang et al., 2009 suggested the 
use of microalgae as a CO2 mitigation option. Campbell et al., (undated) 
observed that biodiesel from microalgae produces less greenhouse gases and 
have better energy balance than fossil fuels. Chiu et al., 2008 have presented on 
CO2 sequestration using microalgae grown in semi-continuous photo-bioreactors 
(PBR). Pulz and Gross (2004) have presented a review on the production of 
various valuable products such as pigments, animal feed, antioxidants etc. from 
microalgae. Mata et al., 2010 have given an overview on the various species of 
microalgae, and suggested alternatives such as the production of value added 
products in addition to the production of biodiesel. Uduman et al., 2010 have 
identified that dewatering of microalgae is the major bottleneck in the production 
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of fuels from microalgae, while Sorguven and Ozilen (2010) suggested using an 
oil press to extract lipid from the products of a bioreactor and have performed a 
thermodynamic assessment on the algal lipids. However, they have not 
considered the large energy requirements for harvesting and dewatering. 
 
While most of these studies have highlighted the benefits of using microalgae as 
a source of energy, Clarens et al., 2010 have done a study and have reported 
that conventional crops such as switch grass, canola, and corn have lower 
environmental impacts compared to microalgae. In view of the conflicting views 
reported in literature, we feel that there is a need to perform a thorough analysis 
on the possibility of using microalgae as an alternative energy source. In addition, 
the possibility of using microalgae as a CO2 sequestration system should be 
analyzed.  
 
Most of the works that are reviewed earlier consider that energy input to the 
system comes from an external source and/or do not consider a complete 
system. For a system to be considered as a true renewable energy system, the 
energy it uses must not come from other sources. In other words, the energy 
used by the system must be derived from within the system and an excess 
energy must be available for outside use.   
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2.2 Power Generation Networks 
In order to minimize the energy used in the transportation of large amounts of 
biomass and also to minimize the transmission losses in the power sector, it may 
be worthwhile to produce power at decentralized locations that serve smaller 
communities. As a result, distributed power generation networks that have a 
capacity of less than 10MW are gaining importance (Naraharisetti et al., 2011).  
 
The distributed power generation networks, sometimes also called microgrids, 
encompasses a wide range of emerging and environmentally friendlier 
(compared to traditional power plants) technologies like fuel cells, photovoltaic 
energy, wind farms, biomass and energy storage devices (Chicco et al., 2009 
and Hiremath et al., 2007). The fuel cells can either use Syngas from biomass 
gasification or use the hydrogen that is produced through electrolysis. The 
excess electricity is stored in the battery; the excess electricity is used to produce 
hydrogen which is stored in a hydrogen storage facility. The stored energy can 
be utilized whenever required. Such an infrastructure offers the ability to store 
excess energy and meet sudden increase in load by drawing from the stored 
energy. In addition, the ability to buy and sell from the national grid allows the 
smaller power generation network to sell the excess energy to make more profit 
and buy energy when there is a shortfall. 
 
Several researchers have considered the design of small power generation 
networks (sometimes called microgrids) from the strategic perspective and have 
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considered investment costs, carbon tax etc. Ren & Gao (2010) have presented 
an MILP model for minimizing costs while installing different power generation 
units. Kavvadias & Maroulis (2010) used multiobjective optimization methodology 
for capacity sizing in this sector. Söderman & Pettersson (2006) presented an 
MILP considering transmission of electricity, transportation of liquid fuels, 
transport of water in district heating with an objective of minimizing costs and 
designing an optimal infrastructure, while Mavrotas et al. 2008 and Howing et al. 
2008 also present a model to systematically analyze uncertainties facing this 
sector. Others have also presented studies involving heating and cooling 
networks in distributed energy systems (Fumo et al., 2009; Jiang-Jiang et al., 
2010; Cho et al., 2009). Li et al. 2006 presented a mixed integer nonlinear model 
for designing a plant considering gas turbine, internal combustion engine, 
absorption chiller and gas boiler and solved it using a genetic algorithm. 
Hanschin et al. 2006 presented a stochastic model to handle uncertainty in a 
distributed energy system considering gas turbines, fuel cells and other 
combined heat and power units. Other researchers (Fleten et al., 2007; Afzal et 
al., 2008) have also presented models for analyzing investments in the 
distribution energy system. Ruan et al. 2009 analyzed four commercial building 
and presented options for optimal operation of the microgrids. Maribu et al., 2007 
presented a market diffusion model for the spread of microgrid technology in the 
US.  
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Chinese & Meneghetti (2005) presented two models for profit maximization and 
emissions minimization for a district heating system in the Italian context. 
Hawkes & Leach (2009) presented a linear programming model for minimizing 
costs for design and operation of a microgrid system containing CHP generators 
and storage in the UK context.  Mohamed & Koiva (2010) presented a nonlinear 
model considering photovoltaics, wind turbine, generators among others and 
solved it using Mesh Adaptive Direct Search algorithm. Considerable research 
has been done in the area of scheduling area by various research organizations 
(Abbas 2009; Marnay 2008; Stadler et al., 2009). A simple MILP model (Morais 
et al., 2010) exists in the literature for scheduling in microgrids and its features 
are very limited. Kalantar & Mousavi 2010 presented a simulation model for 
studying the dynamic performance of a microgrid, while Medrano et al. 2008 
presented a simulation model and studied the integration of microgrids in 
commercial buildings in California. Other researchers have presented an agent 
based methodology for scheduling in microgrids (Logenthiran et al., 2011). It can 
be seen that most of the works presented in literature are focusing on strategic 
issues and there is limited literature in the area of mixed integer linear 
programming models for scheduling. 
  
In view of the increasing focus on microgrids employing various technologies, a 
good mathematical model is required to optimize its operation to achieve a 
certain objective (e.g. profit maximization). Hence, we develop a detailed/ 
rigorous mathematical model for scheduling in microgrids connected to the 
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national grid by incorporating various realistic features. Further, in view of their 
relative isolation, the various generation capacities in microgrids should be 
sufficiently diverse in order to meet the demand as best as possible in the event 
that one source of generation becomes unavailable, thus improving reliability. It 
is common to use nonlinear diversity indices such as Shannon-Weiner Index and 
Herfindahl–Hirschman index (Hickey et al., 2010) and these make the 
implementation difficult particularly when the rest of the model is an MILP.  
 
2.3 Biomass Gasification 
Biomass and coal gasification have been studied extensively over the past few 
decades. Gasification is a process wherein the biomass undergoes 
devolatilization at lower temperatures (about 300°C-400°C) followed by tar 
cracking and gas phase reactions at higher temperatures (400°C-800°C). Some 
of the earliest gasification studies include those of Ergun (1961), where coke 
gasification was studied extensively and the composition of Syngas at various 
temperatures was obtained. Tu et al., 1984, studied the combustion rate of 
carbon, while Brunello et al., 1996 studied the kinetics of char combustion in a 
fluidized bed. Atkinson and Merrick (1983), Merrick (1983a-c) and Voller et al., 
1983 presented mathematical models of the thermal decomposition of coal. 
Henrich et al., 1999 studied the combustion and gasification kinetics of pyrolysis 
chars from waste and biomass. All these studies focused on the devolatilization 
of biomass and change in weight of the initial biomass with temperature.  
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At above 800°C, combustion is dominant if oxygen is present. However, in a 
gasification unit, drying, pyrolysis gasification and combustion all occur 
simultaneously (Mandl et al., 2010). Gasification is an endothermic process and 
the energy released from the combustion process is used to supply the energy 
required for gasification. This process leads to the evolution of tars, char and 
gases such as CO, CO2, H2O, H2, CH4 and higher hydrocarbons.  
 
Gomez-Barea and Leckner (2010) gave a comprehensive review on the process 
of biomass gasification in a fluidized bed Gasifier. The overview can be divided 
into two broad areas. One, the process of biomass devolatilization, change in 
particle size of the biomass and the process of tar cracking and two, the gas 
phase reactions. They validated the models for the first part. In the second part, 
they compiled data from several sources and have given the values of the pre-
exponential factors and the activation energy in the Arrhenius rate equation. It 
can be seen from their compilation that these values vary widely, sometimes by a 
factor of 105.  Vitasari et al., 2011 worked on exergy analysis of biomass to 
synthetic natural gas production via Syngas. They have observed that the largest 
losses occur in the Syngas Gasifier and this is possibly due to the presence of 
steam for water-gas shift reaction. 
 
Several reactions occur in a biomass gasification unit.  Biomass de-volatilization 
occurs as:      Biomass   Tar + Char + CO+CO2+ H2+H2O+CH4;  
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Tar is assumed to have a general formula CHxOy where x=8/6 and y=1/6 and 
Char is assumed to be Cs although in reality it is only about 95% carbon. Partial 
combustion and complete combustion of Tar occurs as:  
x y z 2 2
y / 2 x zC H O  O CO  H O 
2 2
yx+ −+ → +  &  
x y z 2 2 2
y / 2 2x zC H O  O CO   H O 
2 2
yx+ −+ → +  
In addition to the above reactions, various other reactions occur in biomass 
gasification. The standard enthalpies of formation and the various species in 
biomass gasification are given in Table 2.1. 
 
Table 2.1 Standard enthalpy of formation for the various gasification products 
(reproduced from Larmine and Dicks, 2003; and engineeringtoolbox.com). 
 
Gas Enthalpy of formation 
(kJ/mol) 























Table 2.2  Various reactions that occur in biomass gasification. 
Reaction  Comment Heat of Reaction 
(kJ/mol) 




Tar is assumed to have a general formula 
CHxOy
Char is assumed to be Cs although in reality 
it is only about 95% carbon 
 where x=8/6 and y=1/6 
 
CHxOy + (0.5+0.25x-0.5y)O2 CO + (x/2)H2 char partial combustion O  
CHxOy + (1+0.25x-0.5y)O2  CO2 + (x/2)H2 char complete combustion O   
CO  + 1/2O
2
  CO2 CO oxidation      -283 
CO + H
2










O      CO +3H2 Reforming        +206 
CH4 + 0.5O2  CO + 2H2       -36 





      2CO+2H2      247 





       H2 hydrogen oxidation O      -242 
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s
   + CO
2
Boudouard       2CO    +172 
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     CO       partial combustion -111 
C
s
 +      O
2
     CO2     complete combustion -394 
C
s
   + 2H
2
      CH4 Hydrogenation     -75 
 
Various values are proposed in literature for the activation energy and pre-
exponential factors. Table 2.3 provides a list of various parameters for two 
important reactions. It can be seen that the parameters reported vary widely.  
Table 2.3  Kinetics of two reactions in biomass gasification. (R is in kmol/s and C 
is in kmol/m3
 
). Adapted from Gomez-Barea and Leckner, 2010. 
CO+0.5O2  CO2; RCO=Aexp(-E/RT)CCOα CO2βCCO2γ 
Α β Γ E (kJ/mol) A 
1 0.25 0.5 167 2.32×1012 
1 0.5 0.5 126 1.30×1011 
1 0.3 0.5 66.9 4.78×108 
1 0.25 0.5 289 1.28×1017 
1 0.5 0.5 126 1.00×1010 
1 0.5 0.5 126 3.25×1014 
H2+0.5O2  H2O; RH2= ATδexp(-E/RT)CH2α CO2β 
Α β Δ E (kJ/mol) A 
1 1 0 109 2.20×109 
1.5 1 -1.5 28.5 5.16×1013 
1 1 0 125 1.08×1013 
1 1 0 42 1.00×1014 
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Perez-Fortes et al., 2009 developed a Gasifier model that is based on a series of 
experimental correlations and used the model in the simulation of an IGCC. 
Development of such correlations requires extensive availability of data. Schuster 
et al., 2001 simulated the process of biomass gasification assuming that the 
products of the gasification process are in thermodynamic equilibrium. The same 
research group (Kaushal et al., 2008) developed a model for biomass char 
combustion in a fluidized bed gasification unit; however, this model was not 
validated with experimental results. In a later study, Kaushal et al., 2010 
presented a model for biomass gasification considering thermodynamic 
equilibrium, hydrodynamics in the fluidized bed, reaction kinetics and elemental 
balance and showed that their model fits well with experimental results presented 
in literature (Campoy et al., 2008 and Schuster et al., 2001). One of the important 
reactions in the process of biomass gasification is the water-gas shift reaction, 
where carbon monoxide is oxidized to carbon dioxide thereby reducing the water 
molecule to hydrogen, effectively increasing the concentration of hydrogen in the 
products. Choi and Stenger (2003) studied the water gas shift reaction kinetics 
and presented an equation for the equilibrium constant of the reaction. This 
reaction is important in the fuel cells such as the MCFCs that do not tolerate 
carbon monoxide. Klose and Wolki (2005) studied the kinetics of the reaction of 
char with carbon dioxide and steam. They proposed that the reaction rates can 
be split into three different zones based on temperature. Everson et al., 2006 
studied the reaction kinetics of coal chars using a thermo-gravimetric analyzer 
(TGA). Other similar studies that were done using a TGA include those of 
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Trommer and Steinfeld (2006); Lee et al., 2007; Piatkowski and Steinfeld, 2010 
and Yang et al., 2006.  
 
Guo et al., 2001 used neural networks for simulating biomass gasification. 
However, no information on the amount of data used in developing the neural 
network model was presented. Yanbing et al., 2007 presented a free energy 
minimization approach for carbon dioxide reforming of methane to Syngas.  Free 
energy minimization and Gibbs equilibrium are widely used by various 
researchers to study the product composition in a biomass reforming/gasification 
unit. Baggio et al., 2009 presented both experimental and modelling analysis of a 
gasification/pyrolysis reactor. They have used significant quantities of saw dust 
(up to 375 grams) in their batch reactor and provided some useful data. However, 
their modelling and comparison of the experimental and modelling results are 
limited only to changes in weight of biomass with temperature. Moreover, their 
experimental results are limited and insufficient to convincingly validate the 
modelling.  
 
2.4 Fuel Cell Systems 
Fuel cells have a typical energy conversion efficiency of about 70-80% for 
electricity generation (when the energy required to produce the hydrogen fuel is 
not accounted) which is considerably higher than that of internal combustion 
engines which have a typical efficiency of about 20-30%. IGCC (IGFC) systems 
have an efficiency of about 35-40% (50-55%). Hence, research over the past few 
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decades has been focused on developing fuel cells that are cheaper and more 
resistant to fouling. However, these two factors still pose some challenges and 
are limiting the consumerization of fuel cell based devices. Fuel cells can be 
broadly classified as low temperature (Alkaline FC, Phosphoric Acid FC, Polymer 
Electrolyte Membrane FC, etc), and high temperature (Molten Carbonate FC, 
Solid Oxide FC, etc) fuel cells. High temperature fuel cells are robust to catalyst 
poisoning and several types of fuels such as ethanol, Syngas and methane may 
be used. Various different reactions may occur in a fuel cell depending on the 
fuel used, however the underlying principle is the electrochemical conversion of 
hydrogen and oxygen to produce electricity and water; sometimes carbon 
monoxide oxidation also occurs in certain fuel cells. 
 
There are different types of fuel cells and they are classified based on the 
electrolyte used. Table 2.4 gives a summary of the types of fuel cells and their 
application domains. It can be seen that SOFCs have a wide range of 
applications and hence are suited for integration with biomass gasification units. 
Thus, SOFCs have been widely studied for application in integrated gasification 
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Table 2.4 Types of Fuel Cells and their applications (reproduced from Larmine 
and Dicks, 2003). 
 





Alkaline (AFC) OH- 50-200°C Space vehicles 
Proton Exchange 
Membrane (PEMFC) 
H+ 30-100°C Vehicles and mobile applications, and 
for lower power CHP systems 
Direct methanol 
(DMFC) 
H+ 20-90°C Portable electronic systems of low 
power, running for long duration 
Phosphoric Acid 
(PAFC) 
H+ ~220°C Large numbers of 200-kW CHP 
systems in use 
Molten Carbonate 
(MCFC) 
CO32- ~650°C Medium to large scale CHP systems, 
up to MW capacity 
Solid Oxide (SOFC) O2- 500-1000°C All sizes of CHP systems, 2 kW to 
multi-MW 
 
The National Fuel Cell Research Centre has done considerable work in the area 
of control of solid oxide fuel cells (SOFC) – micro-gas turbine (MGT) hybrid 
system for the generation of power. In all their work, they consider that the fuel of 
known composition is readily available for use in the hybrid system. They have 
presented such cycles as fuel cell topping, fuel cell bottoming, direct and indirect 
cycles.  Li et al., 2011 have studied a detailed two dimensional planar SOFC 
system integrated with a gasification unit. They showed that the detailed model 
allows prediction of temperature changes at various points across the SOFC and 
this allows for safe operation. The detailed model predicts a higher air flow rate 
required to keep the SOFC within temperature limits, thus reducing the efficiency 
of the overall system compared to the lumped model. They however assumed 
that the gasification unit is operated at steady state and that the product gas 
composition remains constant. Roberts et al., 2006, Kaneko et al., 2006 and 
Mueller et al., 2007 & 2008 have studied load following capability, control system 
design, and power/temperature control of a fuel cell combined cycle power plant 
having fixed and variable speed gas turbines under varying fuel feed rate. 
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However, they also assumed that the fuel gas composition is fixed and known 
and the rate at which the flow rate changes with time is also known. 
 
Ferrair et al., 2005 and Magistri et al., 2005 presented models for SOFC 
integrated with micro-gas turbine and compared their simulation results with 
experimental data. They have assumed that Syngas at known composition is 
readily available. Chan et al., 2002 and Chan et al., 2003a&b presented models 
for tubular SOFC which have an internal methane reformer. They also modelled 
compressor and turbine maps and studied full and part-load operation of the 
SOFC. Costamagna et al., 2001 also studied the design and part-load 
performance of a tubular SOFC having a methane reformer and a variable speed 
micro-gas turbine. Murshed et al., 2007 presented a control relevant model of a 
planar SOFC consisting of a methane reformer and a capacitor and observed 
that the system with the capacitor has better transient properties. Murshed et al., 
2010 considered the estimation and control of the solid oxide fuel cell system and 
used Kalman filter for the estimation of the states and model predictive control for 
the control of SOFC system. Bang-Moller et al., 2011 performed an exergy 
analysis of a biomass gasification-SOFC-MGT system. They used the Gibbs 
equilibrium for the gasification process and a simple model for the SOFC. They 
considered a system where the SOFC-MGT system and the gasification system 
are decoupled and suggested improvements such as using hot gas for 
preheating, using exhaust gas for drying biomass and optimizing the SOFC stack 
temperature to improve the efficiency of the combined system.  The dynamic 
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behaviour of a hybrid power generation system consisting of a wind turbine, 
microturbine, solar array and a battery storage system was studied by Kalantar et 
al., 2010. Chacartegui et al., 2011 presented a model for real time simulation of 
medium-size gas turbines.  
 
2.5 Integrated Gasification Fuel Cell Cycle 
The products of the gasification system are at a high temperature and the SOFC 
also operates at a high temperature. With efficient high temperature gas cleaning 
technologies, these two systems can be combined to form an integrated system 
where the net efficiency is possibly higher than a system where traditional steam 
turbines are used or if the gas were to be cooled and shipped to the location 
where the SOFC is located. Due to this synergy and the possibility of higher 
efficiency, the study of IGFC systems are gaining popularity. However, there are 
several challenges in the operation of IGFC systems. These include varying 
quality of Syngas production from biomass gasification, high temperature gas 
cleaning and fuel cell fouling due to the lack of efficient high temperature gas 
cleaning technologies, automatic control and load following capability, efficient 
energy storage and switching technologies, and cost.  
 
Panopoulos et al., 2006a&b studied an SOFC system that is coupled to a 
biomass gasification unit using Aspen Plus (RYIELD) at steady state. Biomass 
gasification in their system occurs through allothermal process wherein the heat 
between the combustion unit and the gasification unit is exchanged through the 
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use of sodium heat pipes. Doherty et al., 2010 also used Aspen Plus for 
simulating the biomass gasification process; however, they used the RGIBBS 
reactor instead and simulated a gasification-SOFC process. Heidebrecht et al., 
2010 also modelled the biomass gasification process as a reactor under Gibbs 
equilibrium and studied high and low temperature fuel cells – both SOFC and 
PEMFC either individually or in parallel/series. They observed that a system with 
SOFC and PEMFC in series offer higher efficiency than that in parallel, which in 
turn offers higher efficiency than a lone SOFC.  
 
Ahmadi et al., 2011 used an evolutionary algorithm for multi-objective 
optimization and optimal design of a combined cycle power plant. Some of the 
key decision variables they considered are turbine inlet temperature, compressor 
pressure ratio, isentropic efficiency of the compressor and the turbine. They also 
considered maximizing the energy efficiency, minimizing the cost and carbon 
dioxide emissions as their objectives. Sadhukan et al., 2010 studied the biomass 
gasification fuel cell and biomass gasification combined cycle systems using 
Aspen Plus and compared the energy efficiency and emissions performance of 
the two systems. They also considered the biomass gasification unit as operating 
under Gibbs equilibrium. Kaikko et al., 2007 studied techno-economic 
performance of recuperated and non-recuperated variable speed microturbines 
in a combined heat and power generation system when the turbine inlet 
temperatures and shaft speeds are varied. Some of the key observations from 
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these studies are that these systems have a normal load tracking capability of 1 
kW/s for a 200 kW system and have a high fuel utilization of about 80%.  
 
2.6 Evolutionary Algorithms 
A large variety of evolutionary algorithms exists in the literature. Some of them 
are Genetic algorithm (Holland 1975, Goldberg and Richardson 1987), 
Differential evolution (Storn and Price 1997, Angira and Babu 2006), Tabu 
search (Glover 1989, 1990), Scatter search (Glover 1998), Ant colony 
optimization (Dorigo, M. & Gambardella, L. M., 1997) and Simulated annealing 
(Kirkpatrick 1983, Cerny 1985), among others. In general, such algorithms are 
designed for unconstrained optimization. Michalewicz and Janikow (1991) have 
described a procedure to convert a constrained problem into an unconstrained 
problem so that genetic algorithms can be used to solve constrained problems 
and have demonstrated the same using simple examples. The choice of the 
algorithm depends on the characteristics of the problem and there is no ‘single 
best algorithm’. Hence, a Hybrid evolutionary algorithm for single objective 
optimization was developed earlier by Naraharisetti et al., 2009 and it was 
demonstrated that it works well for a problem that has over 400 variables and the 
same is used in this work. The field of evolutionary algorithms is rather broad and 
only a limited list of publications is presented here. Deb 2001 provides a 
complete treatise on evolutionary algorithms and serves as a good reference.   
 




The key observations from the literature review can be classified into three 
sections: 
1. Energy from microalgae as a model energy crop: 
• A complete system involving the support infrastructure required to produce 
energy from microalgae is not considered. 
• Analyses of CO2
2. Power generation networks: 
 emissions from the system also do not consider the 
support infrastructure.  
• A microgrid operates on its own and is generally not connected to the 
national grid. Further, no detailed models exist for scheduling in microgrids. 
• Constraints that are available for maintaining diversity in power generation 
network are nonlinear and hence difficult to implement. 
3. Optimal design of integrated biomass gasification fuel cell system: 
• An assumption that a fuel of known composition is readily available. 
• Use of Gibbs equilibrium to calculate the product composition of the 
biomass gasification process, when in reality the gasification unit may 
never reach equilibrium. 
• Studying a given design for its efficiency and controllability. 
• Use of gasification models based on data from TGA. 
• US DOE target of 60% efficiency for power plants has not been reached.  
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Based on these observations, the objectives of this research can be formulated 
as follows: 
1. Perform an analysis on the various possible routes of energy generation from 
microalgae. 
2. Develop a model for scheduling in microgrids that includes a linear constraint 
to maintain diversity in generation of energy. 
3. Develop and optimize the network super-structure of an integrated 
gasification fuel cell system in order to obtain the best design in terms of energy 
efficiency. Further, identify possible designs that have a good dynamic response.  
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Chapter 3 Energy from Microalgae 
3.1 Introduction 
In view of the ever increasing demand for energy and the need to reduce the 
dependence on fossil fuels, there has been increased attention towards 
renewable resources of energy. Biofuels are an important class of renewable 
resources of energy. Biofuels can be classified as first generation – derived from 
food crops such as palm, corn, rape seed; second generation – derived from 
switch grass, stalks of wheat and corn etc.; and third generation – derived from 
algae. The first and second generation biofuels are either food crops or require 
large areas of land for cultivation. This increases the price of food products (palm 
oil, corn oil etc) and in some cases forests are cleared for the purpose of growing 
these crops. Hence, a resource that is not a source of food and that which has a 
smaller land footprint is necessary. Microalgae meet both these criteria and 
hence there has been increased focus in recent years on the possibility of 
producing energy from microalgae. Further, microalgae have a high growth rate 
and thus are considered ideal for use in an industrial process.  
 
One should thoroughly analyze the effectiveness of an alternative energy source 
in replacing fossil fuels. Such an analysis should include all possible inputs to the 
system that generates energy.  If and only if the entire system is self sustainable 
and there is an excess amount of energy for use outside the system, it (the 
system) will be considered as a replacement to fossil fuels. In view of this, we 
analyze if it is possible to generate ‘Energy from Microalgae’. In the process, we 
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identify challenges and research goals for scientists and engineers to work on in 
the future so that microalgae become a true replacement to fossil fuels.  
 
3.2 Scope of the System 
In this work, we analyze the potential of microalgae as renewable energy 
resource. We make a premise that all inputs to and outputs from the system must 
be in the same form i.e., usable energy (electricity). For example, consider coal 
based and microalgae based electricity generation processes. One kilogram of 
coal gives about 9 MJ of electricity (after accounting for power plant losses).  
Consider the microalgae process which uses one kilogram of coal (9 MJ) to meet 
its energy input needs and produces x grams of microalgae. Now, if this x grams 
of microalgae can be used in a power plant to obtain y MJ of electricity, then the 
microalgae process can be used as a source of energy if and only if y>>9. 
Otherwise we can use coal directly in a power plant and use the electricity. That 
is, an organisation investing in ‘Energy from Microalgae’ process can generate 
revenue only when y>>9. This condition implicitly assumes that the energy input 
to the microalgae system must be lower than the energy output. Although the 
energy content of x grams of microalgae may be greater than 9 MJ, the usable 
energy that can be extracted from this may be less than 9 MJ. In view of this, the 
energy input/output to/from the system that is analyzed must be in the same form 
- electricity in this example. 
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In view of this, we analyze the energy balance of a lab scale system and the 
current state of the art. We identify the drawbacks of these systems and suggest 
possible improvements that should be made to improve the efficiency. We later 
analyze a possible industrial system that should be achieved through research 
and development in order for microalgae to be considered as a true alternative 
energy source.  
 
Before we analyze a possible industrial system, we analyze a simple lab scale 
system to understand the challenges that this technology faces. According to 
Balasubramanian et al., 2011, a mixture containing 30 m3 (lit) hexane and 20 m3 
(lit) methanol is used to extract lipid from 1 ton (kg) of microalgae. It should be 
noted that this volume is small compared to other values (of about 200 lit/kg 
algae) reported in literature. The solvent that is used in lipid extraction must be 
separated from the lipid and recycled through distillation. 10830 MJ of energy is 
required to evaporate 30 m3 of hexane and an additional 22,791 MJ is required to 
evaporate 20 m3 of methanol (the specific and latent heat values are given in 
Table 3.2). If we assume 1% solvent loss in evaporation, there will be a loss of 
11,388 MJ and 4,299 MJ due to hexane and methanol respectively (heat of 
combustion of hexane and methanol are given in Table 3.2). We can see that the 
amount of input energy just for lipid extraction is large compared to energy 
content of (20480 MJ/ton) microalgae. Further, there are other processes such 
as harvesting and dewatering of microalgae and these require large amounts of 
energy. In view of this, the lab scale lipid extraction process cannot be used in an 
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industrial setting and alternatives should be explored. Some alternatives include 
using lesser amount of solvents for lipid extraction, and gasification of total 
microalgae without performing lipid extraction.  
 
Next, we consider an industrial scale system that can support itself and produce 
energy to meet outside demand. Briefly, the system comprises the pipe networks 
for pumping of seawater and CO2 to the raceway ponds, one large photo-
bioreactor (PBR) system to support the raceway ponds and a stock PBR system 
to support the large PBR system, facilities for harvesting (use of flocculants) 
microalgae, a chamber filter press, a water extractor, a dryer, a homogenizer for 
extracting the lipid, a distillation unit / evaporator to separate the lipid from the 
solvent, a homogenizer for transesterification, a distillation unit  / evaporator to 
separate methanol from the transesterification products, and miscellaneous 
facilities that include office buildings, street lighting etc.  A schematic of the 
microalgae production process is shown in Fig. 3.1.  
 
It is important to note that if large scale production of microalgae becomes a 
reality, then the chemical plants that produce the nutrients, the flocculants and 
the solvents must also be constructed to meet the requirements of the 
microalgae production process. In view of this, we consider a system comprising 
not only the raceway ponds, PBRs, harvesting system, and a system for post 
processing of microalgae to fuels, but also the support infrastructure that is 
needed to make this technology a reality.  
 





















Fig. 3.2 A schematic of the two possible routes considered in this study. 
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A schematic of the energy generation process is shown in Fig. 3.2. The 
processes we analyzed can be divided into two routes. They are, Route 1: 
Production of biodiesel & gasification (IGFC/A-IGFC) of lipid depleted biomass 
(LDB), and Route 2: Gasification (IGFC/A-IGFC) of total microalgae.  
 
We consider a system with a ‘Design Basis’ of 1 hectare and include energy for 
pumping sea water, production of chemicals used in the process, processing of 
microalgae, among others. The detailed basis of design is given in Table 3.1. 
Wide ranges are suggested in literature for the composition of the microalgae. In 
this work, we assume that the lipid, protein and carbohydrate contents are 20%, 
40% and 40% respectively for the ‘Base Case’.  Similarly, wide ranges of values 
are reported for the nutrient requirements. We used the average of the two 
values reported in Laurent et al., 2009. It is assumed that nitrogen is obtained 
from calcium nitrate and phosphorous from superphosphates. The amount of 
nutrients required is given in Table 3.1.  
 
Since, the data for other nutrients (K, Mg & S) is not available, the energy 
required to produce these (K, Mg & S) is assumed to be 10% of the energy 
required for producing calcium nitrate and superphosphate. This is reasonable 
because these nutrients are used in small quantity when compared to calcium 
nitrate and superphosphates.  
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Table 3.1 Basis of design. References: 1 Weyer et al., 2009. 2Chiu, 2009. 3Illman, 
2000. 
  Comments 
Pond Area 1 hectare  
Water level/depth 20 cm Therefore, volume of 
raceway is 2000 m
Final concentration of algae 
3 
0.6 g/l  Therefore, total algae 
produced is 1.2 tons 
Velocity of water 20 cm/s Paddle wheel 
Growth time 4 days  4 doubling times 
Seawater pumping distance 25 km  
Frictional losses 0.04 m/100 m  pipe dia 12”, flow rate 
400 gal/min ~ 2180 
m3
Elevation above sea level 
/day. An excess is 
assumed to account for 
evaporation losses 
20m (total difference is thus 20m+10m 
due to frictional losses) 
 
Flue gas concentration 12% CO2; 
 81% N2; 
7% O2; 
 
Saturated Conc. of CO2 1.3 g/l  in water  
Composition of algae (Base Case) 
 
20% lipid (37.6 MJ/kg1); 
40% protein (16.7MJ/kg1) ; 
40% carbohydrates (15.7MJ/kg1)  
Energy content of algae: 
20.48 MJ/kg.  
Amount of CO2 ~2 tons/ton of microalgae.   required (Based on composition 
given in Laurent et al., 
2009, 1.925 tons/ton of 
microalgae is required. 
However an  excess is 
assumed) 




Flocculant (FeCl3.6H2 120 kg/ton of microalgae 0) ICES experiments 
Miscellaneous energy    1000-3000 MJ/hectare (This includes 
energy for use in office buildings, street 
lighting, and other onsite 
requirements.) 
Only the energy content 
of hexane and methanol 
is considered in the 
energy balance and the 
energy used for 
producing these are 
included in misc. energy 
as data is not available.  
 
3.3 Analysis and Results 
The energy requirements for the current state (Base Case) of the technology are 
given in Table 3.2. We assume that the stock PBR has a radius of 0.152 m 
(approximated to 0.15m) and a height of 2 m. We also assume that the lights are 
placed away from the PBR (only one side) in a straight line over an area covering 
0.3m×2m (diameter×height). One hundred and forty one such stock PBRs (20 m3 
approx.) would be required to support one hectare raceway pond. Hence, the 
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total area under radiation is 84.6 m2. Lee & Palsson 1994 used 900 µmol/m2/s of 
photons for the PBR. However, we assume an optimistic value of 100 µmol/m2/s 
of photons which is 5% of the daily radiation from the sun (2000 µmol/m2/s). This 
is equivalent to 22.16 J/m2/s and hence the total energy required over four days 
is 647.8 MJ.  
 
Energy required for pumping water, and homogenization in lipid extraction and 
transesterification processes is calculated from pump/motor data sheets. The 
energy required to recycle hexane and methanol are calculated from the values 
of the specific heat and latent heat. The flow rate of flue gas to support mixing in 
a PBR is assumed to be 0.1 v/v/min. If only flue gas is pumped, the flow rate 
would be equal to 57.22 lt/min and this is equivalent to only 0.0033 v/v/min for a 
17.5 cu.m bioreactor. Hence, an additional mixing device such as a slow moving 
impellor is necessary. It is assumed that the energy requirement of the impellor 
(per unit volume) is similar to a paddle wheel in a raceway. Next we present the 
calculations on the energy required to produce the nutrients & flocculants, and 
the energy required to pump flue gases.  
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Table 3.2  The individual energy inputs for the various processes (Base Case). 
References: 2Balasubramanian et al., 2011. 3NIST. 4Engineering Toolbox, 5IPCS-
INCHEM, 6Vanichseni et al., 2002,  7
 
Methanex. 
Unit Operation Energy 
(MJ/hectare) 
Comments  
(1.2 ton/hectare algae is produced 
in one cycle) 
Misc. Information 
Assumed that reference 
temperature is 27 °C. 
1 Transport of seawater 
to raceway ponds 725.11 
A 9.96 HP pump is used for a day 
with a pumping efficiency of 0.8. 
 
2 Transport of flue gas  1,984.28 Isothermal compression of flue gas 
to 2 atm (from 1 atm).  
A compression efficiency of 
0.8 and a mass transfer 
efficiency of 0.5 are 
assumed. 
3 Mixing energy in 
raceway ponds 
344.00 A paddle wheel is used to achieve a 
flow rate of 20 cm/s. 
 
4 Calcium Nitrate 
(169.95 g/kg algae)  
1,020.41 Calcium nitrate is assumed to be 
produced from NH3, HNO3 and 
CaCO3. 10% extra energy is 
assumed to account for other 
nutrients.  
Avg. nutrients (Table 3.1 
) 
5 Superphosphate (9.07 
g/kg algae)  
41.52 10% extra energy is assumed to 
account for other nutrients.  
Avg. nutrients (Table 3.1 
) 
6 Mixing energy in mini-
raceway 
34.4 200m3 of mini-raceway is required 
to support a 2000m3 raceway.  
 
7 Lights for stock PBR 647.8 20m3 stock PBR is required to 
support this system. 
Equivalent to 5% of sun’s 
radiation (on unit area).  
8 Mixing energy for stock 
PBR 
4.87  Assumed that mixing is supported 
by a slow moving impellor. Energy 
for impellor is assumed to be similar 
to that of paddle wheel in raceway. 
Mass transfer efficiency: 
0.5, Compression 
efficiency: 0.8. 
Compression pressure: 1.2 
atm from 1 atm.  
9 Pumping water into 
and out of PBR 
16.12 2.4 HP pump is used for 1 hr for 
pumping in and 1 hr for pumping 
out. Efficiency: 0.8 
 
11 Dewatering (Iron in 
FeCl3.6H20) (120 kg of 
ferric chloride per ton 
of microalgae.) 
328.05 
Energy required for the production 
of molten iron from iron ore. 5% 
extra is assumed to account for 
production of FeCl3.6H2O and misc. 
energy inputs.  
 
12 Dewatering (Chlorine 
in FeCl3.6H2O) 
361.37 
Energy required for producing 
chlorine from sea water. 5% extra is 
assumed to account for production 
of FeCl3.6H2O and misc. energy 
inputs.  
 
13 Pumping From 
Raceway To Settling 
Tanks 
241.70 Settling tank: 15m(W) ×15m(L) 
×10m(H). 3×24 HP pumps for 1 hr. 
Efficiency: 0.8. 
It is assumed that 
FeCl3.6H2O gets mixed 
during the pumping 
process. 
14 Dewatering – Chamber 
filter press 
38.02 From 0.1 kg/kg algae to 0.3 kg/kg 
algae  
Assumed that reference 
temperature is 27C. 
15 Drying (eliminate 
water) 
7,636.12 Water should either be eliminated 
by drying or an equivalent loss 
should be assumed in gasification.  
From 0.3 kg/kg to 0.9 
kg/kg. Efficiency: 0.9 
16 Drying (energy added 
to microalgae) 
135.00 Assume sp. heat of microalgae as 
1.5 kJ/kg-K (similar to wood and 
coal). Initial temp: 27°C. Final 
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temperature: 102 °C 
17 Hexane - Evaporate 
1654.08 
3 tons of hexane is used to extract 
lipid from 1 ton of (dry) algae 
(assumed). In practice more than 3 
tons is used2. 
Boiling Point3: 68.8C; 
Latent Heat3: 365kJ/kg; 
Specific Heat4: 2.26 kJ/kg-
K.  
18 Hexane losses  
1739.16 
Hexane loss of 1% (solubility5 in 
water: 0.0013gm/ml and rest due to 
evaporation losses.) is assumed. 
Heat of combustion3:4163 




Weight: 3.6 tons hexane +1.333 
tons (1.2 tons dry) algae in water. 
Basis: 10 HP mixer for 1 hr for 0.25 
tons. Efficiency: 0.8  
A lab scale homogenizer2 
required 10-15 min. We 
assume that the industrial 
mixer considered here 
would require 1 hr.   
20 Energy content of 
MeOH  
597.96 
0.11 kg methanol is used for 1 kg of 
lipid. 1 ton of algae have 0.2 tons of 
lipids (assumed that microalgae 
lipid is similar to palm oil and that all 
of the lipid can be converted into 
biodiesel, which is not true in 
reality) 
Heat of combustion3:725.7 
kJ/mol; Methanol MW3: 
32.04 g/mol. Palm Oil MW: 
8666.  
21 Methanol - Evaporate 
31.69 
100% excess methanol is used in 
production (0.24×0.11 tons is 
evaporated).  
Specific heat3:86.6 J/mol/K; 
Boiling point3:64.6; Latent 
heat7: 35.21 kJ/ mol 
22 Methanol losses 
5.98 
Methanol loss of 1% (of 0.24×0.11 
tons) due to evaporation and 





0.2928 tons is mixed (0.24 tons lipid 
and 0.0528 tons methanol). Basis: 
10 HP mixer for 1 hr for 0.25 tons. 
Efficiency: 0.8 
Assumed that the reaction 
is finished in 1 hr and that 
no additional energy is 
required.  
24 Transport of chemicals 
224.01 
Assumed that travelling distance is 
500 km. Mileage is 3 km/lit of diesel 
@38.2 MJ/lit for a 25 ton truck 
 
25 Misc. Energy 1000 To support the office, street 




3.3.1 Energy required to produce flocculants 
In this work, we assume that ferric chloride (FeCl3.6H20) is used as the flocculant. 
For the purpose of calculating the energy required for production of ferric chloride, 
it is assumed that the ferric chloride is produced from iron and chlorine. Energy 
required for transportation of ferric chloride is considered separately. Alternative 
processes such as those listed next are not considered. They are: a.) dissolving 
pure iron in a solution of iron(III) chloride, b.) Dissolving iron ore in hydrochloric 
acid, and c.) Upgrading the iron(II) chloride with chlorine. According to the EU-
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IPCC report (EU-IPPC, 2001a), 2970 kWh/ ton is required to produce chlorine 
and caustic soda and 200 kWh is required for liquefaction & gasification of 
chlorine. We assume an energy allocation of 1:1 for chlorine and caustic soda 
and hence the energy required to produce chlorine is 2970/2+200 kWh/ton i.e., 
1685 kWh/ton. According to EU-IPPC report (EU-IPPC, 2001b), 10.5 GJ of 
energy is required to produce 1 ton of liquid iron.  
 
Based on experiments conducted in ICES, we consider that 120 kg of ferric 
chloride (FeCl3.6H20) is required to flocculate 1 ton of microalgae. This is 
equivalent to 443.95 mole of ferric chloride i.e., 443.95×55.85 g of iron (24.796 
kg) and 443.95×35.5×3 g of chlorine (47.18 kg).  Hence, the energy required for 
producing iron is 0.024796×10.5 GJ (260.356 MJ) and that for producing chlorine 
is 0.04718×1685 kWh (79.67 kWh or 286.8 MJ). Since, the energy spent in 
producing ferric chloride from elemental iron and chlorine is unavailable; we 
assume a 5% penalty. Hence, the energy required in producing iron and chlorine 
to flocculate 1 ton of microalgae is 273.376 MJ and 301.14 MJ respectively. The 
basis of this work is the production of 1.2 tons of algae in 1 hectare. Hence, 
328.05 MJ and 361.37 MJ of energy is required to produce iron and chlorine to 
flocculate 1.2 ton of microalgae 
 
3.3.2 Energy required to produce nutrients 
From Table 3.1, it can be seen that 29 kg of nitrogen and 2.4 kg of phosphorous 
is required to grow one ton of microalgae. This is equivalent to 1.04 kmole of 
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calcium nitrate and 0.039 kmole of superphosphate, which in turn is equivalent to 
169.95 kg of calcium nitrate and 9.07 kg of superphosphate.   
Calcium nitrate is produced based on the following reaction.  
2NH3 + 4O2 → 2HNO3  + 2H20 
CaCO3 +  2 HNO3  →  Ca(NO3)2  +  CO2 
According to EU-IPPC report (EU-IPPC, 2007), 29.7 MJ/kg of energy is required 
to produce ammonia. Two moles of ammonia are required to produce one mole 
of calcium nitrate and this is equivalent to 35.22 kg of ammonia to produce 
169.95 kg of calcium nitrate. Hence, 1045.95 MJ of energy is required to produce 
the required ammonia. 40 kWh/ton of energy is required to grind calcium 
carbonate. This is equivalent to 14.93 MJ for 1.04 kmoles of calcium carbonate. 
The production of nitric acid generates 6.3 MJ/kg of energy. 2.08 kmoles of nitric 
acid is produced in this process and this is equivalent to 130.54 kg. Considering 
an energy recovery efficiency of 35% (EU-IPPC, 2007), the energy gain from this 
process is 287.84 MJ. Hence, the total energy required to produce calcium 
nitrate required for producing one ton of microalgae is 758.11 MJ + 14.93 MJ. An 
excess of 10% energy is assumed to account for energy used in the production 
of other nutrients. The total energy required per hectare is thus 1020.41 MJ.  
  
According to EU-IPPC report (EU-IPPC, 2007), 3468.4 MJ/ton of energy is 
required to produce superphosphate (Ca(H2PO4)2).  0.039 kmoles of 
superphosphate is required to produce one ton of microalgae, hence the amount 
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of energy required to produce superphosphate is 31.45 MJ. A 10% excess 
energy is assumed to account for energy used in the production of other nutrients. 
The total energy required per hectare is thus 41.52 MJ.  
 
3.3.3 Energy required to transport flue gas 
Several researchers have studied the mass transfer coefficient of carbon dioxide 
in microalgal reactors. Molina-Grima et al., 1993 studied the mass transfer 
coefficient under varying impeller speeds, and Talbot et al., 1991 studied the 
mass transfer coefficient in a triangular reactor with a perforated plate at the 
bottom to disperse the gas. Carvalho & Malcata 2001  have studied the mass 
transfer coefficient of carbon dioxide in microalgal reactors with and without 
hollow fiber membranes and Carvalho et al., 2006 presented a review on various 
types of microalgal reactors and analyzed some important parameters such as 
carbon dioxide transfer systems, oxygen removal, mixing among others. The 
various mass transfer coefficients are adapted from Carvalho et al., 2006 and are 
presented here in Table 3.3. 
 
Expectedly, Molina-Grima et al., 1993 reported a higher mass transfer coefficient 
for carbon dioxide which is due to enhanced mixing caused by the impeller in 
their system. Further, the confined geometry at the bottom of the triangular 
bioreactor and the use of the perforate plate by Talbot et al., 1991 may have 
contributed to the enhanced mass transfer coefficient in their case. The lower 
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mass transfer coefficient reported and explained by Carvalho et al., 2001 is 
because they are using a tube with only one nozzle. 
 
Table 3.3 Mass Transfer efficiency in a column of microalgae. A – hollow 
hydrophobic membrane, B – hollow hydrophilic fiber membrane. Mass transfer 
coefficients (KL
Device 
a) of carbon dioxide in microalgal cultures are adapted from 
Carvalho et al., 2001. 
KLa (per 
min) 
Species Reference Mass Transfer 










efficiency) meters  
 
A 1.48 x 10-2 Nannochloropsis 
sp. 
Carvalho 
et al. 2001 
5.57 % 8 540 
B 1.33 x 10-2 Nannochloropsis 
sp. 
Carvalho 
et al. 2001 
5.02 % 8 604 
A (3.6 – 7.5) 
x 10-3 
- Ferreira et 
al. 1998 
1.38  - 2.86% 8 2224 to 1064  
Bubbling 7.00 x 10-3 Nannochloropsis 
sp. 
Carvalho 
et al. 2001 
2.67 % 8  1160 


















12.86 - 76.9% 20 222 to 21.2 
 
Carvalho et al., 2001 used gas on the shell side of the membrane module and 
water phase was on the tube side. This would possibly lead to fouling and hence 
we have analyzed a system where the gas is on the tube side and water is on the 
shell side. For the purpose of our analysis we assume that the gas coalesces 
after passing through the membrane and rises through the column of water. It 
must be noted that the gas pressure on the tube side should be sufficiently high 
for such a system (just as the CO2 pressure at the nozzle must be greater than 
the sum of water pressure and atmospheric pressure) because the tube side may 
be flooded with water – if CO2 can permeate a membrane, water (water molecule 
is smaller than CO2) can also permeate in the opposite direction. The values of 
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mass transfer reported by Carvalho et al., 2001 and Talbot et al., 1991 are about 
the same order of magnitude. This indicates that a well designed CO2 dispenser 
(ex: a perforated plate with 0.5 mm perforations) may suffice. A membrane may 
be considered as a dispenser with perforations with a diameter of a few microns; 
however membranes require a larger pressure drop due to the smaller pore size 
thus increasing the energy to pump the flue gases. 
 
The amount of CO2 transferred to the liquid phase is given by the mass transfer 
equation ( )*(1 )LK a tC C e= − , where C is the concentration of CO2 in the liquid 
phase at time t, C* is the equilibrium concentration of CO2 in the liquid for the 
corresponding amount in the gas phase and KLa is the  mass transfer coefficient. 
It must be noted that KLa reported is in microalgal reactors and hence no 
correction terms are required for CO2 uptake by microalgae. When pure CO2 is 
used, C* will remain constant because the concentration of CO2 in the gas phase 
remains constant.  When flue gas is used CO2 will transfer to the liquid phase as 
the bubbles rise and the value of C* drops (because the concentration of CO2 in 
the gas phase falls). However, we assume that 100C/C* gives the mass transfer 
efficiency. This is an optimistic assumption and the actual height of the column 
required would be larger than we calculate and the mass transfer efficiency 
would be lower than that calculated here.  
 
In a bubble column, bubbles rise at the rate of 8 – 32.9 cm/sec with Reynolds 
number 1.3 – 7490 (Talaia 2007). Microalgal reactors with gas supply (and no 
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agitation) can be assumed to operate at low Reynolds number because there is 
no major bulk flow. For the purpose of our analysis we assume a bubble rise 
velocity of 8 cm/sec in non-agitated systems and 20 cm/sec in agitated systems. 
We analysed a system which has a water column of 10.33 m – equivalent to 1 
atm pressure (neglecting weight of microalgae, nutrients etc in the liquid), thus 
requiring 2 atm CO2 inlet pressure. Knowing the terminal velocity of the bubbles 
and the height of the water column, we can calculate the residence time and 
hence the concentration of carbon dioxide in the liquid phase from the mass 
transfer equation. The mass transfer efficiency for the various cases is presented 
in Table 3.3. We have also calculated the height of the photo bioreactor (or depth 
of sump in raceway) required for the mass transfer efficiency to reach 95% and 
present the same in Table 3.3. Unlike in the photo bioreactors, sunlight will not 
reach most parts of the sump of a raceway and hence microalgae will not take 
any CO2 and the mass transfer will only be due to CO2 transfer to water. Since, 
there is no uptake of CO2 at these depths; the mass transfer coefficient (and the 
mass transfer) would be lower. However, if we can cover the raceway with a 
transparent polymer/glass sheet (for 10 to 15 meters from CO2 inlet) that allows 
sunlight and also confines the gas, it may be possible to improve mass transfer 
efficiency even when the sump depth is small. We can see from Table 3.3 that 
when the column height/depth is 10.33 m, the efficiency will be less than 60% if 
there is no agitator and the increase in mass transfer efficiency due to the use of 
the agitator would only be nominal. In an industrial case, it may be possible to 
build a sump of 10.33 m, but deeper sumps may not be built.  




If a covered raceway is designed, we can calculate the theoretical upper limit on 
carbon dioxide transfer into water. When pure carbon dioxide (stationary gas) is 
used over a moving liquid volume, the flux (mass transfer in falling film at steady 
state) is obtained by the equation 𝐹𝑙𝑢𝑥 = 𝑊𝐿𝐶√4𝐷𝑉
𝜋𝐿
 where, C is the equilibrium 
concentration of gas in the liquid side (C=S×P, S – solubility, P- Pressure), L&W 
are the length and width of gas contact area with liquid, D is diffusivity of carbon 
dioxide in water (1.85×10-5 cm2/s) and V is speed of the moving liquid.  
 
When flue gas is used, the partial pressure of CO2 may be used. However, the 
concentration of CO2 in the flue gas falls as CO2 diffuses into water and the 
assumption that partial pressure is constant is optimistic and would give a greater 
value for the flux. It can be seen that the width has a greater influence over the 
flux than length; hence, to obtain an optimistic value for CO2 flux, we assume that 
the 1 hectare pond has a dimension of 100m (L) ×50m (W) or 100m (W) ×50m(L) 
for each of its two channels and also assume that one channel is totally covered. 
Considering the data given in Table 3.1 (V=20 cm/s, C=1.3×0.12 g/l), we can 
calculate flux as 585 kg/4-days or 827 kg/4-days (where 4-days is the cycle time 
to get 1.2 tons of algae). Even when the raceway is covered completely, 200m(W) 
×50m(L), only 1.65 tons/4-days of CO2, only 1.65 tons/4-days of CO2 is 
transferred to the water phase. Since, 1.2 tons of algae required about 2.4 tons 
of CO2; it is theoretically not possible to achieve sufficient mass transfer if flue 
gas is pumped above the surface of the water phase in a confined environment. 
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Hence, a perforated plate and sump are necessary to generate flue gas bubbles 
which have a greater interfacial area and higher residence time. It must be noted 
that if the sump depth is not sufficiently large, the bubbles will immediately rise to 
the surface and coalesce leading to a large decrease in both interfacial area and 
mass transfer. Based on this analysis, we assume a CO2 mass transfer efficiency 
of 50%. It must be noted that this is an optimistic assumption as these are 
calculated for pure CO2. When flue gas is used, the efficiency would be lower. 
However, for the purpose of this work, we assume a mass transfer efficiency of 
50% for a column of 10.33 m, requiring a flue gas pressure of 2 atm. In general 
0.1 v/v/min of gas should be pumped in a column so that microalgae will not 
settle (Probir et al., 2010).  To produce 1 ton of microalgae, 2 tons of CO2 is 
required – this is equivalent to 379 kmoles of flue gas at the composition given in 
Table 3.1. This is equivalent to a flow rate of 6.54 cu. m/min. For a column of 
height/depth 10 m and cross section area of 1 m2 (several sumps with a 
cumulative cross sectional area of 1 m2 may be used in a raceway), the flow rate 
of flue gas would be equivalent to 0.654 v/v/min, hence microalgae will not settle 
at the bottom.  
 
3.3.4 Results 
It can be calculated from Table 3.2 that 14220.38 MJ of energy is required to 
produce 8865.36 MJ of energy by Route 1 and 9481.88 MJ of energy is required 
to produce 8601.60 MJ of energy by Route 2 (also shown in Table 3.5). Clearly, 
this technology cannot generate any energy in its current form. From Table 3.2 
Chapter 3 Energy from Microalgae  
45 
 
(Basis: 1 hectare ~ 1.2 tons microalgae) we can identify the key challenges 
facing this process. It can be seen that the energy generation efficiency of 35% 
has a big influence on the energy balance. Energy generation efficiency is 
defined as the ratio of the electrical energy produced from the power plant to the 
energy content of the fuel. Other factors include transport of flue gas (1984.28 
MJ/hectare), energy used in the production of flocculants (328.05 MJ + 361.37 
MJ), drying of harvested microalgae (7636.12 MJ/hectare), recycling of hexane 
by evaporation (1654.08/hectare), and hexane losses in evaporation (1739.16 
MJ/hectare). Hence, research should be directed at these processes in order to 
reduce the energy requirements. 
 
Flocculants are considered better than using a centrifuge in terms of energy 
efficiency and hence, alternative flocculants can be explored. Production of 
polymer flocculants is less dependent on natural minerals and the energy content 
of these polymers can be partially extracted. However, due to unavailability of 
data we only consider ferric chloride as the flocculants and perform scenario 
analysis in the next section. The amount of hexane we considered is small (3 
tons/ton of microalgae) and it is unlikely that this can be brought down further. 
Even at this small ratio, the energy input due to hexane is considerable at 15% 
for Route 1 (no hexane is used in Route 2). In view of this, alternative lipid 
extraction technologies should be considered and efficient systems for 
maximizing carbon dioxide transfer to seawater should be designed. 
 




Table 3.4  Possible improvements that can be made to the ‘Base Case’ to reach 
the ‘Improved Base Case’. 
 Unit Operation Energy 
(MJ/hectare) 
Comments  
(1.2 ton/hectare algae 






426.20 From 0.3 kg/kg algae 
to 0.6 kg/kg algae  
We propose that this will work in 
extracting water. Alternatively, such 
equipment should be designed.  
2 Drying (eliminate 
water) 
1909.03  From 0.6 kg/kg to 0.9 kg/kg. Efficiency: 
0.9 
 
The possible improvements that can be made to the ‘Base Case’ in order to 
achieve the ‘Improved Base Case’ are summarized in Table 3.4. It can be seen 
that the amount of energy required for removing water can be reduced from 
7636.12 MJ to 2335.23 MJ.  
 
All these calculations are done at a hexane weight that is three times the (dry) 
weight of microalgae. If the amount of hexane is increased to four times the 
weight of microalgae, then the ‘Energy Generation Efficiency’ must be improved 
to 60% to have a zero balance, which is not good enough for a good positive 
balance. Since, a large amount of hexane is usually used to extract the lipid; it is 
unlikely that Route 1 will be better than Route 2. The energy loss due to the use 
of hexane and methanol is higher than the energy gain in biodiesel on the basis 
of a unit weight of biodiesel produced – energy loss due to the use of hexane and 
methanol is 17.31 MJ/kg biodiesel produced (at 20% lipid content and 100% 
excess methanol in transesterification). Since, the process of gasification does 
not involve these processes; Route 2 would always have a higher efficiency 
compared to Route 1.  




Table 3.5  Energy balance for ‘Improved Base Case’. 
INPUT for Route 
1 14220.38 MJ 
 
INPUT for Route 
2 9481.88 MJ 
 
OUTPUT for 
Route 1 @35% 
efficiency 
8,865.36 
(Input to power 
plant 
=25,329.60) 
1 ton lipid ~ 0.97 ton biodiesel, theoretical equivalent to palm-oil 
biodiesel is assumed. Biodiesel: 42000 MJ/ton (energy content of 
glycerol is neglected ~ 33 kg per 1.2 ton of algae processed).  
OUTPUT for 
Route 2 @35% 
efficiency 
8,601.60 
(Input to power 
plant =24,576.00) 
Heat of combustion of biodiesel is approximate as several 
different values are reported in literature. 
 
3.3.5 Suggestions and Possible Improvements 
We suggest that the following improvements be made to the ‘Base Case’ in order 
to have a good positive energy balance. These fall under three main areas 1.) 
Microalgae growth, 2.) Harvesting, and 3.) Energy generation.  
1. Microalgae growth: 
a. Increasing the algae concentration: We have assumed that the algae 
concentration in the raceway pond is 0.6 g/l. There are several values reported 
in literature and hence, we analyzed scenarios where the algae concentration 
is 1 g/l and 2 g/l. It can be seen that the energy balance improves largely when 
the concentration of microalgae increases. This is expected because the 
energy spent in pumping seawater and dewatering (per ton of microalgae 
produced) would decrease if the energy content of microalgae increases.  
b. Improve CO2 mass transfer efficiency:  Earlier we assumed that CO2 (flue 
gas) is compressed to 2 atm from 1 atm and that it has a mass transfer 
efficiency of 0.5 in the raceway pond. If the mass transfer efficiency can be 
improved to 0.95 by designing a better system and if CO2 can be transported 
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after compressing it to only 1.1 atm, then the energy requirements for CO2 
c. Optimize use of nutrients: Reducing the amount of nutrients not only 
reduces the energy, but also increases the lipid content. This increases the 
energy content of microalgae as lipids have higher energy content than 
proteins and carbohydrates. In view of this, the use of nutrients must be 
optimized without compromising productivity.  
 
transport would only be 143.6 MJ/hectare. This will be a good improvement 
over the previous requirement of 1984.28 MJ/hectare.   
d. Recycling Water: Pumping of sea water consumes energy and 
technologies that recycle water at a low energy penalty should be developed. 
If such technologies can be developed, then the energy for pumping can be 
drastically reduced. 
2. Harvesting:  
a. Drying: Drying constitutes one of the major components of energy input to 
this process. In Table 3.4 we consider a process where in 0.1 kg/kg 
microalgae obtained after flocculation can be filtered in a belt filter press to 
reach 0.3 kg/kg. Next, we assumed that this wet microalgae is dried in a 
conventional dryer and this requires 7636.12 MJ of energy to reach 0.9 kg/kg. 
To overcome this huge energy input requirement, we propose that we can use 
an oil press/extruder, which is normally used to extract oil from seeds, to 
extract water to reach a final concentration of 0.6 kg/kg. This can then be dried 
in a conventional dryer to 0.9 kg/kg. By using this two step process, we can 
reduce the energy requirements to 426.20 MJ for the extruder and 1909.03 MJ 
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for drying, thus saving a lot of energy (Table 3.4). If the extruder does not work, 
then equipment that consumes less energy must be designed to extract water. 
We have analyzed a case (ideal case) where drying is not required. In this 
case, we assume that 0.6 kg/kg microalgae can be gasified directly and the 
water in the microalgae aids water-gas shift reaction. This is reasonable 
because a steam/biomass ratio of 0.3 to 0.9 is generally used in gasification. 
This is equivalent to microalgae concentration of between 0.53 kg/kg to 0.77 
kg/kg.  
b. Use of polymer flocculants: Since data on the production of polymer 
flocculants is unavailable, we consider an optimistic case where the energy 
spent on the production of flocculants can be extracted during the energy 
generation process. This may be an idealistic assumption; however, the 
analysis shows that it is important to produce energy neutral polymer 
flocculants.   
3. Energy generation: Finally and most importantly, the power plant efficiency 
that currently stands at 35% (and 45% for IGCC) should be improved to 50% - 60% 
or more by developing advanced-IGCC, IGFC and A-IGFC technologies.   
 
3.4 Scenario Analysis 
There are several uncertainties in the production of energy from microalgae. 
Hence, we performed a scenario analysis by varying the composition of the 
microalgae, energy content, energy generation efficiency, miscellaneous energy 
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requirements, among others. The various scenarios that were analyzed are given 
in Table 3.6. 
 
Briefly, we consider the same basis of design (unless otherwise stated) and 
assume that 1.2 tons of microalgae is obtained from 1 hectare in one cycle (for 
the ‘Improved Base Case’). The composition of the microalgae and the energy 
content are varied in the scenarios and these are given in Table 3.6. 
 
It can be seen that Route 1 always performs poorly when compared with Route 2. 
It can be seen that the energy gain from Route 2 is less than 65% at 50% 
‘Energy generation efficiency’ for most of the scenarios and large increase in 
energy content of microalgae and/or an improvement in ‘Energy generation 
efficiency’ from 50% (IGFC) to 60% (A-IGFC) is necessary to improve the energy 
gains. Hence, it can be said that the possibility of producing energy from 
microalgae is dependent to a large extent on the ‘Energy generation efficiency’.  
 
We have initially assumed a conservative value for the concentration of 
microalgae (0.6 g/l). In Scenarios 10 & 11, we have analyzed the energy gain 
when the microalgae concentration in the raceway is 1 g/l and 2 g/l respectively. 
It can be seen from Table 3.6 that the energy gain increases at an ‘Energy 
generation efficiency’ of 50%. Hence, efforts should be directed at increasing 
final microalgae concentration. Other factors that have a positive influence on the 
energy balance are the concentration of the lipid and development of energy 
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neutral polymer flocculant (Scenarios 6 and 8). It must be noted that the 
possibility of using an energy neutral polymer flocculant depends on the results 
of future research.  
 
In addition to these scenarios, we analyzed a fictitious sea based microalgae 
system that should be developed to minimize energy input (Scenario 9). A tank 
system made of semi-permeable membranes should be designed. These 
membranes must be impermeable to microalgae, while being permeable to 
seawater and minerals/nutrients in the sea water. Of course the system must be 
robust and should be designed such that it can withstand the rough environment 
in the sea. Such a system will not involve pumping of water and does not require 
any nutrients. Hence, the energy input to the system would be less.   
 
We also analyze an ideal case where we assumed that water can be recycled 
and that the energy spent on recycling is negligible. We consider an algae 
concentration of 2 g/l with 30% lipid content and consider that hexane and 
methanol can be recycled without any losses. We also assume that energy 
neutral polymer flocculants will be developed in the future and can be used in 
flocculation. The results of the ideal case have shown that Route 2 is favourable 
(425% energy gain) even at an EGE of 50%. Microalgae with higher energy 
content can be achieved through nutrient starvation. Working under nutrient 
depletion conditions reduces the need for nutrients and this has the benefit of 
reducing the energy input. However, this process increases the cycle time (time 
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between each harvest) and hence increases the energy inputs that are 
dependent on the cycle time. These include energy for mixing in raceway and 
PBR, miscellaneous energy for support systems, and lights for stock PBR.  
 
For the ‘Improved Base Case’ system, these increases are likely to be small 
compared to the increased energy content due to increased lipid content. 
However, it must be noted that this increased lipid content comes at the loss of 
crucial time and will increase investment costs as more number of raceway 
ponds will be required to meet the same demand. Hence, a thorough analysis 
should be carried to analyze if the increase in lipid content offsets the investment 
costs, however, such a study is beyond the scope of the present work. 
 
It must be mentioned here that the scenario analysis we performed is not 
exhaustive. Scenario analysis can also be performed on several other factors. 
For example, on the development of genetically modified microalgae that can 
excrete lipid, thus eliminating the process steps such as harvesting, dewatering, 
and lipid extraction. Further, one can compare energy from microalgae with other 
sources of energy such as macroalgae, biodiesel, bioethanol etc.  However, we 
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Table 3.6 Energy balance for various scenarios when the power plant efficiency 















































case -37.66 -9.28 -10.94 29.59 6.87 55.51 
Lipid 20% (37.6 MJ/kg), Protein 40% 




-43.65 -18.76 -19.49 16.05 -3.39 39.26 
Lipid content 10% (37.6 MJ/kg), 
Protein 45% (16.7MJ/kg), 
carbohydrates 45% (15.7MJ/kg) 
Scenario 
2 
-43.95 -19.21 -19.93 15.42 -3.91 38.50 
Lipid content 10% (37.6 MJ/kg), 
Protein 35% (16.7MJ/kg), 
carbohydrates 55% (15.7MJ/kg) 
Scenario 
3 
-43.34 -18.32 -19.06 16.69 -2.87 40.02 
Lipid content 10% (37.6 MJ/kg), 
Protein 55% (16.7MJ/kg), 
carbohydrates 35% (15.7MJ/kg) 
Scenario 
4 -41.75 -17.94 -16.79 17.23 -0.15 40.68 
Misc. Energy is 2000 MJ (instead of 
1000 MJ) 
Scenario 
5 -45.34 -25.09 -21.92 7.02 -6.30 28.42 




-26.05 8.52 5.65 55.03 26.78 86.04 
Lipid 30% (37.6 MJ/kg), Protein 35% 
(16.7MJ/kg), carbohydrates 35% 
(15.7MJ/kg).  
Scenario 
7 -28.94 -9.28 1.52 29.59 21.82 55.51 




-34.48 -2.17 -6.40 39.76 12.32 67.71 
Use of polymer flocculants (assumed 
that all energy that is spent in the 
process can be extracted). 
Scenario 
9 
-26.46 17.57 5.06 67.96 26.07 101.55 
A sea based microalgae culture 
system. Water need not be pumped 
and no nutrients are required. No 
mixing in raceway. 
Scenario 
10 -31.89 3.91 -2.70 48.44 16.76 78.13 
Microalgae concentration in raceway: 
1 g/l (same cycle time is assumed) 
Scenario 
11 -26.82 16.63 4.55 66.61 25.46 99.93 
Microalgae concentration in raceway: 
2 g/l (same cycle time is assumed) 
Scenario 
12 -34.99 -3.34 -7.13 38.09 11.44 65.70 




67.96 267.72 139.95 425.31 187.94 530.37 
Microalgae concentration in raceway: 
2 g/l (same cycle time is assumed). 
Carbon dioxide mass transfer 
efficiency of 95% (compressed to 1.1 
atm from 1 atm). Use energy neutral 
polymer flocculants. Energy for 
pumping seawater is zero (water is 
recycled- energy for recycling is 
negligible). Lipid 30% (37.6 MJ/kg), 
Protein 35% (16.7MJ/kg), 
carbohydrates 35% (15.7MJ/kg). 
Hexane and Methanol losses are 
negligible – near 100% recovery. 
Using 0.6 kg/kg microalgae in 
gasification (no drying, excess water 
is used in gasification).  
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According to some researchers (Wijffels and Barbosa, 2010) biofuels from 
microalgae may become sustainable and economical in the next 10 to 15 years 
in view of the developments in the areas of systems biology, genetic engineering, 
and bio-refining. 
 
One of the main drawbacks of producing biodiesel from 
microalgae is the large energy losses in lipid extraction. If lipid is excreted by the 
microalgae into the water phase, it can be decanted and the energy for lipid 
extraction would be very less. There are some examples of such lipid excreting 
algae. For example “Botryococcus braunii excretes oil spontaneously”, but it is 
difficult to grow (Wijffels et al., 2010). It is worthwhile to mention here the efforts 
of the research community in developing genetically modified lipid excreting 
microalgae. If this technology proves successfully, it would fast track the 
commercial production of energy from microalgae.  
3.5 Operational Costs 
In the earlier sections, we have performed a systems analysis considering the 
energy balance. In this section, we perform a systems analysis in the perspective 
of costs. For the purpose of calculating the operational costs, we start by 
considering only those scenarios where the energy balance is positive. Since the 
energy used by the system can be treated as a parasitic loss, these costs need 
not be added to the operational costs i.e., we consider the cost only when money 
flows out of the system, similarly the money that comes into the system is 
considered as income. Hence, only the costs due to manpower and the purchase 
of chemicals form the operational costs. Further, the carbon dioxide generated by 
the system in the IGCC/IGFC can be recycled into the algae ponds and hence, 
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the cost/income of carbon dioxide need not be considered (assuming 100% 
mass transfer efficiency). Thus, only the cost of nutrients, flocculants and the 
solvents (hexane and methanol) form the operational costs. Further, assuming 
an efficient process with a 100% recovery rate for hexane, its costs need not be 
considered in the operational costs. Hence, the operational cost includes only the 
costs due to calcium nitrate, superphosphate, ferric chloride and methanol.  
 
For Route 1, the cost of producing energy through one ton of algae is equal to 
169.95a+9.07b+120c+220d+MP, where the coefficients are the amount (in kg) of 
the chemicals used and a, b, c & d are the cost of calcium nitrate, 
superphosphate, ferric chloride and methanol respectively in USD/kg; and MP is 
the manpower cost. It must be noted here that we assume a 100% recovery rate 
for the hexane used. The price of calcium nitrate is 0.2-0.3 USD/kg; 
superphosphate is 0.3-0.5 USD/kg; ferric chloride is 0.2-0.3 USD/kg and that of 
methanol is 0.3-0.4 USD/kg. The prices of phosphates increased multiple folds 
over the past few years and have retreated from historic highs recently. In view of 
the wide fluctuations, it is difficult to consider a single price for phosphate. For the 
purpose of our calculations, we only consider the current prices and do not 
consider historic highs. According to Williams & Laurens, 2010 the manpower 
costs are about 40-50 USD/ton of microalgae produced. Thus the cost of 
producing energy with a basis of 1 ton microalgae is 218.36-281.17 USD for the 
‘Improved Base Case’ and 178.26-241.07 USD for the ‘Ideal Case’. If the income 
generated by the excess energy produced by the system is more than this; then 
Chapter 3 Energy from Microalgae  
56 
 
the process can be considered as operationally profitable. Considering that 1 
kWh costs 0.1 USD (US EIA industrial price), about 1780-2800 kWh excess 
energy should be produced so that the system operates profitably i.e., 6400-
10000 MJ of excess energy should be produced for every ton of algae generated 
in Route 1.  
 
For Route 2, the cost of producing energy through one ton of algae is equal to 
169.95a+9.07b+120c+MP. Thus the cost of producing energy with a basis of 1 
ton microalgae is 152.36-193.17 USD for the ‘Improved Base Case’ and 112.26-
153.07 USD for the ‘Ideal Case’. If the income generated by the excess energy 
produced by the system is more than this cost; then the process can be 
considered as operationally profitable. Hence, about 1100-1900 kWh excess 
energy should be produced so that the system operates profitably i.e., 4000-6800 
MJ of excess energy should be produced for every ton of algae generated in 
Route 2.  
 
Depending on the various scenarios, the parasitic losses (the energy used by the 
system to pump water, CO2 etc.) for this system is in the range of 5000 MJ-
10000 MJ/ton of microalgae processed. Hence, the excess energy generated by 
the system should be in the range of 50-100%. From Table 3.6, we can see that 
more than 100% energy balance can be achieved by the ‘Ideal Case’. Hence, 
future research should be directed towards achieving the ‘Ideal Case’.  
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If we include 10% of capital costs (USD21,927/h-a; after removing cost of 
anaerobic digester) as given by Williams & Laurens, 2010 in the cost calculations 
and assume that the facility operates for 360 days/yr with a cycle time of 4 days, 
then the equivalent capital cost per cycle is about $250. If this amount must be 
earned as income, an additional 9000 MJ/cycle must be generated i.e., 7500 
MJ/ton for the ‘Improved Base Case’ and 2250 MJ/ton for the ‘Ideal Case’. This 
further reinforces that the ‘Ideal Case’ at an energy balance of about 530% (for 
Route 2) must be achieved so that this technology becomes cost effective.  
 
It must be noted that the investment costs considered by Williams & Laurens, 
2010 does not include the cost of the land, cost of infrastructure such as 
roads/buildings for office/storage, maintenance costs, waste disposal costs in 
any, among others. Further, the investment and operational costs of the 
IGCC/IGFC system (Route 2) is not considered by Williams & Laurens, 2010. In 
view of these additional costs, the investment costs are expected to be much 
higher than the $250 considered earlier. Hence, the excess energy that the 
system generates must be greater than what has been suggested earlier.  
 
3.6 Carbon Sequestration Potential 
In this section, we analyze the CO2 balance in this system. Briefly, the system 
includes the emissions due to the use of all the energy that is generated by the 
system.  The various processes that emit CO2 are: a.) use of final product, b.) 
production of nutrients, flocculants, hexane and methanol, and c.) transport of 
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chemicals. It must be noted that since the energy used in producing the 
chemicals comes from within the systems, the CO2 emissions due to energy 
usage in the production of chemicals is not included separately, but becomes 
part of CO2 emissions due to the use of microalgae for energy generation.  
 
3.6.1 Production of nutrients – Calcium nitrate 
Calcium nitrate is produced from nitrogen and hydrogen and the various 
reactions that occur are given below (EU-IPPC, 2007).  
N2+3H2 → 2NH3 
2NH3+4O2 → 2HNO3+2H20 
CaCO3+2HNO3 → Ca(NO3)2 + H2O+CO2 
Hence, production of 1 mole of calcium nitrate emits 1 mole of CO2. 169.95 kg 
(1.04 kmole) of calcium nitrate is used to produce 1 ton of algae. Hence, CO2 
emissions are 45.76 kg/ton of algae produced. 
 
3.6.2 Production of nutrients – Superphosphates 
The various reactions involved in the production of superphosphates are given 
next (EU-IPPC, 2007). 
Ca10F2(PO4)6 + 7H2SO4 + H2O → 3Ca(H2PO4)2.H20 + 7 CaSO4 + 2 HF 
Ca10F2(PO4)6 + 14H2PO4 + H2O→14Ca(H2PO4)2.H20+2HF 
2H2O+2SO2+O2 → 2H2SO4 
P4+5O2 → 2P2O5 
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P2O5+3H2O → 2H3PO4 
 
Since, CO2 is not involved in the production of superphosphates we do not 
consider its emissions. Similarly, CO2 emissions are not considered in the 
production of FeCl3.6H2O. CO2 emissions due to the use of energy for the 
production of these chemicals are considered indirectly.  
 
3.6.3 Production of methanol and hexane 
Methanol is produced from natural gas based on the following reaction.  
CH4+H2O → CH3OH + H2 
A side reaction releases CO2 and it is assumed that for every ton of methanol 
produced, 0.2 tons of CO2 is generated.  
CH4+ H2O → CO+3H2 
CO+H2O → CO2+H2 
 
CO2 emissions from the production of hexane are not considered as no data is 
available. In addition, CO2 emission due to the energy used in the production of 
hexane and methanol are not considered here.  
 
3.6.4 Energy and Operational Costs 
If the carbon conversion efficiency in gasification & downstream energy 
generation process is 100%, then all the CO2 that is captured will be emitted as 
CO2.  It can be seen from Table 3.7 that there are CO2 emissions due to the 
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production of other chemicals and hence, energy generation from microalgae is 
not truly carbon neutral.  It can only be said that CO2 emissions are less in this 
process if the process achieves 100% carbon conversion. It is interesting to note 
that the CO2 sequestration potential increases as the efficiency of the gasification 
process reduces. In other words, this process can potentially be used for CO2 
sequestration by deliberately operating the gasification units at low efficiency and 
producing tarr and other solids that can be stored. In general tars are less 
reactive; hence, we can assume that the carbon is sequestered as tars. Thus an 
inefficient process that does not completely convert all the biomass into CO2 to 
extract the energy but produces tars may better carbon sequestration potential 
compared to an efficient process that concerts all of the carbon to CO2.  
 
Table 3.7  CO2 emissions per ton of microalgae processed. (CO2 required to 
produce one ton of microalgae is 2 tons). CO2
 
 emissions due to energy spent in 
the production of chemicals are not considered. *error due to rounding is 
expected.  
 CO2 emissions 
(kg/ton of  
microalgae 
processed)*  
A Calcium Nitrate – Process emissions ~46 
B Superphosphates – Process emissions 0  
C Hexane – Process emissions Unknown 
D Methanol – Process emissions neglected  
E Transportation ~5 
F CO2 emissions from energy use production of chemicals. 
Basis: 0.053kg/MJ heat energy. Heat energy is used as reference 
because the emissions from heat is less than that from electrical 
energy which is 0.119 kg/MJ (1459.46 MJ is required to produce 
FeCl3.6H2O, Ca(NO3)2 and Superphosphates 
~77 
G Miscellaneous (~20% of A, B, C, D & E) ~25 
 Total Input to System ~153 
 CO2 balance @ 90% carbon conversion -47 (sequestered) 
 CO2 balance @ 92% carbon conversion -7 (sequestered) 
 CO2 balance @ 95% carbon conversion 53 (emissions) 
 CO2 balance @ 98% carbon conversion 113 (emissions) 
 CO2 balance @ 100% carbon conversion 153 (emissions) 
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We can calculate the energy required for carbon sequestration if microalgae are 
used for carbon sequestration (and not for energy generation). For this purpose, 
we assume that 0.6 kg/kg microalgae can be effectively sequestered and 
calculate the energy required by using the data shown in Table 3.2, Table 3.4 
and Table 3.5. To produce 1.2 tons of microalgae (about 2.4 tons of CO2), 
6213.86 MJ of energy is required for the ‘Improved Base Case’ (2589.10 MJ/ton 
of CO2).  For the ‘Ideal Case’ shown in Table 3.6, the energy required to produce 
about 4 tons of algae (since 4 tons of algae is produced in one cycle) is 6865.37 
MJ (858.17 MJ/ton of microalgae).  
 
If we use a price of 0.1 USD/kWh, the cost of CO2 conversion to microalgae can 
be calculated to be 71.92 USD/ton of CO2 and 23.84 USD/ton of CO2 for the 
‘Improved Base Case’ and the ‘Ideal Case’ respectively. It must be noted here 
that this cost does not involve the cost of chemicals (nutrients and flocculants) 
and manpower costs. While adding the cost of chemicals, only the manpower 
costs required in the production of the chemicals should be considered and 
energy costs must not be considered. This is because we are already 
considering the energy costs in the earlier calculations. Since obtaining the 
manpower costs involved in the production of these chemicals is difficult, an 
alternative method of calculating the costs should be considered. That is, in the 
above energy cost calculations, the energy costs for producing the chemicals 
must be neglected so that the full cost of chemical purchase can be used in the 
calculations.  Hence, we have to calculate the energy required for carbon 
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sequestration without considering the energy required for producing the 
chemicals. This is equal to 4462.49 MJ/cycle (1859.37 MJ/ton of CO2) and 
3325.6 MJ/cycle (415.70 MJ/ton of CO2) for the ‘Improved Base Case’ and the 
‘Ideal Case’ respectively. This is equivalent to 51.65 USD/ton and 11.55 USD/ton 
of CO2 sequestered for the ‘Improved Base Case’ and the ‘Ideal Case’ 
respectively. To these energy costs, the bulk price of the nutrients and 
flocculants used must be added i.e., 169.95a+9.07b+120c+MP must be added to 
the energy costs to obtain the cost of sequestration (values of ‘a’, ‘b’ and ‘c’ are 
given in Section 3.7).  
 
The total cost of CO2 conversion to microalgae is calculated using the prices 
listed earlier. The cost is calculated to be 204.01-244.82 USD/ton of CO2 for the 
‘Improved Base Case’ and 123.81-164.61 USD/ton of CO2 for the ‘Ideal Case’ 
without considering the investment cost. If the costs due to capital investments 
are included ($250/cycle – as suggested earlier this does not include 
infrastructure costs such as  land, roads, buildings and storage), then the cost of 
sequestration is 412-453 USD/ton and 186-227 USD/ton of CO2 for the 
‘Improved Base Case’ and ‘Ideal Case’ respectively. 
 
We have identified that the most important challenge facing this alternative 
resource is the ‘Energy generation efficiency’. ‘Energy generation efficiency’ is 
about 35% for power plants while integrated gasification fuel cell cycle (IGFC) 
and advanced-IGFC (A-IGFC) have an efficiency of over 50% (Li et al., 2010). 
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We observed that the process of energy generation from microalgae has good 
positive energy balance if the ‘Energy generation efficiency’ can be improved to 
greater than 50% by developing IGFC/A-IGFC technologies. Other challenges 
come from energy spent in dewatering (drying or energy used in production of 
flocculants), loss of energy when solvents are recycled during the process of lipid 
extraction, use of energy in the form of methanol and energy used in recycling 
excess methanol if biodiesel is produced, and energy used in the production of 
nutrients, among others. Hence, future research should be targeted at minimizing 
the energy input in these processes. In addition to the energy balance, we 




We have analyzed the energy and carbon balance in the production of fuels from 
microalgae. We have identified various key areas that are can be classified into 
microalgae growth, harvesting and energy generation, where research should be 
focused in order for this technology to be successful. The most important among 
them are the development of polymer flocculants and the development of A-
IGFC/A-IGFC technologies with an energy generation efficiency of over 50%. In 
addition, we suggest the development of a sea based membrane system where 
microalgae can be grown without pumping water and supplying nutrients. We 
have also observed that the ‘Energy from Microalgae’ can be used as a carbon 
sequestration process if some amount of tarr and solids are produced by 
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operating the gasification unit inefficiently. Since, nutrients are required to grow 
microalgae and filtration requires energy, it may be worthwhile to consider 
macroalgae from sea as these do not require any nutrient supply and filtration 
costs can be reduced partially. 
 
 
 Chapter 4 Scheduling in Power Generation Networks 
4.1 Introduction 
In the previous chapter, we have analysed the possibility of using microalgae as 
a source of energy and have concluded that the best route to do the same if to 
use whole microalgae biomass for the production of electricity. In this chapter, we 
perform an analysis on the possibility of using biomass in small scale power 
generation networks. Since this chapter presents a mathematical model where 
the energy content of the biomass is considered, the model is applicable for any 
form of biomass, either microalgae or others.  
 
The sources of electricity for the small scale power generation networks are 
largely non-conventional such as natural gas, biomass, photovoltaics, wind, etc. 
Natural gas and biomass are combusted to produce electricity. A part of the 
biomass is gasified to produce Syngas and this is used by the fuel cells to 
produce electricity.  The fuel cells also make use of the hydrogen produced 
through electrolysis. The excess electricity is stored in the battery; the excess 
hydrogen is stored in a hydrogen storage facility. The stored electricity can be 
utilized whenever required. A schematic of a power generation network is shown 
in Fig. 1.1. 
 
Small scale power generation networks usually operate in distant locations and 
may not be connected to the national grid. However, networks that are connected 
to the national grid are gaining importance, because they can supply electricity to 
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the national grid when they have an excess and buy from it when they are in 
shortage. Such a symbiotic relationship with the national grid helps reduce 
investment in storage capacity and minimizes other operational costs.  
 
In this work, we consider the scheduling of operations in power generation 
networks based on distributed and diverse energy sources. Among the 
alternatives, we consider the production of electricity via solar and wind farms, 
combustion of biomass and natural gas, fuel cells that use Syngas produced 
from biomass, and hydrogen fuel cells that use hydrogen generated from excess 
electricity. Among the storage options for excess energy, we consider direct 
storage of electrical energy in the batteries and indirect storage of energy 
sources such as biomass, hydrogen and natural gas. Finally, we allow the 
interaction of the microgrid with the national grid via the sale/purchase of 
electricity. 
  
The problem addressed in this work can be stated in detail as follows:  
Given,  
1. capacities of the fuel cells,  
2. limits on the operation of fuel cells such as fuel rates, production ramp 
up/down rates, etc.,  
3. predictions of the profiles of electricity generation from solar and wind farms,  
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4. limits on storage and charge/discharge rate of electricity for both hydrogen 
and battery storage, natural gas storage, and biomass storage, and possible 
storage losses, 
5. predicted demand for electricity and price of electricity,  
6. cost of purchase of electricity from national grid and sales price to national 
grid,  
7. cost of purchase of biomass and limits on the same,  
8. limits on the amount of electricity that can be purchased/sold to the national 
grid,  
9. limits on the operation of fuel cell and combustor (ex: once the fuel cell starts 
operation, it must operate for a minimum of 12 hrs)  
10. fuel input to electricity generation curve for fuel cells and combustion unit (we 
assume piecewise linear),  
11. operational costs for the various electricity generating units, 
The objective is to maximize profit while maintaining diversity in the production of 
electricity and obtain a plan/schedule for electricity production from fuel cells and 
combustion unit, electricity purchase from and sale to the national grid, storage of 
hydrogen and battery usage, biomass purchase and storage, and natural gas 
storage. 
 
In view of this, we develop a mathematical model (mixed integer linear 
programming – MILP) for scheduling operations in microgrids connected to the 
national grid. We allow several realistic features such as time constraints for the 
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purchase/sale of power from/to the national grid; round trip efficiency of batteries; 
hydrogen generation, and limits on storage and retrieval rates from batteries / 
hydrogen tanks / natural gas tanks. Furthermore, to maintain diversity in the 
generation of electricity from multiple resources, we develop and impose a novel 
linear diversity constraint on the production schedule without sacrificing the ease 
of schedule implementation.  
 
4.2 Linear Diversity Constraint 
We explain diversity through a small example. Consider three electricity 
generating units (x1, x2 and x3) that always operate at full capacity but run on 
different fuels. The decision maker must decide the capacities of the three 
production units such that the diversity of energy sourcing is maintained while 
meeting the demand (say demand is 1 unit). One option is to select the same 
capacity for the three generating units, i.e., 1/3 unit, so that in the event that one 
unit does not work due to some unforeseen circumstances, 2/3 of the demand 
can be met. In the event that a generating unit of capacity 1/3 units is not 
available in the market or its cost is very high, each of the three capacities should 
be as close to 1/3 units as possible in order to maintain the diversity. Now, the 
aim of the decision maker is to minimize the deviation of each capacity from the 
best possible capacity. This can be accomplished mathematically by minimizing 
a diversity function given by [|1/3–x1| + |1/3–x2| + |1/3–x3|] subject to costs and 
other constraints, if any, where |x| represents the absolute value of x. This 
formulation, although mathematically simple, cannot be readily implemented 
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because the decision maker already has an objective (profit) and it would be 
good to have a single objective, rather than a two-objective optimization problem. 
In view of this, we replace the minimization of the diversity function by a 
constraint on its maximum value. In other words, the diversity function should 
have an upper limit in order to maintain diversity. This is the same as the ε -
constraint method.  
 
Consider n generating units that must meet the demand of 1 unit. The best 
possible case is when each generating unit has a capacity of 1/n units. The worst 
possible scenario is the case where one generating unit has a capacity of one 
unit while the remaining (n-1) units have zero capacity i.e., there is only one 
generating unit. Hence, the best possible case is the set [1/n, 1/n, 1/n,…..n 
terms], while the worst possible set is [1, 0, 0, 0…..(n-1) zeros]. The difference 
between the two sets can be written as the sum of the difference between each 
of the terms i.e., 11
n
−  (first term) + 1 1 1 .......
n n n
− − −  ([n-1] terms). This is equal to 
2(n-1)/n. Here, only the absolute value of the difference is taken, else the terms 
cancel each other. Now, we define an empirical diversity index ‘m’ which acts as 
an upper limit on the deviation from the best possible scenario. This diversity 
index is used to constrain the deviation from ideality, by making the upper limit on 
deviation equal to 1/m times the worst possible deviation, i.e., the upper limit is 
equal to 2(n-1)/(n×m), where 1m ≥ . It can be seen that as m increases, the 
generation capacities for all units will be close to each other. While m=n seems to 
be a reasonable value for this problem, it may not always be the best. This is 
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because some problems may become infeasible for m=n. Hence, it is better to try 
different ‘m’ and select an appropriate range for any given problem.  The range of 
‘m’ is only limited to a given case of ‘n’. When ‘n’ takes a different value, the 
range of ‘m’ should be calculated again. The range can be obtained as x×n to 
y×n where x and y are obtained after a preliminary analysis.  Since capital 
investments are not frequent, the decision maker only needs to obtain the values 
of x and y once and these can be used for scheduling after this analysis. 
 





− ≤∑ , which we call the 
diversity constraint. If the total capacity is not one unit, then ix represents the 
capacity of a generating unit as a fraction of the total generating capacity. If the 
total capacity is greater than the demand, then some of the generating units 
should operate below capacity to avoid over production. If all the generating units 








<∑ . We demonstrate the use of 





− ≤∑  in maintaining diversity through 
examples in the later sections.  
 
4.3 Scheduling in Microgrids 
We have developed a discrete time, mixed-integer linear programming (MILP) 
model in this work for a planning horizon of one day. The details are presented 
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next. First, we divide one day into several periods of a fixed length, and let t 
denote the time at the end of period t. 
 
4.3.1 Mass Balance Equations 
Natural gas is first used to meet the demand for district heating and only the 
excess is used to produce electricity. Therefore the amount of natural gas 
supplied for district heating ( tdemandN ) and that sent to combustion ( tcombustN ) 
at time ‘t’ cannot exceed the amount available ( tavailableN ) (Eq. 1). tstoreNin and 
tstoreNout  are the amount of natural gas sent to storage and taken out of storage 
respectively.  
 t t t t tcombustN demandN storeNin availableN storeNout+ + = +   (4.1a) 
 1t t t tstoreN storeN storeNin storeNout−= + −   (4.1b) 
A simple mass balance on the biomass gives us, 
 1 't t t t tstoreB syngasB combustB buyB storeB− − − + =  'a t b≤ ≤  (4.2) 
where, 1tstoreB −  is  the amount of biomass available at time ‘t-1’, tbuyB  is the 
amount of biomass received at time t, tsyngasB  is the amount used for Syngas 
production during period t, and tcombustB  is the amount combusted during t. t 
takes discrete values between ‘a’ and ‘b’ since this is a discrete time formulation. 
The amount of biomass stored cannot exceed its storage capacity ( UstoreB ) (Eq. 
4.3).  
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 UtstoreB storeB≤    (4.3) 
It must be noted that biomass is purchased only once in the planning horizon, 
whereas the natural gas supply is continuous. The decision maker must meet the 
local demand for natural gas and only the excess may be used to produce 
electricity. He should also operate the natural gas storage facility accordingly. 
 
We assume that the biomass arrives daily under a long-term contract. The 
amount of biomass received is less than or equal to the maximum amount set in 
the contract ( tavailableB ). Further, it is assumed that the delivery of biomass can 
be taken only once during the planning horizon (Eq. 4.4) due to operational 
constraints. The binary variable ( txB ) is introduced to address the one time 
delivery. ‘a’ & ‘b’ are the start and end times for biomass delivery. The start time 
‘a’ gives the decision maker time to request for delivery of biomass. t takes 
discrete values between ‘a’ and ‘b’ since this is a discrete time formulation. 





≤∑    (4.4b) 
4.3.2 Capacity Constraints – Limits on operation 
Fuel Cells with Syngas 
The efficiency of an electricity generation unit increases exponentially with 
throughput. This nonlinear relationship between throughput and efficiency would 
give a mathematical model that is difficult solve. In view of this, we approximate 
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the nonlinear behaviour via several piece-wise linear relationships and present 
the mathematical formulation for the same. For example, the throughput of a 
facility may be between 0.6-0.7; 0.7-0.8; 0.8-0.9; or 0.9-1.0 of the capacity 
( tcapS ). A conversion factor which is a product of efficiency and energy content 
of the fuel can be defined as constant within each range. When several ranges 
are defined and the efficiency increases as the range moves closer to 1.0, this 
piece-wise linear relationship becomes close to an exponential relationship. This 
is written as Eq. 4.5 (and Eq. 4.8). The amount of biomass sent to Syngas 
production should be between some throughput limits ( rthruputS ). Obviously, the 
amount of material sent must fall in only one of the above ranges and the binary 
variable rtxS  is used to do this (Eq. 4.6). We also use rtxS to indicate if the facility 
operates with Syngas. Since a unit cannot operate in more than one range at a 
given time, r is used to represent a range and a binary variable ( tyS ) is used to 
restrict the operation to one range. 
 (1 )t r t t rtsyngasB thruputS capS capS xS≥ − −   (4.5a) 







=∑    (4.6) 
 t t tsyngasB capS yS≤   (4.7) 
Similarly, the amount of electricity produced using Syngas ( tEfromS ) is related to 
the conversion factor ( reffS ) at a given throughput (Eq. 4.8) and it is zero when 
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the throughput is zero (Eq. 4.9). In Eq. 4.8 & 4.9 maxR r= . The amount of fuel is in 
tons unless otherwise specified. In Eq. 4.8, the conversion factor reffS is used to 
convert the amount of fuel into electrical energy after accounting for electrical 
conversion efficiency and energy content of the fuel. Here, tEfromS is an energy 
measure. If an rtxS is equal to ‘1’, then the remaining rtxS will be ‘0’ (Eq 4.6). 
Hence, energy can only be generated in one range. If all the rtxS are equal to ‘0’, 
then tyS is be ‘0’ (Eq 4.6) and the energy generated is zero (Eq 4.9).  
 (1 )t r t R t rtEfromS effS syngasB effS capS xS≥ − −   (4.8a) 
 (1 )t r t R t rtEfromS effS syngasB effS capS xS≤ + −   (4.8b) 
 t R t tEfromS effS capS yS≤   (4.9) 
Similar equations are written for use of Hydrogen in fuel cells using rtxH as binary 
variables, however, they are presented in Appendix I (A1). The fuel cell can 
process only Syngas or Hydrogen at any given time and this is defined by the 







+ =∑ ∑   (4.10) 
If the fuel cell starts producing electricity at time ‘t’, then it must continue to do so 
for some minimum duration ( durationF ) as defined by the user. This is to avoid 
frequent start-ups/shut-downs that may have an adverse effect on the fuel cell. 
This is achieved by using the binary variable txxF  in Eq. 4.11. At start-up, tzF is ‘1’ 
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and 1tzF −  is ‘0’, hence txxF is ‘1’ (Eq 4.11a). When txxF is ‘1’, the tzF is ‘1’ for a 
duration durationF  after start-up is ‘1’ meaning that the unit operates for 
minimum duration of durationF after start-up. 
 1t t txxF zF zF −≥ −    (4.11a)  
 't tzF xxF≥  't t t durationF< < +    (4.11b) 
 
Combustion of Biomass and Natural gas 
In this work, we assume that co-firing is possible. The amount of biomass and 
natural gas sent to combustion is within some throughput limits ( rthruputC ) 
related to the capacity ( tcapC ). The throughput can be only within one limit in one 
period and this is addressed using the binary variable rtxC  (Eq. 4.12).  
 1 (1 )t t r t t rtcombustB combustN thruputC capC capC xC++ ≤ + −   (4.12a) 







=∑    (4.12c) 
The throughput is non-zero only when the facility is in operation (Eq. 4.13). This 
is done using the binary variable tyC . 
 t t t tcombustB combustN capC yC+ ≤   (4.13) 
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The amount of electricity ( tEfromC ) produced through combustion is related to 
the conversion factors ( reffB  & reffN ) and it is non-zero only when it is in 
operation (Eq. 4.14). It must be noted here that the energy content of natural gas 
is higher than biomass and it would suffice to use the respective values of natural 
gas to calculate the maximum possible electricity that can be generated through 
this process (eq. 4.14c).  In Eq. 4.14 maxR r= . 
 (1 )t r t r t r t rtEfromC effB combustB effN combustN effN capC xC≤ + + −   (4.14a) 
 (1 )t r t r t r t rtEfromC effB combustB effN combustN effN capC xC≥ + − −  (4.14b)  
 t r t rtEfromC effN capC yC≤   (4.14c) 
Once the combustion starts, the facility must operate for a minimum duration 
( durationC ) as defined by the user. Similar equations such as those derived for 
fuel cell are used, and they are not presented in Appendix I (A2).  
 
4.3.3 Electricity balance 
The electricity is produced either by combusting natural gas or biomass or by 
making use of the fuel cell. When there is a shortage, electricity is purchased 
from the national grid. Therefore the sum of electricity purchased from national 
grid tEpur and that produced using hydrogen ( tEfromH ), Syngas ( tEfromS ), 
combustion of biomass and natural gas ( tEfromC ), photovoltaic cells ( tEfromPV ), 
wind farm ( tEfromW ) and the electricity taken from the battery ( tEbatteryO ) is 
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equal to the sum of the electricity sent to battery ( tEbatteryI ), the amount sold to 
the national grid ( tEfromN ), the amount used for generating hydrogen ( tEforH ) 
and the amount that is sold to local customers ( tEsoldL ). Further, there is a 
penalty on unmet demand. Eq.4.15a defines the electricity balance and Eq.4.15b 
defines the unmet demand ( tEunmet ) of the local customers. 
 t t t t t t t
t t t t
Epur EfromH EfromS EfromC EbatteryO EfromPV EfromW
EsoldN EsoldL EforH EbatteryI
+ + + + + +
= + + +
(4.15a) 
 t t tDemandL EsoldL Eunmet− =                    (4.15b) 
Battery Storage 
The amount of power from/to the battery is limited by the rate of input/output 
( tLimitBT ) (Eq. 4.16). 
 t tEbatteryO LimitBT≤   (4.16a) 
 t tEbatteryI LimitBT≤   (4.16b) 
The amount of energy stored in the battery is less than the amount used for 
charging the battery. Similarly, the amount of energy that can be extracted from 
the battery is less than the amount of energy available in the battery. This energy 
is usually lost as heat and these losses are called round trip losses. The 
efficiency for charging and discharging is defined by effBa . The amount of energy 
stored in batteries ( tEstore ) is given next (Eq. 4.17a).  
 1t t t tEstore Estore EbatteryI effBa EbatteryO−= + −   (4.17a) 
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Further the storage is limited by the storage capacity ( capBT ) (Eq. 4.17b). 
 tEstore capBT≤    (4.17b) 
Similar equations are written for hydrogen production through electrolysis, 
hydrogen storage and usage (use of hydrogen in fuel cells and to meet outside 
demand). These equations are shown in Appendix I (A3 & A4).  
Production Rate 
The rate of change of production ( tLimitF ) in the fuel cells (Eq. 4.18) and the 
combustion unit ( tLimitC ) (Eq. 4.19) are limited. In other words, the facility 
cannot ramp-up or ramp-down production at a rapid rate and the load following 
capability is restricted.  
 1t t t tzF LimitF EfromS EfromS −≥ −  1t >  (4.18a) 
 1t t t tzF LimitF EfromS EfromS−≥ −  1t >  (4.18b) 
 1t t t tyC LimitC EfromC EfromC −≥ −  1t >  (4.19a) 
 1t t t tyC LimitC EfromC EfromC−≥ −  1t >  (4.19b) 
Purchase and Sale from/to National Grid 
The amount of electricity purchased from the national grid in a given period is 
between some lower and upper limits ( &L Ut tPur Pur ) (Eq. 4.20).  Furthermore, 
once the purchase of electricity starts, it must continue for a predefined period. 
This is done using the binary variable txP . 
 Ut t tEpur Pur xP≤    (4.20a) 
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 Lt t tEpur Pur xP≥    (4.20b) 
Eq.4.21 defines the minimum duration ( purT ) for which the electricity has to be 
continuously obtained from the grid.  
 1t t tyP xP xP−≥ −     (4.21a)  
 't tyP xP≤  't t t purT< < +    (4.21b) 
Similar equations are derived for sale of electricity to the national grid and they 
are presented in Appendix I (A5).  
 
Objective Function 
The objective of the process is to maximize the profit and to obtain the schedule 
of electricity production and storage, purchase and storage of biomass, sale of 
electricity to national grid and local customers, purchase from national grid, 
among others. Further, diversity must be maintained in the production of 
electricity and the schedule must be easily implementable. The costs include the 
operational costs, purchase costs for natural gas and biomass, income from sale 
of electricity to the national grid and to the local customers, cost due to purchase 
of  electricity from the national grid. In the profit equation, the first two terms are 
associated with sale/purchase of electricity to national grid, the third term is for 
sale of electricity to local market, the fourth represents sale of hydrogen, the fifth 
represents purchase of natural gas, sixth represents purchase of biomass, the 
Chapter 4 Scheduling in Power Generation Networks  
80 
 
seventh represents penalty for demand that is not met, while the rest of the terms 





t t t t
t t t t
EsoldN SaleN EpurBuyN EsoldN SaleL Hsale Hprice
Profit
combustN PriceN syngasB combustB PriceB Eunmet Penalty
EoperateFC EoperateC EoperateE EoperatePV EoperateW
− + +
=
− − + −
− − − − −
∑  
    (4.22) 
The model is formulated as a Mixed Integer Liner Programming (MILP) problem 
and it is implemented in GAMS 22.6 and solved using Cplex 10.0. Developing a 
good mathematical model with realistic policies is critical to minimizing the costs. 
In reality, the scheduling needs to be done by the second and a time horizon of 
at least one day must be considered to account for changes in wind flow and 
sunlight. In view of this, we carefully select the parameters such that the initial 
periods are in minutes and the later periods are in hours. We consider a planning 
horizon of 83 periods where the first 60 periods are minutes and the next 23 
periods are hours. The various model parameters are listed in Table 4.1 and we 
use a = 1 and b = 71 in Eq. 4. Further, Eq. 4.17b is omitted in these examples. 
Considering the initial periods in seconds, followed by minutes and hours gives 
greater granularity in results and the decision makers can make better decisions, 
however, for the purpose of this work, the initial periods are in minutes and the 
later in hours.  
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Table 4.1 Model parameters 
Parameter Value 
tavailableB  100k tons (can be bought only once) 
tavailableN  8 tons/hr 
BuyN   0.31 $/kWh 
tcapC   1,200 tons/hr 
tcapE  6,000 arbitrary units 
tcapH  5,000 kW 
tcapS   1,000 tons/hr 
durationC  10 hrs 
durationF  15 hrs 
effBa  0.81 
reffB (including energy generation efficiency) r=1, 1.389;r=2, 1.666; r=3, 1.944; r=4, 2.222 
reffH  r=1, 0.6;r=2, 0.7; r=3, 0.8; r=4, 0.9 
effHE  1/0.7 (70% efficient electrolysis unit) 
reffN (including energy generation efficiency) r=1, 3.75; r=2, 4.50 r=3, 5.25; r=4, 6.00 
reffS (including energy generation efficiency)  r=1, 2.222; r=2, 2.499 r=3, 2.777; r=4, 3.055 
EoperateC ; EoperateE  
EoperateFC ; EoperatePV  
EoperateW  
1,000 $/day 
Hprice   0.336$/(kWh equivalent) 
tHdem  7,000 arbitrary units 
tLimitBT  3,000 kW 
tLimitC  1,500 kW 
tLimitF   1,500 kW 
tLimitH  6,000 kW 
Penalty  0.084 $/kWh 
PriceB  0.2$/kg 
PriceN   0.275 $/kg 
tPur  Min 1000 kW; Max 8000 kW 
purT   Min 1 hr 
SaleL  0.28 $/kW 
SaleN  0.2325$/kg 
rthruputC  , rthruputS   r=1, 0.6; r=2, 0.7; r=3, 0.8; r=4, 0.9; r=5, 1.0 
LthruputHE  0.2 
 




4.4 Results and Discussion 
In this work, we consider an electricity network structure wherein the microgrid is 
connected to the national grid, and the solar and wind power are available. The 
effectiveness of the diversity constraint for this network structure is demonstrated 
by means of an academic example. It must be mentioned here that the 
generation costs in microgrids are usually higher and the same is reflected in the 
sale price of electricity. Fig. 4.1 shows the electricity demand and the shortfall 
after accounting for the energy (predicted) from wind farm and photovoltaics. The 
shortfall must be met by making effective use of the various electricity generation 
units, storage facilities, and purchase/sale of electricity from/to national grid. We 
assume that each time scheduling is done, it must be ready within an hour and 
hence, the computational time is fixed a priori at 1800s. The model statistics are 
given in Table 4.2.     
Table 4.2 Computational Statistics 
Constraints 18,862 
Binary Variables 2,084 
Continuous Variables 5,325 
Non Zeros 45,243 
Computational Time (s) 1,800 (fixed a priori)  
 
The MILP developed is used for scenarios with constraint that demand must be 
met and also without this constraint. Further, we analyze many cases to study 
the effect of the value of ‘m’ on diversity, profit and the implementability of the 
obtained schedule. 




Fig. 4.1  Demand and electricity generation profile 
 
In the example we analyzed, we consider electricity production through 
combustion of natural gas, combustion of biomass, fuel cell and purchase from 
national grid as the four sources of electricity to the microgrids among which 
diversity must be maintained. Hence, ‘n’ is four for this problem. If ‘m’ takes any 
value less than or equal to 1, then the diversity constraint is effectively relaxed. 
Hence, the minimum value of m must be 0.25n i.e., ‘m’ must be greater than 1. 
Hence, we consider that the value of m changes from 0.4n to 1.2n in increments 
of 0.1n. For simple problems, one can expect that the profit reduces as diversity 
increases. This is because the less profitable facilities ‘must’ be operated to 
maintain diversity. For such a case, the curve must always have a negative slope. 




















Demand Solar Wind Shortfall 
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because it is possible to allot the production capacity differently and improve 
diversity while maintaining the profit. In other words, multiple solutions with 
varying diversity exist at the same profit. This can be seen in Fig. 4.2. The 
electricity generation profiles for three cases, a.) when m is 0.6n (best possible 
diversity without compromising profit), b.) when m is 0.8n, and c.) when m is 1.1n 
(best possible diversity with reduced profit), are presented in Fig. 4.3, Fig. 4.4 
and Fig. 4.5. At m=1.2n, it was observed that no feasible solution exists i.e., the 
given infrastructure will never be able to achieve the said diversity of 1.2n without 
making capital investments in electricity generation capacity. 
 
Fig. 4.2  Change in profit with diversity index. Demand need not always be met. 
 
Fig. 4.3, Fig. 4.4 and Fig. 4.5 show the electricity generation profiles when the 

















diversity index/n (m/n) 
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efficient among all the processes are operated at full capacity in all the cases. It 
can be seen from these figures that the electricity generation profiles are less 
haphazard when the diversity index m is equal to 1.1n indicating that the diversity 
constraint plays an effective role in not only maintaining diversity, but also in 
making the solution easier to implement (a generation profile with as few 
production changes as possible is ideal in a control point of view). It was 
observed that when m>0.8n, local demand for electricity was not met during 
some periods. Hence, an additional example was solved at m=1.1n with a 
condition that demand must always be met. The electricity generation profiles for 
this case are shown in Fig. 4.6. It can be seen from this figure that although the 
profiles are not as smooth as in Fig. 4.5, they are considerably better compared 
to Fig. 4.3 & Fig. 4.4. Once, these profiles are generated, the decision maker 
must choose either a solution that is more profitable, less diverse and difficult to 
control (ex: m=0.6n) or a solution that is less profitable, more diverse and easy to 
control (ex: m=1.1n). 




Fig. 4.3  Electricity generation profiles when m=0.6n. Profit: 54.43 k$ (demand 
was met). EbmC: combustion of biomass, EfromS: gasification of biomass + fuel 
cells, Epur: purchase from national grid, EngC: combustion of natural gas.  
 
 
Fig. 4.4  Electricity generation profiles when m=0.8n. Profit: 51.80 k$ (demand 
was met). EbmC: combustion of biomass, EfromS: gasification of biomass + fuel 
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Fig. 4.5 Electricity generation profiles when m=1.1n. Profit: 48.16 k$ (demand 
was not met). EbmC: combustion of biomass, EfromS: gasification of biomass + 
fuel cells, Epur: purchase from national grid, EngC: combustion of natural gas, 
Eunmet: Local demand that is not met.  
 
Fig. 4.6 Electricity generation profiles when m=1.1n. Profit: 48.88 k$ (demand 
must be met). EbmC: combustion of biomass, EfromS: gasification of biomass + 
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In this work, we presented a mathematical model for scheduling in microgrids. In 
addition, we have introduced a linear diversity constraint that can be easily 
implemented. The use of the mathematical model in analyzing various policies 
such as conditions that demand must always be met, national grid not being 
available, etc were presented earlier. The effectiveness of the diversity constraint 
in maintaining diversity in electricity generation as well as in providing solutions 
that are easier to implement was shown through an academic example. We 
believe that this linear diversity constraint can be applied to several other 
problems beyond scheduling in microgrids and this will form part of our future 
work.  
 Chapter 5 Optimal Design of IGFC 
5.1 Introduction 
From literarure review, we can see that biomass gasification has been widely 
studied under different conditions and a wide range of models and model 
parameters are available. Out of the several models, the model based on Gibbs 
free energy minimization is used here because it is founded on the laws of 
thermodynamics and the reliability of the model is very high. Since this approach 
assumes that the total Gibbs free energy of the products is at its minimum, we 
would essentially solve an optimization problem that satisfies the constraints of 
mass and energy balance.  For the case of fuel cells, a lumped parameter model 
presented by Murshed et al., 2007 is used. The mass balance in fuel cell model 
is straightforward because only CO and H2 oxidation are considered. However, 
an optimization problem to satisfy energy balance is still required.  
 
In this work we present models for biomass gasification, fuel cells and gas 
turbine. We also outline a solution strategy to calculate the composition of the 
products and the energy generated from the system. Further, we propose that 
the IGFC system can be designed by optimizing a design superstructure using 
multi-objective optimization. In literature, it is common to propose a design and 
optimize the same for the operating conditions. The process is repeated when 
the sizes of the equipment changes. Considering that there are a wide number of 
combinations available for the size of the fuel cell stack and gas turbine, we 
propose a superstructure and optimize it using MOO. This has not been 
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undertaken before may be because of the availability of powerful desktop 
computers only in the past one and half decades. The schematic of the 
superstructure is shown in Fig. 5.1. By optimizing a design superstructure, we 
aim to obtain a completely new design that was not envisaged before.  Further, 
we seek to highlight that superstructure design optimization can be achieved in 
reasonable computational time. In addition, existing literature focused on the 
combustion/gasification processes at Gibbs equilibrium while we analyze 
scenarios where the combustion/gasification units do not achieve Gibbs 
equilibrium so as to better simulate reality.  
 
Alternative methodologies: Before we proceed, it is important to mention about 
alternative methodologies. First, the CO and CO2 emissions per MW are directly 
related to the efficiency of the system (and the type of fuel). Hence it would 
suffice if we aim for maximum efficiency without directly accounting for CO2 
emissions from the system because a more efficient system would release less 
CO2 per MW. However, waste energy from the power plant can be used in CO2 
capture and this was studied elsewhere (Liszka et al., 2013) and it is beyond the 
scope of this work to consider CO2 capture in a superstructure. In view of this, we 
do not consider CO2 emissions, but only strive for a system that has maximum 
efficiency. Further, NOx and SOx emissions are dependent on the type of fuel and 
the operating conditions and separate equipment are required to treat product 
gases before they can be released into the atmosphere. In view of this, these are 
not considered in the superstructure.   


















Fig. 5.1 Superstructure of IGFC considered in this study. GT – Gas turbine; FC – 
Fuel Cell; _G – downstream to gasification unit; _GF – downstream to 
gasification unit and fuel cell stack; _GFF – downstream to gasification unit and 
two fuel cell stacks; _GG – downstream to gasification unit and gas turbine; 
_GGG – downstream to gasification unit and two gas turbines. HRGS – Heat 
recovery steam generator 
 
Second, a genetic algorithm with a single objective cannot generate multiple 
networks unless a diversity measure is incorporated in the algorithm 
(Naraharisetti at al., 2009).  In view of this, we have tried multi-modal optimization 
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results were not promising (results are not presented here). Here it is important to 
elaborate on multimodal optimization.  
 
A nonlinear optimization problem with an objective f(x,y) = g(x,y) + αxβyγ (where f 
and g are some functions of variables x and y, and α, β and γ are parameters) 
may exhibit multimodality. Similarly, a linear optimization problem with an 
objective f(x,y) = αx + βy may also exhibit multimodality. Often, several 
solutions/plans are required instead of a single solution. Having a set of solutions 
gives the decision maker an opportunity to analyze the performance of each plan 
with respect to the uncertain parameters and hence a multimodal optimization 
algorithm that can identify multiple alternate optimal solutions is necessary. The 
efficiency of the multi-modal optimisation algorithm depends on the number of 
variables that are considered in the diversity measure. There are only two 
variables (energy generated by fuel cells and gas turbine) that are related to 
diversity and these are not sufficient to derive an effective diversity measure. 
Hence, we used multi-objective optimization to generate multiple networks 
simultaneously. The two objectives considered in MOO are the energy generated 
by fuel cells and the energy generated by the gas turbines. It is obvious that if 
one objective is maximized, the other would be reduced for a given amount of 
fuel.  
 
Third, economics (CapEx) are fairly complex (in part because they are market 
dependant) and using complex economic models in a superstructure such as this 
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would make the problem intractable; on the contrary, simple economic models 
(based on two-third rule and factors/indices) do not give us the necessary insight 
that is required in this fairly complex superstructure. Further, another objective 
would be required to consider economic objectives. In view of this, techno-
economic analysis (CapEx) is best performed on a given design, one at a time 
rather than on a superstructure. Hence, we do not consider economics in our 
objective. Further, we are of the opinion that operational costs due to amount of 
fuel consumed and the penalty due to CO pollution need not be considered when 
efficiency is being maximized. Next, we demonstrate through an example as to 
why it would suffice to use efficiency in design of power plants. 
 
5.1.1 Example 
Three objectives are sometimes used for optimal design of power plants. These 
three objectives are: Energy efficiency, CO2 minimization, and minimization of 
CO penalty costs. However, we demonstrate here that only one objective would 
suffice when power plants are designed. Consider natural gas as a fuel of choice.  
The general equation for the overall power plant can be written as: 
4 1 2 2 2 1 2 2 3 2CH x O x H O y CO y CO y H O+ + → + +  (5.1a) 
It must be mentioned here that all coefficients are positive. Further, 3 2y x>
(always) and hence the equation can be rewritten as: 
4 1 2 1 2 2 4 2CH x O y CO y CO y H O+ → + +  (5.1b) 
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Again, the coefficients are all positive. The efficiency of a power plant is related to 
the extent of the net chemical reaction; it also depends on the physical 
equipment that are present and their operating conditions. First, consider the 
extent of chemical reaction. For the purpose of this example, we consider three 
scenarios. One, complete combustion where all the carbon is converted to CO2 
(and no CO is produced), two, extreme partial combustion where all the carbon is 
converted to CO (and no CO2 is produced) and three, partial combustion where 
half of the carbon is converted to CO and the other half to CO2. The values of the 
coefficients and the change in enthalpy of each of the scenarios are presented in  
Table 5.1.  
 
Table 5.1  The coefficients for the process of natural gas combustion/gasification 
along with enthalpy change under various scenarios. 
 CH4 O2 CO CO2 H2O  
Enthalpy (J/mol) -74870 0 -110529 -393522 -241827  
  
1x  1y  2y  4y  H∆  
(J/mol) 
Complete combustion 1 2 0 1 2 -802306 
Partial combustion 1 1.75 0.5 0.5 2 -660810 
Extreme partial combustion 1 1.5 1 0 2 -519313 
 
It is obvious that the enthalpy change for this process will always lie between       
-519 kJ/mol (minimum) and -802 kJ/mol (maximum). When the enthalpy change 
is maximum, the efficiency of the process is the highest and the CO production is 
zero. That is, the pollution penalty costs associated with CO emissions are zero. 
Further, the CO2 emissions are at its maximum. In other words, if we were to 
strive for maximization of the efficiency, then the costs due to penalty on CO are 
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automatically at its minimum and the CO2 emissions are at its maximum. Further, 
the per unit cost of production of electricity would be at its minimum when 
efficiency is at the maximum because the minimum possible fuel is consumed. 
On the other hand, when CO2 needs to be minimized, CO production would be at 
its maximum (and hence the CO penalty costs would be at the maximum) and 
the efficiency would be at its minimum. Further, the per unit cost of production of 
electricity would be at its maximum when efficiency is at the minimum because 
the maximum possible fuel is consumed.  
 
In the above example, the relationship between the coefficients is linear and 
hence the analysis was simple. However, complexities arise when the 
temperature changes because the specific heat of the gases changes non-
linearly with temperature. It must be mentioned here that the change in specific 
heat of gases are always convex with respect to temperature (equations for 
specific heat are presented later in this article). That is, if we include temperature 
as a variable in the above equations, it would lead to a convex non-linear 
program. Hence the analysis that is based on the simple example above will still 
hold at any temperature. Further, this analysis will hold for any other type of fuel 
such as coal or biomass because the only difference would be the presence of 
additional oxygen on the left hand side. 
 
Some researchers have proposed the use of two objectives for this optimization 
problem. Here we justify that a single objective would suffice in obtaining an 
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optimal design. Consider the design (sizing) of the physical plant and the 
operating conditions. It is important for the process design engineer to minimize 
losses due to design/sizing (an example of which is optimization of inlet flow rate 
into reactor and residence time) and also minimize losses due to partial chemical 
reaction (operating conditions). Although, both these look like different objectives, 
in reality both of them can be optimized simultaneously if we consider 
maximization of efficiency. However, the process design engineer risks getting 
sub-optimal solutions if the single objective optimization algorithm is not 
powerful/cannot reach global optimum especially because the design equations 
are non-convex. In view of this, a secondary objective such as the economic 
objective that includes a penalty for CO pollution would help maintain diversity in 
the population and eliminates the problem of the algorithm converging at local 
optima. In other words, when a powerful algorithm is available, either the 
efficiency or the economic objective as a single objective would help the process 
design engineer reach the same objective. It must be noted here that CO2 
minimization cannot be used as a single objective optimization because that 
would give us a solution where no fuel is used and thus no energy is produced. It 
must be mentioned here that we use MOO, not for solving a single design 
optimization problem, but for maintaining multi-modality where we identify 
multiple networks that have the same objective values. This is different from 
using MOO for solving a single design problem with two objectives. 
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We have in the past demonstrated an algorithm that works well for problems of 
over 400 variables (Naraharisetti et al., 2009). In view of the availability of a good 
algorithm, we only consider maximization of efficiency in our work and do not 
consider CO2 minimization and operational costs in our work. It must be 
reemphasized here that the purpose of MOO in this work is not to overcome the 
problem of converging at local optima, but to maintain diversity in the population 
so that multiple networks can be identified at the same time. 
 
5.2 Mathematical models and solution strategy 
5.2.1 Biomass combustion and gasification 
In this section, the mathematical model for biomass gasification using the 
concept of Gibbs free energy minimization is presented. Gibbs free energy is a 
function of enthalpy and entropy – the molar enthalpy of formation and the molar 
entropy at a given temperature is a function of the specific heat at constant 
pressure. The equations for specific heat at constant pressure for steam, 
hydrogen, oxygen, carbon monoxide and carbon dioxide are taken from Larmine 
and Dicks (2003). These are provided in Eq. 5.2 -5.3 below: 
 
The change in Gibbs free energy for a given chemical reaction is given by Eq. 5.2. 




T ph h c dT= + ∫  (5.2b) 











= + ∫  (5.2c) 
Consider for example the reaction H2 + 
1
2
O2   H2O. Here,  
2 2 2
1( ) ( ) ( )
2
f f f fH O H Oh h h h∆ = − −  (5.2d) 
2 2 2
1( ) ( ) ( )
2
f f f fH O H Os s s s∆ = − −  (5.2e) 
Specific heat at constant pressure for steam, 
0.25 0.5143.05 58.040 8.2751 0.036989pc T T T= − + −  (5.3a)
 
Specific heat at constant pressure for hydrogen, 
0.75 1 1.556.505 22222.6 116500 560700pc T T T
− − −= − + −   (5.3b) 
Specific heat at constant pressure for oxygen, 
5 1.5 1.5 237.432 2.0102*10 178570 2368800pc T T T
− − −= + − +   (5.3c) 
Specific heat at constant pressure for CO,  
0.75 0.5 0.7569.145 0.022282 2007.7 5589.64pc T T T




Specific heat at constant pressure for CO2,  
0.5 6 23.7355 3.0529 0.041034 2.4198*10pc T T T
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The specific heat at constant pressure for methane is computed from the data 
available at “engineeringtoolbox.com” as: 
2 7 3 10 440.43 0.0899 0.003 3*10 10pc T T T T
− −= − + − +   (5.3f)
 
In the above equations specific heat is expressed in J/mol/K. 
The enthalpy and entropy of the various gases at 298.15K are given in Table 5.2. 
  
Table 5.2  Enthalpy of formation and entropy for various gases at 298.15K. 
Reproduced from Larmine and Dicks (2003). 
 fh  (Jmol-1) s (Jmol-1K-1) 
H2O (liquid) -285838 70.05 
H2O (steam) -241827 188.83 
H2 0 130.59 
O2 0 205.14 
CO -110529 197.65 
CO2 -393522 213.80 
CH4 -74870 35.69 
Biomass (assumed) -1300000  
 
For the purpose of this work, a general equation for the mass balance of biomass 
gasification/combustion process is considered. It is further assumed that only CO, 
CO2, H2, H2O, O2 and CH4 are produced and the amount of tar and char is 
negligible. Hence, combustion/gasification can be written as: 
1 6 10.8 3.72 2 2 3 2 1 2 2 3 2 4 2 5 2 6 4x C H O x O x H O y CO y CO y H y O y H O y CH+ + → + + + + +  
The general molecular formula for the biomass is assumed to be similar to the 
composition of empty palm fruit bunches (Lee at al., 2007). This is chosen 
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because it is one of the widely available biomass resources in South East Asia. 
The amount of C, H and O are similar to that reported for wood (Bang-Møller et 
al., 2011). 
 
The equations for mass balance in the combustion and gasification unit can be 
written as: 
1 2 6 16y y y x+ + =   for carbon balance   (5.4a)  
3 5 6 1 32 2 4 10.8 2y y y x x+ + = +  for hydrogen balance  (5.4b) 
1 2 4 5 1 2 32 2 3.72 0.21*2y y y y x x x+ + + = + +  for oxygen balance  (5.4c) 
where, 1x , 2x and 3x are the moles of biomass, air  and water respectively and 1y ,
2y , 3y , 4y , 5y and 6y are the number of moles of CO, CO2, H2, O2, H2O and CH4 
respectively. N2 is not balanced because it is inert. It must be mentioned here 
that air in this work refers to oxygen in the air; this notation is used to distinguish 
O2 in feed with unreacted O2. Here, it must be mentioned that ix are the inputs to 
the optimization problem involving Gibbs free energy minimization and iy are the 
outputs. 
 
The energy balance is given by Eq. 5.5. 




out out in in
i p i i p i
T T
n C T dT n C T dT H= −∆∑ ∑∫ ∫    (5.5)
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where, ,p iC  are the specific heats of the ith component of the gas 
entering/leaving the unit, where i corresponds to C6H10.8O3.72, H2, O2, CO, CO2¸ 
CH4, N2 or H2O; H∆  is the change in enthalpy due to the conversion of biomass 
into the various product gases. 
 
The mathematical model for the combustion and gasification are similar with the 
only difference being that the inputs to combustion are biomass and oxygen, 
while the inputs to gasification are biomass and steam. The total Gibbs free 
energy of the product gases is calculated by using Eq. 5.2 – 5.3 and the solution 
methodology is shown in Fig. 5.2. The change in enthalpy is calculated from the 
standard enthalpy of formation for the various gasification products presented in 
Table 5.2. Natural gas combustion and gasification is modelled by replacing 


























Fig. 5.2 Flow chart showing the solution strategy for the process of biomass 
combustion and biomass gasification. If stack temperature Ts > 773 K, both CO 
and H2 are utilized, else only H2
 
 is utilized.  
Further, we have tried to model the process of biomass gasification using data 
available in literature. Due to the limited availability of data, the proposed model 
is not used in this study and the same is presented in Appendix II. 
Flow rate and Temperature 





Assume Temperature of 
the unit 
Minimize total Gibbs free energy of 
products using and optimizer (e.g.  
fmincon in Matlab) 
LP model for mass balance 
is used as constraints in an 
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5.2.2 Fuel Cells 
SOFCs can use both CO and H2 as fuel. These normally operate above 773 K 
and hence we assume that both CO and H2 are used as fuel above a fuel cell 
stack temperature of 773 K and only H2 can be used as fuel below this 
temperature. The reactions that occur at the anode and the cathode are given 
next.  
 
SOFCs operate at high temperatures, use a range of fuels and are tolerant to 
carbon monoxide. Usually, SOFC electrolyte is made of a ceramic Yttria-
stabilized zirconia (ZrO2+Y2O3). Zr has a valency of 4+ and doping this with Yttria 
which has a valency of 3+ replaces four oxygen atoms with three oxygen atoms 
and creates a void which allows for transport of oxygen ions across the ceramic 
during operation of the fuel cell. The anode is a cermet made of nickel and YSZ. 
YSZ in the anode provides thermal expansion coefficient that is comparable to 
the electrolyte. Having similar thermal expansion coefficient of the electrodes and 
electrolyte helps maintain mechanical integrity by avoiding stress build up. The 
anode is made with high porosity (20-40%) in order for the gases to have 
minimum resistance to flow. The cathode is also a porous structure made of 
Strontium-doped lanthanum manganite (La0.84Sr0.16)MnO3. The reactions that 
occur at the anode and the cathode are given next.  
 
The anode reactions in an SOFC:  
H2 + O2-    H2O + 2e- 
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CO + O2-     CO2 + 2e- 
The cathode reactions in an SOFC:  
O2 + 4e-   2O2- 
Murshed et al., 2007 presented both lumped parameter model and detailed 
model for a SOFC system that is coupled to a methane reformer. The detailed 
model considers different temperatures for the electrode, interconnector and fuel 
and air side gases. For the purpose of the current work, we use their lumped 
parameter model at steady state. They have only considered H2 fuel cells, 
however we consider both H2 and CO.  
 






Hn are the 
inlet flow rate, outlet flow rate and the reaction rate of H2 (mols-1) respectively.  
2 2 2
out in r
H H Hn n n= −    (5.6a) 
2 1
2rH rn K I=  (5.6b) 
2 2 1
2out inH H rn n K I= −   (5.6c) 
1 2I I I= +  (5.6d) 
where, and 0 / (4 )rK N F= , I is the stack current, No is the number of cells in the 
stack and F is Faraday’s constant.  
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Similarly, component balance equations can be written for O2, CO, CO2 and H2O 
(Eq. 5.7-5.10). 
2 2 1
2out inH O H O rn n K I= +   (5.7) 
22
out in
CO CO rn n K I= −   (5.8) 
2 2 2
2out inCO CO rn n K I= −   (5.9) 
2 2 1 2
( )out inO O rn n K I I= − +   (5.10) 
The allocation of the total current ( I ) is done based on the mole ratio of H2 and 
CO that is present in the feed gas. It is assumed that an excess air is required for 
operation of the fuel cell stack. Hence, if air is insufficient, it is assumed that both 
reactions do not occur.  
 
One of the key simplifications in the lumped parameter model is that the 
temperature across the stack is assumed to be the same. In other words, the 
electrodes, interconnects, electrolyte and the gases in the stack are all assumed 
to be at the same temperature at any given time. Then, the equation for the stack 
temperature ST  can be obtained by a simple energy balance across the stack. 





i p o i p i s
T T
n C T dT n C T dT H V I= −∆ −∑ ∑∫ ∫   (5.11) 
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where, ,p iC  and ,p oC are the specific heat of the ith component of the gas (H2, O2, 
CO, CO2 or H2O) entering/leaving the fuel cell stack. H∆  is the change in 
enthalpy for the hydrogen and CO oxidation reactions and sV  is the stack voltage.  
The stack voltage in the fuel cell can be calculated from the various losses 
( , ,ohm act conη η η  - Ohmic, activation and concentration losses) and the open circuit 
voltage ( C Ho o oV V V= + ) (Eq. 5.12). 
C H
s o o ohm act conV V V η η η= + − − −  (5.12) 
Briefly, Ohmic losses are caused by the resistance of electrolyte to ions and it 
changes linearly with current density; activation losses occur due to the energy 
spent to drive the ions between the electrodes (it is usually more at the cathode) 
and is predominant at low current density; and concentration losses occur due 
the unavailability of the reactants and is predominant at high current density. 
 







o o o o
H O
p pRTV N E N E
F p
 
= ∆ = ∆ + 
  
 (5.13) 
where, the standard cell potential oE∆  changes linearly with stack temperature 
and is approximated as in Eq. 5.14. 
( ) 1.2586 0.000252 ( )o sE V T K∆ = −  (5.14) 
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o o o o
CO
p pRTV N E N E
F p
 
= ∆ = ∆ + 
  
 (5.15) 
In this work, the pressure term in Eq. 5.15 is neglected (assumed to be equal to 







∆ =   (5.16) 
where F is the Faraday constant and n is the number of electrons participating in 
the CO oxidation reaction (n=2 in this case). The equation for change in molar 
Gibbs free energy of formation ( fg∆ ) for the reaction can be derived from the 
data given by Larmine and Dicks (2003). The values of change in Gibbs energy 
of formation ( fg∆ ) with temperature for CO are given in Table 5.3. 
Table 5.3  Sample values of fg∆  for carbon monoxide oxidation. Reproduced 
from Larmine and Dicks (2003). 








It can be shown that 
( ) 1.4736 0.005 ( )o sE V T K∆ = −   (5.17) 
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Murshed et al., 2007 only considered Ohmic losses in their work. Here, we also 
consider concentration losses. For simplicity, activation losses not considered as 
they involve pressure terms.  Ohmic losses are given by Eq. 5.18. 
( )ohm sr T Iη =  (5.18) 
The cell resistance ( )sr T  is given by the second order Steinhart-Hart equation as 









where or (Ω) is the internal resistance at temperature oT (K) and α  is a constant.  








η = −  (5.20) 
where IL is the limiting current, or is 0.126 Ω and α is 2870 (Murshed et al., 2007). 
The solution methodology for the energy balance in fuel cells is shown in Fig. 5.3.  
  



















Fig. 5.3 Flow chart showing the solution strategy for energy balance of fuel cells. 
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Mass balance:  Allocate current drawn(I) in 
the ratio of moles of H2 & CO in feed gas to 
H2 oxidation and CO oxidation respectively (if 
air is insufficient, current is set to “0” and no 
reactions takes place) 
Energy Input = Energy 
Output? 






Flow rate and 
temperature of CO, CO2, 
H2, H2O, O2, N2, CH4 , Air 
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5.2.3 Gas turbine 
The gas turbine (GT) consists of a compressor, a combustion chamber and a 
turbine. The compressor and the turbine are connected either through a single 
shaft or through two shafts connected through a gear box. The speeds of 
compressor and turbine in a single shaft GT are the same. In a dual shaft GT the 
speeds can be different. Single shaft GTs come in both fixed speed and variable 
speed configurations. The compressor supplies air at high pressure to the 
combustion chamber. The spent gases from the combustion chamber expand in 
a turbine, generating electricity. The equation for the change in temperature 












 − = − 
   
 (5.21a) 
where, γ is the ratio of the specific heat at constant pressure to the specific heat 
at constant volume, 1p and 1T are the pressure and temperature at the inlet to the 
compressor while 2p and 2T are those at the outlet. cη is the isentropic efficiency of 
the compressor. The individual values of γ are given in Table 4 and the γ of a gas 
stream is calculated as the (mole) weighted average of the components in the 
stream. It must be noted that γ is temperature dependent; however we assume 
that γ is constant as is common in literature on gas turbines. The equation for the 
change in temperature across the turbine is given by Eq. 5.21b.  


















where, tη is the isentropic efficiency of the turbine, 3p and 3T are the pressure and 
temperature at the inlet to the turbine while 4p and 4T are those at the outlet.  
Table 5.4  The ratio of specific heat at constant pressure to specific heat constant 











Ideally, the model for minimization of Gibbs free energy should be used to 
represent the combustion chamber of the gas turbine. From Fig. 5.1, it can be 
seen that the superstructure has seven gas turbines. Hence nine optimization 
problems (including combustion and gasification) involving Gibbs free energy 
minimization need to be solved. However, this adds considerable computational 
time. In view of this, it is assumed that if excess air is available in the combustion 
chamber, fuel utilization is 90%. If less air is available, fuel utilization is assumed 
to be in the range of 0-90% depending on the amount of air available. Thus we 
only solve two optimization problems (combustion and gasification) involving 
Gibbs free energy minimization. Knowing the mass balance from the extent of 
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fuel utilization, the temperature of the gases exiting the combustion chamber is 
obtained using bi-section method to check for energy balance.  
 
A compressor/turbine map gives the isentropic efficiency when the pressure ratio 
and the shaft speed are known. For the purpose of this work, we only consider a 
single shaft gas turbine which means that the compressor and the turbine both 
run at the same speed.  
 
The energy required to drive the compressor and the energy generated by the 
turbine (per unit mass) is given by Eq. 5.22. 
2 1
2 1( )p p
c c
s








t s p pW C T C Tη= −  (5.22b) 
where, csη & 
T
sη  are the shaft efficiencies of compressor and turbine respectively 
and ipC is the average specific heat at constant pressure of the gas at the 
corresponding temperature. The average specific heat is the (mole) weighted 
average of components of the gases mixture.   
 
It is common to use compressor charts and look-up tables to calculate the speed 
and efficiency of the compressor when the flow rate and pressure ratio are given. 
However, only the best steady state conditions are required for the design 
problem, it is assumed that the compressor and turbine operate at a pressure 
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ratio of 3 and a compression/expansion efficiency of 0.95 and shaft efficiency of 
0.9. 
 
Gas turbines are sometimes equipped with a regenerator/recuperator (for heat 
recovery). In the current superstructure, the spent gases are not directly sent to 
the atmosphere, but are sent to the next unit. In view of this, we do not consider a 
heat recovery directly at the gas turbine, but consider the same after all the units 
by using a simple model of the heat recovery. That is, we consider that the spent 
gases from the fuel cell stack or gas turbine can be used to extract energy in a 
Heat Recovery unit that comes downstream to the superstructure (Fig. 5.1). It is 
assumed that the range of operation of the Heat Recovery unit is between 673 K 
and 393 K (corresponding to Lower Heating Value). The spent gases are at a 
high temperature and the losses are primarily due to heat exchanger and rotating 
equipment. A heat exchanger efficiency of about 70% was considered by others 
(Gandiglio et al., 2013) and we assume further losses for rotating equipment and 
consider a net efficiency of 65% for Heat Recovery. 
 
In this study, we only consider the best operating conditions of the compressor. 
However, a model to represent the compressor maps may be of use. In view of 
this, we present the same in Appendix IV.  
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5.3 Evolutionary algorithms 
A large variety of evolutionary algorithms exists in the literature including genetic 
algorithm, differential evolution, tabu search, scatter search, ant colony 
optimization, and simulated annealing. The choice of the algorithm depends on 
the characteristics of the problem and there is no ‘single best algorithm’.  
 
Population based evolutionary algorithms (EA) select one or more strings from 
the population and obtain new strings (child strings) by modifying the selected 
strings. These modifications are classified as mutations and crossovers. The new 
strings are compared with the old strings and a selection procedure selects the 
best strings that go to the next generation. In general, all EAs need to be fine-
tuned for a given problem by adjusting its parameters. We select our parameters 
either from a uniform distribution within bounds or as the average of the bounds, 
as we believe that random trials to decide the best parameters are not practical 
for new and large problems. Our multi-objective optimization algorithm draws on 
the knowledge from the literature and modified it in a way that best suits the large 
scale problems we are solving.  
 
5.3.1  Initialization  
We generate two strings, one at each of the bounds (string of zeros and string of 
ones) and calculate the objective for each of them. One string in the initial 
population will be the string with the inferior objective and all other strings will be 
the string with the better objective. Next, a temporary population is created 
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whose size is equal to the number of child strings produced in one generation 
plus the number of strings in the initial population. In the temporary population 
matrix, the top part consists of the initial population and the bottom part is an 
empty/random population which is updated as mutations and crossovers are 
performed. For reproduction, all parents are selected only from the top part of the 
temporary population.  
 
5.3.2 Reproduction 
We describe below the mutations and crossovers that we have used in our 
algorithm. While describing mutations and crossovers, the following 
nomenclature is followed: A string is a set of variables. r1(i) is a random string of 
zeros and ones and  r2(i) is a random string of numbers between zero and one. 
The length of r1 and r2 is equal to the length of the parent string. 
 
5.3.2.1 Mutations 
A multi-non-uniform mutation is performed on a single parent (p) to obtain a 
single child (c).  
If p(i) is not at the upper bound, then 
 c(i)=p(i) +(1–p(i)) ×r1(i) × (1–m)
If p(i) is not at the lower bound, then 
3 
 c(i)=p(i) –p(i) ×r1(i) × (1–m)
where, m=current generation/total generations. If p(i) is not at the bounds, c(i) 
can take either of the above two values with equal probability.  
3 




A non-uniform mutation is similar to the multi-non-uniform mutation, but is 
performed on only one randomly selected variable in a string. A uniform mutation 
is performed on a single parent to obtain a single child. This is performed only on 
a single variable in the parent string. A random variable is selected in a string and 
if it is above 0.5 then it is replaced by a random number which is below 0.5 and 
vice versa to obtain a child string. A boundary mutation is similar to uniform 
mutation expect that the randomly selected variable is pushed to the bounds. If it 
is already at a bound, then it is changed to the other bound.  
 
Four strings (p1, p2, p3 and p4) are selected from the original population and one 
child is formed in differential evolution. The child string is produced as follows: 
 c(i)=p1(i) ×r1(i) + [p2(i)±r2(i) ×{p3(i)–p4(i)}] ×{1–r1(i)} 
 
In the above child, for the part where a ‘±’ is indicated, addition is initially selected 
as a default. Selecting addition does not show any bias towards any particular 
string/direction, because p3 and p4 are randomly selected and their difference is 
either negative or positive. In case a variable goes beyond the bound due to the 
addition operation, that particular value is discarded and subtraction is done. 
Thus all variables in the string will always be within bounds. It is usual to reset 
the values beyond the bounds to be at the bounds and this may produce the 
same string in some cases. However, by replacing addition by subtraction for a 
variable beyond its bounds, we maintain diversity.  





A simple crossover is similar to the crossover described in genetic algorithms. 
Two parents are selected and a random point is chosen to divide the two parents 
into two parts. The first part of first parent and the second part of the second 
parent form the first child, while the first part of the second parent and the second 
part of the first parent form the second child.  
Two strings (p1 and p2) are selected from the original population and two child 
strings are formed in random crossover. The two child strings are produced as 
follows: 
 c1(i)=p1(i) ×r1(i) + p2(i) ×{1–r1(i)} 
 c2(i)=p1(i) × (1–r1(i)) + p2(i) ×r1(i) 
An arithmetic crossover is performed on two parents to obtain two child strings. 
The two child strings are produced as follows: 
 c1(i)=p1(i) ×r2(i) + p2(i) ×{1–r2(i)} 
 c2(i)=p1(i) × (1–r2(i)) + p2(i) ×r2(i) 
Arithmetic crossover can be done on all variables or only on some randomly 
selected variables, while retaining the others from the parent string.  
 
A heuristic crossover is an arithmetic crossover where one parent is selected 
randomly to produce two child strings. The second parent is the upper bound for 
the first child and the lower bound for the second child.  
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5.3.3 Selection procedure 
When a child is produced, the value of its objective function is compared with that 
of its parent’s. For a parent that is in the best 60% of the strings in the initial 
population (top 60% of the top part of the temporary population), if its child’s 
objective is better, then the child replaces the parent and the parent is stored in 
the bottom part of the temporary population, else the parent retains its position 
and the child is placed in the bottom part of the temporary population. If the 
parent is in the worst 40% of the initial population (bottom 40% of the top part of 
the temporary population) then the child always replaces its parent and the 
parent is placed in the bottom part of the temporary population. Hence, a better 
child participates in reproduction for the next mutation/crossover in the current 
generation. In this way, the bottom part of the population is filled when all 
mutations and crossovers are completed.  Since the size of the bottom part of the 
temporary population is equal to the number of child strings produced by all 
mutations and crossover, there will be sufficient room to store all the strings 
without losing any child or parent strings. When all the mutations and crossovers 
are completed, the temporary population will consist of all members in the initial 
population and all the child strings. From this population, the best strings can be 
selected to form the initial population for the next generation.  
 
Our updating procedure is an advanced version of the updating procedure in 
Modified Differential Evolution by Angira and Babu (2006). In their work, they 
discard either the parent or the child string if they are found to be inferior. They 
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mentioned that their updating procedure may sometimes lead to premature 
convergence. This may be because the discarded string may be better than the 
other strings in the population, but this factor is not considered by them. One 
modification to their procedure could be to consider the both the initial population 
of the current generation and the current population for updating the population 
at the end of the generation, so that some of the lost parents could be 
considered. However, if a child (call it ‘child one’) that replaced a parent 
participates in mutations/crossovers and gets replaced by its child, then ‘child 
one’ is permanently lost. A second modification to their procedure could be to 
replace the child with the worst string in the population every time a child is 
produced. However, this procedure also has a drawback of finding the worst 
string each time a mutation/crossover is performed and is hence computationally 
expensive for problems that require a large population.  
 
Our method is an alternative to the second method described above and is 
computationally less expensive because the selection of best strings is done only 
once every generation. The best available strings on hand may not always 
participate in reproduction, but one has to trade-off between computational time 
and choosing the best strings for reproduction. Also, by storing the parent/child in 
the bottom part of the temporary population, no strings are lost. For the problem 
of supply chain redesign which we are considering in this work, our advanced 
updating procedure gave better results than that of Angira and Babu (2006). 
However, the efficiency of our method when compared to their method for other 
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problems needs to be investigated and this is beyond the scope of this work. In 
addition to the above changes, we check if a string is evaluated previously, first 
by checking the temporary population and later by checking the set of strings that 
were evaluated in the past. Thus we reduce redundant evaluations and improve 
computational time.  
One notable difference between our algorithm and other algorithms is the 
population size. It is generally believed that the size of the population should be 
about 5-10 times the number of variables in the string.  
 
5.3.4 Multi-Objective Optimization 
In MOO, two chromosomes are said to be non-dominated if neither is better than 
the other in all the objectives that are considered. Using the criteria of non-
domination, an NDpopulation can be shortlisted from the FINALpopulation. If the 
objective values are plotted on a 2D plot (for a two objective problem) or 3D plot 
(for a three objective problem), the Pareto front (Curve for 2D plot and Surface 
for 3D plot) can be visualized.   
 
In this work we use two objectives: one is the energy generated by fuel cells 
while the other is the energy generated by the gas turbines. The superstructure 
optimization using MOO allows us to obtain designs that are a combination of 
fuel cell topping cycle and fuel cell bottoming cycle. The analysis of the Pareto 
front (Deb 2001) gives us new designs and the decision maker can select a 
design that best suits the requirement. It is obvious that the system with only fuel 
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cells would fall at one end of the spectrum while that with only gas turbines would 
fall at the other end of the spectrum and any new design will have both the fuel 
cells and gas turbines.  
 
For the purpose of this work, the concepts of non-dominated sorting and 
crowding distance (Deb 2001) are calculated as described elsewhere. Further, 
the algorithm was modified to allow random number of crossovers and mutations 
in each generation instead of the usual fixed number of crossovers and mutations. 
Briefly, the set consisting of the initial population and the chromosomes obtained 
through different types of crossovers and mutations (FINALpopulation) is sorted 
based on the concept of non-domination to obtain the new set (NDpopulation). In 
non-dominated sorting a given chromosome is said to be non-dominated if it 
satisfies the criteria for non-domination with respect to all the other chromosomes. 
However, in this work, a chromosome is included in the NDpopulation if it 
dominates only 98% of the chromosomes. The NDpopulation is sorted further 
using the concept of crowding distance. The members of the NDpopulation are 
sorted in descending order using the first objective. The maximum and minimum 
of the first objective are used to generate a scale having n equal intervals 
(between the maximum and the minimum), where n is equal to half the 
population size. All chromosomes from NDpopulation will fall in some interval or 
the other in this scale; from each interval only one chromosome (having the best 
objective in that interval) is selected and placed in the new set (NEWpopulation).  
The same is done using the second objective to get the complete NEWpopulation. 
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If the size of the NEWpopulation is less than the population size, chromosomes 
are randomly taken from the FINALpopulation and added to NEWpopulation.  
 
The superstructure has one combustion unit, one gasification unit, seven fuel cell 
stacks and seven gas turbines (Fig. 5.1). The decision variables in the 
optimization problem and their rangesare: Air supply to combustion unit (0-500 
mol/s; 1 nos.), gasification unit (0-500 mol/s; 1 nos.), fuel cell stacks (0-500mol/s; 
7 nos.) and gas-turbines (0-500mol/s; 7 nos.); water supply to gasification unit 
(5555 mol/s;1 nos.); number of fuel cells in each fuel cell stack (0-200k cells, 7 
nos.); and ratio of gas flow that is split between the fuel cell stack and gas-turbine 
at each junction (0 to 1; 7 nos.). Hence, there are a total of 31 decision variables 
(chromosome length = 31) for the genetic algorithm to optimize. In addition, each 
sub-optimization problem (combustion, gasification and fuel cell stack) has their 
own decision variables. Further, it is assumed that a constant current of 100A is 
drawn from the fuel cell stacks (Murshed et al., 2007). 
 
A population size of twenty times the length of the chromosome is considered in 
the genetic algorithm (population size = 620) and the genetic algorithm is run for 
three days. Each function evaluation takes 1.125 seconds and the algorithm 
spends 98% of the time in function evaluations (including mutations and 
crossovers) and 2% of the time in sorting and moving from one generation to the 
next. Here, each function evaluation refers to the calculation of the energy 
generated by a given network; it includes the optimization of 
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combustion/gasification processes. Hence, a total of about 225k function 
evaluations are performed before the algorithm terminates. The algorithm is run 
twice and the best values are reported. The model and genetic algorithm are 
implemented in Matlab R2009b and the operating system is Windows XP 
Professional. The computer hardware is as follows: HP Compaq 6000 Pro SFF 
PC with Intel Core 2 Duo CPU E8400 @ 3.00 GHz with 3544 MB RAM.  
 
Once the MOO is completed (after 3 days of run time), multiple optimal designs 
are identified via a two-step procedure. The Pareto front (Fig. 5.4, Fig. 5.5, Fig. 
5.6, Fig. 5.7, Fig. 5.8, Fig. 5.9 and Fig. 5.10) from the MOO is analyzed manually 
and the various designs are picked. Although the MOO optimizes the operational 
variables also, each individual design is optimized further (3 hrs) using the single 
objective optimization algorithm to see if any improvements in operating 
conditions can be made. It must be noted here that the single objective 
optimization does not eliminate any designs because the optimization of the 
superstructure is already complete.  




Fig. 5.4 The Pareto plot of the First Set of Solutions when biomass is used 
(constraint on capacity of unit = min 10% of Total Energy). The locations of the 
five different networks are shown by star. Amount of CO at Gibbs equilibrium = 
80% (rest of the CO is combusted) 
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Fig. 5.5 The Pareto plot of the Second Set of Solutions when biomass is used 
(constraint on capacity of unit = min 20% of Total Energy). The locations of the 
four different networks are shown by the star. Amount of CO at Gibbs equilibrium 
= 80% (rest of the CO is combusted) 
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Fig. 5.6 The Pareto plot of the Second Set of Solutions when biomass is used 
(constraint on capacity of unit = min 20% of Total Energy). Amount of CO at 
Gibbs equilibrium = 90% (rest of the CO is combusted) 
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Fig. 5.7 The Pareto plot of the Second Set of Solutions when biomass is used 
(constraint on capacity of unit = min 20% of Total Energy). Amount of CO at 
Gibbs equilibrium = 100% (extreme partial combustion) 
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Fig. 5.8 The Pareto plot when natural gas is the fuel (constraint on capacity of 
unit = min 20% of Total Energy). Amount of CO at Gibbs equilibrium = 80% (rest 
of the CO is combusted) 
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Fig. 5.9 The Pareto plot when natural gas is the fuel (constraint on capacity of 
unit = min 20% of Total Energy). Amount of CO at Gibbs equilibrium = 90% (rest 
of the CO is combusted) 
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Fig. 5.10 The Pareto plot when natural gas is the fuel (constraint on capacity of 
unit = min 20% of Total Energy). The locations of the three different networks are 
shown by star. Amount of CO at Gibbs equilibrium = 100% (extreme partial 
combustion) 
 
5.4 Results and Discussion 
Before we present the results, we first list the important assumptions that are 
made in this work. 
1. Both CO and H2 are used as fuel above a fuel cell stack temperature of 773 
K and only H2
2. The allocation of the total current (
 can be used as fuel below this temperature. 
I ) that is drawn is done based on the 
mole ratio of H2
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 and CO that is present in the feed gas. 
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3. It is assumed that excess air is required for operation of the fuel cell stack. If 
air is insufficient then the fuel cells do not operate. 
4. In the case of gas turbines, if excess air is available in the combustion 
chamber, fuel utilization is assumed to be 90%. If less air is available, fuel 
utilization is assumed to be in the range of 0-90% depending on the amount of air 
available. 
5. Only the best steady state conditions are required for the design problem. 
Hence, it is assumed that the compressor and turbine operate at a pressure ratio 
of 3 and a compression/expansion efficiency of 0.95 and shaft efficiency of 0.9. 
6. It is assumed that the range of operation of the Heat Recovery unit is 
between 673 K and 393 K (corresponding to Lower Heating Value) and that the 
net efficiency of Heat Recovery is 65%. 
 
For the purpose of this work, it is assumed that biomass has a general formula of 
C6H10.8O3.72 which is that of empty fruit bunches. A biomass flow of 1 kg/s (7.03 
mol/s) each to the combustion unit and gasification unit is considered as the 
basis of design for the system under consideration. The combustion gases are 
fed through the gasification unit; hence a maximum of 84.3 mol/s of a mixture CO 
and CO2 will exit the gasification unit. Complete combustion releases 84.3 mols-1 
of CO2 and no CO, while extreme partial combustion releases 84.3 mol/s of CO 
and no CO2. It is not practical to assume that the combustion and gasification 
units operate at Gibbs equilibrium, hence we arbitrarily assume that 20% of the 
CO generated at Gibbs equilibrium gets converted to CO2. From Table 5.2, the 
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energy content of biomass can be derived as 2.367 MJ/mol when biomass 
undergoes total combustion.  Hence, 2 kg/s of biomass will have the ability to 
generate 33.28 MW of energy i.e., the capacity of the system with biomass as the 
fuel is 33.28 MW. The capacity of the biomass based power plant is of order as 
has been recommended by other researchers (Zheng et al., 2013). Here, it may 
be noted that the system achieves economies of scale in the range of 30-50MW. 
The CapEx changes linearly with capacity once a system achieves economies of 
scale. In view of this, neglecting CapEx in our superstructure would not greatly 
skew the results since we are in the range mentioned in the reference.  
 
The network superstructure has fourteen units and the optimization algorithm 
may give results suggesting fourteen units in the plant with several of them 
producing small amounts of energy. Such a solution is not practicable; hence a 
constraint on the size of individual units is necessary. Two different constraints 
are implemented and the results are discussed later. Before we analyze these 
two constraints, we make some observations based on an understanding of 
thermodynamics.  
1. High temperatures are detrimental to the operation of fuel cells both in terms 
of stability of material and fuel utilization. Hence, we limit the operating 
temperature of the fuel cell stacks at 1200ºC. 
2. In the range of 500ºC to 1500ºC, gas-turbines are more efficient at higher 
temperatures. Hence, it may be possible that the gas-turbine network can 
produce about the same amount of energy as the fuel cell only network and 
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the same was observed when biomass is used as fuel. 
3. The fuel utilization in a fuel cell stack is sometimes less than 100% 
(particularly at higher temperatures). In view of this, an after burner/gas-
turbine is required to extract more energy from the fuel cell exhaust gases. It 
follows that the operating temperature of this gas-turbine would be lower than 
that of the fuel cell stack. It was observed that fuel cell topping networks are 
more efficient than gas-turbine topping networks when natural gas is used as 
fuel.  
 
5.4.1 Constraint I  
In the first case, it is assumed that the energy generated by any unit must be at 
least 10% of the total energy produced by the network. This limits the total 
number of units to ten. The Pareto plot (Energy from Fuel Cell stack on x-axis 
and that from gas-turbine on y-axis) generated by using the MOO is shown in Fig. 
5.4. It can be seen from the plot that there are different clusters. Different 
networks are chosen from each of the vertices of the Pareto front (represented by 
star in Fig. 5.4) and the details are presented in Table 5.5. Networks 1 and 5 are 
gas turbine only and fuel cell only networks respectively while the others have 
both fuel cell stacks and gas turbines. It can be seen from the other networks that 
the fuel cells stacks are fairly large in capacity compared to the gas turbines; also 
the number of gas turbines is large compared to that number of fuel cell stacks. It 
is easy to implement several fuel cell stacks in different sizes; however the same 
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is not true for gas turbines. In view of this, this set of networks has little practical 
importance.   
 
Table 5.5 Mass balance and Energy generated by different units for the First Set 
of Solutions. 
Network 1 C G FC_G GT_G FC_GF GT_GF GT_GG FC_GFF GT_GFF GT_GFG GT_GGG 
CO-in (mole)   33.7   67.5     34.6       3.5 
CO-out 
(mole) 33.7 67.5   34.6     3.5       0.4 
CO2-in 
(mole)   8.4   16.9     49.7       80.9 
CO2-out 
(mole) 8.4 16.9   49.7     80.9       84.0 
Exit T (K) 995 1022   1465     1473       915 
Energy (MW)       3.91     4.95       3.60 
Network 2           
  
CO-in (mole)   33.7 67.5   25.6 16.0     1.3 1.6   
CO-out 
(mole) 33.7 67.5 41.6   1.3 1.6     0.1 0.2   
CO2-in 
(mole)   8.4 16.9   26.3 16.4     50.6 30.8   
CO2-out 
(mole) 8.4 16.9 42.8   50.6 30.8     51.8 32.3   
Exit T (K) 1124 971 954   1000 1448     724 919   
Energy (MW)     4.37   3.98 1.56     1.35 1.38   
Network 3             CO-in (mole)   33.7 17.1 33.3   8.3 16.9     1.1 1.7 
CO-out 
(mole) 33.7 67.5 8.3 16.9   1.1 1.7     0.1 0.2 
CO2-in 
(mole)   8.4 4.3 8.3   34.5 24.7     41.6 39.9 
CO2-out 
(mole) 8.4 16.9 34.5 24.7   41.6 39.9     42.6 41.4 
Exit T (K) 995 1022 1040 1471   1097 1463     715 942 
Energy (MW)     4.13 1.94   1.41 2.44     1.33 1.74 
Network 4             CO-in (mole)   33.7 67.5   42.2     7.5 8.5     
CO-out 
(mole) 33.7 67.5 42.2   16.1     0.0 0.8     
CO2-in 
(mole)   8.4 16.9   42.1     31.8 36.0     
CO2-out 
(mole) 8.4 16.9 42.1   67.8     41.5 41.5     
Exit T (K) 1008 1028 915   959     1013 833     
Energy (MJ)     4.36   4.36     1.29 1.56     
Network 5             CO-in (mole)   33.7 67.5   46.7     24.7       
CO-out 
(mole) 33.7 67.5 46.7  24.7     1.7       
CO2-in 
(mole)   8.4 16.9  37.6     59.6       
CO2-out 
(mole) 8.4 16.9 37.6  59.6     82.6       
Exit T (K) 995 1022 934  934     966       Energy (MJ)     3.54   3.15     3.85       
 
5.4.2 Constraint II  
Here, it is assumed that the energy generated by any unit must be at least 20% 
of the total energy produced by the network. This limits the total number of units 
to five. The Pareto plot (Energy from Fuel Cell stack on x-axis and that from gas-
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turbine on y-axis) generated by using the MOO is shown in Fig. 5.5. It can be 
seen from the plot that there are different clusters. Different networks are chosen 
from each of the vertices of the Pareto front (represented by star in Fig. 5.5) and 
the details are presented in Table 5.6. Networks 6 and 9 are gas turbine only and 
fuel cell only networks respectively while the others have both fuel cell stacks and 
gas turbines. It can be seen that the networks have only three units making them 
good candidates if an actual system is built. Further, it can be seen that Networks 
1 and 6 are similar (gas turbine only networks) and Networks 5 and 9 are similar 
(fuel cell only networks) in terms of the amount of energy generated by each unit. 
The total amount of energy generated by each network is given in Table 5.8.  
  
 Table 5.6 Mass balance and Energy generated by different units for the Second Set of Solutions. 
Network 6 C G FC_G GT_G FC_GF GT_GF GT_GG FC_GFF GT_GFF GT_GFG GT_GGG 
CO-in (mole)   33.7   66.1     35.6       3.6 
CO-out (mole) 33.7 66.1   35.6     3.6       35.6 
CO2-in (mole)   6.7   13.2     43.8       75.8 
CO2-out (mole) 6.7 13.2   43.8     75.8       79.0 
Exit T (K) 1035 1103   1470     1463       908 
Energy (MW)       3.91     5.06       3.64 
Network 7           
  
CO-in (mole)   33.7 66.1     41.9       10.5   
CO-out (mole) 33.7 66.1 41.9     10.5       1.1   
CO2-in (mole)   6.7 13.2     37.4       68.8   
CO2-out (mole) 6.7 13.2 37.4     68.8       78.3   
Exit T (K) 1022 1117 1089     1473       1012   
Energy (MW)     3.73     3.85       3.89   
Network 8             CO-in (mole)   33.7 66.1   40.2       14.3     
CO-out (mole) 33.7 66.1 40.2   14.3       1.4     
CO2-in (mole)   6.7 13.2   39.1       65.0     
CO2-out (mole) 6.7 13.2 39.1   65.0       77.9     
Exit T (K) 1184 1059 903   976       811     
Energy (MW)     4.51   4.31       2.99     
Network 9             CO-in (mole)   33.7 66.1   45.4     23.0       
CO-out (mole) 33.7 66.1 45.4   23.0     13.4       
CO2-in (mole)   6.7 13.2   33.9     56.3       
CO2-out (mole) 6.7 13.2 33.9   56.3     79.3       
Exit T (K) 1119 1080 990   900     948       
Energy (MW)   3.41  3.91   3.89     
 
 
 From both the set of solutions, it is clear that different networks can generate 
about the same amount of energy. At the onset of this work, we set out to find the 
optimal type of network (fuel cell topping/bottoming). From Tables 5 & 6, it can be 
seen that fuel cell topping cycles are predominant. The only different network is 
Networks 3 where both fuel cell stack and gas turbine are at the same level 
(neither fuel cell topping nor fuel cell bottoming); however this network has no 
practical significance because the number of gas turbines is large and the 
capacity of each gas turbine is small in comparison to fuel cell stacks.  In view of 
this, we conclude that any one of fuel cell only network, gas turbine only network 
or a fuel cell topping network can be chosen based on the practical 
considerations and local needs.  
 
5.4.3 Effect of Partial Combustion of CO  
In the earlier examples, we assumed that 20% of the generated CO at Gibbs 
equilibrium gets converted to CO2. This resulted in networks where the gas 
turbine only network generates more energy than the fuel cell only network. In 
view of this the effect of amount of CO that is converted into CO2 on the energy 
generation is studied. Briefly, two networks where the amount of CO that is 
converted to CO2 is 10% and 0% are analyzed and the results are shown in Fig. 
5.6 & Fig. 5.7. It can be seen that as the amount of CO that is converted to CO2 
in the combustion/gasification units is reduced, the amount of energy generated 
by the fuel cell only networks increases. However, even when the system is 
operated without any deviation from Gibbs equilibrium the amount of energy 
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generated by fuel cells only network is less than that generated by the gas 
turbine only network. In view of this, it is important to analyze the effect of co-
firing of biomass with other fuels so as to exploit the full potential of fuel cells.  
 
5.4.4 Use of Natural Gas as Fuel  
Since it was observed that fuel cell only design, gas turbine only design and fuel 
cell topping design can all generate about the same amount of energy when 
biomass is used as fuel, we study the effect of using natural gas as fuel. Briefly, 
three cases where the amount of CO that is converted to CO2 is 0%, 10% and 20% 
are analyzed using the optimization procedure described earlier. To have a basis 
for comparison, we consider that the total flow of natural gas to the combustion 
unit and the gasification unit is 84.36 mol/s (same number of moles of carbon as 
that when biomass is used) and the results from the optimization of the three 
cases are shown in (Fig. 5.8, Fig. 5.9 and Fig. 5.10). From Table 5.2, the energy 
content of natural gas can be derived as 0.8 MJ/mol at total combustion.  Hence, 
84.36 kg/s of biomass will have the ability to generate 67.68 MW of energy i.e., 
the capacity of the system with natural gas as the fuel is 33.28 MW. It can be 
seen from Fig. 5.8 & Fig. 5.9 that the amount of energy generated by the fuel cell 
only networks is lower than the energy generated by the gas turbine only network 
when 10% or 20% of the CO is converted to CO2. However, when the entire CO 
is maintained at Gibbs equilibrium, the fuel cell networks generated more than 
double the energy generated by the gas turbine only networks.  
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Three different networks (Networks A to C) from the optimization of the 
superstructure when natural gas is used as the fuel (and the 
combustion/gasification units are maintained at Gibbs equilibrium) are shown in 
Table 5.7. The total amount of energy generated by each network is given in 
Table 5.8. It can be seen clearly that the fuel cell only network generates more 
energy than the other networks and that the next highest energy is generated by 
the fuel cell topping network. From Table 5.8 & Table 5.9, it can be seen that 
maintaining the combustion/gasification units at Gibbs equilibrium and using 
natural gas as fuel helps generate energy at a higher energy (above 50% ) when 
compared to using biomass.  
 
  
 Table 5.7 Mass balance and Energy generated by different units when Natural gas is used as fuel. 
Network A C G FC_G GT_G FC_GF FC_GG GT_GF GT_GG FC_GFF FC_GFG FC_GGF FC_GGG GT_GFF GT_GFG GT_GGF GT_GGG 
CO-in (mole)   84.3 84.3     57.7           27.0         
CO-out 
(mole) 84.3 84.3 57.7     27.0           0.0         
CO2-in 
(mole)   0.0 0.0     26.7           57.3         
CO2-out 
(mole) 0.0 0.0 26.7     57.3           84.3         
Exit T (K) 873 873 783     785           903         
Energy (MW)     13.23     15.18           12.84         
Network B              
 
   
CO-in (mole)   84.3 84.3     57.1             26.4       
CO-out 
(mole) 84.3 84.3 57.1     26.4             2.6       
CO2-in 
(mole)   0.0 0.0     27.2             57.9       
CO2-out 
(mole) 0.0 0.0 27.2     57.9             81.7       
Exit T (K) 908 883 879     973             1454       
Energy (MW)     12.81     13.91             6.7       
Network C                  
CO-in (mole)   84.3   84.3       68.3     59.1           
CO-out 
(mole) 84.3 84.3   68.3       59.1     21.2           
CO2-in 
(mole)   0.0   0.0       15.4     22.9           
CO2-out 
(mole) 0.0 0.0   15.4       22.9     60.5           
Exit T (K) 873 873   1364       1352     1440           






 Table 5.8  Energy generated by different units in each of the nine networks. The 
total energy content of the biomass used for energy generation is 33.28 MW.  
  Fuel Cells (MW) Gas Turbines (MW) Heat Recovery (MW) Parasitic Losses (MW) Total Energy (MW) Efficiency 
Network 1 0 12.49 1.49 1.17 12.81 38.49% 
Network 2 4.13 8.86 1.49 1.47 13.01 39.09% 
Network 3 8.35 4.28 1.49 1.74 12.38 37.20% 
Network 4 10.01 1.56 1.48 2.25 10.79 32.42% 
Network 5 11.56 0 1.49 1.86 10.78 32.39% 
Network 6 0 12.54 1.54 1.51 12.57 37.76% 
Network 7 3.91 7.70 1.49 1.39 11.71 35.18% 
Network 8 8.82 2.99 1.43 2.08 11.17 33.56% 
Network 9 11.21 0 1.44 1.96 10.69 32.13% 
 
Table 5.9  Energy generated by different units when natural gas is used as fuel. 




(MW) Gas Turbines (MW) Heat Recovery (MW) Parasitic Losses (MW) Total Energy (MW) Efficiency 
Network 
A 41.25 0 2.2 5.08 38.37 56.85% 
Network 
B 26.72 6.7 2.4 4.33 31.49 46.66% 
Network 
C 13.34 9.35 1.99 4.37 20.31 30.09% 
 
Hence, we conclude that natural gas is the preferred fuel over biomass when fuel 
cells are used and that it is of utmost importance to maintain the process at 
Gibbs equilibrium for maximum energy production. If maintaining the combustion 
and gasification units at Gibbs equilibrium is operationally difficult, then gas 
turbines should be preferred over fuel cells. It may be noted here that Skorek-
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Osikowska et al., 2014 have also observed that natural gas based IGFCs have 
higher efficiency compared to biomass based IGFCs. 
 
5.4.5 Comparison with Literature  
It is common to set up a simulation program and study the effect of each variable 
on the performance of a system. Such a rigorous study based on enumeration 
would work well when the number of variables is small. As the number of 
variables increases, the efficacy of the system largely depends on the choices 
that the designer makes on what values the variables take. For linear systems, 
this would give meaningful results, however when the degree of nonlinearity 
increases, enumeration would not give an optimal result. In view of this an 
optimization algorithm would be required where the simulation model can be 
used in the optimization algorithm (Simulation-Optimization – Sim-Opt) to obtain 
the best values for the variables that are being optimized. The study by Ahmadi 
et al., 2011 is amongst the few such studies where an MOO was used to 
optimize a combined cycle. In contrast we use an MOO for an IGFC system. 
Further, we propose a superstructure that considers fuel cell bottoming cycle, fuel 
cell topping cycle and combinations of the two and solve the superstructure in a 
Sim-Opt environment that allows us to obtain multiple optimal networks in a 
single optimization run. This allows elimination of sub-optimal networks by the 
algorithm and not based on human judgement. For example, we have observed 
that that it is better to run the combustion/gasification processes at extreme 
partial combustion for increased efficiency rather than to use water-gas shift 
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reaction for increasing hydrogen production. We know that the water-gas shift 
reaction is an endothermic reaction (Choi and Stenger, 2003) and it has been 
proposed (Doherty et al., 2010) as a means to increase the hydrogen content of 
the Syngas that is produced from biomass/natural gas. However, our optimization 
algorithm eliminated this while performing superstructure optimization.  
 
In their study, Bang-Møller et al., 2011 considered a reference plant that 
produces about 18% of the total energy from gas turbine, while the gas turbine in 
the optimized system produces about 22% of the total energy. This observation is 
qualitatively similar to our observations that the capacity (or contribution) of the 
gas turbines in IGFC can be increased to achieve higher efficiency. Further, the 
turbine inlet temperature (TIT) of their system was up to 950ºC (1223 K) while we 
have observed a TIT of up to 1200ºC (1473 K) in our study. Other researchers 
(Gandiglio et al., 2013) studied two systems, the first being an atmospheric 
system that has an SOFC with HRGS and second a high pressure system that 
has a gas turbine in addition to SOFC and HRGS. They have demonstrated that 
the high pressure system (with gas turbine) has a higher electrical efficiency at 
71.9% compared to only 64.6% for the atmospheric pressure system (no gas 
turbine). It should be mentioned here that the TIT from this study is 1019ºC (1292 
K) which is lower than we observed. Further, the results of this study are in 
qualitative agreement with our observations that a gas turbine would be 
necessary when biomass is used as fuel. 
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In a recent study by Rokni (2014a) a system comprising an SOFC and Stirling 
engine is analyzed and the TIT in their study (1268ºC or 1541 K) is closer to what 
we have observed. This may be because we have set constraints in our 
optimization problem to limit the TIT to 1473 K to avoid material fatigue. Rokni 
(2014a) has mentioned that Stirling engines hold great promise for use in IGFCs 
and this can be attributed to the higher TIT compared to other systems. Although 
we have analyzed gas turbines and not Stirling engine, the observation of a 
higher TIT for better design of an IGFC is similar in both Rokni (2014a) and our 
study.  In addition, Rokni (2014b) has also studied thermo-economic analysis 
along with thermodynamic analysis of IGFC with Stirling engine. However, such 
as study is beyond the scope of this work because of the complexities that 
CapEx would bring to the superstructure optimization.  
 
Further, the size of the gas turbine in these studies is usually smaller than the 
fuel cells because the gas turbine is in the bottoming cycle. The fuel utilization in 
the fuel cells is varied manually and the influence of the same on the efficiency of 
the system is analyzed.  On the contrary, we have considered fuel cell bottoming 
networks also in our superstructure and this allows us to analyze systems with 
larger gas turbines. Further, having all the variables in the MOO allows us to 
simultaneously size the fuel cells and gas turbines and also optimise the 
operating conditions.  
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In our study, we have observed that the contribution of the gas turbine can be 
over and above 50% of the total energy generated (Network 6 & 7) when 
biomass is used as fuel. In view of this, it would be worthwhile to perform detailed 
analysis on such a plant to confirm the validity of the observed results. However, 
this would constitute a study on its own and is beyond the scope of this work. 
This can be attributed to two factors. First, gas turbines recover energy by 
expansion and hence, the temperature of the spent gases is lower than that from 
the fuel cells, thereby allowing greater energy production. Second, the efficiency 
of the HRGS system is only 65% and there is more energy destruction in heat 
recovery from spent gases coming out of the fuel cells stream due to its higher 
temperature than that coming out of the gas turbines.  
 
From the results of this study, the immediate question that arises is the 
practicality of the various biomass based IGFCs that are being planned around 
the world. Hence, it must be emphasized that the results of this study highlight 
the thermodynamic upper limit and that the actual plant which is sub-optimal may 
still be planned. The efficiency of the power plant also depends on the ancillary 
equipments that are present. If natural gas based IGFC is planned, then no 
comparison with detailed design of IGCC may be required. However, if a biomass 
based IGFC is being planned, a comparison with the detailed design of the IGCC 
is required to see the real benefits of using fuel cells.  
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5.5 Dynamic Response 
In this work, we have optimized the design at steady state. However, it would be 
worthwhile to optimise the superstructure while considering dynamic response. 
Hence, we propose a new super-structure and optimize the same for the dynamic 
response and present the preliminary results in Appendix V.  
 
5.6 Conclusions 
In this work, MOO was used to obtain multiple optimal designs for the generation 
of energy from an integrated gasification fuel cell/gas turbine cycle. It was 
observed that fuel cell only design, gas turbine only design and fuel cell topping 
design can all generate about the same amount of energy when biomass is used 
as fuel. However, when natural gas is used as fuel and the 
combustion/gasification units are maintained at Gibbs equilibrium, fuel cell only 
network generates considerable higher energy than other networks. Hence, we 
conclude that natural gas is the preferred fuel over biomass when fuel cells are 
used and that it is of utmost importance to maintain the process at Gibbs 
equilibrium for maximum energy production. If maintaining the combustion and 
gasification units at Gibbs equilibrium is operationally difficult, then gas turbines 
should be preferred over fuel cells. In view of the large number of networks 
represented on the Pareto front, the current analysis is limited to manually 
selecting a few networks and presenting the best result. However, it would be 
worthwhile to develop algorithms that can sieve different networks and check if 
there are other networks that are of importance.  
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Chapter 6 Conclusions and Recommendations 
In this work, we have identified research areas that need further exploration and 
analysis. For each of the areas that are identified, we present the current state of 
the art, the contributions of this work and its conclusions, and recommendations 
for future work are presented. The key observations from the literature review 
and the conclusions and recommendations of this work can be classified into 
three sections: 
1. Energy from microalgae as a model energy crop: 
Current state of the art: 
• A complete system involving the support infrastructure required to produce 
energy from microalgae is not considered in literature. 
• Published literature on the CO2
Conclusions of this work: 
 emissions from the system under 
consideration also did not consider the support infrastructure.  
• It is more efficient to generate electricity from microalgae than to produce 
biodiesel (Table 3.5).  
• In order to produce electricity from microalgae biomass, it is better if the 
efficiency of the IGCC/IGFC is above 50% (Table 3.6). 
• Energy from microalgae is not truly carbon neutral because there are 
emissions from the production of nutrients (Table 3.7). 




• We suggest the development of a sea based membrane system where 
microalgae can be grown without pumping water and supplying nutrients.  
• Polymer flocculants should be developed so that the energy can be 
recovered in combustion/gasification process.  
• Since nutrients are required to grow microalgae and filtration requires 
energy, it may be worthwhile to consider macroalgae from sea as these do 
not require any nutrients and filtration costs can be reduced partially. 
 
2. Power generation networks: 
Current state of the art: 
• It is assumed that a microgrid operates on its own and is generally not 
connected to the national grid. Further, no detailed models exist for 
scheduling in microgrids. 
• Constraints that are available in literature for maintaining diversity in power 
generation network are nonlinear and hence difficult to implement. 
Conclusions of this work: 
• The effectiveness of the diversity constraint in maintaining diversity in 
electricity generation as well as in providing solutions that are easier to 
implement was shown through an academic example (Fig. 4.2).   
• It is possible to operate the microgrid without compromising profit while 
maintaining some diversity. Profit falls only when a high degree of diversity 
is required (Section 4.4).  
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• We believe that this linear diversity constraint can be applied to several 
other problems beyond scheduling in microgrids and this will form part of 
our future work.  
• If there is a high degree of diversity, the schedule will be easy to 
implement (Fig. 4.5 and Fig. 4.6).  
Recommendations: 
• Further analysis is required to see if the loss due to maintaining diversity 
can be offset by any gains that may arise due to ease of implementation of 
the schedule. In other words, dynamic performance of the units may be 
improved when there are fewer changes to the schedule.   
 
3. Optimal design of integrated biomass gasification fuel cell system: 
Current state of the art: 
• It is assumed that a fuel of known composition is readily available. 
• Use of Gibbs equilibrium to calculate the product composition of the 
biomass gasification process, when in reality the gasification unit may 
never reach equilibrium. 
• Studying a given design for its efficiency and controllability. 
• Use of gasification models based on data from TGA. 
• US DOE target of 60% efficiency for power plants has not been reached.  
Conclusions of this work: 
• The efficiency of the IGFC system is dependent on the HRSG (heat 
recovery steam generator) system that uses the waste heat from the fuel 
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cell exhaust (Section 5.4).  
• It was observed that fuel cell only design, gas turbine only design and fuel 
cell topping design can all generate about the same amount of energy 
when biomass is used as fuel (Section 5.4.1 and Section 5.4.2).  
• It is more efficient to use natural gas than biomass as fuel in IGFC 
(Section 5.4.4). 
• It is of utmost importance to maintain the process at Gibbs equilibrium for 
maximum energy production. If maintaining the combustion and 
gasification units at Gibbs equilibrium is operationally difficult, then gas 
turbines should be preferred over fuel cells (Section 5.4.4).  
Recommendations: 
• Since the efficiency of the HRSG system decides the overall efficiency of 
the IGFC, it may be worthwhile to develop low temperature methane 
(natural gas) based fuel cells that operate at sub 450°C temperature range 
making the dependence on HRSG systems less important.  
• In view of the large number of networks represented on the Pareto front, 
the current analysis is limited to manually selecting a few networks and 
presenting the best result. However, it would be worthwhile to develop 
algorithms that can sieve different networks and automatically select 
networks that are different from each other.   
• We have only performed preliminary analysis on the analysis of dynamic 
response while considering the superstructure. It would be worthwhile to 
perform a detailed analysis on the same.   
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• In this work, we have assumed thath natural gas is available as pure 
methane and cost of purification of natural gas is not considered. It would 
be worthwhile to include an energy penalty on the purification of natural 
gas when fuel cells are used.  
 
 
Fig. 6.1 The proposed superstructure of the power generation network where 
Syngas from natural gas is used in fuel cells (IGFC) and biomass is combusted 
(IGCC) to generate electricity. 
 
In view of these results, we propose a new superstructure for the power 
generation network. The superstructure analysed earlier considered the use of 
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Syngas from biomass in fuel cells while natural gas is combusted for the 
production of electricity. In this new superstructure (Fig. 6.1), we propose that 
Syngas should be produced from natural gas for use in fuel cells and biomass 
should be combusted for the production of electricity. Further, if microalgae are 
used as the choice of biomass, then the efficiency of the IGCC must be above 
50%, preferably 60% or more, else the energy spent on producing microalgae 
would be more than that produced by the IGCC. However, if biomass derived 
from waste is used, there are no limits on the efficiency of IGCC.  
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Additional Constraints for Scheduling in Power Generation Networks  
Eq. A1a-c are written for the throughput of hydrogen in a fuel cell. The throughput 
can only be in one range and this is given by Eq. 4.10. 
(1 )t r t t rtconsumedH thruputH capH capH xH≥ − −  (A1a) 






≤ ∑  (A1c) 
The energy generated by the use of hydrogen is given by Eq. A1e-g. 
(1 )t r t R t rtEfromH effH consumedH effH capH xH≥ − −  (A1e) 
(1 )t r t R t rtEfromH effH consumedH effH capH xH≤ + −  (A1f) 
t R t tEfromH effH capH zH≤  (A1g)  
Equations for the limits on operation of the combustion unit are given in A2. 
1t t txxC yC yC −≥ −  (A2a)  
't tyC xxC≥                           't t t durationC< < +  (A2b) 
Equations for storage of hydrogen, and limits on the production and consumption 
of hydrogen are given in A3. 
t tEfromH LimitF≤   (A3a) 
t tEforH LimitH≤  (A3b) 
1t t t t tHstore Hstore producedH consumedH Hsale−= + − −  (A3c) 
t tHsale Hdem≤  (A3d) 
tHstore capHStore≤  (A3e) 
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Equations for the throughput of hydrogen in electrolysis unit are given in A4a-c. 
The throughput can only be in one range and this is given by A4d . 
(1 )Lt t t tproducedH thruputHE capE capE yH≥ − −  (A4a) 
t t tproducedH capE yH≤  (A4b) 
The energy used for the production of hydrogen is given by the equations A1e-g. 
t tEforH producedH effHE=  (A4e) 
Equations for the limits on the sale of electricity to national grid are given in A5. 
U
t t tEsoldN sale xSa≤  (A5a) 
L
t t tEsoldN sale xSa≥  (A5b) 
1t t tySa xSa xSa −≥ −  (A5c)  
't tySa xSa≤                     't t t saleT< < +  (A5d) 




Development of an Empirical Model for Biomass Gasification  
Table 2.3 shows that various values have been proposed for the activation 
energy and the pre-exponential factor for the reactions occurring in biomass 
gasification. This poses a challenge in selecting the appropriate parameters 
when simulating the process of biomass gasification. In other words, the 
estimated parameters based on first principles/mechanism of biomass 
devolatilization/tar cracking vary widely. This is probably due to the non-uniform 
temperature across various points inside the gasifier and the unique design of 
each of the experiments. In view of this, an empirical model that is based only on 







Fig. A2. 1 Biomass gasification at a given temperature (Scheme 1 – Biomass 
takes two routes). 
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In this work, we propose a multi-compartment model for biomass gasification. It is 
assumed that de-volatilization occurs in Type A compartment and char cracking 
and gas phase reactions occur in Type B compartments. Two schemes are 
considered and the schematic of the process of biomass gasification (Scheme – I) 
is shown in Fig. A2. 1.  
 
Assumptions in the multi-compartment model: 
1. In a given compartment, the reactants participate only once in a reaction and 
the products do not react further.  
2. The evolution of each component in the biomass de-volatilization process 
(Type A compartment) follows a normal distribution in temperature. Consider that 
only two gases that are released in the process of gasification. If the 
compartment is at a given temperature, the amounts of the two gases are 
released are in the ratio of the normal distribution of the two gases. The balance 
of the biomass does not participate in the gasification and moves to the next 
compartment.  
3. Char cracking and gas phase reactions follow Arrhenius rate law.  
4. When a reactant participates in multiple reactions, allocation to each reaction 
is done equally and any balance does not participate in reaction. For example, 
consider the reaction hydrogen oxidation to form water. Assume that hydrogen 
and oxygen participate in three and four reactions respectively in a given 
compartment. If the amount of hydrogen and oxygen entering this compartment 
is six moles and eight moles respectively, then the allocation for each reaction 
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where hydrogen is a reactant would be two moles of hydrogen and the allocation 
for each reaction where oxygen is a reactant would be two moles of oxygen.   
However, in the hydrogen oxidation reaction, hydrogen and oxygen would react 
in the ratio 2:1 and hence only one mole of oxygen would participate in this 
reaction. The excess one mole of oxygen would not participate in any reaction.  
5. The amount of gases that exit the system from a given compartment follows 
a normal distribution and the balance goes to the next compartment.  
 
The various parameters such as the pre-exponential term and activation energy 
for the various reactions and the parameters for the various normal distributions 
are obtained by minimizing the error between experimental and model predicted 
value. Twenty five data points for each of CO, CO2, H2 and CH4
 
 from Baggio et 
al. 2009 are used for this purpose. An evolutionary algorithm proposed by 
Naraharisetti et. al., 2009 was used for minimization of the error between model 
predicted value and experimental data.  
Analysis of the parameters has shown that in Scheme 1, all of the biomass takes 
only one of the two routes. This may be due to the limitation of the evolutionary 
algorithm used for minimization of error. Hence, another scheme (Scheme 2, 
Figure 5) is proposed where biomass takes only one route. In Scheme 2, the 
number of Type B compartments is increased from two to four. The number of 
parameters that were estimated in Scheme 2 was 138. It was observed that 
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Scheme 2 gave a better fit to the available data. The results from Scheme 2 are 





Fig. A2. 2 Biomass gasification at a given temperature (Scheme 2 – Biomass 
takes only one route). 
 
Fig. A2. 3 Comparison of experimental and simulated values for the evolution of 
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Fig. A2. 4 Comparison of experimental and simulated values for the evolution of 
H2 and CH4
 
 with time. 
It can be seen from Fig. A2. 3 & Fig. A2. 4 that the profile of H2 and CO are 
simulated with reasonable accuracy. However, the same cannot be said about 
CH4 and CO2 Table 
2.2
. This can be explained by considering the list of reactions (
) considered in this work and the amount of reactants. Baggio et al., 2009 
considered a total of 300 g of biomass and they did not mention the amount of 
residual oxygen in the reactor or the moisture content of the biomass. For the 
results generated here, we assumed that the moisture content is 10% and that 
oxygen is negligible. From the various reactions listed in Table 2.2, we can see  
that under oxygen limited conditions, the process tends to move mainly towards 
the production of syngas. Since, we have not considered oxygen, only those 
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influences the amount of CO2 produced, we see less of it produced in our 
simulation.  Further, in Type B compartment, CH4 participates in three reactions 
(after accounting for oxygen limited conditions) and is generated only by one 
reaction. This together with the allocation assumed this work, creates an inherent 
bias towards low production of CH4. Hence, both CO2 and CH4
 
 are simulated in 
lower quantities when compared to the data from the experiments.  
In view of the above results, we use the estimated parameters for simulating the 
process of syngas production. Since biomass gasification is an endothermic 
process, an external energy source is required for sustaining the gasifier. A 
combustion unit can be simulated by complete combustion of syngas and the 
energy from combustion can be used to meet the energy demand from the 
gasifier. However, we first simulate the product profiles from the gasification unit 
under varying gasification temperatures. In these simulations, the gasification unit 
is operated in batch mode and the amount of initial biomass and water added are 
1000 g and 250 g respectively. 




Fig. A2. 5 Simulation of gasifier at a temperature of 500°C. 
 
Fig. A2. 6 Simulation of gasifier at a temperature of 600°C. 





















































































































Fig. A2. 7 Simulation of gasifier at a temperature of 700°C. 
 
Fig. A2. 8. Simulation of gasifier when temperature is increased to 600°C and 
temperature is made to oscillate with an amplitude of 200°C. 























































































































Fig. A2. 9. Simulation of gasifier when temperature is increased to 800°C and 
temperature is made to oscillate with an amplitude of 200°C.  
 
It can be seen from Fig. A2. 5, Fig. A2. 6, Fig. A2. 7, Fig. A2. 8 & Fig. A2. 9 that 
the model is able to simulate the gas evolution only in the region between 600°C-
800°C. This is expected because most of the data used for estimating the 
parameters are in this region. Due to the availability of limited data, it is difficult to 
show the effectiveness of this model over an extended temperature range. 
Furthermore, the experimental data that is used comes from a batch process and 
the simulation results are also valid for a batch process. In the batch experiment, 
the evolved gases are carried away by the use of a carrier gas (nitrogen). Hence, 
all the gases that evolve during the gasification process are immediately sent to 
the downstream gas analyzer. However, in the continuous gasification unit, the 
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evolved gases will have a considerable residence time in the space above the 
biomass.  
The developed model is of academic importance and there is scope for studying 
it further when large amounts of data are available. However, availability of data 
is limited and the reliability of the developed model and its effectiveness when 
used for optimization of the IGFC is questionable. In view of this, we implement a 
Gibbs equilibrium reactor model since it is widely used and accepted by the 
research and professional community. 
 
Gibbs Reactor Calculations 
To understand the process of biomass gasification, the equilibrium 
concentrations can be studied. Although equilibrium conditions are not attained in 
the gasification unit, studying it under Gibbs equilibrium gives some insights into 
the profile of the product gases.  For the purpose of our analysis, we consider a 
small reactor with a throughput of about 4 kg/day that is operated at atmospheric 
pressure.  Since biomass cannot be modelled in Aspen Plus, we consider it as a 
combination of cellulose (C6H10O5) and Ethylidene diacetate (C6H10O4) in the 
ratio 3:1 such that the average molecular weight is C6H10O4.75. Further, we 
consider that the inlet flow rates are as follows: H2O – 5 mol/hr; C6H10O5 – 0.75 
mol/hr; C6H10O4
Fig. A2. 10
 – 0.25 mol/hr. At these inlet flow rates, the equilibrium 
concentrations are calculated under varying temperature and oxygen flow rates. 
The results are plotted in , Fig. A2. 11, Fig. A2. 12 and Fig. A2. 13.  
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Fig. A2. 12. Gibbs equilibrium at an oxygen flow rate of 5 mol/hr. 
 
 
Fig. A2. 13. Gibbs equilibrium at an oxygen flow rate of 10 mol/hr. All 
components other than CO2
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It can be seen that at a given oxygen flow rate, the concentration of methane and 
carbon dioxide in the product stream falls and the concentration of hydrogen and 
carbon monoxide increases as the temperature increases. Further, as oxygen 
flow rate increases, the amount of carbon dioxide increases while the amount of 
methane, carbon monoxide and hydrogen falls. We can see that for a gasification 
unit to operate efficiently (produce more Syngas) it must be operated at high 
temperature under low oxygen.  
 
Although the Gibbs reactor calculations give an insight into the equilibrium 
concentration of the gases, it must be noted that the gasification units do not 
always reach equilibrium conditions. Hence it is necessary to develop a 
mathematical model that can predict the product composition at non-equilibrium 
conditions.  
To compare our results with that obtained from Aspen, we considered the same 
conditions: H2O – 5 mol/hr; Biomass – 1 mol/hr (C6H10.8O3.72
Fig. A2. 14
). At these inlet flow 
rates, we calculated the equilibrium concentrations under varying temperature 
and oxygen flow rates. The results are plotted in  through Fig. A2. 17. 
According to our calculations, it was observed that methane is close to zero in 
the product gases.  




Fig. A2. 14 Product flow rates when Gibbs free energy is minimized – at an 
oxygen flow rate of 1 mol/hr. CO2
 
 is close to zero. 
Fig. A2. 15 Product flow rates when Gibbs free energy is minimized – at an 
oxygen flow rate of 2 mol/hr. CO2
 


























































Fig. A2. 16 Product flow rates when Gibbs free energy is minimized – at an 
oxygen flow rate of 5 mol/hr. H2
 
 is close to zero. 
Fig. A2. 17 Product flow rates when Gibbs free energy is minimized – at an 
oxygen flow rate of 10 mol/hr. Only CO2
 
 is produced.  
It can be seen that there is a considerable difference between the values given 
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Chapter 5. However, it can be seen that the amount of hydrogen and CO2
Table A2. 1
 
increase under oxygen limited condition and excess oxygen condition 
respectively, as normally expected. Next, we simulated the process of 
combustion and gasification using the Gibbs free energy minimization approach. 
The results of the simulation are shown in . 












1 10 0 -1.8900 
1 50 0 -2.5913 
1 0 10 2.1420 
1 0 50 1.5600 
 
It can be seen that during the gasification process, the system requires energy 
and during the combustion process the system generates energy. The 
mathematical formulation considered in this section simulates the gasification 
and combustion processes. For lack of a reliable mathematical model, we will 
use the minimization of Gibbs free energy in future investigations pertaining to 
this thesis.  
 
  




We have done preliminary analysis on the possible use of capacitor for storing 
energy in an IGFC system by using the model of Murshed et al., 2007 and the 
same is presented here. Since operational issues for storing energy were not 
considered in superstructure optimization, we have not included the use of 
capacitor in the same. However, we present the model here for the benefit of the 
readers.   
 
Capacitor Model 
If a fuel cell system is following the load, a sudden increase in load leads to an 
increase in the amount of current drawn from the fuel cell. This sudden change in 
current may oxidize the components of the fuel cell in the event that sufficient fuel 
is not pumped into the stack. To avoid this, capacitors are added to the system. 
Capacitors play the role of energy suppliers by discharging sudden bursts of 
energy to compensate for any difference between the load and the energy 
produced by the fuel cell system. 
The equation for voltage in the capacitor while charging is given by Eq. A3.1a 








=  (A3.1b) 
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The capacitor is only in one state at any given time and hence the net change in 
voltage is given by 
sV VdV Vx y
dt RC RC
− −   = +   
  
 (A3. 2) 
where ,x y  are binary variables and 1x y+ ≤ . Here, it is possible that the 
capacitor does not charge or discharge at any given time ( 0)x y= = . 
 
The equations for current in the system in the charging and discharging 
processes are given by Eq. A3.3. The charging equation has a negative sign 
because the current goes into the capacitor and hence the net energy produced 
by the system (fuel cell and capacitor combined) decreases by that amount. 
Similarly, when the capacitor is discharging, the net energy produced by the 
system is equal to the sum of that generated by the fuel cell stack and that 




=  (A3.3a) 
di i
dt RC
=  (A3.3b) 
Just as the voltage change in the capacitor, current charging and discharging 
cannot occur at the same time. Hence,  
( ) ( )s sV V Vi x y
R R
−
= − +  (A3.4) 
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The simulation results of the fuel cell stack (without considering carbon monoxide 
oxidation) connected to a capacitor is presented next. We present some 
simulation results wherein the inlet H2, O2 and H2
 
O flow rates are fixed at 10 
mol/s and the inlet temperatures are fixed at 800°C.  





Current in FC 




Fig. A3. 2 Change in H2
 




Current in FC 




Fig. A3. 3 Change in current in the FC stack when load changes (Capacitor=500 




Current in FC 




Fig. A3. 4 Change in current in the FC stack when load changes (Capacitor 
=1000 Farad). Capacitor is charged until 3000s after which discharging starts. 
 
It can be seen from Fig. A3. 1 that when the load increases from 400A to 600A 
there is an increase in the temperature of the fuel cell and the voltage across the 
stack falls. Further, the current in the fuel cell stack tracks the load and there is a 
sudden jump from 400A to 600A. The increase in stack temperature is related to 
the current and can be calculated using the energy balance equation. The drop in 
voltage at higher current is due to the increase in Ohmic resistance. In the 
simulation results shown in Fig. A3. 2, the flow rate of hydrogen to the fuel cell is 
increased and it is observed that the stack voltage increases. This is because the 




Current in FC 
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It can be seen from these two simulations that when there is a sudden change in 
load or fuel supply to the stack, the temperature and current in the stack change 
significantly. Such sharp changes in temperature reduce the life of the fuel cell 
stack.  
In view of this, it was proposed that capacitors be used so that they can be 
charged when the load decreases and discharged when there is an increase in 
the load. Simulation results of a fuel cell stack with a capacitor of 500 Farad and 
1000 Farad are presented in Fig. A3. 3 and Fig. A3. 4 respectively.  It can be 
seen that the change in temperature and current across the stack is gradual 
when a capacitor is used. Further, the rate of change in temperature and current 
is smaller when a larger capacitor is used.  
 
By using an optimal number and size of capacitors, the rate of temperature and 
current change in the fuel cell stack can be managed, thus improving the life of 
the fuel cell stack. The mathematical models of the heat exchanger and the 
micro-gas turbine are not used in the earlier simulations. These models are 










Model to represent Compressor Maps  
Compressor maps are usually converted into look-up tables. However, it would 
be worthwhile to have a simple model for compressor maps to have greater 
flexibility in use. In view of this, we have proposed a simple mathematical model 
for compressor maps and present the same in this section. This has not been 
used in the optimization of the superstructure because the optimization would 
seek the best pressure ratio and speed and this can be seen directly from the 
compressor maps. These values can then be used directly in the optimization 
problem instead of letting the optimization algorithm find the best values. 
 
For a given speed, the relationship between the flow rate and the pressure ratio 
may be represented by a polynomial (is it assumed here that the readers have 
seen a compressor map before). Hence, a series of polynomials can be obtained 
to represent the relationship between flow rate and pressure ratio for different 
speeds. In view of this we propose that the coefficients in each of the polynomials 
can be represented by another polynomial in speed. Thus, the model for the 
relation between speed, flow rate and pressure ratio can be represented in the 
form: 
1 2
1 2 0( ) ( ) ( ) ...... ( )
n n n
n n nP a s F a s F a s F a s
− −
− −= + + +  (A4.1) 
where, P is the pressure ratio, F is the flow rate, s is the speed and ( )na s  is a 
polynomial in s.  
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For the purpose of this modelling study, we consider Garrett 3076R, 76.2mm, 56 
Trim, 0.6 A/R as our model compressor. If the capacity of the compressor is 
insufficient, it is assumed that more similar compressors are used and the flow of 
gases is split equally amongst all the compressors.  
Calculation of Speed: First, a series of polynomials for different speeds (55864, 
70724, 100452, 115226, 130197) are obtained and these polynomials are 
represented in Table A1. Next, the relationship between the coefficients in 
Columns A, B, C and D (in Table A4. 1) and Speed can be represented by a 
polynomial and the coefficients are given in Table A4. 2. Using Table A4. 1 and 
Table A4. 2, Eq.A4. 1 can be written as 
4 3 2 3
4 3 2 2
4 3 2
4 3 2
(7.3724 29.042 40.534 24.077 5.1651)( )
( 90.987 358.42 498.14 292.91 61.956)( )
(376.93 1492.5 2080.7 1223 257.62)( )
( 512.59 2041.2 2856 1683 353.62)
P S S S S AF
S S S S AF
S S S S AF
S S S S
= − + − +
+ − + − + −
+ − + − +
+ − + − + −
 (A4.2) 
where AF=F/10 in lbmin-1
Calculation of Efficiency: To calculate efficiency, the normal compressor map 
which has flow rate and pressure ratio on the x- and y-axis respectively, has to 
be redraw. The modified map represents the relationship between efficiency and 
flow rate at constant speed. Using the same procedure used in the earlier section, 
the equation for efficiency (E, percentage) is obtained as:  
 and S = Speed/100000. When flow rate (F) and 
pressure ratio (P) are know, the Speed can be calculated using the bi-section 
method.  








(223.59 610.19 560.97 173.63)( )
(1980.8 4984.3 4257.6 1247.2)( )
(8974.0 20850 16168 4265.2)( )
(22411 50488 37234 9093.5)( )
( 22183 49782 36314 8720.1)
E S S S AF
S S S AF
S S S AF
S S S AF
S S S
= + − +
+ − + −
+ + − +
+ − + −
+ − + − +
 (A4.3) 
where AF=F/10 in lbmin-1
The Speed calculated using Eq. A4. 2 is be used to calculate the efficiency using 
Eq. A4. 3. Equations for the Surge Line and Choke Line are also obtained by 
assuming that they can be represented by a polynomial. Although the developed 
compressor model is useful in dynamic studies, for the purpose of this work, we 
are interested in the best possible efficiency not for this particular compressor, 
but any compressor that best suits the IGFC. In view of this and the need to keep 
the model simple without burdening the genetic algorithm that solves the overall 
design problem, we assume that the turbine/compressor has an efficiency of 0.95 
for expansion/compression and that the shaft efficiency is 0.9 for both the turbine 
and compressor. Further it is assumed that the pressure ratio is 3 for both the 
compressor and turbine for the purpose of this study. 
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Table A4. 1 Coefficients of the polynomials representing the relation between 
Pressure ratio and flow rate at various speeds (rpm); where, AF = F/10 and F is 
flow rate in lbmin-1
S 
.   
A B C D 










0.0195 -0.1498 0.2164 1.2877 
70724 -0.0165 0.5 -0.1035 1.7068 
100452 -0.0521 0.3576 -0.8102 2.968 
115226 -0.1905 2.0248 -7.2492 11.599 
130197 -0.3849 4.6562 -18.861 28.999 
144956 -0.4708 5.9123 -24.788 38.647 
 
Table A4. 2 Coefficients of polynomials for Speed vs. A, Speed vs. B, Speed vs. 
C, and Speed vs. D in Table A4. 1. Speed is in rpm. 




Coeff. Of S3 Coeff. Of S2 Coeff. Of S1 
A 
0 
7.3724 -29.042 40.534 -24.077 5.1651 
B -90.987 358.42 -498.14 292.91 -61.956 
C 376.930 -1492.5 2080.7 -1223 257.62 
D -512.590 2041.2 -2856 1683 -353.62 










Dynamic Model of Fuel Cells and Gas Turbine 
The mathematical model for a fuel cell consists of the component mass balance 
equations, energy balance equations and equations for the stack voltage. First, 
the component balance for hydrogen, oxygen and steam are written. Eq. A5.1 





) is the volume of the 





Hn are the inlet flow rate, outlet flow rate and 
the reaction rate of H2 p (mol/s) respectively, where,  is the partial pressure, R is 
the universal gas constant and Ts
0 / (4 )rK N F=
 is the stack temperature. Eq. A5.2a & A5.2b 
gives the reactive and exit flow rates of hydrogen, respectively where, 
, I is the stack current, No
2H
K
 is the number of cells associated in 




( )H in out rs H H H
an
dp RT n n n
dt V
= − −    (A5.1) 
2
2rH rn K I=  (A5.2a) 
2 2 2
out
H H Hn K p=  (A5.2b) 
A new term 
2H
τ  is defined as 
2 2




1 ( 2 )H inH H H r
H H
dp
n K p K I
dt Kτ
= − −  (A5.3) 





K is a constant, 
2H
τ is a function of temperature and can be normalized 
with stack temperature and expressed as 
2 2
* * /H H sT Tτ τ=  where 2 2
* *
H H s Tτ τ= | Τ =  




* * ( 2 )
H inS
H H H r
H H
dp T n K p K I
dt K Tτ
= − −   (A5.4) 
Similarly, component balance equations can be written for oxygen and steam as 




* * ( )
O inS
O O O r
O O
dp T n K p K I
dt K Tτ




* * ( 2 )
H O inS
H O H O H O r
H O H O
dp T n K p K I
dt K Tτ
= − +  (A5.6) 
Table A5. 1 Various parameters used in the SOFC model (Murshed et al., 2007). 
Parameter Value Unit 




 8.43×10 kmol/atm/s -4 
2H O
K  2.81×10 kmol/atm/s -4 
2O
K  2.52×10 kmol/atm/s -4 
2
*
Hτ  26.1 s 
2
*
H Oτ  78.3 s 
2
*
Oτ  2.91 s 
*T  1000 C 
or  0.126 Ω 
α 2870  
ih  0.25 Mm 
psC  0.4 J/g/K 
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The values of the various parameters are given in Table A5. 1. It can be seen 
that the component balance equations have been written only for the gases 
participating in the hydrogen oxidation reaction. However, carbon monoxide also 
gets oxidized in an SOFC and component balance equations are required for the 
same. Since appropriate data for the parameters in the component balance 
equations are not available, we assume that the valve molar constant and *τ of 
carbon monoxide (Mol. Wt. 28) and carbon dioxide (Mol. Wt. 44) are the same as 
that of oxygen (Mol. Wt. 32) (similar molecular weight compared to hydrogen 
(Mol. Wt. 2) and steam (Mol. Wt. 18)). Using these parameters, the component 
balance equations can be written for carbon monoxide oxidation in SOFC.  
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One of the key simplifications in the lumped parameter model is that the 
temperature across the stack is assumed to be the same. In other words, the 
electrodes, interconnects, electrolyte and the gases in the stack all have the 
same temperature at any given time. Then, the equation for the stack 
temperature ST  can be obtained by a simple energy balance across the stack. 
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where, sm  and psC are the mass and average specific heat of the fuel cell 
materials excluding the gases; ,p iC  and ,p oC are the specific heat of the ith 
component of the gas entering/leaving the fuel cell stack, where i corresponds to 
H2, O2, CO, CO2 or H2 orH∆

O.  is the change in enthalpy for the hydrogen 
oxidation and CO oxidation reactions and sV  is the stack voltage.  
The stack voltage in the fuel cell can be calculated from the various losses 
( , ,ohm act conη η η  - Ohmic, activation and concentration losses) and the open circuit 
voltage ( C Ho o oV V V= + ) (Eq. A5.11). 
C H
s o o ohm act conV V V η η η= + − − −  (A5.11) 
Just as in the earlier work, we neglect the activation losses here. 






= −  (A5.12) 
The turbine inlet temperature is also computed similarly. However, we consider 
that the compressor operates at steady state because the energy required to 
compress air is considerably lower than the energy generated by the gas turbine 
and the influence of this on the dynamics of the system is less. 
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Analysis of the IGFC Superstructure  
In this work, we propose a new super-structure for the IGFC that can be 
optimized for its dynamic performance. As can be seen in Fig. A5. 1, there are 
two fuel cell stacks and one gas turbine. This super-structure consists of both fuel 
cell topping and fuel cell bottoming cycles and also considers mixing of streams 
in addition to splitting of streams. For the purpose of this work, we only consider 













Fig. A5. 1 Superstructure of an IGFC system that is used for the analysis of 
dynamic response.  
 
MOO is used to optimise this super-structure for its dynamic performance. Briefly, 







     Appendix V 
206 
 
supply to each of the three units, two variables which decide the size of each of 
the fuel cell stacks, and five variables to represent flow splitting.  
 
The dynamic response of this superstructure is optimized considering a time 
horizon of 30s while assuming that the initial temperatures are 800 K (of fuel cell 
stacks and turbine inlet temperature). Three cases, one where the 
Combustion/Gasification units are at Gibbs equilibrium and another where 10% 
of the CO generated at Gibbs equilibrium gets converted to CO2
 
 are studied and 
the preliminary results are presented here. The chromosomes are optimised 
using the genetic algorithm and the objective function is evaluated using an 
ordinary differential equation solver (ex: ode45) in Matlab 2009b.  
Unlike the case of steady state optimization, the optimization of dynamic required 
manual intervention from time to time because the ode solver did not converge. 
Hence, the actual computational time was not recorded as it is not practical. After 
about two weeks of running the optimization problem, the results were analysed. 
Fig. A5. 2 and Fig. A5. 3 show the Pareto front of when the CO was at Gibbs 












Fig. A5. 2 The Pareto plot showing the average energy generated in 30s when 
the entire CO is at Gibbs equilibrium. 
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Fig. A5. 3 The Pareto plot showing the average energy generated in 30s when 
the amount of CO at Gibbs equilibrium is 90% (rest of the CO is combusted) 
  
It can be seen from the two figures that as the equilibrium shifts away from the 
Gibbs equilibrium, the amount of energy generated by the fuel cells decreases. 
This is similar to what we have observed in steady state optimization. In view of 
these results, a more detailed dynamic analysis is required on the actual 
performance of the fuel cells that are integrated with gasification.  
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