Given a D-module M generated by a single element, and a polynomial f , one can construct several D-modules attached to M and f and can define the notion of the (generalized) b-function following M. Kashiwara. These modules are closely related to the localization and the local cohomology of M . We show that the b-function, if it exists, controls these modules and present general algorithms for computing these modules and the b-function (if it exists) without any further assumptions. We also give some examples of multiplicity computation of such D-modules
Introduction
Let K be a field of characteristic zero and K[x] = K[x 1 , . . . , x n ] be the polynomial ring in n variables x = (x 1 , . . . , x n ). Let D n = K[x] ∂ = K[x] ∂ 1 , . . . , ∂ n be the n-th Weyl algebra, i.e., the ring of differential operators with polynomial coefficients with respect to the variables x, where we denote ∂ = (∂ 1 , . . . , ∂ x ) with ∂ i = ∂ xi = ∂/∂x i being the derivation with respect to x i . An arbitrary element P of D n is written in a finite sum P = for a multi-index α = (α 1 , . . . , α n ) ∈ N n with N being the set of non-negative integers. One can define the dimension of a finitely generated left D X -module M ; J. Bernstein [1] , [2] proved that the dimension of M is not less than n unless M is the zero module. A finitely generated left D n -module is called holonomic if its dimension is n or else it is the zero module. Let M be a finitely generated left D n -module and f ∈ K[x] be a nonconstant polynomial. Then the localization M [f −1 ] and the local cohomology groups H j (f ) (M ) have natural structures of left D n -module and are holonomic if so is M , as was shown by Kashiwara [7] . More generally, one can construct a left D n [s]-module M (u, f, s) = D n [s](u ⊗ f s ) with an indeterminate s. Suppose that M is generated by u over D n . Then the (generalized) b-function for u and f is defined to be the univariate (and monic) polynomial b u,f (s) of the least degree such that
holds. The existence of b u,f (s) was proved by Kashiwara [7] under the assumption that M is holonomic outside of the hypersurface f = 0. If M is the polynomial ring K[x] with u = 1, then b u,f (s) is nothing but the classical Bernstein-Sato polynomial, or simply the b-function, of f . In the same way as the Bernstein-Sato polynomial controls the localization of the polynomial ring as a D n -module, the b-function controls the localization M [f −1 ] or its generalization D n (u ⊗ f λ ). On the other hand, algorithms to compute M (u, f, s) and the b-function if it exists were introduced in [10] under the assumption that M is f -torsion free. These algorithms are based on various Gröbner bases over the ring of differential operators as is presented, e.g., in [15] and [11] . Torrelli [16] studied the b-function b u,f (s) systematically when M is the local cohomology group H k (f1,...,f k ) (K [x] ) under the assumption that f 1 , . . . , f k , f define a quasi-homogeneous non-isolated singularity, together with the general property of M (u, f, s) under the assumption that M is holonomic without f -torsion.
The purpose of our study on the b-function and M (u, f, s) is twofold: first, we want to clarify how the b-function controls the module M (u, f, s) and the localization M [f −1 ] as well as the local cohomology H 1 (f ) (M ). This will be performed in Sections 1 and 4. These results should be more or less well-known under some stronger conditions. See, e.g., [16] and Chapter VI of [3] , where M is assumed to be f -torsion free, or regular holonomic. The second purpose is to remove the assumption of f -saturatedness from our former algorithms in [10] . For this purpose, we reinterpret the algorithm introduced in [14] for the localization M [f −1 ] in Section 2. Our algorithms work at least if M is holonomic outside of f = 0 without any further assumptions.
In the last section, we study the multiplicity (in the sense of Bernstein [1] ) and the length of a holonomic D-module, as the most fundamental numerical invariants. This can be also used to prove a relation between b u,f (s) and M (u, f, λ). We also give some examples of the multiplicity computation of the localization or the local cohomology.
We use computer algebra system Risa/Asir [9] for computation of Gröbner bases over the ring of differential operators, and in particular, for computation of D-module theoretic integration, which is needed in the localization algorithm. 
b-function for u and f . It was defined by Kashiwara [7] with the following existence theorem. Example 1.2 Set n = 2, x 1 = x, x 2 = y, and P = x∂ 2 x + ∂ y . Then M := D X /D X P = D X u with u being the residue class of 1 is not holonomic even outside of x = 0 (the dimension of M is three), but has the b-functions b u,x (s) = (s + 1)(s + 2) and b u,y (s) = s + 1. In fact, one has
An algorithm to determine if there exists the b-function and to compute it if it exists was given in [10] under the assumption that M = D X u is f -torsion free, or f -saturated, i.e., the homomorphism f : M → M is injective.
Let us define a
It induces a D X -automorphism
which also induces a D X -endomorphism of M (u, f, s). Note that the actions of t and s on M (u, f, s) satisfies the commutation relation st = t(s − 1). It follows that tM (u, f, s) is a left D X [s]-module. It also follows from the definition that b u,f (s) is the minimal polynomial of the action s on the left
). Let λ ∈ K be a constant. Then specializing the parameter s to λ, we obtain left D X -modules
Let us denote by f s | s=λ and (u ⊗ f s )| s=λ the residue class of f s in L(λ), and
Kashiwara also proved the following fundamental fact, to which we shall give an elementary proof in Section 4.
On the other hand, the free
λ with a free generator f λ has a natural structure of left D X -module induced by
and k ∈ N. In particular, this module is isomorphic to the
Let us define the specialization homomorphism
. Since any element of (s−λ)M (u, f, s) is sent by ρ λ to zero, ρ λ induces a surjective D X -homomorphism
for any v ∈ M and k ∈ Z, we get
By induction, we can show that for any multi-index α ∈ N n and k ∈ Z, there exists
This proves the statement (1). The statement (2) can be proved similarly.
The following proposition should be well-known; see, e.g., Propositions 7.1 and 7.4 of [10] . The case M = K[x] and f = 1 was first proved by Kashiwara [6] . 
Proof: (1) In view of Lemma 1.4, we have only to show that u ⊗ f λ−k belongs to ρ λ (M (u, f, s)) for any k ∈ N. This is obvious for k = 0 since ρ λ (u⊗f
The right-hand side belongs to ρ λ (M (u, f, s)). This completes the proof of (1).
. There exist l ∈ N and Q j ∈ D X which are zero except finitely many indices j such that
By the assumption,
with some k ∈ N and Q ′ (s) ∈ D X [s] in view of the proof of Lemma 1.4. By using (1) we obtain
. This completes the proof of (2).
The following proposition extends Lemma 1.3 of Walther [19] for the case M = K[x] and u = 1 almost verbatim. 
By virtue of (2) of the preceding proposition, there exist
It follows that
This means that b u,f (s)/(s − λ) belongs to the ideal I(u, f ), which contradicts the definition of b u,f (s). This completes the proof. Summing up we obtain 
Proof: Assume b u,f (λ − k) = 0 for some positive integer k and let k 0 be the maximum among such k. Then by (1) of Proposition 1.5 and Lemma 1.6, we have
The converse of the statement (2) of Proposition 1.5 will be given in Theorem 4.9 of Section 4 under the additional assumption that M is holonomic on X f .
Let us recall local cohomology of D-modules. Let M be a finitely generated left D X -module, and I be an ideal of K [x] . Then the k-th local cohomology group H k I (M ) supported by I is defined to be the k-th derived functor of the functor
They have natural structure of left D X -module, and they are holonomic if so is M as was proved by Kashiwara in the analytic category [7] . If I is the principal ideal (f ) generated by f ∈ K[x], then there exists an exact sequence
of left D X -modules, where ι stands for the natural homomorphism such that
In general, algorithms to compute H i I (M ) as left D X -module were given in [10] for the case I is principal, and in [18] and [13] for general I, under the condition that M is holonomic. (1) b u,f (j) = 0 for any integer j < k.
is generated by the cohomology class
Proof: The equivalence of (1) and (2) is a special case of Theorem 1.7. In general,
2 Localization algorithm revisited
is an affine open subset of X. Our purpose is to reformulate the algorithm given in [14] for computing the localization
as left D X -module by using local cohomology, hoping to clarify the meaning of the algorithm as well as to make the canonical homomorphism ι :
We assume in what follows, as well as in [14] , that M is holonomic on
, where Char(M ) is the characteristic variety of M , which is an algebraic set of the cotangent bundle
Introducing a new variable t, set Y = X × K ∋ (x, t) and
Then Z is an affine subset of Y which is isomorphic to X f . Let
be the first local cohomology group of K[x, t] with support in Z, which we regard as a left D Y -module. An arbitrary element of B Z|Y is expressed as
where the bracket denotes the residue class in B Z|Y . Set f i = ∂f /∂x i for i = 1, . . . , n and define
Z|Y is generated by δ (k,−1) with k ∈ N. We have the following identities for k, l ≥ 0:
In particular, we have
Hence B Z|Y is generated by
Proof: The first equality follows immediately from the definition. The second equality follows from
by using the formulae above. Let us regard B Z|Y as a module over the subring K[x] of D Y and consider the localization
with respect to f . Let us denote the residue class in
′ in order to distinguish it from the residue class in B Z|Y which is denoted [•].
Lemma 2.2 The natural homomorphism
is an isomorphism of left D Y -modules.
. Since f and tf − 1 are relatively prime, a(x, t) must be divisible by (1 − tf ) k+1 . This proves that ι is injective.
Let us show that ι ′ is surjective. It suffices to show that [f
belongs to the image of ι ′ for any k, m ∈ N by induction on k + m, which obviously holds for k = m = 0. Suppose k + m ≥ 1. We have
By the induction hypothesis, the right-hand side belongs to the image of ι ′ . This completes the proof. Proposition 2.3 Let M be a finitely generated left D n -module. Then the homomorphism
of left D Y -modules, which is induced by the natural homomorphism ι :
Proof: We have
Hence the isomorphism ι ′ induces an isomorphism
Proposition 2.4 Let M be a finitely generated left D n -module. Then there exists an isomorphism
This proves the assertion combined with the preceding proposition. 
Lemma 2.6 As an element of the left
D Y [f −1 ]-module B Z|Y [f −1 ], the annihi- lator of δ coincides with the left ideal of D Y [f −1 ] generated by t − f −1 , ∂ xi − f i f −2 ∂ t (i = 1, . . . ,
n).
Proof: Let us first verify that these operators annihilate δ. In fact, we have
Since ι ′ is injective, this implies that r j (x) = 0 for any j ≥ 0, that is, R = 0.
Proof: By Lemma 2.6,
. This implies the assertion of the proposition.
Since ϑ 1 , . . . , ϑ n commute with each other, and [ϑ i , x j ] = δ ij , this substitution is a well-defined ring homomorphism.
Lemma 2.9 One has
Proof: We have only to show the first equality. Since (
We can verify τ (P )(
by induction on the order of P .
By Lemma 2.9 and Proposition 2.7, this vanishes if and only if P (f −k v) = 0. Summing up we obtain
be the canonical homomorphism which sends u ∈ M to u ⊗ 1. Let G be a finite set of generators of I, and J be the left ideal of D Y generated by {τ (P ) | P ∈ G} and tf − 1. Then
and consequently Q j ι(u) = 0 for each j ≥ 0 by Proposition 2.7. This implies that f l Q j u = 0 holds in M , that is, f l Q j belongs to I, for some l ∈ N independent of j. We may also assume that f l R belongs to D Y f . Hence
, and hence to J, if we take k ∈ N sufficiently large, and t l f l P belongs to J, we conclude that P itself belongs to J.
(2) By the assumption, Lemma 1.4, and Proposition 2.7, an arbitrary element of
with P j ∈ D X and k ∈ N. We get
This completes the proof of (2). (3) follows from (1), (2) and Proposition 2.4.
Definition 2.12
For the sake of simplicity of the notation, let us set
and define a homomorphism ϕ :
-modules, and consequently of D X -modules.
Proof: By Proposition 2.7 one has
Hence ϕ is a homomorphism of left
Proof: We may assume M = D X /I. By the definition, we have
Hence there is a bijection
This implies that Char(D Y /J) is of dimension n + 1. The D X -moduleM /∂ tM is nothing but the integration of the D Y -modulẽ M with respect to t, andM is isomorphic to D Y /J by Theorem 2.11. Suppose that M is holonomic on X f . ThenM = D Y /J is a holonomic D Y -module by the theorem above. HenceM /∂ tM is also a holonomic D X -module. In particular, there exists k 0 ∈ N, or else k 0 = −1, such thatM /∂ tM is generated by residue (x 1 , . . . , x n , t; ∂ x1 , . . . , ∂ xn , ∂ t ) exists. See [12] , [15] , [11] . This condition is fulfilled if In what follows, we freely use the notation and the terminology introduced in Chapters 1, 2, 4 of [11] concerning weight vectors, Gröbner bases, and bfunctions.
Example 2.16 Set n = 1 and write
(M is the D-module for the Heaviside function Y (x).) Let u be the residue class of 1 in M . The left ideal J of D Y defined in Theorem 2.11 is generated by tx − 1 and ∂ x − ∂ t t 2 . A Gröbner basis of J with respect to a monomial order adapted to the weight vector (1, 0; −1, 0) for (t, x, ∂ t , ∂ x ) is
The b-function of J with respect to the weight vector above (see Theorem 4.4 of [11] ) is s(s + 1). Hence the integration moduleM
is generated by the residue classes [u] and [tu], which correspond to u ⊗ 1 and
The fundamental relations among the generators can be read off from the Gröbner basis above as follows:
We translate these relations to those among elements (−1, x), (∂ x , 0), (1, x 2 ∂ x ), (0, x∂ x + 1) of the free module D 
with the correspondence u ⊗ 1 ↔ 1. Finally we get
The following is an example of non-holonomic M : Example 2.17 Set n = 2, x 1 = x, x 2 = y, P = x∂ 
The first local cohomology groups are
both of which are not holonomic.
Algorithm for M(u, f, s) and the b-function
The purpose here is to give algorithms to compute
, and the b-function b u,f (s) for an arbitrary D X -module M = D X u that is holonomic on X f , and an arbitrary non-constant polynomial f . Algorithms for these objects were already given in [10] under the additional assumption that M is f -saturated. We remove this assumption by using the localization algorithm.
Set X = K n and Y = K n+1 with coordinates x = (x 1 , . . . , x n ) of X and (x, t) of Y . Let f = f (x) ∈ K[x] be a non-constant polynomial and let Z be the affine subset Z = {(x, t) | t = f (x)} of Y . (Note that Z is different from what was defined in the previous section.) We regard the local cohomology group
be the residue class in B Z|X and denote δ(t − f ) = δ (0) (t − f ). Then δ(t − f ) satisfies a holonomic system
with f i = ∂f /∂x i . Hence there exists an isomorphism 
, and Since ϑ
holds for any v ∈ M and P ∈ D X . Hence we have
This proves 
The first part of this proposition was proved by Walther [18] . The proof is almost the same as the proof of Theorem 2.11. The last assertion can be proved in the same way as Theorem 2.14.
Thus we have an algorithm to compute M ⊗ K[x] B Z|Y , which was already given in [10] . The inclusion B Z|X ⊂ L induces a homomorphism
The image of ψ coincides with M (u, f, s).
Our main aim is to compute the
The following lemma was proved in [10] as Proposition 6.13.
Lemma 3.4 The homomorphism ψ above is injective if and only if
with k ∈ N and v j ∈ M . Then
vanishes if and only if each
. Hence the first homomorphism is an isomorphism. This implies the injectivity of the second homomorphism, the surjectivity of which is obvious by the definition.
Summing up we obtain 
Proof: Assume that (2) holds. Then there exists
Applying the homomorphism ψ we get
s) exists and divides b(s).
On the other hand, assume that there exist nonzero
Then as is seen by the proof of Lemma 3.4, there exists k ∈ N such that
holds, we get
This completes the proof because there exists c(s
Now we obtain an algorithm to determine whether the b-function exists and to compute it if it does: (1) Compute J ′ := Ann DY (u ⊗ δ(t − f )) by using Theorem 3.3. 
(1) Compute M (u, f, s) and b u,f (s) by preceding algorithms. Quit if b u,f (s) does not exist.
(2) Let k 0 be the maximum nonzero integer, if any, such that
If there is no such k 0 , then set k 0 = 0.
by an appropriate Gröbner basis. Then I :
Example 3.10 Set n = 2, x 1 = x, x 2 = y, P = x∂ 
Example 3.11 Set n = 2 and write
) and isomorphic to D X /J with the left ideal J of D X generated by [1],[2] ). Let M be a finitely generated left D X -module. A composition series of M of length k is a sequence
having no proper left D X -submodule other than 0) for i = 1, . . . k. The length of M , which we denote by length M , is the least length of composition series (if any) of M . If there is no composition series, the length of M is defined to be infinite. The length is additive in the sense that if
is an exact sequence of left D X -modules of finite length, then length M = length N + length L holds.
For each integer k, set
In particular, we have We can compute the dimension and the multiplicity of a given finitely generated (not necessarily holonomic) D X -module by using a Gröbner basis with respect to a term order compatible with the Bernstein filtration.
Example 4.1 Let M be the D X -module with X = K 2 defined in Example 3.11. We get exact sequences
The following two propositions are easy and should be well-known.
Proposition 4.2 Let f ∈ K[x] be a non-constant polynomial. Then the multiplicity of the left
Proof: Let d be the degree of f .
is a (not necessarily good) Bernstein filtration on M with
We shall give two examples in two variables. ] with respect to a total-degree reverse lexicographic order ≺ such that x ≻ y ≻ ξ ≻ η is G = {f, E, P }, where ξ and η are the commutative variables corresponding to ∂ x and ∂ y respectively. In fact, in case m < l the S-pairs (see Chapter 2 of [11] ) are divisible by G:
The initial monomials of the Gröbner basis G are in
On the other hand, in case m = l we have
The initial monomials are in
Hence the multiplicity of M is 2l in both cases. This proves the assertion. In case l = m, G = {f, P } is a Gröbner basis of Ann DX [f −1 ] with respect to a total-degree reverse lexicographic order ≺ such that x ≻ y ≻ ξ ≻ η. In fact, we have
Since in ≺ (f ) = x l and in ≺ (P ) = y l−1 ξ, we have for k ≥ 2l
In case m < l, the Gröbner basis of Ann D [f −1 ] with respect to the same order as above is G = {f, P, Q} with
In fact, we have
Hence the multiplicity of M is l + m(l − 1) = ml + l − m. Now let us resume the study on M (u, f, s) for a D X -module M = D X u and a polynomial f .
Proof: We may assume that M is f -saturated as was seen in the previous section. Then the homomorphism ψ :
L is injective by Lemma 3.4.
Hence we have only to show that
be an arbitrary element of M ⊗ K[x] B Z|Y with k ∈ N and v j ∈ M . Then we get
Thus (s − λ)v = 0 is equivalent to 
is a filtration on M (u, f, s) with respect to the weight vector (1, . . . , 1, 2) for (x, ∂ x , s).
On the other hand, applying a well-known fact in commutative algebra (e.g., Theorem 4.4.3 in [4] ) to the graded module, we can show that there exist a good filtration {G k (M (u, f, s))} on M (u, f, s) with respect to the weight vector above, and two polynomials q 1 (k) and q 2 (k) of the same degree d such that
Then {G k (N ′ )} constitutes a Bernstein filtration on the left D X -module N ′ (i.e., ignoring the action of s). Here note that we do not know at this stage whether N ′ is finitely generated over D X or not.
this inequality implies that an arbitrary finitely generated D X -submodule of N ′ is holonomic and its multiplicity is bounded in terms of the leading coefficients of q 1 (k) and q 2 (k). Hence we conclude that N ′ itself is holonomic. We can prove the holonomicity of M (u, f, λ), which is generated by (u ⊗ f s )| s=λ , in the same way replacing t 2 by s − λ since s − λ is an injective endomorphism of M (u, f, s).
The first statement of the following theorem is given in 6.5 of [8] for the case M = K[x] and u = 1. belongs to tM (u, f, s). Hence s−λ is an automorphism of M (u, f, s)/tM (u, f, s). Conversely, assume that s − λ is an automorphism of M (u, f, s)/tM (u, f, s). Then the minimal polynomial b u,f (s) of s on this module cannot be a multiple of s − λ. Summing up we have shown that b u,f (λ) = 0 if and only if K 0 = K 1 = 0. In view of the exact sequence (3), this is also equivalent to ϕ λ being an isomorphism.
(2) We may assume that M is a holonomic D X -module and that M is fsaturated replacing M by ι(M ). Since M (u, f, s)/tM (u, f, s) is holonomic, the length (and the multiplicity) of K 0 and the length (and the multiplicity respectively) of K 1 are the same in view of the rightmost vertical exact sequence. Combined with this fact the exact sequence (3) proves the statement (2) .
This theorem provides us with an algorithm to compute the multiplicity of M [f −1 ] without any information on b u,f (s); thus we have only to compute a Gröbner basis, e.g., of M (u, f, 0) with respect to a term order compatible with the Bernstein filtration. Thus ρ λ is not an isomorphism. Take a sufficiently large l ∈ N so that f l Q(s)f −m belongs to D X [s]. Then we have
This means f l P ((u ⊗ f s )| s=λ ) = 0. Hence M (u, f, λ) is not f -saturated. The last statement also follows from this argument. 
