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Abstract
The efficiency of transfer of gases and particles across the air-sea interface
is controlled by several physical, biological and chemical processes in the
atmosphere and water which are described here (including waves, large- and
small-scale turbulence, bubbles, sea spray, rain and surface films). For a deeper
understanding of relevant transport mechanisms, several models have been devel-
oped, ranging from conceptual models to numerical models. Most frequently the
transfer is described by various functional dependencies of the wind speed, but
more detailed descriptions need additional information. The study of gas transfer
mechanisms uses a variety of experimental methods ranging from laboratory
studies to carbon budgets, mass balance methods, micrometeorological
techniques and thermographic techniques. Different methods resolve the transfer
at different scales of time and space; this is important to take into account when
comparing different results. Air-sea transfer is relevant in a wide range of
applications, for example, local and regional fluxes, global models, remote sens-
ing and computations of global inventories. The sensitivity of global models to the
description of transfer velocity is limited; it is however likely that the
formulations are more important when the resolution increases and other pro-
cesses in models are improved. For global flux estimates using inventories or
remote sensing products the accuracy of the transfer formulation as well as the
accuracy of the wind field is crucial.
2.1 Introduction
The transfer of gases and particles across the air-sea
interface depends not only on the concentration differ-
ence between the water and the air, but also on the
efficiency of the transfer process. The efficiency of the
transfer is controlled by complex interaction of a variety
of processes in the air and in the water near the interface.
Here we treat both gases and particles since the transfer,
to some extent, is governed by similar mechanisms.
Studies of transfer across the air-sea interface
include a variety of methods and techniques ranging
from laboratory studies, modeling and large-scale
field studies. Various methods reach somewhat dif-
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mechanisms, but also because of uncertainties in the
different methodologies.
Much of the interest in air-sea gas and particle
transfer relates to global or regional phenomena, by
using models or remote sensing products to determine
oceanic sinks and sources of gases and particles. Up-
scaling of transfer involves relating the transfer to the
environmental factors that influence the exchange.
Figure 2.1 summarises factors most likely to be of
great importance. Most commonly the transfer is
described by a wind speed dependent function. There
is, however, increasing understanding that a variety of
processes influence gases of varying properties (like
solubility) and particles differently.
The transport of a quantity is characterised by the
transfer velocity, k. The transfer velocity is given by
the flux F of the transported quantity divided by the
“concentration difference” of the quantity between
surface (C0) and the bulk (Cbulk):
k ¼ F
C0  Cbulk : (2.1)
For the transport of CO2, the water-sided transfer
velocity kw is often related to the partial pressure
difference ΔpCO2 between air and water by kw ¼
F/(αΔpCO2). The transfer velocity k will then depend
both on the Schmidt number (Sc) and the dimension-
less solubility α. It is related to the friction velocity
u* and the Schmidt number Sc ¼ ν/D given by
k ¼ uβðsÞScnðsÞ; (2.2)
where both β (s) and n(s) depend on parameters
describing the surface conditions and the related trans-
port processes. If heat is the transported quantity of
interest, then Sc is substituted by the Prandtl number
Pr ¼ ν/ϰ in this equation. Here ν is the kinematic
viscosity, D is the molecular mass diffusivity and ϰ
is the thermal diffusivity.
There exist a number of previous books and
reviews concerning air-sea gas and particle transfer
(e.g. Fairall et al. 2000; Wanninkhof et al. 2009; Le
Que´re´ and Saltzman 2009; de Leeuw et al. 2011). Here
we summarise mechanisms of importance, measure-
ment techniques frequently used to investigate the
transfer, present state-of-the-art parameterisations
and applications of the air-sea transfer description.
The accuracy of the various methods and the impor-
tance of measurement uncertainty for global flux
estimates are further discussed.
2.2 Processes
The major processes influencing the air-sea transfer
velocity are described here. This includes processes
important for a relatively insoluble gas like CO2:
micro scale wave breaking, small and large scale tur-
bulence in the water, waves, bubbles, sea spray, rain
and surface films (see Fig. 2.1). In addition biological
and chemical enhancement is described having been
recognised as important for a small number of gases
(including O3 and SO2). Atmospheric processes are
also briefly described due to the importance for turbu-
lence generation at the surface as well as their direct
importance for the transfer velocity of air-side con-
trolled (soluble) gases.
2.2.1 Microscale Wave Breaking
Microscale wave breaking, or microbreaking (Banner
and Phillips 1974), is the breaking of very short wind
waves without air entrainment and begins at wind
speeds well below the level at which whitecaps appear
(Melville 1996). Laboratory and field observations
show microbreaking waves are ~ 0.1–1 m in length
and ~ 0.01–0.1 m in amplitude and have a bore-like
crest with parasitic capillary waves riding on the for-
ward face (Zappa et al. 2001).
Other defining characteristics exist between
microbreaking and whitecapping. Oh et al. (2008)
have shown that a single strong coherent structure
develops beneath a large-scale whitecapping breaking
crest. The coherent structure rotates in the same sense
as the wave orbital motion. In contrast, a series of
coherent structures whose rotation sense is not fixed
are generated beneath microscale breakers. However,
the overall characteristics of the spatio-temporal evo-
lution of the coherent vortical structures are qualita-
tively the same between the two types of wave
breaking. It is also significant that unlike energetic
whitecapping breakers, no jet is formed at the crest
of a microscale breaking wave, suggesting that surface
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tension has a significant impact on the breaking of
waves shorter than 1 m (Tulin and Landrini 2001).
Instead, the bore-like crest of the microbreaker can
propagate for a considerable distance without signifi-
cant change of shape. Microbreakers inherently lose a
significant portion of their height and dissipate their
energy during the breaking.
Laboratory experiments in wind-wave tunnels pro-
vide a growing body of evidence that turbulence
generated by microscale wave breaking is the domi-
nant mechanism for air-water gas transfer at low to
moderate wind speeds. Laboratory measurements
indicate that a wave-related mechanism regulates gas
transfer because the transfer velocity correlates with
the total mean-square wave slope, S2
 
(Ja¨hne et al.
1987). Wave slope characterises the stability of water
waves (e.g. Longuet-Higgins et al. 1994) and certain
limiting values of slope are typically used to detect and
define wave breaking (e.g. Banner 1990). Therefore,
Ja¨hne et al. (1987) have argued that wave slope is
representative of the near-surface turbulence produced
by microscale wave breaking.
Microbreaking is widespread over the oceans, and
Csanady (1990) has proposed that the specific manner
by which it affects kw is the thinning of the aqueous
mass boundary layer (MBL) by the intense surface
divergence generated during the breaking process.
Infrared (IR) techniques have been successfully
implemented in the laboratory to detect this visually
ambiguous process and have been used to quantify
regions of surface renewal of the MBL caused by
microbreakers (Jessup et al. 1997a). Analogous to the
MBL, Wells et al. (2009) suggest that an appreciable
change in skin temperature of the thermal boundary
layer requires a large strain rate, such as might be
generated by high vorticity wavelets (Okuda 1982) or
microbreaking waves. Skin layer straining may be
important for large Pe´clet (Pe) number flows. The
Pe´clet number is defined to be the ratio of the rate of
advection to the rate of diffusion of a physical quantity.
In the context of heat transport, the Pe´clet number is
given by the product of the Reynolds number and the
Prandtl number. In the context of mass diffusion, the
Pe´clet number is the product of the Reynolds number
and the Schmidt number. For example, Peirson and
Banner (2003) and Turney et al. (2005) measured
surface divergence of approximately 1–10 s1 for
microbreaking surface waves, yielding Pe ~ 10–100
for a 0.1 cm skin layer. In addition, flow separation
can produce high vorticity wavelets with Pe ~ 200
(Csanady 1990). On the basis of the experimental
data, the variation of the skin temperature for steady






, where Q is the net heat flux, ρ is the
density, Cp is the specific heat capacity at constant
pressure, κ is the thermal diffusivity and E is the strain
rate (Wells et al. 2009). The IR signature provides
qualitative evidence of the turbulent wakes of
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Air-Sea CO2 Flux 
Fig. 2.1 Simplified schematic of factors influencing air-sea
CO2 fluxes. On the right are factors that affect the air-sea
pCO2 difference (thermodynamic forcing). On the left are
environmental forcing factors that control the efficiency of the
transfer (kinematic forcing)
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microbreakers that is consistent with Csanady (1990)
idea for the effect of microbreaking on the MBL.
In the infrared imagery, the microbreaking process
is observed to disrupt the aqueous thermal boundary
layer, producing fine-scale surface thermal structures
within the bore-like crest of the microbreaking wave
and in its wake. In the slope imagery, microbreaking
generates three-dimensional dimpled roughness
features of the bore-like crest and in its wake. The
spatial scales of the fine-scale thermal structures and
the three-dimensional roughness features within the
bore-like crests of microbreakers were observed to
be ~ 102 m, the same as the length scale for the
vortical eddy structures measured beneath wind-
forced waves by Siddiqui et al. (2004). Furthermore,
the dimpled roughness features of the bore-like crest
correspond directly to the warmest fine-scale features
of the skin-layer disrupted by microbreaking. The
implication is that the fine-scale thermal structures
and the dimpled roughness features are directly related
to the near-surface turbulence generated at the bore-
like crests. Because near-surface turbulence increases
kw, microbreakers are likely to be the mechanism that
enhances both heat and mass transfer.
Understanding the nature and key features of the
interfacial flows associated with small-scale waves is
fundamental to explaining the prominent enhancement
of air-water exchange that occurs in their presence.
Within a few hundred microns of the surface of labo-
ratory microscale breaking wind waves, the mean sur-
face drift directly induced by the wind on the upwind
faces and crests is (0.23  0.02)u*a in the trough
increasing to (0.33  0.07)u*a at the crest, where u*a
is the wind friction velocity (Peirson and Banner
2003). Substantial variability in the instantaneous sur-
face velocity exists up to approximately  0.17u*a in
the trough and 0.37u*a at the crest. Peirson and
Banner (2003) attribute this variability primarily to
the modulation of the wave field, although additional
contributions arise due to the influence of transient
microscale breaking or from near-surface turbulence
generated by shear in the drift layer or from
fluctuations in wind forcing.
Microscale wind-wave breaking plays an important
role in the direct transport of fluid from the surface to
the turbulent domain below. The toe of a microscale
breaker spilling region exhibits an intense and highly
localized convergence of surface fluid, with conver-
gence rates generally exceeding 100 s1 (Peirson and
Banner 2003). However, the variability in mean sur-
face drift along the upwind (windward) faces of the
waves produces mean surface divergences of between
0.2 and 1.3 s1 with the occurrence of locally intense
flow divergence observed to be only of order 10 s1.
Therefore, the convergence zones at the toes of spill-
ing regions are significantly more energetic and effi-
cient than these windward divergence zones.
The phase-averaged characteristics of the turbulent
velocity fields beneath steep short wind waves suggest,
that under conditions of short fetches and moderate
wind speeds, a wind-driven water surface can be
divided into three regions based on the intensity of
the turbulence (Siddiqui and Loewen 2010). The
regions are the crests of microbreaking waves, the
crests of non-breaking waves and the troughs of all
waves. The turbulence is most intense beneath the
crests of microbreaking waves. In the crest region of
microbreaking waves, coherent structures are observed
that are stronger and occur more frequently than
beneath the crests of non-breaking waves. Beneath
the crests of non-breaking waves the turbulence is a
factor of 2–3 times weaker and beneath the wave
troughs it is a factor of 6 weaker.
The mean velocity profiles in the wind drift layer
formed beneath short wind waves have been shown to
be logarithmic and the flow is hydrodynamically
smooth at short fetch up to moderate wind speeds
(Siddiqui and Loewen 2007). The turbulent kinetic
energy dissipation rate for these conditions is signifi-
cantly greater in magnitude than would occur in a
comparable wall-layer. At a depth of 1 mm, the dissi-
pation rate is 1.7–3.2 times greater beneath
microbreaking waves compared to non-breaking
waves. In the cresttrough region, 40–50 % of the
dissipation is associated with microbreakers. These
results demonstrate that the enhanced near-surface
turbulence in the wind drift layer is the result of
microscale wave breaking.
Terray et al. (1996) proposed that the turbulent
kinetic energy dissipation rate due to wave breaking
is a function of depth, friction velocity, wave height
and phase speed. Vertical profiles of the rate of dissi-
pation showed that beneath microscale breaking
waves there were two distinct layers (Siddiqui and
Loewen 2007). Immediately beneath the surface, the
dissipation decayed as ζ0.7 and below this in the
second layer it decayed as ζ2 where ζ is the vertical
coordinate in the wave-following Eulerian system.
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The enhanced turbulence associated with microscale
wave breaking was found to extend to a depth of
approximately one significant wave height. The only
similarity between the flows in these wind drift layers
and wall-layers is that in both cases the mean velocity
profiles are logarithmic.
A comprehensive study was performed to show that
microbreaking is the dominant mechanism governing
kw at low to moderate wind speeds (i.e. nominally up
to 10 ms1) (Zappa et al. 2001, 2004). Simultaneous
and collocated IR and wave slope imagery
demonstrated that the IR signature of the disruption
of the aqueous thermal boundary layer corresponds
directly to the wakes of microbreakers (Zappa et al.
2001). Concurrently, simultaneous particle image
velocimetry and IR imagery showed that vortices are
generated behind the leading edge of microbreakers
and that the vorticity correlated with kw (Siddiqui et al.
2001). Furthermore, kw was shown to be linearly
correlated with the fraction of water surface covered
by the wakes of microbreaking (AB) and this correla-
tion was invariant with the presence of surfactants
(Zappa et al. 2001). This correlation is evidence for a
causal link between microbreaking and gas transfer.
Zappa et al. (2004) showed that the surface renewal in
the wakes of microbreakers enhanced transfer by a
factor of 3.4 over that in the background. Furthermore,
microbreaking directly contributed up to 75 % of the
transfer across the air-water interface under moderate
wind speed conditions. Zappa et al. (2004) argued that
these results show conclusively that microbreaking is
an underlying mechanism that explains the observa-
tion of enhanced gas transfer in the presence of waves
and may govern air-sea gas transfer at low to moderate
wind speeds.
Microbreaking events directly enhance heat and gas
transfer and produce surface roughness elements that
contribute directly to S2
 
. Also, AB was correlated
with S2
 
. Since many capillary and non-breaking
gravity waves may dominate S2
 
, these results sug-
gest there is an indirect link between microbreaking
and the correlation of transfer velocity with S2
 
.
Furthermore, the modulation of capillary waves as
microscale breaking waves evolve and the transient
roughness features associated with microbreaking
have shown promise in identifying individual
microbreaking events. A comprehensive examination
of the IR and wave slope imagery data should clarify
the relationship between microbreaking and S2
 
.
The correlation of kw with wave slope has shown
results similar to the correlation of kw with AB. Ja¨hne




both fetch-limited and unlimited fetch cases, and Frew
(1997) and Bock et al. (1999) showed the correlation
was independent of surfactant for the unlimited fetch
case. Zappa et al. (2004) suggest that the reason kw
correlates with wave slope is that microbreaking is the




The greatest contribution of microbreaking to S2
 
occurs in areas not directly affected by active
microbreaking. The density of capillary waves present
during themicroscalewave breaking process is less than
for non-breaking waves. Specifically, the capillary
waves on the forward face of the bore-like crest become
extremely short during the most intense initiation of
microscale breaking when steep slopes occupy the dim-
pled bore-like crest. The wave field slope characteristics
are constantly evolving throughout the growth process
of the wave packet from themoment capillarywaves are
formed to the moment that microscale wave breaking
occurs. The wave evolution up to microbreaking
incorporates contributions of slopes from waves of all
scales. Microscale wave breaking is of short duration
and merely one component of this wind-wave cycle.
Dense packets of capillary-gravity waves ubiquitous in
regions not affected by microbreaking dominate the
contribution to the total mean-square wave slope.
Since the bore-like crest produces the signature of
breaking detected asAB in the infrared imagery, only the
steep slopes associated with the front of the actively
breaking crest and the wake of a microscale breaker
influence S2
 
. Capillary waves have been shown to
contribute significantly to S2
 
(Bock et al. 1999) and
are observed to be transient during themicroscale break-
ing process. The fact that capillarywaves are damped by
surfactants, coupled with the fact that the smallest scale
waves have been shown to correlatewith the gas transfer
velocity, suggests that capillary waves characterise
the importance of the wave field to gas transfer. The
potential for capillary waves as a direct mechanism
for gas transfer has been demonstrated both experimen-
tally (Saylor and Handler 1997) and theoretically
(Coantic 1986; Szeri 1997; Witting 1971). However,
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microbreaking clearly dominates over these capillary
wave processes. The contribution of capillary waves to
S2
 
is symptomatic of a simultaneous increase in
overall microbreaking and the densely structured
capillary-gravity wave system that increases with wind




cated than simply stating thatmicrobreaking is the direct
link. It is more likely that microbreaking controls kw,
the capillary-gravity wave system facilitates
microbreaking, and the non-breaking capillary and
gravity waves contribute significantly to S2
 
.
Breaking of small-scale waves can be affected by
longer waves in a number of ways that provide insights
into the hydrodynamics of formation, propagation and
evolution of microbreaking waves. One of them is
modulation of the train of the short waves riding the
underlying large-scale waves (Babanin et al. 2009).
The large-scale waves compress the short-wave
lengths at their front face and extend those at the rear
face. As a result, the front-face small waves become
steeper and frequently break (Donelan 2001). Small-
scale breaking is also affected by the breaking of large
waves (Banner et al. 1989; Manasseh et al. 2006;
Young and Babanin 2006). The growth of short
waves is affected by the existence of energetic
breaking waves, which not only modulate the
microbreakers, but virtually eliminate them as the
microbreakers are overcome by the energetic breakers.
In principle, short waves can be dissipated without
breaking, because of interaction with the turbulent
wake of the large breaker (Banner et al. 1989). Regard-
less, microbreakers begin growing again from very
short waves and their eventual length is determined
by the effective fetch between energetic breakers.
2.2.2 Small Scale Turbulence
The kinematic viscosity and thermal diffusivity of
water differ by an order of magnitude. Hence, the
thermal sublayer is embedded within the viscous
sublayer, its momentum analogue.
This points to the significance of small-scale pro-
cesses, such as near-surface turbulence, for the trans-
port of heat and gas though the interface (McKenna
and McGillis 2004). Eddies close to the surface bring
“fresh” bulk water to the surface from which gases can
diffuse in or out of the water. Overall this leads to
enhanced gas exchange.
Wind generates turbulence at the air-water inter-
face directly through shear or indirectly through the
wave field. Turbulence generated by wind-induced
waves will be covered in Sect. 2.2.4. In this section,
we are focusing on shear induced turbulence.
The turbulence generated at the air-water interface
can be isotropic or, more importantly, coherent. Numer-
ical simulations performed by Tsai et al. (2005) and
experiments conducted by Rashidi and Banerjee
(1990) have shown that shear stress alone without
waves is sufficient for coherent turbulent structures to
evolve. The structure of coherent shear induced turbu-
lence has implications for turbulent kinetic energy dis-
sipation (c.f. Sect. 2.6.4). The shear induced turbulence
is of a similar scale to the shear layer thickness (Hunt
et al. 2011). Infrared thermographywill be introduced in
Sect. 2.5.1.2. In infrared images of the water surface, the
near surface turbulence becomes visible because areas
of surface divergence consist of water parcels that have
been in contact with the water surface for a longer time.
In the presence of a net heat flux away from the inter-
face, such water parcels cool down and evolve into cold
streaks. The opposite holds true for upwelling regions.
The temperature distribution of such coherent structures
visualized with thermography can be seen in Fig. 2.2.
Such patterns were termed fish-scales by Tsai et al.
(2005) and Handler et al. (2001) and consist of narrow
cold bands of high speed fluid.
The narrow dark streaks form the characteristic
intersections when they encounter slow warm plumes
that “burst” into the surface. Schnieders et al. (2013)
performed a statistical analysis of the streak spacing.
These spacings were extracted accurately using an
image processing approach based on supervised learning.
The streaky pattern observed at the water surface is
very similar to the pattern of low speed streaks near
no-slip walls, as described by Nakagawa and Nezu
(1981) and Smith and Paxson (1983). They found the
spacing between these streaks to be lognormally
distributed with a mean dimensionless streak spacing
of l+ ¼ lu*w/ν ¼ 100, where the mean streak spacing
is given by l, the friction velocity by u*w and the
kinematic viscosity by ν. The factor u*w/ν which
when divided by l is dimensionless is estimated to be
the inverse of the thickness of the thermal boundary
layer (Grassl 1976).
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The generally agreed scaling of l+ ¼ lu*w/ν ¼ 100
leads to the scaling of the streak spacing with the
friction velocity in water u*w. With increasing u*w
the spacing of the streaks is therefore supposed to
decrease linearly in the regime of low wind speeds
(Scott et al. 2008). Schnieders et al. (2013) performed
a statistical analysis of the streak spacing in different
laboratory facilites in different conditions. They found
the spacing to plateau for higher wind speeds.
Although the fish-scale pattern seems to be univer-
sal and has been described by several authors, the
process that causes these streaks has not been conclu-
sively identified. It has been suggested (Tsai et al.
2005) that low speed streaks near no-slip walls and
high speed streak near the water surface are caused by
a similar process. Tsai et al. (2005) point out that one
possible mechanism causing these streaks is that of
horseshoe vortices that form in the turbulent shear
layer by turning and stretching the spanwise vortices
(see Kline et al. (1967)). These coherent turbulent
structures move upward until their upper ends burst
into the surface and subsequently lead to upwelling of
warmer and slower water at the surface.
Chernyshenko and Baig (2005) suggest another
mechanism for the formation of streaks. In their
scheme, the lift-up of the mean profile in combination
with shear stress and viscous diffusion lead to the
formation of the streaky pattern. Currently, no
conclusive measurements of these processes have
been conducted.
2.2.3 Bubbles, Sea Spray
Transfer of matter across the air-sea interface may
occur not only by molecular diffusion of volatiles
across the sea surface but also through the mediation
of bubbles and sea spray. Non-volatile material can
only be ejected from the sea into the lower atmosphere
within sea spray. Sea spray can be produced by “tear-
ing” of the sea surface by the action of the wind
(“spume drops”); which is most efficient near the
crests of breaking waves and sharply crested waves.
This tearing process is mostly effective at wind speeds
greater than 10 ms1 (Monahan et al. 1983), though it
can be observed at the crest of breaking waves at
moderate wind speeds. The spume droplets are gener-
ally large, ranging from tens of micrometres to a few
millimetres. These large droplets will generally only
be airborne for a short time (seconds to minutes) but
are significant for their role in the transfer of moisture
and latent heat (Andreas 1992). Smaller droplets that
are more likely to evolve over hours or days in the
marine atmosphere are almost entirely associated with
the bursting of bubbles at the sea surface. A compre-


















Fig. 2.2 Thermographic images of the water surface at two
different wind conditions. λtheo ¼ 100uw=ν describes the
expected value of the mean dimensionless streak spacing in
the case of low speed streaks near a no-slip wall, with the
friction velocity given by u*w, and the kinematic viscosity by
ν. λexp ¼ lexpuw=ν describes the mean dimensionless streak
spacing, where l is the determined mean streak spacing for
each case (Images reproduced from Schnieders et al. (2013))
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presented by Lewis and Schwartz (2004), the produc-
tion of sub-micron sea spray aerosol particles was
recently reviewed by de Leeuw et al. (2011). An
overview of both production of sea spray aerosol and
effects of aerosols produced over land on biogeochem-
ical processes in the ocean is presented in Chap. 4 of
this book (de Leeuw et al. 2013).
Bubble generation at the sea surface is associated
with all types of precipitation falling on the sea surface
and can result from supersaturation of air in the upper
ocean, but is primarily associated with air entrainment
within breaking waves. When these bubbles burst at
the sea surface they produce two types of drops, jet
drops and film drops (Blanchard 1963; Woolf et al.
1987). Jet drops are pinched off from the
“Worthington jet” that projects from the open cavity
of a bursting bubble and their initial radii are typically
a tenth of the radius of the parent bubble. Jet drops are
inferred to be the main source of the important subset
of marine aerosol particles with radii between 1 and
25 μm radius (de Leeuw et al. 2011). Film drops were
originally assumed to be formed from the shattering of
the film cap of large bubbles, but a more complicated
picture emerged from later investigations (Spiel
1998). Nevertheless the numerous small sea spray
particles in the lower atmosphere (approximately
10 nm–1 μm) are associated with film drop production.
The study of small sea spray particles underpins our
understanding of direct and indirect radiative effects of
this aerosol (the latter through their role in cloudmicro-
physics) and chemical reactions and pathways in the
lower atmosphere involving both the sea spray
particles and natural and anthropogenic volatiles.
Models and quantitative estimates of these processes
requires a “sea spray source function” (SSSF) and
estimates of this function have recently been reviewed
(de Leeuw et al. 2011). Several methods have been
proposed for estimating SSSF including those based
on a balance between production and deposition (wet
or dry), micrometeorological methods and the white-
cap method. Micrometeorological methods are
showing considerable promise, but most estimates are
based on the whitecap method. The whitecap method
requires an assessment of aerosol production by a
“standard whitecap”, usually by measuring the aerosol
production by a simulated whitecap in the laboratory,
which is then scaled to the ocean using predictions of
whitecapping. A serious problem remains since “order-
of-magnitude variation remains in estimates of the
size-dependent production flux per white area” (de
Leeuw et al. 2011). An additional uncertainty arises
from the challenge of parameterising whitecap cover-
age W (see below).
When bubbles are formed they will accumulate
material on their surface that was previously on the sea
surface. As they are mixed through the upper ocean, the
bubbles may scavenge further material (primarily
surface-active) from the water column. Some bubbles
will dissolve leaving fragments (a “microbubble”
enclosed in a shell of organics, or particles), but most
surface and burst. Material carried to the surface on the
bubble, or skimmed from the sea surface in the bursting
process may be ejected on the sea spray. The cycling of
organicmaterial described above represents another role
of bubbles in geochemical transport and air-sea transfer.
It is recognised that the sea surface microlayer is highly
dynamic when waves are breaking and constantly
renewed by the action of bubbles (Liss et al. 1997). It
follows that bubbles and spray have an indirect effect on
interfacial transfer through their effect on the composi-
tion of the sea surface (see Sect. 2.2.7). The sea spray
aerosol will be enriched in organic material andmuch of
the current interest and progress in studying that aerosol
focuses on the organic content and its effects (de Leeuw
et al. 2011).
Air-sea transfer of volatiles is also dependent on
bubbles and spray. In principle, sea spray should have
some effect on the deposition or exchange of soluble
gases across the atmospheric surface layer, but this
pathway is usually not explicitly identified in
parameterisations of air-side transfer velocity (Johnson
2010). Far more attention has been given to the role of
bubbles in the air-sea exchange of poorly soluble gases.
As already mentioned, bubbles may influence air-sea
gas transfer through their influence on the composition
of the sea surface. Both breaking waves and surfacing
bubbles generate turbulence and this may enhance
transfer at the sea surface. The greatest influence on
poorly soluble gases appears to be through “bubble-
mediated transfer”, defined as the net transfer of gas
across the surface of bubbles while they are submerged
(Woolf and Thorpe 1991). Both laboratory experiments
and numerical calculations suggest that bubble-
mediated transfer is a highly effective mechanism for
poorly soluble gases. The effect of bubbles on gas
transfer can be seen in Fig. 2.3 where the transfer
velocity kw is shown for both CO2 and dimethylsulfide
(DMS). DMS has a much higher solubility coefficient
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than CO2. When the effect is scaled to the ocean by
variants of the whitecap method, bubble-mediated gas
transfer is calculated to contribute substantially to the
transfer of poorly soluble gases (Keeling 1993; Woolf
1993, 1997; Asher et al. 1996). The inclusion of
bubble-mediated transfer is crucial to the successful
application of physically-based models such as
NOAA-COARE (see Sect. 2.6.3) to the air-sea transfer
of carbon dioxide and other poorly soluble gases
(Fairall et al. 2011).
Bubble-mediated gas transfer is distinct in several
respects from direct transfer of gas across the sea
surface. Firstly, since bubbles may dissolve and are
always subject to additional pressure, bubble-
mediated transfer is asymmetric with a bias to invasion
of gas (Woolf and Thorpe 1991). Secondly, through
the change in composition of a bubble while it is
submerged, the contribution of bubble-mediated trans-
fer to the water-side transfer velocity of a gas is
dependent on solubility and has a complicated depen-
dence on Schmidt number. This feature complicates
the interpretation of dual tracer experiments
(Sect. 2.5.3; Asher and Wanninkhof 1998) and affects
the applicability of gas transfer parameterisations
across gases and the range of water temperature (see
Sect. 2.6.5). Some estimates of the sensitivity of trans-
fer velocity to whitecap coverage are depicted in
Fig. 2.4, emphasising particularly the theoretical sen-
sitivity to solubility and structural uncertainty relating
to the specific model.
The precise dependences of bubble-mediated trans-
fer on the environment and the molecular properties of
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Fig. 2.3 The magnitude of the bubble effect on transfer veloc-
ity for the relatively soluble gas dimethylsulpide (DMS) com-
pared to less soluble CO2. Pink dots summarise eddy covariance
estimates of DMS transfer velocity to date and grey squares
those for CO2 (detailed in Fig. 2.10). These are plotted over
predicted k660-normalized transfer velocities from the bubble
model of Woolf (1997) for DMS (dark pink solid line) and CO2
(solid black line), using solubility at 15 C from Johnson (2010).
For DMS, the bubble-mediated transfer is very small, so the pink
shaded area effectively represents the diffusive transfer, which
is approximately equal for both CO2 and DMS (at the same
Schmidt number), with the grey shaded area showing the addi-
tional bubble-mediated transfer for CO2. Total transfer velocity,
KW, for DMS is also calculated using the scheme of Johnson
(2010), applying the Woolf (1997) bubble parameterization for
kw and the Johnson (2010) ka term (Figure by M.T. Johnson,
shared under creative commons license at http://dx.doi.org/
10.6084/m9.figshare.92419)
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the dissolved gas require further investigation (Woolf
et al. 2007). A third important feature of bubble-
mediated gas transfer is that since it is dependent on
wave breaking, whitecapping and the dispersion by
mixing processes in the upper ocean (see
Sect. 2.2.5), its environmental dependence (on wind
speed, sea state, water temperature . . .) is a function of
the environmental dependence of these processes. In
particular, in common with the sea spray source func-
tion, the environmental dependence of whitecap cov-
erage is critical for quantification of bubble-mediated
gas transfer.
Whitecap coverage W is a practical but enigmatic
measure of the whitening of the sea surface associated
with wave breaking, air entrainment, bubble plumes
and surface foam. Its indefinite nature and practical
obstacles to its systematic measurement make apply-
ing field measurements and parameterisations of
whitecapping within the whitecap method difficult
(de Leeuw et al. 2011). Nevertheless, studies of his-
torical data sets (Bortkovskii and Novak 1993; Zhao
and Toba 2001) have elucidated the environmental
dependence of whitecapping. There have also been
significant advances in its systematic measurement
(Callaghan and White 2009) that enable more detailed
analysis of environmental dependence (Goddijn-
Murphy et al. 2011). Wind speed is the main driver
of whitecapping and wind-speed-only parameter-
isations are useful (Monahan and O’Muircheartaigh
1980; Goddijn-Murphy et al. 2011), but their accuracy
for instantaneous whitecap coverage is poor. Recent
measurements all indicate that the whitecap fraction is
lower than that predicted by Monahan and
O’Muircheartaigh (1980) which is most frequently
used in models (de Leeuw et al. 2011). It may be
inferred that the sea spray source function and gas
transfer velocities are also likely to vary greatly at a
given wind speed. Water temperature and sea state
appear to be major additional factors in determining
whitecap coverage, and by implication aerosol pro-
duction and gas transfer. Long et al. (2011) suggests
scaling particle production by wave-breaking energy.
Fig. 2.4 Sensitivity of gas transfer velocity to whitecap cover-
age (kw/W in cm(h %)
1) plotted against logarithm of Ostwald
solubility (log10 α). Based on the original “independent bubble
model” (filled diamonds) and “dense plume model” (open
squares) of Woolf et al. (2007). Dense plume model calculated
for a plume void fraction of 20 %. All transfer velocities calcu-
lated for seawater at 20 C using gas constants suggested by
Wanninkhof et al. (2009) and normalised to a Schmidt number
of 660
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2.2.4 Wind-Generated Waves
Wind-generated waves affect processes at the air-sea
interface in several ways. In the form of variable
roughness elements and group speeds, they interact
with and modify the wind field above the sea surface
(c.f. Sects. 2.2.9 and 2.4.1). The Stoke’s drift caused
by the waves is involved in the generation of the
Langmuir circulation which, in turn, is one of the
mixing processes of the surface layer of the ocean
(Sect. 2.2.5) and affects the distribution of surfactants
(Sect. 2.2.7). Breaking waves inject bubbles
(Sect. 2.2.3) and cause turbulence in the surface waters
contributing to the surface processes and to the mixing
of the surface layer. Another source of turbulence is
the microscale breaking of short waves (Sect. 2.2.1).
The properties of the irregular wave field cannot be
parameterised bywind speed alone. For example, wave
breaking depends on the wave steepness and not on the
wind speed. In addition to the wind speed, the develop-
ment of waves depends also on wind duration, fetch,
the shape of the basin, water depth and atmospheric
stratification. Typically, the wave field consists of one
or several wave systems, e.g. locally generated waves
and a swell originating from a distant storm. Their
influence on the interaction with the atmosphere varies
with state of development, the relative dominance of
the wave systems and the difference of their directions
(e.g. Donelan et al. 1997; Drennan et al. 1999; Veron
et al. 2008). The properties of the wave field can be
quite different in the oceans to that in marginal seas.
While in the oceans the waves more often reach full
development, in areas closer to the shore waves are
typically strongly forced due to the limited fetch and
are thus steeper. Depending on the fetch geometry, the
direction of the waves can differ from the wind direc-
tion (Pettersson et al. 2010). If the sea is shallow
enough for the waves to ‘feel’ the bottom, there will
be further changes in the steepness of the waves and
changes in wave directions leading to areas of wave
energy convergence and divergence. In high latitudes
the seasonal ice cover forms a changing fetch and fetch
geometry affecting the properties of the wave field
adjacent to the ice edge.
For transfer across the air-sea interface the turbu-
lence in the subsurface layer is one of the key factors.
When present, the breaking waves contribute strongly
to the subsurface turbulence. Babanin (2006) has
suggested that the orbital motion of the waves causes
turbulence also in the absence of the breaking waves.
In view of the importance of the water-side turbu-
lence for the processes at the interface and the surface
layer of the ocean, studies have been undertaken on the
dissipation of the turbulent kinetic energy in the upper
layer. The experimental data needed in these studies
are not easy to obtain (see Terray et al. (1996) and
Soloviev et al. (2007) for a review), but the limited
data shows that in the presence of breaking waves the
dissipation values are higher than given by the shear-
driven wall layer approach (e.g. Agrawal et al. 1992;
Osborne et al. 1992; Anis and Moum 1995; Drennan
et al. 1996; Terray et al. 1996; Phillips et al. 2001;
Zappa et al. 2007). Anis and Moum (1995) measured
high dissipation rates at depths greater than the height
of the breaking waves and suggested that the orbital
motions of swell could be one possible mechanism
that transports the wave induced turbulence to deeper
depths. On the other hand, Terray et al. (1996) found
that the dissipation has a constant value to a certain
depth below which the wall-layer behaviour is found.
Their premise was that the dissipation is balanced with
the wind input and the depth of the constant dissipa-
tion layer is of the order of the significant wave height.
Based on his similarity analysis, Kitaigorodskii (1984,
2011) proposed the existence of a constant dissipation
rate under breaking waves. He concluded that the
dissipation is dependent on the water-side friction
velocity and the turbulent viscosity constant in the
layer of constant dissipation. In both approaches
(Terray et al. 1996; Kitaigorodskii 1984, 2011), the
dissipation is dependent on the state of development of
the waves. Sutherland et al. (2013) compared
measured dissipation rates in the surface ocean bound-
ary layer to various scalings (e.g. Terray et al. (1996)
and Huang and Qiao (2010)). They found that the
depth dependence was consistent with that expected
for a purely shear-driven wall layer. Many dissipation
profiles scaled with a Stokes drift-generated shear,
suggesting there may be occasions where the shear in
the mixed layer are dominated by wave-induced
currents.
So far there have been only a few experimental
studies on the dependence of gas exchange on the
dissipation caused by the breaking waves. Zappa
et al. (2007) demonstrated the dependence of gas trans-
fer velocity on the subsurface dissipation rate.
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Presently there are on-going field campaigns aiming to
study this question (e.g. Pettersson et al. (2011) and
using the ASIP profiler see Sect. 2.6.4). Kitaigorodskii
(2011) proposed a wave-age-dependent transfer veloc-
ity based on his considerations of the dissipation rate
and previously published data. Soloviev et al. (2007)
have proposed a gas exchange parameterisation based
on present knowledge of the different processes in the
exchange. Their model includes three sources of turbu-
lence, the convective, shear and wave-induced turbu-
lence. The model predicted that at wind speeds of up to
10ms1 the exchange is not dependent on the wave age
due to factors that cancel each other. At higher wind
speeds, the bubble-mediated transfer is dominating.
Due to the lack of coincident observations, this
behaviour could not be confirmed and also hindered a
detailed analysis of the relative importance of different
sources of the turbulence.
2.2.5 Large-Scale Turbulence
Upper ocean dynamics is dominated by shear-
generated eddies (small-scale turbulence) that coexist
with buoyant plumes and wave-generated coherent
structures (large-scale turbulence). The buoyant large
eddies are generated by cooling at the surface resulting
in convection extending to the bottom of the mixed
layer, at which depth stability suppresses turbulence
(Csanady 1997).
The surface cooling (net heat flux and evaporation)
increases density of the surface water, thereby enhanc-
ing buoyancy. The buoyancy flux is defined according






where a is the thermal expansion coefficient, g accel-
eration due to gravity, Qnet is the net surface heat flux
(i.e. sensible and latent heat flux plus net long-wave
radiation), cpw is the specific heat of water, ρw is the
density of water, βsal is the saline expansion coeffi-
cient, Qlat is the latent heat flux, and λ is the latent heat
of vaporisation. Following convective scaling in the
atmosphere (see Eq. 2.11), the characteristic velocity
scale of the turbulence generated by convection (the
water-side convective velocity scale) is defined as
follows (MacIntyre et al. 2002):
w ¼ Bzmlð Þ1=3 (2.4)
where zml is the depth of the mixed layer. According to
Eq. 2.4, a stronger buoyancy flux (a larger value of B)
and a deeper mixed layer (a larger value of zml) produce
enhanced convective mixing in the water. The convec-
tive velocity scale exhibits diurnal as well as seasonal
cycles depending on variations in surface heating and
variations ofmixed layer depth. Rutgersson et al. (2011)
suggested relating the convective velocity scale to the
friction velocity of the water (u*w) as u*w/w*. This
parallels the description of atmospheric flow by
combined convective and shear-generated turbulence,
and characterises the comparative energetic roles of
surface shear and buoyancy forces (Zilitinkevich
1994). This scaling can be used to express the additional
parallel resistance to transfer initiated by the water-side
convection. When wind is in the low to intermediate
speed regime, convection is important for mixing, and it
has in several studies been shown to enhance surface gas
transfer (MacIntyre et al. 2002; Eugster et al. 2003;
McGillis et al. 2004b; Rutgersson and Smedman 2010;
Rutgersson et al. 2011). Water-side convection is
expected to dominate in situations with cooling at the
water surface (during the night, or during advection of
cold air masses) and deepening of the mixed layer.
The interaction between the mean particle drift of
surface waves (Stokes drift) and wind-driven surface
shear current generates Langmuir circulation consisting
of counter-rotating vortices roughly parallel to the wind
direction (Langmuir 1938). The Langmuir circulation
can be seen at the surface by the collection of surface
foam in meandering lines in the along-wind direction or
by sub-surface observations, following bubbles trapped
in downwelling regions between vortices and current
profiles (Smith 1998; Thorpe 2004; Gargett and Wells
2007). McWilliams et al. (1997) defined a turbulent
Langmuir number describing the relative influence of





where u*a is the atmospheric friction velocity and us is
the surface Stokes velocity. Sullivan and McWilliams
(2010) summarise several studies focusing on the
Langmuir mechanism and it is clear that Langmuir
circulation (or Langmuir turbulence) greatly enhances
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turbulent vertical fluxes of momentum and heat at the
surface.
A regime diagram for classifying turbulent large
eddies in the upper ocean was suggested by Li et al.
(2005) using the Hoennecker number (Li and Garrett
1995) as a dimensionless number comparing the unsta-
ble buoyancy force driving thermal convection with
the wave forcing driving the Langmuir circulation.
According to Li et al. (2005), the wind driven upper
ocean is dominated by Langmuir turbulence under
typical sea state conditions. Transition from Langmuir
to convective turbulence occurs with strong thermal
convection, relatively low winds and small surface
velocity. An alternative descrition of the relative role
of Langmuir and convectively generated turbulence is
given by Belcher et al. (2012) as zml/LL, where LL is a
convective-Langmuir number stability length as an
analogue to Obukhov length for convective-shear
turbulence.
Large scale turbulence disrupts the molecular
sublayer and initiates a more efficient gas transfer at
the surface. The large scale turbulence is dominated by
Langmuir circulation or buoyancy depending on envi-
ronmental conditions.
2.2.6 Rain
Because rain events in nature are episodic and rain
rates are variable, only a few field studies have been
conducted. These experiments, using natural rain and
geochemical mass balances of O2 invasion and SF6
evasion in small plastic pools (Belanger and Korzun
1990, 1991; Ho et al. 1997), demonstrated that rain
could significantly enhance kw(660), although the
exact relationship between rain and kw(660) was not
established in these studies.
Most systematic studies on the effect of rain on air-
water gas exchange have been conducted in the labo-
ratory using a rain simulator and a receiving tank.
These studies began in the 1960s, where initial labora-
tory studies using O2 invasion employed a rain
simulators that had only 8–12 nozzles so only pro-
duced a few raindrops at a time, and only investigated
a range of rain rates up to 17 mm h1 (Department of
Scientific and Industrial Research 1964; Banks and
Herrera 1977; Banks et al. 1984). In the last two
decades, systematic laboratory studies examining the
full range of rain rates encountered in nature have
quantified the effect of rain on gas exchange (Ho
et al. 1997; Takagaki and Komori 2007), the interac-
tion between rain and wind (Ho et al. 2007), the
mechanism behind the enhancement (Ho et al. 2000),
the effect in saltwater Ho et al. (2004); Zappa et al.
(2009). Furthermore, some modeling studies have
been conducted to examine the potential effect of
rain on air-sea CO2 exchange (Komori et al. 2007;
Turk et al. 2010).
In laboratory experiments using evasion of He,
N2O, and SF6 or invasion of CO2, rain has been
shown to enhance the rate of gas exchange signifi-
cantly, and the relationship between kw(660) and rain
can easily be related to either the kinetic energy flux or
momentum flux of rain, both of which encompass
variability in rain rate and drop size (Ho et al. 1997;
Takagaki and Komori 2007). Enhancement in kw(660)
is due mostly to increased near surface turbulence,
whereas bubbles play a minor role (Ho et al. 2000).
Experiments in saltwater demonstrate that the rela-
tionship between rain and kw(660) is the same as in
freshwater, but density stratification could inhibit ver-
tical mixing and decrease the overall gas flux (Ho et al.
2004; Zappa et al. 2009).
Some SF6 evasion experiments have been
conducted to examine the combined effects of rain
and wind on gas exchange. Initial results indicated
that the effect of rain and wind might be linearly
additive (Ho et al. 2007), but further experiments
have shown that the enhancement effects of rain
fades with increasing wind speeds (Harrison et al.
2012), and wind speeds in the initial experiments
were not high enough to exhibit that effect. While
the exact mechanistic interaction between wind and
rain has not been determined, it has been shown that
when Kinetic Energy Flux (KEF) from wind (calcu-
lated from u*) is greater than KEF from rain, the
enhancement effects of rain is diminished (Harrison
et al. 2012).
Modeling studies using relationships derived in the
laboratory shows that the effect of rain on air-sea CO2
exchange is insignificant on a global scale, but could
be important on regional scales (Komori et al. 2007;
Turk et al. 2010). However, those studies made simple
assumptions that remain to be tested, including those
about the dynamics of rain falling on the ocean, and
about how rain and wind interact.
Future experiments should examine the effect of
temperature change caused by rainfall on gas
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exchange, the interaction of rain with surfactants, and
detail the mechanism behind the interaction of rain
and wind and how they affect gas exchange. Field
experiments should also be conducted in areas likely
to be impacted by rain.
2.2.7 Surface Films
Surfactants can influence air-sea gas transfer rates via
several mechanisms. Firstly, the presence of
concentrated insoluble surfactant films (slicks) can
act as a barrier to gas exchange, either by forming a
condensed monolayer on the sea surface (Springer and
Pigford 1970) or by providing an additional liquid
phase that provides a resistance to mass transfer
(Liss and Martinelli 1978). However, in the field, this
effect is believed to be important only at low wind
speeds, as slicks are easily dispersed by wind and
waves (Liss 1983). The main effect of surface-active
material is believed to be due to the occurrence of
soluble surfactants that alter the hydrodynamic
properties of the sea surface and hence turbulent
energy transfer. Their presence reduces the roughness
of the sea surface and hence the rate of micro-scale
wave breaking (see Sect. 2.2.1), lowers sub-surface
turbulence (see Sect. 2.2.2) and impacts on rates of
surface renewal (see Sect. 2.3.1).
Early experiments in wind/wave tanks showed that
artificial surfactants could cause reductions in kw of up
to 60 % for a given wind speed (Broecker et al. 1978).
Indeed, contamination of the air-water interface by
surface films was a common problem, particularly in
circular tanks where there was no “beach” at the end of
the tunnel for the film to collect (Ja¨hne et al. 1987).
Later experiments found that the presence of
surfactants influenced the point at which small scale
waves were observed at the water surface, co-incident
with a rapid increase in kw (Frew 1997). Even more
interesting were observations that kw could vary with
biological activity (Goldman et al. 1988) due to the
exudation of soluble surface-active material (includ-
ing carbohydrates, lipids and proteins) by phytoplank-
ton (Frew et al. 1990).
Supporting evidence came from laboratory
experiments using seawater collected on a transect
from the United States of America to Bermuda (Frew
1997) indicating that the decrease in kw correlated
inversely with bulk-water chlorophyll, dissolved
organic carbon (DOC) and coloured dissolved organic
matter (CDOM), see Fig. 2.5. The relationship of kw
with CDOM is important because this parameter can
be determined remotely by satellite.
Although the importance of surfactants in deter-
mining air-sea gas transfer rates has long been
recognised, it has proven exceedingly difficult to
demonstrate that they exert a measurable effect in
the field. Perhaps the first direct evidence came from
a study of air-sea gas transfer rates using the heat flux
technique (see Sect. 2.5.1) off the coast of New
England in fairly light winds (Frew et al. 2004). The
transfer of heat was measured inside and outside of a
naturally occurring CDOM-rich slick and was found
to be substantially inhibited by the presence of the
slick (from 4.1 to 1.3 cm hr1). Due to the patchy
nature of the slick and changeable wind speed the
exact magnitude of the inhibition due to the slick is
unclear.
It is commonly thought that surfactants may only
be important in retarding gas transfer at very low
winds. However, a big unknown is whether exchange
rates might be reduced at higher winds when, despite
wave breaking, surfactants are predicted to be brought
back to the sea surface via bubble scavenging (Liss
1975). Support for this hypothesis came from Asher
et al. (1996) who demonstrated, in a series of labora-
tory experiments, that soluble surfactants inhibited gas
transfer even under wave-breaking conditions. Very
recently, Salter et al. (2011) reported on a deliberate
large scale release of an artificial surfactant (oleyl
alcohol), in the north-east Atlantic Ocean. Gas transfer
rates were measured by both the dual tracer technique
(see Sect. 2.5.3) and direct covariance measurements
of the DMS flux (see Sect. 2.5.2). Air-sea gas transfer
rates were reduced by about 50 % at 7 ms1 and were
still impacted by the presence of the surfactant at high
wind speeds; kw was lowered by 25 % at 11 ms
1.
Whilst the Salter et al. (2011) study has proven
that surfactants can significantly impinge on gas
transfer in the world’s oceans, it is not yet clear that
they do so at ambient levels. A recent study (Wurl
et al. 2011) found many of the world’s oceans (sub-
tropical, temperate and polar) are covered to a signifi-
cant extent by surfactants. Enrichments in the sea
surface microlayer compared to bulk seawater were
observed to persist at wind speeds of up to 10 ms1
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consistent with the observations of the Salter et al.
(2011) study. Clearly, this is an area worthy of further
effort.
How important might surfactants be on a global
basis? Asher (1997) predicted a global decrease of
20 % in the net sea to air flux of carbon dioxide based
on the reasonable assumption that surfactant
concentrations would scale with primary productivity.
Tsai and Liu (2003) estimated that the net uptake of
CO2 could be reduced by between 20 % and 50 %; the
range reflecting the uncertainty in measurements of
surfactants and their impact on gas transfer. However,
a simple relationship between chlorophyll and a
reduction in kw may be unrealistic as sea surface
surfactant enrichments have been found to be greatest
in oligotrophic (i.e. low productivity) waters rather
than, as might have been expected, in highly produc-
tivity waters (Wurl et al. 2011); presumably due to
the greater occurrence of bacterial degradation in the
latter waters. Nightingale et al. (2000a) found no
decline of gas transfer rates during the development
of a large algal bloom in the equatorial Pacific. The
implication of these studies of surfactants and air-sea
gas transfer is that wind speed may not be the best
parameter with which to parameterise kw in the
oceans, particularly in biologically productive
regions.
A reasonable correlation with the total mean square
wave slope for both filmed and film-free surfaces,
particularly of shorter wind waves, suggested that
this parameter, although difficult to measure at sea,
might be a more useful predictor of kw (Ja¨hne et al.
(1987) – see Sect. 2.6.2). This has been shown exper-
imentally in the field by Frew et al. (2004) who found
that kw was better correlated to the mean square wave
slope than to wind speed, specifically when winds
were below 6 ms1 and when CDOM levels were
enhanced in the microlayer.
2.2.8 Biological and Chemical
Enhancement
The enhancement of gas transfer by chemical reaction
within the mass boundary layer(s) has been recognised
as important for a small number of gases including O3
(Fairall et al. 2007) and SO2 (Liss 1971), and poten-
tially important for CO2 (Hoover and Berkshire 1969;
Wanninkhof and Knox 1996; Boutin and Etcheto
1995). Suitably rapid reactions serve to ‘steepen’ the
concentration gradient of the gas and thus reduce the
effective depth of the mass boundary layer, thus lead-
ing to an enhancement in the transfer velocity (John-
son et al. 2011).
Fig. 2.5 Correlations of kw with (a) surfactant concentration, (b) in situ fluorescence, (c) dissolved organic carbon (DOC) and
(d) coloured dissolved organic matter (CDOM) fluorescence at 450 nm (Figure reproduced from Frew (1997))
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Note that whilst reversible reactions such as the
hydration of CO2 will act to buffer a reaction in either
direction and thus lead to enhancement of fluxes into
and out of the ocean (albeit assymetrically where for-
ward and reverse reactions occur at different rates),
irreversible reactions have the capacity to inhibit fluxes
by a similar mechanism (i.e. to decrease the steepness
of the concentration gradient where either a production
reaction acts against a flux into the ocean or a break-
down reaction acts against a flux out) (Johnson et al.
2011). Here we will refer only to enhancement, but the
reader should be aware that enhancement factors can
be negative in some situations.
The enhancement of CO2 exchange by hydration to
carbonic acid and subsequent acid dissociation has
been estimated to account for between 0 % and 20 %
of the global CO2 flux estimated from the
14C tech-
nique (Keller 1994). Unlike the near-instantaneous
hydration of SO2 (Liss 1971), the hydration of CO2
is relatively slow and its enhancement is thought to be
important only when turbulent forcing is weak (and
thus the timescale of transport across the mass bound-
ary layer is relatively large). The effect on global CO2
fluxes is rather complex. Boutin and Etcheto (1995)
estimate that the net global atmosphere-to-ocean CO2
flux is reduced by approximately 5 % due to the bias
introduced by outgassing areas being generally
associated with low average winds. On a local scale,
CO2 hydration must enhance the flux at low or zero
wind speeds. The magnitude of this effect is
represented in the hybrid parameterisation of
Wanninkhof et al. (2009) as a constant component of
kw of 2.3 cm h
1. Interactions between different
compounds and reactions might lead to more complex
behaviour than simple first-order enhancement. For
instance, air-water mass transfer of CO2 can be
inhibited or enhanced by the mass transfer of NH3
due to the reversible and pH dependent formation of
ammonium carbamate (Budzianowski and Koziol
2005), although this phenomena has not been studied
in the natural environment.
Just as physico-chemical processes may enhance
mass transfer by modifying the concentration gradient
in the mass boundary layers, biological activity might
achieve the same, at least on the water side of the
interface. Microbial communities at the ocean surface
tend to be different from bulk water communities,
often with considerably enhanced population densities
(Cunliffe et al. 2009), which would lead to potentially
rapid processing of bio-active compounds. There is
some circumstantial evidence for the asymmetrical
biologically-mediated transfer of methane (Upstill-
Goddard et al. 2003), and O2/CO2 (Garabetian 1991;
Matthews 1999), but these processes are not well
studied.
2.2.9 Atmospheric Processes
Within a few millimetres of the water surface there is a
thin sublayer dominated by molecular diffusion. Above
the molecular diffusion layer is the atmospheric surface
layer where the vertical transport is dominated by turbu-
lent eddies; it extends upwards from the molecular layer
to a rather poorly defined distance (ranging from
approximately 10–100 m). Further away from the sur-
face (in the Ekman layer) the Coriolis effect gradually
changes the flow. These layers make up the Atmo-
spheric Boundary Layer (ABL), in which the presence
of the surface has a profound effect on the flow. Tradi-
tionally the atmospheric surface layer is described by the
Monin-Obukhov Similarity Theory (MOST), it assumes
stationary and homogeneous conditions and a solid sur-
face (Panofsky and Dutton 1984). The fluxes are
approximated to be constant with height (within 10 %)
and it is thus enough to describe the flux at just one
height. Using MOST the turbulent surface fluxes are
often expressed using the bulk aerodynamic formula.
Stress (τ), heat and scalar fluxes can be written as:
τ ¼ ρau2a ¼ ρaCD Uz  U0ð Þ2 (2.6)
H ¼ ρacpw0θ0 ¼ ρacpCHUz Tz  T0ð Þ (2.7)
C ¼ ρacpw0c0 ¼ DCUz Cz  C0ð Þ (2.8)
where ρa is the air density, u*a the friction velocity on
the air-side, CD, CH and DC are the transfer
coefficients for momentum heat and scalars at the
specific height z. Transfer coefficients for scalars (Dal-
ton number) can be related to transfer velocity by
DC ¼ k/Uz. Wind speed, temperature and scalar
values at height z are Uz, Tz and Cz, corresponding
parameters at the surface are U0, T0 and C0.
In the atmosphere, gradients of wind, temperature,
and scalars are dependent on the atmospheric stratifi-
cation, which also influences the transfer coefficients.
Neutral stratification (giving logarithmic profiles,
assuming MOST) is used as the reference state and
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flux coefficients are then normalised using the actual
stratification. Stratification can be expressed in terms
of the Monin-Obukhov length (L ¼  u3aT
κgw0θ0v
, where
w0θ0v is the surface virtual potential temperature
flux). For unstable atmospheric stratification L < 0
and for stable atmspheric stratification L > 0. Turbu-
lence in the atmosphere (and thus the vertical
gradients) is stability dependent and the non-
dimensional gradients of wind, temperature and







where α ¼ m, h, c and χ ¼ U, θ and C. The ϕ -
functions are expressed by empirical expressions for
wind (ϕm) and temperature (ϕh); see Ho¨gstro¨m (1996)
for a review of expressions for momentum and heat,
and in Edson et al. (2004) functions for humidity are
given. McGillis et al. (2004a) suggest the same
expressions for CO2 as for humidity. For stable strati-
fication, expressions from Holtslag and De Bruin
(1988) are frequently used.
Over the sea in the presence of surface gravity
waves the wave boundary layer (WBL) is the atmo-
spheric layer that is directly influenced by surface
waves. For a growing sea the WBL is of the order of
1 m (Janssen 2004) and for swell waves it is signifi-
cantly larger, it can even extend throughout the ABL
(Smedman et al. 1994).
The neutral transfer coefficients are related to the
roughness length defined as the intersect of the loga-
rithmic profiles with the surface value. Roughness
length for momentum (z0) is crudely related to the
roughness of the surface. Charnock (1955) expressed
z0 over the ocean as:





where the Charnock coefficient, α, is a constant or
described as a function of the state of the waves,
where younger waves are expected to give a rougher
surface (Fairall et al. 2003; Drennan et al. 2003;
Carlsson et al. 2009). For temperature and scalars it is
more complicated (Garratt 1992). The scalar roughness
lengths can basically be expressed by the velocity
roughness length, friction velocity and Schmidt number
(see Fairall et al. (2000) for a discussion of different
approaches).When the flow is aerodynamically smooth,
a thin viscous sublayer exists adjacent to the surface.
Stability is a dominating parameter in the atmo-
sphere since it determines the scale of the turbulence
and thus the efficiency of eddy transport. For stable
stratification, turbulence is suppressed, being
dominated by intermittent turbulent events and atmo-
spheric gravity waves and with a low boundary layer
height. For unstable stratification, the convection at
the surface enhances turbulence initiating convective
eddies. The mean wind can be close to zero, but there
is a non-zero wind component due to the gustiness.
Godfrey and Beljaars (1991) suggested adding a gust-
iness wind component proportional to the convective






where zi is the height of the ABL. For specific
conditions (during free convective conditions, swell
or low boundary layer height) the wind gradients are
altered (Beljaars 1995; Fairall et al. 2003; Guo et al.
2004; Ho¨gstro¨m et al. 2008). For gradients of temper-
ature and scalars, free convection is important, but less
is known about swell and boundary layer height.
Over land, stratification is mainly determined by
the diurnal cycle due to effective radiative heating and
cooling of land surfaces. Over sea, the diurnal cycle is
not as dominating due to the larger heat capacity of
water. Then stronger atmospheric stratification occurs
during advection of air masses with a different tem-
perature to the water surface. Strongly stratified
conditions thus occur in areas close to coasts or with
great horizontal temperature gradients.
For momentum, heat, and gases with high solubility
(like water vapour) the atmosphere induces the major
resistance to transfer. For gases with low solubility,
processes in the water contribute the main resistance to
transfer. Taking atmospheric stability into account
when determining transfer coefficients makes a signif-
icant difference when calculating fluxes of momen-
tum, heat and humidity. For CO2 the effect is
relatively minor, up to about 20 % for low wind speeds
(Rutgersson and Smedman 2010).
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2.3 Process Models
To gain a deeper understanding of relevant transport
mechanisms, several models have been developed.
These range from conceptual models to numerical
models based on first principles. Conceptual models
are major simplifications of the actual processes and
frequently address one dominant process taking place.
Nevertheless, they are appealing as they can be used for
deriving certain properties of the transport, such as
gradients, fluxes or Schmidt number exponents. Such
models will be discussed in Sect. 2.3.1. These simplistic
models cannot describe interfacial properties, such as
temperature distributions or the wave field. Numerical
simulations based on first principles may be used for
addressing such problems. The current state-of-the-art
of such models is presented in Sect. 2.3.2.
2.3.1 Interfacial Models
The ocean–atmosphere exchange of insoluble gases
and sparingly soluble chemical species such as CO2,
as well as other properties such as heat and momen-
tum, is controlled by the mass boundary layer
occupying the upper 10–100 μm of the ocean surface.
Within this boundary layer, molecular diffusive trans-
port tends to dominate over turbulent transport, with
increased turbulent forcing leading to an increase in
the rate of exchange by a reduction of the thickness of
the diffusion-dominated domain. Various models have
been proposed to represent such diffusion-mediated
transport across the air-sea interface, and these lead
to different dependency of exchange kinetics (i.e. the
transfer velocity) on the diffusivity of the tracer (due
to differences in the balance between the diffusive and
turbulent processes controlling exchange). These
models are described below, along with brief consid-
eration of analogous models for the transport on the
air-side of the interface for soluble gases.
2.3.1.1 Thin (Stagnant) Film Model
The simple thin film model (Whitman 1923) applied to
the air-sea interface by Liss and Slater (1974),
represents the sea-surface as a flat, solid boundary,
with stagnant mass boundary layers on either side,
through which diffusion is the sole transport
processes. The diffusive flux through the water side




where D is the diffusivity of the gas in the medium, C
is concentration of the gas of interest and z is the
vertical depth of the mass boundary layer. The thick-
ness of the stagnant film must also be a function of the
properties of the medium, notably the viscosity. We
can rewrite the equation in terms of a transfer velocity
of the water side, kw as follows:





It can be seen from this approach that the transfer
velocity is a function of both the gas properties (D) and
the thickness of the thin film (δc), and has units of
velocity (m2s1 m1 ¼ ms1). This transfer velocity
(also known as piston velocity) represents the rate of
vertical equilibration between water column and
atmosphere. Equation 2.14 is directly proportional to
the diffusivity of the gas. The effect of (e.g. wind-
driven) turbulence is to reduce the effective depth of
the mass boundary layer and thus reduce the resistance
to transfer.
Where the stagnant film models describe discrete
layers where turbulent and diffusive mixing dominate
transfer, the rigid boundary or solid wall models (e.g.
Deacon 1977; Hasse and Liss 1980) apply a velocity
profile at either side of the interface to describe a
smooth transition between molecular and turbulent
transport regimes. Such models predict that the trans-
fer velocity is proportional to D2/3, demonstrating that
as turbulence plays a (modest) role in determining the
rate of transfer in such a model, the diffusivity of the
tracer becomes somewhat less important in determin-
ing the rate of exchange than for the stagnant film
model. This diffusivity dependency has been
demonstrated rather conclusively for a smooth (lami-
nar flow) water surface by tank and wind tunnel heat
and gas exchange experiments (see e.g. Liss and
Merlivat 1986, for a summary).
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2.3.1.2 Surface Renewal Model
A second class of models has historically been applied
to interfacial exchange problems, where the diffusion-
limited surface water layer is episodically and instan-
taneously replaced by bulk water from below
(e.g. Higbie 1935; Danckwerts 1951). This episodic
replacement leads to an increased role for turbulence
in bringing water to the surface to exchange with the
atmosphere. The details of the various surface renewal
models differ; for example Higbie (1935) assumes a
single turbulence-dependent renewal rate, whereas
Dankwerts describes a statistical distribution of
possible renewal timescales which is modulated by
turbulent forcing. However, they all demonstrate the
same dependence of the transfer velocity on D1/2
which results from the description of an average flux
resulting from episodic replacement of the surface
with water of maximum disequilibrium and
subsequent reduction in flux as this disequilibrium is
reduced prior to the next renewal event. The general







where τ is the renewal timescale. Surface renewal
models have been widely used in studies of heat fluxes
from water surfaces, including in the ocean, with gen-
erally good agreement at moderate to high winds (e.g.
Garbe et al. 2004). This is strong validation of the
dependency of the transfer velocity on the square root
of the diffusivity for non-smooth water surfaces.
2.3.1.3 Eddy Renewal Model
The surface renewal model describes periodic
‘disturbances’ of the surface by discrete events,
which are not physically described. Fortescue and
Pearson (1967) and Lamont and Scott (1970) devel-
oped the surface renewal approach by explicitly
modelling the physical processes at the interface
assuming eddy turbulence to be the dominating process
in transporting bulk water to the interface. This treat-
ment models the eddy turbulence as a series of
stationary cells of rotating fluid in long ‘rollers’ in the
along-wind direction, alternatively converging and
diverging, leading to regions of upwelling and down-
welling to and from the surface. The transfer velocity
in this model is related to ε, the energy dissipation
rate, (along with molecular diffusivity) and can be
generalised as
kw ¼ D=δc with
δc ¼ ðD=νÞ1=2δν ¼ ðD=νÞ1=2ðν3=εÞ1=4
(2.16)
) kw ¼ bS1=2c ðενÞ1=4 (2.17)
where f (εν) is some function of ε and the kinematic
viscosity of water, ν. As with instantaneous surface
renewal models, the predicted transfer velocity is
found to vary with D
1
2. Recently, eddy renewal models
have been used with considerable success in predicting
not only observed heat fluxes from environmental and
laboratory water surfaces but also patterns of heat distri-
bution – parallel streaks of warmer and colder water on
the surface (e.g. Hara et al. 2007; Veron et al. 2011). The
parallel development of eddy renewal models and sur-
face infrared imaging has the potential to directly relate
surface turbulence measurements, mean surface
renewal timescales and transfer velocities leading to
alternative parameterisations of transfer velocities.
2.3.1.4 Surface Penetration
Whilst good agreement has been found between sur-
face and eddy renewal models and heat fluxes and
distributions at water surfaces, it has been found that
these do not scale well to gas transfer velocities via the
diffusivity dependency (e.g. Atmane et al. 2004). This
led to the application of the surface penetration model
of Harriott (1962) to detailed heat and mass flux data
by Asher et al. (2004). The surface penetration model
differs from renewal models as it considers incomplete
replacement of the surface by eddy transport from the
bulk. This means that as well as eddy lifetime, the
transfer velocity is a function of the ‘approach dis-
tance’. The implication of this is that the diffusivity
dependence of transfer is not constant with turbulent
forcing. This is demonstrated by Asher et al. (2004) by
using a special case of the model of Harriott (1962) for












where h is the eddy approach distance and t is the
renewal timescale. The application of the surface pen-
etration model is found by Asher et al. (2004) to
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explain the apparent discrepancy between transfer
velocities of heat and mass through the surface water
layer from surface/eddy renewal models.
The diffusivity dependence of the transfer velocity
as predicted by surface penetration theory is not con-
stant with turbulent forcing. This implies that as well
as step changes in the diffusivity transfer velocity
relationship (from kw / D2=3 to kw / D1=2 at the tran-
sition between smooth and rough surface regimes)
there is a continuous change in the exponent with
changing turbulent forcing.
2.3.1.5 Air-Side Transfer
A similar array of physical models of the transfer
velocity on the air-side of the interface exist (e.g.
Fairall et al. 2003; Jeffery et al. 2010), which are
principally concerned with the flux of water vapour
from water surfaces. Such models are also applicable
to other soluble gases or those whose transfer is signif-
icantly chemically enhanced in the water phase (and
thus under gas-phase control) and also to the dry depo-
sition of particles to the water surface. Generally these
models show that, as in the water phase, the diffusivity
dependence on transfer is between D0.5 and D0.7 (e.g.
Fairall et al. 2003; Johnson 2010).
2.3.2 Direct Numerical Simulations (DNS)
and Large Eddy Simulations (LES)
High-resolution numerical simulation of the turbu-
lent flow and heat/gas transport in the vicinity of
an air-water interface is an alternative approach
for studying interfacial transfer processes. The
computational approach, which is also called direct
numerical simulation (DNS), solves the posed initial-
boundary-value problem and resolves the flow fields
down to that of dissipation and diffusion scales, and
examines the detailed dynamics and transfer pro-
cesses. The boundary-value problem consists of con-
servation equations of mass and momentum, and
advection–diffusion equations of temperature and
gas in the bulk fluids, subject to stress/flux balance
and kinematic constraint at the air-water interface.
The interfacial boundary conditions also govern the
dynamics of surface waves ranging from capillary
wavelets to gravity waves. Imposing the nonlinear
conditions accurately on the interface, which is also
an unknown to be solved, is the most challenging part
in solving such a “fully-nonlinear” free-surface prob-
lem. Owing to the limit in previous computing capac-
ity, DNS of three-dimensional turbulent flow
underneath a free-moving water surface was not fea-
sible until recently. The numerical model of Fulgosi
et al. (2003) (also Lakehal et al. 2003) is among the
first attempts to consider the dynamical effect of a
deformable interface in numerical simulation of
interfacial turbulence and transfer processes. The
simulation, however, is confined to very small sur-
face deformation and the maximum wave steepness
akwave (a is the amplitude and kwave the wavenumber)
never exceeds 0.01.
A more recent development by Tsai and Hung
(2007) successfully simulates the turbulent boundary
layer bounded by wind-generated surface waves and
the accompanying transfer processes up to immediate
surface steepness (maximum akwave  0.25). The
simulation resolves all modes of the turbulent flow,
including the coherent vortical structures (the renewal
eddies), the laminar sublayer immediately next to the
interface, and the Kolmogoroff scale turbulence, as
well as the interfacial motions, including the gravity-
dominant waves and the parasitic capillary ripples.
A representative three-dimensional surface profile
from the simulation is shown in Fig. 2.6 with the
corresponding distributions of temperature and surface
gas-flux density, streamwise vorticity is shown on a
vertical plane. The result clearly reveals high correla-
tion between the surface temperature and the gas-flux
density. Two distinct signatures appear in these
distributions: elongated streaks and random localised
spots, indicative of different “surface renewal” pro-
cesses in the underlying aqueous flow. The computed
distribution of surface temperature resembles the
measured thermal imagery of a wind-driven water
surface (e.g. Garbe et al. 2004; Smith et al. 2007).
Parasitic capillary wavelets form on the forward face
of the carrier gravity wave, as commonly observed in
wind-generated waves (e.g. Ja¨hne and Riemer 1990).
The impact of these capillary wavelets on cross-
interface transfer, however, is not as significant as
expected previously (e.g. Ja¨hne et al. 1979). Note
that the initial condition in posing the numerical simu-
lation consists of a pure gravity wave and random
velocity fluctuations without any prescribed vortical
structures and surface capillaries. The appearance of
these coherent eddies and parasitic ripples all arise
from the nonlinear dynamics of the surface waves
and the underlying turbulent boundary layer.
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Despite the success of the high-resolution numeri-
cal model in simulating realistic transfer processes of
wind-generated waves, DNS of interfacial turbulent
boundary-layer flow is still limited to low Reynolds
number (Re of the order of 103). The wavelength of
the simulated gravity wave is also restricted to
centimetres scale, and the wind speeds are limited to
low to immediate regime. This is due to the fact that
in DNS of the turbulent boundary layer the computa-
tion grid must be fine enough to resolve all spatial
scales of the velocity, temperature and dissolved gas
fields. For isotropic turbulence, the number of spatial
modes increases as Reynolds number to the power 3/4,
meaning the number of computation grids increases as
Re9/4. The minimum spatial scale of dissolved gas
field is even smaller than that of velocity fluctuation
(e.g., the diffusivities of dissolved CO2 and O2 are
~ 103 of the viscosity of water). If all of these modes
must be computed accurately, the required computer
capacity becomes overwhelming. As such, the current
DNS model is mainly applied to qualitative study of
transfer process (e.g. Tsai et al. 2013) or testing
of hypotheses in parameterization development
(e.g. Hung et al. 2011).
The new advances in computer hardware and the
use of parallel computing can certainly increase the
size of the physical domain and speed up the compu-
tation. An alternative approach will be to adopt the
method of large-eddy simulation (LES) in combina-
tion with new large-wave simulation (LWS). The
methodology of LES, which was first introduced in
atmospheric boundary layer research in the 1970s, is
increasingly used in process studies of the ocean mixed
later. However, unlike the LES model for ocean mixed
Fig. 2.6 Representative surface profile of a simulated wind-
driven surface flow at the time instance of ten linear wave
periods from the start of the computation. The wave propagates
in the x direction. The wavelength of the carrier gravity wave is
7.5 cm. The contours superimposed on the surface, the front and
side planes depict the temperature distributions. The
corresponding distribution of gas-flux density is shown on an
additional surface above the air-water interface. The contours of
streamwise vorticity in the flow is also depicted on a cross-
stream vertical plane
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layer, in which both the subgrid turbulence and the
surface wave dynamics are parameterized, the pro-
posed LES-LWS model for simulating air-water inter-
facial turbulent flow resolves not only the energetic
turbulent eddies but also the gravity-dominant surface
waves. In contrast to the well developed LES for
“wall” turbulent boundary layer, subgrid-scale (SGS)
parameterization for turbulent flow underneath a
deformable wavy surface is yet to be developed. In
addition, parameterization models of wave dynamics
of sub-surface-grid scales, including the interactions
among the SGS wavelets, the interactions between the
SGS wavelets and the resolved “large waves”, and the
interaction between the SGS wavelets and the turbu-




Transfer across the air-sea interface involves of a num-
ber of properties, the most prominent is the exchange of
momentum. Basically the exchange of momentum
originates from friction at the surface extracting energy
from the mean atmospheric flow. This is the major
source of energy for turbulence in the atmosphere and
the ocean, as well as for surface gravity waves. The
transfer of momentum over the sea is different to that
over land since the surface changes form as a response
to the atmospheric forcing. The transfer of momentum
can be expressed in terms of kinematic stress (τ) and
can be partitioned into turbulent, wave induced and
viscous components (Phillips 1977):
τ ¼ τt þ τw þ τν (2.19)
the turbulent part (τt) depends on the wind shear, wave
induced part (τw) generated by the waves; the viscous
part (τν) is neglected from some millimetres above the
surface. Since the contribution from the different
components varies with height, it is possible that the
vertical flux is not constant with height within the
wave boundary layer (the layer directly influenced by
the waves). This also means that the surface stress is
highly wave dependent.
The kinematic stress τ is directly related to the







where ρ is the density of the fluid. The friction velocity
can be seen from the air-side (u*a) or from the water-







For near neutral conditions one can consider heat to
act as a passive scalar, however, when the heat flux is
larger it is dynamically active and influences the turbu-
lence in the atmosphere and the ocean. An upward
buoyancy flux influences the density of the lower atmo-
sphere and acts to make the atmospheric stratification
unstable, in contrast a buoyancy flux directed to the
surface makes the atmospheric stratification stable.
The turbulent heat flux has a sensible component (direct)
and a latent component (indirect, linked to the energy
being used/released during evaporation/condensation).
For the water surface the buoyancy flux consists of
turbulent heat fluxes (sensible, latent heat) as well as
long wave radiation lowering the temperature of the
surface water. Together with evaporation acting to
make the surface more saline, this can act to make the
water surface buoyantly stable or unstable.
The transfer of momentum close to the surface is
caused by viscosity and pressure perturbations, but the
transfer of heat is ultimately caused by diffusivity. Thus
the transfer of momentum is more efficient and exhibits
a stronger wind speed dependence than the transfer of
heat. The latent heat flux is generally greater during
warmer conditions (in the tropics) as the specific humid-
ity at saturation (controlling the surface value) is
strongly temperature dependent. Skin-temperature as
well as sea spray have been shown to influence the
sensible and latent heat (e.g. Fairall et al. 1996, 2003).
2.4.2 Gases
Similarly to heat, mass is a scalar quantity. However,
different gases will be transported at significantly dif-
ferent rates. Review articles exists on the issue (Ja¨hne
and Haußecker 1998; Wanninkhof et al. 2009), hence
only a brief overview is given here.
The transfer velocity kw (defined in Sect. 2.1) will
depend both on the Schmidt number (Sc) and the
dimensionless solubility α. Both these quantities are
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material properties and depend on temperature and
salinity (Johnson 2010). A Schmidt number/solubility
diagram can be seen in Fig. 2.7. The solubility α is also
termed a partition coefficient. It generally (i.e not
when α ¼ 1) causes a concentration jump at the sur-
face (c.f. Fig. 2.7). This is due to the thermodynamic
solubility equilibrium that is established between the
tracer concentration Ca in the gas phase and Cw in the
liquid phase. Directly at the interface, this results in
Cw;0 ¼ α  Ca;0: (2.22)
Cx,0 indicates the concentration in the phase x
directly at the surface.
A mass boundary layer exists on both sides of the
interface. This leads to a transfer resistance R, the
inverse of the transfer velocity k. The total transfer
resistance Rt is the sum of the transfer resistance Rw in
the water and Ra in the air-phase. Due to the solubility,
this transfer resistance will be different when viewed
from the air-side or the water-side of the interface:
















The ratio αkw/ka indicates which boundary layer
controls the transfer process, i.e. on which side of the
interface is the dominant transfer resistance. Figure 2.7
indicates which side of the interface dominates the
transfer resistance for a range of relevant gases.
The transfer velocity is related to the friction velocity
u*w and the Schmidt number Sc by
kw ¼ uwβðsÞScnðsÞ (2.25)
where both β (s) and n(s) depend on parameters
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Fig. 2.7 (a) Schematic graph of the mass boundary layers at a
gas-liquid interface for a tracer with a solubility α ¼ 3. (b)
Schmidt number/solubility diagram including various volatile
tracers, momentum, and heat for a temperature range (1 C) as
indicated. Filled circles refer to a temperature of 20 C. The
regions for air-side, mixed, and waterside control to the transfer
process between gas and liquid phase are marked. At the solid
lines, the transfer resistance is equal in both phases (Adapted
from Ja¨hne and Haußecker (1998))
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number exponent n(s) transitions from n(s) ¼ 2/3
for a smooth interface to n(s) ¼ 1/2 for wavy
conditions. The exact functional form and details of
the transition are still subject to research. Equa-
tion 2.25 allows the scaling between different gas
species. Since the surface conditions will be the same
for the two species, the quotient between the transfer







From the knowledge of the Schmidt numbers of two
species Sc1 and Sc2 and the transfer velocity of one (k1),
the transfer velocity of the other (k2) can easily be
calculated. Generally, the transfer velocities are scaled
to that of CO2 at 20
C in seawater with a Schmidt
number of Sc ¼ 660, while Sc ¼ 600 for CO2 in fresh-
water at 20 C. In the remainder of this chapter, we will
refer to Sc ¼ 660. In most studies, the Schmidt number
exponent is assumed to be n(s) ¼ 1/2.
2.4.3 Particles
Particle fluxes are governed by a set of processes of
different temporal and spatial scales. They are produced
at the sea surface (primary aerosol), as condensates from
gasmolecules in the atmosphere (secondary aerosol), are
advected from continents (c.f. de Leeuw et al. 2013), are
removed by direct deposition at the sea surface as
explained below and wet depostion when they are
entrained in precipitation rain droplets. The particles
are also changed due to cloud processing. Here we fol-
low the historical approach dividing the intertwined pro-
cesses into sources and sinks. The sources are covered in
Chap. 4 while the sinks are the focus of this section.
The process of particle removal from the atmo-
sphere by their collection on a solid or fluid surface
is called deposition. The particles can be scavenged
by precipitation (wet depostion) or be deposited
directly on a surface (dry deposition). A measure of
the efficiency of the deposition process is the depo-
sition velocity vd, defined as the ratio of particle flux
F to the particle concentration. It has be noted that
although deposition velocity has the unit of ms1, in
general case it is not the velocity of any physical
object, not even necessarily the average vertical
speed of the particles. Especially, it should not be
confused with the gravitational settling velocity vg.
The two parameters would have identical values
only if gravitational settling was the only process
leading to particle deposition. Deposition velocity
is also influenced by air turbulence, Brownian
motion of the particles and in the case of deposition
on the sea surface by the movement of the surface
itself (“water slip”).
2.4.3.1 Dry Deposition
In the case of dry deposition of particles to the sea
surface, the standard approach is the one proposed by
Slinn and Slinn (1980). In this the atmosphere is
divided into a constant flux layer dominated by turbu-
lence and a thin “deposition layer” just above the
water interface where wind speed is close to zero and
air movement is dominated by diffusion and micro-
physical processes such as diffusiophoresis. The
particles in the deposition layer are assumed to have
their radius increased (aw) due to high humidity, com-
pared to dry particle radius ad. The particle concentra-
tion at the sea surface is assumed to be zero (no
resuspension). In such a case, assuming that both the
turbulent and deposition layers have their respective
transfer velocities (analogous to gas transfer), k0C and
k0D which can be calculated separately, the deposition







 vg adð Þ
kCkD
(2.27)
where kC ¼ k0C + vg(ad) and kD ¼ k0D + vg(aw).
The formula is analogous to the one for parallel
resistance of electric current where the “overall trans-
fer resistance”, v1d , is the sum of the transfer
resistances for both layers reduced by gravitational
settling. This approach, similar to one used for gas
transfer velocity, allows for adding additional transfer
resistances for other processes, as well as to adjust the
two transfer velocity parameters. This explains its
popularity; it has been cited almost 300 times
according to the ISI Web of Science database.
However in the 32 years since Eq. 2.27 was created
it has also been the target of criticism from the theo-
retical point of view. The electrical analogy was
shown by Venkatram and Pleim (1999) to be incorrect
if transport cannot be represented in terms of a con-
centration gradient, as in the case of particle settling.
Equation 2.27 is not consistent with mass
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conservation. A rigorous derivation based on mass
conservation (which implies fluxes being constant
with altitude) gives the following formula
vd ¼ vg
1 exp r vg
	 
 (2.28)
where r is total resistance to transport.
A special case of the general Eq. 2.28 occurs
assuming the viscous deposition layer not being
rate-determining has been independently derived by
Carruthers and Choularton (1986) for conditions of
neutral stability. It has been introduced to the marine
aerosol research field by Smith et al. (1991). Its use in
the gradient method of flux measurements by Petelski
and Piskozub (2006) has been recently criticised by
de Leeuw et al. (2011) on the ground that it does not
include processes such as impaction, molecular diffu-
sion, or growth of particles due to increased relative
humidity (RH) near the sea surface, yielding dry
deposition velocities that are considerably greater
than those from most other formulations for particles
with radii smaller than several micrometers.
Another point where the Slinn and Slinn (1980)
description seems an oversimplification for most
marine conditions is the assumption of zero particle
concentration at the sea surface. Because the surface is
not only a sink but also source of particles (see Chap. 4
and de de Leeuw et al. (2011) for a review), this
condition is rarely true and particle fluxes are the net
result of two processes: aerosol production at the sea
surface and particle deposition (Nilsson et al. 2001).
Hoppel et al. (2002) suggested that when the two
processes are in equilibrium, deposition velocity at
any fixed height equals the gravitational settling veloc-
ity, allowing turbulent mixing processes to be
neglected. However, the time needed to achieve equi-
librium for particles with radii smaller than about
5–10 μm is so long that other processes (such as wet
deposition) will remove them before the two fluxes are
in equilibrium. In a follow-up study, Hoppel et al.
(2005) proposed that in the case of a surface source,
both the source function and deposition velocity
should be considered above the interfacial (deposition)
layer. The logic behind this proposition is that
measurements of the surface source function are
made above the interface layer while the microscopic
processes occurring in the interface layer are poorly
characterised.
In situ direct measurements of deposition velocity
from ships and other platforms are inherently difficult.
Any such study would need to measure both particle
concentrations and deposition fluxes. Direct
measurements of fluxes (eddy correlation and similar
techniques) measure net fluxes that are the difference
between source and deposition fluxes. This method
also needs correction for platform motion, a non-
trivial problem on research ships, but which could be
avoided by using spectral techniques (Sorensen and
Larsen 2010). This lack of experimental verification of
deposition velocity parameterisation (Andreas et al.
2010) is worrying, particularly considering that its
theoretical values are used to estimate source fluxes
using equilibrium methods (de Leeuw et al. 2011).
These assume that the source and sink terms are in
balance (an assumption unreliable for particles with
radii smaller than 10 μm (Hoppel et al. 2002)).
2.4.3.2 Wet Deposition
A separate process of aerosol particle removal from
the atmosphere is wet deposition, scavenging by
water droplets both within clouds and by precipita-
tion below them (see Zhang and Vet (2006) for a
review). In-cloud scavenging consists of nucleation
scavenging (where particles become condensation
nuclei for cloud droplets) and impaction scavenging
(particles are collected by cloud droplets, raindrops
or snow crystals). The form of mathematical
description of wet deposition is usually based on
the concept of a scavenging ratio formulation
(Iversen 1989), where the dimensionless parameter
is the ratio of solution increase of the particles in the
precipitation element over the effective scavenging
height to its air concentration. This parameter is
expected to have higher values inside the cloud
than below it.
The details of the scavenging processes are still
poorly constrained due to scarcity of in situ
measurements from aircraft platforms. A climatology
of wet deposition scavenging ratios for the continen-
tal USA (Hicks 2005) showed that the ratios for
individual rain events are distributed over two orders
of magnitude, with standard deviations for weekly
averages being twice the mean value (for daily
predictions, the factor increases to about five).
Similarly, comparison of aerosol concentrations
measured over the oceans with the results of aerosol
transport models (Witek et al. 2007) shows that
2.4 Exchanged Quantities 79
model-measurements discrepancies increase with the
amount of precipitation, showing that wet deposition
is still the weakest link in aerosol transport models.
However, at the same time this result suggests that
presently used parametrisations of the aerosol
production function and deposition velocity, with all
the still existing uncertainties, are able to provide
reasonably good agreement with shipboard
measurements.
It has been recently proposed (Piskozub and
Petelski 2009) that marine aerosol composed of
water droplets is able to scavenge small particles
in a similar manner to precipitation droplets. Because
this (still unconstrained) process would be dependent
on the surface (aerosol production function rather
than precipitation) it should be included in
deposition velocity formulations as it is expected to
affect the flux by changing vertical concentration
gradients.
2.5 Measurement Techniques
There exists a variety of measurement techniques to
estimate the sea spray aerosol production (de Leeuw
et al. 2011) and the gas transfer velocity. Here we
mainly focus on the three most frequently used types
of methods for gas transfer velocity, small-scale
techniques, micrometeorological methods and mass-
balance techniques. The focus is on the methodology,
accuracy, advantages and disadvantages. In addition a
section on pCO2 near-surface profiles is included due
to the importance when estimating the transfer veloc-
ity or calculating air-sea CO2 fluxes. In the case of





In particle-based flow-measurement techniques, the
fluid is seeded with small (μm) particles for
visualizing the flow. In standard Particle Imaging
Velocimetry (PIV) techniques, the particles are
illuminated with a 2D laser light sheet (Raffel et al.
2007). Existing particle-based flow-measurement
techniques can be grouped as proposed by Adrian
(1991) in three main categories:
Laser Speckle Velocimetry (LSV) which assesses
flow-information by analysing random interference
patterns caused by a high seeding density of tracer
particles,
Particle Tracking Velocimetry (PTV) which uses
lower seeding densities to enable tracking of single
particles through a long exposure time or multiple
images in a sequence, and
Particle Image Velocimetry (PIV) that extracts the
flow information from a fluid with a medium
seeding density where the displacement of small
groups of particles within an interrogation window
are analysed statistically.
Most proposed approaches in the third category use
correlation based methods to find similar particle
constellations within an interrogation window in con-
secutive image pairs. This mode is often referred to as
‘standard PIV’. These PIV techniques have been
widely used in laboratory measurements at the air-
water interface, both on the water-side (Siddiqui and
Loewen 2010; Siddiqui et al. 2004; Turney et al. 2005;
Banner and Peirson 1998) or, more challengingly, on
the air-side (Reul et al. 2008; Shaikh and Siddiqui
2010; Troitskaya et al. 2011). Particularly for aniso-
tropic turbulent flow, 2D measurement of velocities is
problematic as out of plane velocities are not captured
(Adrian 2005). Therefore, a strong effort has been put
into extending the measurement techniques to volu-
metric three-dimensional three-component (v3D3C).
These approaches can also be distinguished according
to the technique used to obtain 3D-velocity informa-
tion and the methods used to measure volumetric
datasets. The most popular method to access three-
components (3C) of the velocity field is to measure
the out-of-plane velocity using Stereoscopic methods
(Prasad 2000), extended by a technique called multi-
plane PIV by using multiple laser-sheets (Ka¨hler and
Kompenhans 2000; Mu¨ller et al. 2001; Liberzon et al.
2004; Cenedese and Paglialunga 1989; Bru¨cker 1996)
or intensity graded light sheets (Dinkelacker et al.
1992) for the reconstruction of the third velocity com-
ponent. In the recent past many methods were
proposed to access volumetric information from 3D
flow fields. This was achieved using holographic
measurements (Hinsch 2002; Sheng et al. 2008), by
combining PIV with Doppler global velocimetry
(PIV/DGV) (Wernet 2004), using tomography
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(Elsinga et al. 2006; Schro¨der et al. 2008),
defocussing-based approaches (Pereira et al. 2000,
2007; Willert and Gharib 1992), scanning-light-sheet
methods (Burgmann et al. 2008; Hoyer et al. 2005;
Bru¨cker 1995) and absorption based methods (Jehle
and Ja¨hne 2008; Berthe et al. 2010; Voss et al. 2012).
For gaining a better understanding of transport pro-
cesses at the air-water interface, flow structures rela-
tive to the location of the interface are of interest. Most
techniques measure in a Eulerian reference frame.
This makes an accurate extraction of the interface
location necessary. Absorption based methods do not
need this additional step, which may introduce further
sources of errors. They encode the depth below the
interface by light absorption in the dyed water body
(Jehle and Ja¨hne 2008; Berthe et al. 2010; Voss et al.
2012). Recently, an approach was presented for using
one single plenoptic camera for assessing v3D3C
flows (Garbe et al. 2012). A micro–lens array in front
of the camera’s sensor allows the extraction of depth
and all-in-focus from computational photography.
While Steinbuck et al. (2010) have employed PIV
techniques in an autonomous profiler at depth 10–60 m
in the ocean, such measurements directly at the air-
water interface are not practical.
2.5.1.2 Thermographic Techniques
Infrared measurements of the sea surface have been
used to detect breaking waves (Jessup et al. 1997a),
microscale breaking waves (Jessup et al. 1997b; Zappa
et al. 2001), internal wave structures (Zappa and
Jessup 2005), interfacial turbulence (Smith et al.
2007; Scott et al. 2008; Handler and Smith 2011;
Schnieders et al. 2013), the momentum flux (Garbe
et al. 2007; Garbe and Heinlein 2011) and also used to
infer gas flux (Ja¨hne and Haußecker 1998; Garbe et al.
2003, 2004; Schimpf et al. 2004; Asher et al. 2004).
In thermographic technique, an infrared camera is
used for visualizing thermal patterns directly at the
interface. Generally, midrange (sensitive spectral
range: λ ¼ 3–5 μm) or longrange (sensitive spectral
range: λ ¼ 8–10 μm) thermal imagers are used. In
these spectral ranges, the penetration depth of the
radiation is  20 μm. Thermographic techniques are
distinguished as active or passive techniques. In pas-
sive techniques, visualized temperature fluctuations
occur from a natural net heat flux at the interface.
For active techniques, a heat source such as a laser is
used for imposing an external heat flux.
One such active thermographic technique is the
active controlled heat flux method proposed by Ja¨hne
(1989). Haußecker and Ja¨hne (1995) used an IR-
camera to track a small patch at the water surface
heated up by a short pulse from a CO2 laser. The
temporal temperature decay of the patch was fitted
based on solving the diffusive transport equation and
utilising the surface renewal model (Higbie 1935;
Danckwerts 1951) as a first-order process. The time
constant of the decay was identified with the surface
renewal time scale and the heat transfer rate calcu-
lated. A further method for the analysis of the decay
curves was proposed by Atmane et al. (2004), in
which the diffusive transport is combined with a
Monte Carlo simulation of the renewal process based
on the surface penetration model (Harriott 1962).
Zappa et al. (2004) and Asher et al. (2004) measured
a scaling factor of roughly 2.5 between the gas and
heat transfer velocity when they applied the active
controlled flux technique. Following Asher et al.
(2004), the surface penetration theory provides a
more accurate conceptual model for air-sea gas
exchange. This is supported by the work of Jessup
et al. (2009) who found evidence for complete and
partial surface renewal at an air-water interface.
Passive techniques were used successfully to esti-
mate the net heat flux, the temperature difference across
the thermal skin layer and parameters of the surface
renewal model by Garbe et al. (2003, 2004). Recently,
Schnieders et al. (2013) extracted characteristics of
interfacial turbulence from passive thermography.
2.5.2 Micrometeorological Techniques
Turbulence is an efficient transport mechanism for
both physical quantities such as heat and momentum
as well as mass transport i.e. gases and particles. If a
gradient of some air constituent exists and a turbulent
element, an eddy, moves in this gradient, the eddy
mixing of the air will result in transport, a flux, of
this air constituent from high concentration to low.
Micrometeorological techniques are commonly used
to measure the turbulent flux. In this section we will
briefly present two of these techniques. The most
direct technique is called the eddy-covariance (EC)
method (also called eddy-correlation method). The
turbulent flux can be directly obtained from the turbu-
lent fluctuations of the wind speed components and the
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air constituent in question. The turbulent fluctuations
are extracted from the measurement signal by the use
of Reynolds decomposition:
x ¼ xþ x0 (2.29)
where x is a measurement signal, overbar represents a
mean value and the prime deviation from the mean, a
perturbation. The mean value represents the mean flow
and the perturbation the turbulent fluctuations. Apply-
ing Reynolds averaging (see e.g. Stull 1988) to the
product between the vertical wind, w, and the air
constituent, c, yields the covariance term w0c0 which
represents the vertical turbulent flux.
In order to capture all relevant fluctuations
contributing to the flux, the sampling needs to be
fast, usually > 10 Hz is required. In addition the mea-
surement period needs to be long enough to include all
relevant scales but not too long since this risks includ-
ing slower variations not related to the local turbu-
lence, e.g. diurnal cycles and mesoscale variations.
Typically periods between 10 and 60 min are used.
Alternatively, if a fast response analyzer is unavail-
able the EC method can be modified by using disjunct
eddy sampling, originally presented by Haugen
(1978). The air constituent is sampled discontinu-
ously, e.g. every 10 s, allowing the instrumentation
a longer time to analyse the sample. As long as the
sampling period is sufficiently short, the covariance
between the vertical wind and the air constituent will
still represent the flux. This version of the EC
method is called Disjunct Eddy Covariance (DEC)
and has been verified experimentally with the EC
method (e.g. Rinne et al. 2008).
The flux measured using eddy-covariance
techniques is representative for some surface area
upstream of the sensor, called the footprint. The spatial
and intensity distribution of the footprint is described
by the footprint function and is dependent on several
variables such as sensor height, atmospheric stability,
surface roughness length, wind speed and wind direc-
tion. Different approaches have been used to calculate
the footprint: analytical, Lagrangian and backward
trajectory models, see Vesala et al. (2008) for an
overview. The footprint is important in regions
where one would expect systematic variations of the
signal source at the surface. Typically most important
for coastal sites but also in experiments investigating
effects of e.g. surfactants on fluxes, researchers must
be aware of where the flux footprint is positioned.
Although the EC-method is straightforward in prin-
ciple, some issues need to be dealt with in the
processing of the signals such as: motion correction
(if measuring on a moving platform), dilution effects
(the so called Webb or WPL-correction (Webb et al.
1980)), salt contamination, correction for sensor sepa-
ration, corrections for flow distortion (if measurements
are made from a bulky platform) and possibly
corrections related to flux losses in closed path
systems (see below). Some of these issues will be
presented here. The motion correction is needed to
remove effect of platform motions from the measured
wind speed. This can be done by measuring the plat-
form motion, see e.g. Edson et al. (1998) or Anctil
et al. (1994) and is a necessary requirement when
using the EC-method on ships and buoys.
The dilution correction is applied when calculating
fluxes from density measurements of some air constit-
uent like CO2. Density fluctuations may arise not only
by concentration variation of the air constituent but
also through variations in water vapour, temperature
and pressure (Webb et al. 1980; Fairall et al. 2000).
This correction can be applied in the post processing
or directly on the measured time series (Sahle´e et al.
2008).
Measuring over the open ocean will cause salt
contamination on the sensors, and if not dealt with
properly will cause poor quality measurements. The
instrumentation must be washed regularly with fresh
water to remove salt contamination. Salt build up on
open path gas analysers may cause cross-talk between
the water vapour measurements and the CO2
measurements. A method to correct for this was
suggested by Peter K. Taylor and is presented in
Prytherch et al. (2010).
When two sensors are used to measure fluxes,
problems arise since the instruments are separated by
some distance and thus don’t measure in the same air
volume. This will cause an underestimation of the flux
since decorrelation arises between the measured
velocity and the measured scalar. This flux attenuation
is a function of separation distance, atmospheric sta-
bility and measurement height (determining the scale
of the turbulent eddies), see e.g. Nilsson et al. (2010)
or Horst and Lenschow (2009) for more details on
this issue.
82 2 Transfer Across the Air-Sea Interface
If measurements are planned over areas where
small fluxes are expected, i.e. in areas with a relatively
small air-sea gradient, a gas analyser should be chosen
accordingly. The resolution should be sufficient to
resolve the expected fluctuations. Otherwise the
measurements will be dominated by instrumental
noise (Rowe et al. 2011). Data with a low signal-to-
noise ratio should be excluded from the analysis.
For measurements of gas fluxes, two types of gas
analysers are available, closed or open path sensors.
Open path sensor measure directly in the ambient air,
whereas closed path sensors measure in air that has
been drawn through some distance of tubing before
reaching the analyser. Both types have their merits
and complications. The open path is a more direct
measurement, but the sensor is exposed and thus has
problems with salt contamination and may be unable to
function during precipitation. The closed path sensor is
protected and may function also during precipitation
events. Also, if the tube is long enough heat loss in the
tubing makes the WPL-correction independent of tem-
perature (Rannik et al. 1997; Sahle´e and Drennan
2009). However, flux loss related to signal damping in
the tube might be significant and need to be corrected.
The closed path system requires pumps which are
energy consuming and thus these type of instrument
might be unsuitable on buoys where power is limited.
When measuring gas fluxes for which no fast
response sensor exists one can utilise the eddy accu-
mulation method (or the DEC method mentioned
above). The eddy accumulation method is based on
conditional sampling where the upward and down-
ward moving gases are collected in two separate
containers and analysed later. The total flux is then
the sum of the two covariances calculated separately
for the two containers (Desjardins 1977). Difficulties
arise since the two separate terms in the total covari-
ance may be much larger than the total term i.e. they
need to be measured with great accuracy. Also, the air
flow to the containers needs to be proportional to the
magnitude of the vertical wind, which makes this a
difficult method to implement in practice. The relaxed
eddy accumulation method, REA, (Businger and
Oncley 1990) is based on the same principle but
combines it with the flux-variance similarity, thus the
flux can be written as:
w0c0 ¼ bσw cþ  cð Þ (2.30)
where σw is the standard deviation of the vertical
velocity, c is the mean concentration of the sampled
gas and the sign denotes the direction of the vertical
wind, b is a coefficient  0.6, with little stability
dependence. Using Eq. 2.30 the air flow to the two
containers can be set at a constant rate making the
sampling easier and only dependent on the actual
sign of the vertical wind.
Commercially-available gas analysers used with
EC systems have typically been developed for use on
fixed platforms on land. Some instruments have been
found to introduce artificial signals when mounted on
moving platforms. Such inaccuracy can be dealt with
methodologically (e.g. Yelland et al. 2009) but there is
also room for improvement by creating sturdier
sensors. Recent development in methodology also
allows for correcting water-vapour cross-talk on
open-path sensors due to salt contamination Prytherch
et al. (2010). It is very likely that this methodology
will continue to develop. Future versions of current
sensors will likely be more sensitive allowing the
instrumentation to resolve smaller variations. This
will reduce the flux uncertainty (particular for the
smallest fluxes). Current efforts are ongoing to
develop new gas analysers. For example, one such
approach is based on photoacoustic spectroscopy
with a target sensitivity of 20 ppb for CO2.
2.5.3 Mass Balance
2.5.3.1 Techniques
On a global scale, inventories of radiocarbon (14C) in
the ocean (Broecker et al. 1985; Naegler et al. 2006;
Peacock 2004) produced by spallation in the atmo-
sphere due to cosmic rays (natural) or aboveground
thermonuclear (bomb) testing have been used to deter-
mine the global mean gas transfer velocity for CO2.
Inventories are combined with wind data to predict
how this transfer might vary with wind speed
(Wanninkhof 1992). There has been some debate
about the accuracy of the 14C inventories and the
relationships of CO2 transfer with wind speed have
since been re-evaluated (Sweeney et al. 2007).
On timescales of process studies, two main geo-
chemical mass balance technique utilising natural and
deliberately-injected tracers have been used in the
ocean to determine gas transfer velocities.
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The first technique, called the radon deficit method,
assumes that 222Rn and 226Ra are in secular equilib-
rium in the mixed layer and below, and the observed
deficit of radon in the surface ocean is due to evasion
of 222Rn out of the ocean (e.g. Bender et al. 2011; Peng
et al. 1979; Roether and Kromer 1984).
The second technique involves the deliberate simul-
taneous injection of two volatile tracers with very
different diffusion coefficients (3He and SF6) in the
mixed layer of the ocean or into coastal seas, and the
subsequent monitoring of their concentrations with
time (e.g. Wanninkhof et al. 1993; Watson et al.
1991). Dilution will not alter the 3He/SF6 ratio,
whereas the gas exchange of 3He is faster than SF6,
and so the 3He/SF6 ratio will decrease with time, and
allow the gas transfer velocity to be determined.
2.5.3.2 Scales (Spatial and Temporal)
The 222Rn-deficit method has a time scale of about a
week, as this is dictated by the 222Rn half-life of 3.8
days, yielding a mean life of ca. 5.5 days, and has a
spatial resolution 100s of km. The 3He/SF6 technique
has a temporal resolution of at best 12–24 h, since there
needs to be a detectable change in the 3He/SF6 ratio. The
method typically has a spatial resolution of 10s of km.
2.5.3.3 Accuracy and Limitations
Besides the limitations imposed by the sampling
methods and ability of analytical instruments to mea-
sure 222Rn, 226Ra, 3He, and SF6 accurately and pre-
cisely, both methods have other complications.
The dual tracer technique was originally developed
for use in non-stratified coastal seas where the tracers
would be well mixed to the seafloor (Watson et al.
1991). However, when used in the open ocean, both
mass balance techniques depend on knowledge of the
mixed layer depths, see Ho et al. (2011a) for a detailed
discussion of mixed layer depth estimates derived
using different methods. Because a profile of 222Rn
reflects processes taking place over days to weeks, a
one-time estimate of the mixed layer depth may not
reflect its variability over time. This has been over-
come by repeated sampling over a period of time
(Emerson et al. 1991). Also, with both methods,
there is the possibility of entrainment of water from
the pycnocline underlying the mixed layer either
through convection or internal waves, which could
alter the 222Rn deficit or 3He/SF6 ratios.
In addition, the radon deficit method is confounded
by many complications, as documented by Roether
and Kromer (1984) and others. Among them:
1. The method relies on the assumption that 226Ra
concentrations throughout and below the mixed
layer is constant, which is not always the case;
2. The relatively long half life of 222Rn (3.8 days)
compared to gas exchange means that both the
wind history and the 222Rn deficit history have to
be known;
3. Because the 222Rn deficit is not horizontally homo-
geneous, advection can perturb the “steady state”
assumption.
A complication of the dual tracer technique is that it
actually determines the difference in the transfer
velocities of 3He and SF6. A knowledge of the Schmidt
number dependence is required to obtain an estimate
of the transfer velocity of either gas. Although lake
experiments (Watson et al. 1991) and multiple tracer
experiments in the North Sea. (Nightingale et al.
2000b) have shown that the value for n is close to
0.5 for the 3He/SF6 pair, this may not hold true under
high wind conditions when significant populations of
bubbles are expected to enhance air-sea gas transfer
and might cause a deviation from n ¼ 0.5 for 3He/SF6
(see Sect. 2.2.3 and Asher (2009)).
2.5.3.4 Current and Recent Field Studies
Most of the field studies with 222Rn were conducted in
the 1970s and 1980s (e.g. Kromer and Roether 1983;
Peng et al. 1979; Smethie et al. 1985). The method has
fallen into disuse because of the complications
confounding its use as described above, and the diffi-
culty in determining a relationship between wind
speed and gas exchange. This is primarily due to the
multi-day half life of 222Rn, averaging significantly
different sea-surface and wind conditions. This
makes establishing a relationship with wind speed
particularly difficult.
The 3He/SF6 dual tracer technique has emerged as
the mass balance technique of choice in the ocean and
in coastal seas. Experiments have been conducted in a
variety of locations, the North Sea (Watson et al. 1991;
Nightingale et al. 2000b), the Georges Bank (Asher
andWanninkhof 1998), the Florida Shelf (Wanninkhof
et al. 1997), the Atlantic Ocean (McGillis et al. 2001;
Salter et al. 2011), the equatorial Pacific (Nightingale
et al. 2000a) and the Southern Ocean (Wanninkhof
et al. 2004; Ho et al. 2006, 2011b).
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2.5.4 Profiles of pCO2 Near the Surface
To quantify the global exchange of CO2 between the
atmosphere and ocean with great accuracy requires the
inclusion of factors which influence the air–sea flux,
such as diurnal warming. This occurs at the sea surface
when incoming shortwave radiation can cause stratifi-
cation in the absence of wind-induced mixing. Tem-
perature differences of up to 3 K can occur across this
warm layer, which is ~ 10 m in depth (Ward 2006).
This warm layer influences the air-sea flux of CO2
because the partial pressure of CO2 in seawater has
an experimentally determined temperature dependence
under isochemical conditions (Takahashi et al. 1993):




The diurnal warm layer enhances the flux of CO2 in
regions where the ocean acts as a CO2 source and
therefore reduces the oceanic carbon uptake (Olsen
et al. 2004).
An experiment was conducted off Martha’s Vine-
yard in 2002 (McNeil et al. 2006) in which in situ
profiles of temperature/salinity were acquired with a
seabird microcat, and pCO2 with water pumped from
depth to an equilibrator, where a sample of the head-
space was analysed with a LI-COR LI-7000 IRGA.
The profile data and subsequent pCO2/temperature
relationship is shown in Fig. 2.8. There is a relatively
strong diurnal warm layer, with a ΔT of about 0.6 C
over the upper 4.5 m. There is a corresponding pCO2
gradient of about 12 μatm and the best fit provides
(∂pCO2/∂T)/pCO2 ¼ 0.062 C1, compared to the
value from Takahashi et al. (1993) of 0.0423 C1.
For a global net flux of CO2 from the atmosphere to
ocean, atmospheric pCO2 levels are about 2 %
(approximately 6 μatm) greater than the oceanic par-
tial pressure for CO2, making measurements suscepti-
ble to small biases in the determination of the correct
partial pressure difference (McGillis and Wanninkhof
2006). Therefore the diurnal warm layer can mask the
true air-sea fluxes when calculated with measurements
of ΔpCO2 when the water concentration is measured
several meters below the sea surface.
Further work is required to understand the depen-
dency of the ocean carbon system on temperature so
that the most appropriate value for the change in
seawater pCO2 with temperature can be determined
(McGillis and Wanninkhof 2006).
2.5.5 Method Evaluation
There are a large number of techniques to estimate gas
transfer velocities from measurements, here we
mainly discuss three different types, small-scale tech-
nique, micrometeorological technique (mainly Eddy-
Covariance) and mass-balance technique (mainly
Dual Tracer). The spatial and temporal scales resolved
by each method are shown in Fig. 2.9.
Small scale techniques as outlined in Sect. 2.5.1
have significant advantages in laboratory conditions,
making spatio-temporally resolved water-side concen-
tration measurements at the frame rate of the camera
used in the visualisation system feasible (up to 2,000
frames per second). Concentration gradients, flow
dynamics and turbulence in the air and in the water
can be resolved. This leads to a better understanding
of processes, their relevance to the transport and
their variability. To extract parameters from
these techniques, inverse problems have to be
solved, which introduces uncertainties. For field
measurements, most small-scale techniques are not
applicable, either because they are too delicate for
the field, because the set up and the lighting conditions
cannot be controlled, or because the water body cannot
be seeded with the tracer. Thermographic techniques
have been applied successfully in field campaigns.
However, besides having to deal with artefacts in
challenging conditions, they mainly measure the trans-
port of heat with the transfer of gases being deter-
mined indirectly. Not all transfer mechanisms can be
captured from thermography. The most dominant of
these is bubble-mediated gas transfer, making thermo-
graphic techniques mainly applicable in low to
medium wind speed ranges. However, when thermo-
graphic measurement techniques are applicable in the
field, they make measuring natural variability or spa-
tial homogeneity of fluxes possible. Not capturing
bubble-mediated transfer can also be an advantage
since its contribution to gas exchange can be assessed
through comparison with complementary measure-
ment techniques. Small-scale measurement techniques
may therefore be very beneficial in combination with
other techniques such as eddy-correlation, as the
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assumptions underlying these techniques may be
verified under the measurement conditions.
For dual tracer techniques, 2–3 stations are typically
used and gas exchange on a time scale of 12–24 h can
be resolved, in addition to integrated measurements
over days to weeks. Eddy-Covariance measurements
resolve fluxes on a 30 min–1 h time-scale. However,
even during perfect conditions and no instrumental
problems, a single flux estimate for a 30-min period
using the covariance method would still be uncertain.
This is due to the fact that turbulence is not sampled
properly i.e. we cannot measure the ensemble mean,
instead we are limited to time averages at a fixed point
(i.e. tower and ship measurements) or spatial averages
(aircraft measurements) which are bound to be limited.
This means that we do not sample all possible
realisations that a turbulent field can attain given the
ambient atmospheric conditions. During conditions
with large variability of surface conditions within the
flux foot-print the variability of EC data is significantly
larger.
All methods have methodological problems as well
as instrumental uncertainties. For the dual tracer
methods relevant instrumental accuracy is 0.2–0.5 %
for 3He and 2 % for SF6, methodological difficulties
relate to determination of mixed layer depth which
typically adds 10% uncertainty to the calculation of kw.
Discussions of uncertainty in eddy-covariance flux
measurements can be found in the literature, see e.g.
Fairall et al. (2000) and Vickers et al. (2010) and
references therein. Uncertainties arise from both
instrumental problems and methodological issues.
For CO2 the relative instrumental uncertainty is
estimated to be 17–20 % for tower-based fluxes
(Rutgersson et al. 2008; Vickers et al. 2010). The
uncertainty is higher for moving platforms (ship-
based) in high-salinity environments. Better accuracy
is, however, acquired with gases that can be measured
with a larger signal-to-noise-ratio over sea, like DMS
(Huebert et al. 2004).
Eddy-Covariance is the most direct method since
the flux of interest is directly measured, it does not rely
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Fig. 2.8 Left: In situ profiles of temperature and pCO2. Right: Relationship between temperature and pCO2 for this profile.
Although this relationship is non–linear, the best fit provides (∂pCO2/∂T)/pCO2 ¼ 0.062 C1
86 2 Transfer Across the Air-Sea Interface
on assumptions about gas properties or approximations
concerning the turbulent structure of the atmospheric
boundary layer (Wanninkhof et al. 2009); the problem
is presently the relatively high instrumental uncertainty
in marine conditions, in particular for CO2. Dual
Tracer is an indirect method with the advantage of an
integrated measurement of the gas transfer velocity
with relatively high accuracy.
Wind stress at the ocean surface is responsible for
kinetic energy input into the water, which generates
turbulence. Several studies have shown a relationship
with the transfer velocity and the dissipation of turbu-
lence kinetic energy ε (Asher and Pankow 1986;
Zappa et al. 2007). One can thus infer kw by measuring
dissipation in the water (see Sect. 2.6.4), although
operational measurements of ε (e.g. remote sensing
for assessing inventories), will be challenging.
2.6 Parameterization of Gas Exchange
Measuring transfer rates or transfer velocities of gas
exchange directly is challenging. Therefore it is appeal-
ing to relate them to readily accessible parameters that
dominate the transfer. These parameters might be the
wind speed at a certain reference height or surface
roughness. Such parameters can also be assessed glob-
ally from satellite remote sensing or are available in
simulations. In this section, different parameterisations
are examined. The most obvious ones are wind speed
dependent kw  U relationships or sea state dependent
ones through the surface roughness. The NOAA-
COARE algorithm is a mixture of basic interfacial
physics along with empirical additions such as bubbles
and tuneable parameters. It requires more parameters
than simple kw  U relationships but also probably
results in more accurate estimates. Parameterising gas
transfer with energy dissipation is appealing as it
relates the transport directly to turbulence but this
parameter is challenging to measure in itself.
2.6.1 Wind Speed Relationships
The processes mediating diffusive gas exchange
across the air-sea interface are complex, with multiple
physical controls (e.g. capillary waves, bubbles, small
scale eddy turbulence etc., cf Sect. 2.2). In the ocean
environment these processes are directly or indirectly
related to wind via turbulent forcing and wave break-
ing and as such wind speed is found to correlate well
with transfer velocity in observational data (Ho et al.
2011b). Wind is routinely measured and can be
derived from remotely sensed data and ground-truthed
by high precision instruments on ships (Wanninkhof



























Fig. 2.9 Spatial and temporal scales of different measurement techniques frequently applied to gas exchange at the air-water
interface
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it is likely to remain the key variable used in empirical
parameterisations of transfer velocities for the foresee-
able future.
The first parameterisation of environmental air-
water transfer velocity from wind speed (U) were
theoretical or based on simple laboratory experiments
(e.g. Liss and Slater (1974) and references therein,
Deacon (1977)). For the water-side transfer velocity
(kw), these have since been validated to first order by
wind tunnel experiments (e.g. Liss and Merlivat 1986)
and field studies as outlined previously in this chapter.
All of these methods yield a net flux over some
scale of area and time and thus enable calculation of
transfer velocity from flux (F) and the magnitude of
the concentration gradient between air and sea (ΔC),
following Eqs. 2.12 and 2.13. There is a considerable
range in the estimates of the kw  U relationship from
these methods (c.f. Fig. 2.10) – approximately a factor
of 2 at a typical average wind speed of 7 ms1
(e.g. Yang et al. 2011; Ho et al. 2011b; Johnson et al.
2011). However, this might be considered rather good
agreement considering the differing scales of space
and time over which the various methods operate e.g.
eddy covariance (102–103 m2 and minutes) and global
14C estimates (1015 m2 and decades).
Generally, at least for mass balance techniques, the
field is tending to converge around a smaller range of
uncertainty in the kw  U relationship (for CO2),
bringing estimates from 14C inventory (e.g. Sweeney
et al. 2007), dual/multiple tracer experiments (e.g. Ho
et al. 2011b) and 222Rn distributions (e.g. Bender et al.
2011) into reasonable agreement, all broadly in line
with the commonly used parametrisation of Nightin-
gale et al. (2000b), at least to within the experimental
uncertainty in mass balance techniques (Asher 2009;
Johnson et al. 2011). The Nightingale et al. (2000b)
parametrisation is largely based on the results of a
multiple tracer study conducted in the coastal North
Sea and as such is potentially subject to surfactant and
limited fetch effects which might inhibit kw. However,
their parametrisation compares well with that
presented for the equatorial Pacific (Nightingale
et al. 2000a) and more recent measurements in the
Southern Ocean (Ho et al. 2006, 2011b); suggesting
that the kw  U relationship as quantified by mass
balance techniques is remarkably robust to local and
regional conditions.
One key uncertainty in the parameterisation of kw
with U is the functional form of the relationship i.e.
linear, quadratic, cubic, polynomial. A simple qua-
dratic function (kw  U2) has been observed in wind-
wave tanks (e.g. Wanninkhof and Bliven 1991). Such
relationships have been assumed in scaling global 14C
inventories (and inferred fluxes) to global average
wind speed (Wanninkhof 1992; Sweeney et al. 2007).
Simple and polynomial quadratic functions have been
found to fit dual tracer and 222Rn deficiency data well
(e.g. Wanninkhof 1992; Nightingale et al. 2000b; Ho
et al. 2011b).
The considerably greater transfer velocities
observed at high wind speeds in direct flux
measurements of CO2 via the eddy covariance tech-
nique (see Sect. 2.5.2) have led to suggestions of a
cubic relationship to wind speed as a best fit to the data
(e.g. McGillis et al. 2001; Prytherch et al. 2010),
although given the large uncertainties in the
measurements, a quadratic could also be fitted in
most cases. This has been explained by the proposed
cubic relationship between windspeed and
whitecapping (e.g. Monahan and Spillane 1984) and
the importance of whitecaps on bubble-mediated gas
exchange (e.g. Woolf 1997) at high winds plus a
reduction in gas transfer at low winds due to the
supposed presence of surfactants (see Sect. 2.2.7).
The cubic relationship is not supported by water-side
eddy covariance measurements of O2 and N2 exchange
by D’Asaro and McNeil (2007) using autonomous
floats deployed in hurricane-force winds. They show
a relationship that demonstrates much lower kw at
hurricane-force winds than predicted by the cubic
parameterisations of Wanninkhof and McGillis
(1999) and McGillis et al. (2001), although with kw
scaling to approximately the 6th power of windspeed
(McNeil and D’Asaro 2007). McNeil and D’Asaro
(2007) suggest that this is due to the much greater
bubble-mediated transfer for O2 and N2, which are
considerably more insoluble than CO2. Other studies
of oxygen (Kihm and Ko¨rtzinger 2010) and oxygen
and nitrogen (Vagle, McNeil and Steiner, 2010)
suggest considerably stronger bubble effects.
Evidence that CO2 exchange may be considerably
enhanced by bubbles comes from comparison with the
eddy covariance measurements of DMS fluxes at
high winds (see Fig. 2.3). This is summarised in
Yang et al. (2011), where a near-linear relationship
with wind speed is seen, and is quantitatively close to
the linear relationship predicted for the non-bubble
mediated component of the transfer velocity in the
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Fig. 2.10 A comparison of different windspeed relationships
of the water side transfer velocity, kw. Measurements from eddy
covariance techniques are presented in (a), those from mass
balance techniques are shown in (b) (Figures by M.T. Johnson,
shared under creative commons license at http://dx.doi.org/
10.6084/m9.figshare.92419)
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physically-based bubble model of Woolf (1997),
suggesting that DMS is sufficiently soluble to be unaf-
fected by the bubble effect (Sect. 2.2.3), whilst CO2 is
not. This also suggests that, for gases of intermediate
solubility such as DMS, non-linear parameterisations
such as Nightingale et al. (2000b) may lead to substan-
tial overestimates of fluxes at higher wind speeds.
For gases more soluble than DMS, where the air-side
transfer velocity becomes limiting, the relationship of
interest is that between wind speed and the air-side
transfer velocity (ka). This is less well constrained than
kw, with very little field validation of the empirical
models, particularly for gases other than water vapour
(e.g. Johnson 2010). Typically, however, ka  U
parameterisations are close to linear (e.g. Johnson 2010;
Sect. 2.6.3) and physically-based model predictions (e.g.
Duce and Tindale 1991; Jeffery et al. 2010) tend to agree
reasonably with wind-tunnel observations for trace gases
by Mackay and Yeun (1983).
2.6.2 Surface Roughness, Slope
Frew et al. (2004) have shown from field
measurements in coastal and offshore waters that the
gas transfer velocity better correlates with mean
square slope computed for the wave number range of
40–800 rad m1 than with the classically used wind
speed. This is consistent with laboratory observations
and the use of mean square slope (mss) was shown to
be of particular interest in case of surface films. This
study was performed from low to moderate wind
speed and the observed relationship between gas trans-
fer velocity and mean square slope was linear.
Dual frequency measurements of altimeter like
TOPEX and JASON in Ku-band and C-band, provide
a mean of retrieving the mss contribution of small
scale waves between 40 and 100 rad m1, as derived
by a geometric optics model. Frew et al. (2007), after
calibrating satellite mss with field mss, derived k-mss
relationships and global kw maps. The main difficulty
is to calibrate satellite mss relationships and k-mss
relationships, due to few existing field measurements
of kw and mss and to even fewer collocations between
altimeter mss with these field measurements. Other
difficulties arise from the fact that at high wind speed
the effect of bubbles is not implicitly included in such
algorithms so that these algorithms underestimate kw
at high wind speed (Wanninkhof et al. 2009). kw fields
derived from altimeters are very undersampled
compared to kw-fields deduced from satellite wind
speeds due to the poor spatial coverage of altimeter
measurements compared to scatterometer and micro-
wave radiometer wind speeds.
2.6.3 NOAA-COARE
Details of the original development of the COARE
algorithm for meteorological fluxes (sensible heat,
latent heat, momentum) can be found in Fairall et al.
(1996, 2000), and the subsequent development of the
algorithm to include gas transfer is shown in Hare
et al. (2004) and Fairall et al. (2011).
Advancements in sensor technologies led to the
application of the micrometeorological direct covari-
ance method to estimate air-sea fluxes at hourly time
scales on the atmospheric side of the interface. This
method was first successfully applied in the GasEx
field programmes beginning in 1998 (McGillis et al.
2001; Fairall et al. 2000).
The short time scale of the covariance estimates
enables observational investigations of the relation-
ship of k to physical/chemical forcing beyond wind
speed – examples include wind stress, buoyancy flux,
surfactants, or surface gravity wave properties.
Physically-based parameterisations (Hare et al. 2004;
Soloviev 2007; Vlahos and Monahan 2009) are now
available that incorporate these additional forcing
factors and may lead to quite different transfer
properties for different gases. For example, the depen-
dence of bubble-mediated exchange on gas solubility
implies the Wanninkhof (1992) formula may not be
appropriate for the fairly soluble biogenic gas
dimethylsulfide (DMS) (Woolf 1993; Blomquist
et al. 2006). Thus, application of a single wind-speed
formula for all gases is inconsistent with current
understanding of gas transfer physics (Fig. 2.11).
In the COARE gas transfer algorithm (COAREG),
the flux of a trace gas on the atmospheric side of the
interface is estimated as




where ka is the transfer velocity on the air-side, α is
dimensionless solubility, Cw and Ca the mean concen-
tration of the gas in the water and air at reference depth
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and height. The COAREG algorithm (current public
version is COAREG3.0) gives a simple form for the
transfer velocity (see Hare et al. 2004),
ka ¼ ua
rw þ αra where





Here u*a/rwt represents molecular-turbulent transfer
which has a basis in air-sea physics and kb represents
bubble transfer based on empirical formulation. On the
atmospheric side we neglect spray-mediated gas trans-
fer, so there is only molecular-turbulent transfer
ra ¼ rat.














where zw is the water depth of the reference
measurements, δw the molecular sublayer thickness,
Scw the Schmidt number of water, ρw the density of
water, and hw ¼ 13.3/(Aφ).
In this expression, A is an empirical constant and φ
accounts for surface buoyancy flux enhancement of
the transfer. A similar expression is used for rat, but
the molecular sublayer thickness is explicitly
approximated by incorporating the velocity drag coef-
ficient, Cd, which is a function of the atmospheric
measurement height, za,
rat ¼ haSc1=2a þ C1=2d ðzaÞ  5þ lnðScaÞ=ð2κÞ
 
(2.35)
where ha ¼ 13.3. The bubble-driven part of the trans-
fer is taken from Woolf (1997) as
kb ¼ BV0fwhα1 1þ eαSc1=2w
 1=n n
(2.36)
where B is a second adjustable constant, Vo ¼ 2,450
cm h1, fwh is the whitecap fraction, e ¼ 14, and




















































Fig. 2.11 (a) Gas transfer velocity for CO2 as a function of 10-
m neutral wind speed U10n from direct surface-based
observations. The black line is the mean of the data sets; the
error bars are statistical estimates of the uncertainty in the mean
computed. Symbols are: ◯ – GASEX98, * – GASEX01, ◊ –
SOGASEX08. The parameterisations shown are: blue solid line
– McGillis et al. (2001); black dotted line – COAREG3.0 CO2;
cyan dotted line – COAREG3.1 CO2 using tangential u*; red
dashed line – W92 (Wanninkhof 1992). (b) DMS gas transfer
coefficient as a function of 10-m neutral wind speed U10n from
direct surface-based observations. The black line is the mean of
the data sets; the error bars are statistical estimates of the
uncertainty in the mean computed. Symbols are: ◯ – TAO04
(Equatorial Pacific); □ – Sargasso Sea 05, ⊲ – DOGEE07, ◊ –
SOGASEX08, ◁ – Wecoma04, ▽ – Knorr06, * – Knorr07. The
parameterisations shown are: blue solid line – McGillis et al.
(2001), black dotted line – COAREG3.0 DMS; cyan dotted line
– COAREG3.1 DMS using tangential u*; red dashed line –W92
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n ¼ 1.2 for CO2. The parameters A and B have been
adjusted to fit observations with values between 1 and
2. Note there is no capability at present to describe the
presence of surface films.
Recently COAREG was extended to include the
case of an atmospheric gas (such as ozone) that reacts
strongly in the ocean (Fairall et al. 2007). Using the
notation from Fairall et al. (2000), the budget equation
for the oceanic concentration of a chemical, Cw, is
@Cw
@t




where z is the vertical coordinate (depth for the ocean),
Dc is the molecular diffusivity of Cw in water, K the
turbulent eddy diffusivity, and the last term is the loss
rate of Cw due to reactions with chemical Y. Thus,
a ¼ RcyY, where Y is the concentration of the reacting
chemical, and Rcy the reaction rate constant. Assuming
that the concentration of Y is much larger than Cw so
that is remains effectively constant and that a is suffi-
ciently large that Cw is completely removed within the
molecular sublayer, Garland et al. (1980) showed that








Fairall et al. (2007) relaxed the requirement that the
reaction was confined to the molecular sublayer and
obtained a solution that allowed the ozone deposition









Here K0 and K1 are modified Bessel functions of








COARE3.0 is a good fit to mean observed momen-
tum and heat transfer coefficients over a considerable
range of wind speeds (more observations are above
18 ms1). However, at any specific wind speed bin
there is considerable scatter – more than can be
explained by atmospheric sampling variability alone.
It is also clear that over the open ocean there is, on
average, a systematic change in the influence of waves
on air-sea turbulent exchange with increasing wind
speed. Attempts to find simple scaling expressions
that explain variations in surface roughness length
(or drag coefficient) due to variations in surface
wave properties have been of limited success
(Drennan et al. 2005).
The most recent results from application of the
algorithm to CO2 and DMS transfer for SO GasEx
can be found in Edson et al. (2011), while an analysis
of the implementation of COAREG for ozone is
outlined in Bariteau et al. (2010) and Helmig et al.
(2011). Current application of COAREG includes
input of satellite fields of sea surface temperature,
near surface humidity and temperature, and wind
speed to obtain global estimates of air-sea gas transfer
(Jackson et al. 2011).
One major technical problem is the poor perfor-
mance of fast CO2 sensors at sea, which limit field
work to regions with very large air-sea differences in
CO2 concentration. Some clarity in scientific issues
could also come from high-quality eddy covariance
measurements of gases more soluble than DMS and
less soluble than CO2. There is considerable room for
progress on bubble-mediated transfer through field,
laboratory, and numerical modeling studies.
COAREG is publicly available from the authors of
(Fairall et al. 2011). The latest version of the code
(COAREG3.1) includes a scheme to partition the
wind stress into tangential and wave-induced
components (see Fairall et al. (2011) for more details).
2.6.4 Energy Dissipation
The flux of slightly soluble, non-reactive gases (i.e.
water side-controlled) between the ocean and atmo-
sphere is determined from knowledge of the concen-
tration difference across the diffusive layer as well as
the gas transfer velocity kw (see Eq. 2.14).
The ease of availability of wind speed U (m s1)
measurements has resulted in many attempts to develop
parameterisations between kw and U (see Sect. 2.6.1).
However, the primary mechanism for controlling kw is
shear-produced turbulence at the air-sea interface
(Salter et al. 2011; Asher 1997; Wanninkhof et al.
2009), whose generation mechanism is wind stress
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acting on the ocean surface (Asher 1997; Kitaigorodskii
and Donelan 1984).
There has been much effort to describe kw in terms
of molecular diffusivity D (m2 s1), kinematic viscos-
ity ν (m2 s1), and a function based on a velocity Q
(m s1) and length L (m) (Danckwerts 1951; Fortescue
and Pearson 1967; Lamont and Scott 1970; Deacon
1977; Ledwell 1984; Ja¨hne et al. 1987; Brumley and
Jirka 1988; Soloviev and Schlu¨ssel 1994; Fairall et al.
2000):
kw ¼ βScnf ðQ;LÞ (2.41)
where β is an experimentally determined constant and
Sc ¼ ν/D is the Schmidt number. The Schmidt number
exponent has been shown to vary between n ¼ 2/3
for conditions of low winds (e.g. Deacon 1977; Davies
1972) or where surfactants are present at the water
surface (Asher and Pankow 1986), to n ¼ 1/2 at
winds greater than 5 ms1 (Ja¨hne et al. 1987). Lamont
and Scott (1970) used an eddy cell model to describe
f(Q, L) which resulted in a scaling relation:
kw ¼ 0:4Sc1=2ðενÞ1=4 (2.42)
where ε (m3 s2) is the dissipation rate of kinetic
energy, a parameter that can be measured in the field.
Zappa et al. (2007) provided the first field
investigations that supported the mechanistic model
in Eq. 2.42 based on surface water turbulence that
predicts gas exchange for a range of aquatic and
marine processes. Their findings indicated that the
gas transfer rate varies linearly with the turbulent
dissipation rate to the ¼ power in a range of systems
with different types of forcing – in the coastal ocean,
in a macro-tidal river estuary, in a large tidal freshwa-
ter river, and in a model ocean.
An underlying assumption in Eq. 2.42 is that ε is
measured directly at the water surface. Since the pro-
file of turbulence near the air-water interface may be
complicated by the interplay between wind, waves,
current shear and other processes, measurements at
depth will not be representative of ε at the surface
because the profile changes nonlinearly with environ-
mental forcing. Zappa et al. (2009) implement the
Craig-Banner turbulence model, modified for rain
instead of breaking-wave turbulence, to successfully
predict the near-surface dissipation profile that varies
by two orders of magnitude over the top 50 cm at the
onset of the rain event before stratification plays a
dominant role. This result is important for predictive
modeling of kw as it allows inferring the surface value
of ε fundamental to gas transfer.
Lorke and Peeters (2006) took the approach of
using law of the wall scaling to describe ε (z) as a






where κ ~ 0.41 is the von Ka´rma´n constant and uw ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
τ=ρw
p
is the friction velocity, τ is the wind stress
acting on the ocean surface which is parameterised
with knowledge of the drag coefficient CD and ρw is
the water density. Although this provides a mechanism
to derive the parameters to parameterise kw according
to Eq. 2.42, it is unlikely that law of the wall scaling
will adequately describe ε at the ocean surface (e.g.
Agrawal et al. 1992; Terray et al. 1996; Babanin and
Haus 2009).
Compared to wind speed, dissipation in the ocean is
much more challenging to measure as it requires
sophisticated instumentation and an ability to provide
data close to the air-sea interface for the application of
air-sea transfer parameterisation. Future progress
requires a new generation of experiments which com-
bine turbulence data with estimates of gas transfer
velocities (Lorke and Peeters 2006).
2.6.5 Evaluating and Selecting Transfer
Velocity Parameterisations
The above sections demonstrate that various different
turbulent forcing terms can be used to parameterise kw.
Wind speed, which is the most commonly used pre-
dictor for kw is only indirectly related to the key
forcing terms and hence a great deal of variability is
expected (and observed) in kw  U relationships. The
choice of most appropriate parameterisation depends
on both the forcing data available and the application
to which kw is to be used (e.g. spatial and temporal
scale, gas of interest).
For example, when considering fluxes of CO2 at the
global scale there is a constraint on the transfer veloc-
ity given the bomb 14C inventory of the ocean (e.g.
Sweeney et al. 2007). Thus, notwithstanding
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uncertainties in both the inventory (Wanninkhof 1992;
Naegler et al. 2006) and the global average wind
speed, which may be as much as 1.3 m s–1 between
different datasets (Naegler et al. 2006), there is a
‘known point’ on the kw  U curve for global CO2
fluxes. Note that whilst parameterisations derived
from this value have tended to apply a quadratic rela-
tionship, as described in Sect. 2.6.1, there is no evi-
dence from this global approach to support any
particular form for the kw  U relationship. Further-
more, whilst this is a valuable constraint on long
timescale global fluxes, it is not necessarily a con-
straint for regional or local fluxes or over shorter
timescales, due to variable and non-wind speed depen-
dent forcings (e.g. fetch/wave slope, thermal stability,
etc.) or the effects of other processes such as chemical
or biological enhancement, rainfall etc.
Where wind speed is the only available forcing term
for a particular study on smaller-than-global scale (as
is commonly the case), an empirical kw  U
parameterisation must be employed to quantify the
flux of a gas given wind speeds averaged over an
appropriate timescale. Data on kw over a range of
wind speeds in the natural environment come primarily
from the dual tracer and eddy covariance approaches.
As noted above, significant variability due to processes
not directly related to wind speed is to be expected in
observations of such relationships, but even account-
ing for this there are apparent inconsistencies which
must be addressed. First and foremost is the apparently
greater transfer velocities observed by CO2 eddy
covariance measurements than by the dual tracer tech-
nique, particularly at higher wind speeds (Sect. 2.6.1).
It is possible that these two methods are measuring
empirically different properties – it has been suggested
by Ho et al. (2011b) that, whilst on the timescale of
eddy covariance measurements (minutes-hours) the
apparent transfer velocity varies with the cube of the
wind speed, over the timescale of a tracer study (days)
the vertical mixing of the bulk water becomes limiting
to the total tracer mass balance and thus the higher-
order dependence is not apparent. Alternatively, Asher
(2009) suggests that the increasing importance of
bubbles and thus increasingly turbulence dominated
transfer at higher winds means that the scaling of kw
to Sc0.5 might break down, which would lead to errors
in the relationship calculated by the dual tracer
method.
The dual tracer method also fails to account for the
effect of the solubility dependence of bubble-mediated
transfer. Bubble fluxes are predicted to be lower for
more soluble gases, and this is supported by laboratory
experiment (e.g. Rhee et al. 2007; Woolf et al. 2007)
and circumstantially by the lower and more linear
transfer velocities of DMS (compared to CO2)
observed in the field by various studies (Sects. 2.6.1
and 2.6.3, Figs. 2.3 and 2.10). Such effects, however,
should mean that the dual tracer method (based on the
exchange of 3He and SF6, which are considerably less
soluble than CO2) should predict greater fluxes than
those directly observed for CO2, which is the opposite
of what is observed. It has been suggested that such
inconsistencies may be reconciled by the application
of an improved representation of the bubble flux such
as that outlined by Woolf et al. (2007), which accounts
for the high void fraction in dense bubble plumes. This
may lead to ‘suffocation’ of the bubble flux (i.e. the
flux of gas into the bubbles starts to be limited by
the decreasing concentration in the water around the
bubble plumes). This effect will be largest for the most
diffusive gases and as such there is likely to be a
differential in the effect between the highly diffusive
3He and rather less diffusive SF6. The result of this
effect when calculating kw from dual tracer data would
be an underestimation of kw (Woolf et al. 2007).
Such explanations may be able to reconcile all the
available data and may also satisfy the 14C and 222Rn
derived values for kw where appropriate, given that
they are subject to significant uncertainty themselves.
Given the current uncertainties associated with eddy
covariance and dual tracer methods and the magnitude
of the effect of bubbles on CO2 fluxes in the ocean
environment, it is impossible to determine which of
the above explanations for observed discrepancies
between methods is correct. It is possible that under
different regimes of thermal stability, wave field, fetch
and other forcings, the observed range of kw  U
relationships may all be valid in particular situations.
With forthcoming advances in CO2 sensors for eddy
covariance measurements, progress may be made
towards better understanding and resolution of the
above discrepancies.
With sufficient environmental forcing data, probably
the best estimates of transfer velocity can be achieved
by using physically-based models of boundary layer
interactions such as NOAA-COARE. The latest
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incarnation, COAREG 3.0 (Fairall et al. (2011), includ-
ing a generalised scheme to enable application to any
gas following Johnson (2010)) might be considered the
‘state of the art’ in quantifying kw. Nonetheless it still
contains some physical parameterisations which are not
state of the art. For instance it applies the ‘classic’
bubble model of Woolf (1997) rather than the dense
bubble plume model mentioned above, and relies on
rather uncertain empirical parameterisations such as the
empirical windspeed-whitecapping relationship of
Monahan and O’Muircheartaigh (1980) which is sub-
ject to significant uncertainty (Johnson et al. 2011)
although recent developments are leading to consider-
able constraint of said uncertainty (Goddijn-Murphy
et al. 2011). Recent measurements of whitecap fraction
were discussed in de Leeuw et al. (2011) as outlined in
Sect. 2.2.3.
Selection of an appropriate transfer velocity must
be based on the requirements of the particular study. It
is important to recognise that parameterisations are not
necessarily universally applicable to gases of differing
solubilites, or to differing environmental situations.
However, it must also be acknowledged that in the
context of the wide range of other uncertainties
associated with quantifying air-sea gas fluxes
(summarised by Johnson et al. 2011), not least the
uncertainty in concentrations and selection of appro-
priate wind speed averaging, the uncertainty in kw
parameterisations is often relatively small.
2.7 Sea Ice
Sea ice affects air-sea exchanges of greenhouse gases
in ice covered waters in several ways. The first effect
is that sea ice prevents air-sea exchange of gases. First
studies of the vertical distribution of anthropogenic
CO2 in the Weddell Sea showed limited air-sea
exchange of CO2 in the winter surface water when it
is subducted and mixed with other water masses to
form Weddell Bottom Water (Weiss 1987; Poisson
and Chen 1987). This suggested that sea ice was acting
as an inert and impermeable barrier for gas exchange
so that most carbon cycle research has not considered
the possibility of either direct air-sea CO2 exchange in
the presence of sea ice or indirect air-ice-sea CO2
exchange related to sea ice melting (Bates and Mathis
2009; Tison et al. 2002). However, it is well
established that sea ice is a permeable medium,
depending of its brine volume fraction (Golden 2003;
Golden et al. 1998). Golden et al. (1998) showed that
sea ice is permeable to brine transport when brine
volume fraction is above 5 %, corresponding to a
temperature of 5 C and sea ice salinity of 5 – the
so-called “law of fives”-. Gas transport within sea ice
is therefore possible as observed by (Gosink et al.
1976) who reported CO2 and SF6 diffusion in sea ice
at 7 C. More recently, Loose et al. (2011b)
measured accurately diffusion of SF6 and O2 through
columnar sea-ice and reported diffusion coefficient
values within permeable artificial columnar ice of
1.3  104 cm2 s1 and 3.9  105 cm2 s1 for SF6
and O2, respectively. These values are rather low
compared to air-sea transfers in open water. However,
it must be borne in mind that sea ice covers about 7 %
of the Earth surface at its maximal seasonal extent and
represents one of the largest biomes on Earth. Even
though fluxes through sea ice are modest, integrated
over the global sea ice cover can potentially be signifi-
cant (Delille et al. 2006).
Several studies reported measurements of direct
air-ice CO2 exchanges. Most studies reported air-ice
CO2 fluxes in spring and summer (Delille et al. 2006;
Semiletov et al. 2004; Zemmelink et al. 2006; Nomura
et al. 2010a, b; Papakyriakou and Miller 2011). Strik-
ingly, some studies reported air-ice CO2 exchange
during the winter season when the air-ice interface is
supposed to be impermeable to gas exchanges
(Heinesch et al. 2009; Miller et al. 2011). Indeed,
despite the fact that sea ice can be seen as an ideal
environment for micro-meteorological measurement
of CO2 fluxes (Loose et al. 2011a) since the surface
is relatively smooth and levelled, air-ice CO2 fluxes
measurements are still in their infancy. Different
methods are used, without inter-comparison, and tem-
poral and spatial coverage is scarce. In addition, the
early studies of Semiletov et al. (2004) and
Zemmelink et al. (2006) should be considered cau-
tiously as they do not take into account bias of open
path sensor CO2 analysers in cold environments, as
pointed out by Burba et al. (2008). For the time being,
sea ice heterogeneity, gaps in understanding of sea ice
biogeochemistry, poor understanding of the role of
snow in controlling air-ice gas fluxes and poor tempo-
ral and spatial coverage prevent robust integration of
air-ice gas fluxes at large scale. Further studies are
required to provide such assessments.
2.7 Sea Ice 95
Whatever the magnitude of air-ice gases fluxes, the
role of sea ice in gas exchange is not limited to the
ability to transfer gases from the ocean to the atmo-
sphere. O2, CO2 and DMS observations within sea ice
show clearly that gas dynamics within sea ice are
different to that in the underlying layer. Several pecu-
liar processes e.g. temperature change, brine concen-
tration/dilution, brine transport, primary production
and respiration by sympagic1 microbial communities
and others biogeochemical processes affect gases
dynamics within sea ice (Delille et al. 2006, 2007;
Tison et al. 2010; Trevena and Jones 2006; Trevena
et al. 2000, 2003; Glud et al. 2002; Rysgaard and Glud
2004; Rysgaard et al. 2008), so that sea ice cannot be
seen as a simple open/closed pathway between ocean
and the atmosphere. Peculiar gas dynamics within sea
ice determine gas contents of sea ice and subsequently
air-ice partial pressure gradients of each gas. There-
fore, the way and potential magnitude of air-ice gas
fluxes are controlled by gas dynamics within sea ice
rather than the gas content of the underlying water.
Rysgaard et al. (2011) recently reviewed the signif-
icance of sea ice related processes in terms of air-sea
CO2 exchange and pointed out the role of rejection of
CO2-rich brines in the underlying layer during sea ice
growth. Sea ice expels about 80 % of solutes, includ-
ing gases, out of the ice matrix, mainly into the under-
lying water. In the Southern Ocean, this brine rejection
is one of the main drivers of Antarctic Deep Water
formation. Gases transported together with brines can
therefor potentially sink towards deep layers,
providing an efficient path-way for CO2 sequestration
(Rysgaard et al. 2011). In addition, Loose et al. (2009)
observed in artificial ice experiments that rejection of
gases (SF6 and O2) is enhanced compared to salts.
CaCO3 precipitation within sea ice as ikaite
(Papadimitriou et al. 2004; Dieckmann et al. 2008,
2010) has also been suggested as an efficient pathway
for atmospheric CO2 sequestration (Rysgaard et al.
2007) depending on the conditions where precipitation
takes place (Delille et al. 2006). In certain sea ice
permeability conditions, assuming that CaCO3
precipitates in the early sea ice growth phase (Assur
1958; Marion et al. 2009), CO2 produced by CaCO3
precipitation is rejected with brine to the underlying
layer, while CaCO3 crystals remain trapped within the
ice matrix. In summer, CaCO3 dissolution and related
CO2 consumption within the ice or release of alkalin-
ity depleted meltwater into the underlying water pro-
mote atmospheric CO2 uptake by the ice and
underlying water, respectively (Delille et al. 2006;
Rysgaard et al. 2007). In parallel to CO2-rich brine
rejection, this precipitation acts as an effective path-
way for atmospheric CO2 sequestration (Rysgaard
et al. 2007, 2011; Delille et al. 2006).
The impact of sea ice transfer estimates can be very
important regionally. This is less the case at the global
scale, assuming impermeability of ice to be appropri-
ate for many applications. Rysgaard et al. (2011)
recently provided a first tentative budget of the global
significance of sea ice related processes for atmo-
spheric CO2 uptake. They assessed that sea-ice related
atmospheric CO2 uptake is about 45 TgC y
1 and
71 TgC y1 in the Arctic and Southern Ocean, respec-
tively. Oceanic CO2 up-take during the seasonal cycle
of sea ice growth and decay in ice-covered oceanic
regions therefore equals almost half of the net atmo-
spheric CO2 uptake in ice-free polar seas. Finally,
remobilisation of CH4 held in East Siberian Arctic
Shelf sediments has been assessed to be a major con-
tributor to the oceanic CH4 flux to the atmosphere
(Shakhova et al. 2010a, b). Shakhova et al. (2010b)
reported large bubbles of methane entrapped in fast
sea ice probably originating from ebullition from
sediments. Either the ice acts as a simple inert tran-
sient buffer for the ebullition CH4 flux or as more
complex pathway has still to be determined.
2.8 Applications of Air-Sea Gas
Transfer
There exist a wide range of applications in which
air-sea transport are important. In this section we
focus on applications in global models, large-scale
measurements from satellite remote sensing and
computations of global inventories. These appli-
cations are not exclusive but are the dominant topics
from air-sea gas exchange studies to global environ-
mental research.
1 A sympagic environment is one where water exists mostly as
solid ice.
96 2 Transfer Across the Air-Sea Interface
2.8.1 Models
Nearly all numerical models employed to date to sim-
ulate the cycling of carbon in the ocean are using the
parameterisation of Wanninkhof (1992) to estimate
the gas-transfer velocity, kw, i.e. a parameterisation
that suggests a quadratic dependence of kw on the
windspeed (see Sect. 2.6.1). Different coefficients
have been used with the quadratic dependence, but
we are not aware of any ocean model that uses a linear
(Krakauer et al. 2006), a cubic (Wanninkhof and
McGillis 1999), or piecewise linear function (Liss
and Merlivat 1986) for kw. The very small diversity
of parameterisations used today is a legacy of the
Ocean Carbon-cycle Model Intercomparison Project
(OCMIP-2), where it was decided to use the same
parameterisations for all models (Najjar and Orr
1998). In this particular study, kw was proposed to be
parameterised as follows:
kw ¼ ð1 ficeÞ½a  ðU2 þ vÞðSc=660Þ1=2 (2.44)
Where fice is the sea-ice fraction, U
2 the square of
the windspeed at 10 m, v is the variance of the
windspeed, added to reflect the non-linear nature of
the relationship, and Sc the Schmidt number. For
OCMIP, the instantaneous windspeed was first aver-
aged to form a monthly climatology of U, and then
squared. v was similarly computed from the instanta-
neous windspeed. The coefficient a was then chosen
such that the global mean kw matched the global bomb
radiocarbon-derived estimate of Broecker et al.
(1986). This gave a coefficient a of 0.336 cm h1 s2
m2, which is slightly larger than the value of 0.31 cm
h1 s2 m2 proposed by Wanninkhof (1992) due to the
use of different winds.
This parameterisation has been carried forward
into nearly all ocean carbon cycle models since
then, with the only major development being the
suggestion that the coefficient a needs to be down-
scaled substantially to about 0.24 cm h1 s2 m2 in
order to take into consideration that Broecker et al.
(1986) bomb radiocarbon inventory estimate was too
large (Peacock 2004; Naegler et al. 2006; Sweeney
et al. 2007; Mu¨ller et al. 2008; Na¨gler 2009). This
gives a global mean transfer velocity kw for CO2 of
about 15 cm h1 instead of Broecker’s mean value of
19 cm h1.
Very few sensitivity studies have been performed to
investigate the influence of different gas exchange
parameterisations on the exchange of trace gases.
This is likely a consequence of the influential paper
by Sarmiento et al. (1992) where the authors
demonstrated little sensitivity of the uptake of anthro-
pogenic CO2 with respect to different formulations of
the gas transfer velocity. This is because the rate limit-
ing step for the uptake of this transient tracer is its
transport from the near surface ocean into the ocean’s
interior. But this lack of sensitivity does not apply to
the exchange of natural CO2, where a higher transfer
velocity generally leads to stronger fluxes (Fig. 2.12).
However, the modelled flux changes are less than pro-
portional to the change in the gas transfer velocity,
since the surface ocean concentration of CO2 adjusts
to the change in the “resistance” across the air-sea
interface by generally decreasing the air-sea gradient
when kw is increased (Fig. 2.12c). Due to lateral trans-
port and mixing, the altered CO2 concentration also
affects regions away from regions of strong air-sea
gradients, even leading to a change in the sign of the
gradient.
An even larger sensitivity to the choice of kw exists
for the air-sea transfer of the isotopes of CO2, i.e.,
14CO2 and
13CO2, since the characteristic exchange
time-scale for these isotopes is about ten times longer
than that for CO2 itself (Broecker and Peng 1974).
This is a consequence of the fact that isotopic equilib-
rium across the air-sea interface needs to be
established by equilibrating all carbonate species in
the surface ocean, while for CO2, the shortcut reaction
involving HCO3 and CO
2
3 establish a faster equilib-
rium. Few numerical simulations have been performed
to investigate this sensitivity explicitly, but Broecker
and Maier-Reimer (1992) demonstrated that a dou-
bling of the gas transfer velocity resulted in a substan-
tial change in the surface ocean distribution of the
13C/12C ratio with a near doubling of the range.
For DMS and N2O, virtually all models have used
the gas transfer formulation of Wanninkhof (1992) to
represent the air-sea flux of these gases (Le Clainche
et al. 2010; Jin and Gruber 2003; Suntharalingam et al.
2012). In contrast, for less soluble gases, such as argon
and neon, a broader set of parameterisations have been
employed, particularly to reflect the importance of
bubble mediated transfer. For the latter, most
modellers follow the suggestion of Asher and
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Sea-air flux (mol m-2 yr-1)
Difference in sea-air flux (k19-k15) (mol m-2 yr-1)
Difference in sea -air pCO2 (k19-k15) (µatm)
Fig. 2.12 Impact of the gas transfer velocity parameterisation on
the model simulated air-sea flux of CO2. (a) Annual mean sea-to-air
flux of CO2 in pre-industrial times simulated using a global mean
gas transfer velocity of 15 cm h1. (b) Difference in the annual mean
sea-to-air flux of CO2 in pre-industrial times between a simulation
using a global mean gas transfer velocity of 19 cm h1 and the
standard one with 15 cm h1. (c) Difference in the annual mean sea-
air partial pressure difference in preindustrial times between the
19 cm h1 and 15 cm h1 cases. Based on model simulations
executed with the global NCAR CCSM model (Graven et al. 2012)
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Wanninkhof (1998) to scale the bubble-mediated flux
with the cubic power of the wind speed (Hamme and
Severinghaus 2007; Ito et al. 2011), but also other
powers have been used (Spitzer and Jenkins 1989).
In the last decade, global and regional modellers
have paid relatively little attention to the parameter-
isations used for the modelling the transfer of gases
across the air-sea interface. This is likely to change
in the coming years. On the one hand, the increasing
computational power permits modellers to increase the
spatial and temporal resolutions of their models, push-
ing them to the level where some of the assumptions
underlying the classical parameterisations may no lon-
ger be fulfilled. For example, when employing the
Wanninkhof (1992) parameterisation, most (global)
models use the parameters for long-term average
winds, while models are now being run with winds
that change every 6 h, requiring the parameters for
short-term winds. This change has not been
undertaken in most models, yet. But the need for a
reconsideration of the appropriateness of the chosen
parameterisations needs to go further. Processes such
as diurnal heating and cooling, eddies and fronts, and
organic slicks that were considered of secondary
importance at basin to global scales, may be important
at local to regional scales, thus requiring renewed
attention.
Furthermore, models are now increasingly being
used to assimilate ocean observations, including
pCO2. Given the substantial sensitivity of surface
ocean pCO2 to the value of kw (Fig. 2.12), it will be
necessary to better handle gas transfer in order to
exploit also the usefulness of pCO2 to determine the
rate of net community production, for example. With
the possible advent of large-scale observations of
dissolved oxygen by floats (Johnson et al. 2009), this
need will increase even further, as the interpretation of
the biologically generated O2 signal requires accurate
estimates of the amount of O2 that is exchanged with
the atmosphere.
2.8.2 Remote Sensing
Gas transfer velocity has been retrieved at global scale
from satellite measurements using mainly two
approaches:
1. The use of satellite wind speed and kw  U
relationships (see Boutin et al. (2009) for a review).
2. Or using mean square slope (mss) derived from
dual frequency altimeters (Glover et al. 2007).
Whatever the approach used, the big advantage of
the satellite measurements is that they provide a better
description of the spatio-temporal variability than
meteorological models or at-sea measurements. In
particular, a correct determination of kw following
point (1) requires a good knowledge of the statistical
moments of the wind speed (at least its average and
variance (see Wanninkhof et al. (2009))).
The main advantages of point (1) are related to the
excellent spatial and temporal coverage of the wind
speed owing to the large swaths of scatterometers and
microwave radiometers, and to the mature algorithms
for retrieving wind speed from satellite measurements
(the rms difference of satellite wind speed with
respect to buoy neutral wind speeds being on the
order of 1 m s–1 (Bourassa et al. 2010)), while field
measurements almost always provide kw and U simul-
taneously, but not always surface stress. Although
satellite wind speeds are expressed as neutral wind
speeds to facilitate the comparison with in situ
measurements, a scatterometer measures a backscatter
coefficient that is related to resonant Bragg scattering
by centimetric waves. Hence it is expected that
scatterometer measurements would better correlate
with kw than wind speed at 10 m height. But this is
almost impossible to demonstrate with field
measurements due to the spatio-temporal variability
of U (scatterometer measurements are integrated over
typically 25 km while kw is obtained from point
measurements) and temporal undersampling of satel-
lite measurements (at best two measurements per day
while measurements of kw by dual tracer techniques
are integrated over several days). It is remarkable that
the use of kw U relationship derived from dual tracer
experiments (Ho et al. 2006; Nightingale et al. 2000b)
and scatterometer wind speeds give global kw average
within the new 14C constraints without a-posteriori
adjustments (Boutin et al. 2009) as shown in
Fig. 2.13. Nevertheless, given the 30 % uncertainty
in the global kw average deduced from the
14C inven-
tory (Sweeney et al. 2007), the remaining uncertainty
on the functional form of the kw  U relationship
(quadratic, cubic, or hybrid, see Wanninkhof et al.
(2009) for a review) and the remaining uncertainty
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on the wind speed, the new 14C estimates are not
sufficient to fully constrain a kw  U relationship.
Method (2) has been developed because of experi-
mental evidences that kw is better correlated to small
scale mss than to wind speed or wind stress (as
reviewed in Frew et al. (2007)). Nevertheless, it has
some limitations described in Sect. 2.6.2. Future large
swath altimeters will improve the spatial coverage but
in situ measurements of both mss and kw in various
regions of the globe are critical to definitely assess the
utility of this method with respect to the kw  U
method.
2.8.3 Inventories, Climatologies Using
In Situ Data
Until now, long time series of kw or of CO2 exchange
coefficients,KW, (KW is usually preferred when building
maps as it minimises the temperature dependence due
to the CO2 Schmidt number and to the CO2 solubility in
the air-sea CO2 flux computation) have mostly been
built from a single satellite instrument. KW derived
from ERS1, ERS2 and QuickSCAT wind speeds
between 1994 and 2009 are available at http://cersat.
ifremer.fr/Data/Discovery/By-product-type/Gridded-
products/K-CO2-QuikSCAT. Global averages of kw
derived from these scatterometer wind speeds are
presented on Fig. 2.13.
Using kw-mss relationships and after a thorough
cross-validation of Jason-1 and TOPEX, Glover et al.
(2007) have produced global kw fields from 1993 to
2005. Because of the quadratic or cubic dependency of
kw with U, the accuracy of the wind speed fields used
to build kw fields is a big issue and the merging of
several satellite wind speeds requires a thorough cross-
validation (e.g. Fangohr et al. 2008). Not only the

































Fig. 2.13 Global averages of kw (in cm h
1) deduced from long
time series of satellite wind speeds and kw  U relationships
(bar charts) (maroon bars indicate kLM (Liss and Merlivat
1986), yellow bars indicate kW (Wanninkhof 1992), green bars
indicate kN (Nightingale et al. 2000a), and blue bars indicate kH
(Ho et al. 2006)) and deduced from 14C global inventories (black
squares). Methodology to derive kw from satellite wind speed is
described in Boutin et al. (2009); KW fields are available at
http://cersat.ifremer.fr/Data/Discovery/By-product-type/
Gridded-products/
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least the second moment of the wind speed. On the
other hand, biases of a few tenths of meter per second
remain between the various types of satellite wind
speeds because of the difficulty of validating satellite
wind speeds integrated over typically 25 km with point
measurements of wind speeds in the field and because
the various satellite instruments are not sensitive to the
same surface state. For instance, a microwave radiom-
eter or an altimeter will better sense high wind speeds
than a scatterometer; a Ku-band scatterometer will be
closer to friction velocity than a C-band scatterometer
but will be more affected by rain.
Recently, the numerous satellite wind speeds avail-
able since 1987, and the existence of biases between
various satellite wind products have motivated the
development of cross-calibrated multiplatform surface
wind products (CCMP) (e.g. Atlas et al. 2011). Such
merged products are necessary to ensure long term
continuity of wind speed records (in particular
scatterometer measurements are not continuous), and
are very useful for monitoring KW using existing kw 
U relationships and for computing the air-sea CO2 flux
from CO2 partial pressure. Mean kw deduced with a
quadratic kw  U relationship and CCMP wind speeds
between 2000 and 2009 and between 50 S and 50 N
agrees to within 2.5 % with mean kw deduced from
QuickSCAT products available at Ifremer.2
2.9 Summary
Transfer across the air-sea interface is traditionally
described by a wind-speed dependent function,
where different studies indicate different functional
forms and scaling dependencies. Measurements from
mass-balance techniques seem to converge at a qua-
dratic wind speed dependence (e.g. Nightingale et al.
2000b), agreeing with estimates from 14C inventories.
Eddy covariance techniques tend to give higher
values, in particularly at higher winds, partly
explained by the enhancement due to bubble mediated
transfer (not fully captured by mass-balance
techniques). It is generally agreed that wind is not
the only forcing factor of importance. For better
understanding additional processes need to be taken
into account (micro breaking waves, small- and large
scale turbulence, waves, bubbles and sea spray, sur-
face films, chemical and biological enhancement, rain
and atmospheric processes etc.). This is particularly
important when more detailed information is required
in time and space. Further understanding of the trans-
fer can be obtained by measurements, where it is
necessary to consider the strengths/weaknesses of the
various methods and the scale being resolved by each
method. High-resolution numerical simulation is an
alternative approach for studying transfer mechanisms
with the potential of giving detailed information on the
action/interaction of various mechanisms.
Global transfer velocities are often derived from
remote sensing or various inventories and use wind
speed estimates from satellites or surface wind speed
products and kw  U based relationships, although
mean squares slopes from altimeter data are some-
times used. Here the accuracy of the satellite products
and resolution in time and space are important factors
to consider when used for flux calculations. Air-sea
transfer velocities are frequently used in models.
Fluxes derived from models or modelled marine bio-
geochemical processes have shown relatively small
sensitivity to the formulation of transfer velocity,
partly due to feed-back mechanisms in the models
(the air-sea gradient is slightly adjusted) but the
modelling community have not focused much on the
issue. Global gas flux estimates calculated using air-
sea gradients estimated from global inventories (from
in situ data or remote sensing) are more sensitive to the
formulation of transfer velocity than modelled
estimates.
To be able to derive more accurate regional and
global methods of determining the transfer velocity it
is necessary to increase our understanding of the
dependence of various processes and their relative
importance. The variation in time and space can then
be better explained and described. To achieve this, it is
suggested to combine different measurement
techniques and use gases of different solubility.
2 http://cersat.ifremer.fr/data/discovery/by_product_type/
gridded_products/k_co2_quikscat
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