Abstract-As computing devices and their users become increasingly mobile, the demand for information about the environment, or context, becomes of significant importance. Applications must be able to adapt themselves to the changing environment to satisfy users' demands and to ensure that the application's resource usage matches the environment's capabilities. However, using traditional means, acquiring this context information can be very expensive because collecting it usually requires communication among mobile devices. In this paper, we explore the possibility of collecting reasonably accurate context information passively. Specifically, this paper introduces a framework for defining passively sensed context through network overhearing, which allows users to define context metrics without the requirement of added communication cost. We use this framework to build a small suite of commonly used context metrics and evaluate the quality with which they can reflect ground truth.
I. INTRODUCTION
As mobile applications become more pervasive, the need for inexpensive adaptation in both the application and the communication protocols is growing. The increasing ubiquity of small, mobile computing devices has introduced new applications that find themselves in constantly changing environments, requiring constant ad hoc interactions with surrounding networked devices.
Research in context-aware computing has created applications that adapt to location (e.g., in tour guide applications [1] , [5] ), time (e.g., in reminder applications [8] ) or even weather conditions (e.g., in applications for automated field note taking [19] ). Such applications rely on information about the physical world, and several toolkits have been created that provide abstractions for sensing and getting access to such context information [9] , [11] , [13] . While adaptation to physical characteristics is the most obvious use of contextawareness, the ability to respond to the condition of the network is just as crucial. Network-awareness is especially important for protocol adaptation as it allows communication protocols to change their behavior in response to the immediate network conditions or the available network resources, for example using different routing and communication heuristics under high or low mobility or in networks of high or low density. In addition, network context can also be used directly by applications, for example to change the fidelity of the data transmitted when the available bandwidth changes.
Traditional means of measuring any kind of context information (about the physical environment or the network) are active in that they typically generate extra control messages or require nodes to exchange meta-information to calculate the context. As an example of the former case, metrics that report message latency require nodes to exchange ping messages, measuring the amount of latency these messages experience.
As an example of the latter, traditional measures for determining the degree of mobility in a mobile network require neighboring nodes to periodically exchange their location and velocity information. The extra network traffic these mechanisms generate places an increased burden on the already taxed network links present in mobile networks, making it difficult to justify the use of context-awareness in the common case. However, if the overhead of sensing context information can be reduced, the benefit of the availability the information is extreme, from low-level protocols to high-level applications.
In this paper, we explore the practicality of passively measuring context metrics. The approach we report in this paper focuses on sensing context information with zero additional communication overhead, that is, the methods do not require any additional network communication to provide a measure of context. These methods do not provide the exact measure of context that their active counterparts may provide, but we do demonstrate the fidelity with which the estimates generated match traditional measures of context. In this work, we define a framework to allow the definition of passively sensed context metrics based on network eavesdropping (Section III). We then use this framework to create instantiations of three common network context measures (Section IV). For each of these metrics, we evaluate the specificity of the passively sensed context metric with respect to the ground truth (Section V). Our work shows that passive sensing of network context metrics can inexpensively provide useful information about the state of the world for mobile pervasive computing applications. These context metrics, especially when correlated with each other, enable adaptive applications in environments where traditional active context sensing is too cumbersome in terms of communication overhead and latency.
II. RELATED WORK
The wide demand for and availability of adaptive mobile applications indicates the need for efficient context-awareness. Much work has focused on supporting the software engineering needs of building these applications through the introduction of frameworks and middleware that provide programming abstractions for acquiring and responding to context. Among these frameworks, Hydrogen [12] provides context sensing tailored to the resource constraints of mobile environments, defining a completely decentralized architecture for managing and serving context information. The abstractions in Hydrogen are unconcerned with how that context is sensed; clearly, performing context acquisition efficiently is important to the success of these frameworks in resource-constrained environments.
Many projects have looked at reducing the cost associated with context sensing. Several of these take an applicationoriented perspective, identifying what high-level information the application desires and only acquiring sensed information necessary to support an application's desired fidelity of that high-level measure [27] . SeeMon [16] distances itself a bit more from the application, reducing context acquisition cost by only reporting changes in context instead of generating a continuous stream of context values. Still other approaches use time-and event-based sensing to control the overhead associated with collecting context information from a dynamic environment [10] .
With respect to network context, many existing projects provide network context-awareness by requiring a dedicated piece of software that sends and receives control messages to gather measures of network context. Piecewise networkawareness [4] creates a dedicated service that actively monitors and collects network context. To increase the efficiency of context sensing, this work separates the characteristics sensed about the wireless portion of a mobile network from those sensed about the wired portions. However, the approach does not apply to infrastructureless (ad hoc) networks and is active, incurring communication overhead to sense network properties.
Within the mobile agent domain, there is a need for network-awareness in mobile systems, specifically in wireless networks that support mobile agents [3] . When supporting mobile agents, however, the network-awareness concerns are different than for other applications due to the fact that an agent's notion of "connectivity" does not necessarily match the network's provision of physical connections. Our work focuses on applications that require awareness of local network conditions.
Active network monitoring has also previously been explicitly separated from passive network monitoring. Komodo [23] differentiates the two, defining passive context sensing as any mechanism that does not add network overhead. However, Komodo requires knowledge of the entire network (even, and especially, network links not currently in use), so the project implements an active sensing approach. Given that we focus on mobile networks based on wireless communication, we promote an approach that takes advantage of the inherent broadcast nature of communication, passively gathering information about links that may not be present at the application level.
Passive measurement of network properties has been explored in a scheme that uses perceived signal strength to adapt a routing protocol [2] . This approach requires that nodes are able to easily discern the signal strength of incoming packets. The approach also requires nodes to send periodic "hello" messages to monitor their neighbor set, which adds network overhead. A different approach monitors packet traffic to provide routing protocols information about packets dropped at the TCP layer [28] . This information allows protocols to more quickly respond to route failures. We undertake a similar approach in this work but focus on gathering a local measure of network properties instead of boosting performance on a particular end-to-end flow.
These related projects have laid the foundation for our work in developing a comprehensive framework for passively sensing network context information. These previous projects have demonstrated 1) a need for context information to enable adaptive communication protocols and applications; 2) a requirement for the acquisition of context to be extensible and easy to incorporate into applications; and 3) a desire to accomplish both of the above with low network communication overhead. The passive network sensing framework we describe in this paper achieves all three of these goals.
III. A FRAMEWORK FOR DEFINING PASSIVE CONTEXT METRICS THROUGH EAVESDROPPING
In this section, we introduce a model for incorporating a framework for passive context sensing into traditional architectures for communication in mobile ad hoc networks. A schematic of the resulting architecture is shown in Fig. 1 . At the base of our architecture, the physical and media access control implementations handle the reception and transmission of communication packets. From an abstract perspective, our framework inserts itself into the traditional network stack in two places: first between the MAC layer and the routing (network) layer, and second above the routing layer before the application. The former point serves as an interceptor that allows the passive sensing framework to eavesdrop on existing communication. The information overheard through this interceptor will be used by the framework to infer various context metrics as described below. The portion of the framework inserted between the routing and application layers 
A. Existing Network Communication in MANETs
The architecture pictured in Fig. 1 shows our passive sensing framework wrapped around existing network communication protocols that remain unchanged. Data packets are exchanged between applications via these protocols. As demonstrated in the next section, many passive sensing techniques benefit from information exchanged by these protocols, so it is useful here to provide a brief explanation of their functionality.
Unicast routing protocols for MANETs require every node to serve as a router and are classified as either table-driven or on-demand. A popular example of a table-driven protocol is Destination Sequenced Distance Vector Routing (DSDV) [21] . In DSDV, each node maintains a table containing the best known distance to each destination and the next hop to take to get there. These tables are updated by periodically (or in response to a change) exchanging information among neighbors, generating a fairly constant overhead that is independent of the amount of useful communication.
On-demand routing algorithms determine routes to destinations only when a data packet needs to be sent. Two examples are Ad hoc On-demand Distance Vector Routing (AODV) [22] and Dynamic Source Routing (DSR) [14] . On-demand routing protocols broadcast a route request that propagates to the destination. A reply is returned from the destination along the same path. AODV stores the routing information in tables on each node, and the tables are updated via periodic exchanges of stored information among neighboring nodes. In DSR, the packet carries the routing information, and no beaconing is required. Each approach has its advantages and disadvantages [24] ; details are omitted as they are not the focus of this paper.
Recent research has generated additional protocols that add hierarchical groups to the routing structure [6] , [20] or use location information to assist the routing tasks [17] , [18] . In general, the routing protocols share several common threads: they all generate control messages that allow routes to be discovered and/or maintained, and they all transport data packets across established routes. In addition, a common control message is generated in these protocols when a node detects that a path has been broken due to a failed link. In such cases, the detecting node commonly sends a route error packet to its active predecessors for that destination, i.e., neighbors known to use the node to forward packets to the destination. In the passive metrics we devise in the subsequent sections, we will use the discovery, data, and route error messages commonly generated by MANET routing protocols to infer various types of network context information.
B. Passive Metrics: Some Examples
In this section, we briefly introduce the three metrics we explore in this paper. The metrics and our initial evaluation of them can be found in Sections IV and V, respectively. Each of the following three metrics measures a condition of the physical or network environment that constantly changes in a network deployment. In all three cases, the sensed information can be useful to communication protocols that adapt their transmission rates or patterns, and to applications that adapt high-level behaviors.
Network traffic load. The simplest metric in our passive metric suite provides a direct measure of the local traffic load on the network. Adapting to this information, applications can prioritize their network operations, throttling communication of low importance when the network traffic is high. Communication protocols can also use this information to potentially change routing or discovery heuristics in response to changing amounts of network traffic to avoid collisions.
Network density. In dynamic networks, the number of onehop neighbors a node has can constantly change, and routing protocols and applications would like to be able to adapt their behavior in response to this information. When the number of direct neighbors is high, common communication behaviors can significantly increase collisions and therefore communication delay, while when the number of direct neighbors is low, conservative communication can lead to dropped packets and loss of perceived connectivity. To most easily measure the local network density, nodes exchange periodic hello messages with their one-hop neighbors. While some protocols already incur this expense, adding proactive behavior to completely reactive protocols can be expensive. Our framework includes a metric for passively sensing network density regardless of the behavior of the underlying communication protocol(s).
Network Dynamics. Our final passive metric measures the relative mobility of a node and its neighbors. Traditional measures of relative mobility require nodes to periodically exchange velocity information, from which each node calculates the relative mobility of its neighbors. In our metric, we approximate this notion of relative mobility by eavesdropping on communication packets to discern information about links that break. In the next section, we show how this simple and efficient metric can correlate well with the physical mobility degree in dynamic mobile ad hoc networks.
C. The Specificity of Passive Metrics
A major hurdle in passively sensing context information is ensuring that the quality of the measurement sensed passively closely approximates the value that could have been sensed actively for increased cost. We define context specificity to be the degree to which our passively measured metrics match what can be achieved through active sensing. Notice that this may differ from the actual value for the context metric since even active metrics may not exactly reflect the state of the environment. For each of the passive metrics we define in the next section, we generate its context specificity by comparing its performance to a reasonable corresponding active metric (if one exists). This not only allows us to determine whether the particular passive metric is or will be successful, but it also helps us tune our sensing approaches to achieve better degrees of specificity.
D. Adaptation Based on Passive Metrics
One of the most important components of our framework is its ability to make this passively sensed context information available to both applications and network protocols. As shown in Fig. 1 , we provide an interface that delivers passively sensed context directly from the sensing framework. We provide a simple event-driven approach and allow applications to request that a fidelity level be associated with context reports to indicate how confident the sensing framework is in the passively sensed context measure in question.
IV. BUILDING COMMON CONTEXT METRICS
To realize the vision of acquiring context information at no network cost and little computation and storage cost, we created a passive network suite in C++. Our implementation takes network packets received at a node, "intercepts" them and examines their details, all without altering the packets or their processing by the nodes. Our implementation also provides an event-based interface through which applications can receive information about the passively sensed context. In this section, we describe the concrete architecture and implementation of our passive metric suite and then look in more detail at the specifics of our three sample passive metrics.
A. Implementing Passive Metrics In our passive context sensing suite, the interceptor (passive sensing in the figure) eavesdrops on every received packet at both the MAC and network layers. For each of the passively sensed metrics, the framework generates an estimate of the metric's value based on the sensed information from the data packets at a specified time interval, ν. This time interval can be different for each passively sensed metric depending on its sensitivity in a particular environment.
To define a passive metric, a new handler specific to the metric must be provided that can parse a received packet. The handler defines its own data structures to manage the necessary storage between estimation events. When any packet is intercepted by the passive context sensing framework, a copy of it is passed to the handler for each instantiated passive context metric, and the handler uses the information within the packet to update its data structures appropriately.
In addition, each new passive metric must also define an estimator function that operates on the context information stored in the metric's data structure and generates a new estimate. When the passive framework is instantiated, each of the passive metrics is provided a time interval for estimation (ν). The passive sensing framework then calls the metric's estimator every ν time steps to generate a new metric estimate. Larger intervals result in lowered sensing overhead (in terms of computation) but may result in lower quality results (as discussed in Section V).
B. The Passive Metrics
For each context metric, our interceptor takes as input the sensed context value at time t and the estimated context value at time t − ν (where ν is the interval between generated estimates for a particular context metric) and creates an estimate of the next value of the time series. For each metric, this results in a moving average, in which previous values are discounted based on a weight factor γ provided for each context metric. When γ is 0, a new estimate for time t is based solely on context information sensed in the interval [t − ν, t].
1) Network Load:
The simplest of our passively sensed metrics is that for network load; it can be sensed directly by measuring the amount of traffic the node generates and forwards. With respect to Fig. 2 , the network load metric's handler eavesdrops on every received packet, logging the packet's size in a buffer. To generate an estimate of the network load, the metric's estimator function simply totals the number of bytes seen in the interval ν and adjusts the moving average accordingly.
Specifically, our network load metric is defined as the total of the sizes of the packets that the node has seen within a given time window [t − ν, t]. The network load nl i of a node i can then be expressed as: 2) Network Density: Our second passive metric measures a node's network density, or the number of neighbors a node has. This metric's handler examines each incoming packet and logs the MAC address of the sender of the packet. When the estimator is invoked at time t, it tallies the number of unique MAC addresses logged in the time interval [t − ν, t]. Formally, the network density of a node i is estimated by calculating the number of distinct neighbors of the node, which can be represented as: 3) Network Dynamics: Our third context metric captures the relative dynamics in the network surrounding a particular node. This metric is, to some degree, a measure of how reliable the surrounding network is. To capture the network dynamics, we particularly look into the relative mobility of a node and its neighbors. In our previous work, we have shown that we can approximate this notion by eavesdropping on communication packets to discern the link quality [25] . A node can do this by observing the quality of the received packets directly or by looking at the semantics of packets that indicate link failures.
In the former case, a node observes packets transmitted by neighboring nodes to determine the link quality lq j i , which is a normalized representation ∈ [0, 1] of the quality of the link from node j to node i. This value is calculated by node i based on the average of the link quality values of packets received from node j:
where lq j,avg i (t − ν) calculates the average of the link quality values of the packets received from node j in the current window.
In our implementation of the passive metric suite in the next section, instead of directly measuring the link quality, we rely on the presence of route error packets in the communication protocol to indicate faulty links. Specifically, the metric's handler eavesdrops on every packet, but ignores all packets except those indicating route errors (as described in Section III-A). These route error packets are simply tallied in the metric's handler. When the context estimator is invoked, it simply returns the number of route error packets seen per second in the time interval [t−ν, t]. Formally, this link quality metric lq j i is:
where nre j,measured i (t−ν) is the number of route error packets received from j in the previous time interval. Again, our previous work has shown that such a link quality metric is a good measure of network dynamics.
V. EVALUATING PASSIVE CONTEXT SENSING
We evaluated our passive context sensing implementation by integrating it with the OMNeT++ network simulator [26] with the INET framework. In this section, we describe the nature of this evaluation and present some results we achieved in working with our passively sensed metrics.
A. Evaluation Settings
We simulated two different networking environments, both consisting of 50 nodes distributed in a 1000m × 1000m field. In the first situation, every node attempted to ping a single sink node (node 0) every 10 seconds (with a ping packet size of 56 bytes). This situation creates relatively symmetric traffic among the nodes over the entire field. In the second situation, one randomly selected node opened a UDP stream connection to one other randomly selected node, sending five 512 byte packets every second. In this second situation, the traffic is asymmetric across the network; nodes in the path of traffic tend to have more packets to overhear and therefore better information about the passively sensed metrics; nodes that are not largely involved in communication overhear fewer packets. We used both AODV and DSR to provide routing support; we did not find statistically significant differences between the two approaches. Therefore, for consistency's sake, we report results using only AODV in this paper.
With respect to node mobility, we ran five different types of tests, differing in the value of the average node speed. Specifically, in the first test, all nodes were stationary, then they moved at speeds evenly distributed around 2m/s, 4m/s, 8m/s and 16m/s. We used the random waypoint mobility model for node movement with a pause time of 0 seconds.
In these initial evaluations, we aimed to see, in the simplest cases, whether passively sensing these three measures of context was a viable alternative to actively sensing them. For this reason, we did not perform any smoothing of the results over time (i.e., all of the weighting factors (γ) were set to 0). As a result, only measurements made in time interval [t − ν, t] were used to estimate the passive metric at time t. We experimented five different values of ν: 10 seconds, 25 seconds, 50 seconds, 75 seconds, and 100 seconds. For all graphs, we calculated 95% confidence intervals; in most cases, they are too small to observe.
B. Sensing Network Load
In our first metric, we simply intercepted every received packet and added in its size to generate an estimate of the average load of a node over the time window [t − ν]. The specificity of this metric is exact; we are in fact measuring the metric instead of estimating it as in the next two examples. Fig. 3 shows the load measurements our passive framework generated for the PING application example for the five different values of ν, plotted as a function of increasing node speed. Because we are directly observing the load a node experiences, this figure simply serves to demonstrate the load information we were able to observe. The load increases as speed increases due to the overhead involved in repairing broken routes. It does level out at higher speeds; this reason is discussed below when we examine the network dynamics more carefully. 
C. Sensing Node Density
Our second passively sensed metric, node density, attempts to estimate the number of neighbors a node has at a given time t, based on the observed packet senders over the interval [t − ν, t]. The specificity of this metric relates to its ability to correctly identify the number of unique neighbors a node has at time t. Therefore, we calculated the neighbor error rate as:
where nn i (t) is the actual number of neighbors node i had at time t, retrieved from the simulator's oracle. Fig. 4 plots the neighbor error rate for the PING scenario for the five different values of ν. As the figure shows, of the three metrics we examined, this metric was the most sensitive to the size of the time interval ν. Especially at higher speeds, a wider sensing interval led to very poor estimates of the neighbor density. Even with our smallest tested value of ν, the estimation error for neighbor density at node speeds of 16m/s was almost 17%. However, as discussed below in correlating our passive metrics, this was not always the case; correlating this metric with the network load metric can lead to a better understanding of the reliability of the estimate. The results for estimating the neighbor density in the UDP application scenario were, on average, significantly worse, This was due to the fact that many nodes in the network saw very little network traffic, so they had very little information to base their neighbor density estimates on. Again, correlating these estimates with the amount of traffic a node observes can provide better reliability, as discussed below.
D. Sensing Network Dynamics
Our final passively sensed metric relied on overhearing route error packets from either DSR or AODV to estimate the rate of link breaks, which we used as a mechanism for estimating the relative mobility of a node and its neighbors. In this case, the ground truth we compare with is the actual average speed of the nodes as set in the simulation settings. Fig. 5 plots the rate of error packets against the average speed of the nodes in the network for the five different values of ν that we tested. As the figure shows, the expected relationship holds for the lower sets of node speeds (up to 4 m/s). However, at the two higher node speeds (8 and 16 m/s), the relationship degrades. We conjecture that this may be a result of border effects in our simulation environment in conjunction with the long lag between sending PING packets (i.e., 10 seconds); these two together may cause the fast moving nodes to disconnect but reconnect without a link break being detected by our passive metric. We look at accounting for these errors in the next section, when we correlate multiple passively sensed metrics with each other. While this appears to be a disappointing result, Fig. 5 is comparing this metric with an oracle (the actual node speed). A corresponding active metric in which neighboring nodes periodically exchange their speed information would add to the network traffic. As shown in Fig. 3 , the network load in these highly dynamic situations is already high, and this would lead to a similar degradation in the actively estimated context value as well. However, from the perspective of applying a passive metric to these dynamic environments for sensing network dynamics, we argue that the measure we provide in our passive metric (i.e., the rate at which nodes experience errors in delivering their data packets) is itself a useful measure of the network quality. Therefore, while this passive metric for network dynamics does not show complete specificity with its corresponding oracle (i.e., actual node speed), the metric does provide useful information to applications about the quality with which the network can support certain types of communication. Fig. 6(a) shows how one metric can be used to determine the reliability of another. This figure shows results for the UDP experiment with ν = 50 for both load measurement and neighbor density measurement. The chart plots the network load observed by nodes based on the node's neighbor error rate. As the graph shows, the nodes that more correctly estimated their neighbor density (to the left of the figure) were more likely to have seen more network traffic than nodes that were more incorrect in their neighbor estimates.
E. Correlating Passive Metrics
Similarly, Fig. 6(b) shows the correlation between the neighbor error rate and the route error rate for the same experiment. The results here are fairly intuitive; the nodes that experienced fewer route errors (i.e., the nodes that were less likely to attempt to send on links that did not exist) were more likely to be correct about their estimate of the number of neighbors. These results motivate applications to use multiple passively sensed metrics in conjunction since information from one metric can provide an indication as to how reliable estimates from another metric are, particularly when one starts from a directly sensed metric like network load, which is an exact measure of the desired underlying phenomenon.
VI. DISCUSSION AND FUTURE WORK
In this section, we briefly discuss some lessons learned and future directions for our passive context sensing suite.
A. Passive Sensing Sensitivity
In our evaluations, we found that the different metrics could be sensitive to different parameters to different degrees. For example, the network density metric was highly sensitive to the value of ν. For our existing metrics and for any newly introduced metrics, determining the best values for these parameters will be required and may be the most difficult challenge of passive sensing. However, our work with correlating different passively sensed metrics with each other offers some promise in this direction. Specifically, we showed that correlating the neighbor density metric with the load metric can indicate to an application when to "trust" the neighbor density metric; i.e., when the node experiences a higher load, its neighbor density estimate is more likely to be correct. Similarly, we expect that using passively sensed metrics to adjust other metrics' sensitivities may be useful. For example, when a passively sensed network dynamics metric indicates a high degree of dynamics, the node's passively sensed neighbor density metric should likely use a smaller value of ν to achieve more reliable results.
B. Extending the Passive Context Suite
By construction, our passive context suite is straightforward to extend. Defining a new passively sensed context metric requires determining the signature of the packets to be overheard, the information required from those packets, and how the windowed metric should be defined over those overheard values. As one example, consider adding a link stability metric based on MAC layer information.
This new metric utilizes properties of MAC layer packets to estimate the reliability of a communication link. Upper layer protocols and applications can use this information to adapt to the link status, for example by decreasing traffic on low reliability links to reduce the overall probability of collisions or otherwise cope with the poor communication environment. This new passively sensed metric assumes the IEEE 802.11 MAC protocol and its Distributed Coordination Function (DCF). In this protocol, before a node sends a data packet to another node, the sender performs Request to Send (RTS)/Clear to Send (CTS) handshaking, thereby reserving the shared medium for its transmission. After receiving a valid CTS packet, the two nodes exchange data and acknowledgment packets. In a mobile environment, a node can encounter failures in either of these exchanges for several reasons. To recover from these failures, a node simply retransmits the data by following the same procedures again until it reaches a retry limit. The retry statistics for a node's outgoing links are reported in the MAC Management Information Base (MIB). It is the information in this MIB that a new passive metric for link stability can take advantage of.
Our interceptor accesses the MIB at the end of every ν interval to acquire information about the stability of the node's links. The MIB contains two pertinent values in this case: the dot11FailedCount, which tallies the number of discarded packets, and dot11TransmittedFrameCount, which tallies the number of successfully delivered packets. Using this information, we can easily insert a passive metric of link stability that effectively defines the probability of a successful packet delivery over one hop from node i (ps i ): This new passive metric is easily inserted into our existing framework simply by examining the MIB storage located in the 802.11 MAC implementation. Assuming access to the MIB storage in the MAC layer, the handler for this context metric is trivial; work is only performed in the estimator, which can access the MIB directly.
C. Adapting to Passively Sensed Context
We have made our passively sensed context metrics available through an event based interface. Upper-layer protocols and applications can register to receive notifications of changes in passively sensed context metrics and can then adapt their behavior in response. To demonstrate this, we have already begun integrating passively sensed context into a pervasive computing routing protocol we have developed, Cross-Layer Discover and Routing (CDR) [7] , [15] . In this protocol, we use this passively sensed context information to determine how to adjust the proactiveness of a communication protocol in response to the sensed network dynamics. In highly dynamic situations, the protocol should avoid proactiveness due to the overhead incurred in communication information that rapidly becomes outdated. However, in lower dynamic environments, some degree of proactiveness makes sense to bootstrap ondemand communication.
VII. CONCLUSIONS
Pervasive applications on our mobile devices must integrate with and respond to the environment. This includes the ability for the applications and their communication support to understand and adapt to the state of the network itself. Previous work on mobile and pervasive computing applications and protocols has demonstrated 1) a need for context information to enable this expressive adaptation; 2) the ability to acquire context information with little cost; 3) the ability to easily integrate new context metrics as they emerge; and 4) software frameworks that ease the integration of context information into applications and protocols. In this paper, we have described a framework that achieves all of these goals by enabling the passive sensing of network context information. Specifically, our approach allows context metrics to eavesdrop on communication packets that the network already exchanges to attempt to estimate network context with no additional overhead. We have shown in this paper that our framework can be easily extended to incorporate new metrics and that the metrics we have already included show good specificity for their target active metrics. Additionally, we have shown that applications can even adapt the context sensing framework by correlating the results of multiple passively sensed context metrics. This information enables adaptive applications and protocols in environments where active approaches are infeasible or undesirable due to the extra network traffic they generate.
