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ABSTRACT

Surface hardening is a procedure that is usually performed on steel
components, in order to impart in these the strength and surface hardness that are
necessary for their correct operation, whilst maintaining a reasonable value of
ductility in the overall component.
The latter is usually composed of a sequence of heat treatments: carburizing,
quenching and tempering. Each of these have different effects that, if correctly
combined, can lead to the desired final mechanical properties in the component.
Carburizing is a process that increases the amount of carbon concentration
at the component surface. Quenching is a quick decrease in temperature that causes
in the component different phase transformations and an increase in the surface
hardness, causing however also a decrease in toughness. Lastly, tempering is the
reheat of the component to a prescribed temperature for a certain amount of time,
which leads to an increase in toughness with consequent decrease in hardness.
All of these processes involve complex phenomena that are difficult to study
and predict. However, the prediction of the mechanical properties of heat-treated
components is very useful and important for large automotive companies.
A simulation tool is therefore created to predict the mechanical properties in
automotive powertrain components after the carburizing-quenching-tempering
sequence. This tool is designed in ABAQUS, with the addition of user-defined
subroutines to include in the FEA software all of the metallurgy-related-effects that
are not already present.
The outputs of this simulation are microhardness and steel phase
composition. They are then compared to experimental microhardness measurements
and to microstructure images obtained from the real automotive components. The
results from such a comparison show that the simulation tool is able to predict
qualitatively the different steel phases that are present in the component at different
locations, and their general trend as a function of depth. Furthermore, the simulation
software is also able to predict the general trend of the microhardness profile found
at the surface of the components at the end of the heat treatment sequence.
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CHAPTER 1:
INTRODUCTION

Surface hardening is a common procedure that is used in steel components in order to
increase the strength at the surface of the steel object, whilst allowing the region underneath
the surface to remain soft and ductile. It determines the formation of a thin harder metal
layer at the component surface. The combination of a hard surface and a ductile interior is
greatly appreciated as it allows for the component to be very tough whilst having both great
surface hardness as well as scratch and corrosion resistance [1]. These traits are
fundamental in powertrain and geartrain automotive components, which are the class of
components on which this thesis research will focus on.
Surface hardening heat treatments involve complex thermo-metallurgical-mechanical
phenomena. Numerous different studies have been made to better understand these
phenomena and simulate the thermo-metallurgical-mechanical interactions. The simulation
of the surface hardening procedure, in fact, leads to numerous advantages. [2] [3]
Firstly, a primary advantage, is that it allows the component designer to select the best
process parameters, for example time and temperature for the different heat treatments, that
lead to the desired properties within the component. To better explain this concept, a
diagram showing the subsequent steps that are followed during the design of an automotive
component is shown in Figure 1. 1.
Component in
exercise: conditions
definition

Component
mechanical
characteristics criteria

Desired microstructure

Heat treatment
selection

Figure 1. 1: Process flow during an automotive component design.
As shown in Figure 1. 1, a first step when designing a component is to determine the
working conditions at which the component is going to operate. Knowing these conditions
and considering safety factors that are selected according to a company policy or the local
law, allows the selection of the mechanical properties that the component must have in
order to withstand the operating conditions. At this point, knowing the mechanical
properties that are needed, and with some deep knowledge of metallurgy, the
microstructure that determines the desired properties is predicted. As a final step, the best
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sequence of heat treatments and heat treatment parameters, that determine the desired
microstructure, is identified.
This last step, in particular, is the one where a simulation tool, able to simulate the different
heat treatments, has the greatest beneficial effects. The simulation tool can in fact be used
to confirm if the predicted heat treatment sequence is producing in the component the
expected properties. Furthermore, it can also be useful to understand if the same final
properties could be obtained by another sequence that is less expensive or easier to apply,
considering the particular situation of the Original Equipment Manufacturer (OEM).
Another benefit of the simulation tool is the possibility to optimize/adapt/modify existing
heat treatments in order to obtain different mechanical properties in the component than
those for which the heat treatment sequence was originally designed.
From a more economical point of view, the simulation tool would allow savings to the user.
By providing results by means of numerical simulation, it would ideally save all costs
associated with experimental tests. In fact, if a simulation tool has been validated, the
results obtained by using that tool can be considered as good approximations of the real
phenomenon, of course only in the fields where the latter has been validated and
considering the limits of the simulation. By running the simulation tool, information that
would otherwise be provided by costly experimental tests, can be obtained by inputting
data in the software and running the simulation. This faster response is also a very
important trait in the automotive industry.
Overall, it can be seen that a heat treatment simulation tool can be very useful when
considering the point of view of large OEM’s that design multiple steel components for
their automotive products. These large manufacturers, in fact, need to find out the best heat
treatment parameters for their manufactured components quickly and at low cost to be able
to prepare and optimize the manufacturing process while remaining competitive in the
market.
From the point of view of large OEM’s, another important beneficial effect of having a
simulation tool is the ability to reduce their reliance on the suppliers. In fact, the selection
of the heat treatments is usually done by the steel suppliers, who have greater knowledge
2

on the field of metallurgy. With the use of a simulation tool, however, this selection can be
done by the OEM directly, without the need to rely completely on external suppliers.
Considering all of these advantages in creating a simulation tool, this thesis report will
outline a methodology for the creation of a carburizing-quenching-tempering simulation
tool used for the prediction of mechanical properties at the end of the processes, and will
explain the different phenomena that must be considered when doing so. The simulation
tool will focus on traditional and vacuum carburizing, quenching with an inert gas, and
finally low-temperature tempering.
1.1

Objective

The objective of the present study, is to generate a simulation tool that is able to predict
properties of components heat-treated by carburizing-quenching-tempering, and to display
them to the user in a clear and understandable manner. These properties include the
microhardness, and the phase fraction of the different steel phases present within the
component. This last information, is particular important because many mechanical
properties can be evaluated with a linear mixture, by knowing the value of the property for
each steel phase, and the amount of each steel phase that is present.
1.2

Scopes

This thesis will answer the question: is it possible to simulate the effects of the surface
hardening by carburizing-quenching -tempering on automotive steels? How close to reality
are the results obtained with such a simulation, in terms of microhardness and
microstructure?
The simulation of different heat treatments, due to its many benefits mentioned above, has
been studied by many different researchers. However, many of these studies focused on
only one or two of the three heat treatments that are considered in this study. The most
relevant simulation that handled all three of them, furthermore, was considering the
quenching process as a thermal exchange only and performed the simulations considering
a traditional carburizing process. In this thesis, the methodology to simulate both vacuum
and traditional carburizing will be covered. Furthermore, the simulation results will be
compared to experimental measurements taken on real automotive components being
3

treated with vacuum carburizing. Additionally, the effective simulation program along with
its coding, to the best of my knowledge, is not available online for the previous simulation
that handled all three of the carburizing-quenching-tempering heat treatments.
In the next chapter, the literature review will be shown. It presents the most relevant heat
treatment simulations available in literature, a brief explanation of the different heat
treatments that are analyzed in this thesis, and also a brief explanation of the different heat
treatment simulation software that are available on the market.
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CHAPTER 2:

LITERATURE REVIEW

In this chapter, to give a better understanding on the heat treatments that are simulated in
this research and to briefly describe how their simulation has been tackled by previous
researchers, the following topics will be covered:
1.

A description of the different software available on the market, that are able to
perform the heat treatment simulations. The advantages and drawbacks of
different solutions are described.

2.

A brief description of the heat treatments that are studied in this thesis:
carburizing, quenching, and tempering.

3.

A review of the studies considered to be more relevant during the development
of the simulation tool.

The first of these issues to be covered is the software selection, that is discussed in the next
paragraph. The other two topics will then be described in the paragraphs following the
latter.
2.1 Software Selection
Over the years, because of the numerous advantages described in the introduction chapter,
different studies to simulate the different phenomena that occur during heat treatments
were carried out. Furthermore, different software packages were developed with the same
aim.
At present, in fact, different simulation packages that allow the user to study different heat
treatments are commercially available. In the work of Gur and Simsir [4], the history of
heat treatment simulations from the 1970’s to 2012, along with a very comprehensive study
of the different simulation packages that are available, is presented. In that study,
furthermore, the complexity of the simulation process is described, considering the
different thermal, mechanical and metallurgical sectors. What can be understood from such
a study is that different simulation packages, with different levels of complexity, are
available on the market. Examples of these software are Dante, Deform-ht, Forge, Hearts,
5

Musimap, Simufact, and Sysweld. These software, as mentioned in the paper, are easily
useable and user friendly, and have other advantages as for example being currently
updated, revised and having customer support. All of these software can perform different
heat treatment simulations tasks. Figure 2. 1, taken from the [4] study, shows the diverse
fields and heat treatments covered by the different simulation packages.

Figure 2. 1: Summary of heat treatment software packages. [4]
As it can be seen in the image above, different software are available, and each of these
focuses on the simulation of some heat treatment. When using these software packages, the
best solution would be to choose the software that manages to simulate all of the heat
treatments that need to be simulated. [4]
On the other hand, the simulation process can also be performed with the use of powerful
general purposes FEA packages such as ABAQUS, Adina, ANSYS, COMSOL, LSDYNA, MSC. In this case, these general purposes do not have all of the metallurgical
related information built in, and so these information are implemented into the simulation
separately, with the use of external coding. This approach, as explained in [4], usually
requires a lot of time and expertise. Furthermore, the simulation process developed is
usually less tested and much less user friendly. However, as explained in [2], this
simulation tool gives to the developer more freedom to modify and adapt the simulation to
the process that is being simulated. In fact, as explained in [2], the commercial packages
mentioned above, give the user no access to the source code, so the user cannot freely
modify the simulation as wanted, to better fit the process that is being simulated.
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The conclusion that can be drawn from the information provided above, is that different
solutions are possible for what regards the software with which to perform the heat
treatment simulations. Therefore, the selection of the software with which to create the
simulation tool for this thesis research comes down to a tradeoff between using an already
made software package, more user friendly and readily available, or using a general
purpose FEA, to which user coding must be carefully created and added, but that leads to
more freedom in performing the simulation.
As it will be discussed in greater detail in the methodology chapter, for the simulation tool
that is being developed for this thesis research, the latter approach is followed. In fact, in
order to have greater flexibility in the simulation, the combination of ABAQUS as general
purpose FEA, and user subroutines as user codes, was selected for the creation of the
simulation tool. The user subroutines, written in Fortran language, are accounting for the
different metallurgical effects not already present in ABAQUS that will be described in
greater detail in the following chapter. In order to utilize this method, ABAQUS must be
connected to a Fortran compiler and to visual studio. The Fortran compiler used is Intel
oneAPI.
This approach, as explained in [4], requires a lot of time as many different phenomena, that
are not implemented in ABAQUS directly, must be comprehended and implemented as
user coding in the simulation tool.
2.2 Carburizing-Quenching-Tempering
The heat treatment that is going to be analyzed in this thesis research is a sequence of
carburizing, quenching and tempering. These heat treatments have the objective of
increasing the hardness of the surface of a low carbon, ductile, steel component, with the
objective of having a final product that is ductile enough to have good durability, and with
a surface hard enough to withstand different impacts or wear that the component may be
exposed to during its working life.
These three heat treatments all have different effects on the component. A brief
introduction to the three treatments is provided below.
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2.2.1 Carburizing
Carburizing is the heat treatment in which carbon atoms are diffused in the component’s
surface. This increase in the carbon content, is obtained by exposing the component to a
carbon rich environment at a high temperature, for a certain amount of time. [5]
Temperature, along with the carburizing time, are two very important factors in the
carburization process. For this reason, they are usually tuned in order to obtain the wanted
amount of carbon and at the wanted depth. In fact, the high energy provided to the carbon
atoms by the high temperature, determines a higher carbon diffusion, and the longer the
component is exposed to the carbon rich environment, the higher will be the carbon
concentration [6]. Carburizing temperatures are usually in the 850°C to 950°C range [5].
Carburizing is performed as the increase in carbon concentration makes the steel more
hardenable. This means that the steel has greater ability to become harder in the following
steps. In fact, the greatest effect of the presence of carbon atoms, is found when the
component is cooled down from the high carburization temperature. This, because the
carbon atoms, due to the high cooling temperature and the limited time to diffuse, do not
diffuse during cooling and so remain trapped in the original austenite phase that is found
at high temperatures. The phase structure of austenite is face-centered cubic (FCC), that is
a structure that can accommodate some carbon atoms within it. During a very slow cooling,
the FCC structure, would transform into another structure, that is body centered cubic
(BCC). This structure, belonging to a steel phase called ferrite, is more compact and so less
prone to contain carbon atoms within its structure. During slow cooling, however, the
carbon atoms would have time to diffuse and so they would be able to move out of the FCC
structure before the BCC structure formation. However, during a very quick cooling as that
experienced during quenching, the carbon atoms do not have time to diffuse. This means
that the interstitial carbon atoms present within the FCC structure remain trapped inside
the structure and deform it. The structure that arises is called a body centered tetragonal
structure and it is formed by the deformation of a BCC structure due to the presence of
interstitial carbon atoms. This last structure belongs to martensite. This steel phase is very
hard and wear resistant. For these reasons, it is the wanted steel phase at the surface. The
carburizing and quenching sequence have in fact as aim, the formation of a martensite layer
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at the surface. Furthermore, carbon atoms, being interstitial in the steel, block the
dislocations movements and therefore determine an increase in hardness, as seen with work
hardening, and also determine a better corrosion resistance. Figure 2. 2, taken from [7],
shows in part “a” the FCC crystal structure of austenite, where also the interstitial atom is
depicted, and in part “b” the distorted BCC structure that is the body centered tetragonal
structure of martensite. In part “b”, it is also possible to see the interstitial atom that is
creating the structure distortion. A more detailed explanation of these concepts is reported
in [8] and [7].

Figure 2. 2: FCC structure of austenite with interstitial carbon atom and deformed BCC
structure of martensite, in (a) and (b) respectively. [7]
Surface hardening steels typically have a base carbon content that is quite low, for example
around 0.2% [1]. This is done as, having low carbon content, means greater toughness, and
so life expectancy. Low carbon content, however, also means lower hardness. So, by
choosing a low carbon content as the starting steel, and then performing carburizing, the
internal part of the component remains tough, whilst the hard and wear resistant surface is
ensured by the carburizing and quenching sequence. With this strategy, the objective of
obtaining a high-carbon martensitic surface with good wear resistance and hardness,
covering a tough, low carbon steel interior, is met [1].
The carbon content at the surface, however, must not be too high. This because the
excessive amount of carbon concentration at the surface leads to the formation of carbides
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and so to a very brittle microstructure [5]. Furthermore, as explained earlier, the carburizing
process is followed by a quenching process, where there is a quick decrease in temperature
that determines the formation of martensite. However, as it will be better explained in the
following paragraph, the temperature at which martensite starts to form upon cooling is
highly dependent on the alloying composition, in particular, on the amount of carbon
present [8]. The rule of thumb is that the higher the carbon content, the lower is the
temperature at which martensite starts to form. For this reason, if the carbon content at the
surface is too high, the martensite starting temperature becomes too low and thus inhibits
the formation of martensite [2] [8]. The output of such a scenario is a great amount of
untransformed austenite at the surface [8]. However, since austenite is a soft phase, its
presence at the surface does not lead to the “high hardness” desired results. For this reason,
the amount of carbon content found at the surface after carburizing, must be carefully
planned, not to obtain any unwanted results. Values between 0.8% and 1% are usually
desired at the surface, as reported in [1]. Of course, the amount of carbon desired depends
on the application the component is destined for, and so the properties that it must have.
The diffusion of carbon into steel is affected not only by temperature and carburizing time
as mentioned above, but also by the other alloying elements present in the steel. Alloying
elements in fact have effects on both the diffusivity and the solubility of carbon into
austenite. [9]
The addition of carbon into austenite at the components surface occurs by means of
different important processes [5]. These are:
•

the reaction of the component surface with the carbon rich environment, that
leads to the carbon absorption in the component.

•

the diffusion of the carbon atoms inside the component: from the surface and
towards the interior of the component.

Different methods for carburizing exist. The different methods differ in the type of
medium used to “insert” the carbon atoms within the component. The most common
methods are [1]:
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•

Gas, or Traditional, carburizing: this method uses as medium a gaseous
atmosphere.

•

Liquid carburizing: this method uses as medium liquid salt baths.

•

Pack carburizing: this method uses as medium solid compounds.

•

Vacuum carburizing: this method uses carbon-carrying gases as medium within
a vacuum atmosphere.

These different methods all have advantages and disadvantages.
As reported in [1], the most used of these methods is the traditional carburizing. In that
study, results from a very interesting survey are reported. The survey, comprising 800
commercial shops in the United States of America and Canada, of which only 70% offered
carburizing processes, reported that 48% of the commercial shops offered gas atmosphere
carburizing, 19% of the commercial shops offered pack carburizing, 12% of the
commercial shops offered salt carburizing, 5% of the commercial shops offered carburizing
in fluid beds and finally 2% of the commercial shops offered vacuum carburizing. This
shows just how vastly more popular the traditional carburizing is with respect to the other
methods. The paper [1], written by Seyed Reza Elmi Hosseini and Zhuguo Li was
published in 2016.
Each of these methods will be briefly described in the following subsections.
2.2.1.1 Gas Carburizing (Traditional Carburizing)
In traditional gas carburizing, carbon is diffused in the surface by placing the component
in contact with carbon carrying gases that, with chemical reactions, release the carbon to
the component. A typical example of such a chemical reaction is shown below [10].
(1)

𝐶𝑂2 + 𝐶 ↔ 2𝐶𝑂

Here, the gas that is inserted in the chamber with the component in order to perform the
carburizing operation is CO. This gas, as shown in the reaction shown above in equation
1, reacts with the surface inserting the carbon atoms C inside the component and
developing exhaust CO2.
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CO is not the only gas with which gas carburization can be conducted, in fact, different
other gases such as CO, CO2, CH4, H2, H2O, and N2 can be used [11]. These are generally
produced by combustion of natural gas or other hydrocarbon gas.
This method of carburizing ensures good control of the case depth, that is the depth hat the
carbon reaches within the component during carburizing. However, dealing with dangerous
gases, this method requires the presence of good gas controls. [1]
2.2.1.2 Liquid Carburizing
In liquid carburizing, the task of adding carbon at the surface of the component is carried
out by placing the component in contact with a carbon-carrying liquid medium. The
process consists in inserting the component in a container where the liquid is present. The
latter contains the carbon that must be inserted in the surface. The temperature of the liquid
and container is than raised up to a level where the carbon becomes active and spreads
withing the surface of the component. This process requires a certain temperature and time,
that must be selected in order to obtain the desired carbon content and case depth. The
liquid used in the process usually consists of salt solutions. Great care must be placed in
selecting the correct salt bath composition, as this affects the final carbon distribution
within the component. [12]
An advantage of this solution is the absence of soot related problems and the rapid rate of
penetration of the carbon inside the component. Disadvantages of this method are
concerning the disposal of the salt solution and the maintenance of the salt bath. An
additional inconvenience of this method is the necessity to wash the component after the
process. [1]
2.2.1.3 Pack Carburizing
As reported in [1], pack carburizing was once the most used method. It consists in placing
the component in contact with coke and charcoal in a closed container at a high
temperature. The high temperature provides the energy necessary for the diffusion of the
carbon atoms, that are provided to the component from the coke and charcoal. This method
is very simple and requires very little equipment. However, it offers limited control on the
case depth. This inhibits its operation on all components where the case depth must be
carefully controlled. This method, although labor intensive, is still used due to its low
12

equipment cost, and is usually employed for components requiring a deeper case depth
rather that a lighter one. [1]
Advantages of this method are the low investments necessary in carburizing equipment.
Disadvantages of this method are the limited control on the case depth and carbon profile.
[1]
2.2.1.4 Vacuum Carburizing
Vacuum carburizing is performed using gaseous carbon carriers in a low-pressure/vacuum
environment. The carbon carriers are usually C2H2, C3H8, and C6H12 [5].
The gaseous carbon carrier in injected in the chamber where it reacts very quickly with the
component surface, releasing a great amount of carbon. This injection period is called pulse
phase. This pulse phase is then followed by a diffusion phase. During the diffusion period,
the injection of the gaseous carbon carrier is stopped, and so also the carbon build-up at
the surface is interrupted. Furthermore, during this period, the high temperature allows the
carbon content that has formed at the surface during the “pulse phase” to diffuse towards
the interior part of the component, therefore reducing the very high carbon concentration
at the surface. The pulse and diffusion phases are alternated cyclically. Alternating the two
phases is done in order to avoid, or at least bring to a minimum, the soot formation at the
surface, by allowing the carbon to diffuse from the surface into the interior of the
component and so avoiding excessive carbon build up at the surface. [13]
Advantages of this method are the exceptional control of the process and its good speed
compared to the other methods [1]. Furthermore, this method is safe ecologically and saves
power [13]. A very important drawback of this method is the high equipment cost [1].
2.2.2 Quenching
In the carburizing-quenching-tempering sequence, that is analyzed in this research, the step
that comes immediately after carburizing is quenching. The latter is a quick drop in
temperature that allows for non-diffusive phase transformation. During quenching, in fact,
the component is placed in contact with a quenching fluid that cools down the component
in a very rapid manner.
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The quenching fluid can be a liquid or a gas. The different cooling fluids have different
cooling properties, and also lead to different properties in the component at the end of the
process. For this reason, the selection of the best quenching fluid for the process should be
carried out with great caution. Different studies have been made in order to study the
properties of the two types of cooling fluids, both of which are used in the manufacturing
industries.
Over the years, quenching with inert gases has become more popular as it gives great
advantages with very few drawbacks. In fact, as expressed in [14] and [15], although it
generally determines lower cooling rates with respect to quenching with a liquid, it also
reduces the onset of unwanted deformations in the steel due to too high temperature
gradients. Furthermore, it utilizes a quenching medium that is much cleaner than the oils
usually used when quenching with liquids, determining no toxic waste gases. Furthermore,
whilst the gas-cooling heat transfer coefficients show very little temperature dependence
and so a homogeneous heat transfer is guaranteed during the quenching process, most
liquid quenching mediums such as water or oil have distinct boiling points, and thus
different heat transfer mechanisms at various temperature stages, making the heat transfer
nonhomogeneous and so more difficult to control. [14] [16]
The study presented in [17], also confirmed numerically that quenching with gases is more
environmentally friendly with respect to quenching with liquids.
During quenching, the most important phenomena that occurs in the component, happens
at the microstructure level, where different steel phase transformations occur. These phase
transformations happen when the microstructure found during carburizing, that is austenite,
transforms into various different microstructures, depending on the cooling rate. In
particular, considering the high cooling rates experienced, the most likely microstructures
that can be found at the end of quenching are bainite, martensite, and retained austenite,
where the latter includes all of the austenite that did not transform into other phases during
cooling.
In fact, the other steel phases that can generally be found in steels, that are perlite and
ferrite, are stable phases that can be seen in the iron carbon-diagram and that are formed
when much lower cooling rates with respect to those associated with quenching are
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experienced [18]. The iron-carbon diagram is a graph where the area of presence of
different stable steel phases is plotted against the temperature for different mass
percentages of carbon in the steel [19]. An iron-carbon diagram is shown in Figure 2. 3. A
close-up of this graph, referring only to the steel portion, is shown in Figure 2. 4. Steel
refers to iron-carbon mixtures where the carbon present in less than 2%. If more than 2%
carbon is present, the mixture is called cast iron [20] [19].

Figure 2. 3: Iron-Carbon diagram. [20]
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Figure 2. 4: Zoom-in at region below 2% of carbon in Iron-Carbon diagram. [21]
The iron-carbon diagram shows the area at which the different steel phases are stable [19].
However, due to the very high temperature gradient experienced during quenching, the
phase transformations that will occur during quenching, will not follow what can be seen
in the iron-carbon diagram, because they occur far from the equilibrium that the diagram
is referring to.
A deeper look at the microstructures most likely to be found at the end of quenching:
bainite, martensite and retained austenite, will be given in the following paragraphs.
2.2.2.1 Austenite
Austenite is a solid-state solution of iron and carbon that is found in steel. The space lattice
of austenite is face-centered cubic, as shown previously in Figure 2. 2 part “a”. In this
structure, all three axes of the unit cell are of the same length and are mutually
perpendicular. There are a total of four atoms per unit cell. [22]
Austenite is present in a stable form above the austenitization temperature. This
temperature is, as shown in Figure 2. 4, of around 727°C. However, it must be noted that
this temperature is dependent on the alloying composition. The relation between this
temperature and the different alloying elements is known and formulations are available in
literature for its prediction. This temperature forms, on the graph shown in Figure 2. 4, an
horizontal line that is the eutectoid line. This line, represents the temperature above which
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the different phases present in the steel change their structure during heating, becoming
austenite. [19]
Austenite has a fundamental role in the heat treatment of steels as, most of the phenomena
related to steel processing, are based on the transformation of austenite to the other phases
upon cooling. These transformations allow the formation of a great variety of different
microstructures. Austenite can therefore be regarded as the parent phase for all the other
phases upon cooling. [22]
Austenite is stable only at high temperatures. However, it can also be present at low
temperature. This happens when, for some reasons, the austenite cannot manage to
transform into the other phases upon cooling. In this scenario, the austenite is referred to
as retained austenite. This happens for example in the case, also previously described in
the carburizing paragraph, where the carbon content at the surface is very high, and so the
transformation to martensite is hindered so much that the austenite, not being able to
transform, is found at the surface also at low temperatures. [2] [8]
2.2.2.2 Bainite
Now that the “parent phase” has been described, the structure of bainite will be discussed.
Bainite is a structure phase that is formed starting from austenite upon cooling. Bainite is
formed with diffusive transformations and is created by ferrite and cementite, where ferrite
is very ductile and soft, and cementite is hard and brittle. Two different types of bainite are
generally encountered: upper and lower bainite. Upper bainite is formed at higher
temperatures and presents a structure more similar to that of perlite, that is made up of
alternating layers of ferrite and cementite. The properties of upper bainite are also similar
to those of perlite and so it is tougher and less hard with respect to its lower counterpart.
The concepts mentioned above for bainite were taken from [23], were bainite is very
extensively discussed. Figure 2. 5, also taken from [23], shows the microstructure of upper
bainite formed in a 4360 steel, isothermally transformed at 495 °C.
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Figure 2. 5: Upper bainite microstructure formed in a 4360 steel, isothermally transformed
at 495 °C. [23]
Lower bainite on the other hand is created at lower temperatures and has a structure and
properties more similar to those found in martensite. The product is always quite tough,
but also harder with respect to upper bainite. [23]
Figure 2. 6, also taken from [23], shown the microstructure of lower bainite found in 4360
steel, transformed at 300 °C.
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Figure 2. 6: Lower bainite microstructure found in 4360 steel, transformed at 300 °C. [23]
The transformation from the parent austenite into bainite can be studied by looking at the
TTT diagrams. These diagrams illustrate the transformation from the parent phase austenite
into perlite, bainite, and martensite upon cooling. This kind of diagram is displayed in
Figure 2. 7, taken from [23].
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Figure 2. 7: Qualitative TTT diagram. [23]
In this graph, the abscissa indicates the time at which a certain temperature is kept constant,
whilst the ordinate indicates the temperature value. On the graph, three different regions
can be distinguished. The region where perlite is formed, that is at higher temperatures, the
region in which bainite is formed, and finally the region in which martensite is formed. It
is possible to see that for each of the regions, also an indicator of the percentage of
completion of the phase transformation is displayed. This type of graph is much more
relevant when studying quenching with respect to the iron-carbon diagram that was
presented before. In fact, by using the TTT diagram, the transformations from austenite
into the different steel phase during cooling can be predicted if the temperature profile that
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the component experiences during cooling is known. This means knowing the temperatures
that the component will experience and for what amount of time. It must be noted, in fact,
that the TTT diagram can predict the phases formed during cooling only for isothermal
transformations. Therefore, in order to predict the steel phases transformations during
cooling using TTT diagrams, the cooling curve must be known and divided into many
isothermal segments, that hence allow the use of TTT diagram for phase prediction. This
method, and the studies about it, will be explained in greater detail in the following
methodology chapter when discussing the phase transformations. However, if the
component has been previously carburized, the TTT diagram, as again it will be described
in greater detail in the following methodology chapter, cannot be used for determining the
amount of the different steel phases that form during quenching. This, because the
temperatures in the TTT diagram at which the different steel phases start to form, are highly
dependent on the alloying composition, particularly on the amount of carbon present [8]
[23]. For this reason, in order to use the TTT diagrams to predict the different phase
transformations, different TTT diagrams should be used for each location within the
component where the alloying composition differs. This concept, and the studies about it,
will be more extensively discussed in the methodology chapter when discussing the steel
phase transformations.
The TTT diagram, also explains why perlite is not usually found after quenching. In fact,
looking at Figure 2. 7, it is possible to see that perlite is formed when high temperatures,
just below the Ar1 temperature at which austenite starts to transform, are kept for a very
long amount of time. Clearly this is not the case with quenching, where the temperature
decreases very quickly. Bainite formation is instead more likely during quenching, as this
steel phase, as it is possible to see from Figure 2. 7, forms at much lower temperatures.
2.2.2.3 Martensite
From the TTT diagram shown in Figure 2. 7, it is possible to see that, unlike what seen for
perlite and bainite, the transformation into martensite is independent on time. In fact, the
transformation into martensite does not require a certain holding time but only the
temperature to be below a certain threshold. This because the transformation into
martensite, as discussed previously in the carburization paragraph, is not diffusive, and so
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does not require a certain amount of time for diffusion to occur, but it is rather an immediate
transformation that occurs when the temperature goes below the martensite start
transformation temperature, that is the threshold mentioned above [8]. This temperature
threshold, as mentioned before, is highly dependent on the alloying concentration and, if
too low, can lead to the formation of untransformed austenite. The non-diffusion
transformation is the cause of the particular structure of martensite, that, as explained
earlier and illustrated in the image taken from [7] and displayed in Figure 2. 2 part “b”, is
a deformation of the BCC structure due to the presence of an interstitial carbon atom. It is
therefore evident that martensite is a metastable phase, that is present only due to the fact
that, because of the very high cooling rate, the diffusion has been blocked [8].
Since no diffusion is present and so the transformation is dependent only on the
temperature and not on the time, the evaluation methods to find out the amount of austenite
transformed into martensite during cooling will reflect this situation. This is the case with
the equation developed by Koistinen-Marburger [24], that describes the transformation of
austenite into martensite. This formulation will be reported and discussed more in detail in
the methodology chapter.
The deformed structure mentioned above, leads to martensite having a very high hardness
and surface resistance. These properties are very important and are desired at the surface
of components such as those used in the automotive powertrain systems. However,
martensite is also very brittle. In order to reduce the brittleness and make the surface a little
bit more tough, tempering is performed on the quenched components. [25]
2.2.3 Tempering
Tempering is an increase in temperature that is applied to the component after the
quenching operation. The tempering temperature is kept below the austenitization
temperature, that is that at which the different phases transform into austenite during
heating. This increase in temperature, has the aim to allow the diffusion of carbon atoms
that was inhibited during the quenching operation, due to the very fast cooling rate. The
diffusion of carbon atoms, allow these to move from the oversaturated martensite. This
diffusion determines a decrease in the strength and hardness, but also a much-wanted
increase in toughness [8]. The temperature and time for the tempering must be carefully
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selected depending on the desired properties in the heat-treated component. As a general
trend, tempering at higher temperatures and for longer times favor a faster diffusion of
carbon atoms away from the martensite, and so a quicker decrease in hardness and strength
of martensite. Overall, the increase in temperature for a prolonged time tends to approach
to an equilibrium mixture of phases, more so with increasing tempering intensity. The
concepts mentioned above for tempering were taken from [25], where tempering is very
extensively discussed.
2.3

Most Relevant Simulations

After having briefly explained the principles of carburizing-quenching-tempering, the most
relevant simulations found in the literature will be discussed. However, before doing so,
the complex phenomena that occur during these heat treatments, are introduced. The
phenomena and their interactions can be summarized as shown in the graph reported below
in Figure 2. 8.

Figure 2. 8: Complex phenomena found in heat treatments.
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As it is possible to see, there are three main areas that interact and influence each other.
These areas represent three different types of phenomena: metallurgical, mechanical and
thermal.
The thermal field interacts with the mechanical field, as the strong temperature decrease
during quenching generates a great amount of strains and deformations in the component.
The relation also goes in the other direction. For what regards the thermal-metallurgical
relation, this can be seen when considering that the temperature field variations determine
the different phase transformations. A consequence of the phase transformations, as it will
be later explained in greater detail in the methodology chapter, is the release of different
amounts of heat, dependent on the types of phase transformations that are encountered.
This heat release therefore affects the temperature field. For what regards the relation
between the mechanical and metallurgical fields, this can be found when considering that
the phase transformations mentioned above cause strains that are due to the difference
between the diverse crystalline structures of the steel phases. This effect and its
implementation in the simulation tool will be better explained in the methodology chapter.
All of these effects are important and must be considered for the simulation of heat
treatments. The concepts regarding these interactions were taken from the studies [2] and
[3]. In these two studies, similar graphs to that shown in Figure 2. 8 are also found.
During my literature review, many different studies were found that dealt with the “heat
treatment simulation” topic. The simulation of heat treatments in fact, due to the great
advantages seen in the introductory chapter, and due to the fundamental role of heat
treatments in many different industries, was studied in great detail during the course of the
past years. What resulted, was the creation of many different papers discussing different
methodologies and using different software to perform the heat treatment simulations. In
this chapter I will explain with greater detail the studies deemed more important for the
thesis research.
The study performed in [2], regards the simulation of the laser surface hardening. In this
heat treatment, laser is applied at the component’s surface. The laser determines a quick
increase in temperature, eventually followed by a quick drop in temperature when the laser
beam is ceased. This generates effects similar to those seen during quenching, so, although
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the heat treatment simulated is different from the carburizing-quenching-tempering
sequence analyzed in this research, this study is very useful to analyze the method with
which quenching can be simulated. In this study, ABAQUS with the addition of user
subroutines is used. The solution that is adopted in this study can be summarized as shown
in the scheme shown in Figure 2. 9, that was taken from [2].

Figure 2. 9: Scheme to model the heat treatment simulation of steels in ABAQUS, as
presented in [2].
In this scheme, the general working principle of the simulation tool is explained. The green
arrow indicates the inputs to the simulation tool. These include the material properties and
the component geometry, along with all of the boundary conditions necessary to correctly
simulate the heat treatment problem. These inputs are provided to ABAQUS. The blue
arrow in the scheme shows the flow of information from ABAQUS to the external codes,
that are the user subroutines. In this study, three different user subroutines are considered.
These are codes that are used to study different metallurgical related effects that are not
already simulated in ABAQUS. All the different user subroutines, with different names,
have different, specific purposes.
These codes, to be applied in the simulation, must be introduced in ABAQUS. This to
advise the general purpose to look for, and apply, the user subroutines. An example of a
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message presented in ABAQUS, that appears when the use of a user subroutine is
introduced, is presented in Figure 2. 10.

Figure 2. 10: User subroutine USDFLD introduction in the material property definition
section in ABAQUS.
The text shown in Figure 2. 10, in particular, appears when the “User-defined field”
property is selected. This is done in the ABAQUS section where the material properties
are defined. It is possible to see from the image that the message: “There is no data
associated with this option. This option must be used in conjunction with user subroutine
USDFLD”, appears. This message, states that the user subroutine USDFLD must be given
as input in the study. This stands to show that ABAQUS is aware on the presence of the
subroutine in question and will be looking for it in order to apply it in the simulation. In
the example shown in Figure 2. 10, the introduction of the user subroutine is done in the
material property definition section of ABAQUS. This, because the user subroutine
USDFLD is of vital role in the correct definition of material properties, as it will be
described further on in the paragraph. However, the user subroutines can be used for other
purposes rather than material properties definition. In fact, they can be used to define loads,
interactions, and also boundary conditions. In these cases, the specific user subroutine for
each phenomenon that is to be simulated must be introduced in ABAQUS in the correct
section of the general purpose. For example, if the user subroutine FILM is to be used, this
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subroutine will be introduced in ABAQUS in the “Interaction” section, as the main purpose
of this subroutine is to modify the heat transfer coefficient and temperature of a fluid
interacting with the component. Documentation for the FILM subroutine is found in [26].
In the study shown in [2], three different user subroutines are used: UMAT, USDFLD and
HETVAL. The first subroutine is the most complex of them all. It in fact requires the user
to determine and define the mechanical constitutive behavior of a material. This, as also
mentioned on the online guide [27], requires considerable expertise. It is also mentioned in
the online guide that “the implementation of any realistic constitutive model requires
extensive development and testing”. This user subroutine is used in [2] to make up for most
of the important effects related with the heat treatments, that are not already available in
ABAQUS. In particular, in [2], this subroutine accounts for: the effects of the temperature
on the phase transformations, the evolution of stresses and strains, the evaluation of the
hardness profile, the evaluation of the deformations, and also the effects of the temperature
on the carbon diffusion, that is caused by the high temperatures involved and affects the
phase transformation temperatures. This user subroutine, as it can be seen, incorporates
many different functions. A second subroutine that is used in [2] is HETVAL. This
subroutine accounts for the effects of latent heat of transformation. This is a heat release
that is associated to the phase transformations and has a magnitude that depends on the
type of phase transformation analyzed and on the amount of phases transformed.
Documentation for the HETVAL subroutine is found in [28]. The last subroutine used in
[2], USDFLD, is also incredibly important as it allows the user to define field variables
“FIELD(n)” that are used to relate the material properties at each location to the
temperature and to the amount of different steel phases present. This subroutine is also very
important as it allows to create some user-defined variables called SDV’s, that are very
important as they can be visualized in the ABAQUS post-processor. Documentation for
the USDFLD subroutine is found in [29]. The blue arrows in Figure 2. 9, that show the
interaction between the different subroutines, show that the subroutines also interact with
each other and not exclusively with ABAQUS. The SDV’s, that are defined in USDFLD,
can in fact be updated in the other subroutines or can just be passed on for information.
These are then then provided back to ABAQUS, where they are displayed in the ABAQUS
post-processing, as shown by the red arrows. Finally, the orange arrows in Figure 2. 9,
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show the outputs of the ABAQUS-subroutines combination. These comprise the
temperature field, deformations, carbon percentage, hardness profile, phase distribution
and stresses. All of these results are then presented and validated in the study [2].
A second study that is considered to be very important for this research is that presented in
[30]. Also in this study, the thermo-mechanical-metallurgical relations that are found when
simulating heat treatments such as quenching and tempering, are implemented in
ABAQUS with the use of subroutines. In this case, however, a different approach to that
used in [2] is found. The difference between the two studies resides in the choice of user
subroutines. A sketch, representing the ABAQUS-subroutines interactions as modelled in
[30], is shown in Figure 2. 11.

Figure 2. 11: Scheme to model the heat treatment simulation of steels in ABAQUS, as
presented in [30].
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In this study, as it is possible to see, many more user subroutines are implemented with
respect to the previous study presented above. In fact, linked to the ABAQUS solver, there
are six different subroutines: USDFLD, UHARD, UEXPAN, JMA, KM and HETVAL.
The reason why so many different subroutines are used, is to avoid the usage of UMAT.
This is done because, as previously mentioned, the UMAT subroutine is particularly hard
to create and requires great expertise. In addition to this, as reported in [30], the UMAT
subroutine is also very computationally expensive and not particularly efficient. For this
reason, the main aim of the study presented in [30] was to develop a tool to simulate the
complex interactions that occur during heat treatments without the use of the very
challenging subroutine UMAT. Avoiding the use of the latter, the functions once
performed by that subroutine are somehow redistributed between different other
subroutines. The evaluation of the different phase transformations during quenching is
performed in the two subroutines JMA and KM. In fact, the names of these subroutines,
that were created by the authors, are the initials of “Johnson–Mehl–Avrami” and
“Koistinen-Marburger”. Koistinen and Marburger are the surnames of the developers of
the Koistinen-Marburger equations, that are used to determine the amount of martensite
formed. Johnson, Mehl and Avrami are the surnames of the developers of the formulations
used to evaluate the amount of diffusive transformation phases that are formed upon
cooling: ferrite, perlite and bainite. These two subroutines, as shown in the graph, connect
and provide information to all other subroutines. The user subroutine USDFLD has the
same function that was explained before. In fact, it obtains the information regarding the
different phase fractions that are generated 𝜉, and the phase generation rates 𝜉̇ , from the
two subroutines KM and JMA, and it uses this information to create field variables with
which to select the most suitable values of the material properties according to the amount
of different steel phases present. These material properties, as displayed in the scheme
shown above, include the elastic constant 𝐸 , the Poisson’s Ratio 𝑣 , the thermal
conductivity 𝜆, the density 𝜌, and the specific heat 𝑐𝑝 . As mentioned before, this subroutine
is also used to create some SDV’s that can be displayed in the ABAQUS post processing
and that can be updated or passed in as information to the other subroutines. This can be
used, for example, to show the amount of a particular steel phase present in the component
at any instant in time at a particular location. USDFLD then, as shown in Figure 2. 11,
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provides the steel phase fraction information to the last three remaining subroutines:
HETVAL, UHARD and UEXPAN. The first one of the three was implemented also in the
previous method used in [2] and has the same function of accounting for the latent heat of
steel phase transformations. The subroutine UHARD is used in the simulation to evaluate
the plastic strain that is found in the component due to the heat treatments. Documentation
for the UHARD subroutine is found in [31]. Finally, the subroutine UEXPAN is used to
introduce in the simulation all of the other strains that are experienced by the component.
These are the strain due to thermal expansion, the strain due to the phase volume difference
and finally the strain due to transformation induced plasticity (TRIP). Documentation for
the UEXPAN subroutine is found in [32]. Again, as for the previous study, the
methodology just presented was tested by the author and it was validated. The simulations
performed were concerning a cylindrical workpiece on which a sequence of austenitizing,
quenching and tempering were performed.
A third study, that conducted by Bortoleto et Al. in [3], also examined the simulation of
the complex thermo-mechanical-metallurgical relations that are found when dealing with
heat treatments. In that study a very similar approach to that just explained is found. In fact,
the ABAQUS-subroutines combination is used and a scheme as that shown in Figure 2. 12
is followed.
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Figure 2. 12: Scheme to model the heat treatment simulation of steels in Abaqus, as
presented in [3].
In Figure 2. 12, in fact, it is possible to see that, again, there are different subroutines that
are used and, again, the subroutine UMAT is avoided due to its being very complicated. A
certain number of inputs must be inserted into ABAQUS. These are regarding the
properties of the material, the component design, the initial and boundary conditions, and
also the type of interaction of the component being heat treated with the cooling medium.
These inputs are given to ABAQUS that, with the use of some user-defined subroutines,
provides some outputs such as the temperature field within the component, the amount of
the different steel phases present, and the phase formation rate. In this study, four different
subroutines are used: USDFLD, HETVAL, UHARD and UEXPAN. It is possible to see
that the two subroutines KM and JMA, that were evaluating the phase transformations in
the [30] study discussed previously and that were created by the authors, are not present in
this study. This is because the phase fractions evaluations, in this study, have been
integrated in the USDFLD subroutine. This being the case, the methodology of this study
is actually the same as that seen in [30], with the only difference that in this study the
subroutine USDFLD has also the additional function of evaluating the phase
transformations. As for the two previous studies, also in this case the simulation tool is
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validated by performing simulations and then comparing the results with some available in
previous literature. This validation was done considering three different components: a
cylinder, a Navy-C ring and a gear.
It must be noted, however, that the three studies mentioned above, all evaluate the phase
fractions with the combination of the Koistinen-Marburger equation for martensite, and the
Johnson–Mehl–Avrami equations for ferrite, perlite and bainite. The implementation of the
Johnson–Mehl–Avrami equation, however, requires as input information on the TTT
diagram of the material used in component. This method is explained in detail in the
methodology chapter. However, the TTT diagram, as explained in the previous paragraph,
is greatly dependent on the alloying composition of the steel. For this reason, this method
to study the steel phase generation, cannot be used to accurately predict the rate of
formation of the different phases when a component having a varying alloying composition
is considered.
This, however, is not a problem for the three studies mentioned above, because in these the
carburizing process was not simulated, and so the alloying composition was considered to
be uniform within the component. However, if the quenching process, where the phase
transformations take place, is preceded by carburizing, the assumption of having uniform
alloying composition within the component cannot be used due to the variations in carbon
content at different depths. In fact, in order to use this phase transformation evaluation
method when carburizing is considered, different TTT diagrams should be used for each
location where a different alloying composition is found. This last concept would be
extremely difficult to be applied as many different experimental TTT diagrams should be
evaluated for the different alloying compositions.
Nevertheless, the rest of the methodology used in the previous papers is very interesting
and instructive for the development of the simulation tool that is created in this thesis
research.
Another very important and interesting study, is that reported in [33]. In this study, as for
the previous three, ABAQUS, with the addition of user subroutines, is used to simulate
heat treatment processes. In this case, however, also the carburizing process is considered,
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that was not included in the three previous studies. This study was in fact made as in the
years many attempts were made to simulate the quenching and tempering problem, or the
carburizing and quenching problem, but few were made to simulate the three processes
(carburizing, quenching and tempering) together. In this study, the traditional carburizing
is studied. In this simulation tool, a program is created where, when provided with the
correct inputs, the simulations of the three heat treatments are performed in sequence and
the wanted final results are returned to the user. A scheme of this integrated simulation tool
is shown in Figure 2. 13, that was taken from [33].

Figure 2. 13: Structure of steel heat treatment simulation tool created in [33]. [33]
It is possible to see that a set of inputs consisting of the component geometry and its mesh,
a text file containing the chemical composition information of the material used, and a text
file containing all information regarding the process parameters, are provided to the main
program. The main program is written in Fortran language and performs the simulations of
the three heat treatments in sequence. In fact, at first the carburizing simulation is done,
then the quenching simulation is performed utilizing the results obtained from the
carburization study, and finally the tempering simulation is conducted using information
obtained from the quenching simulation. The program, at the end of the simulations,
provides as output a text file containing all of the simulated properties.
A better understanding of the interaction between the three simulations and the flow of
information from one another is obtained when looking at Figure 2. 14, also taken from
[33].
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Figure 2. 14: Flow of information between the carburizing, quenching and tempering
simulations in the simulation tool created in [33]. [33]
It is possible to see that the carburizing simulation is performed first. The simulation is
done considering traditional carburizing and is performed by applying Fick’s law of
diffusion to study the diffusion of carbon atoms within the component. This method will
be discussed in greater detail in the methodology chapter, where the simulation of
traditional carburizing is also covered. In order to simulate the flux of carbon atoms from
the gas carrying atmosphere to the component surface, a subroutine called DFLUX is used.
This subroutine is used in ABAQUS, when performing a mass diffusion analysis, in order
to implement a user-defined flux to a surface. In this case, a carbon atoms flux is simulated.
Documentation for the DFLUX subroutine is found in [34]. The carburizing study,
performed in ABAQUS using also the DFLUX subroutine, provides as output the carbon
distribution within the component and the austenite grain size, that is evaluated with an
experimental equation.
This information, as shown in Figure 2. 14, is then used as input, along with other process
parameters that are describing the operation of the quenching heat treatment, to perform
the quenching simulation. This simulation, instead of using a set of subroutines as seen
with the previous papers, is performed using only one user subroutine: UMATHT. This
subroutine evaluates phase transformation kinetics and the hardness profile, and assigns
the thermo-physical properties of the material based on the temperature and amount of
different steel phases present. In this study, however, the quenching is considered only as
a thermal analysis problem. In this type of study, the strains and stresses are not considered.
Information on the deformations is therefore absent.
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The steel phase transformations, as mentioned above, cannot be correctly identified by
using a method that evaluates the phase transformations staring from the TTT diagram of
the material, when the alloying composition is not uniform. For this reason in this study,
where the carburizing procedure is considered unlike in those previously discussed: [3],
[30] and [35], the diffusive transformations are evaluated using a set of differential semiempirical equations developed by Li et al. [36]. These equations relate the rate of formation
of the steel to the previous austenite grain size, to the amount of steel phases already
formed, to the alloying composition, and to the temperature field. With these equations,
the varying carbon content is taken into consideration when evaluating the phase
transformations. On the other hand, for the non-diffusive transformation that determines
the formation of martensite, the Koistinen-Marburger equation, that was used also in the
studies analyzed before and that does not depend on the TTT diagrams but only on the
undercooling below the starting temperature of formation of martensite, can be applied.
Finally, the tempering simulation is performed using as input the information on the
hardness of as-quenched martensite and the amount of the different steel phases present.
This information is provided from the results of the quenching simulation. In this study,
tempering is not simulated as a physical process by increasing the temperature of the
component in the simulation, but rather it is simulated by considering the effects that
tempering has on the hardness profile of the component. This is done by considering the
Jaffe-Holloman relation and considering previous experimental data on martensite
hardness after one-hour tempering for various low alloy steels. This method will also be
illustrated in greater detail in the methodology chapter.
This entire procedure is also summarized in the Figure 2. 15, also taken from [33].
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Figure 2. 15: Scheme of simulation tool created in [33]
As mentioned previously, there are many studies that simulated the heat treatments
singularly or combinations between two heat treatments as carburizing-quenching or
quenching-tempering. Examples of these are [37], [38], [39], [40], [41], [42] and [43].
Many more may be found in literature. The studies explained above ([2], [3], [30] and
[33]), were reported and explained as considered particularly relevant for the choice of the
methodology used in this study, that will be explained in greater detail in the following
chapter.
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3

CHAPTER 3:
METHODOLOGY

The methodology chapter will firstly cover the overview of the simulation tool, showing
the overall scheme that the simulation tool follows. Once the general working process of
the simulation tool is explained, the detailed methodology with which each
effect/phenomenon is simulated for the three heat treatments will be described. Finally, the
components that were used in the simulation tool, and of which the simulation outputs are
compared to experimental results in the “Results” chapter, are described.
3.1 Simulation Tool Overview
Based on the above-mentioned studies and on the software selection research that was
explained in the literature review chapter, the following methodology was selected.
As introduced in the previous chapter, the combination of ABAQUS with some user
subroutines is used. The working principle of the simulation tool can be summarized as
shown in Figure 3. 1.
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Figure 3. 1: Scheme of simulation tool created in this thesis research.
As it can be seen in Figure 3. 1, the simulation tool has two main modules, a “Carburizing”
module and a “Quenching + Tempering” module. The first module deals, as the name
suggests, with the simulation of the carburizing procedure. The second module, on the
other hand, deals with the simulation of the quenching and tempering processes.
The “Carburizing module” is composed of a “Mass diffusion analysis” study in ABAQUS
that is used in combination with the user subroutine DFLUX. The user subroutine DFLUX,
as seen with [33], is used to simulate the flux of carbon atoms from the atmosphere to the
component. The Carburizing module, as it is possible to see from the scheme above,
provides as output the carbon concentration profile and the austenite grain size at the end
of the carburizing procedure. The austenite grain size is actually evaluated using an
experimental formulation in the subroutine USDFLD, as it will be explained in greater
detail in the following paragraphs.
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This information is then provided to the “Quenching + Tempering” module that, along with
other input information such as the component geometry, the material related properties,
and the quenching and tempering time and temperatures, provides as output the amount of
the different steel phases present, the temperature distribution, and the hardness profile.
The Quenching and tempering simulation is performed in ABAQUS considering a coupled
thermal-displacement study. This type of study is used when there is a relation between the
temperature field and the stress field. This is the case with quenching, where the strong
temperature change determines strains in the component and so influences the stress field.
A set of different subroutines is used in this module to implement in ABAQUS different
functionalities not already present in the general purpose, as seen for the studies discussed
in the literature review chapter. These subroutines are: USDFLD, HETVAL, UEXPAN
and FILM. The function of the first three subroutines listed above is the same as that
already described when looking at the work of [3] and [30] in the literature review section,
and so will not be repeated. The last subroutine listed, FILM, is used in this study to
simulate as accurately as possible the interaction between the quenchant fluid and the
component during quenching. The exact functionalities of each of these subroutines will
be discussed in detail in the following paragraphs.
Tempering in this study, as done also in the paper [33], is simulated not as a physical
phenomenon but rather by considering the effects it has on the as-quenched properties.
After this brief introduction explaining the structure of the simulation tool, now the detailed
methodology with which each effect/phenomenon is simulated for the three heat treatments
will be described.
3.2 Carburizing Simulation
The simulation of the carburizing heat treatment must take into consideration two main
effects: the diffusion of carbon atoms withing the component and the increase in grain size
due to the high temperature during carburization. These two effects are considered in the
simulation software in two different ways.
3.2.1 Carbon Gradient Within Component
During carburizing, as explained earlier, the carbon content within the component is
increased. Different types of carburizing are present, and they must be implemented
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differently in the simulation in order to account for the differences between them. In the
following paragraphs, the methodology for simulating traditional and vacuum carburizing
will be shown. The main output of this part of the carburizing simulation is the carbon
profile that is found inside the component at the end of the carburizing process.
3.2.1.1 Traditional Carburizing
In the gas carburizing process, a carbon carrying gas is inserted in a chamber where the gas
reacts with the component releasing carbon atoms at the component’s surface. As
mentioned earlier, it is possible to distinguish different phases in the process. At first, the
carbon is transported from the carbon rich atmosphere to the component surface, where the
reactions that allow the carbon to be released at the surface happen. Once this happens, the
carbon diffusion from the surface and towards the interior of the component, due to carbon
percentage gradient, can occur [44]. The transfer of carbon atoms from the atmosphere to
the steel surface is the limiting process, and so the rate-controlling stage of carburizing
[44]. The prediction of the carbon profile within the component after traditional carburizing
has already been vastly studied in literature, and the simulation method most commonly
used is that illustrated in [33], [44], and [45].
In this method, the flux of the carbon directed to the component surface is evaluated by
considering the equation 2,
𝐽 = 𝛽 ∙ (𝐶𝑝 − 𝐶𝑠 )

(2)

where:
•

𝐽 is the flux of carbon atoms from the carbon rich atmosphere to the component
surface.

•

𝛽 is the mass transfer coefficient. It defines the carbon content transported to a
unit surface per unit time because of the carbon concentration difference.

•

𝐶𝑝 is the carbon potential of the carbon rich atmosphere.

•

𝐶𝑠 Is the carbon percentage at the surface of the component.
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In this equation, the value of the carbon potential of the carbon rich atmosphere is a value
that is usually found out by the performing some trial-and-error test, in order to evaluate
the best value that gives as output the wanted carbon profile. This value represents the
carbon content present in the carbon-rich gas atmosphere found within the carburization
chamber. The carbon potential of the atmosphere has a fixed valued that is assumed not to
change during the carburization process. On the other hand, the value of 𝐶𝑠 is time
dependent and varies continuously. In fact, at the start of the carburization process, the
amount of carbon at the surface is the same as that found also in the internal part of the
component and has as value the amount of the carbon present in the starting steel. The
value of 𝐶𝑠 than increases as the carburizing gas releases the carbon atoms at the
component surface. This increase is proportional to the flux 𝐽. As it is possible to see from
equation 2, being 𝐶𝑝 fixed in value, the flux of carbon atoms toward the component’s
surface will be maximum at the very start, when the differential between the value of the
carbon in the atmosphere and the carbon at the surface is maximum. The flux will than
decreases as the amount of carbon at the surface increases, and will eventually become null
when the carbon concentration at the surface will equal the value of the carbon potential of
the atmosphere. [33] [44] [45]
The value of the mass transfer coefficient 𝛽 has been studied by different researchers, in
particular, in [33] and [44] it was expressed that the value of 𝛽 ranged from 2 ∙ 10−5 to 2 ∙
10−4 𝑐𝑚/𝑠 at 800-1000°C, as originally evaluated in [46].
Equation 2 studies the movement of carbon atoms from the carbon rich atmosphere to the
surface of the component. On the other hand, the carbon diffusion within the component is
evaluated with the use of Fick’s law of diffusion that is reported in equation 3. [33] [44]
[45]
𝐽 = −𝐷 ∙

𝜕𝐶
𝜕𝑥

(3)

This equation however refers to a case where the diffusion occurs only in one direction,
the x direction in this case. In order to account for all directions, equation 4 is used instead.
𝐽 = −𝐷 ∙ ∇𝐶

(4)
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In this equation:
•

𝐽 is, again, the flux of carbon atoms.

•

𝐷 is the diffusivity of the steel.

•

𝐶 is the carbon concentration at any point inside the steel.

The value of the flux 𝐽 is the same as that calculated in equation 2. The value of the
diffusivity has been the focus of different studies. An empirical equation to evaluate the
diffusivity, developed by Tibbets [47] and dependent on temperature and carbon
percentage, was used in [33].
In this thesis research, however, another diffusivity formulation is utilized for the
diffusivity prediction: that developed by Lee et al. in [6]. This formulation was selected as,
in the study [9], where many different formulations for the evaluation of the diffusivity
form many different authors are shown, the equation developed by Lee et al. in [6] was
reported to have shown better prediction for the carbon diffusivities of different alloyed
steels with respect to the other formulations.
This experimental formulation, developed by Lee et al. in [6], is reported in equation 5.
𝐷
= (0.146 − 0.036𝐶 ∙ (1 − 1.075𝐶𝑟) − 0.0315𝑀𝑛 + 0.0509𝑆𝑖 − 0.0085𝑁𝑖
+ 0.3031𝑀𝑜 − 0.052𝐴𝑙)
∙𝑒

−

144300−15000𝐶+370𝐶 2 −4366.3𝑀𝑛+4050.7𝑆𝑖−1240.7𝑁𝑖+7726𝐶𝑟+12126.6𝑀𝑜−6788.6𝐴𝑙
𝑅∙𝑇

(5)

In this equation:
•

𝐷 is the diffusivity of carbon expressed in 𝑐𝑚2 ⁄𝑠.

•

C is the carbon content expressed in mass percent.

•

The alloying elements symbols represent the mass percent of the alloying
materials present.

•

𝑅 is the gas constant expressed in 𝐽⁄𝑚𝑜𝑙 ⁄𝐾
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•

𝑇 is the temperature expressed in 𝐾.

This equation is dependent both on the temperature and on the carbon concentration.
By combining equations 2 and 5, therefore creating equation 6, the carbon concentration
withing the component can be found. This is, as mentioned before, one of the two outputs
provided by the carburization module. [33] [44] [45]
−𝐷 ∙ ∇C = 𝛽 ∙ (𝐶𝑝 − 𝐶𝑠 )

(6)

Figure 3. 2, taken from [48], shows graphically the carbon diffusion process and the
connection between equations (2) and equation (5).

Figure 3. 2: Carbon flux equations in carbon rich atmosphere and within component. [48]
In this figure it is possible to see that equation 2 describes the flux from the atmosphere to
the surface, whilst equation 5 describes the flux within the component. In Figure 3. 2 it is
also possible to see that the carbon content within the component is greater at the
component surface and then decreases when going deeper within the component.
3.2.1.2 Traditional Carburizing FEA implementation
In order to simulate, predict, and display to the user the carbon content within the
component during carburizing, the equations just described must be implemented in
ABAQUS.
The Fick’s equation, for the carbon diffusion within the component, is already present in
ABAQUS when a mass diffusion analysis is conducted. In fact, when defining in ABAQUS
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the material properties, the diffusivity must also be defined. In the diffusivity definition
properties, as shown in Figure 3. 3, it is possible to select to utilize Fick’s law of diffusion,
and it is also possible to define the value of the Diffusivity in function of Temperature and
concentration. In this thesis research, since the Fick’s law of diffusion is utilized, the Fick
method is selected, as shown in Figure 3. 3.

Figure 3. 3: Diffusivity material property definition in ABAQUS.
In the example shown in Figure 3. 3, the diffusivity is defined as a function of carbon
concentration from 0.2 to 1%, and for different temperatures. Interpolation is used in
ABAQUS to obtain diffusivity values referring to values of concentration or temperature
that are in-between those reported in the diffusivity property definition table displayed in
Figure 3. 3. In order to evaluate the diffusivity at the different temperatures and
concentrations, before inserting the diffusivity values in ABAQUS, equation 5 is
implemented in MATLAB and graphs showing the values of the diffusivity at different
carbon contents and at different temperatures are plotted. These graphs are then used to
obtain the diffusivity values to provide as input to ABAQUS, in order to perform the
simulations. For the example shown in Figure 3. 3, the MATLAB graphs showing the trend
in diffusivity at 850°C, 900°C, and 950°C and for a value of carbon concentration ranging
from 0.2 to 1%, from which the values included in the table in Figure 3. 3 are taken, are
shown in Figure 3. 4 a, b and c.
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Figure 3. 4-a: Diffusivity for 8260 steel at 850°C for varying carbon content.
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Figure 3. 4-b: Diffusivity for 8260 steel at 900°C for varying carbon content.
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Figure 3. 4-c: Diffusivity for 8260 steel at 950°C for varying carbon content.
Care must be taken when looking at the figures above, as the y-axis scale is changed in
magnitude between Figure 3.4 a and Figures 3.4 b and c. It is to be noted that the values of
diffusivity, as expressed in equation 5, are dependent also on the alloying composition. In
the example shown in Figure 3. 3, an 8260 steel is used, of which the alloying composition
is shown in Table 3.1.
Table 3.1: Alloying composition of 8260 steel.
C

Mn

Cr

Si

Ni

Mo

Al

Varying

0.83

0.57

0.25

0.65

0.16

0

On the other hand, the expression in equation 2 is not already present in ABAQUS and so
must be implemented separately with external user coding. This is done by adding in
ABAQUS a load “Surface concentration flux” on all regions of the component that are
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exposed to the carburizing gas, and by setting the value of the flux as user-defined. This
surface concentration flux, as the name suggests, simulates the surface flux from the carbon
rich atmosphere to the component surface.
The external subroutine DFLUX must then be included, in order to assign a magnitude to
the flux that has been defined in ABAQUS. In this external subroutine, the value of the
mass transfer coefficient and of the carbon potential of the atmosphere, that must be
provided as input to the simulation, are defined. Using these values, equation 2 is solved
in the DFLUX subroutine. The solution of equation 2 provides the magnitude of the flux
𝐽, that is the flux that was defined in ABAQUS as “surface concentration flux”.
Once the two equations mentioned above are set, then, after selecting in ABAQUS the
correct temperature and duration of the gas carburizing procedure that is to be simulated,
the simulation can be started. The output of the study will be the carbon distribution within
the component at each location and instant during the carburization procedure.
An example of the carbon distribution map obtained with such a study is shown in Figure
3. 5.

Figure 3. 5: Carbon distribution at the end of traditional carburizing in a quarter-gear
model.
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It is possible to see that the amount of carbon is shown visually on the component. In this
example a quarter gear model is used. For sake of explanation, the areas in red in the
component are those exposed to the carburizing gas. On the other hand, the areas where
color gradients and blue are found are those where the component was “Cut”, in order to
show the situation in the component interior. It is possible to see that the exterior of the
component, that is exposed to the carburizing gas, has a higher value of carbon
concentration. This is expected, considering what is shown in Figure 3. 2. This higher
concentration takes a value very close to the carbon potential of the atmosphere, that for
this example was set to 1%. On the other hand, going deeper within the component, the
carbon concentration quickly decreases and becomes very close to the starting amount of
carbon found in the material, that in this example was 0.2%.
This brief example was included in order to show an example of the output of the
carburization study.
To summarize, the carbon profile obtained with traditional carburizing can be simulated
by using a mass diffusion analysis in ABAQUS and using a user subroutine DFLUX. The
inputs to the simulation are:
•

The duration and temperature of the traditional carburizing process, that are
used to define the mass diffusion analysis in ABAQUS.

•

The value of diffusivity, that is evaluated with equation 5, and of which the
values are reported in ABAQUS when defining the material properties, as
shown in Figure 3. 3.

•

The value of the mass transfer coefficient, that is defined in the subroutine
DFLUX, where it is used to solve equation 2.

•

The value of the carbon potential, that is defined in the subroutine DFLUX, that
is also used to solve equation 2.

3.2.1.3 Vacuum Carburizing (Low pressure carburizing)
Vacuum carburizing has been studied intensively in the past years as, as mentioned earlier,
the process is becoming more widespread due to its power reduction and eco-friendliness.
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For vacuum carburizing, again, the carbon profile within the component can be predicted
by combining the effect of two fluxes, one from the atmosphere towards the component’s
surface, and the other one from the surface towards the internal part of the component. The
evaluation of the carbon profile can again be performed using the Fick’s law of diffusion.
This is possible because the Fick’s law studies the movement of carbon atoms within the
component. This movement happens in the same way in traditional and vacuum
carburizing. [5] [13] [44] [49]
On the other hand, what is very different for the two carburizing methods, is the evaluation
of the flux from the carbon atmosphere towards the component surface. The main issue
with vacuum carburizing, that seems to block the possibility to use a formulation such as
that used in traditional carburizing and shown in equation 2 for the evaluation of the flux
of carbon atoms from the atmosphere towards the surface, is that, as stated in [44], the
vacuum carburizing cannot be simulated using a mass balance boundary condition as it was
done for the traditional carburizing. This, because the hydrocarbon gas that is introduced
in the chamber to react with the component and increase the carbon concentration, may
never reach equilibrium and, on some occasions, soot may form at the component’s
surface. Furthermore, as mentioned in [49], the carbon potential, as seen in the traditional
carburizing, cannot be evaluated in vacuum carburizing. This is due to the fact that, due to
the vacuum environment of low-pressure carburizing, the carburizing gas concentration is
low, and so the carbon concentration in the atmosphere cannot be measured using an
oxygen probe as it was done for traditional carburizing. Considering this issue, different
solutions were developed for evaluating the magnitude of the flux from the atmosphere to
the surface that, used in combination with the Fick’s law of diffusion, can lead to the
evaluation of the carbon profile within a component.
In the study presented in [44], a constant surface flux is used to simulate the flux of carbon
atoms from the environment towards the surface. The value of the latter is evaluated in [44]
by applying the formulation shown in equation 7.
𝐶

0
∫0 𝑓(𝑥)
𝐽𝑣 =
𝑆 ∙ 𝑡𝑏

(7)
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In this equation:
•

𝐽𝑣 is the carbon flux during vacuum carburizing.

•

𝑥 is the depth.

•

𝑓(𝑥) is the carbon concentration as a function of the depth.

•

𝑆 is the surface area exposed to the carburizing gas.

•

𝑡𝑏 is the total boost time.

In this equation, the flux is evaluated by direct integration of carbon profiles from industrial
experience data. As mentioned above, the value of the flux evaluated with equation 7 can
then be used as input in the Fick’s equation to evaluate the carbon profile.
However, to evaluate the flux with equation (7) as shown in [44], data on the carbon
concentration as a function of depth is used as input, and so must be already known. This
means that this method, although very interesting, cannot be used in the simulation tool
created for this thesis research. In fact, in the simulation tool, the carbon profile is provided
as an output and not used as an input.
A similar approach is followed also in the study [49]. Also in this study, in fact, it is stated
that, due to the very quick release of carbon atoms at the component surface, the
atmosphere-to-surface carbon flux cannot be evaluated for vacuum carburizing in the same
way as it was done for traditional carburizing. In fact, also in [49], as it was seen for [44],
a constant value of atmosphere to surface flux is used. This flux, in [49], is related to the
carburizing gas type, pressure, temperature, alloy type, and surface state, and is evaluated
experimentally with equation 8, by having previous knowledge on the amount of mass
increment occurring during a certain period of carburization.
𝐽𝑣 =

∆𝑚
𝑆 ∙ 𝑡𝑐

(8)

In this equation:
•

∆𝑚 is the mass increment during a certain period of carburization.
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•

𝑆 is the surface of the component exposed to the carburizing gas.

•

𝑡𝑐 is the time duration of the carburizing operation.

•

𝐽𝑣 is the surface carbon flux during vacuum carburizing.

However, as seen for [44], here, once again, previous experimental knowledge, this time
in terms of incremental mass, must be known in order to apply equation 8. This, however,
means that the simulation cannot be applied to study a carburization process that has not
yet been experimentally tested and of which data has not been experimentally evaluated.
Since the simulation tool created in this thesis research has the objective to be used also to
predict the outcomes of carburization processes that have not been experimentally tested,
this method, although very interesting, cannot be utilized in the simulation tool.
In the study presented by Smirnov et al. in [13], three different boundary conditions for
solving the mass transfer analysis during vacuum carburization are compared. In this study
it is specified that the control factor in the vacuum carburizing is the boost time and
diffusion time and their alternating cycles.
The first boundary condition analyzed in [13] is the time dependance of the concentration
of carbon on the surface of the metal, as expressed in equation 9.
𝐶𝑠 = 𝜑

(9)

In this equation:
•

𝐶𝑠 is the carbon concentration on the surface.

•

𝜑 is the carburizing capacity of the atmosphere that varies as a function of the
time of the process.

However, as mentioned in the paper [13], it is virtually impossible to measure the value of
𝜑(𝜏) at each moment in the process, so this first kind of boundary condition becomes non
applicable.
The second kind of boundary condition expressed in [13], takes the form expressed in
equation 10.
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𝐽𝑣 = −𝐷 ∙

𝜕𝐶
𝜕𝑥

(10)

In this second kind of boundary condition, the Fick’s law of diffusion is utilized, where 𝐽𝑣
is the flux of carbon atoms from the environment towards the surface during vacuum
carburizing. This boundary condition has the same form as the methods described above
by [44] and [49], where the flux 𝐽𝑣 has a constant value that must be known in order to
apply the equation. However, this second boundary condition has the same issues reported
above when considering the studies of [44] and [49]. In fact, the flux must be evaluated by
having previous knowledge/experimental data on the carburizing simulation, perhaps
utilizing equations such as equations 7 or 8, and these experimental results require the
process to already have been completed and studied, and require data that is not easy to
measure.
Finally, the third type of boundary condition expressed in [13] takes the form shown in
equation 11.
−𝐷 ∙

𝜕𝐶
= 𝐽𝑣 = 𝛽 ∙ (𝐶𝑝 − 𝐶𝑠 )
𝜕𝑥

(11)

It is possible to see that such a formulation is very close to that shown in equation 6 and
used for traditional carburizing. However, as mentioned in [13], the values of the carbon
potential 𝐶𝑝 and of the mass transfer coefficient 𝛽 must be modified to adapt the
formulation to vacuum carburizing.
For what regards the carbon potential value 𝐶𝑝 , what is explained in [13] is that, whilst for
gas carburizing the value of the carbon potential of the atmosphere is easily measurable
and depends on many factors such as flow rate and pressure of the carburizing gas, for
vacuum carburizing the value of the carbon potential is basically dependent only on the
composition of the saturated steel. This because the acetylene gas, when it enters the
chamber and it is placed in contact with the component, it quickly dissociates saturating
the surface of the component. This determines the formation of high-carbon phases in the
form of a continuous carbon-containing layer on the surface of the component. However,
the phases that form on the surface depend on the alloying composition of the steel that is
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being carburized. For that reason, in [13] a distinction is made between low alloyed steels
and complexly alloyed heat resistant steels. For the former, the carbon containing layer
consists mainly of soot. For the latter, on the other hand, the carbon containing layer is
mainly constituted by carbide phases. This carbon containing layer, being it soot or carbide
phase, interacts with both the surface of the component and with the vacuum carburizing
atmosphere. For this reason, in [13] it is explained that the value of 𝐶𝑝 must have different
values depending on the alloying composition of the steel being carburized. In both cases,
a high constant value for 𝐶𝑝 is considered. For low alloying steels, where the carbon
containing layer is mainly amorphous carbon (soot), the value of 𝐶𝑝 can be considered to
be 100%. On the other hand, for complexly alloyed heat resistant steels, where the carbon
containing layer is composed mainly of carbide phases, the value of 𝐶𝑝 can be considered
to be 6.7%, that is the concentration of carbon in cementite crystals. In this method, the
value of the carbon potential is set to the values mentioned above during the pulse phases,
when the carburizing gas is in contact with the component. During the diffusion phases, on
the other hand, the value of the carbon potential is set to zero. This is done to account for
the fact that, since the carburizing gas is not present during diffusion phases, the flux of
carbon atoms from the gas towards the component surface will be null, and so the only
phenomena that will occur will be the diffusion of carbon from the surface, that has
increased in carbon content during the pulse phase, towards the interior of the component.
For what regards the mass transfer coefficient 𝛽, the situation is more complicated. In the
study [13], due to the complexity of the phenomenon, a parametric formulation for the
evaluation of 𝛽, dependent on both time and temperature, was developed based on many
experimental tests. The value of the parameters in such a paper, however, are not provided.
A similar method to that explained in the third boundary condition in [13] was also used in
[50], however introducing some modifications.
In [50], the vacuum carburizing heat treatment of an annulus gear ring is simulated, and an
equation as that shown in equation 11 is used. So, again, a very similar approach as that
used for traditional carburizing is employed. In this case however, the value of the carbon
potential of the atmosphere is not fixed to a very high value during the pulse phase and set
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to zero during the diffusion phase as it was explained in [13], but rather the carbon potential
is set to 1 during the pulse phase and then decreased to 0.8 during the diffusion phase.
Yet another different approach to the value of the carbon potential to be used is described
in [5]. In fact, also in this study a formulation as that shown in equation 11, so very similar
to equation 6 used for traditional carburizing, is used. Again, as seen for studies [50] and
[13], since the carbon potential for vacuum carburizing is impossible to evaluate, the
carbon potential is not an input to the study as for traditional carburizing, but it must be
determined in some alternative way. In this study, a value of carbon potential of 1.39 at
950°C is used. This particular value was selected based on the fact that, in [35], an Armco
foil was tested with glow discharge optical emission spectrometry, and it was found out
that the carbon content will reach a maximum value at the surface of the component after
about 20 minutes of carburization and, after that, it will keep a nearly constant value. This
can be seen in Figure 3. 6, that is taken from [5].

Figure 3. 6: Graph showing the carbon concentration as a function of time during vacuum
carburization. [5]
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In the study [5], it was proposed to use the value of the carbon content after 20 minutes,
when it becomes close to constant, as the value of the carbon potential. So, the value of the
carbon potential is selected to be 1.39 for vacuum carburization at 950°C, and around 1.37
for vacuum carburization at 920°C. In the model presented in [5], several new assumptions
are also considered. In particular, it is considered that the dissolution of carbides does not
influence the carbon diffusivity coefficient. Another important assumption that is done in
this method, is that the pulse time is extended of about 50%, to account for the existence
of carbon deposits. The study presented in [5] was considering a 9130-alloy steel.
However, in [5] it is also mentioned that the model was tested on more alloys treated with
low pressure carburizing and showed good results.
In the study presented in [51], a similar approach to that used in [50], [5], and in the third
boundary condition defined in [13], is utilized. In this paper, however, a formulation to
evaluate 𝛽 is shown. In this paper, the mass transfer coefficient 𝛽 is evaluated with a
formulation as that shown in equation 12.
𝛽 = 𝑆𝑟𝑒 ∙ 𝑚𝑐 ∙ 𝐼𝑧 ∙ 𝜌𝑚

(12)

In this equation:
•

𝛽 is the mass transfer coefficient.

•

𝑆𝑟𝑒 is a dimensionless reaction efficiency that is defined as the ratio between
the number of particles of the carburizing gas that are reacting at the surface to
the total number of molecules that are reaching the surface. This value, as
mentioned in the same paper [51], is of about 70-80% for acetylene.

•

𝜌𝑚 is the density of the steel.

•

𝐼𝑧 represents the number of molecules of vacuum carburizing gas reaching the
steel surface.

•

𝑚𝑐 represents the mass of carbon per one mole of vacuum carburizing gas.

𝐼𝑧 can be evaluated as shown in equation 13.
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𝐼𝑧 =

𝑝

(13)

√6 ∙ 𝑅 ∙ 𝑇𝑐 ∙ 𝑀𝑔

In this equation:
•

𝑝 is the pressure of the carburizing gas.

•

𝑅 is the gas constant.

•

𝑇𝑐 is the carburizing temperature.

•

𝑀𝑔 is the molar mass of the carburizing gas, that, in the case of acetylene, is
26.0373

g

.

mol

To conclude, by considering all of these different models with which to simulate the
vacuum carburizing procedure, in the simulation tool developed for the thesis research, a
similar approach to that used in [5], [13], [50], and [51], is used. In fact, an equation as that
expressed in equation 11 is employed. This approach was chosen as it does not require
experimental data as input for conducting the study and because it has a formulation very
similar to that presented in equation 6 for traditional carburizing. In fact, the only
differences between the two applications are the values assigned to 𝛽 and 𝐶𝑝 in the
equation. Whilst the value of 𝐶𝑝 and 𝛽 , as mentioned in the paragraph referring to
traditional carburizing, are usually readily available when considering traditional
carburizing, this is not the case with vacuum carburizing. In the simulation tool, the value
of 𝛽 is evaluated with equation 12 as shown in [51], whilst the value of 𝐶𝑝 is selected as
shown in the model described in [5]. In order to comply with the assumptions of the model
as presented in [5], the boost time considered during the simulation is also extended of
about 50%.
3.2.1.4 Vacuum Carburizing (Low pressure carburizing) FEA Implementation
The implementation of vacuum carburizing, as mentioned in the previous paragraph, is
very similar to that used for traditional carburizing. The only difference between the two
being the values of 𝐶𝑝 and 𝛽 used in the equation 11 that is implemented in the DFLUX
subroutine.
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The value of 𝛽 is evaluated by using the equations 12 and 13, and is then reported in the
user subroutine DFLUX. The latter is again used to simulate the carbon flux towards the
component’s surface. So overall, a very similar subroutine and so methodology to that seen
for traditional carburizing is used also for vacuum carburizing, with the only difference
that a different value is assigned to 𝐶𝑝 , and equations 12 and 13 are used to evaluate 𝛽 that
is then defined in DFLUX.
To summarize, the carbon profile obtained with vacuum carburizing, using acetylene gas,
can be simulated by using a mass diffusion analysis in ABAQUS and using a user
subroutine DFLUX, where the inputs to the simulation are:
•

The duration and temperature of the vacuum carburizing process. In particular,
the duration of each pulse and diffusion phase must be defined. The pulse
phases, since the method described in [5] is used for the definition of the carbon
potential of the atmosphere, are extended of about 50% with respect to those
defining the real carburizing process that is being simulated. The definition of
the time and temperature for each of the pulse and diffusion phases is done
when defining the mass diffusion analysis steps in ABAQUS. The surface
concentration flux is created in ABAQUS as seen for traditional carburizing.
This flux, however, is applied to the surfaces only during pulse phases, when
the carburizing gas is in contact with the component.

•

The value of the carbon diffusivity that is evaluated with equation 5, and of
which the values are reported in ABAQUS when defining the material
properties as shown in Figure 3. 3.

•

The value of the carbon potential, that is reported in the subroutine DFLUX.
The value of the carbon potential is selected depending on the carburization
temperature using the method described in [5]. The value of the carbon potential
selected is then reported in the DFLUX subroutine where it can be used to
evaluate the carbon flux from the atmosphere towards the surface.

•

The value of the mass transfer coefficient, that is defined in the subroutine
DFLUX. The value of this parameter that is reported in the subroutine DFLUX,
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has been previously evaluated using equations 12 and 13, and considering
acetylene as the carburizing gas.
3.2.2 Austenite Grain Size Increase
Carburizing is usually performed at high temperatures in order to facilitate carbon
diffusion. The high temperature environment however also determines an austenite grain
enlargement [33]. This effect must be simulated as this value is of great importance for
different material properties since it affects the phase transformations. Grain growth, as
explained in [52], occurs in order to reduce the grain boundary free energy. The grain
growth is generally hindered by the increasing amount of alloying materials. Alloying
materials in fact, as explained in greater detail in [52], have important effects on the grain
size. In [52], an empirical equation is proposed for the evaluation of the austenite grain size
of low alloy steels. The results presented in that study are based on experiments performed
on 16 different low alloy steels.
In that study, the grain diameter is expressed with equation 14.
𝑑 = 766671 ∙ 𝑒

(−

89098+3581𝐶+1211𝑁𝑖+1443𝐶𝑟+4031𝑀𝑜
)∙𝑡𝐶 0.211
𝑅𝑇𝑐

(14)

In this equation:
•

𝑑 represents the austenite grain size in micrometer.
𝐽
𝑚𝑜𝑙

•

𝑅 represents the gas constant expressed in

•

𝑇𝑐 is the carburizing temperature in Kelvin.

•

𝑡𝐶 is the carburizing time in seconds.

•

The chemical elements symbols represent the weight percent of the alloying

𝐾

.

elements in the steel.
This equation is experimentally derived in [52] starting from the Arrhenius type equation,
that has a form such as that expressed in equation 15.
𝑑 = 𝐴𝑎 ∙ 𝑒

(−

𝑄
)∙𝑡 𝑛
𝑅𝑇𝑐 𝐶

(15)
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In this equation:
•

𝑑 represents the austenite grain size in micrometer.

•

𝐴𝑎 is a constant.

•

𝑄 is the activation energy expressed in 𝑚𝑜𝑙.

•

𝑅 represents the gas constant expressed in

•

𝑇𝑐 is the carburizing temperature in Kelvin.

•

𝑡𝐶 is the carburizing time in seconds.

•

𝑛 is a time exponent.

𝐽

𝐽
𝑚𝑜𝑙

𝐾

.

Equation 14 is obtained starting from equation 15 by evaluating the different constants and
activation energy by using experimental results. The validity of such a formulation is then
also confirmed in the study [52], where its results are compared and are seen to be in
accordance with experimental results.
In the simulation tool, the austenite grain size increase during carburization is studied by
implementing the equation 15 in the user subroutine USDFLD. This subroutine will be
described in greater detail in the following paragraph.
3.3 Quenching Simulation
When simulating quenching, the phase transformations, the heat released during phase
transformations, and the strains determined by quenching, must be considered. All of these
phenomena and the way in which they are simulated are explained in greater detail in the
next paragraphs.
However, before going in detail with these explanations, a brief description on how the
carbon values are imported for the carburizing simulation to the quenching simulation is
included.
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3.3.1 Updating Carbon Values
Before starting the simulation of the quenching process, the information regarding the
carbon distribution after carburizing must be imported from the carburization simulation.
This, in order to make it available as input for the subsequent quenching simulation.
In order to do so, the following procedure is performed. At the end of the carburizing
simulation, the carbon value at each node of the component’s mesh is probed so that its
value is revealed. This information is then reported in a “.dat” file that is saved in the
computer used to perform the simulations. In this “.dat” file, the data for each node is
reported as shown in Figure 3. 7.

Figure 3. 7: Example of format with which data obtained from carburizing simulation is
saved in “.dat” file.
The data, as shown in Figure 3. 7, is organized in such a way to define in each line the
location of a specific point inside the component and the concentration of carbon found at
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that point. In fact, the first column in each line is defining the x coordinate, the second
column the y coordinate, and the third column the z coordinate. The amount of carbon for
the specific point of which the coordinates have been defined in the first three columns, is
then expressed in the fourth column.
This “.dat” file is then opened during the quenching simulation from the subroutine
USDFLD. This is done by including inside this subroutine some coding especially
dedicated to this purpose.
The USDFLD user subroutine runs at each node within the component, at each time step.
This being the case, during the start of the quenching simulation, at each node composing
the component’s mesh, the subroutine will compare the current values of the coordinates
of the node which is being analyzed in that moment, to all of the coordinates found in the
first three columns in the “.dat” file. If the coordinates of the analyzed node match perfectly
to a set of x, y and z coordinates reported in the “.dat” file, then, the value of carbon
correspondent to that particular set of coordinates is selected for that node.
If none of the coordinates in the “.dat” file show a perfect match, perhaps because the mesh
used for the carburizing simulation is different from that used for the quenching simulation,
the value of carbon correspondent to the closest point to that that is being investigated, is
selected. This is done by evaluating the norm, as shown in equation 16, between the node
that is currently being analyzed, and each point defined in the “.dat” file as a set of x, y and
z coordinates, and then assigning to the node being analyzed the value of carbon
correspondent to the set of x, y and z coordinates that determine the lowest norm.
𝑛𝑜𝑟𝑚 = √(𝑥𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑥".dat" file )2 + (𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦".dat" file )2 + (𝑧𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑧".dat" file )2

(16)

In this equation:
•

The 𝑎𝑐𝑡𝑢𝑎𝑙 subscript indicates that the coordinate is that of the node that is
currently being analyzed in the quenching simulation.

•

The ".dat" file subscript indicates that the coordinate is that found in the “.dat”
file.
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With this procedure, the value of carbon at each location is updated stating from the results
of the carburizing simulation. This technique, however, is very computationally expensive
and, for this reason, it is performed only once, right before the start of the quenching
simulation. An ABAQUS step, previous to that in which the temperature of the component
is dropped due to quenching, is in fact included in order to perform this carbon value update
before proceeding with the actual quenching simulation.
In alternative to the solution described above, the value of the carbon concentration at each
location can be imported from the carburizing simulation directly into ABAQUS, by
creating a “field variable”. The field variable, created in ABAQUS directly, is then set to
obtain the carbon concentration values from the results file (.odb), created by ABAQUS at
the end of the carburizing simulation. This solution is easier to implement and less
computational expensive with respect to that explained above. However, this solution
requires the presence of the ABAQUS simulation files from the carburization study on the
device where the quenching simulation is performed.
In the following paragraph, the way in which the quenching simulation is set up in
ABAQUS in the simulation tool will be shown and explained.
3.3.2 Setting Up Quenching Simulation
The quenching simulation is performed in ABAQUS by creating a step, subsequent to that
where the carbon amount is updated if the first method explained above for carbon content
update is used, where the interaction between the quenching fluid and the component is
simulated. The quenching fluid considered in this simulation tool is an inert gas.
The quenching process is simulated in ABAQUS with a coupled temperature-displacement
study. This step, as mentioned in the ABAQUS documentation [53], is needed when the
stress analysis is dependent on the temperature distribution, and the temperature
distribution is affected by the stress solution. This is done in order to have the possibility
to study in the same simulation the temperature related effects and the stresses and strains.
Within the coupled temp-displacement study, the interaction between the quenching agas
and the component is simulated in ABAQUS by setting a “Surface Film interaction”. The
latter, is used in ABAQUS in order to study the heat exchange by convection between a
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component and a fluid. This heat exchange, in the case of quenching, determines the drop
in temperature in the component. This interaction can be set-up in ABAQUS by pluggingin all of the relevant properties of the quenching fluid such as its heat transfer coefficient
and its temperature, and by pointing out all of the surfaces of the component that are
coming in contact with it.
The value of the heat transfer coefficient, that is necessary to simulate the quenching gas,
is dependent on some very important factors such as the flow rate of the gas in the
quenching chamber, the pressure of the gas, and the temperature [16]. The study presented
in [16] has proven very useful in understanding the relations between the heat transfer
coefficients and the factors mentioned above. In that study, in fact, the variation of the heat
transfer coefficients is plotted against the temperature for different values of mass flow rate
and pressure of the quenching gas. Important outcomes of this study are that the values of
the heat transfer coefficients rise greatly with an increase in mass flow rate and pressure of
the quenching gas, and that the coefficients remain quite constant over a very wide
temperature range. These last concepts can be easily seen when looking at Figure 3. 8, that
was taken from [16].

Figure 3. 8: Heat transfer coefficient of nitrogen as a function of temperature and mass
flow rate, for two different values of pressure. [16]
In this image, the trend of the heat transfer coefficient for nitrogen gas is shown for
different quenching gas mass flow rates (35 m/s, 30m/s, 25m/s 20 m/s, …) and pressures
(6 bar, 10 bar), and over a broad temperature range (10°C to 800°C). It is possible to see
that the graph on the right, referring to the case where the nitrogen is at 10 bar of pressure,
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shows greater values with respect to the graph on the left where the pressure of the
quenchant is of only 6 bar. Furthermore, in both graphs it is possible to see that the higher
the mass flow rate of the quenchant gas, the higher is the value of the heat transfer
coefficient. Lastly, it is evident that the graphs for both pressure values are quite flat,
demonstrating the very little dependency of the heat transfer coefficient on temperature. In
Figure 3. 8, that was inserted just for ease of explanation, only two pressure values are
shown, however in the original paper [16], many more are displayed. Furthermore, in the
study [16], also different inert gases and mixture between different inert gases are studied.
The negligible temperature dependance is particularly important as it allows to make a very
reasonable approximation, and set the value of the heat transfer coefficient as independent
on temperature. On the other hand, however, usually in inert gas quenching chambers, the
pressure at which the gas operates inside the chamber varies with time and, for this reason,
so does the value of the heat transfer coefficient. In fact, when the gas in injected inside
the chamber, in order to fill the chamber as quickly as possible, the pressure of the gas at
the start of the process could obtain a value higher with respect to that found in the rest of
process. The pressure then usually settles down after the initial spike. Furthermore, in the
quenching process, also the temperature of the inert gas changes with time. In fact, it
increases at the start of the quenching procedure, and then goes back to it’s starting
injection temperature value after the initial spike. To account for these variations, in the
simulation tool, the subroutine FILM is used. This subroutine can change the values of the
heat transfer coefficient and of the sink temperature, that is the temperature of the inert gas.
This is done in order to correctly simulate the inert gas pressure and temperature variations
that occur in the real quenching chamber. Following this logic, the correct values of the
heat transfer coefficients are chosen for the different pressure and flow rate values by
consulting the graphs in [16], and then they are reported in the subroutine FILM as a
function of time. Following the same reasoning, also the sink temperatures are defined as
a function of time in the FILM subroutine. In this way, the interaction between component
and fluid can be completely simulated. If the real quenching gas pressures and temperatures
are not known, perhaps because the process that is being simulated is not existing and so
no previous information of the pressure and temperature of the quenchant is available, then
the expected values, perhaps based on previous experience, can be used instead.
65

Having set the surface film interaction in ABAQUS and using the FILM subroutine, the
temperature drop in the component is simulated. However, all of the metallurgy-relatedeffects that happen during quenching due to this quick decrease in temperature, are not
simulated by ABAQUS alone, and, for this reason, must be implemented separately with
the use of subroutines. These phenomena, along with the formulations with which they are
simulated, will be described in greater detail in the next paragraphs.
3.3.3 Material Modelling
Before performing the quenching simulation, different material properties must be defined
in ABAQUS. The material properties required to perform the simulation are: Young’s
modulus, Poisson’s ratio, thermal conductivity, specific heat, and density. These
properties are all included in ABAQUS when creating and defining the properties of a new
material. In order to ensure the versatility of the simulation tool and allow the possibility
for the tool to be used in different scenarios involving also different steels, it was decided
to use phase dependent properties. In this way, the properties of the steel at each location
are evaluated solely based on the particular microstructure and temperature found at that
particular location. In this way, the same ABAQUS material property definition can be
used for different steels, as the properties will be evaluated during the simulation depending
on the microstructure and temperature information. If instead of this method, the trend of
a material property for a very specific steel alloy would be implemented in ABAQUS, that
material property would work well only with simulations concerning that particular alloy.
The information regarding the different phase transformations, and so amount of different
steel phases present, is evaluated with the subroutine USDFLD, as it will be described in
greater detail in the following paragraph. This information is than passed from the
subroutine USDFLD into ABAQUS by means of field variables. These variables can be
used in the material property definition to relate the value of a material property to the
amount of different steel phases present. The value of the material property is then
evaluated in ABAQUS using a linear mixture rule between the value of a property at a
certain temperature for a certain steel phase, and the amount in which that steel phase is
present. This procedure is done for most of the properties mentioned above.
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Greater information on the simulation of these material properties is given in the following
paragraphs.
3.3.3.1 Young’s Modulus
The young’s modulus of a steel, or elastic constant, indicates the ability of the steel to
undergo stresses without incurring into permanent deformations [7]. The young’s modulus
is generally an experimentally derived parameter. It is defined with Hook’s law, shown in
equation 17, as: [7]
𝐸=

𝜎
𝜀

(17)

In this equation:
•

𝐸 is the young’s modulus.

•

𝜎 is the stress evaluated in the experimental test.

•

𝜀 is the strain evaluated in the experimental test.

Equation 17 portrays a linear relation between the stress and strain with the elastic modulus
as slope. This relation is true for the elastic field of the steel and describes its elastic
behavior. [7]
In this simulation tool, the elastic modulus will be evaluated with the equations described
in [2] for the elastic modulus. In that study, different equations are provided for evaluating
the elastic modulus for austenite and for the ferritic phases (ferrite, perlite, bainite and
martensite) as a function of temperature. These equations are reported below.
For austenite:
𝐸 = 1.985 ∙ 1011 − 4.462 ∙ 107 ∙ 𝑇 − 9.09 ∙ 104 ∙ 𝑇 2 − 2.059 ∙ 𝑇 3

(18)

For ferrite, perlite, bainite and martensite:
𝐸 = 2.145 ∙ 1011 − 3.097 ∙ 107 ∙ 𝑇 − 9.208 ∙ 10−4 ∙ 𝑇 2 − 2.797 ∙ 𝑇 3
Expression 28 and 19 are reported in Pascal units.
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(19)

These equations, to better understand their trends, were plotted on MATLAB and are
reported in Figure 3. 9.

Figure 3. 9: Young’s modulus as a function of temperature for different steel phases. Plot
obtained in MATLAB starting from equations reported in [2].
It is clear to see from Figure 3. 9 that the elastic modulus has a very high temperature
dependance and tends to decrease quite dramatically at high temperatures.
It is also to be noted that the elastic modulus changes very little between the different steel
phases. In fact, the value of the elastic modulus is considered to be the same for all of the
ferritic phases such as ferrite, perlite, bainite and martensite.
3.3.3.2 Poisson’s Ratio
The poisons ratio is theoretically defined as the ratio between the lateral strain and the axial
strain. This value is important as it described the way in which the stress in one direction
affects the stress in the opposite direction. The value of this parameter is usually assumed
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to have a constant value and independent on temperature. This assumption is also adopted
for the simulation tool. The value of this parameter is specific of the steel used in the
simulation tool. [7]
3.3.3.3 Density
The density of a steel is a parameter that defines the amount of mass that is contained in a
unit volume of material. The value of the density for steels can often assumed to be
temperature independent [7]. For this reason, in the simulation tool, the assumption is made
that the density is a constant. The value of the density of the steel changes dependent on its
alloying composition, for this reason, as for the Poisson’s ratio, different values must be
provided as inputs in ABAQUS when different steels are simulated.
3.3.3.4 Thermal Conductivity
The thermal conductivity describes the heat transfer inside a material without material
flow. In practice, it is used to model the way in which the heat is conducted within the steel
component from regions with higher temperature to cooler regions. [7]
As for the Young’s modulus, also the values of the thermal conductivity for the different
steel phases are reported as function of temperature in a set of equations that are taken from
[2] and are reported below.
Phase:

Temperature Range
𝑇 < 200 °𝐶

Austenite
200 °𝐶 ≤ 𝑇 ≤ 900 °𝐶
Ferrite,
pearlite
Bainite

Martensite

19 °𝐶 ≤ 𝑇 ≤ 900 °𝐶

19 °𝐶 ≤ 𝑇 ≤ 600 °𝐶

19 °𝐶 ≤ 𝑇 ≤ 400 °𝐶

Thermal conductivity 𝝀: (𝑾⁄𝒎 °𝑪)
(20)

𝜆 = 18
𝜆 = 10.41 + 2.51 ∙ 10−8 ∙ 𝑇 2.5 + 4.653
∙ 10−1 ∙ 𝑇 0.5
𝜆 = 44.01 − 3.863 ∙ 10−5 ∙ 𝑇 2 − 3.001 ∙
10−7 ∙ 𝑇 2.5
𝜆 = 44.04 − 4.871 ∙ 10−4 ∙ 𝑇 1.5 − 1.794 ∙
10−8 ∙ 𝑇 3
𝜆 = 44.05 − 5.019 ∙ 10−4 ∙ 𝑇 1.5 − 1.611 ∙
10−8 ∙ 𝑇 3

These equations have been plotted in MATLAB and are shown graphically in Figure 3. 10.
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(21)

(22)

(23)

(24)

Figure 3. 10: Thermal conductivity as a function of temperature for different steel phases.
Plot obtained in MATLAB starting from equations reported in [2].
What can be seen is that the values of the thermal conductivity for austenite tend to decrease
with decreasing temperatures. On the other hand, the ferritic phases show an opposing trend
with the values of the thermal conductivities increasing with a decrease in temperature.
3.3.3.5 Specific Heat
The specific heat of the steel represents the amount of heat that must be supplied to one
unit mass of that substance in order to cause it to increase of one unit of temperature and
is defined with the unit 𝐽⁄𝑘𝑔 ∙ °𝐶 . As for the Young’s modulus and the thermal
conductivity, also in this case, some formulations evaluating the value of the volumetric
heat capacity for each steel phase as a function of temperature were found in [2]. The
volumetric heat capacity is defined with the unit 𝐽⁄𝑚3 ∙ °𝐶 . Starting from the volumetric
heat capacity, the specific heat can be easily obtained by dividing the volumetric heat
capacity by the density of the steel.
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The equations found in [2] are reported below for the different steel phases.
Phase:

Austenite

Ferrite,
pearlite

Temperature Range

𝑱
Volumetric heat capacity 𝝆𝒄: ( ⁄ 𝟑 )
𝒎 °𝑪

𝑇 < 200 °𝐶

𝜌𝑐 = 4.29 ∙ 106

200 °𝐶 ≤ 𝑇

𝜌𝑐 = 4.019 ∙ 106 + 4.034 ∙ 10−1 ∙ 𝑇 2 + 2.015 ∙ 104 ∙

≤ 900 °𝐶

𝑇 0.5

19 °𝐶 ≤ 𝑇 ≤ 900 °𝐶

Bainite

19 °𝐶 ≤ 𝑇 ≤ 600 °𝐶

Martensite

19 °𝐶 ≤ 𝑇 ≤ 400 °𝐶

𝜌𝑐 = 3.42 ∙ 106 + 1.347 ∙ 10−1 ∙ 𝑇 2.5 − 3.745
∙ 10−3 ∙ 𝑇 3 + 2.698 ∙ 10−2 ∙ 𝑇 0.5
𝜌𝑐 = 3.487 ∙ 106 + 1.404 ∙ 103 ∙ 𝑇 + 5.715
∙ 103 ∙ 𝑇 0.5
𝜌𝑐 = 3.41 ∙ 106 + 3.215 ∙ 10−3 ∙ 𝑇 3 + 2.919 ∙ 104 ∙
𝑇 0.5

However, in ABAQUS, the value to be inserted is the specific heat. For this reason, for this
simulation tool, the values obtained with the equations provided in [2] and shown in
equations 25 to 29, are divided by the density of the particular steel used, as defined in
paragraph 6.3.3, in order to obtain the value of the specific heat.
To better understand the trend of the specific heat for the different steel phases as a function
of temperature, the values of the specific heat for a AISI 4140 steel, whose density is of
7850 𝑘𝑔⁄𝑚3 [54], were plotted on MATLAB and are displayed in Figure 3. 11.
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(25)
(26)

(27)

(28)

(29)

Figure 3. 11: Specific heat as a function of temperature for different steel phases in AISI
4140 steel. Plot obtained in MATLAB starting from the equations reported in [2].
What can be seen, is that the trend of the specific heat is to decrease with decreasing
temperature for all of the steel phases. Although Figure 3. 11 refers to values of the specific
heat of AISI 4140 steel, since the graphs are obtained by plotting equations 25 to 29, and
dividing the results of such equations by the density of the AISI 4140 steel, that is a
constant, similar trends should be found for every steel, with the results varying only
because of the different densities of the different steels.
3.3.3.6 Material Modelling Final Remarks
In conclusion, the simulation tool, to perform the quenching simulation, requires some
material properties. Of these properties, the Young’s modulus, the thermal conductivity
and the specific heat, are evaluated directly during the simulation, as function of the
temperature and of the amount of the different steel phases present. In order to do so, the
values of these three material properties for the different steel phases and as a function of
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temperature, are evaluated by using the equations reported above. These values, for each
material property, are then reported in ABAQUS in the material definition section. Starting
from this input data, during the simulation, at each iteration, the field variables carrying
information on the different steel phases present, and the information on the temperature
found during the current iteration, are used by ABAQUS to determine the most correct
values for the material properties to be used in that iteration.
For both of the other two material properties that are required: the density and the Poisson’s
ratio, on the other hand, a fixed value dependent on the alloying composition of the
considered steel is utilized. Also these values must be defined in ABAQUS before starting
the simulation.
3.3.4 Phase Transformations
A very important consequence of the quenching process, as reported also in the literature
review chapter, is the onset of the phase transformations. As seen in the literature review
chapter when introducing the most relevant steel phases, different steel phase
transformations occur according to different physical phenomena. Nevertheless, a
classification can be done according to which the steel phase transformations are grouped
in two categories: diffusion and non-diffusion transformations. In particular, diffusion
transformations upon cooling are those in which the carbon atoms are allowed to diffuse
within the component during cooling, and include the transformation of austenite into
ferrite, perlite and bainite. On the other hand, non-diffusion transformations are those in
which the carbon atoms diffusion during cooling is not possible. This is usually the case,
when the cooling is very rapid and so the diffusion is not possible due to the very little
available time for it to occur. An example of a diffusionless transformation is the
transformation from austenite into martensite. Different formulations and methods are
generally present for the prediction of diffusion and diffusionless transformations. These
are shown and explained in the following paragraphs.
3.3.4.1 Diffusion Transformations
Regarding diffusion transformations, different FEA methodologies have been used over
the years to predict phase transformations. In particular, one first approach used in a very
large number of studies dealing with the phase transformations and simulating the phase
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changes, is based on the TTT experimental diagrams. The concept of TTT diagram was
already introduced in the literature review chapter. These diagrams are used to illustrate
the temperatures and times for the transformation of the austenite into the different steel
phases during cooling. An example of the TTT diagram, showing also some reference
temperature values, is shown in Figure 3. 12 [55]. As explained in the literature review
chapter, since the transformation temperatures are dependent on the alloying composition,
there does not exist a single TTT diagram that can be used for all steels, but rather many
different TTT diagrams can be found when looking at steels with differing alloying
composition.

Figure 3. 12: TTT diagram example. Image taken from [55]
The method that uses the TTT diagram to evaluate the phase transformations is based on
the application of the Johnson–Mehl–Avrami equation and works as follows.
As explained in [56], the diffusion transformation can be expressed by using the Johnson–
Mehl–Avrami–Kolmogorov (JMAK) equation [57][58][59]. This formulation, as
expressed in [56], is reported in equation 30. It is an exponential equation that relates the
volume fraction of the diffusion phase that is generated, to the time. This is done by using
two material related parameters: A and B.
𝜉𝑖 = 1 − 𝑒 −𝐴∙𝑡

𝐵

(30)
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In this equation:
•

𝜉𝑖 represents the phase fractions of the different diffusion transformation
phases. In this case, “i” can take the values of “p” to represent perlite, “b” to
represent bainite and “f” to represent ferrite.

•

𝑡 represents the time.

•

𝐴 and 𝐵 are material related parameters.

𝐴 and 𝐵 can be obtained from the TTT diagram mentioned above. This can be done by
considering some particular points in the TTT diagram. In particular, as explained in [56],
at a fixed temperature, the transformation times that determines the generation of a 1%
(0.01) and 99% (0.99) amount of a diffusion phase are recorded. In this way the following
information can be obtained:
•

𝐹𝜃 , that is equal to 0.01, is the starting phase fraction of the diffusion phase.

•

𝐹∅ , that is equal to 0.99, is the ending phase fraction of the diffusion phase.

•

𝜃 is the time required to have a 𝐹𝜃 phase fraction.

•

∅ is the time required to have a 𝐹∅ phase fraction.

∅ , 𝜃 , 𝐹∅ and 𝐹𝜃 define the location of two points in the TTT diagram. These points can be
located in the TTT diagram for each diffusional phase, as shown in Figure 3. 13, that was
taken from the study [56].
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Figure 3. 13: Explanatory diagram for phase fraction evaluation from TTT diagrams. [56]
Knowing the values of 𝐹𝜃 , 𝐹∅ , 𝜃 and ∅, the parameter A can be obtained with equations 31
or 32 that are obtained by rearranging equation 30, and inserting the values of 𝐹𝜃 or 𝐹∅
instead of 𝐹𝑖 , and the values of 𝜃 or ∅ instead of 𝑡.
𝐴=−

ln(1 − 𝐹𝜃 )
𝜃𝐵

(31)
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𝐴=−

ln(1 − 𝐹∅ )
∅𝐵

(32)

In order to evaluate the parameter A, however, parameter B must be known. The latter can
be evaluated with the formulation expressed in equation 33.
𝑙𝑛 (
𝐵=

ln(1 − 𝐹𝜃 )
)
ln(1 − 𝐹∅ )
𝜃
𝑙𝑛 ( )
∅

(33)

Equation 33 is just obtained by combining the equation 31 and 32.
Once the parameters A and B are evaluated, the equation 30 can be used to evaluate the
phase fraction of the diffusive phase. It must be noted that, as explained in [56], when using
equation 30, the value of the transformation time t to be used, is evaluated as shown in
equation 34, by adding the value of time increment used in the simulation to the time
obtained based on the value of the phase fraction at the precious step.
1⁄
𝐵

ln (1 − 𝐹𝑗−1 )
𝑡𝑗 = ∆𝑡𝑗 + [−
]
𝐴

(34)

Where:
•

𝑡𝑗 is the value of t to be used in equation 30, for the 𝑗th iteration.

•

∆𝑡𝑗 is the time increment in the 𝑗th iteration in the simulation.

•

[−

ln (1−𝐹𝑗−1 )
𝐴

]

1⁄
𝐵

is the time corresponding to the phase fraction in the previous

simulation iteration (j-1).
However, as expressed in [56], the JMAK equation can be used only for isothermal
transformation processes. This is not the case when considering the quenching process,
where the temperature decreases very quickly and does not remain constant. In order to use
this equation even though the quenching procedure is not isothermal, the Scheil’s additivity
rule is utilized [56]. In this way, the cooling curve that the component experiences is
divided in many different isothermal segments as shown in Figure 3. 13. At this point, the
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equation 30 can be used without any issues for each isothermal segment. Due to nucleation
of the different diffusive steel phases, the transformation is supposed to start when the
condition expressed in equation 35 is satisfied [56].
∑
𝑗

∆𝑡𝑗
=1
𝜏𝑗

(35)

This last expression states that the transformation starts only when the sum of the time of
the isothermal segments becomes greater than a value 𝜏𝑗 ,that is the transformation
beginning time at the 𝑗th iteration of the simulation. The meaning of 𝜏𝑗 and of the equation
35 can be easily understood when looking at Figure 3. 13.
This method has been used in a very large number of studies dealing with heat treatments
and phase transformations such as [2], [3], [30], [38], [39], [40], [42], [56], and [60].
However, this method has a great drawback that impairs the possibility to use it in the
simulation tool developed in this thesis research. In fact, this method requires a TTT
diagram in order to evaluate the material parameters A and B that are used in the
simulation. The TTT diagram however, as mentioned in the literature review chapter, is
greatly dependent on the alloying composition of the steel. The simulation tool that is being
developed in this research, is used to simulate a sequence of carburizing quenching and
tempering. In this scenario, the component that is quenched, has previously been carburized
and so displays a varying carbon concentration. For this reason, using a single TTT diagram
to simulate the phase transformations would lead to incorrect results as different TTT
diagrams for each alloying compositions should be used instead. This issue was already
introduced in the literature review chapter.
For this reason, a different type of solution that takes into consideration also the carbon
percentage at each location must be used when also carburizing is considered. This is the
case with the phase transformation model developed by Kirkaldy et al. in [61].
The model consists of a set of three differential semiempirical equations that simulate the
transformations from austenite into ferrite, perlite and bainite. The three equations relate
the rate of formation of the steel phase to the alloying composition of the steel, to the grain
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size of the austenite from which the steel phases are generated, to the undercooling below
the phase transformation start temperature, and to the amount of each phase transformed.
The equation proposed by Kirkaldy for ferrite is:
𝜏𝐹 =

59.6 ∙ 𝑀𝑛 + 1.45 ∙ 𝑁𝑖 + 67.7 ∙ 𝐶𝑟 + 244 ∙ 𝑀𝑜
0.3 ∙

𝐺−1
2 2

∙ (𝐴𝑒3 −

𝑇)3

∙𝑒

−

23500
𝑅∙𝑇

∙ 𝐼(𝑋)

(36)

The equation proposed by Kirkaldy for perlite is:
𝜏𝑃 =

1.79 + 5.42 ∙ (𝐶𝑟 + 𝑀𝑜 + 4 ∙ 𝑀𝑜 ∙ 𝑁𝑖)
𝐺−1
2 2

∙ 𝐼(𝑋)

(37)

∙ (𝐴𝑒1 − 𝑇)3 ∙ 𝐷′

The equation proposed by Kirkaldy for bainite is:
𝜏𝐵 =

(2.34 + 10.1 ∙ 𝐶 + 3.8 ∙ 𝐶𝑟 + 19 ∙ 𝑀𝑜) ∙ 10−4
𝐺−1
2 2

∙ (𝐵𝑠 −

𝑇)3

∙𝑒

−

27500
𝑅∙𝑇

∙ 𝐼′(𝑋)

(38)

Where:
1
=
𝐷′

1
27500
𝑒 − 𝑅∙𝑇

+

0.01 ∙ 𝐶𝑟 + 0.52 ∙ 𝑀𝑜
𝑒

𝑥

𝐼(𝑋) = ∫

𝑋 0.66∙(1−𝑋)

0

𝑥

𝐼′(𝑋) = ∫

𝑒𝑋

0

−

(39)

37000
𝑅∙𝑇

1
𝑑𝑋
∙ (1 − 𝑋)0.66∙𝑋

(40)

2 ∙(1.9∙𝐶+2.5∙𝑀𝑛+0.9∙𝑁𝑖+1.7∙𝐶𝑟+4∙𝑀𝑜−2.6)

𝑋 0.66∙(1−𝑋) ∙ (1 − 𝑋)0.66∙𝑋

𝑑𝑋

(41)

In the above equations: 𝐷′ is the effective diffusion coefficient and is defined as expressed
in equation 54, the symbols of the different chemical elements represent the percentage of
the different alloying elements in the steel, 𝑇 represents the temperature at which the phase
fraction is being evaluated in Kelvin units, and 𝑅 represents the gas constant expressed in
𝑐𝑎𝑙⁄
𝑚𝑜𝑙 ∙ 𝐾.
The 𝐼(𝑋) and 𝐼′(𝑋) integration terms for ferrite and perlite, and for bainite respectively,
are a function of the normalized phase fraction 𝑋. The functions 𝐼(𝑋) and 𝐼′(𝑋), represent
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the sigmoidal behavior of the phase transformation. The trend of 𝐼(𝑋), just for sake of
understanding, is shown below in Figure 3. 14.

Figure 3. 14: Plot of sigmoidal term 𝐼(𝑋) found in Kirkaldy’s experimental equations.
The trend of 𝐼′(𝑋) is very similar to that of 𝐼(𝑋), however, it depends also on the alloying
composition.
In equations 36 to 38, 𝐺 is the austenite grain size diameter expressed in ASTM. In this
standard, the ASTM grain size number 𝐺 is related to the number of austenite grains per
square inch that can be counted in a 100X magnification image, that is expressed as 𝑁, as
shown in equation 42 [62].
𝑁 = 2𝐺−1

(42)

In this simulation tool, the value of 𝐺 is evaluated starting from the austenite grain size at
the end of the carburizing procedure. The latter is evaluated as discussed previously in the
carburizing simulation chapter.
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The factors 𝐴𝑒3 , 𝐴𝑒1 and 𝐵𝑠 represent phase transformation starting temperatures. In
particular, the temperature 𝐴𝑒3 is the austenite-ferrite transformation temperature, 𝐴𝑒1 is
the temperature below which ferrite starts to form and 𝐵𝑠 is the temperature below which
bainite starts to form. These temperatures vary with the alloying composition. Different
formulations have been proposed throughout the years to evaluate these temperatures when
knowing the alloying composition. In this study, the following formulation are used.
𝐴𝑒3 = 910 − 203 ∙ √𝐶 − 15.2 ∙ 𝑁𝑖 + 44.7 ∙ 𝑆𝑖 + 104 ∙ 𝑉 + 31.5 ∙ 𝑀𝑜 + 13.1 ∙ 𝑊 − 30 ∙
𝑀𝑛 − 11 ∙ 𝐶𝑟 − 20 ∙ 𝐶𝑢 + 700 ∙ 𝑃 + 400 ∙ 𝐴𝑙 + 120 ∙ 𝐴𝑠 + 400 ∙ 𝑇𝑖

(43)

𝐴𝑒1 = 723 − 10.7 ∙ 𝑀𝑛 − 16.9 ∙ 𝑁𝑖 + 29 ∙ 𝑆𝑖 + 16.9 ∙ 𝐶𝑟 + 290 ∙ 𝐴𝑠 + 6.4 ∙ 𝑊

(44)

𝐵𝑠 = 656 − 58 ∙ 𝐶 − 35 ∙ 𝑀𝑛 − 75 ∙ 𝑆𝑖 − 15 ∙ 𝑁𝑖 − 34 ∙ 𝐶𝑟 − 41 ∙ 𝑀𝑜

(45)

These equations were taken from [63], however, the original studies where the
formulations were developed are: [24] for 𝐴𝑒1 and 𝐴𝑒3 and [64] for 𝐵𝑠 .
Finally, the values of 𝜏𝐹 , 𝜏𝑃 and 𝜏𝐵 in equation 36 to 38 are representing the amount of
time that is necessary for the diffuse phase to achieve a value X of normalized phase
fraction.
For each diffusive transformation phase, the values of time necessary to achieve a 1% of
transformation and a 99% of transformation from austenite to ferrite, perlite, and bainite,
respectively, are evaluated and are called 𝜏𝐹,1% , 𝜏𝑃,1% , 𝜏𝐵,1% and 𝜏𝐹,99% , 𝜏𝑃,99% , 𝜏𝐵,99% .
These can be obtained by applying equations 36 to 38 and placing the value of 𝑋 equal to
1% and 99%.
By knowing these values, then the amount of phase fraction of the diffuse transformation
phases can be determined with the procedure shown below [65].
As a first step, the nucleation time is taken into consideration. For this reason, the
transformation is considered to start once the phase fraction reaches a value of 1%. In the
simulation tool, this is done by evaluating the steel phase fractions only once the relations
shown in equations 46, 47 and 48, for ferrite, perlite and bainite respectively, are fulfilled.
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∑
𝑗

∑
𝑗

∑
𝑗

∆𝑡𝑗
=1
𝜏𝐹,1%

(46)

∆𝑡𝑗
=1
𝜏𝑃,1%

(47)

∆𝑡𝑗
=1
𝜏𝐵,1%

(48)

Where, in equations 46 to 48, the ∆𝑡𝑗 is the time increment of the 𝑗 th iteration. These
equations are fulfilled when the sum of the different time increments in the subsequent
iterations becomes greater than the amount of time needed for the different diffusive
transformation phases to nucleate. Once the above equations are fulfilled, then the
normalized phase fraction of the diffusive transformation phases can be evaluated with
equations 49 to 51.
𝑋𝐹 = ∑
𝑗

𝑋𝑃 = ∑
𝑗

𝑋𝐵 = ∑
𝑗

∆𝑡𝑗
𝜏𝐹,99% − 𝜏𝐹,1%

(49)

∆𝑡𝑗
𝜏𝑃,99% − 𝜏𝑃,1%

(50)

∆𝑡𝑗
𝜏𝐵,99% − 𝜏𝐵,1%

(51)

With equations 49 to 51, the normalized volume fractions of ferrite, perlite and bainite
respectively are calculated. The normalized fraction is defined as the ratio between the real
amount of phase fraction present, and the maximum amount that could be present in the
particular condition that is analyzed. The actual phase fraction can then be discovered
starting from the normalized phase fraction amount.
This method, described in [65], is based on the equations 36 to 41 that were developed by
Kirkaldy in [61]. These equations were used in different studies, as for example [66] and
[65], where they were used to study the transformation of austenite into ferrite, perlite and
bainite during the cooling occurring after welding, and obtained good approximation
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results. However, the studies performed by Li et al. [36], and by other researchers previous
to that, stated that these set of equations developed by Kirkaldy (equations 51 to 56),
worked well with steels with low amounts of alloying materials, however, they worked less
well when considering steels with a higher alloy concentration. To tackle this issue, Li et
al. created a new set of empirical equations based on phase transformation theories and
empiricism.
These equations are based on those created by Kirkaldy. The greatest differences between
the two set of equations are found in the value of the sigmoidal term, and on the
expressions, function of the alloying composition, that are found at the nominators of the
set of equations. Li et al.’s equations are reported below:
The equation proposed by Li et al. for ferrite is:
𝜏𝐹 =

𝑒 1+6.31𝐶+1.78𝑀𝑛+0.31𝑆𝑖+1.12𝑁𝑖+2.70𝐶𝑟+4.06𝑀𝑜
20.41𝐺

∙ (𝐴𝑒3 −

𝑇)3

∙𝑒

−

27500
𝑅∙𝑇

∙ 𝑆(𝑋)

(52)

The equation proposed by Li et al. for perlite is:

𝜏𝑃 =

𝑒 −4.25+4.12𝐶+4.36𝑀𝑛+0.44𝑆𝑖+1.71𝑁𝑖+3.33𝐶𝑟+5.19𝑀𝑜
20.32𝐺

∙ (𝐴𝑒1 −

𝑇)3

∙𝑒

−

27500
𝑅∙𝑇

0.5

∙ 𝑆(𝑋)

(53)

The equation proposed by Li et al. for bainite is:
𝜏𝐵 =

𝑒 −10.23+10.18𝐶+0.85𝑀𝑛+0.55𝑁𝑖+0.90𝐶𝑟+0.36𝑀𝑜
20.29𝐺 ∙ (𝐵𝑠 − 𝑇)2 ∙ 𝑒 −

27500
𝑅∙𝑇

∙ 𝑆(𝑋)

(54)

Where:
𝑥

𝑆(𝑋) = ∫
0

𝑋 0.4∙(1−𝑋)

1
𝑑𝑋
∙ (1 − 𝑋)0.4∙𝑋

(55)

In these equations, the terms have the same meaning as that described above for the
Kirkaldy equations.
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𝑆(𝑋) is the sigmoidal term, that is one of the points of divergence between Kirkaldy’s and
Li et al.’s equations. This sigmoidal curve is shown below, in Figure 3. 15.

Figure 3. 15: Plot of sigmoidal term 𝑆(𝑋) found in Li et al.’s experimental equations.
When comparing Figure 3. 15 to Figure 3. 14, it is possible to see that the sigmoidal curve
is greater for the Kirkaldy equations with respect to what is found with the Li et al.
equations. This, as expressed in [36], means that the reaction rate is three times faster in
the Kirkaldy model that it is in the Li et al. model.
This method, that was used by different studies such as [9] and [33], is reported in [36] to
be in good agreement with experimental results.
Starting from Li et al.’s semiempirical equations, the different phase fractions can be
evaluated by using equations 46 to 51, as seen previously for the Kirkaldy equations.
A very comprehensive comparison between the Kirkaldy and Li et al. models was done in
the work of Chipalkatti J. [67]. In [67], comparisons are made between TTT diagrams
84

evaluated by using the two models, and experimental TTT diagrams for AISI 4140 steel.
What resulted from [67], is that the two models can be used to represent the overall shape
of the TTT diagrams for that steel.
In the simulation tool prepared for this thesis research, based on the above information, it
was decided to use the Li et al. method to evaluate the steel phases. This, because this
method permits to have a good approximation of the phase transformation behavior of the
steel, considering also the varying alloying composition within the component. The Li et
al. model was selected over the Kirkaldy method as it is an improvement of the latter, that
had issues with steels having high alloying composition.
3.3.4.2 Diffusionless transformations
The prediction of the non-diffusion transformation phase fraction is implemented in the
simulation tool by using a different methodology to that used for diffusive transformations.
Unlike what seen for the diffusion transformation phases, where different methodologies
to evaluate the phase fractions were used in different studies, for the non-diffusion
transformations a single method was used in basically all studies encountered in the
literature review. This method consists in applying the Koistinen-Marburger equation [24].
This equation, reported in equation 56, relates the value of the phase fraction of martensite
formed during cooling, to the undercooling below the martensite start-of-formation
temperature.
𝜉𝑚 = 1 − 𝑒 −0.011∙(𝑀𝑠 −𝑇)

(56)

In equation 56, the phase fraction of martensite 𝜉𝑚 is evaluated by having information on
the current temperature 𝑇 and on the martensite transformation starting temperature 𝑀𝑠 .
The formulation to evaluate the martensite transformation starting temperature 𝑀𝑠 , just as
seen in the previous paragraph for 𝐴𝑒3 , 𝐴𝑒1 and 𝐵𝑠 , was taken from the study [63] and was
originally developed by [64]. This formulation is reported in equation 57.
𝑀𝑠 = 550 − 360 ∙ 𝐶 − 40 ∙ 𝑀𝑛 − 20 ∙ 𝑁𝑖 − 40 ∙ 𝐶𝑟 − 30 ∙ 𝑀𝑜

(57)

In equation 57, as seen also with previous equations, the chemical elements symbols
represent the percentage of the different alloying elements.
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As reported in [8], the Koistinen and Marburger equation is based on the most accurate
technique for determining small amounts of retained austenite, X-ray analysis. For this
reason, as reported in [8], “this equation is considered to give the best representation of
martensite transformation over the entire range of undercooling”.
3.3.4.3 Phase Transformations Final Remarks
In the simulation tool, the phase transformations are implemented utilizing the equations
shown above for diffusive and non-diffusive transformations. As expressed in [40], for
both diffusive and non-diffusive transformations, the effect of the latent heat of
transformation, that is a certain amount of heat that is released when phase transformation
occurs and that will be discussed in more detail in the following section, may generate
errors when calculating the phase fractions. In fact, the heat released during phase
transformations, may cause a slight temperature increase, that may cause the simulation
tool to believe that there is a decrease in a phase fraction that was already generated from
austenite. To avoid this, the equation reported below is also implemented for each steel
phase.
𝜉(𝑗) = {

𝜉(𝑗),
𝜉(𝑗 − 1),

𝜉(𝑗) ≥ 𝜉(𝑗 − 1)
𝜉(𝑗) < 𝜉(𝑗 − 1)

(58)

In this equation:
•

𝜉 is the phase fraction of either ferrite, bainite, perlite, or martensite.

•

𝑗 is the current iteration in the simulation.

•

(𝑗 − 1) is the previous iteration in the simulation.

In this way, the phase fraction that is created from austenite upon cooling, cannot transform
back to austenite due to the effect of the latent heat of transformation.
The phase fraction calculations are not done directly in ABAQUS and so must be
implemented separately with the use of a subroutine. The subroutine used is USDFLD. As
already explained in the literature review chapter, this subroutine has a very important
function as it allows the user to create some user-defined variables. These variables have a
meaning that is defined by the creator of the subroutine and can be visualized in the
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ABAQUS post processing. In particular, for the phase transformation simulation, the phase
fractions evaluated with the methodology described above are saved in these user-defined
variables so that they can be visualized in the post processing. Furthermore, these variables
are provided also to other user-defined codes used in the simulation tool, where they are
used for the evaluations of the latent heat of transformations, strains, and hardness profile.
This last concept will be described in greater detail in the following paragraphs.
Additionally, the results of these phase transformation simulations, are also used in the
main ABAQUS program in order to select the values of the young’s modulus, thermal
conductivity and specific heat, that, as discussed in the material modelling paragraph, are
evaluated with a linear mixture rule by knowing the amount of the different steel phases
present, and the value of the property of the particular steel phase as a function of
temperature.
Once the phase transformations have been evaluated and the percentage of the different
phases at each instant is known, the effects determined by the phase transformations must
be simulated. This will be discussed in the following sections where the effects of the
transformations on the strains and on the heat rates are discussed.
3.3.5 Latent Heat of Transformation
A very important consequence of the phase transformations is the latent heat of
transformation. In fact, each phase transformation from the parent austenite is accompanied
with a heat release, where the amount of heat in question depends on the phase that is
formed from the parent austenite. This heat release has a very important effect on the
temperature distribution during the quenching simulation. [2] [30]
Different formulations are present to evaluate the latent heat for the transformation from
austenite to the different steel phases.
In [2], the latent heat of transformation from austenite to the different phases is evaluated
with the formulations shown below.
For the austenite to ferrite transformation:
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∆𝐻 = 1.082 ∙ 102 − 0.162 ∙ 𝑇 + 1.118 ∙ 10−4 ∙ 𝑇 2 − 3 ∙ 10−8 ∙ 𝑇 3 − 3.501
∙ 104 ∙ 𝑇 −1

(59)

where 𝑇 is the temperature expressed in kelvin scale.
For the austenite to perlite or bainite transformation:
∆𝐻 = 1.56 ∙ 109 − 1.50 ∙ 106 ∙ 𝑇

(60)

where 𝑇 is the temperature expressed in Celsius scale.
For the austenite to martensite transformation:
∆𝐻 = 6.40 ∙ 108

(61)

In these equations, taken from the study of [2], the latent heat for the transformation of
𝐽
austenite to ferrite, bainite, perlite, and martensite are expressed in ( ⁄𝑚3 ) as a function of
temperature.
The equation 60 for the austenite to perlite transformation is utilized also in the study [39].
In the simulation tool proposed in this thesis research, however, another set of values is
used to describe the latent heat of transformation. In particular, the values for the latent
heat of transformation that are used, are reported in the Table 3. 2.
Table 3. 2: Latent heat of transformation for austenite transformation into bainite, ferrite,
martensite and perlite.
Latent heat of transformation

Units

Austenite to Bainite

6.2 ∙ 108

Austenite to Ferrite

5.9 ∙ 108

Austenite to Martensite

6.5 ∙ 108

Austenite to Perlite

6.0 ∙ 108
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𝐽⁄
𝑚3
𝐽⁄
𝑚3
𝐽⁄
𝑚3
𝐽⁄
𝑚3

These values were taken from the studies [40] and [41], where they were implemented to
simulate the latent heat due to phase transformation during a quenching simulation. The
studies mentioned above reported results that were validated successfully, therefore giving
a confirmation of the validity of the latent heat of transformation expressions reported
above in Table 3. 2.
The effect of the latent heat of transformation is implemented in the simulation tool with
the use of the following equation:
𝑄̇ =

∆𝐻𝑖 ∙ ∆𝜉𝑖
∆𝑡

(62)

In this equation:
•

𝑄̇ is the heat generation rate due to the phase transformation.

•

∆𝐻𝑖 is the latent heat of transformation from austenite to the phase 𝑖.

•

∆𝜉𝑖 is the increase in phase percentage of phase i.

•

∆𝑡 is the time increment in the simulation.

This equation describes the way in which the heat is released during phase transformations
and was utilized in many different studies such as [2], [30], [37], [38], [39], [40], [41], [68],
and probably many more.
The latent heat of transformation is then simulated in the simulation tool by implementing
equation 62 in a user subroutine called HETVAL. This subroutine serves only this function
in the simulation tool and is completely described in [28]. HETVAL works by recovering
the phase transformation information in the form of the user-defined variables created in
USDFLD, and then solving equation 62 using the phase transformation information
recovered, the latent heat of transformation defined in Table 3. 2 and the information on
the time increment that is provided by ABAQUS. The result of equation 62, as calculated
in HETVAL, is then provided back to ABAQUS for it to be used in the ABAQUS
calculations.
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3.3.6 Quenching Strains
During the quenching process, due to the very high temperature gradient experienced by
the component and to the phase transformations it determines, the component being
quenched is subjected to different strains having different magnitudes. In particular, five
different strains can be distinguished during the quenching procedure. The sum of these
different strain contributions, as shown in equation 63, determines the overall strain. [2]
[30] [56]
𝜀𝑡𝑜𝑡 = 𝜀𝑒 + 𝜀𝑝 + 𝜀𝑡ℎ + 𝜀𝑡𝑟 + 𝜀𝑡𝑝

(63)

In this equation:
•

𝜀𝑡𝑜𝑡 is the total strain.

•

𝜀𝑒 is the elastic strain.

•

𝜀𝑝 is the plastic strain.

•

𝜀𝑡ℎ is the thermal strain.

•

𝜀𝑡𝑟 is the transformation strain.

•

𝜀𝑡𝑝 is the transformation induced plasticity strain.

Each of these strain factors will be discussed in greater detail in the next paragraphs.
3.3.6.1 Elastic Strain
The elastic strain is the strain that is experienced by the component in the elastic field. The
deformations experienced by the component in the elastic phase are generally reversible
and disappear once the load that is causing the deformation is reduced. This strain is related
to the stress in the elastic field by the young modulus, as explained in the material modeling
paragraph and reported in equation 17. This strain component is already calculated in
ABAQUS and requires no additional user coding to be implemented [30].
3.3.6.2 Plastic Strain
Plastic strain is the strain experienced by the component in the plastic region. In the plastic
regions, the deformations that the component experiences are irreversible and are not
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completely recovered once the load that caused them is removed. As with the elastic strain,
in the simulation tool created for the thesis research this strain component has no additional
user coding implementing it in the simulation.
3.3.6.3 Thermal Strain
The thermal strain is determined by the fact that a temperature differential always
determines the component to expand if the component is heated, or shrink if the component
is cooled. The expansion or shrinking determines some strains that, in the case of
quenching, are quite substantial due to the very high temperature differential involved in
the process. The thermal strain is implemented with a formulation as that shown in equation
64.
𝜀𝑡ℎ = 𝛼 ∙ ∆𝑇

(64)

In this equation:
•

∆𝑇 is the temperature differential.

•

𝛼 is the thermal expansion coefficient.

The latter is a parameter that is expressed in the units of °𝐶 −1 and relates the strain
experienced by the component to the temperature change that has caused such strain.
Equation 64 evaluates the value of the thermal strain as wanted, however, different phases
are present during the quenching operation at different time instants and at different
locations, and the different steel phases have different thermal expansion coefficients 𝛼.
To account for this difference in 𝛼 between the different phases, equation 65 is used.
𝜀𝑡ℎ = ∆𝑇 ∙ 𝜎𝑘 ∙ ∑ 𝛼𝑖 ∙ 𝜉𝑖

(65)

𝑖

In this equation, the “i” subscript is used to represent the different phases. So, basically,
equation 65 is performed for each steel phase and it is dependent on the amount of the
different steel phases present. Furthermore, in equation 65, the 𝜎𝑘 is used to define the
Kronecker delta. This is a tensor that is null in all values not on the tensor diagonal. This
factor is included into the equation to account for the fact that the thermal strain is
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considered to be isotropic. The values of the thermal expansion coefficients for the
different phases were taken from the study [2] and are displayed in the table 3. 3.
Table 3. 3: Coefficient of thermal expansion of austenite, ferrite, perlite, bainite, and
martensite.
Phase

Coefficient of thermal expansion 𝜶

Units:

Austenite

2.20 ∙ 10−5

°𝐶 −1

Ferrite

1.61 ∙ 10−5

°𝐶 −1

Perlite

1.53 ∙ 10−5

°𝐶 −1

Bainite

1.34 ∙ 10−5

°𝐶 −1

Martensite

1.15 ∙ 10−5

°𝐶 −1

It must be noted that in the study [2], the coefficient of thermal expansion of bainite is
actually not reported. The value present in Table 3. 3 was in fact evaluated separately as
an average between the value reported in [2] for perlite and for martensite. This because
the structure of bainite is similar to that of perlite when considering upper bainite and
similar to that of martensite when considering lower bainite. For this reason, a value of
thermal expansion coefficient in the middle between that of perlite and martensite seems
to be an appropriate approximation.
The formulation shown in equation 65 has been utilized in different studies, such as [2],
[30], and [56], in order to evaluate the thermal expansion strain during quenching.
The thermal strain is not evaluated in ABAQUS and so must be implemented separately
with some user coding. This is done by implementing equation 65 and utilizing the values
of 𝛼 defined in table 3. 3, and the temperature information coming directly from the
ABAQUS simulation. The user code where equation 65 is implemented is called UEXPAN
and has the sole function of implementing the thermal, transformation and transformation
induced plasticity strains, that are not already calculated in ABAQUS. A better explanation
on the use of this subroutine is presented in the online guide at [32]. In the following
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paragraphs, the formulations with which the transformation and transformation-inducedplasticity strains are evaluated, are presented and explained.
3.3.6.4 Transformation Strain
As mentioned in [56], phase transformations during quenching lead not only to different
values for the thermal expansion coefficient for the thermal strain, but also to another type
of strain that is related to the fact that the different steel phases have different structures.
In fact, as mentioned in the literature review chapter, the different steel phases have
different structures, (FCC for austenite, BCC for ferrite and tetragonal for martensite), and
so occupy different volume quantities. This strain due to the different volume occupation
of the different steel phases is called transformation strain.
This strain is proportional to the volume fractions of the different steel phases, and to a
factor that is representing the volume differences between them, as shown in equation 66.
𝜀𝑡𝑟 = 𝜎𝑘 ∙ ∑ (
𝑖

∆𝑉
) ∙ ∆𝜉𝑖
3𝑉 𝑖

(66)

It is possible to see that in this equation, as for the thermal expansion strain, the strain is
considered as isotropic, reason for which the Kronecker delta is included in the equation.
In this equation, the factor that is representing the volume differences between the different
∆𝑉

phases is 3𝑉.
This factor has a different value for each transformation from austenite to the different
phases. The values for such a factor were obtained from the study [2] and are reported in
the table 3. 4. In the study [2], the values are said to be obtained from experimental data.
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Table 3. 4: Factor representing the volume differences between the different phases during
transformation of austenite into ferrite, perlite and bainite. [2]
Phase obtained from transformation from Austenite

∆𝑽
𝟑𝑽

Ferrite

0.126

Perlite

0.110

Martensite

0.342

It is possible to see that the value of this factor regarding the transformation from austenite
to bainite is missing. For this reason, a similar reasoning to that explained previously for
the thermal expansion coefficient is considered, and an average value between that found
for the transformation to perlite and the transformation to martensite is used. With this
reasoning, the value of this factor for the transformation from austenite to bainite is
considered to be of 0.226.
In equation 66, the amount of strain is evaluated by summing up the effect due to the
different phase transformations and the different volume changes they determine. In fact,
a multiplication between the amount of phase that has transformed from the parent
austenite, and the factor mentioned above for the transformation to that particular phase, is
performed for each phase transformation that occurs.
Equation 66 was taken from different studies such as those presented in [2], [30], and [56],
where it was used to evaluate this type of strain during heat treatments.
As mentioned above, as for the thermal expansion strain, the transformation strain is not
evaluated in ABAQUS directly and so must be implemented separately in the subroutine
UEXPAN. This is done by implementing in UEXPAN the equation 66, where the phase
transformations information is taken directly from the results of the phase transformation
calculations performed in the subroutine USDFLD, and the values of the
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∆𝑽
𝟑𝑽

factor are

defined directly in the UEXPAN subroutine and are the same as those shown in Table 3.
4.
3.3.6.5 Transformation Induced Plasticity Strain
The last important factor that causes strain during quenching is that related to the effect of
transformation induced plasticity. Transformation induced plasticity causes local plastic
deformations in the component also in locations where the stress is lower with respect to
the yield strength of the component. As reported in [56], it has been determined
theoretically and experimentally that this particular strain is proportional to the
transformation rate of each phase that is being generated from austenite and to the
deviatoric stress. This proportionality is expressed in equation 67, taken from [56].
𝜀𝑡𝑝 = ∑ −𝜂𝑖 ∙ ∆𝜉𝑖 ∙ (1 − 𝜉𝑖 ) ∙ 𝑠

(67)

𝑖

In this equation:
•

𝜉𝑖 represents the phase fraction of the steel phase i.

•

∆𝜉𝑖 represents the phase growth of the steel phase i from austenite.

•

𝑠 represents the deviatoric stress.

•

𝜂𝑖 represents a material parameter that is different for the transformation from
austenite into the different steel phases.

As reported in [56], 𝜂𝑖 assumes a value of 4.18 ∙ 10−5 𝑀𝑃𝑎−1 for the transformation from
austenite to ferrite, perlite and bainite. On the other hand, it assumes a value of 5.08 ∙
10−5 𝑀𝑃𝑎−1 for the transformation from austenite to martensite.
It is possible to see that in this case, unlike what seen for the thermal and transformation
strain, the strain is anisotropic. For this reason, the Kronecker delta found in the expressions
for the previously discussed strains, is here replaced by the directional deviatoric stress.
This strain, as for the thermal and transformation strain, is not present directly in ABAQUS
and so must be implemented separately in the user subroutine UEXPAN. This is done by
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implementing the equation 67 in the user subroutine by: plugging in the 𝜂 values as
described above, using the stress information coming directly from ABAQUS, and using
the information regarding the phase fractions and phase transformations coming from the
phase transformation calculations performed in the subroutine USDFLD.
The method just described for evaluating the transformation induced plasticity strain was
presented in [56], however other equally valid methods to evaluate such a strain were also
presented in [2] and [30].
3.3.6.6 Quenching Strains Final Remarks
To sum up, five different types of strains are distinguished during the quenching process:
the elastic, plastic, thermal, transformation and transformation induced plasticity strains.
Of these, the first two do not have additional coding in the simulation tool. Regarding the
last three, on the other hand, their effects are not evaluated in ABAQUS directly and so
must be evaluated separately with some user coding. This is done by implementing the
relevant equations described above, equations 65 to 67, in a user subroutine called
UEXPAN, that obtains the required input information from the phase transformation study
performed in USDFLD and from ABAQUS directly, and provides as output the strain
contributions related to the thermal, transformations and transformation-induced-plasticity
effects.
In the next paragraph the hardness evaluation methodology at each instant and location is
shown and explained.
3.3.7 Hardness Prediction
A very important information that must be provided as output from the simulation tool is
the hardness of the steel in each location. The hardness is dependent on the type of steel
and alloying composition, on the cooling rate, and also on the microstructure at the location
where the hardness is analyzed [69]. All these factors have a different effect on the
hardness. Different relations were proposed in different studies to relate the factors
mentioned above and evaluate the hardness. Of particular interest is the set of equations
developed by Mayner et al [69]. In these equations, the hardness is evaluated for each steel
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phase as function of the alloying composition and cooling rate. These equations, for the
different steel phases are shown below.
The hardness of martensite is evaluated as:
𝐻𝑉𝑀 = 127 + 949𝐶 + 27𝑆𝑖 + 11𝑀𝑛 + 8𝑁𝑖 + 16𝐶𝑟 + 21 log 𝑉𝑟

(68)

The hardness of bainite is evaluated as:
𝐻𝑉𝐵 = 323 + 185𝐶 + 330𝑆𝑖 + 153𝑀𝑛 + 65𝑁𝑖 + 144𝐶𝑟 + 191𝑀𝑜
+ (89 + 53𝐶 − 55𝑆𝑖 − 22𝑀𝑛 − 10𝑁𝑖 − 20𝐶𝑟 − 33𝑀𝑜) log 𝑉𝑟

(69)

The hardness of ferrite and perlite is evaluated as:
𝐻𝑉𝐴−𝐹−𝑃 = 42 + 223𝐶 + 53𝑆𝑖 + 30𝑀𝑛 + 12.6𝑁𝑖 + 7𝐶𝑟 + 19𝑀𝑜
+ (10 − 19𝑆𝑖 + 4𝑁𝑖 + 8𝐶𝑟 + 130𝑉) log 𝑉𝑟

(70)

In the above equations:
•

𝐻𝑉𝑀 is the martensite hardness expressed in Vickers scale.

•

𝐻𝑉𝐵 is the bainite hardness expressed in Vickers scale.

•

𝐻𝑉𝐴−𝐹−𝑃 is the ferrite, perlite and austenite hardness in Vickers scale.

•

𝑉𝑟 represents the cooling rate at 700°C.

•

The chemical elements symbol represents the percentage of the different
alloying elements present in the steel.

The cooling rate at 700°C is considered, as it is believed that the cooling rate found at that
particular temperature represents closely the average cooling rate found in the entire
quenching process.
What can be clearly seen from equations 68 to 70 is that the carbon content has a very
strong effect on the hardness, especially on that of martensite. This can be seen when
looking at the very high coefficients that multiply the carbon amount in the equations. This
also confirms the importance of the carburizing process that determines the carbon profile.
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With equations 68 to 70, the hardness of the different phases as function of the alloying
composition and cooling rate is evaluated. With this information, and knowledge on the
amount of the different steel phases present, the hardness at a certain location can be
evaluated. This is done by using a linear mixture between the hardness of the different steel
phases, and the amount at which they are present at the particular location. This relation is
shown in equation 71.
𝐻𝑉 = 𝜉𝑚 ∙ 𝐻𝑉𝑀 +𝜉𝑏 ∙ 𝐻𝑉𝐵 + 𝜉𝑓 ∙ 𝐻𝑉𝐴−𝐹−𝑃 + 𝜉𝑝 ∙ 𝐻𝑉𝐴−𝐹−𝑃 + 𝜉𝑎 ∙ 𝐻𝑉𝐴−𝐹−𝑃

(71)

In this equation, 𝐻𝑉 is the overall hardness expressed in Vickers scale, and 𝜉𝑚 , 𝜉𝑏 , 𝜉𝑓 , 𝜉𝑎 ,
and 𝜉𝑝 are the phase fractions of martensite, bainite, ferrite and perlite respectively, that
are evaluated in the USDFLD subroutine as explained in the phase transformations
paragraph.
The hardness profile is then calculated in the simulation tool prepared for this thesis
research, by using equations 68 to 70, and then applying equation 71. These equations are
implemented in the subroutine USDFLD. The hardness provided by equation 71 is then
saved as a user-defined variable so that it can be displayed in the ABAQUS postprocessing.
Equations 68 to 71 provide hardness values in Vickers scale, however, these can easily be
reported in a different scale by performing a conversion between the different scales. In the
study [33], the following equation is used to convert from Vickers scale to Rockwell scale,
where 𝐻𝑅𝑐 is the hardness in Rockwell scale.
𝐻𝑅𝑐 = 193 ∙ log 𝐻𝑉 − 21.41(log 𝐻𝑉)2 − 316

(72)

Also the hardness in Rockwell scale, evaluated with equation 72, is saved as a user-defined
variable in order to be able to display it in the ABAQUS postprocessing.
These equations developed by Mayner et al. for the hardness prediction have been utilised
in many different studies such as those presented in [33], [36], and [40], where validations
of the results proved that the equations were able to correctly predict the hardness values.
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Having described in the above paragraphs the main factors that are considered when
simulating the quenching process, in the next chapter, the simulation of the tempering
process will be investigated.
3.4 Tempering Simulation
Tempering in this thesis research, as mentioned in the simulation tool overview section,
will be modelled not as a physical phenomenon, but rather by simulating the effects that
tempering has on the component hardness properties. The procedure used is the same as
that used in [33]. In fact, the tempering is not implemented in the simulation tool by
increasing the temperature of the component, but by adding some coding that permits to
understand how tempering affects the hardness profile.
This can be done because this tool, as previously stated, is designed to be used for
automotive powertrain components. These components, as mentioned in [70] and [71], are
usually tempered at a temperature range between 150°C and 200°C. This temperature is
quite low considering that the tempering can be conducted anywhere below the
austenitizing temperature, that is usually above 700°C. Temperature has a big impact on
the diffusion time of carbon atoms within the component. In fact, a too high tempering
temperature causes the carbon atoms to diffuse quicker, consequently quickly reducing the
high hardness and strength of martensite. Generally, the tempering time for these
components is also quite low, around one to two hours, as mentioned in [33].
In these conditions, the tempering will affect mostly martensite and very little the other
phases. In fact, as reported in [33], where the original source was reported to be [72], at
those “low” tempering temperatures and time, the only effect that is found in the
component is the diffusion of carbon atoms away from the martensite, determining a lower
hardness martensite and the formation of carbide precipitations. Being this the case, the
tempering is simulated only by simulating the martensite hardness change that occurs
during tempering, and the assumption will be made the other steel phases present are not
affected by tempering.
The procedure to discover the martensite hardness after tempering is based on the theory
developed by Jaffe Holloman in [73], and on experimental tempered martensite hardness
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evaluations, as described in [33]. The Jaffe-Holloman theory, as expressed in [74], states
that any two tempering treatments having the same tempering parameters are considered
to be equivalent. This means that a tempering process with its particular tempering
temperature and time, produces the same effects as any another tempering process, having
different tempering time and temperature, that however exhibits the same tempering
parameter. The tempering parameter, as determined by Jaffe-Holloman in [73], is shown
in equation 73.
𝑇𝑃 = 𝑇𝑡 ∙ (log(𝑡𝑡 ) + 𝑐𝑡 )

(73)

In equation 73:
•

𝑇𝑡 is the tempering temperature expressed in Kelvin units.

•

𝑡𝑡 is the tempering time expressed in hours.

•

𝑐𝑡 is a constant used in the Jaffe Holloman equation that varies for different
alloying compositions.

As reported in [74]: “The tempering parameter has become ubiquitous in the field of steel
metallurgy, and it is now widely accepted that equivalent tempered hardness values for a
given steel imply an equivalent degree of tempering and similar mechanical behavior".
In the work of [5], the values of the constant 𝑐𝑡 from the original work of Jaffe-Holloman
[73], are reported as a function of different classes of steels, where the different steel classes
are selected depending on their alloying content. These values taken from [5] are reported
in Table 3. 5.
Table 3. 5: Values of the Jaffe-Holloman parameter. [5]
Value of the 𝑐𝑡
constant
Carbon content
in steels (wt.%)

15

19.5

0.90-1.20

0.15-0.45

100

20

30

C-Mn and low-

High alloy

alloy steels

steels

Utilizing the concept that two tempering treatments can be considered as equivalent if the
same tempering parameter 𝑇𝑃 is found, starting from whatever tempering temperature and
time are used in the process that is to be simulated in the simulation tool developed for the
thesis research, an equivalent tempering process that determines the same final properties
using however a tempering time of one hour, can be found.
This can be done by following the following sequence of steps. Firstly, the 𝑇𝑃 for the
tempering process that is to be studied is evaluated with equation 73. Secondly, the 𝑇𝑃
parameter just calculated is used as input in equation 74, where the value of 𝑡𝑡 is set to one
hour.
𝑇𝑡 =

𝑇𝑃
(log(𝑡𝑡 ) + 𝑐𝑡 )

(74)

In this way, the tempering temperature that, if maintained for one hour, leads to the same
mechanical results as the original tempering process, is evaluated.
Once this temperature has been found, it can be used for determining the value of tempered
martensite hardness. This can be done because, as reported in [33], in the works of Grange
et al. [75], the hardness values of martensite that has been tempered at different
temperatures for one hour, are reported for different alloying compositions, along with the
values of the as-quenched martensite hardness. This data was then used in [33] to create a
factor 𝑓 that related the value of the tempered martensite found after a one-hour tempering,
to the value of the as-quenched martensite and to the tempering temperature. This factor 𝑓
represents the ratio between the value of the hardness of the tempered martensite to the
hardness of the as-quenched martensite, as shown in equation 75.
𝐻𝑉𝑀 𝑇
𝑓=
𝐻𝑉𝑀

(75)

In equation 75, 𝐻𝑉𝑀 𝑇 is the hardness of the tempered martensite and 𝐻𝑉𝑀 is the value of
the as-quenched martensite. The equation to evaluate the factor 𝑓, developed in [33], is
reported below in equation 76.
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𝑓={

1.304 ∙ (1 − 0.0013323 ∙ 𝑇𝑡 ) ∙ (1 − 0.3619482 ∙ 𝐶),
1.102574 ∙ (1 − 0.0016554 ∙ 𝑇𝑡 ) ∙ (1 + 0.19088063 ∙ 𝐶),

𝐶 < 0.45
𝐶 ≥ 0.45

(76)

In equation 76, the symbol 𝐶 represents the carbon content in weight percent. Considering
the above explanations, the value of 𝑓 is evaluated using as 𝑇𝑡 the tempering temperature
that, kept for one hour, leads to the same results as the original tempering process.
Finally, considering the Jaffe-Hollomon equivalence, by using the value of 𝑓 just
calculated, and the value of the as-quenched martensite hardness calculated in USDFLD
as shown in the hardness prediction paragraph, the value of the hardness for tempered
martensite can be evaluated with equation 75.
Once the value of the hardness for tempered martensite is evaluated, since, as mentioned
earlier, it is assumed that only martensite is affected by the tempering operation, the overall
hardness after tempering can be evaluated with equation 77.
𝐻𝑉 𝑇 = 𝜉𝑚 ∙ 𝐻𝑉𝑀 𝑇 +𝜉𝑏 ∙ 𝐻𝑉𝐵 + 𝜉𝑓 ∙ 𝐻𝑉𝐴−𝐹−𝑃 + 𝜉𝑝 ∙ 𝐻𝑉𝐴−𝐹−𝑃 + 𝜉𝑎 ∙ 𝐻𝑉𝐴−𝐹−𝑃

(77)

In equation 77, 𝐻𝑉 𝑇 is the overall hardness after tempering. This equation is very similar
to that seen in equation 71, with the only difference that, in this case, the hardness used for
martensite is the hardness of tempered martensite. The values of the hardness for the other
phases are the same as those found after quenching and calculated as shown in the hardness
prediction paragraph. This hardness is expressed in Vickers scale, however, as also seen
before, it can be converted into Rockwell scale by using equation 72.
The above equations, that are used to calculate the value of the hardness after tempering,
are also implemented in the USDFLD subroutine. The inputs to these equations would be
the original tempering temperature and time, and the as-quenched hardness for the different
phases as calculated in the hardness prediction paragraph.
Now that the methodology for the three different heat treatments has been covered, the
simulation results for two automotive components will be presented and discussed. Before
going in detail with what was found from the simulations, the component geometries on
which the simulations and experimental tests were performed are shown and discussed.

102

3.5 Components Geometries
The simulation tool is tested on two automotive geartrain components: a shaft and a gear.
The exact geometry of these components will not be declared as it is proprietary
information of the well-known OEM that is the owner of these components. Experimental
tests were carried out on these two components by operators of the OEM. The experimental
results were then compared to the simulation results in terms of microhardness and
microstructure. Whilst the results comparison and discussion will be carried out in the next
chapter, in this paragraph the two geometries will be introduced.
3.5.1 Gear Geometry
The first component for which the simulation outputs will be compared to experimental
results is a gear. This component is part of a geartrain assembly. The exact geometry of the
gear utilized, as mentioned earlier, will not be disclosed because considered as proprietary
information of the OEM that performed the experimental simulations. However, a similar
component in dimensions and features is shown in Figure 3. 16. The component shown in
Figure 3. 16 is also that that was implemented in ABAQUS for the simulations.
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Figure 3. 16: Gear component part implemented in ABAQUS.
Actually, what is shown in Figure 3. 16, is only a part of the real object. In fact, the gear
component is axisymmetric, where the axis of symmetry is the y-axis. Therefore, what is
shown in Figure 3. 16 is only a part of the component, that, if repeated multiple times
around the y-axis, determines the final component’s geometry. This small part of the
component is sufficient to perform the simulations, due to symmetry. In fact, symmetry
boundary conditions can be inserted on all of the surfaces of the component where the real
component would continue. These boundary conditions simulate the presence of the rest
of the component that is not actually present when considering only the small part shown
in Figure 3. 16. These surfaces are highlighted in red in Figure 3. 17.
The choice of using only a small part instead of using the entire component, is taken
because, with symmetry, the same results as if the entire component was simulated can be
obtained using however a smaller part of the component and so a smaller number of mesh
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elements. A smaller amount of mesh elements, in turn, reduces the computational power
and time required for the simulation.

Figure 3. 17: Regions of the gear component implemented in ABAQUS where the real
component would continue, and where the symmetry boundary conditions are applied.
The same regions highlighted in red in Figure 3. 17 are also those that are not exposed to
the carburizing gas and quenching medium in the simulations. This can be clearly
understood considering that these areas would not be visible in the entire component, since
the rest of the object would be there. The regions exposed to the carburizing gas or
quenching fluid are therefore those not highlighted in red in Figure 3. 17.
For frame of reference, although the correct dimensions cannot be given because
considered confidential information of the OEM, the pitch diameter of the gear, of which
one tooth is seen right at the top of the component in Figure 3. 16, is of about 150 mm.
The gear is made of a steel grade that is an internal standard of the OEM that owns the
component. However, the commercial steel grade that is the closest to that composing the
component, is 20MnCr5 steel. The 20MnCr5 steel was simulated in the simulation tool by
using the alloying composition that is shown in the Table 3. 6.
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Table 3. 6: Alloying composition of 20MnCr5 steel.
Element C

Mn

Si

Cr

B

Ti

Cu

S

Al

(wt%)

(wt%)

(wt%)

(wt%)

(wt%)

(wt%)

(wt%)

(wt%)

(wt%)

0.165

1.35

0.15

1.25

0.002

0.0025 0.15

0.020

0.035

In Table 3. 6, the amount of the different alloying elements is reported in weight percent.
As mentioned earlier, on this component, a set of microhardness measurements and
microstructure images were taken by some technicians at the OEM. These were taken at
the surface and at different locations within the case depth. This information was then used
to make a comparison with the results obtained in the simulation. In the following “Results
and Discussion” chapter, the simulation results from the carburization and quenchingtempering studies on this component will be shown and compared to the experimental
measurements. On the other hand, in the continuation of this chapter, the second
component that is studied will be introduced.
3.5.2 Transmission Shaft Geometry
The second component for which the simulation outputs will be compared to experimental
results is a transmission shaft. This component has the structure of a hollow shaft on top of
which different features are present. A picture of a transmission shaft taken from the
internet [76] is displayed in Figure 3. 18. It must be noted that the shaft shown in Figure 3.
18 is inserted just as reference and is not the transmission shaft that is being studied. This
because that component, as previously mentioned, cannot be displayed because considered
proprietary information of the OEM.
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Figure 3. 18: Transmission shaft image taken for reference from the internet. [76]
On this component, as for the gear, different experimental microhardness tests were
conducted, and several microstructure images were taken. In particular, the zone in which
such experimental tests were conducted was one where the component had no toothed
regions, and so the sample basically consisted of a hollow cylinder.
For this reason, in the simulation tool, the part that is implemented in ABAQUS is not the
entire shaft component but rather only a small part of it, a hollow cylinder. This is done in
order to correctly simulate the part of component where the experimental measurements
are taken from, without increasing the complexity and computational requirement of the
simulation by considering the entire component.
Furthermore, of the hollow cylinder, only a quarter of the part is simulated on. This can be
done because of the symmetry of the hollow cylinder, that can be exploited as previously
seen for the gear component. The geometry implemented in ABAQUS is that shown in
Figure 3. 19. Although the exact dimension of the shaft cannot be disclosed, for reference,
the external diameter of the transmission shaft component is of around 45mm.
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Figure 3. 19: Geometry implemented in ABAQUS for the transmission shaft simulation.
The symmetry can be exploited by inserting symmetry boundary conditions at the surfaces
where the real component would continue, as seen previously for the gear component.
These surfaces are shown in Figure 3. 20.
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Figure 3. 20: Regions of the transmission shaft component implemented in ABAQUS (in
red) where the real component would continue, and where the symmetry boundary
conditions are applied.
In Figure 3. 20, the surfaces highlighted in red are surfaces where the real component would
continue with respect to the simulated one. Basically, the only regions that are not red are
the internal and external surfaces of the hollow cylinder. In the simulation, the region of
the component that is exposed to the carburizing environment and to the quenching fluid
is the external surface of the hollow cylinder.
The steel used in the simulation is 27MnCr5. This material was simulated using the
alloying composition that is shown in the Table 3. 7 reported below.
Table 3. 7: Alloying composition of 27MnCr5 steel.
Element C

Mn

Si

Cr

B

(wt%) (wt%) (wt%) (wt%) (wt%)
0.25

1.25

0.25

1.15

Ti

Cu

S

Al

(wt%) (wt%) (wt%) (wt%)

0.0005 0.005

0.15

0.020

0.0275

In Table 3. 7, the amount of the different alloying elements is reported in weight percent.
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In the following chapter, the carburizing and quenching-tempering simulation results will
be presented and discussed for both the gear and the transmission shaft component. These
will then be compared to some experimental measurements taken on the real components
by the OEM.
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4

CHAPTER 4:

RESULTS AND DISCUSSION
In this chapter, the main results obtained using the simulation tool will be displayed for
both components. These results, in terms of the microstructure information and the
microhardness values, are then compared to information obtained from experimental tests
performed on the real components. In this chapter, two separate sub-chapters are present:
one dealing with the gear component, and one dealing with the transmission shaft
component. This division is done as, since these two components present different
geometries and follow different heat treatment recipes, they also present different
microstructures and microhardness values.
4.1 Gear Geometry
In order to present the simulation results obtained when considering the gear component,
in this sub-chapter, two paragraphs are present: one dealing with the carburizing study
results, and the other one dealing with the quenching-tempering results and comparison
with experimental measurements.
4.1.1 Gear Carburizing Simulation
The gear component is carburized by vacuum carburizing, using Acetylene as carbon
carrier. Therefore, the methodology described in the vacuum carburizing section of the
methodology chapter is used to evaluate the carbon diffusivity, mass transfer coefficient
and carbon potential. In fact, equation 5 is applied, using the alloying composition reported
in Table 3. 6 for 20MnCr5, to evaluate the carbon diffusivity values to be inserted in
ABAQUS as input. With what regards the mass transfer coefficient, the equations 12 and
13 are used, where Acetylene is considered as carburizing gas, and the values of the
carburizing temperature and pressure are taken to be the same as those used on the
component on which the experimental tests were performed. The values of the carburizing
temperature and pressure, however, cannot be reported as considered confidential
information of the OEM performing the carburizing procedure.
Finally, the value of the carbon potential, as described in the methodology chapter, is taken
from the study [5]. However, the temperature of the carburizing process that is used for the
carburizing of the transmission shaft component, is not the same as the 950°C for which a
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value of 1.39 of carbon potential was evaluated in [5]. However, it is very close in value,
and for this reason, since in [5] two values of carbon potential are found at two different
temperatures, at 920°C and 950°C, the value used in the simulation is adjusted to reflect
the actual carburizing temperature of the transmission shaft component, by considering the
values of the carbon potential at 920°C and 950°C.
The surfaces exposed to acetylene, as mentioned earlier, are those not highlighted in red in
Figure 3. 17.
In the following paragraph, the mesh utilized for the carburizing study will be discussed.
4.1.1.1 Description of Mesh used in gear geometry
In the carburizing simulation, the following mesh shown in Figure 4. 1 was utilized.
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Figure 4. 1: Mesh used in gear component.
What can be seen from the Figure 4. 1 is that a quite fine mesh is used in the core of the
component, and then, in order to have more accurate results, a mesh refinement is also
applied at the surface to have smaller elements and so greater accuracy. In fact, as it is well
known, the FEA simulation has an intrinsic tradeoff, that between the mesh containing
many elements, that generally leads to more accurate results but longer computational
expense and time, and a mesh containing few elements, that determine less accurate results
but in shorter amount of time and with less computational power required. This being the
case, a finer mesh is used at the surface, where the effect of the carbon content variation
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during carburization is the greatest, and a coarser mesh is used in the core of the component,
where the carbon content is not expected to vary. In this way, the simulation can provide
good results without requiring loads of time and computational power. The mesh at the
core of the component is composed of 1mm “Hex” elements, whilst the mesh at the surface
is still composed of “Hex” elements, but having smaller depth dimension. In particular, ten
small layers of 0.1 mm thickness are present at the component’s surface. “Hex” stands for
“hexahedral”, and “Hex” elements are three-dimensional features having a hexahedral
shape.
A closer view at the mesh refinement at the surface is provided in Figure 4. 2.

Figure 4. 2: Mesh refinement at the gear’s surface.
Now that the mesh used in the simulation has been discussed, the results in terms of carbon
distribution within the component will be presented.
4.1.1.2 Carbon Content Simulated in Gear Geometry
The carbon content distribution within the component can be seen in Figure 4. 3.
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Figure 4. 3: Carbon concentration found at the end of carburization process within gear
component.
What can be seen from Figure 4. 3, is that the greatest amount of carbon concentration, as
expected, is found at the gear’s surface. The carbon concentration then decreases along the
component’s depth, and eventually reaches the value of the carbon content that was present
in the original steel on which carburizing was performed. As mentioned earlier, the starting
value of carbon is of 0.165%. In the legend present in Figure 4. 3, the variable “CONC”
indicates the concentration of diffusing atoms, and the symbol “e-X” sands for the function
“10−𝑋 ”. For example, “1.650e-01” means “1.650 ∙ 10−01 ”, and so 0.165. The value found
in the legend is the weight percent of the carbon present within the component.
It is possible to see from Figure 4. 3, that the regions of the gear that have a greater amount
of surface exposed to the carburizing environment, will display a greater value of carbon
concentration. This can be seen basically at all edges where two or more surfaces are
meeting. This, because the dissociation of acetylene, that is responsible for the carbon
diffusion to the surface, occurs at all surfaces. At the edges, that are the meeting point for
different surfaces, the carbon content will be higher because it will “feel” the effect of the
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carbon increase due to the acetylene dissociation, from both of the meeting surfaces.
Exception made of the edge regions, the rest of the gear seems to have a uniform carbon
content at the surface, as expected.
A closer look at the carbon content variation at the surface, in a non-edge location, is shown
in Figure 4. 4.

Figure 4. 4: Carbon content at the surface in a non-edge location.
What can be seen from Figure 4. 4, is that the carbon content variation determined by the
carburization process affects only a very limited depth. It is also possible to see that the
mesh refinement at the surface is effective in comprising all of the depth affected by the
carburization process.
In Figure 4. 5, a “cut-view” of the component, showing the situation inside the tooth region,
is shown.
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Figure 4. 5: Carbon content in a cut-view of the tooth region of the gear component.
What can be seen in Figure 4. 5, is that, also in the tooth region, the carbon content
decreases very rapidly, in less than 1 mm, from the high value found at the surface to the
carbon content value found starting steel. From Figure 4. 5, it is also possible to see that
the carbon content has a bright red color in the edge at the tip of the tooth where three
surfaces are meeting, and a dark orange color where two surfaces are meeting. In the rest
of the component, where there are no edges, the carbon content is shown by the light orange
color. The bright red color, as seen in the color scale shown in the Figure 4. 5, represents a
carbon content of about 0.8 %. The dark orange and bright orange colors, on the other hand,
represent carbon contents of about 0.72 % and 0.68 % respectively. This confirms what
explained previously, that the locations in the component that are more exposed to the
carburizing gas display a greater carbon content.
The graph shown in Figure 4. 6, shows the carbon content as a function of depth for a nonedge location (bright orange region).
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Figure 4. 6: Carbon content as a function of depth for non-edge region in gear component.
From Figure 4. 6, it can be seen that the carbon content varies from the high value at the
surface, that in this case is found to be of 0.6734 %, to the value found in the starting steel,
that in this case is 0.165 %, in just below 1 mm.
Whilst Figure 4. 6 shows the carbon variation as a function of depth at the end of the
carburizing process, it gives no information on the history of the carbon content, that lead
to such a result. In order to better comprehend the carbon variation during the entire
carburizing process, Figure 4. 7 is introduced. In Figure 4. 7, the carbon content variation
during the entire carburizing operation in a non-edge location, is shown for three points:
A, B, and C. Point A is located right at the surface of the component, and so it is the most
affected by the carburizing operation. Point B, instead, is located at a depth of 0.5mm from
the surface. At this location, as it is possible to see from Figure 4. 6, the carbon content is
still greater than the starting one, but it is lower with respect to that found at the surface.
Finally, point C is located at a depth of 1 mm. At this location, as it is possible to see from
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Figure 4. 6, the carbon content is not increased during carburization, and so has the same
value as that found in the starting steel. The location of the points A, B, and C is shown
also in Figure 4. 8.
At point A, that is right at the surface, the carbon content varies the most. In fact, it is
possible to see that the carbon concentration trend seen for point A varies greatly and has
a saw-shaped behavior. In fact, it is possible to distinguish in the image periods of time in
which the carbon content increases greatly, and periods of time where the carbon content
decreases. This is due to the alternation between the “pulse” phases and the “diffusion”
phases. The time periods in which the carbon content increases rapidly are the pulse phases.
In fact, during these phases, as mentioned in the literature review chapter, the acetylene
gas is injected in the chamber and rapidly dissociates at the surface, therefore releasing the
carbon in the surface. The increase in carbon is quite quick, due to the fast decomposition
of acetylene. It can be seen that the carbon content during the pulse phase increases quickly
and then reaches a value that it keeps for the rest of the duration of the pulse phase. This
value is the amount of the carbon potential that was selected starting from the work of [5].
When the pulse phase ends, and the diffusion phase commences, the acetylene injection is
stopped, and so the flux of carbon atoms at the surface is ceased. In this period, however,
the high temperature still allows the carbon atoms to diffuse from the high carbon surface
towards the interior of the component, therefore reducing the carbon content at the surface.
It must be noted that the diffusion of carbon atoms from the surface towards the interior of
the component happens also during pulse phases. The pulse and diffusion phases are
alternated and produce the sawtooth shape shown in Figure 4. 7 for point A. In the graph,
the duration of each pulse and diffusion phase is not reported because proprietary
information of the OEM. What can be seen, however, is that the first pulse phase is longer
with respect to the subsequent ones. It is also possible to see that the diffusion phases tend
to become bigger, one with respect to the previous one, in the alternating sequence. It is
finally possible to see that the pulse and diffusion alternating sequence terminates with a
long diffusion phase, where the component is kept for a prolonged amount of time at the
carburization temperature without introducing acetylene gas.
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For what regards point B, that is below the surface, the carbon content increases steadily
over the carburization process. In fact, at point B, the carbon increase is due to the diffusion
of the carbon atoms from the carbon rich surface towards the interior of the component. It
therefore does not feel the rapid grow in carbon due to the acetylene dissociation, followed
by a decrease due to diffusion. It is possible to see that the greater increase in carbon for
point B is found at the end of the carburization process, where the component is kept at the
high carburization temperature for a prolonged period of time, therefore allowing for a lot
of diffusion of carbon atoms to occur from the carbon rich surface towards the interior of
the component. This phase, in fact, is also the one in wich the surface carbon concentration
(point A) decreases the most. However, as mentioned earlier, the carbon diffusion from the
surface towards the interior of the compoent happens also during pulse phases. This is also
confirmed by the continuous grow in carbon concentration seen in B.
Lastly, at point C, the carbon concentration does not vary. This happens because this depth
is not affected by the carburization operation. Therefore, the carbon concentration remains
the same over the entire carburization period.

A
B
C

Figure 4. 7: Carbon content variation with respect to carburizing time for three points, A,
B, and C, at different depths in gear component.
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A

B

C

Figure 4. 8: Location of points A, B, and C in gear component.
4.1.1.3 Austenite Grain Size found at the end of Gear Geometry carburization
The austenite grain size at the end of the carburization process is reported in Figure 4. 9.
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Figure 4. 9: ASTM Austenite grain size at the end of the carburization process in gear
component.
In Figure 4. 9, “SDV45” is the user-defined variable that is used to describe the austenite
grain size expressed in the ASTM standard. This standard, as explained earlier in the
methodology chapter, represents the value of the number of austenite grains per square
inch that can be counted in a 100X magnification image. This value is then used in the
quenching-tempering simulation, where it is used as one of the inputs to evaluate the
diffusive phase transformations with the Li et al formulations, as described in the
methodology chapter.
It is possible to see that this value changes with the depth of the component, this variation,
at non-edge region of the component, is better shown in Figure 4. 10.
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Figure 4. 10: ASTM Austenite grain size at the end of the carburization process, found at
the surface of gear component in non-edge regions.
This variation with depth is due to the carbon gradient at the component’s surface. In fact,
the austenite grain size reported in ASTM standard in Figure 4. 9 and Figure 4. 10, is
evaluated starting from the average austenite grain diameter at the end of the carburizing
process, that is evaluated using equation 14. It is possible to see, however, that equation 14
is dependent also on the carbon content. In particular, since in equation 14 a minus sign is
used at the nominator of the exponential term, where the carbon content is considered, a
greater amount of carbon will determine a smaller average austenite grain size in
micrometers. A smaller austenite grain size, in turn, determines a greater amount of
austenite grains per square inch that can be seen in a 100X image, hence a bigger value of
the ASTM number. The opposite situation is experienced when a low carbon content is
found. This explains the higher values of ASTM austenite grain size number found at the
surface with respect to the internal part of the component. An ASTM grain size number of
just below six is found at the surface, in a non-edge region.
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In the following section, the results from the quenching and tempering study will be
discussed.
4.1.2

Quenching and Tempering simulation and comparison with experimental
findings for gear component
As mentioned in the methodology chapter, the outputs of the carburizing study, in terms of
carbon concentration within the component and austenite grain size at the end of
carburizing, are then used as input in the quenching-tempering simulation. In this
paragraph, the simulation outputs in terms of microhardness will be compared to
experimental results obtained by microhardness evaluations performed on the real
component, and microstructure images taken from the real component will be compared to
simulation outputs in terms of steel phase fractions.
In the quenching and tempering simulation, the same mesh as that used for carburizing
simulation and shown in Figure 4. 1 and Figure 4. 2, is again applied.
The gear component was quenched using helium as quenching medium. In ABAQUS, as
explained in the methodology chapter, the interaction between the component and the
quenching fluid is simulated by using a surface film condition at the surface that is coming
in contact with the fluid. In defining the surface film condition, the values of the heat
transfer coefficient and the temperature of the quenching fluid must be reported. In the
simulation, these values are implemented with the use of the subroutine FILM that, as
explained in the methodology chapter, permits the user to modify the quenching fluid
temperature and heat transfer coefficient, as a function of time. In this simulation, the sink
temperature as a function of time was selected in order to match what was observed in the
process that the real component underwent. For what regards the heat transfer coefficient,
the variation of this coefficient over time, as explained in the methodology chapter, was
evaluated by looking at the tables presented in [16], and by knowing the variations over
time of the helium speed and pressure, that were observed in the process that the real
component underwent. So, the variations of the helium temperature and pressure over time,
that were observed for the real component, were implemented in the simulation. This
information was provided by the OEM that is the owner of the component and of the heat
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treatment recipe used to treat it. These values cannot be reported because considered
proprietary information of the OEM.
As mentioned in the methodology chapter, since only a small part of the component is
simulated, different boundary conditions must be implemented in the component to
account for the presence of the rest of the object that is not simulated. These boundary
conditions basically impede all displacements and rotations that occur where the rest of the
component would be, and so that would not be present if the entire component was
simulated.
These boundary conditions are applied to all surfaces displayed in red in Figure 3. 17, that
are the surfaces where the real component would continue with respect to the simulated
one. These boundary conditions are displayed as the blue and orange arrows in Figure 4.
11.
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Figure 4. 11: Symmetry boundary conditions applied to the shaft component being
simulated.
Now that the mesh and loads used in ABAQUS to simulate the quenching-tempering
process have been reported, in the following paragraphs, the simulation results will be
displayed.
The microstructure, and so microhardness, varies inside the component due to the different
carbon concentrations and cooling rates that are found at different locations. This, because
the carbon concentration varies the steel transformation starting temperatures, and the
cooling rates affect the time that is available for the different steel transformations to occur.
In particular, the regions that have more surfaces exposed to the quenching fluid will have
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a quicker cooling rate and so will present higher traces of martensitic phase, since less time
is available for bainitic transformation. On the other hand, at locations that are less exposed
to the quenching fluid, the cooling rates will be lower and so the martensitic concentration
will also be lower with respect to the case just described above, leaving more space to
bainitic structures.
To give an example, the tooth region of the component, indicated as “Region A” in Figure
4. 12, will present a different, more martensitic structure, with respect to the “Region B”,
that is in a bulkier region of the component that also has less regions exposed to the
quenching fluid.
These observations can be seen in Figure 4. 13, that shows the simulated percentage of
martensite, defined as the user-defined variable “SDV4”, that is present in the component.
In the Figure 4. 13, the component is cut in the “y-z plane” in such a way to cut in half the
gear tooth, in order to reveal the situation inside the tooth. In Figure 4. 13, what was
explained earlier is confirmed. In fact, it is possible to see that in the tooth zone (Region A
in Figure 4. 12), the amount of martensite is greater with respect to what is seen in the
region that was defined as B in Figure 4. 12.
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Region A

Region B

Figure 4. 12: Location of Regions A and B in the gear component.
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Figure 4. 13: Martensite concentration in gear component.
For this reason, for this gear geometry, the results of the simulation in terms of
microhardness and microstructure will be compared to experimental results considering
two different locations. The two locations are the gear tooth and the gear hub. These two
locations, in fact, should present slightly different results due to the different
microstructures found. These experimental measurements were conducted by operators of
the well-known OEM owner of the component.
For this reason, in the continuation of this chapter, two separate discussions for what
regards the microstructure and microhardness simulation predictions and comparison with
experimental measurements will be made for the two different locations.
4.1.2.1 Gear Tooth Location
4.1.2.1.1 Steel Microstructure found at gear tooth and qualitative comparison with
microstructure images
In the gear tooth region, as mentioned earlier, there are a lot of surfaces that are exposed to
the quenching fluid, and, since the amount of steel is quite small, the cooling rate
experienced in this region should be quite higher with respect to that experienced in the
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rest of the gear, where more steel is present, and less surfaces are exposed to the quenching
fluid. Since a higher cooling rate is usually associated with a higher amount of martensitic
structure, in this region the martensite content should be quite substantial.
The steel microstructure was simulated in the simulation tool by using the Li et al.
equations for the diffusive phase transformation, so the transformation from the parent
austenite to ferrite, perlite, or bainite, and with the Koistinen-Marburger equation for the
transformation from austenite to martensite. The application of these equations, as
explained in the methodology chapter, was implemented in the USDFLD subroutine.
The phase transformation simulations provide different interesting insights on the
component. One first outcome of the simulation is the fact that, as expected, no ferrite or
perlite are formed during the simulation. In fact, considering the simulation results, the
reported percentage of ferrite and perlite at the end of the process is of zero percent. This
result is expected as the quenching process is determining a very quick drop in temperature,
that is too quick to allow for the phase transformations of austenite into ferrite or perlite to
happen. As a consequence, the microstructure found within the component is completely
made up of bainite, martensite, and retained austenite.
Considering the outputs of the simulation taken from the lateral surface of the tooth, in a
non-edge region, the following results were obtained for these three phases.
In Figure 4. 14, the fraction of martensite in percentage is shown as a function of depth.
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Figure 4. 14: Fraction of martensite as a function of depth from the surface of the gear
tooth.
In Figure 4. 14, only the situation close to the surface is shown as this location is where the
major changes in steel phase fractions are found.
What can be seen from Figure 4. 14, is that the highest amount of martensite is found very
close to the surface. The martensite percentage, then decreases when going deeper within
the component. It can also be seen that the maximum amount of martensite is not found at
the component’s surface, but rather a little below it. In fact, right at the surface, martensite
is present, according to the simulation, at about 85%. The remaining 15% circa, is in fact
retained austenite, so austenite that did not transform during cooling. The percentage of the
retained austenite, that is present at the tooth’s surface, is shown in Figure 4. 15.
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Figure 4. 15: Fraction of retained austenite as a function of depth from the surface of the
gear tooth.
What can be seen in Figure 4. 15, in fact, is that the amount of retained austenite at the
surface completes the phase composition at the surface of the component. As explained in
the literature review chapter, the fact of having traces of retained austenite at the
component’s surface is quite common in carburized steels. This happens because the
transformation of austenite into martensite upon cooling, as seen in the methodology
chapter, is highly dependent on the starting transformation temperature for martensite
formation 𝑀𝑠 . This relation is shown in the Koistinen -Marburger equation (equation 56).
In particular, what is expressed in equation 56, is that the transformation of austenite into
martensite happens when the temperature is below the 𝑀𝑠 temperature. However, the value
of 𝑀𝑠 , as expressed in equation 57, is greatly dependent on the alloying composition, and,
in particular, to the percentage of carbon. Specifically, where the carbon concentration is
the highest, the 𝑀𝑠 temperature will be the lowest. Therefore, in the regions with low 𝑀𝑠
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values, the temperature interval in which the martensite will be able to form will be smaller.
The value of the temperature 𝑀𝑠 , expressed in °C, is shown in Figure 4. 16 as a function
of depth.

Figure 4. 16: Variation in martensite transformation starting temperature 𝑀𝑠 , expressed in
°C, at the surface of the gear tooth region.
What can be seen is that the 𝑀𝑠 value at the surface is very low, it is in fact below 200°C.
Therefore, the martensite at the surface will be able to form only below 200°C, therefore
having a smaller temperature interval for formation with respect to the other zones of the
component, where the carbon concentration is lower and so the 𝑀𝑠 value is higher. This
fact, coupled to the cooling rate of the component that, due to the direct contact of the
surface with the quenching gas, is greatest at the component’s surface and then decreases
whilst going deeper in the component, determines the fact that martensite during cooling
actually starts forming firstly below the surface where the 𝑀𝑠 value is higher and so is
firstly reached during cooling, and only after at the component’s surface. The presence of
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retained austenite at the surface, is therefore due to the high amount of carbon at the surface
that decreases the transformation starting temperature for martensite 𝑀𝑠 . If the carburizing
procedure was not performed, the highest amount of martensite would be found at the
surface as, since the 𝑀𝑠 value would be uniform in all the component due to the absence
of carbon variation, the first points to reach the 𝑀𝑠 temperature value, below which
martensite starts to form, would be those at the surface.
As it is possible to see from Figure 4. 15, the amount of retained austenite than decreases
when moving further away from the surface and becomes almost negligible. Far away from
the surface, in fact, the lower cooling rates and the higher 𝑀𝑠 values determine an almost
complete transformation of austenite into either martensite or bainite.
In Figure 4. 16, it is possible to see also that the martensite percentage decreases very much
when moving further away from the surface. This is due to the fact that, moving further
away from the surface where the cooling gas is applied, the cooling rates experienced will
decrease. Lower cooling rates with respect to those experienced in the martensite
formation, can determine the formation of bainite. This is exactly what happens, as it is
possible to see from Figure 4. 17 that shows the percentage of bainite that is present close
to the gear tooth surface. In fact, the amount of bainite increases when increasing the
distance from the surface, and so going towards zones where lower cooling rates are
experienced.
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Figure 4. 17: Fraction of bainite as a function of depth from the surface of the gear tooth.
To summarize what has been described so far, the amounts of bainite, martensite, and
retained austenite, that are present close to the gear tooth surface, are shown in Figure 4.
18.
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Figure 4. 18: Percentage of different steel phases as a function of depth from the surface of
the gear tooth.
From this image it is clearly visible that at the surface the greatest amount of retained
austenite is present due to the reasons explained before. The amount of retained austenite
than decreases and becomes almost negligible when moving deeper within the component.
Close below the surface, the amount of martensite reaches its peak value at about 94%,
starting from the already high value of 85% found at the surface. After the peak, the amount
of martensite decreases along the depth and reaches a value of about 48.5%. The rest of the
structure at this point, is therefore mostly composed of bainite, that accounts for slightly
more than 50% of the steel phase composition.
This microstructure shown in Figure 4. 18, would therefore provide a great strength and
hardness at the surface due to the great amount of martensite present. The core of the
component would instead present a greater amount of bainite that provides a quite good
toughness.
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In order to test the validity of the results, these steel phase predictions are compared to the
microstructural images that were taken, using an optical microscope with a 500X
magnification, by the operators at the well-known OEM. In particular, five images, looking
at the microstructure at five different depths within the gear tooth, were taken. The gear
tooth sample on which the microstructure images were taken, in order to prepare it, was
polished and etched with Nital, where the latter is a solution of alcohol and nitric acid.
The first microstructure image was taken at a depth of 0.05 mm from the surface. This
image is reported in Figure 4. 19.

Figure 4. 19: Optical microscopy image at 0.05 mm depth from the surface of the gear
tooth.
Since Nital is used as etchant fluid to prepare the sample, the austenite phase should appear
as a very bright white region. In Figure 4. 19 it can be seen that there are no bright white
regions. This indicates that little amount of retained austenite is found at the gear’s tooth
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surface, and so an almost complete transformation into martensite is achieved. The entirety
of the microstructure is therefore composed of martensite. In Figure 4. 19, some black
needle-like shapes can be recognized. These structures are typical of martensite. The
brownish color region is also martensite. In fact, in this brownish region some very small
needle shapes can be found. However, there are also some brownish regions where no
discernible needle structure can be found. Also these regions identify as martensite, where
however the very fine martensite features do not appear as a magnification of 500X is not
enough to correctly visualize and identify them. In this figure, and also in the following
ones taken at different depths, some black circular points can be seen. These are remnants
of imbedded polishing grit. These are due to the polishing during the sample preparation,
and therefore bare no meaning in the steel microstructure.
At the surface of the tooth region in the simulation tool, a composition of 85% martensite
and 15 % austenite is found. This means that, at this location, the simulation program is
predicting a higher amount of residual austenite with respect to that that has been found
experimentally. However, the absence of austenite from the Figure 4. 19 does not mean
that no austenite is present. In fact, some residual austenite might have transformed into
martensite during the sample preparation due to the effect of transformation induced
plasticity. This effect determines the transformation of austenite into martensite due to
stresses. If this is the case, in the experimental microstructure images the austenite would
not appear because transformed into martensite. It is not possible to know, however, if this
transformation actually occurred. Another possible reason for which the retained austenite
could not be visible, could be that the magnification with which the images are taken is not
high enough to see the retained austenite regions. However, also this cannot be known with
certainty. However, perhaps for a future study, an examination of the retained austenite at
the surface could be conducted with a higher magnification scale, in order to evaluate if
the retained austenite that is not visible in the Figure 4. 38 becomes visible with higher
magnifications.
Overall, the simulation tool then predicts that, apart for residual austenite, only martensite
is present. This is confirmed from Figure 4. 19 where no traces of bainite are found. In fact,
the lower bainitic structure can be recognized by features similar to the needles that are
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typical of martensite, but thicker and with more rounded edges, having a “feathery”
appearance rather than a needle-looking one [23], and none of these features are visible in
Figure 4. 19.
The second image, that is shown in Figure 4. 20, was taken at a depth of 0.23 mm from the
surface.

Figure 4. 20: Optical microscopy image at 0.23 mm depth from the surface of the gear
tooth.
Very similar observations to those made when considering the surface can also be made
when considering a depth of 0.23 mm. In fact, in Figure 4. 20, mostly only martensite is
visible, and no retained austenite seems to be present, due to the absence of bright white
regions in the image.
The simulation tool predicted at this location the presence of 88% martensite and 12%
retained austenite. With respect to what observed at the surface, the amount of retained
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austenite predicted is lower, however, this predicted value is still higher with respect to the
negligible amount of retained austenite found in the experimental microstructural images.
This however could be due to the same reasons explained above.
The third image, that is shown in Figure 4. 21, was taken at a depth of 0.4 mm from the
surface.

Figure 4. 21: Optical microscopy image at 0.4 mm depth from the surface of the gear tooth.
In Figure 4. 21, that shows the microstructure at the tooth region at 0.4 mm from the
surface, the bainitic phase appears. Bainite can be identified as the structure shown within
the yellow circle in Figure 4. 21. In fact, in the purple/white region enclosed in the yellow
circle, it is possible to distinguish areas showing less of a needle shape and more of a
feathery shape, that is typical of bainite. The same structure as that enclosed in the yellow
circle can be found also in other parts of Figure 4. 21. In the image, it is also possible to
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see the same brownish colored areas that were present in the previous figures. An example
of these areas is enclosed in the blue circle. These brownish zones, as mentioned before,
represent the martensite phase, where however the martensite features are not recognizable
due to the magnification of the image, and also, perhaps, due to the polishing during the
sample preparation, that might have hidden them.
It is possible to see that the brownish area is more extended with respect to the areas
showing a bainitic structure, therefore indicating a greater presence of martensite with
respect to bainite. Again, also in Figure 4. 21 no bright white regions are found, indicating
the presence of none, or negligible, residual austenite.
At this location, the simulation tool finds that there is no bainite, and so mostly only
martensite is present. In fact, it is possible to see from Figure 4. 17 that the fraction of
bainite starts showing up and growing only immediately after the 0.4mm depth. This means
that the simulation tool at this location is not predicting any bainite when instead it is
present, however, the simulation tool starts to predict the presence of bainite immediately
after the depth of 0.4mm. The fact that the bainite percentage in the simulation starts
showing up immediately after 0.4mm depth, could be due to the mesh refinement at the
surface. In fact, at the surface, as shown in Figure 4. 2, ten small elements with a depth of
0.1mm each are found. The depth of 0.4mm is therefore the location of one of the nodes of
the elements. Perhaps, if an even finer mesh had to be created at the surface, the Figure 4.
17, that shows the bainite percentage trend as a function of depth, would have a smoother
appearance and perhaps the bainite could be found also at the location of 0.4mm instead of
starting immediately after.
The fourth image, that is shown in Figure 4. 22, was taken at a depth of 0.58 mm from the
surface.
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Figure 4. 22: Optical microscopy image at 0.58 mm depth from the surface of the gear
tooth.
The situation found in Figure 4. 22 is similar to that described for Figure 4. 21. In this case,
however, a greater amount of bainite can be distinguished. At this location, the simulation
tool predicts the presence of bainite. So, it is possible to see that at this location the
simulation tool has predicted the correct phases present at that particular location:
martensite and bainite.
Finally, the fifth image, that is shown in Figure 4. 23, was taken at a depth of 0.75 mm
from the surface.
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Figure 4. 23: Optical microscopy image at 0.75 mm depth from the surface of the gear
tooth.
In this image, similar features to those found in the two previous images can be seen. In
fact, the microstructure seen in the image is composed of martensite and bainite.
At this location, again, also the simulation tool predicts that the microstructure is composed
mostly of martensite and bainite.
Overall, it can be seen that the simulation tool is predicting results that right close to the
surface show a great amount of martensite with a slight presence of retained austenite.
These results are partly confirmed by the microscopy images taken on the component, as
these show a great amount of martensite, but with negligible presence of retained austenite.
This however, as mentioned earlier, could be due to the fact that the retained austenite
present on the component after the heat treatment, may have transformed into martensite
during the polishing performed when preparing the sample. Furthermore, it could also be
due to the magnification of the image, not high enough to correctly identify the austenitic
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features. These suppositions however are not known with certainty. Moving further away
from the surface, the presence of bainite can be spotted in the image taken at 0.4 mm from
the surface. At this depth no bainite is predicted by the simulation tool. In fact, the start of
the bainite formation is predicted in the simulation tool starting from very slightly after
0.4mm of depth. In the images taken at a depth of 0.58mm and 0.75mm, bainitic and
martensitic structures can be seen. This confirms the prediction of the simulation tool, that
also predicts a structure composed of mainly bainite and martensite at these locations.
Therefore, the simulation tool seems to give appropriate qualitative results by identifying
the correct phases present. It is difficult to perform a quantitative analysis as it is very
difficult to correctly and uniquely identify the different steel phases in the images. In fact,
it can be very difficult to distinguish between the needle looking features typical of
martensite from the very fine feathery looking features of lower bainite.
Now that the microstructure has been described, in the following paragraph the simulated
microhardness for the gear tooth will be presented. The simulated microhardness will then
be compared to the experimental results.
4.1.2.1.2 Microhardness simulation results and comparison with experimental
microhardness measurements at gear tooth
The microstructure shown above clearly influences the hardness of the component. For
example, it is known that martensite is the hardest steel phase and that it is slightly harder
than bainite and largely harder than residual austenite. The hardness in the simulation was
predicted, as shown in the methodology chapter, by applying the set of equations developed
by Mayner et al. in the user subroutine USDFLD. These equations, (equations 68 to 70),
evaluate the hardness of the different steel phases as a function of the alloying composition.
It is possible to see from the Mayner et al. equations that the amount of carbon in the
component greatly affect the hardness values. In fact, in all of the equations, one of the
terms is represented by the carbon content at that location multiplying a certain coefficient.
It is also possible to see that, since the coefficient multiplying the carbon content in the
martensite hardness equation is the greatest (949), this indicates that the hardness of
martensite is the most dependent on the carbon concentration. In the images, Figure 4. 24,
Figure 4. 25, and Figure 4. 26, the hardness values of the different steel phases close to the
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tooth surface are shown. In these figures, the hardness of bainite is expressed as the userdefined variable “SDV36” and is shown in Figure 4. 24, the hardness of martensite is
expressed as the user-defined variable “SDV37” and is shown in Figure 4. 25, and finally
the hardness of austenite is expressed as the user-defined variable “SDV35” and is shown
in Figure 4. 26. It must be noted that all of the hardness values shown in these figures are
expressed in Vickers scale.

Figure 4. 24: Hardness of bainite at gear tooth surface expressed in Vickers scale.
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Figure 4. 25: Hardness of martensite at gear tooth surface expressed in Vickers scale.

Figure 4. 26: Hardness of austenite at gear tooth surface expressed in Vickers scale.
What can be understood from these images, is that the hardness for all three steel phases is
greater at the surface of the component where the carbon concentration is higher, and then
decreases inside the component where the carbon content decreases. It is also confirmed
that the hardness of martensite is the greatest between the three.
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The overall hardness after quenching is therefore then evaluated with equation 71, as
shown in the methodology chapter. This is done by knowing the microstructure, that is
shown as a function of depth in Figure 4. 18, and by knowing the hardness values for each
steel phase and at each location, that are displayed in the above images.
The overall hardness found after quenching is shown in Figure 4. 27.

Figure 4. 27: Overall hardness found after quenching at the gear tooth surface.
As expected, the hardness evaluated is greatest at the surface, and then decreases quite
rapidly when moving from the surface towards the interior of the component. This decrease
in hardness is due both to the decrease in carbon concentration, that, as seen in equations
68 to 70, is a very important factor for the hardness value, and also to the fact that
martensite, that has the highest hardness between the three phases that are present in the
component, reaches its maximum very close to the surface and then decreases quite rapidly
leaving the field to bainite, that is less hard. In fact, it is possible to see that the hardness
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value after about 1 mm of depth stabilizes and remains quite constant. This constant area
region is due to the fact that, after a certain depth, the two factors that affect the
microhardness the most: alloying composition and microstructure, do not change anymore
or change very little in value, as it is possible to see from both Figure 4. 18 and Figure 4.
6. In fact, from Figure 4. 6, it is possible to see that the carbon content decreases from the
high value at the surface, to the 0.165% found in the starting steel, in less than 1mm of
depth. Since the rest of the alloying composition is considered to be constant and uniform,
the hardness after the depth at which the carbon reaches the value that was present in the
starting steel, will not change anymore due to the alloying composition. On the other hand,
it is also possible to see from Figure 4. 28, that plots the as-quenched hardness along with
the values of the different steel phases percentages as a function of depth, that, after about
1mm of depth, the microstructure starts to vary less and remains composed of about 51%
bainite and 48% martensite, with also very little presence of retained austenite. Therefore,
after about 1mm, both the microstructure and the alloying compositions show very little
variation, and this is the reason why the hardness remains quite constant after about 1mm
of depth. In Figure 4. 28, the blue lines refer to the steel phases percentage and to the scale
shown on the left of the figure. On the other hand, the red curve shows the trend in hardness
after quenching as a function of depth and refers to the axis shown on the right.
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Figure 4. 28: Steel phases percentage at gear tooth surface (blue scale) along with simulated
as-quenched hardness (red scale).
The values just presented are referring to the hardness after quenching. However, as seen
in the literature review and methodology chapter, this hardness is then reduced during the
tempering process, where the carbon atoms are allowed to diffuse away from the deformed
martensite crystal structure. The tempering effect, as described in the methodology section,
is taken into account by considering the reduction in hardness that it determines in the
martensite phase. The method with which this is done, is explained in the methodology
chapter. The tempering temperature and time cannot be disclosed because proprietary
information of the OEM. However, these values are in the range that was discussed in the
methodology section, so below 200°C and for a time frame of up to two hours.
The overall hardness, found at the gear tooth location after tempering, as a function of
depth, is shown in Figure 4. 29.
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Figure 4. 29: Overall hardness found in the gear tooth after tempering.
A graph comparing the hardness before and after tempering is shown in Figure 4. 30.
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Figure 4. 30: Comparison between hardness found at the gear tooth before and after
tempering.
What can be seen from Figure 4. 30 is that the hardness after tempering is generally lower,
as expected, with respect to that found after quenching. However, the difference between
the two hardness values is not uniform along the depth. In fact, it is possible to see that the
biggest decrease in hardness is seen at the surface of the tooth. The hardness deep inside
of the tooth, on the other hand, is not so affected by tempering. This is due to the fact that,
as seen in the methodology, the only phase that is considered to be affected by tempering,
is martensite. Therefore, since the hardness of martensite is the only one to be modified
and reduced, the greatest difference between the as-quenched hardness and the temperedhardness is seen in the regions that have the greatest amount of martensite. This explains
why the hardness decrease at the surface, where more martensite is present, is much greater
with respect to that that occurs deeper inside the component, where the amount of
martensite is much lower.
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These values of microhardness where then compared to experimental measurements taken
on the real component by some operators at the well-known OEM. The experimental
microhardness measurements are shown in Figure 4. 31, where they are plotted as a
function of the depth at which they were measured.

Figure 4. 31: Experimental microhardness measurements on real gear component after
tempering at tooth region.
In order to grasp the general trend of the experimental microhardness measurements as a
function of depth, an interpolation function was used. This interpolation function is shown
in Figure 4. 32.
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Figure 4. 32: Interpolation function of the experimental hardness at the surface of the gear
tooth after tempering.
The hardness after tempering obtained with the simulation is now compared to these
experimental results to see how close the two set of values are. The comparison between
the simulated and experimental microhardness values is shown in Figure 4. 33.
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Figure 4. 33: Comparison between simulated and experimental hardness results at the
surface of the gear tooth.
What can be seen from Figure 4. 33, is that the simulated microhardness has a value at the
surface that is quite similar to that seen with the experimental microhardness
measurements. The difference in hardness between the simulated and experimental curves
is then minimal in the region starting right below the surface and reaching a depth of about
1 mm, where the simulated microhardness assumes values that are slightly lower with
respect to the simulated ones. After 1 mm in depth, finally, both the experimental
microhardness and the simulated one obtain hardness values that are quite similar and
remain nearly constant.
This comparison shows, for the gear tooth region, that the simulation tool can give to the
user the correct idea on the trend of the hardness of the component as a function of depth.
In fact, the simulated and experimental values seem to be in reasonably good agreement.
The simulation, however, shows slightly lower hardness values in the region from the
surface to the depth value after which the hardness remains quite constant.
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4.1.2.2 Gear Hub Location
4.1.2.2.1 Steel Microstructure found at gear hub and qualitative comparison with
microstructure images
The gear hub region, as it can be seen from Figure 4. 12, is a bulkier region of the gear with
respect to the gear tooth. The presence of a larger quantity of material implies a lower
cooling rate at that location, and so generally a lower amount of martensitic phase with
respect to what was found in the tooth region that is less bulky. Furthermore, the gear hub
has less surface exposed to the quenching gas with respect to the gear tooth region, and
also this tends to lean towards the presence of less martensite in the gear hub with respect
to the gear tooth.
The steel microstructure, that is obtained by applying the Lee et al. formulations and the
Koistinen-Marburger equation in the user subroutine USDFLD, is reported below. Again,
as for the gear tooth region, the cooling rate experienced in the gear hub is fast enough to
prevent the formation of ferritic and pearlitic structures. In fact, the simulation shows that
no formation of perlite and ferrite occurs during cooling. Therefore, again, the simulated
microstructure is composed of mainly bainite, martensite, and retained austenite.
Considering the outputs of the simulation taken from a location in the gear hub, the
following results were obtained for what concerns the percentage of bainite, martensite and
retained austenite.
In Figure 4. 34, the fraction of martensite in percentage is shown as a function of depth.
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Figure 4. 34: Fraction of martensite as a function of depth at the hub surface of the gear
component.
In Figure 4. 34, as done before for the tooth region, only the situation close to the surface
is shown as this location is where the major changes in steel phase fractions are found.
Very similar observations to those made earlier when considering the tooth region can be
made. In fact, the amount of martensite is very high close to the surface, and then decreases
going deeper within the component. The amount of martensite at the surface is of about
85%, the value then slightly increases moving away from the surface, reaching the
maximum value of about 93 % at 0.4mm from the surface. After this peak, the value of
martensite decreases and reaches a value of about 35% in the core of the gear hub. It is
possible to see that, as discussed above, the value of martensite found when distant from
the surface is higher for the hub region with respect to that simulated for the tooth region.
This is due to the cooling rate in the gear that is lower in the hub region with respect to that
found in the tooth region, due to the inferior amount of surfaces exposed to the quenching
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fluid, and to the greater amount of material present in the hub region. The slower cooling
rate determines a higher presence of bainite. This can be in fact seen in Figure 4. 35, that
shows the percentage of bainite as a function of depth. What can be noticed, is that moving
away from the surface the percentage of martensite decreases and, in turn, a greater
percentage of bainite is found. At the core, the percentage of bainite found is of above 60%.

Figure 4. 35: Fraction of bainite as a function of depth at the hub surface of the gear
component.
Completing the microstructure at the hub region surface, is retained austenite, accounting
for about 15%. The percentage of retained austenite as a function of depth for the hub
region is shown in Figure 4. 36.
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Figure 4. 36: Fraction of retained austenite as a function of depth at the hub surface of the
gear component.
In Figure 4. 36, in fact, it can be seen that, at the surface, 15% of retained austenite is found.
This amount then decreases quite rapidly when going deeper inside the component. The
reason why this retained austenite is found at the surface, is the same as that explained
earlier for the tooth region, and so it is due to the higher carbon concentration at the surface
that reduces the transformation starting temperature for martensite formation.
In Figure 4. 37, a graph is included summarizing all info provided above. In this image, the
percentages of retained austenite, bainite and martensite are shown together as a function
of depth.
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Figure 4. 37: Percentage of different steel phases as a function of the depth at the hub
surface of the gear component.
In this image, what was described above can be seen in its entirety. In this image it is very
clear to see that, when moving away from the surface, the microstructure shifts from
becoming composed of mostly martensite to becoming composed of mostly bainite.
As done for the gear component, in order to qualitatively test the validity of the results,
these steel phase predictions are compared to the microstructural images that were taken
using an optical microscope with a 500X magnification by the operators at the well-known
OEM. Again, five images, looking at the microstructure at five different depths within the
gear hub, were taken. As for the tooth sample, also the hub sample on which the
microstructure images were taken, was polished and etched with Nital.
The microstructure images taken at the depths of 0.05 mm, 0.23mm, 0.4 mm, 0.58 mm and
0.75 mm from the surface are shown in Figure 4. 38, Figure 4. 39, Figure 4. 40, Figure 4.
159

41 and Figure 4. 42. Very similar observations to those made above for the tooth region
can be applied also for this component. Therefore, the residual austenite is identified by
very bright white features, the martensite is identified by brownish colored zones such as
those shown in the blue circle in Figure 4. 21, and finally the bainite can be seen when
looking at areas resembling what is enclosed in the yellow circle in Figure 4. 21. Again, in
all of the images taken at different depths, the presence of some black dots that are remnants
of imbedded polishing grit due to the sample preparation, can be seen.

Figure 4. 38: Optical microscopy image at 0.05 mm from the gear’s surface at the hub
region.
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Figure 4. 39: Optical microscopy image at 0.23 mm from the gear’s surface at the hub
region.
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Figure 4. 40: Optical microscopy image at 0.4 mm from the gear’s surface at the hub region.
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Figure 4. 41: Optical microscopy image at 0.58 mm from the gear’s surface at the hub
region.
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Figure 4. 42: Optical microscopy image at 0.75 mm from the gear’s surface at the hub
region.
In Figure 4. 38 and Figure 4. 39, the microstructures that are seen are composed of mostly
martensite, with negligible presence of residual austenite. Again, as seen before for the
tooth region, there could be some austenite in the images that is not visible at this
magnification but that could become visible at higher magnifications. There could also be
some austenite that transformed to martensite during the preparation of the sample.
However, both of these facts cannot be known for sure and may not apply to this situation.
In Figure 4. 38, no bainitic structure seem to be present. In Figure 4. 39, on the other hand,
the structures included in the yellow circle, present features that have a feathery
appearance. In fact, they do not have an elongated and pointy appearance, but rather a
bulkier one, with the edges also appearing more rounded. This structure could be identified
as bainite. It must be noted, however, that these bainitic regions are minimal when
considering the entire Figure 4. 39 and so, as seen for the surface, also at 0.23 mm from
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the surface the microstructure is composed of mainly martensitic phase. The presence of
mostly martensitic phase is predicted also from the simulation tool, that at these locations
finds that the microstructure is made up of mostly martensite with decreasing traces of
residual austenite. Therefore, in these locations, apart for the residual austenite, of which
traces are predicted by the simulation tool and that are not visible in the images, the general
microstructure composition seems to have been correctly predicted by the simulation tool.
Considering the images: Figure 4. 40, Figure 4. 41 and Figure 4. 42, that were taken at
depths of 0.4mm, 0.58mm and 0.75mm respectively, very similar observations can be made
in these micrography images. In all three images, in fact, the bainite phase starts appearing
in considerable amounts. The bainite, as explained earlier, has an appearance similar to that
shown inside the yellow circle in Figure 4. 21, where more bulkier and feathery looking
features can be recognized. In these figures, the amount of bainite increases when looking
at the images taken at greater distances from the surface. The increase in bainite in the
images at larger depth, is of course coupled with a decrease in the brownish areas that
represent the martensitic structure. Overall, at these locations, the phases that are found
when looking at the microstructure are mostly bainitic and martensitic, where the amount
of martensite is greater in the images taken closer to the surface and the amount of bainite
is greater in the images taken further away from the surface. The simulation tool, at the
location of 0.40mm from the surface, predicts that no amount of bainite is found. This is a
very similar situation as that discussed previously when considering the results at the gear
geometry, in fact, the amount of bainite starts increasing immediately after the 0.40 mm
depth. Therefore, also in this case, the absence of bainite at 0.40mm from the surface in the
simulation could be due to a mesh refinement issue. For the situation at 0.58mm and
0.75mm from the surface, the simulation tool predicts the presence of bainite and its
increase as a function of depth.
Overall, the simulation tool seems to reasonably predict the trend of the different steel
phases as a function of depth. The main differences between what is predicted with the
simulation tool, and what is observed in the experimental microstructure images, are
regarding the retained austenite at, and immediately below, the surface, and the bainite
percentage at the depth of 0.4mm. The first difference could be due to the magnification of
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the image that does not allow the vision of the retained austenite zones or perhaps also due
to the transformation that could have happened from austenite to martensite during the
sample preparation. The second difference could be due to the mesh found at the surface.
In fact, perhaps a finer mesh at the surface could show a smoother bainite variation with
depth, and could also predict the presence of bainite at that depth. The simulation tool,
therefore, from a qualitative point of view seems to correctly grasp and predict the trends
of the different steel phases as a function of depth, showing accordance with what is seen
from the microstructure images. As explained above when considering the images taken in
the tooth region, it is very difficult to perform a quantitative analysis starting from the
images shown above, where the bainitic and martensitic features can bare a significant
resemblance, therefore only a qualitative analysis of the images, as done above, is provided.
Now that the microstructure has been described, in the following paragraph the simulated
microhardness for a location in the gear hub will be presented. The simulated
microhardness, as done also previously for the tooth geometry, will then be compared to
the experimental results obtained in the gear hub region.
4.1.2.2.2 Microhardness simulation results and comparison with experimental
microhardness measurements at gear hub
As explained earlier, the microstructure has a great influence on the microhardness values.
In fact, as seen earlier in the images: Figure 4. 24, Figure 4. 25, and Figure 4. 26, when
considering the gear tooth, the different steel phases have different hardness values. In
particular, the martensitic phase displays the greatest hardness values. In all steel phases,
the hardness is much higher at the surface with respect to regions more distant from it, due
to the presence of carbon atoms at the surface because of the carburizing process.
As explained in the methodology chapter, the hardness after quenching is evaluated by
applying equation 71. The overall hardness found after quenching for the gear hub region
is shown in Figure 4. 43.
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Figure 4. 43: Overall hardness found after quenching close to gear’s surface at the hub
region.
As seen also in Figure 4. 26 for the as-quenched hardness close to the gear’s tooth surface,
the as-quenched hardness predicted for the gear hub, that is shown in Figure 4. 43, is
highest at the surface and then decreases whilst moving away from the surface. The
hardness, after a depth of about 1mm stops varying and remains quite constant. This trend
was observed also in the gear tooth region. As explained before, this trend is due to the fact
that at around 1 mm, both the factors that greatly affect the microhardness stop to variate
in a significant manner. In fact, the carbon content at the gear hub, that is not an edge region
and so still has a carbon concentration as that shown in Figure 4. 6, starting from the high
value found close to the surface, reaches the value of the alloying composition that was
present in the starting steel at about 1 mm depth, after which it stops varying. At the same
time, also the microstructure, as shown in Figure 4. 37, stops to vary in a significant way
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after about 1 mm of depth. For this reason, the hardness after about 1 mm of depth remains
quite constant.
In Figure 4. 44, on the other hand, the hardness after tempering is found. A graph
comparing the hardness before and after tempering is then shown in Figure 4. 45.

Figure 4. 44: Overall hardness found in the gear component after tempering in the hub
region.
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Figure 4. 45: Comparison between hardness found in the gear component at the hub region
before and after tempering.
From Figure 4. 45, as it was previously observed when considering the gear geometry, it
can be seen that the hardness found after tempering is lower with respect to the as-quenched
one. Furthermore, it is possible to notice again that the greatest variation in hardness after
tempering is found at the surface. This happens for the same reason as explained earlier
when considering the gear’s tooth region. In fact, the assumption is made, as explained in
the methodology chapter, that the martensite hardness is the only one affected by the
tempering. Therefore, only the martensite hardness will be decreased during tempering.
For this reason, regions where a greater amount of martensite is present, like the surface,
will show a greater difference in hardness before and after tempering, as they present more
martensite for which the hardness is reduced. In fact, the difference between the hardness
before and after tempering, after about 1mm of depth, so further away from the surface, is
much lower due to the lower percentage of martensite that is found.
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What can be also seen when looking at the hardness values found in Figure 4. 45, is that
the hardness values found far from the surface, so after about 1mm of depth, are lower with
respect to those that were found at the same depth for the gear tooth. This is because at
greater depths, the hub region shows a greater amount of bainite with respect to that that
was found in the gear tooth region, and, as discussed earlier, the hardness of bainite is lower
with respect to that of martensite.
The experimental microhardness measurements obtained in the gear hub region of the real
component by some operators at the well-known OEM are displayed in Figure 4. 46 as a
function of the depth at which they were measured.

Figure 4. 46: Experimental microhardness measurements performed on gear component at
the hub region after tempering.
What can be seen when looking at these values, is that also these experimental values
present lower microhardness values going deeper inside the component with respect to
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those found at the same depth in the gear’s tooth region, that are shown in Figure 4. 31. In
fact, whilst the values of hardness that are found deeper inside the gear geometry are of
around 350 Vickers in the tooth region, in the hub region they vary around the value of
about 330 Vickers.
As done previously for the gear tooth, in order to better understand the behavior of these
experimental points, a graph interpolating them is included. This graph is shown in Figure
4. 47.
Finally, in Figure 4. 48 a comparison between the experimental microhardness
measurements found on the real component at the gear hub region, and the simulated
microhardness results after tempering in the same region, is shown in Figure 4. 48.

Figure 4. 47: Interpolation function of experimental microhardness measurements
performed on gear component at the hub region after tempering.
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Figure 4. 48: Comparison between simulated and experimental hardness results at the
surface of the gear in the hub region.
What can be seen from Figure 4. 48, is that again, as seen for the tooth region, the
microhardness profile found with the simulation is in reasonably good agreement with the
one that is obtained experimentally. It is possible to see that the simulated microhardness
values at the surface and at the core of the gear hub, are very similar to those obtained
experimentally. In the depth interval going from the surface and towards the 1mm depth,
the two microhardness profiles show some variations. The simulated microhardness seems
to slightly underestimate the experimental microhardness values.
Overall, considering both results at the tooth and at the core, the simulation tool seems to
be able to correctly identify and predict the trend of the different microstructures present.
Furthermore, the simulation tool is able to correctly identify the microhardness trend as a
function of depth for both of the gear’s regions.
In the following paragraph, the carburizing and quenching-tempering simulations for the
transmission shaft component, introduced in the methodology chapter, will be introduced
and discussed. Furthermore, a comparison between the experimentally obtained
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microhardness measurements and microscopy images, and the simulation results, will also
be carried out.
4.2 Transmission Shaft Geometry
In order to present the simulation results obtained when considering the transmission shaft
component, in this sub-chapter, two paragraphs are present: one dealing with the
carburizing study results, and the other one dealing with the quenching-tempering results
and comparison with experimental measurements.
4.2.1 Transmission Shaft Carburizing Simulation
This component, as also the gear component, is carburized by vacuum carburizing using
Acetylene gas as carbon carrier. Therefore, again the methodology described in the vacuum
carburizing section of the methodology chapter is used to evaluate the carbon diffusivity,
mass transfer coefficient, and carbon potential. The carbon diffusivity values, to be inserted
in ABAQUS as inputs, are evaluated with equation 5 and using the alloying composition
reported in Table 3. 7 for 27MnCr5. The mass transfer coefficient, since acetylene is again
used, is evaluated with equations 12 and 13, as explained in the methodology chapter and
also done for the gear component. Again, the values of the carburizing pressure and
temperature to be used in equations 12 and 13, are the same as those used in the real vacuum
carburizing process with which the component, on which the experimental test were
conducted, was treated. These values, however, cannot be reported because considered
confidential information of the OEM. What can be said, however, is that, whilst the
carburizing temperature used for the treatment of this component is higher with respect to
that used for the treatment of the gear component analyzed previously, the carburizing
pressure used for the two components is the same. For what regards the carbon potential,
as done also previously for the gear component, since the carburizing temperature is not
exactly 950°C, for which the carbon potential of 1.39 was found in [5], the value used in
the simulation is adjusted to reflect the actual carburizing temperature of the transmission
shaft component, by considering the variation between the values of the carbon potential
at 920°C and 950°C.
As mentioned previously in the methodology chapter, the surface of the component that is
exposed to the vacuum carburizing treatment is the external surface of the hollow cylinder.
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In the following paragraph, the mesh utilized for the carburizing study will be discussed.
4.2.1.1 Description of mesh used in transmission shaft geometry
For the carburizing simulation, the mesh utilized is displayed in Figure 4. 49.
This mesh was designed following a similar reasoning to that described above for the gear
component. In fact, this kind of mesh was used because, since the carburizing process is
localized at the components surface and affects only a very small portion in depth of the
component, by using a mesh that is very refined only at 2 mm from the surface and leaving
the rest of the component with a coarse mesh, ensures that the results will be accurate
because of the refined mesh at the surface and, at the same time, not to time-consuming
and computational expensive to obtain, thanks to the lower amount of elements. A closeup image of the refined mesh at the surface is shown in Figure 4. 50.
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Figure 4. 49: Mesh utilized in transmission shaft component.
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Figure 4. 50: Mesh refinement at the transmission shaft surface.
As for the gear mesh, also the mesh of the transmission shaft component is made up of
“tetra” elements.
Now that the mesh used in the carburization process, the carburization study outputs will
be displayed.
4.2.1.2 Carbon content simulated in transmission shaft geometry
The output of the carburizing study in terms of carbon concentration distribution is shown
in Figure 4. 51

176

Figure 4. 51: Carbon distribution within transmission shaft component.
What can be seen is that the carbon concentration, as expected, has the highest value at the
component’s surface. The carbon concentration than decreases towards the interior of the
component and reaches the value of the carbon content of the original steel in the
component’s core. In this case, the starting carbon concentration was of 0.25%.
A zoom-in of Figure 4. 51, that better shows the situation at the component’s surface, is
shown in Figure 4. 52.
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Figure 4. 52: Carbon concentration at the transmission shaft external surface.
What can be seen in Figure 4. 52, is that the mesh refinement at the surface covers the
depth where the carbon concentration varies. This means that the coarser mesh should not
have influence on the accuracy of the results. It is possible to see, as also seen previously
for the gear component, that the carbon variation affects only a very small portion of the
depth of the component. To better see this, a plot showing the variation of carbon along the
component depth is shown in Figure 4. 53.
From Figure 4. 53 it is possible to see that at the surface the carbon concentration is a little
above 0.65%. From that point, the concentration quickly decreases and reaches a value of
0.25%.
As also done previously for the gear geometry, in Figure 4. 54, the carbon concentration
variation during the vacuum carburizing operation is shown for three points at three
different depths from the surface. The location of the three different points: A, B and C, is
shown in Figure 4. 55. Point A is right at the surface, point B is at the 0.4 mm from the
surface and finally point C is at a depth of 0.96 mm. These three points were chosen in
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order to show different trends in carbon content over the carburization duration. Figure 4.
54 shows the same behavior that was previously discussed for the gear component when
looking at Figure 4. 7. Therefore, the explanation behind the behavior of the trends for
point A, B, and C, will not be discussed again.
Again, as for the gear component, the duration of each pulse and diffusion phase cannot be
disclosed. However, what can be seen when comparing Figure 4. 54, to Figure 4. 7 that
was obtained for the gear component, is that different values of the carbon potential, that
is the carbon content that the surface reaches during each pulse phase, are used for the two
components. This reflects the different carburizing temperatures used in the two processes
for the two components. Furthermore, comparing Figure 4. 54 and Figure 4. 7, it is possible
to see that the two processes used for the shaft and gear geometries are different also in the
duration and number of the different pulse and diffusion phases. The number and duration
of the different pulse and diffusion phases are usually designed to obtain the wanted final
properties in the component.

Figure 4. 53: Carbon profile as a function of depth at transmission shaft component surface
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B
C

Figure 4. 54: Carbon variation over time during vacuum carburizing, for three different
locations at, and close to the surface, of the transmission shaft component.

A

B

C

Figure 4. 55: Location of the three locations for which the carbon content is plotted against
the carburizing time in Figure 4. 54
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4.2.1.3 Austenite grain size found at the end of transmission shaft component
carburization
The austenite grain size, expressed in ASTM standard, that is found at the end of the
carburization process for the transmission shaft component, is reported in Figure 4. 56.

Figure 4. 56: ASTM Austenite grain size at the end of the carburization process at the
surface of the transmission shaft.
In Figure 4. 56, as seen earlier for the gear component, the variable “SDV45” is the userdefined variable that is used to describe the austenite grain size expressed in the ASTM
standard. Again, it is possible to see that this value is greater at the surface and then tends
to decrease in value when going deeper within the component. This happens for the same
reason as previously explained for the gear component. In fact, due to the different, higher,
carbon concentration at the surface, at that location the austenite grains found are smaller
in dimension with respect to those found in the interior of the component, where the carbon
concentration is lower. Smaller austenite grain dimensions indicate greater values of the
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ASTM austenite grain size value. In this case, a final ASTM austenite grain size of just
above five is found at the surface. This value is lower with respect to that that was found
at the surface of the gear component. This reflects the fact that the transmission shaft
component was carburized for a shorter amount of time and at a higher temperature with
respect to the gear component. As seen in equation 14, the combination of these two factors
determines a greater austenite grain size, and so a lower value of the ASTM standard
number.
In the following section, the results from the quenching and tempering study will be
displayed for the transmission shaft component.
4.2.2

Quenching and tempering simulation and comparison with experimental
findings for transmission shaft geometry
In the quenching and tempering simulation of the gear shaft geometry, a different mesh
with respect to that shown in Figure 4. 49 and used for the carburization study, is utilized.
In fact, unlike what seen for the carburization operation where only the component surface
is heavily affected by the process, in quenching, the quick drop in temperature and the
consequent phase transformations affects the entire component. For this reason, the mesh
that is adopted still displays a mesh refinement at the surface, as seen for that used for the
carburizing study, however, in this case, exhibits a fine mesh also at the component’s core.
The same mesh refinement at the surface used in the carburizing simulation is kept also for
the quenching-tempering one. This is done in order to correctly convey from the
carburization study the information regarding the carbon variation at the surface, that has
a huge effect on both the component microstructure and microhardness. The mesh used is
shown in Figure 4. 57. A close up look to the mesh at the surface is shown in Figure 4. 58.
It is possible to see that the mesh refinement at the surface is the same as that seen for the
carburization study.
The transmission shaft component is quenched using nitrogen as quenching medium,
instead of the helium that was used for the gear geometry. As seen for the gear component,
also for the transmission shaft geometry the interaction between the component and the
quenching fluid is simulated by using a surface film condition at the surface that is coming
in contact with the fluid. This surface, as mentioned in the methodology chapter, is the
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external cylindrical surface. This interaction is again implemented with the use of the
subroutine FILM, where the value of the nitrogen temperature and the value of the heat
transfer coefficient, evaluated by looking at the tables in [16] and knowing the nitrogen
pressure and velocity, are varied during the quenching procedure. The nitrogen temperature
and pressure during the quenching operation were provided by the OEM owner of the
component being treated. The nitrogen speed was instead taken from the catalogue of the
equipment that was used to perform the quenching operation. These values are not reported
as considered proprietary information of the OEM.

Figure 4. 57: Mesh used in quenching-tempering simulation of transmission shaft
component.
As seen for the gear component, since only a small part of the component is simulated and
not the entire one, different boundary conditions must be utilized in order to account for
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the presence of the rest of the object that is not simulated. These boundary conditions are
applied to all surfaces displayed in red in Figure 3. 20, that are the surfaces where the real
component would continue with respect to the simulated one. These boundary conditions
are displayed as the blue and orange arrows in Figure 4. 59.

Figure 4. 58: Close-up look at mesh refinement at the surface of the transmission shaft.
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Figure 4. 59: Symmetry boundary conditions applied to the shaft component being
simulated.
Now that the mesh and loads used in ABAQUS to simulate the quenching-tempering
process have been reported, in the following paragraph, the simulation results in terms of
steel microstructure will be displayed and compared qualitatively to experimentally
obtained microscopy images.
4.2.2.1.1 Steel Microstructure found in transmission component and qualitative
comparison with microstructure images
The steel microstructure, as seen for the gear component, was simulated in the simulation
tool by using the Li et al. equations for the diffusive phase transformation and with the
Koistinen-Marburger equation for the transformation from austenite to martensite. The
application of these equations was implemented in the USDFLD subroutine.
Since the component that is simulated is a hollow cylinder, in this case, the microstructure
composition found at one location at the external surface, should be the same as that found
at another location always found at the surface of the shaft. In fact, no complex regions, as
for example the tooth region found for the gear component, that had more surfaces exposed
to the quenching fluid and so was subjected to a higher cooling rate, are present. Therefore,
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for the transmission shaft component, the simulated trends in microstructure and
microhardness as a function of depth are the same at all external surface locations of the
hollow cylinder that are simulated.
The percentage of martensite found at different locations within the component are shown
in Figure 4. 60.

Figure 4. 60: Percentage of martensite found in the transmission shaft component after
quenching.
What can be seen from Figure 4. 60, is that the highest amount of martensite is found close
to the shaft’s surface. The martensite percentage then decreases when going deeper within
the component. In Figure 4. 61, that provides a closer look at the martensite concentration
at the surface of the shaft, it can be seen that, as already seen in the tooth and hub regions
of the gear geometry, the maximum amount of martensite is not found at the component’s
surface but rather a little below that. In fact, right at the surface, martensite is present,
according to the simulation, at about 85%. The remaining 15% is therefore composed of
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retained austenite. The percentage of the retained austenite that is present at the
component’s surface, defined in the simulation as the user-defined variable SDV1, is
shown in Figure 4. 62.

Figure 4. 61: Amount of martensite at transmission shaft’s surface after quenching.
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Figure 4. 62: Percentage of retained austenite at transmission shaft’s surface after
quenching.
What can be seen in Figure 4. 62, in fact, is that the amount of retained austenite at the
surface completes the phase composition at the surface of the component. The retained
austenite is greatest at the surface and then decreases quite rapidly when going deeper
within the component and becomes almost negligible at the shaft’s core. The presence of a
greater amount of retained austenite at the surface, as explained for the gear geometry, is
due to the starting transformation temperature for martensite 𝑀𝑠 ,that is lowered at that
location due to the higher amount of carbon atoms. A comprehensive explanation on this
subject was performed when considering the gears’ tooth component in the previous
paragraph. For this reason, the explanation will not be reported again here. The trend of 𝑀𝑠
as a function of depth is shown in Figure 4. 63. In this figure, it can be seen is that the 𝑀𝑠
value at the surface is of around 220°C, that is much lower with respect to the value of
around 360°C that is found at the shaft’s core.
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Figure 4. 63: Variation in transformation starting temperature for martensite 𝑀𝑠 , expressed
in °C, at the transmission shaft’s surface.
In Figure 4. 61 and Figure 4. 60, it is possible to see also that the martensite percentage
decreases very much from the surface when going towards the component’s core. This is
due to the fact that, going further away from the surface where the cooling gas is applied,
the cooling rate experienced will decrease. A lower cooling rate can lead to the formation
of bainite. That is exactly what is predicted by the simulation tool, that shows the trend of
bainite growing when moving further away from the component’s surface.
To summarize, the amount of bainite, martensite and retained austenite, present at different
depths within the shaft geometry are shown in Figure 4. 64.
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Figure 4. 64: Percentage of bainite, martensite and residual austenite as a function of the
depth, found at the at transmission shaft’s surface after quenching.
From this image it is clearly visible that the greatest amount of retained austenite is found
at the surface. Close below the surface, the amount of austenite decreases, and the amount
of martensite reaches its peak value, where a value of around 93% is reached. After the
peak, the amount of martensite decreases and settles at a value of about 34%, therefore
leaving space for bainite, that accounts for more than 60% of the microstructure at the
shaft’s core.
What can also be seen in this image is that a greater amount of bainite is found with respect
to that that was found in the gear component analyzed before. This is mainly due to the
lower heat transfer coefficient values used to simulate the quenching of the transmission
shaft component with respect to those used for the gear component. These lower heat
transfer coefficients are due to the lower speed of nitrogen inside the quenching chamber
with respect to the speed of the helium that is used in the gear component quenching. The
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speed of the quenching gas has great weight on the values of the heat transfer coefficients,
as seen in [16]. Lower heat transfer coefficients, finally, determine a slower cooling rate
and so more time for bainite formation.
As done previously for the gear component, the simulation predicted results will now be
compared to what is seen in experimental microscopy images taken on the real component.
The microscopy images taken for this component were taken with an optical microscope
at a magnification of 500X.
The sample was prepared by etching it with an etchant called Lepera. This etchant is
composed of sodium metabisulfite and picral, that was left on the component for a
prolonged amount of time in order to obtain a greater distinction in color between the
different steel phases. Picral is composed of picric acid in an alcohol solution. This etchant
was used in order to facilitate the distinction between the different steel phases. Figure 4.
65 shows the microstructure found at the surface of the transmission shaft.

Figure 4. 65: Optical microscopy image at the transmission shaft’s surface.
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In Figure 4. 65, the only microstructure that can be distinguished is martensite. This means
that a similar situation to that seen in the gear component is found. In fact, the simulation
tool at this point predicts a microstructure composition where a great majority of martensite
is found coupled with a small presence of retained austenite. As seen with the gear
component, the simulation tool correctly predicts the presence of a great amount of
martensite. However, the simulation tool also predicts the presence of retained austenite
that does not seem to be present in the image. This could be for the same reasons as those
mentioned earlier when discussing the retained austenite condition in the gear component,
although it is not possible to know with certainty.
Figure 4. 66 shows the microstructure found at a depth of 0.50mm from the surface of the
transmission shaft. At this depth, traces of bainite can be found in the microstructural
images. These can be recognized by the “golden looking” features circled in yellow in
Figure 4. 66. These observations are in agreement with what is found in the simulation tool
that, at 0.50mm depth, finds that the amount of bainite is of about 5%, with the rest of the
microstructure being mostly martensite. Overall, it can be seen that the simulation tool
seems to be in good agreement as it is correctly identifying the vast presence of martensite
and the smaller amount of bainite.
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Figure 4. 66: Optical microscopy image at 0.50mm depth from the transmission shaft’s
surface.
Similar features are also found in the images: Figure 4. 67, Figure 4. 68, Figure 4. 69,
Figure 4. 70, and Figure 4. 71. These images were taken at depths of 0.60mm, 0.70mm,
0.80mm, 0.95mm, and 1.50mm respectively.
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Figure 4. 67: Optical microscopy image at 0.60mm depth from the transmission shaft’s
surface.
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Figure 4. 68: Optical microscopy image at 0.70mm depth from the transmission shaft’s
surface.
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Figure 4. 69: Optical microscopy image at 0.80mm depth from the transmission shaft’s
surface.

196

Figure 4. 70: Optical microscopy image at 0.95mm depth from the transmission shaft’s
surface.
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Figure 4. 71: Optical microscopy image at 1.50mm depth from the transmission shaft’s
surface.
What can be seen in all of these images is that the only phases that are visible are bainite
and martensite.
In Figure 4. 67, the amount of bainite that can be recognized is greater with respect to that
that is seen in the images taken closer to the surface, however, it is still smaller than the
amount of martensite present. These observations are in agreement with what found when
looking at the simulated results. In these, in fact, at a depth of 0.60mm from the surface,
the amount of bainite is of about 18%, with the rest being mainly martensite.
The same can be said for what regards Figure 4. 68. In this figure, in fact, it can be seen
that the amount of bainite is even greater than that found at 0.60mm depth, but it still seems
to be slightly less than 50%. This situation is replicated also when looking at the simulation
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tool results where a percentage of bainite of about 40% is found, with the rest of the
microstructure consisting of mainly martensite.
The situation changes when looking at Figure 4. 69. At the depth of 0.8mm, in fact, the
amount of bainite visible seems to be greater than the amount of martensite. This is the
case also in the simulation tool where a bainite phase fraction of 55% is found, with the
rest of the simulated microstructure being mainly martensite.
Finally, the images: Figure 4. 70 and Figure 4. 71, show a similar condition where the
amount of bainite seems to be very similar in the two images, one taken at 0.95mm from
the surface and the other taken at 1.50mm from the surface. This seems to confirm the trend
seen also from the simulation tool where, after about 1mm of depth, the microstructure
composition remains nearly unchanged. The amount of bainite predicted by the simulation
tool for these two depths is of about 65%.
These qualitative comparisons between the simulation tool predictions and the
microstructure seen in the microstructural images, seem to indicate a good agreement
between the two, with the simulation tool being able to correctly indicate the steel phases
present and their distribution as a function of the distance from the surface.
The microstructure just defined, along with the carbon content, are now used to predict the
microhardness. The simulation results in terms of microhardness will be shown in the
following paragraph where they will be compared to the experimental microhardness
values evaluated at the component’s surface.
4.2.2.1.2 Microhardness simulation results and comparison with experimental
microhardness measurements found in transmission shaft component
The microstructure shown above, as seen for the gear geometry, clearly influences the
hardness values found in the shaft component. As seen when considering the gear
geometry, the microhardness values are evaluated by considering the set of equations
developed by Mayner et al. The outputs of such equations, in terms of the hardness of the
bainite, martensite, and retained austenite steel phases, are shown in the images: Figure 4.
72, Figure 4. 73 and Figure 4. 74. It is reminded that the hardness of bainite is expressed
as the user-defined variable “SDV36”, the hardness of martensite is expressed as the user199

defined variable “SDV37”, and finally the hardness of austenite is expressed as the userdefined variable “SDV35”.
What can be seen from these images, is that the hardness for all three steel phases, as seen
also at the gear’s tooth, is greater at the surface of the component where the carbon
concentration is higher, and then decreases inside the component where the carbon content
decreases. The hardest phase between the three is martensite, that has Vickers hardness
values that, at the surface where the carbon concentration is higher, reach values just shy
of 900 Vickers.

Figure 4. 72: Hardness of bainite as a function of transmission shaft’s depth.
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Figure 4. 73: Hardness of martensite as a function of transmission shaft’s depth.
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Figure 4. 74: Hardness of austenite as a function of transmission shaft’s depth.
The overall hardness is therefore again evaluated with equation 71, as done with the gear
component, by knowing the microstructure, that is shown as a function of depth in Figure
4. 64, and by knowing the hardness values for each phase and at each location, that are
shown in Figure 4. 72, Figure 4. 73, and Figure 4. 74.
The outcome of equation 71 is defined as the user defied variable “SDV17” and is shown
in Figure 4. 75. This hardness is still expressed in Vickers scale and represents the overall
hardness after quenching. For sake of explanation, this hardness is also reported in
graphical form in Figure 4. 76.
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Figure 4. 75: Overall hardness found after quenching at the transmission shaft’s surface.
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Figure 4. 76: Hardness after quenching process found in transmission shaft component as
a function of depth.
As expected, and seen previously for the gear component, the hardness evaluated is greatest
at the surface, and then decreases quite rapidly when moving from the surface towards the
interior of the component. The reason for this decrease in value is due both the effect of
the carbon concentration that decreases in value from the surface towards the shaft’s core,
and due to the fact that the percentage of martensite, that is the hardest phase between the
three that are present, is also decreasing with increasing depth. The hardness, as seen also
previously when considering the gear component, after a certain depth that is of about
1mm, reaches a value that than remains quite constant when going even deeper inside the
component. This constant hardness value, as explained earlier when considering the gear
component, is due to the fact that the two major factors that affect the microhardness: the
carbon content and the microstructure, stop varying significantly after that certain depth.
In fact, as it is possible to see from Figure 4. 53, the carbon content inside the component,
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starting from the high value found at the surface reaches the value of the starting steel after
a depth of about 1 mm, after which it remains constant. The microstructure composition
shown in Figure 4. 64, on the other hand, show that also the microstructure, shortly after
about 1.5 mm depth, stops to vary in a significant manner. Therefore, since the two factors
that affect the microhardness the most, stop varying after about 1mm, the constant hardness
value found in Figure 4. 76 after about 1mm of depth is found.
In Figure 4. 77, that plots the as-quenched hardness along with the percentages of the
different steel phases present as a function of depth, the relation between the microhardness
and microstructure can be seen. In fact, it is possible to see that the hardness starts to obtain
an almost constant value right about where the microstructure starts varying and becomes
composed of mostly bainite, about 65%, with also martensite present in a lower amount,
35%.
In Figure 4. 77, the blue lines refer to the steel phases content and to the scale shown on
the left of the figure, whilst the red curve shows the trend in hardness after quenching as a
function of depth and refers to the axis shown on the right.
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Figure 4. 77: Steel phases percentages found after quenching (left axis) and simulated asquenched hardness (right axis) for transmission shaft component.
Now that the hardness after quenching has been described, the value found after tempering
is presented.
As for the gear process, the tempering temperature and time used for the treatment of the
shaft component cannot be disclosed as considered proprietary information of the OEM
that is owner of the component. However, also in this case, these values are in the range
that was discussed in the methodology section, so below 200°C and for a time frame of up
to two hours.
The overall hardness found in the component after tempering is expressed in the simulation
as the user-defined variable “SDV18” and is shown in Figure 4. 78 where it is expressed
in Vickers scale. A graph showing these hardness values as a function of depth is shown in
Figure 4. 79.
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Figure 4. 78: Tempered hardness at transmission shaft’s surface.
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Figure 4. 79: Overall hardness found in the transmission shaft after tempering.
In order to compare the hardness values found before and after tempering, as done for the
gear geometry in the previous section, the hardness values before and after tempering for
the shaft component are shown in Figure 4. 80.
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Figure 4. 80: Comparison between hardness found in the transmission shaft before and
after tempering.
The results found for the shaft component are qualitatively similar to those found in the
gear tooth and gear hub. In fact, the hardness values found after tempering are generally
lower than those found after quenching, and the biggest difference between the hardness
values found before and after tempering is found in proximity of the surface where the
martensite percentage is higher. This is due to the same reasoning that was explained earlier
when considering the gear geometry, and so will not be explained again here.
The values of experimental microhardness measurements taken on the real component by
some operators at the well-known OEM are reported in Figure 4. 81 as a function of the
depth at which they were evaluated.
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Figure 4. 81: Experimental microhardness measurements on real transmission shaft
component after tempering.
What can be seen is that the measurements are quite scattered an show quite a lot of
variability. In order to obtain a value of the general trend of the microhardness as a function
of depth, an interpolation function was used. This interpolation function is shown in Figure
4. 82.
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Figure 4. 82: Interpolation function of experimental microhardness measurements on real
transmission shaft component after tempering.
The hardness after tempering obtained with the simulation is now compared to these
experimental results to see how close the two set of values are. The comparison between
the simulated and experimental microhardness values is shown in Figure 4. 83.
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Figure 4. 83: Comparison between simulated and experimental hardness results found in
shaft component.
What can be seen from Figure 4. 83, is that the simulated microhardness has a value at the
surface that is slightly lower with respect to that seen with the experimental microhardness
measurements. The difference in hardness between the two simulated and experimental
curves is then very low in the region starting right below the surface and reaching a depth
of 2 mm.
After the 2 mm in depth, the experimental microhardness shows un unusual trend as it
decreases a little, reaching values of 300 Vickers at the depth between 2 mm and 4 mm.
This is an unexpected behavior because the hardness is expected to become constant after
the case depth, as seen in literature, and as seen for example in the experimental
microhardness measurements found in the tooth and hub region of the gear component.
After the strange behavior of the experimental results between around 2 mm and 4 mm
depth, the experimental measurements stabilize at a value of about 360 Vickers. The
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simulation results after about 4mm depth seem to be in very good agreement with the
experimental ones.
This hardness comparison shows that the simulation tool can give to the user the correct
idea on the trend of the hardness of the component as a function of depth. In fact, although
the hardness close to the surface seems to be slightly underestimated by the simulation tool,
if the experimental microhardness measurements taken in the depth region between 2mm
and 4mm are not considered, the graph produced by the simulation tool seems to correctly
follow the experimental microhardness trend and be in good agreement with the
experimental measurements. The region between 2mm and 4mm, in fact, shows an
experimental hardness behavior that is following an unusual path with respect to that
usually seen in literature and seen for the gear component. This, because usually the
hardness decreases from the surface towards the interior of the component and then, after
a certain depth, it reaches a constant value. However, this is not seen in the set of
experimental measurements seen in Figure 4. 83, where in the region between 2 mm and 4
mm of depth, a strange decrease and increases in hardness values is found. Therefore, not
considering this area, the simulated microhardness trend seems to be in good agreement
with the experimental measurements.
Now that the results have been described and compared to experimental finding for both
the shaft and the gear geometry, a discussion on the microhardness trends and their
difference with respect to the experimental measurements will be made.
4.3 Error Analysis
What can be seen when looking at the images: Figure 4. 33, Figure 4. 48, and Figure 4. 83,
that show the plots comparing the experimental and simulated microhardness profiles for
the transmission shaft component and for the gear component in both the tooth and hub
region, is that, although the hardness trends seem to be in reasonably good agreement, the
simulation tool seems to provide a slight underestimation of the hardness measurements in
the region going from the surface towards the core of the component. In order to analyze
this difference, a graph representing the percentage of error between simulated and
experimental measurements is plotted. This graph is only created for the gear component
in the tooth region, however similar results are expected also for the gear component in the
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hub region and for the transmission shaft component, since a similar microhardness
underestimation is found in all three cases. This graph is reported in Figure 4. 84.

Figure 4. 84: Error percentage between simulated and experimental measurements for gear
component in the tooth region.
This error was calculated numerically using equation 78.
𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 =

(𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 ℎ𝑎𝑟𝑑𝑛𝑒𝑠𝑠 − 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 ℎ𝑎𝑟𝑑𝑛𝑒𝑠𝑠)
𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 ℎ𝑎𝑟𝑑𝑛𝑒𝑠𝑠

(78)

For the evaluation of this error, the interpolation curve of the experimental measurements
was considered. What can be seen from this graph is that the hardness prediction is quite
accurate at the surface and in the component’s core. However, in the region going from the
surface towards the interior of the component, the error curve increases in magnitude and
assumes negative values. This means that the prediction in those locations is
underestimating the microhardness values. This confirms what was seen graphically.
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However, what can also be seen from the images: Figure 4. 33, Figure 4. 48, and Figure 4.
83, is that it seems like there is an offset in the abscissa direction between the simulated
microhardness and the experimentally measured one. With this in mind, Figure 4. 85 is
plotted, where the simulated microhardness evaluated for the gear component in the tooth
region is plotted against the experimental microhardness measurements in that location,
considering however a positive shift of the simulated microhardness curve of 0.13 mm
towards the interior of the component.

Figure 4. 85: Simulated microhardness with offset of 0.13mm in depth and experimental
microhardness measurements and interpolation curve.
What can be seen is that in this case the two curves seem to be in better agreement with
respect to what is seen in Figure 4. 33 where the simulated microhardness profile was not
shifted. The error graph, evaluated with equation 78, for this situation where the simulated
hardness values were “shifted” of 0.13mm towards the core of the component, is shown in
Figure 4. 86.
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Figure 4. 86: Error percentage between simulated and experimental measurements where
simulated results were offset of 0.13mm towards the interior of the component.
What can be seen when looking at Figure 4. 86, is that the amount of error found in this
case is much lower with respect to that seen in Figure 4. 84, which is shown by the lower
magnitudes found on the ordinate scale.
The microhardness in the simulation tool was evaluated with the Mayner et al [69]
formulations reported the methodology chapter in equations 68 to 71. What can be seen
when looking at these equations, is that the microhardness is greatly dependent on the
carbon content and on the microstructure. Furthermore, also the microstructure is
dependent on the carbon content as the latter heavily affects the transformation
temperatures. Considering the fact that the simulated microhardness trend seems to better
represent the experimental microhardness when it is shifted fractions of millimeters to the
right, it is a reasonable to believe that the carbon profile could be the source of the
microhardness underestimation in the simulation. In fact, a higher carbon content along the
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depth of the component from the surface towards the core, would determine greater
hardness values and so would probably solve the hardness underestimation issue. Going
deeper in this concept, if the carbon profile had to be the source of the hardness
underestimation error, this could be due to the values of the carbon diffusivity. In fact, a
higher carbon diffusivity would mean that the carbon would be able to diffuse further inside
the component. This would determine a higher carbon content along the path from the
surface towards the core of the component and could therefore solve the hardness
underestimation issue in this region. This could be the object of further studies, where
different carbon diffusivity theories could be applied to the simulation tool to check if the
hardness underestimation issue can be solved by using different formulations available in
literature and providing greater carbon diffusivity values.
As mentioned earlier, the previous discussion was done considering the gear tooth,
however, similar observations could most probably be made also for the gear hub and for
the transmission shaft as they show a similar microhardness behavior.
Now that the simulation results have been presented and commented, in the following
chapter a summary of the thesis research will be presented, and the main conclusions will
be drawn.
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5

CHAPTER 5:
CONCLUSIONS

5.1 Summary and conclusions drawn
In this thesis, a simulation tool is developed with the aim of predicting properties found in
steels after a carburizing-quenching-tempering heat treatment sequence. The prediction of
properties of the steel after heat treatments can lead to a great number of advantages from
both a timing point of view and also from a monetary standpoint. The main objective when
developing the simulation tool was to correctly predict the microstructure and
microhardness properties of components heat-treated by carburizing-quenchingtempering, and to display them to the user in a clear and understandable manner.
In order to do so, it was decided to create the simulation tool using a powerful general
purpose such as ABAQUS, to which a set of additional codes were added to simulate all
the metallurgical phenomena not already present in ABAQUS. This being the case, a set
of different additional codes were prepared and linked to ABAQUS in order to perform the
simulations. Each user code provided a different helpful function to the simulation. The
simulation tool that was produced shows two main modules: one concerning the simulation
of the carburizing process and so the addition of carbon atoms at the surface of the
component; and the other module concerning the simulation of the quenching- tempering
processes.
Both modules, when provided with the required inputs, provide to the user some results
that can be clearly visible in the ABAQUS post processing by over-imposing the results
directly on the geometry of the component, therefore allowing for a fast understanding of
the overall situation. The results can also be probed from the geometry on which the
simulation is conducted and plotted as a graph function. Therefore, the results obtained
from the simulation tool are quite clear and can be easily understood. The simulation
provides many outputs to the user such as the temperature field, the transformation starting
temperatures for the different steel phase, the cooling rates, and other interesting results.
However, the most important outputs of the simulation tool are regarding the information
on the amount of different steel phases present at any location inside the component, and
the prediction of the microhardness found in the component before and after tempering.
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In order to validate these results obtained by the simulation tool, the outputs obtained from
the simulation when considering two automotive powertrain components, were compared
to a set of experimental microstructure images and microhardness measurements taken on
the real components. In particular, the two components that were simulated and on which
the experimental measurements were taken were a gear geometry and a transmission shaft.
The comparison between experimental and simulated results showed that the simulation
tool is generally capable of correctly predicting the nature of the different steel phases that
originate inside a component. In fact, in both components the simulation tool managed to
predict the significant presence of martensitic and bainitic microstructures, and also the
general variation of these two phases as a function of the distance from the surface.
Both the simulation tool and the microstructure images showed a great amount of
martensite at the surface. Also, both the simulation and the experimental results revealed
the gradual decrease in martensite percentage when moving further away from the surface,
coupled in turn with an increase in the bainitic microstructure. A point of difference,
however, concerns the presence of retained austenite. In fact, the simulation tool seems to
predict a higher amount of retained austenite close to the surface with respect to that that
is actually seen in the microstructure images. It could be due to the fact that the
magnifications of the microstructure images preclude the recognition of the austenite
phase. In addition, it could also be due to the fact that retained austenite, if stressed, could
transform into martensite due to the effect of the transformation induced plasticity.
Therefore, the residual austenite could have transformed into martensite during the sample
preparation, and therefore not be visible anymore in the micrograph images. These
hypotheses, however, cannot be known with certainty.
In terms of the comparison between the simulated and experimental microhardness
measurements, the simulation tool again seems to correctly simulate the microhardness
trend and seems to provide results that are in reasonably good agreement with the
experimental microhardness measurements. The simulated tool however seems to slightly
underestimate the microhardness values ranging from the surface towards the component’s
core. This last problem could be due to the carbon diffusivity values used during the
carburization study; however further studies are required to confirm this hypothesis.
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The main conclusions are listed as follow:
•

The simulation tool correctly identifies qualitatively the steel phases present after
the surface treatment;

•

The simulation tool correctly identifies the microhardness trend as a function of
depth from the component’s surface;

•

A slight microhardness underestimation in the simulation was observed, that could
be due to the carbon diffusivity values used in the simulation. Further studies could
be done to analyze this hypothesis;

•

The simulation tool being an FEA analysis, and having been built on top of many
different formulations that account for the different metallurgical phenomena, has
also some limitations:
o Firstly, the simulation necessitates of a very fine mesh at the surface, in
order to obtain accurate predictions for all simulated phenomena occurring
at that location, as carburizing for example. This mesh refinement, coupled
with a complex geometry, can lead the simulation to become very
computational expensive and long.
o A second limitation of this simulation tool is due to the different
assumptions/limits that were introduced when utilizing some formulations
or reasonings. For example, the tempering process is simulated by assuming
that the low tempering time and temperature do not lead to major changes
in all steel phases, but rather only to a decrease in the hardness of the
martensite steel phase. This, as mentioned in the paper [33], can be
considered as a reasonable assumption only if the tempering time and
temperature are low. In the two components that were simulated and of
which the simulated results were compared to the experimental ones, the
tempering time and temperatures were low and so there was no issue in
applying this methodology. However, this fact could become a limitation if
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a process showing higher values of tempering time and temperature had to
be simulated.
•

Further studies considering different heat treatment parameters and different steels,
and comparing with experimental measurements, are required in order to correctly
validate the simulation tool.

5.2 Future works
Although the simulation shows reasonably good qualitative agreement for both
microstructure and microhardness predictions, before the usage of this simulation tool for
more serious applications, a few more studies are recommended:
•

Additional microstructural investigation at higher magnifications at the
component’s surface is recommended, in order to identify if the amount of residual
austenite found by the simulation tool is an overestimation or if it is an accurate
result. Furthermore, an X-Ray diffraction analysis could be performed on the
component in order to study the presence of austenite at different depths. ASTM
E975 is the standard practice for the X-Ray determination of residual austenite.

•

More simulations and comparisons with experimentally derived values should be
conducted, considering perhaps diverse components and with differing heat
treatment parameters, in order to validate the simulation tool.

•

Further studies could be done in order to study influence of the carbon diffusivity
values on the simulated microhardness and microstructure. This could possibly lead
to solving the slight microhardness underestimation issue.

Another interesting continuation of this work could concern the prediction of the stress
field and of the deformations at the end of quenching. In the methodology section of this
thesis, a method was shown to simulate the strain, and therefore deformation during
quenching. However, no experimental measurements were performed on the real
components to evaluate these deformations. For this reason, these results of the simulation
were not taken into any consideration in this thesis research. However, a comparison
between the simulated deformations and those experienced on a real component and
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evaluated experimentally, could be material for a future study. This would permit the
evaluation of the simulation tool also from another point of view. This being the case, also
the residual stresses simulated could be compared to experimentally obtained
measurements, perhaps obtained using the X-Ray diffraction method.
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