Abstract. We calculate the main asymptotic terms for eigenvalues, both simple and multiple, and eigenfunctions of the Neumann Laplacian in a three-dimensional domain Ω(h) perturbed by a small (with diameter O(h)) Lipschitz cavern ω h in a smooth boundary ∂Ω = ∂Ω(0). The case of the hole ω h inside the domain but very close to the boundary ∂Ω is under consideration as well. It is proven that the main correction term in the asymptotics of eigenvalues does not depend on the curvature of ∂Ω while terms in the asymptotics of eigenfunctions do. The influence of the shape of the cavern to the eigenvalue asymptotics relies mainly upon a certain matrix integral characteristics like the tensor of virtual masses. Asymptotically exact estimates of the remainders are derived in weighted norms.
1. Introduction 1.1. Preamble. In the seventies and eighties of the last century two asymptotic methods, namely the method of matched [9] and compound [20] expansions, were successfully developed to construct asymptotic expansions of solutions to elliptic boundary value problems in domains with singularly perturbed boundaries as well as intrinsic functionals calculated for these solutions. In this context the singular perturbation of the boundary means the creation of a small hole (opening) inside the domain, smoothing corner and conical points or edges on the boundary and so on. Among the above-mentionned functionals one finds the energy functional [15, 21, 24, 25] , eigenvalues [10, 18, 19, 28, 29] , the capacity [17] and others. The theory of elliptic problems in singularly perturbed domains is presented in [16, 20] in much generality: systems of partial differential equations, elliptic in the Agmon-Douglis-Nirenberg sense, multi-dimensional domains, two-scaled coefficients, miscellaneous perturbation types, and, besides, the procedures to construct and justify asymptotics of solutions, a qualitative analysis of the problems is performed, that is "almost inverse" operators (paramatrices) are constructed, asymptotically sharp estimates in weighted norms are derived and formulas for the index are obtained.
The asymptotic analysis of the Neumann Laplacian in a three-dimensional domain with a small cavern ( Figure 1 with the spatial domain and its twodimensional dummy) follows the general scheme in [16, 20] because a point on a smooth surface can be readily regarded as the top of the cone R 3 + , i.e., the half-space. However, the most interesting and important question cannot be answered by the general procedure which only gives a structure of the asymptotic ansätze, identifies problems to be solved, proves the existence of solutions and provides the principal asymptotic forms. At the same time, the procedure leaves open the appearance of logarithmic terms in the decomposition of the auxiliary solutions, the detection of shape and integral characteristics of the perturbed domain that appear in the asymptotic expansions, and annulling of certain asymptotic terms. These particularities are to be specified by a direct calculation which, quite often becomes a very complicated task.
In this paper we compute the main asymptotic terms of eigenvalues, simple and multiple, and eigenfunctions of the Neumann problem for the Laplace operator in a three-dimensional domain Ω(h) with the small cavity ω h ( Figure 1) ; notice that the case of a small hole at the distance O(h) from the boundary ∂Ω (cf. the two-dimensional image in Figure 2) is also under consideration. The unperturbed boundary ∂Ω = ∂Ω(0) must be smooth but both ∂ω h and
Singular Perturbations of Curved Boundaries

147
∂Ω(h) can be Lipschitz. We prove that the main correction term O(h 3 ) in the asymptotics for eigenvalues is independent of the curvature of the surface ∂Ω at the point O to which the cavity ω h shrinks as h → +0. Nevertheless, some asymptotic terms in the decomposition of eigenfunctions depend directly on the curvatures. The shape of the cavity influences the eigenvalue correction term by a special integral characteristics, like the virtual mass tensor [30] . The major difficulty in the treatment of perturbations of curved boundaries performed in this paper resides in the use of an appropriate system of curvilinear coordinates to derive the asymptotic expansions. Similar results on the boundary perturbations of spectral problems for the Laplace operator in two variables were recently obtained in [26, 27] . We also mention publications on the perturbation of eigenvalues by smooth perturbations of the boundary [2, 7, 8, 32] , by a small hole inside a domain [10, 18, 19, 28, 29] , [20, Chapter 9] , or by changing the type of boundary conditions in a small part of ∂Ω [4] [5] [6] . We especially emphasize that the case of a small cavern in the flat boundary is not interesting. Indeed, by the mirror reflection of the domain and the even extension of the eigenfunctions (Figure 3) , one arrives at a domain with the interior being a small hole, and such class of perturbation problems has been investigated more than 25 years ago (see citations above). Let Ω ⊂ R 3 be a domain with a smooth boundary Γ. We assume that the origin O of the Cartesian coordinates x = (x 1 , x 2 , x 3 ) belongs to Γ. Since Γ is smooth, we can find a neighbourhood U of the point O such that there exists a conformal application which maps U onto a neighbourhood of the origin in R 3 , and thus there exists an orthonormal curvilinear coordinate system (n, s, ν) in U (see Figure 4 ), where (s, ν) are the parameters associated with the local surface parameterization of the origin O, and n stands for the oriented distance to Γ, with n > 0 in Ω c = R 3 \ Ω. We denote (e n , e s , e ν ) the basis corresponding to the curvilinear coordinate system (n, s, ν). Figure 5 ), we understand an open set (not necessarily connected) with the compact closure ω = ω ∪ ∂ω and such that ∂ω is Lipschitz. The boundary ∂Ξ of the infinite domain Ξ = R 3 − \ ω is also assumed to be Lipschitz. Introduce a family of domains depending on the small parameter h > 0 (see Figure 1 ),
Let us consider the spectral Neumann problem 4) with the Laplace operator ∆ x , and where ∂ n h = n h · ∇ x denotes the normal derivative along the outer normal n h . Problem (1.3)-(1.4) admits the sequence of eigenvalues 6) where (·, ·) D is the natural scalar product in the Lebesgue space L 2 (D), and δ p,m the Kronecker symbol. Our aim is to derive asymptotic formulas for the solution of the spectral problem (1.3)-(1.4) as h → 0. We will intermediately conclude that for a fixed index m and with h → 0, the entry λ h m of (1.5) converges to the element λ 0 m in the sequence
of eigenvalues for the limit spectral Neumann problem
Therefore we will use an eigenfunction v 0 as our first approximation of u h . The eigenfunctions of (1.8)-(1.9) are smooth in Ω and admit the orthogonality and normalization conditions
(1.10) 
is a cut-off function equal to one in a fixed neighbourhood, independent of h, of the point O, and null outside of a bigger neighbourhood U. We emphasize that the coefficients of h 1 and h 2 vanish in (1.11) and the same happens for regular terms in (1.12) . This simplification of the asymptotic ansätze is not predicted by the general procedure in [20] but is a result of our further calculations, and we now accept it as granted and verify this assumption in the sequel. 4) brings a discrepancy into the boundary condition on the surface ∂Ω(h) ∩ ∂ω h of the cavern ω h . This discrepancy cannot be compensated by a function depending on the variables n, s, ν smoothly and, using the stretched curvilinear coordinates ξ from (1.1), we come across the boundary layer phenomenon so that the first correction term becomes of the boundary layer type and must be found out while solving the Neumann problem in the infinite domain Ξ ( Figure 5 ). The corresponding solution decays at infinity as a linear combination of derivatives of the fundamental solution for the Laplacian, 13) and after the multiplication with an appropriate cut-off function the main asymptotic term (1.13) of the boundary layer produces lower order discrepancies in the differential equation (1.3) and the Neumann conditions (1.4) on ∂Ω(h) \ ∂ω h . The expression (1.13) can be rewritten in the original coordinates n, s, ν and becomes
(1.14)
We emphasize that there appears an additional small factor and that the function (1.14) is not singular at a distance from the point O where the discrepancies are mainly located due to the cut-off function. The latter allows to compensate for them by means of the lower-order term of regular type (in the variable x) while the compatibility condition in the problem for this function gives the main asymptotic correction of the eigenvalue λ 0 j . The above is a very simplified description of the asymptotic procedure to construct the compound expansion of the solution to the spectral problem (1.3)-(1.4). Much complication arises from the fact that coefficients of differential operators written in the curvilinear coordinates are no longer constant. The latter crucially influences both, the procedure to construct asymptotics and the derivation of estimates for the asymptotic remainders. For example, the discrepancies of the expression (1.13) appear in the problem in Ξ for the next term of the boundary layer type as well as in the problem for the above-mentionned next element of regular type. The correct statement of these problems is made by means of the procedure to rearrange discrepancies [20] which is silently used many times in our paper.
The most complicated task is to examine the behaviour of regular and boundary layer solutions for x → O and ξ → ∞, respectively. The general structure is predicted by the Kondratiev theory [11] (see, e.g., monographs [12, 23] ) but exact formulas for the decompositions of the solutions need scrupulous and cumbersome calculations.
1.4. The asymptotic ansätze and the structure of the paper. In the paper, the method of compound asymptotic expansions [20] is applied to identify
In the coordinates (n, s, ν) the gradient takes the form
The decomposition of the unit normal vector n h to Ω(h) in the basis (e n , e s , e ν ) is as follows
3)
is the outward unit normal vector on the boundary ∂Ξ ⊂ R 3 . Therefore, denoting by ∂ N the directional derivative along N , we obtain in the rapid coordinates the formula 
Under the coordinate dilation by factor h −1 and setting h = 0, the domain Ω(h) becomes Ξ = R 3 \ ω, thus the boundary layer w 1 is defined in Ξ. After replacing u h and ∆, ∂ n h by their respective expansions (1.12) and (2.2), (2.4) one may collect terms of order h −1 in the equation, and of order h 0 in the boundary conditions. Then, setting formally h = 0, we arrive at the problem
The first formula in (2.7) shows that the right-hand side of the boundary condition in (2.6) has null integral over the surface ∂Ξ; note that N 2 = N 3 = 0 on the plane surface ∂Ξ \ ∂ω of the boundary, and, therefore, the right-hand side is compactly supported. Thus, there exists a unique generalized solution
loc (Ξ) of problem (2.5)-(2.6), decaying at infinity. The solution is represented in the form
where W 2 and W 3 are canonical solutions of the Neumann problem
(2.10)
They admit the representation 11) where the coefficients m kj have been introduced in Note G on virtual mass tensor in the classical monograph [30] .
Remark 2.1. The approach we discussed in Section 1, with even extension of a harmonic function over the boundary with the homogeneous Neumann condition (see Figures 3 and 6) , is applicable to the function W . 
In this way, the extended functions W 2 , W 3 become solutions to exactly the same problems as introduced in monograph [30, p. 239] for the description of the virtual mass tensor. Hence, the first term on the right-hand side of (2.11) is half the corresponding term of the virtual mass matrix (see [30, Note G] ).
In the spherical coordinate system (ρ, θ, ϕ) we have (ξ 1 , ξ 2 , ξ 3 ) = (ρ cos ϕ, ρ cos θ sin ϕ, ρ sin θ sin ϕ) and
In order to observe general properties of m kj , we apply Green's formula on the set Ξ R = {ξ ∈ Ξ : ρ < R} with the functions W k and
On the other hand, applying Green's formula in ω and changing the direction of the normal, we have ∫
(2.12) Therefore, as R → ∞, and in a similar way for m 33 and m 23 = m 32 we get
In other words, the 2 × 2-matrix
is symmetric and negative definite as it is the sum of two Gram matrices. 
are to be determined using (1.12), (2.2) and (2.4), and collecting terms of order h 0 in the equation, and of order h 1 in the boundary conditions. As a result, we arrive at the following functions written in rapid variables
We immediately notice that G
4 (ξ) = 0 according to the boundary conditions (2.6). In view of formulas (2.17) and (2.11), the following expansion holds true:
has the homogeneity order −1 (the same as for the fundamental solutions) and compensates for the leading term of F 2 (ξ). Therefore, the expansion of w 2 (ξ) at infinity can be written as follows : 
where ∇ q ξ z is the collection of all order q derivatives of the function z, and the radius R 0 is selected such that ω ⊂ {ξ : ρ < R 0 }. For a solution w 1 of problem (2.5)-(2.6) the estimate of form (2.21) for the remainder w 1 is straightforward, since the remainder verifies the Laplace equation in the set {ξ ∈ R 2 : ρ > R 0 }. For such an equation, e.g., the Fourier method can be used in order to provide a solution representation in the form of a convergent series, with harmonic functions decaying at infinity. The pointwise estimates of the remainder in the representation (2.20) are justified again by the general theory (see [14] and, e.g., [23, Chapter 3] ).
To evaluate the coefficient a, we compute the following integrals on the semi-sphere of radius R taking the expansion (2.20) into account :
where we have used the fact that G 2 (ξ) = 0 on ∂Ξ R \ ∂ω due to the evident relations ξ 1 = 0 and N 2 = N 3 = 0 on ∂Ξ R \ ∂ω. In view of expansion (2.20) we obtain
and thus
Note that all terms in U 2 (ξ) are odd in either ξ 2 , or ξ 3 , thus it is also true for 
(2.23)
According to (2.7), we also have
The last integral on the right-hand side of (2.24) is of order R −1 . Indeed, the main terms of w 1 (ξ) are of order R −2 , however, according to (2.11), they are odd functions in either the variable ξ 2 , or ξ 3 . Therefore, the terms O(1) vanish in the last integral on the right-hand side of (2.24) due to the full symmetry of the semi-sphere {ξ ∈ R 
ds ξ is also of order R −1 by the same argument as above, since ∂ ρ w 1 (ξ) has the same symmetry in ξ 2 and ξ 3 as w 1 (ξ). We also have ∫ ∂ω∩∂Ξ ξ 1 ∂ N w 1 (ξ) ds ξ = 0 due to the boundary conditions (2.10) and the second equality in (2.7). We compute now 
In view of the multiplier h 3 , the expression for T should be present in the following problem for the function v 3 of regular type in the asymptotic ansatz (1.12)
The first two terms on the right-hand side of (2.28) are obtained if we replace the eigenvalues and eigenfunctions in (1.3) by the ansätze (1.11)-(1.12) and collect terms of order h 3 written in the slow variables x. The right-hand side g 3 of the boundary condition (2.29) is the discrepancy which results from the multiplication of the boundary layers with the cut-off function χ. If we assume that in the vicinity of the boundary the cut-off function χ depends only on the tangential variables s and ν, and it is independent of the normal variable n, then g 3 = 0, since the boundary conditions (2.6), (2.16) on ∂Ξ\∂ω are homogeneous. It is clear that such a requirement can be readily satisfied, and thus we further assume g 3 = 0. The correction f 3 in (2.28) is given by 
with the ingredients
while the functions a jj and a j are smooth in a neighbourhood of O, in variable n and s, and in addition they have the property
Therefore, we can write
We readily check that 
Owing to the normalization condition and since g 3 = 0, relation (2.37) becomes
where
The surface patch S δ = ∂Ω δ \ ∂Ω turns out to be a semi-sphere in the curvilinear coordinate system. We imitate the spherical coordinate system in the curvilinear coordinates by setting n = r sin θ cos φ, s = r sin θ sin φ and ν = r cos θ while denoting (r, φ, θ) the spherical coordinate system, with r = hρ ≥ 0,
), θ ∈ (0, π). Using Green's formula for the smooth functions T and v 0 in the domain
Let us observe that ds x = d(n, s) 1 2 J(n, s) r 2 sin θ dθdφ on S δ , and according to formulas (2.3) the derivative ∂ N S along the normal to the patch S δ satisfies the relation
We can split the integral (2.39) into several pieces
with
In view of formulas (2.40), we get the following expansion for ∂ N S T :
The asymptotic expansions of integrands in I 1 and I 2 , already derived, lead to
After simplification of the expression in brackets we get
In the calculation above, we have taken into account the fact that the expressions 2n∂ n T + s∂ s T + 2ν∂ ν T and 2n∂ n T + 2s∂ s T + ν∂ ν T are odd in either s, or ν, therefore, the corresponding integrals over the patch S δ vanish. For integrals I 3 and I 4 , we have
Gathering all the integrals in (2.41), we obtain
The first integral in (2.42) is equal to 
The two integrals in (2.43) and (2.44) are calculated with the help of (2.12) and (2.13), and we obtain in a similar way that
where m(Ξ) is the virtual mass matrix of the cavity ω in the half-space which depends on the shape of Ξ and is given by
, and finally the perturbation term in the asymptotic ansatz (1.11) of the simple eigenvalue λ 0 m takes the form
Remark 2.5. The max-min principle (see, e.g., [1] ) reads:
where E h j and E 0 j stand for any subspaces of codimension j − 1, i.e.,
For the cavity ω h of a general shape, there is no obvious relation between H 1 (Ω(h)) and H 1 (Ω) so that (2.48) and (2.47) do not allow to directly establish a link between λ In the limiting case of a crack ω, i.e., a domain flattens into a two-dimensional surface (see Figure 7 ), one easily observes that 3)-(1.4) for p = m, . . . , m + κ m − 1 in the case (2.49).
Justification of asymptotics
3.1. The weighted Poincaré inequality. Let H 1 (Ω(h)) ⊥ denote a subspace of the Sobolev space H 1 (Ω(h)) which contains functions of zero mean over the set Ω(h).
Lemma 3.1. The following inequality is valid
where r h = r + h and r(x) = dist(x, O) = |x|, and the constants c and C are independent of the parameter h ∈ (0, h 0 ] and function
Proof. We use the representation
In (3.2), the domain Ω * ⊂ Ω satisfies Ω * ̸ = ∅ and Ω * ∩ω h = ∅ for h ∈ (0, h 0 ]. Let us construct an extensionû * of u * in the class H 1 , from the set Ω Rh := Ω \ B Rh onto Ω, in such a way that the following estimate is valid
Here B Rh is the ball of radius Rh and center O, with R a constant chosen such that w h ⊂ B Rh .
The reason for such procedure is that a direct extension form Ω(h) onto Ω may not exist in the class H 1 , for example in the case of a crack (cf. Remark 2.5).
} into the three-dimensional half-annulus Υ(h) with fixed radii and gently sloped ends, due to the smoothness of the boundary ∂Ω. In stretched coordinates, we write U * (η) = u * (x). Then, we proceed to the decomposition
where the constant b ⊥ is chosen such that ∫
The extension ought to be made in the stretched variables. Due to the orthogonality condition in (3.5), the Poincaré inequality holds true for
where the constant c does not depend on h because Υ(h) has gently sloped ends. Therefore, there exists an extensionÛ ⊥ of U ⊥ from Υ(h) ontoΥ(h) = {η : x ∈ Ω, r < Rh}, such that
where c is independent of h ∈ (0, h 0 ] and U ⊥ .
Choosing Ω * = Ω \ B Rh , the required extensionû * is thus defined as follows:
Now we give estimates for the extensionû *
and further, using the previous estimates, we obtain
Gathering the two previous estimates for ∇ xû * we obtain due to the definition of Σ Rh that
The last inequality is true if Ω \ B Rh/2 ⊂ Ω(h), which is certainly verified for an appropriate choice of R and h small enough. The constant c in the previous inequality is independent of h. We show, using the Poincaré inequality, that
Precisely, we use the following auxiliary assertion,
where the constant c depends on Ω 1 and Ω 2 .
Proof. Assume that (3.9) is not true and take a sequence w n such that ∥w n ; L 2 (Ω 2 )∥ = 1 and the right-hand side of (3.9) tends to zero. From the boundedness of w and ∇ x w in L 2 (Ω 2 ) we get the boundedness of w in H 1 (Ω 2 ). Thus, up to a subsequence, w n converges to somew ∈ H 1 (Ω 2 ) and since
this constant is zero and thusw ≡ 0. This implies ∥w n ; L 2 (Ω 2 )∥ → 0, in contradiction with ∥w n ; L 2 (Ω 2 )∥ = 1. Thus, (3.9) holds true.
Applying Lemma 3.2 to our situation, we get
where we have also used the Poincaré inequality in Ω * , sinceû * coincides with u * and has zero mean value on this set. Then, with (3.7) and the previous inequality, we obtain the desired estimate (3.8).
Next we invoke the one-dimensional Hardy inequality
which, after the integration in the angular variables θ and ϕ, leads to
For the constant b ⊥ in decomposition (3.4) we now obtain
we obtain
Recall that r h = r + h > h. In this way we have
Using the Poincaré inequality for U ⊥ in Υ(h) and the estimate for b ⊥ , we get from the previous inequality
We can now, applying (3.11) and (3.12), write
We give an estimate for the constant
Finally we have
which proves Lemma 3.1.
In the sequel we write u; Ω(h) = ∥r
Assume that m ≥ 1 andû h m is the extension described above of the eigenfunction u h m ; then, in view of (1.6) and the integral identity [13] , namely 14) which serves for the problem (1.3)-(1.4), the following relation is valid:
The max-min principle (see, e.g., [31] ), where the test functions can be taken from the space C 
(Ω) (elements of the Sobolev space H 1 (Ω) have no traces at a single point), by a density argument, we can assume that in (3.17) , the test function z belongs to
In view of (3.13)-(3.15), it follows that The proof is completed at the end of this section. We only observe that it has been already shown that λ h m → λ 0 p , thus it suffices to prove that p = m.
From Lemma 3.1 it follows that the left-hand side of identity (3.14) can be chosen as the scalar product ⟨u h m , z⟩ in the space H 1 (Ω(h)) ⊥ . We define the operator K h in the space H 1 (Ω(h)) ⊥ by the formula
It is easy to check that K h is symmetric, positive and compact, therefore, selfadjoint. For m ≥ 1 we set µ 3)-(1.4) can be considered in an abstract framework, so we deal with the spectral equation in the Hilbert space 
The asymptotic approximations µ and U of a solution to equation (3.19) are defined by the number (λ 21) where the supremum is taken over the set {z ∈ H 1 (Ω(h)) ⊥ : ∥z∥ H = 1} and, hence, the L 2 -norms of the test function z indicated in inequality (3.1), both standard and weighted, are bounded by a constant N . Besides that, the standard proof of the trace theorem [13, p. 30] 
The expression in the sup in (3.21) can be processed as follows:
The estimates of I 3 and I 6 are straightforward, that is
Here, expressions (2.8) and (2.20) of the boundary layers are taken into account. The remaining integrals require additional work. In view of relations (1.8)-(1.9) and (2.27)-(2.30) we have
To get the estimate for I 2 1 , we, first of all, need to prove the following inequality:
By (3.22) and (3.1), we may write the inequality
Thus, we only need to verify that (3.27) is true in a h-neighbourhood of O. Using the dilation by h −1 , we are left to verify inequality Note that the boundary ∂Ξ is Lipschitz. Without loss of generality, let us assume that there exists a neighbourhood V of O such that ∂Ξ R ∩ V is the graph of a Lipschitz function ψ. We rectify the boundary ∂Ξ R ∩ V using the transformation
The image of ∂Ξ R ∩ V by T is a piece of plane. Let (ρ,θ,φ) be the spherical coordinate system associated with (ξ 1 ,ξ 2 ,ξ 3 ). Using the Lipschitz property of ψ, one readily checks that there exist constants c 1 > 0 and c 2 > 0, dependent on ψ, such that c 1 ρ <ρ < c 2 ρ. Using Hardy's inequality (3.10) and the equivalence of ρ andρ, we have
For the trace inequality, we separate the radial and angular variables and use the two-dimensional trace inequality in the angular variables: has to be close to zero and to one simultaneously. To actually prove that the equality occurs in (3.50), we first of all, notice that, for a sufficiently small h > 0, the relations of type (3.50) are valid for all eigenvalues λ Remark 3.7. Estimates (3.47) show that the bound in (3.42) is larger than the norms of the functions w q1 , w q2 and v q3 included into the approximation solution and, therefore, estimate (3.42) remains valid for the function v q0 alone, without three correcting terms. This is the usual situation in the asymptotic analysis of singular spectral problems: One needs to construct additional asymptotic terms of eigenfunctions in order to prove that the correcting term in the asymptotics of an eigenvalue is found properly. In theory, one can employ the general procedure [20] and construct higher order asymptotic terms of eigenvalues and eigenfunctions. We keep the boundary layer and regular corrections in the estimate (3.42) because they form a so-called asymptotic conglomerate which is replicated in the asymptotic series (see [20, 22] ; actually the notion of asymptotic conglomerates was introduced in [22] ).
