Background: An important concept in epidemiology is attributable risk, defined as the difference in risk between an exposed and an unexposed group. For example, in an intervention trial, the attributable risk is the difference in risk between a group that receives an intervention and another that does not. A fundamental assumption in estimating the attributable risk associated with the intervention is that disease outcomes are independent. When estimating population risks associated with treatment regimens designed to affect exposure to infectious pathogens, however, there may be bias due to the fact that infectious pathogens can be transmitted from host to host causing a potential statistical dependency in disease status among participants. Methods: To estimate this bias, we used a mathematical model of community-and household-level disease transmission to explicitly incorporate the dependency among participants. We illustrate the method using a plausible model of infectious diarrheal disease. Results: Analysis of the model suggests that this bias in attributable risk estimates is a function of transmission from person to person, either directly or indirectly via the environment. Conclusions: By incorporating these dependencies among individuals in a transmission model, we show how the bias of attributable risk estimates could be quantified to adjust effect estimates reported from intervention trials.
T here are many potential biases in intervention trials because of problems such as unsuccessful (or unbalanced) randomization or incomplete blinding. 1 We hypothesized that for intervention trials with infectious diseases as the outcome, an important additional source of bias is the dependency caused by secondary transmission. For example, estimates of the effect of a water-treatment intervention might be biased if individuals in the treatment group are exposed to infection by contact with those from the control group. The subjects in the study are, therefore, not independent, violating the required assumption that the outcome for each individual is independent of the outcomes for the other individuals. Statistical inference based on the risk ratio or risk difference has traditionally relied on the assumption of independence. 2 To study this phenomenon in more detail, infectious diarrhea was chosen because of the many possibilities for secondary transmission. Diarrheal disease is a leading cause of morbidity and mortality worldwide, with an estimated 1 billion episodes of diarrhea occurring each year in children under 5 years of age. 3 In 1990, 3 million of the 12.9 million deaths in children under the age of 5 were attributed to diarrheal disease. 4 The World Health Organization (WHO) has ranked diarrhea second after acute upper respiratory diseases in their calculation of global disease burden. 5 Although developing countries generally have a higher incidence of diarrheal disease and higher associated mortality than developed countries, there has recently been concern about the role that drinking water plays in the incidence of diarrheal disease even in developed countries. This concern has led to a number of randomized drinking-water intervention studies to estimate the attributable risk of diarrheal disease associated with drinking water. 6 -9 The risk difference, also known as the attributable risk, is valid only when the probability of a treatment group subject being indirectly exposed by a control group subject is zero; ie, all transmission parameters are zero except for the pathway being studied. By exploiting a variety of exposure pathways, many waterborne pathogens such as the enteric viruses are maintained within a community or region through alternate chains of transmission. To assume that every one of these pathways is completely independent of the pathway under study is a strong and potentially unrealistic set of assumptions.
Disease transmission models have been used extensively to explore the properties of pathogens that are transmitted from host to host through a variety of pathways, and their impact on disease patterns in communities. These models are a natural framework from which to address questions of intervention and control. These models can be used to estimate directly the health risks associated with particular exposure scenarios or to evaluate potential bias associated with empirical estimates of attributable risk from intervention trials. To estimate these potential biases we developed a mathematical model of community-and household-level disease transmission that explicitly accounts for the dependence among individuals. We use a simulation model of a household-based water-filter intervention trial designed to reduce the transmission of waterborne disease. 7 This model allows us to account explicitly for the dependence among individuals. Similar considerations apply to any intervention trial in which the disease process being studied (such as an infectious disease) has the property of potential transmission between participants ("secondary transmission").
Others have described this dependency in infectious disease processes and the need to account for it in the analysis. 2, 10 One solution to this problem is to condition on exposure to infection. 11 In the context of a vaccine trial, for example, conditioning on whether an individual is in contact with vaccinated or unvaccinated individuals provides a mechanism in which the stability assumption holds, and thus traditional causal risk differences can be used. This becomes a viable approach when exposure status can be assessed. In the context of waterborne pathogens, however, conditioning on exposure is not feasible because of the extreme difficulty in measuring all the possible modes of transmission for waterborne pathogens. In our model, conditioning of exposure would require the identification of all contacts with other infectious individuals and the level of environmental contact of pathogens that originated from infectious individualsvirtually an impossible task. Another solution to this problem is to develop probability equations that account for all possible outcomes. 10, 12 The generalization of this approach, however, can become impractical as the number of people in the population increases and the contact patterns become more complex. Yet another approach to account for these dependencies requires an analysis of the relationships among individuals and between individuals and the environment.
Using this approach, the process in which people who receive the treatment are still affected by community interactions is explicitly modeled. This elevates the analysis from an individual level to a systems level, 13, 14 and can be achieved by using a disease transmission model to account for secondary transmission processes. [15] [16] [17] We present an approach for estimating the incidence under a treatment and nontreatment scenario to calculate the measure of effect associated with a particular intervention. This approach explicitly accounts for the dependency of disease among individuals, ie, secondary transmission, using a disease transmission model. We apply a transmission model to a specific infectious disease process (infectious waterborne disease) in a drinking water intervention trial and examine the potential bias in the estimate of attributable risk that is introduced by failure to account for the dependency of disease among individuals.
METHODS

Drinking Water Intervention Trial and Disease Transmission
Four published drinking water intervention trials had similar basic designs. 6 -9 One half of each enrolled cohort was randomly assigned a water treatment device installed in the kitchen and the other half was randomly assigned either to an externally identical placebo device 6, 7 or to no device. 8, 9 Gastrointestinal symptoms were evaluated by means of a personal health diary maintained prospectively by all study families over a specified period of time ranging from 4 months to 1 year. Incidence was estimated for both the active and placebo groups by dividing the total number of gastrointestinal episodes in a group by the total person-time at risk for that same group. The attributable risk was estimated by calculating the difference in incidence between the intervention and comparison groups.
To describe this attributable risk estimate in terms of causal inference, 18 we consider the situation in which an investigator could observe outcomes under different treatment regimens for the same individual (ie, the counterfactual). Specifically, let Y 1 be the outcome variable when the individual is exposed, taking on a value of 1 if the individual has the disease and 0 if the individual does not. Analogously, let Y 0 be the outcome disease variable when the same individual is unexposed, with value of 1 if diseased and 0 if not. Let Tx be the random treatment assignment for an individual, with 0 representing placebo, 1 treatment. The standard assumption, given proper randomization of the subjects and no differential loss to follow-up is:
where Y a is the random variable designating disease (0 ϭ no, 1 ϭ yes) in the theoretical population in which everyone gets treatment a. In other words, the simple difference in disease proportions between treatment groups, given a large enough sample, approaches the "causal" treatment effect of interest.
The following hypothetical scenario illustrates how transmission can potentially bias risk estimates. Suppose that for a pathogen of interest: (1) there is a large secondary transmission rate among individuals within a community; (2) the only external environmental source of pathogen is contaminated water, and (3) the treatment (eg, water filters) is 100% effective in preventing exposure. In an intervention trial, contaminated water would infect individuals in the control group, who would then secondarily transmit infection to the individuals in the treatment group. Conducting an intervention trial under these conditions could result in all controls getting infected from the water and transmitting the infection to the individuals in the treatment group. The intervention trial would predict that the attributable risk to diarrheal disease associated with tap water consumption is zero because the rates of illness in the two groups would be equal. However, if we define the "real" attributable risk as the difference between the real population conditions and the counterfactual population in which no one is exposed:
The true attributable risk is much higher than that measured by the intervention trial, or
even when the trial is randomized, blinded, and controlled. This suggests that the randomized trial might not provide an unbiased estimate of the attributable risk when secondary transmission rates are important.
In reality, secondary transmission rates are less than the 100% used in the above example and there are multiple sources or pathways of infections from waterborne pathogens. At the most general level, three categories of pathways can be defined: (1) person-to-person transmission (often associated with poor personal hygiene). Transmission over this pathway can occur, for example, within households or other communal settings such as schools, day care centers, and nursing homes; (2) person-to-environment-to-person transmission, which is often associated with environmental contamination of water sources. Such transmission can occur, for example, through water used for drinking or recreation; and (3) environment-to-person transmission, which is often associated with sources of contamination external to the popula-tion under study, including animal sources and human sources from other communities.
Each of these pathways are interdependent; that is, an individual may indirectly become infected by drinking water exposure due to secondary spread from someone who was exposed to drinking water contamination. Likewise, increased infection from alternative sources can increase the magnitude of the person-to-environment-to-person pathway, resulting in an increased risk from drinking water exposures. This interdependency must be addressed to adjust for the bias and to estimate accurately the attributable risk from drinking water exposure. One way to examine and potentially to adjust for this bias is to incorporate a model that explicitly accounts for secondary transmission and (theoretically) estimates P(Y 1 ϭ 1) and P(Y o ϭ 1) directly. One such approach is the incorporation of nonlinear disease transmission models into a causal inference approach. 2
The Model
The model structure used in this simulation study was a household-level stochastic model. 19, 20 For each household i, we denote the number of susceptible, infectious, and immune (ie, recovered and immune) by S i , I i , and R i respectively. In addition, N i and N represent the total number of individuals in household i and in the community respectively, and M denotes the total number of households.
There are 5 model parameters that require identification: , the per individual recovery rate; ␤ h , the per-susceptible within-household transmission rate; ␤ c , the per-susceptible between-household transmission rate; , the transmission rate from infected individuals to susceptible individuals via water contamination; and r, the probability of infection given exposure to a dose of pathogens. The parameter represents a product of the rate at which infectious individuals shed pathogens into the environment and the attenuation of the pathogen as it moves from contamination to exposure site. The transmission rate parameters represent the transmission between any two individuals given that everyone has contact with each other. In addition to these five model parameters, there are two input variables representing the flow of pathogens from outside of the community: u w is the input rate of pathogens through water, and u e is the input rate of pathogens through environmental media other than water. The equations for this model are shown in the appendix.
To gain a better understanding of the model transmission rate parameters, ␤ h , ␤ c , and , the reproduction number R * was derived (see the Appendix). R * is defined as the number of infected households that would ultimately result from an initial infective in a given household. Heuristically, R * represents the propensity of the disease to spread through the community and is therefore a useful generalization of the classic basic reproduction number, R o , applicable to the household setting. 19 and would die out in the absence of external replenishment.
We computed R * for our model using the methods described in Ball et al 21 and found
where the factor f(␤ h /) ranges from 1 to 4 as ␤ h / goes from zero to very large values. This scalar function represents the expected number of people in the household who are ultimately infected. This function can never be larger than our household size of 4. If ␤ h is very large, f(␤ h /) ϭ 4 and the introduction of an index case results in infection of all 4 in the household. If ␤ h ϭ 0 the initial index case does not infect any within the household and f(␤ h /) ϭ 1. The quantity f(␤ h /) Ϫ 1, therefore, is the expected number of additional individuals infected within a household given an index case. The factor ␤ c ϩ r represents between-household transmission and waterborne (person-to-water-to-person) transmission. The role of these processes is amplified by within-household transmission. Without between-household and waterborne transmission, the disease would die out and yet withinhousehold transmission may allow community persistence for levels of between-household and waterborne transmission otherwise too small to sustain the disease. Equation (1) shows that the relationship between direct, waterborne, and household transmission is not additive. Further details are in the on-line appendix.
Simulation Analysis
To explore the dynamics of this model, we used a standard event-driven algorithm in which recovery and infection events were scheduled for each household, assuming a simple Poisson process. 22, 23 At each time point a given household may experience recovery of an infected individual, a within-household transmission event, or an infection from outside the household. At any given time, all of these rates are known: disease recovery for household i occurs at a rate of i (t) ϭ I i (t); within-household transmission for household i occurs at a rate of i (t) ϭ ␤ h S i I i ; between-household transmission to household i occurs at a rate of v i ϭ ␤ c S i (Y/N); and environment-to-person transmission, occurs at a rate of ␤ e (t) ϭ r(u w ϩ u e ϩ S i Y). Here Y ϭ ⌺I i (total number of infectious individuals), and X ϭ ⌺S i (total number of susceptible individuals). Our simplifying assumption for ␤ e (t) is that accumulation of exposure occurs evenly throughout the day. This assumes that the transmission rate follows an exponential hazard, a functional form that is widely used in the literature to estimate risks associated with exposures to waterborne pathogens. 24 We furthermore assume that the risk of infection given exposure to the environment is the same for all exposure pathways.
The total event rate during simulations is ␣ ϭ ⌺r i ϩ ⌺l i ϩ ⌺n i ϩ ⌺b ei , where 1/␣ is the average time to the next event. The next event is determined by randomly selecting one of the elements in the following vector, where the probability of selecting the element i of this vector equals Sn i :
where M represents the total number of households. The next event time, t', was drawn from the exponential distribution, ϭ exp(␣), and the specific event was drawn from a multinomial with parameters, c i /␣. Based on the multinomial draw there was either a recovery event or a transmission event. If a recovery event occurred in household i, then I i decreases by 1 at time t; if an infection event occurred, then S i decreases by 1 and I i increases by 1 at time t.
To demonstrate the bias due to pathogen transmission, we developed the following scenario. We modeled a moderate size community (N ϭ 10,000) and moderate sized households (N i , ϭ 4). Because this may not be representative of larger household sizes seen in developing countries we will also examine the effects of increasing the average household size to 8. The pathogens were assumed to confer complete and long-term protection, which over the 2-year simulation period is consistent with a variety of enteric viral pathogens. The duration of disease, 1/, was set to 10 days. For the purposes of this study the specific value of is not important. This can be observed by examining the equation for the reproductive number (Equation 1), in which normalizes the transmission rate parameters. Any shift in , therefore, can be compensated for by an equivalent shift in the transmission rate parameters. The infectivity parameter, r, was set to 2 x 10 Ϫ6 , a value consistent with risk estimates from enteric viral pathogen dose response studies. 25 The external source of pathogens from water, u w , was set to zero and from the environment, u e , was set to 30. Limiting the external input from water helped to simplify the problem. Nonzero values of w will also be examined. A nonzero e was used to represent multiple environmental pathogen sources. The value of 30 was chosen so that the attributable risk estimates would be in the range observed in intervention trials. [7] [8] [9] The simulations reflected a situation in which pathogens entered the community from the environment and the whole population was initially susceptible to infection and disease. The simulations estimated the cumulative incidence (CI, which is the number of illnesses divided by the number at risk) over a 2-year period. All incidence values were averages of 50 simulations.
For varying combinations of, ␤ h , (the per susceptible within-household transmission rate), ␤ c , (the per susceptible between-household transmission rate), and , (the transmission rate from infected individuals to susceptible individuals via water contamination), three scenarios were examined: (1) 
where CI EC , CI ET represent the control and treatment cumulative incidence estimates respectively, from the simulation run when 50% of the population was protected (treatment) and 50% was not protected. The counterfactual estimate of attributable risk, AR CF , was as follows:
where CI CFe , CI CFp represent the cumulative incidence estimates from the simulation run with no intervention within the community (exposed), and the simulation run with the intervention applied to 100% of the population (protected) respectively.
The bias associated with the AR CF estimate compared with the AR E estimate was quantified as:
All simulations and analyses were conducted using Matlab © V.6.0. Figure 1 shows a plot of the attributable risk comparing 2 counterfactual populations, one that is completely exposed and another completely unexposed, for several values of within-household transmission, ␤ h , and between-household transmission, ␤ c . For each plot in Figure 1 , the attributable risk increases with increasing transmission to a peak value for smaller levels of secondary transmission and then decreases with further increases in transmission. The rate of betweenhousehold transmission in which the attributable risk is at its peak value varies for different levels of within-household transmission, ␤ h . The unimodal relationship of between between-household transmission (␤ c ) and attributable risk is shown. The same relation exists for within-household transmission. At low transmission rates, the increase in the attributable risk estimate for increasing levels of transmission rates is due to the amplifying nature of secondary transmission; ie, increases in transmission results in a greater than additive increase in the attributable risk. For larger levels of secondary transmission, however, the rate infection saturates when a sufficient number of susceptible individuals have been removed such that the effective reproductive number is 1; ie, when on average each infected household cannot produce another infected household. This phenomenon results in smaller attributable risks for larger rates of secondary transmission.
RESULTS
To examine the role that person-to-water-to-person transmission plays in the attributable risk due to exposure to water, the between-household transmission rate parameter, ␤ c , was scaled to the within-household transmission rate parameter, ␤ h ; ie, ␤ c ϭ 0.16␤ h . In Figure 2 , within-household transmission was measured by the polynomial, f(␤ h /) Ϫ 1, that represents the expected number of additional individuals infected within a household given an index case. As in Figure  1 In contrast, the relation between the attributable risk estimate and was monotonic; ie, increases in were associated with increases in attributable risk, although the effect of on attributable risk decreased with increasing f(␤ h /) Ϫ 1. For example, for f(␤ h /) Ϫ 1 ϭ 2.0, the FIGURE 1. The attributable risk comparing the two counterfactual conditions of everyone being exposed with no one being exposed, for varying levels of within-household transmission, ␤ h , and between-household transmission, ␤ c . The solid line corresponds to ␤ h ϭ 0.3, the dashed line to ␤ h ϭ 0.075, the dotted line to ␤ h ϭ 0.025, and the dash-dotted line to ␤ h ϭ 0.01. The parameter ϭ 1.
Eisenberg et al
Epidemiology • Volume 14, Number 4, July 2003 attributable risk estimate increased by 0.5 as increased from 0.25 to 1.5; in contrast, for f(␤ h /) Ϫ 1 ϭ 0.3, a similar increase in resulted in an attributable risk increase of 0.05. Figure 3 shows the estimated bias associated with using an attributable risk estimate from an intervention trial, as a function of within-household transmission and person-towater-to-person transmission. As with Figure 2 , withinhousehold transmission was measured by the expected number of additional individuals infected within a household given an index case, f(␤ h /) Ϫ 1. The bias was estimated as the difference between the attributable risk estimate from the counterfactual populations (the true risk estimate) and the attributable risk estimate from an intervention trial. The bias increased to a maximum when the expected number of additional individuals infected within a household given an index case was approximately 2.0 and then dropped monotonically as within-household transmission was increased further. Similar to the attributable risk estimate, the maximum bias was associated with a range of within-household transmission, depending on the value of . The bias at the lower level of person-water-person transmission, ϭ 0.25, resulted in the attributable risk estimate shifting from 0.05 to 0.13, whereas for the higher value of person-water-person trans-mission, ϭ 1.5, resulted in the attributable risk estimate shifting from 0.3 to 0.55. In all cases the peak bias resulted in approximately a 50% decrease in attributable risk
DISCUSSION
Infectious diseases result from the transmission of pathogens from one host to another, either directly or indirectly through the environment. Thus, a given disease outcome may be dependent on other disease outcomes that have occurred in the past in other hosts. Epidemiologic measures of effect that assume independence, such as attributable risk, therefore have the potential to produce biased estimates. The amount of bias is a function of the degree of dependency, which in turn is a function of the strength of the various disease transmission pathways. For the model simulations analyzed in this study, there were 2 mechanisms by which an infectious individual could transmit an infection to a susceptible individual. The first was person-to-person transmission that could occur either within a household or between households. The second was person-to-environment-to-person transmission that could occur, for example, when sewage from the community contaminates the drinking water source.
Our simulations quantified the relationship between the magnitude of the bias and the rate of transmission. Small values of within-household transmission resulted in an amplified number of cases that were indirectly attributable to drinking water exposure. These indirect cases were not fully FIGURE 2. The attributable risk comparing the two counterfactual conditions of everyone being exposed with no one being exposed, for varying levels of environmental transmission, , and the expected number of additional individuals infected within a household given an index case, f(␤ h /) Ϫ 1. For these simulations, ␤ c ϭ 0.16␤ h . The solid line corresponds to ϭ 1.5, the dashed line to ϭ 1.0, the dotted line to ϭ 0.5, and the dash-dotted line to ϭ 0.25. Bias Due to Secondary Transmission captured in the simulations representing the intervention trial, as some of the amplification resulted in cases within the control group that were protected from direct exposure but not indirect exposure. For larger transmission levels, both the attributable risk and bias decreased. In the extreme situation, in which the within-household transmission rate was high, an individual who did not get infected, either directly or indirectly, from drinking water exposure got infected, either directly or indirectly, from another environmental source. This phenomenon was captured by the fact that the true attributable risk as well as the attributable risk estimated from the intervention trial were close to zero for high transmission rates, and therefore the bias was also close to zero.
In contrast to this unimodal relation between bias magnitude and transmission, the relation between the bias and (the rate at which infectious individuals shed into the environment) was monotonic. Increases in transmission from person to drinking water to person resulted in increases in the bias. Even in the absence of within-and between-household transmission, a dependency between outcomes of one individual and another could exist due to the person-to-environment-to-person transmission pathway; ie, there was a greater difference in risk when estimated from the counterfactual populations in which every individual compared with no individual was contributing to the concentration of pathogens in the environment.
We simplified the transmission system by considering only 2 environmental transmission pathways. One pathway was associated with drinking water exposure, assuming that the source of pathogens was from infectious individuals shedding into the environment. The other pathway was an external constant input of pathogens, used to characterize all other sources of infection from environmental exposure. Various levels of this external input were examined and shown not to affect the basic features of Figures 1 to 3 .
Another assumption in the model was that the average household size was 4. Simulation results for average household sizes as large as 8 were also examined and shown not to affect the qualitative features of Figures 1 to 3 .
One empiric approach to providing a true estimate of the intervention would be to randomize at the level of the community. Although useful in many circumstances, the additional expense and complexity often makes a community-level intervention design impractical. Alternatively, an infection transmission model can be used to estimate risk directly. These transmission models, however, require a detailed specification of the transmission pathways and subsequently the identification of those transmission parameters associated with each pathway; ie, the assumption when estimating effects using a transmission model is that all pathways are specified and identified. Given that the pathways are specified and identified, ie, the model is an accurate repre-sentation of the disease process, counterfactuals can be identified through simulations to directly estimate causal risk.
Future work is needed to explore the potential for using these explicit causal models that incorporate secondary transmission for estimation of treatment effects. Specifically, to develop a disease transmission model as a tool for estimating the true attributable risk would require the identification of the model parameters. For the specific model used in these simulation studies, the crucial parameters to identify are the 3 transmission rates: within-household transmission, betweenhousehold transmission, and drinking water transmission. Data from household prospective studies, such as those conducted in Tecumseh, 26, 27 Seattle (Seattle Viral Watch), 28 and New York (New York Viral Watch), 29 are useful for estimating the proportion of infections that arise from within the household compared with from the community. 10, 12 Drinking water intervention trials can provide the drinking water component, 6 -9 and environmental modeling studies can provide the pathogen fate and transport component. Estimation of transmission parameters has been done in an outbreak setting 17 but not in the endemic setting. We also need additional data relevant to identifying transmission rates, such as the specific organisms causing disease along with their molecular typing data, contact pattern data, and pathway specific outcome data. These outcome data would come from intervention trials that measure the pathway-specific effects.
Even in the context of models in which transmission pathways are not completely specified and model parameters not completely identified, transmission models can be useful in sensitivity studies to provide insight into the effects of dependent outcomes on attributable risk measures, as well as to provide preliminary estimates of the biases associated with assuming independence. By combining this systems-level approach within the counterfactual framework, we have provided a potential framework from which to interpret attributable risk estimates obtained from a standard epidemiologic intervention design. From a systems perspective, epidemiologic data do provide data on pathway-specific (ie, environment-to-person) transmission. Additional data on contact patterns and identification of molecular strains of isolated pathogens are required to estimate other transmission rates (eg, person-to-person). A systems modeling approach such as a disease transmission model can integrate these data and explicitly account for the dependency of transmission pathways, providing unbiased estimates of risk.
APPENDIX
We model the spread of disease among households as a continuous time Markov chain, which we represent as follows. Let ⌬ ϩ j be the operator that adds one to element j of a vector; i.e., ⌬ ϩ j x ϭ xϩ u j , where u j is a vector with zeros everywhere except for element j, which has value 1. Similarly, let ⌬ Ϫ j subtract one from element j (⌬ Ϫ j x ϭ x Ϫ u j ). At any given time the state of the system is completely specified by the vectors s and i, where the j th component of s, sj, denotes the number of susceptibles in household j and similarly, i j , denotes the number of infective in household j. Both vectors s and i, therefore, are of length M, the number of households being modeled. The probability that the system is in state s,i at time t is denoted P(t) s,i . The probabilty of being in a state with one or more susceptible in household j and one fewer infective in household j, for instance, is then denoted P(t) ⌬ ϩ j s,⌬ Ϫ j i . The model parameters are defined as follows: 1) The within-household force of infection per infective, ␤ h , applies to a transmission event in which each susceptible in household j experiences a force of infection equal to i j ␤ h ; 2) The community or between-household force of infection per infective, ␤ c , applies to a transmission event in which each susceptible in household j experiences a force of infection equal to ␤ c ⌺i j ; 3) The overall force of infection per infective due to the waterborne route, r, applies to a transmission event in which each susceptible in household j experiences a force of infection equal to r⌺i j ; 4) A water treatment indicator, t j , which is zero if household j receives a water filter, and 1 if household j receives no water filter; 5) The force of infection due to the exogenous water sources, u w , and exogenous environmental sources besides water, u e , applies to a transmission event in which each susceptible in household j experiences a force of infection equal to u e ϩ u w t j ; 6) The recovery rate, ; and 7) The number of households, M.
The Kolmogorov forward equation for the system may then be written as:
where the initial condition is P(0) K,0 ϭ 1 and P(0) s,i ϭ 0 for all other vectors s, i; i.e., the community of households initially consists of individuals that are all susceptible. The form of the equations insures that the probability of the system being in any state with s j ϩi j Ͼ4, s j Ͻ0, or i j Ͻ0 is always zero. We explore the dynamics of this system by the eventdriven algorithm described in the text. Ball et al. 21 , show that the generalized basic reproduction number R * can be expressed as a product of the number of new infectives that can be produced outside the household by a given infective in the household N ⅐ (␤ c ϩ r ⅐ ) and the expected size of a within-household outbreak.
f ( ␤h )
We computed the first factor by calculating the basic reproduction number of the epidemic when within-household transmission was set to zero (so that the household structure vanishes), and the second factor by solving the Kolmogorov forward equations for the spread of disease in a single household size of four using standard methods (details are available upon request). The form of the second term is:
1 ϩ 13 ⅐ a ϩ 73 ⅐ a 2 ϩ 217 ⅐ a 3 ϩ 310 ⅐ a 4 ϩ 196 ⅐ a 5 ϩ 48 ⅐ a 6 (1 ϩ 3 ⅐ a)(1 ϩ 2 ⅐ a) 2 (1 ϩ a) 3 where a ϭ ␤h/, and the household size is assumed to be 4. We then checked this solution by computing the criterion for instability of the no-disease equilibrium for the deterministic metapopulation model corresponding to the stochastic model 19 . In this system, the number of households is much larger than the expected number of households that can be infected by a given household, so that the computed R * may be expected to provide insight into the dynamics of the system.
