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Introducción
El análisis algebraico estudia sistemas lineales funcionales (SLF ) de ecuaciones diferen-
ciales ordinarias o parciales, ecuaciones en diferencias, ecuaciones diferenciales con retardo,
etc., por medio de técnicas algebraicas del álgebra homológica, a través de módulos de pre-
sentación finita sobre anillos no conmutativos de tipo polinomial, tales como anillos de
operadores diferenciales, anillos de polinomios con corrimiento, anillos de polinomios torci-
dos iterados, o de manera más general, dominios de Ore. Los orígenes del análisis algebraico
se remontan a los trabajos de B. Malgrange ([15]), V. Palamodov ([18]), M. Sato ([21]), U.
Oberst ([17]), M. Fliess ([10], [11]), J. Pommaret ([20], [19]) y M. Kashiwara ([12]).
Una de las principales ideas de los métodos homológicos del análisis algebraico es asociar
a un SLF ,Ry = 0, conR ∈ Dq×p una matriz de tamaño q×p con entradas en un dominio de
OreD, elD-módulo de presentación finitaM := D1×p/(D1×qR), dondeD1×qR := {λR|λ ∈
D1×q}. Las propiedades del sistema lineal se estudian entonces a través de propiedades
homológicas del módulo M y de la manipulación algebraica de la matriz R, cambiando el
sistema por otro equivalente con matriz R′ del mismo tamaño, pero con aspecto canónico,
como por ejemplo triangular en bloques o diagonal en bloques.
Otra idea central del análisis algebraico pertenece a Malgrange y consiste en lo siguiente:
las soluciones de un SLF se toman en un D-módulo F de funciones, por ejemplo, el
conjunto F := C∞(Ω) de funciones suaves sobre Ω, donde Ω es un subconjunto convexo
abierto de Rn; el conjunto de soluciones del sistema Ry = 0 viene entonces dado por
kerF (R.) := {η ∈ Fp|Rη = 0}; Malgrange probó el isomorfismo de grupos abelianos
kerF (R.) ∼= HomD(M,F). Este isomorfismo permite demostrar cómo algunas propiedades
de los sistemas lineales funcionales son traducidas en propiedades del móduloM y, a su vez,
estas últimas pueden ser estudiadas calculando ciertas extensiones de la forma ExtiD(N,D),
i ≥ 1, donde N es el transpuesto de M .
Sean D un dominio noetheriano, R ∈ Dq×p una matriz de rango pleno (e.d., las filas
de la matriz R son linalmente independientes), con q ≤ p y M = D1×p/ (D1×qR) el D-
módulo asociado al sistema Ry = 0, el cual es finitamente generado por los elementos
{pi(e1), . . . , pi(en)}, donde {ei}
1≤i≤p forman la base canónica de D
1×p y pi : D1×p −→ M
es la proyección canónica sobre M, e.d., pi(ei) ∈M es la clase del vector ei para 1 ≤ i ≤ p.
Para el homomorfismo definido por
.R : D1×q −→ D1×p
µ 7−→ µR
II
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tenemos
ker(.R) = {µ ∈ D1×q | µR = 0} = 0, entonces µR = 0⇐⇒ µ = 0.
Debido a que las filas de R son L.I., resulta la presentación libre finita
0 −→ D1×q .R−→ D1×p pi−→M −→ 0.
de el D-móduloM . Se ha probado que el D-móduloM = D1×p/(D1×qR) asociado al SLF
Ry = 0 es finitamente generado por los elementos pi(e1), . . . , pi(en) y es de presentación
finita.
En este orden de ideas, se analizará una de las técnicas matriciales más recientes (véase
[8]) para el estudio de los SLF , la cual es basada en las generalizacion del siguiente teorema
clásico debido a Serre:
Teorema 1. Sea D = R[x1, ..., xn] anillo de polinomios con coeficientes en R. R ∈ Dp×p
de rango pleno, e.d., rank(R) = p. Existen V ,W ∈ Dp×p matrices unimodulares tales
que:
V RW =
(
Ip−1 0
0 det(R)
)
,
si y sólo si, existe Λ ∈ Dp tal que la matriz P = (R − Λ) admita inversa a derecha.
El teorema anterior establece condiciones necesarias y suficientes para que el SLF
Ry = 0 definido por la matriz de rango pleno (e.d., det(R) 6= 0) R ∈ Dp×p sobre el anillo de
polinomios conmutativo D = R[x1, . . . , xn] resulte equivalente a la ecuación det(R)zp = 0,
donde zp es la última columna del vector z = W−1y.
Observación 1. El sistema lineal Wz = y con y ∈ Dp tiene por solución z = W−1y, la
cual es única ya que la matriz W es invertible. Entonces:
Ry = 0⇔ (V RW )z = 0⇔ z1 = · · · = zp−1 = 0 y det(R)zp = 0 , (1)
con yp = Wp•zp, tomando Wp• como la última fila de la matriz W .
Si consideramos pi : D1×p −→M el homomorfismo canónica, tenemos que el D-módulo
M es finitamente generado por pi(e1), . . . , pi(ep) y
pi(Ri.) = pi ([Ri1 · · ·Rip]) = pi(
p∑
j=1
Rijej) = pi(ei.R) =
p∑
j=1
Rijpi(ej) = 0.
En consecuencia Ry = 0 para y = [y1, . . . , yp]T tomando yi = pi(ei), para i = 1, . . . , p y
por (1) tenemos pi(e1) = · · · = pi(ep−1) = 0, entonces el D-módulo M es cíclico y generado
por pi(ep).
Este teorema de Serre hace pensar en al menos dos posibilidades de generalización: por
un lado extender el resultado a dominios D no conmutativos de tipo polinomial tal como
las álgebras de Ore, y por otro, dar condiciones necesarias y suficientes para que una matriz
R ∈ Dq×p con filas linealmente independientes sea equivalente a una matriz diagonal en
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bloques diag
(
Ir | R
)
, con R ∈ D(q−r)×(p−r). Esta generalización la cual fue planteada y
estudiada en [8] es el problema a investigar en la tesis propuesta.
Salvo que se advierta la contrario en el presente trabajo R representa un anillo no
conmutativo con unidad y D representa un dominio no conmutativo noetheriano, es decir,
todo ideal de D izquierdo (derecho) es finitamente generado. Los R-módulos y los D-
módulos seran considerados a izquierda. R ∈ Dq×p representa una matriz de rango pleno
con q ≤ p, e.d., sus filas son L.I.
CAPÍTULO 1
Preliminares
Este capítulo se desarrollará por medio de dos secciones, en la primera sección traduciremos
la teoría referente a las extensiones de Baer entre dos R-módulos M y N , denotadas como
extensiones de N por M , donde R no necesariamente es un anillo conmutativo. En la
segunda sección introduciremos los anillos de polinomios torcidos con sus propiedades más
relevantes para el desarrollo e ilustración del siguiente capítulo, a continuación se definen
las extensiones de Ore y para finalizar se dan algunos ejemplo de álgebras de Ore.
1.1. Extensiones de R-módulos
Desarrollaremos las extensiones de Baer sobre un anillo R del R-módulo M por el R-
módulo N , denotadas como extensiones de N por M , donde R no necesariamente es un
anillo conmutativo. Al final de esta sección se establecerá el resultado más importante de
las extensiones de Baer.
Definición 1. Sea R un anillo, una sucesión exacta de R-módulos izquierdos
0 −→M α−→ B β−→ N −→ 0 (1.1)
es hendida si existe γ : B −→M , tal que γα = iM .
Teorema 2. Sean R un anillo, M, B y N R-módulos izquierdos. Consideremos la
sucesión exacata (1.1), entonces las siguientes condiciones son equivalentes:
(1) Existe α : B −→M homomorfismo de R-módulos, tal que γα = iM .
(2) La Im(α) es sumando directo de B. Para ser más exactos B ∼= ker(γ)⊕ Im(α).
(3) Existe µ : N −→ B homomorfismo de R-módulos, tal que βµ = iN .
Demostración. (1)⇒ (2): sea b ∈ B, entonces
γ(α(γ(b))) = γ(b) ⇒ γ(b− α(γ(b))) = 0 ⇒ b− α(γ(b)) ∈ ker(γ),
1
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en consecuencia b − α(γ(b)) + α(γ(b)) = b. Sea ν ∈ Im(α) ∩ ker(γ), entonces α(m) = ν
para algún m ∈M y γ(ν) = 0, lo cual prueba B = ker(γ)⊕ Im(α).
(2) ⇒ (3): Para cada n ∈ N existe b ∈ B, tal que β(b) = n, por (2), tenemos
b = b1 + α(m1), definiendo la función µ : N −→ B, por µ(n) = b1.
Tomemos b ∈ ker(β), existe m1 ∈ M tal que b = α(m1), lo cual implica µ(0) = 0. Se
ha probado que la función µ está bien definida, es claro que µ es un homomorfismo de
R-módulos.
Por otra parte para cada n ∈ N se tiene: n = β(b) = β(b1 + α(m1)) = β(µ(n)) donde
b1, b ∈ B. Lo cual prueba βµ = IN
(3) ⇒ (1): Supongamos µ : N −→ B, tal que βµ = iN . Para cada b ∈ B se tiene
β(b) = n, entonces β(µ(n)) = β(b), en consecuencia existe un únicom ∈M tal que α(m) =
b−µ(n). Supongamos α(m1)+µ(n1) = α(m2)+µ(n2) se tiene 0 = β(α(m1−m2)) = n2−n1,
lo cual implica n1 = n2 y m1 = m2, de aquí todo elemento de b ∈ B tiene una única
escritura de la forma b = α(m) + µ(n). Definimos el homomorfismo γ : B −→ M por
γ(b) = γ(α(m) + µ(n)) = m, el cual está bien definido. De lo anterior se tiene γα = iM y
γ(µ(n)) = 0 para cada µ ∈ N .
Corolario 1. La sucesión exacta (1.1) es hendida si, y sólo si, existen homomorfismos
de R-módulos µ : N −→ B y γ : B −→ M , tal que γα = IM , βµ = IN , γβ = 0 y
αγ + µβ = IB.
Demostración. ⇐): evidente.
⇒): utilizando el teorema 2 resta ver αγ + µβ = IB. Sea b ∈ B, entonces β(µ(β(b))) =
β(b), en consecuencia existe m ∈M tal que α(m) = b− µ(β(b)), se sigue
α(γ(b)) = α(m)⇒ b = µ(β(b)) + α(γ(b)) ∀b ∈ B
⇒ IB = µβ + αγ.
Definición 2. Sean R un anillo, M y N dos R-módulos. Una extensión N de M ,
también denominada, una extensión de M por N , es una sucesión :
e : 0 −→M α−→ B β−→ N −→ 0
exacta de R-módulos.
Sea E(M,N) el conjunto de todas las extensiones de M por N . Decimos que
dos extensiones
e : 0 −→M α−→ B β−→ N −→ 0
y
e′ : 0 −→M α′−→ B′ β
′
−→ N −→ 0
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son extensiones equivalentes si existe un homomorfismo f : B −→ B′ el cual hace
que el siguiente diagrama
0 M B N 0
0 M B′ N 0
- -α
‖
-β
?
f
-
‖
- -α
′
-β
′
-
,
sea conmutativo, e.d., fα = α′ y β′f = β.
Observación 2. Dos extensiones equivalentes resultan isomorfas, e.d., f : B −→ B′ es
un R-isomorfismo.
Sea b ∈ ker(f), debido a que el diagrama es conmutativo tenemos β(b) = 0. Por la
exactitud de la extensión existe un único m ∈M tal que α(m) = b, entonces f(α(m)) =
f(b) = α′(b) = 0, lo cual implica b = 0. Se ha probado que f un homomorfismo inyectivo.
Ahora sea b′ ∈ B′, entonces existe b ∈ B tal que β(b) = β′(b′), debido a que el
diagrama conmuta β′(f(b)) = β′(b′), por la exactitud de la sucesión existe m ∈M tal que
α′(m) = f(b)− b′ ⇒ f(b− α(m)) = b′, luego f es un R-isomorfismo.
Sobre E(M,N) definimos la relación e ∼ e′, si y solamente si, son extensiones equiv-
alentes. La relación definida anteriormente resulta ser una relación de equivalencia. El
cojunto de todas las clases de equivalencia E(M,N)/ ∼ lo denotaremos por eR(M,N).
Proposición 1. Dos extensiones cualesquiera de M por N hendidas son equivalentes.
Demostración. Sean
e : 0 −→M α−→ B β−→ N −→ 0
y
e′ : 0 −→M α′−→ B′ β
′
−→ N −→ 0
dos extensiones hendidas de M por N . Entonces existen γ : B −→ M y θ : N −→ B′
homomorfismo de R-módulos tal que γα = iM y β′θ = iN , respectivamente. Definimos
h : B −→ B′ por h(b) = α′(γ(b)) + θ(β(b)), h resulta ser un homomorfismo de R-módulos
bien definido.
Para cada m ∈ M se tiene h(α(m)) = α′(γ(α(m))) + θ(β(α(m))) = α′(m), lo cual
implica hα = α′. Tomando b ∈ B se tiene β′(h(b)) = β′(α′(γ(b)) + θ(β(b))) = β(b), en
consecuencia el diagrama:
0 M B N 0
0 M B′ N 0
- -α
‖
-β
?
h
-
‖
- -α
′
-β
′
-
es conmutativo, y las extensiones e y e′ son equivalentes.
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Observación 3. Si dos extensiones deM por N son equivalentes y una de ellas es hendida,
la otra resulta hendida.
Sean
e : 0 −→M α−→ B β−→ N −→ 0
y
e′ : 0 −→M α′−→ B′ β
′
−→ N −→ 0
dos extensiones equivalentes, entonces existe µ : B −→ B′ isomorfismo de R-módulos tal
que el diagrama
0 M B N 0
0 M B′ N 0
- -α
‖
-β
?
µ
-
‖
- -α
′
-β
′
-
es conmutativo. Dado que e es una sucesión hendida existe γ : B −→M tal que γα = iM ,
entonces (γµ−1)α′ = (γµ−1)(µα) = γ(µ−1µ)α = γα = iM . Lo cual prueba que e′ es
hendida.
Proposición 2. Dada una extensión
e : 0 −→M α−→ B β−→ N −→ 0 (1.2)
de M por N y un homomorfismo λ : M −→ M ′ de R-módulos, entonces existe una
extensión
λe : 0 −→M ′ α′−→ B′ β
′
−→ N −→ 0
de M ′ por N y un homomorfismo de R-módulos µ : B −→ B′ que hacen el diagrama
0 M B N 0
0 M ′ B′ N 0
- -α
?
λ
-β
?
µ
-
‖
- -α
′
-β
′
-
, (1.3)
conmutativo.
Demostración: Definimos K := {(λ(m),−α(m)) | m ∈M}, K resulta ser un submódulo
de M ′ ⊕B, tomamos B′ := (M ′ ⊕B)/K y definimos los R-homomorfismos:
α′ : M ′ −→ B′
m′ 7−→ (m′, 0) +K ;
β′ : B′ −→ N
(m′, b) +K 7−→ β(b)
µ : B −→ B′
b 7−→ (0, b) +K
es claro que α′ y µ son homomorfismos bien definidos. Si (m, b) ∈ K se tiene m = λ(m1)
y b = −α(m1) para algún m1 ∈ M , lo cual implica β′(b) = 0. Esto muestra que β′ es un
homomorfismo bien definido.
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Ahora, sea m′ ∈ M ′ tal que α′(m′) = 0, entonces (m′, 0) ∈ K y se sigue m′ = λ(m0)
y 0 = α(m0), dado que α inyectiva se tiene m0 = 0 y a su ves m′ = 0. Se ha demostrado
que α′ es un homomorfismo inyectivo, e.d., un monomorfismo.
Es claro que Im(α′) ⊆ ker(β′). Ahora tomemos (m′, b) + K ∈ B′ tal que β′((m′, b) +
K) = 0, e.d., β(b) = 0. Por la exactitud de la sucesión (1.2), se tiene b = α(m) para algún
m ∈M . Por otro lado (λ(m), 0) +K = (0, α(m)) +K, lo cual implica:
(m′, b) +K = (m′, α(m)) +K = (m′, 0) + (0, α(m)) +K
= (m′ + λ(m), 0) +K
= α′(m′ + λ(m)).
Se ha probado; Im(α′) = ker(β′).
Para cada n ∈ N existe b ∈ B tal que β(b) = n, entonces β′((0, b) +K) = β(b) = n. Se
ha probado que β′ es un homomorfismo de R-módulos sobreyectivo.
De lo anterior podemos afirmar que la sucesión
λe : 0 −→M ′ α′−→ B′ β
′
−→ N −→ 0
es exacta.
Veamos que el diagrama conmuta. Para cada m ∈M se tiene
α′(λ(m)) = (λ(m), 0) +K = (0, α(m)) +K = µ(α(m)).
Si tomamos b ∈ B
β′(µ(b)) = β′((0, b) +K) = β(b)
luego el diagrama (1.3) es conmutativo.
Afirmación: Si una extensión de M ′ por N cumple las condiciones de la proposición
anterior, entonces la extensión resulta equivalente a λe.
Sea
e′′ : 0 −→M ′ α′′−→ B′′ β
′′
−→ N −→ 0
otra extensión de M ′ por N tal que el diagrama
0 M B N 0
0 M ′ B′′ N 0
- -α
?
λ
-β
?
µ′′
-
‖
- -α
′′
-β
′′
-
,
conmuta.
Definimos σ : B′ −→ B′′ como σ((m′, b) +K) = α′′(m′) + µ′′(b). Tomando
(λ(m′),−α(m′)) ∈ K tenemos
σ((λ(m′),−α(m′)) +K) = α′′(λ(m′))− µ′′(α(m′))
= µ′′(α(m′))− µ′′(α(m′))
= 0.
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Lo cual muestra que σ es un homomorfismo de R-módulos bien defiinido.
Ahora, para cada m′ ∈M ′ σ(α′(m′)) = σ((m′, 0) +K) = α′′(m′) y
β′′(σ((m′, b) +K)) = β′′(α′′(λ(m′)) + µ′′(α(m′)))
= β′′(µ′′(α(m′))
= β(b)
= β′((m′, b) +K).
Se ha probado que e′′ y e′ son extensiones de M ′ por N equivalentes.
Proposición 3. Sean
e : 0 −→M α−→ B β−→ N −→ 0
una extensión de M por N y ν : N ′ −→ N un homomorfismo de R-módulos, entonces
existe una extensión
eν : 0 −→M α′−→ B′ β
′
−→ N ′ −→ 0
de M por N ′ y un homomorfismo de R-módulos ν ′ : B′ −→ B que hacen el diagrama
0 M B′ N ′ 0
0 M B N 0
- -α
′
‖
-β
′
?
ν′
-
?
ν
- -α -β -
, (1.4)
conmutativo.
Demostración. Consideremos B′ = {(b, n′) ∈ B ⊕ N ′ | β(b) = ν(n′)} submódulo de
B ⊕N ′ y definimos los homomorfismos de R-módulos
α′ : M −→ B′
m 7−→ (α(m), 0) ;
β′ : B′ −→ N ′
(b, n′) 7−→ n′
ν ′ : B′ −→ B
(b, n′) 7−→ b.
De lo anterior se tiene que α′, β′ y ν ′ son homomorfismos de R-módulos, y por su con-
strucción están bien definidos.
Por otro lado se tiene β′(α′(m)) = β′(α(m), 0) = 0 para cualquier m ∈M .
Sea (b, n′) ∈ B′ tal que β′((b, n′)) = 0, entonces n′ = 0 y β(b) = 0. Usando la exactitud
de la sucesión (1.2) se tiene α(m) = b para algún m ∈ M , en consecuencia α′(m, 0) =
(b, 0). Se ha probado que Im(α′) = ker(β′).
Sea m ∈ M tal que α′(m) = (0, 0), dado que α es un monomorfismo se tiene m = 0 ,
esto demuestra que α′ es un monomorfismo.
Usando la exactitud de la sucesión (1.2), para cualquier n′ ∈ N ′ se tiene: β(b) = ν(n′)
para algún b ∈ B, en consecuencia β′(b, n′) = n′. Se ha probado que β es un homomorfismo
de R-módulos sobreyectivo y a su ves que eν es una extensión de M por N ′.
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Ahora ν ′(α′(m)) = ν ′((α(m), 0)) = α(m) para cualquier m ∈ M y ν(β′(b, n′)) =
ν(n′) = β(b) = β(ν ′(b, n′)) para cualquier (b, n′) ∈ B′. Esto demuestra que el diagrama
(1.4) es conmutativo.
Se verá que si una extensión de M por N ′ satisface la proposición anterior, entonces la
extensión es equivalente a eν.
Sean
e′′ : 0 −→M α′′−→ B′′ β
′′
−→ N ′ −→ 0,
una extensión de M por N ′ y ν ′′ : B′′ −→ B tal que el diagrama
0 M B′′ N ′ 0
0 M B N 0.
- -α
′′
‖
-β
′′
?
ν′′
-
?
ν
- -α -β -
conmuta.
Definimos φ : B′′ −→ B′ por φ(b′′) = (ν ′′(b′′), β′′(b′′)), para cada b′′ ∈ B′′. Es claro;
(ν ′′(b′′), β′′(b′′)) ∈ B′ y además φ es un homomorfismo de R-módulos bien definido.
Para todo m ∈M se tiene
φ(α′′(m)) = (ν ′′(α′′(m)), β′′(α′′(m)))
= (α(m), 0)
= α′(m)
y para todo b′ ∈ B′′ se tiene β′(φ(b′)) = β′((ν ′′(b′), β′′(b′))) = β′′(b′). De esta forma el
diagrama
0 M B′′ N ′ 0
0 M B′ N ′ 0
- -α
′′
‖
-β
′′
?
φ
-
‖
- -α -β -
,
resulta conmutativo.
Se mostrará que eR(M,N) es un grupo abeliano definiendo una suma adecuada, y luego
se establecerá un isomorfismo de grupos entre eR(M,N) y ext
1
R(N,M).
Sean
e : 0 −→M α−→ B β−→ N −→ 0
y
e′ : 0 −→M α′−→ B′ β
′
−→ N −→ 0
dos extensiones de M por N y e⊕ e′ la extensión
e⊕ e′ : 0 −→M ⊕M α⊕α′−→ B ⊕B′ β⊕β
′
−→ N ⊕N −→ 0
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de M ⊕M por N ⊕N . Definimos los homomorfismos de R-módulos
∇ : M ⊕M −→ M
(m1,m2) 7−→ m1 +m2 ;
∆ : N −→ N ⊕N
n 7−→ (n, n)
entonces ∇((e⊕ e′)∆) y (∇(e⊕ e′))∆ son extensiones de M por N .
Proposición 4. Las extensiones ∇((e⊕e′)∆) y (∇(e⊕e′))∆ deM por N son equivalentes.
Demostración. Consideremos la extensión
e⊕ e′ : 0 −→M ⊕M α⊕α′−→ B ⊕B′ β⊕β
′
−→ N ⊕N −→ 0
y ∇ : M ⊕M −→M homomorfismo de R-módulos.
Definiendo B′′ = (M ⊕B ⊕B′′)/K, donde
K = {(m1 +m2,−α(m1),−α(m2)) | m1,m2 ∈M},
y tomando los homomorfismos:
α′′ : M −→ B′′, definida por α′′(m) = (m, 0, 0) +K.
β′′ : B′′ −→ N ⊕N, definida por β′′((m, b, b′) +K) = (β(b), β(b′)).
µ′′ : B ⊕B′ −→ B′′, definida por µ((b, b′)) = (0, b, b′) +K.
así obtenemos la sucesión exacta
∇(e⊕ e′) : 0 −→M α′′−→ B′′ β
′′
−→ N ⊕N −→ 0,
en consecuencia el diagrama
0 M ⊕M B ⊕B′ N ⊕N 0
0 M B′′ N ⊕N 0
- -α⊕α
′
?
∇
-β⊕β
′
?
µ′′
-
‖
- -α
′′
-β
′′
-
,
conmuta.
Para la sucesión
∇(e⊕ e′) : 0 −→M α′′−→ B′′ β
′′
−→ N ⊕N −→ 0
y el homomorfismo de R-módulos ∆ : N −→ N ⊕N , existen
(∇(e⊕ e′))∆ : 0 −→M α1−→ B1 β1−→ N −→ 0 sucesión exacta y ν1 : B1 −→ B′′
homomorfismo de R-módulos tales que el diagrama
0 M B1 N 0
0 M B′′ N ⊕N 0
- -α1
‖
-β1
?
ν1
-
?
∆
- -α
′′
-β
′′
-
CAPÍTULO 1. PRELIMINARES 9
conmuta, tomando:
B1 = {((m, b, b′) +K,n) | (m, b, b′) +K ∈ B′′, n ∈ N y β(b) = β′(b′) = n}.
α1 : M −→ B1, definida por α1(m) = ((m, 0, 0) +K, 0).
β1 : B1 −→ N, definida por β1(((m, b, b′) +K,n)) = n.
ν1 : B1 −→ B′′, definida por ν1(((m, b, b′) +K,n)) = (m, b, b′) +K.
Ahora consideremos la extensión
e⊕ e′ : 0 −→M ⊕M α⊕α′−→ B ⊕B′ β⊕β
′
−→ N ⊕N −→ 0
y el homomorfismo de R-módulos ∆ : N −→ N ⊕N , existen:
B2 = {(b, b′, n) ∈ B ⊕B′ ⊕N | β(b) = β(b′) = n}.
α2 : M ⊕M −→ B2, definido por α2(m1,m2) = (α(m1), α′(m2), 0).
β2 : B2 −→ N, definido por β2((b, b′, n)) = n.
ν2 : B2 −→ B ⊕B′, definido por ν2((b, b′, n)) = (b, b′).
tal que la sucesión
(e⊕ e′)∆ : 0 −→M ⊕M α2−→ B2 β2−→ N −→ 0
es exacta y el diagrama
0 M ⊕M B2 N 0
0 M ⊕M B ⊕B′ N ⊕N 0
- -α2
‖
-β2
?
ν2
-
?
∆
- -α⊕α
′
-β⊕β
′
-
conmuta.
Para la sucesión
(e⊕ e′)∆ : 0 −→M ⊕M α2−→ B2 β2−→ N −→ 0
y el homomorfismo de R-módulos ∇ : M ⊕M −→M , existen la sucesión
∇((e⊕ e′)∆) : 0 −→M α3−→ B3 β3−→ N −→ 0
exacta y µ2 : B2 −→ B3 homomorfismo de R-módulos tal que el diagrama
0 M ⊕M B2 N 0
0 M B3 N 0
- -α2
?
∇
-β2
?
µ2
-
‖
- -α3 -β3 -
conmuta.
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Tomando
K3 = {(∇(m1,m2),−α2((m1,m2)) | m1, m2 ∈M}
= {(m1 +m2,−α(m1),−α′(m2), 0) | m1, m2 ∈M},
B3 = (M ⊕B2)/K3 ;
α3 : M −→ B3, gefinida por α3(m) = (m, 0, 0, 0) +K3.
β3 : B3 −→ N, definida por β3((m, b, b′, n) +K3) = n.
µ2 : B2 −→ B3, definida por µ2((b, b′, n)) = (0, b, b′, n) +K3.
Definimos ϕ : B3 −→ B1 como ϕ((m, b, b′, n) +K3) = ((m, b, b′) +K,n).
Para todo m ∈M se tiene
ϕ(α3(m)) = ϕ((m, 0, 0, 0) +K3) = ((m, 0, 0) +K, 0) = α1(m)
y
β1(ϕ((m, b, b′, n) +K3)) = β1(((m, b, b′) +K,n)) = n = β3((m, b, b′, n) +K3))
para cualquier (m, b, b′, n) +K3 ∈ B3. Lo cual demuestra que el diagrama
0 M B3 N 0
0 M B1 N 0
- -α3
‖
-β3
?
ϕ
-
‖
- -α1 -β1 -
,
es conmutativo. En consecuencia las extensiones ∇((e⊕ e′)∆) y (∇(e⊕ e′))∆ de M por
N son equivalentes.
Si definimos en eR(M,N) la suma de dos clases [e ] y [e
′] como:
[e ] + [e′] := [∇((e⊕ e′)∆)]
obtenemos [e ] + [e′] = [e′] + [e ].
Veamos que eR(M,N) con la suma definida anteriormente es un grupo abeliano.
Proposición 5. Si [e′] denota la clase de equivalencia de las extensiones de M por N
hendidas, entonces para cualquier [e ] ∈ eR(M,N) se tiene [e ] + [e′] = [e ].
Demostración. Sea
e : 0 −→M α−→ B β−→ N −→ 0,
una extensión de M por N y definimos la extensión
e′ : 0 −→M α′−→M ⊕N β
′
−→ N −→ 0,
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tomando α′ : M −→ M ⊕ N como la inyección canónica y β′ : M ⊕ N −→ N como la
proyección canónica.
Veremos que (∇(e⊕ e′))∆ y e son extensiones de M por N equivalentes.
Consideremos:
K = {(m1 +m2,−α(m1),−α′(m2)) | m1,m2 ∈M}
= {(m1 +m2,−α(m1),−m2, 0) | m1,m2 ∈M},
B′′ = {((m, b,m1, n1) +K,n) | β(b) = n1 = n}
= {((m, b,m1, n) +K,n) | β(b) = n},
α′′ : M −→ B′′. Definido por α′′(m) = ((m, 0, 0, 0) +K, 0),
β′′ : B′′ −→ N. Definido por β′′(((m, b,m1, n) +K,n)) = n,
se sigue la extensión
(∇(e⊕ e′))∆ : 0 −→M α′′−→ B′′ β
′′
−→ N −→ 0
de N por M .
Definimos σ : B −→ B′′ por σ(b) = ((0, b, 0, β(b)) +K,β(b)). El homomorfismo de
R-módulos σ está bien definido, ya que e′ es hendida.
Debido a que (m,−α(m), 0, 0) ∈ K, para cada m ∈M se tiene
σ(α(m)) = ((0, α(m), 0, 0) +K, 0) = ((m, 0, 0, 0) +K, 0) = α′′(m),
en consecuencia σα = α′′.
Para cada b ∈ B se tiene β′′(σ(b)) = β′′((0, b, 0, β(b)) +K,β(b)) = β(b). De esta forma
tenemos el diagrama conmutativo
0 M B N 0
0 M B′′ N 0 .
- -α
‖
-β
?
σ
-
‖
- -α
′′
-β
′′
-
Se ha probado que las extensiones (∇(e⊕ e′))∆ y e son equivalentes.
Proposición 6. Sea
e : 0 −→M α−→ B β−→ N −→ 0
una extensión de M por N . Definimos la extensión de M por N
e¯ : 0 −→M α¯−→ B β−→ N −→ 0
donde α¯(a) := −α(a), entonces ∇((e⊕ e¯)∆) es hendida.
Demostración. La extensión de M por N ; (∇(e⊕ e′))∆ está dada por
0 −→M α′′−→ B′′ β
′′
−→ N −→ 0
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Definiendo B′′ = {((m, b, b′) +K,n) | m ∈M, b, b′ ∈ B y β(b) = β(b′) = n} y
K = {(m1 +m2,−α(m1), α(m2))}.
Los homomorfismos α′′ y β′′ están definidos por α′′(m) = ((m, 0, 0) + K, 0) y
β′′(((m, b, b′) +K,n)) = n respectivamente.
Para cada n ∈ N existe b ∈ B tal que β(b) = n, entonces β′′(((0, b, b) +K,n)) = n, in-
duciendo el homomorfismo de R-módulos γ : N −→ B′′ dado por γ(n) = ((0, b, b) +K,n),
veamos que está bien definido:
Supongamos b′ ∈ B tal que β(b′) = n entonces β(b − b′) = 0, por la exactitud de la
sucesión, existe m ∈M tal que α(m) + b′ = b induciendo
(0, b, b) +K = (0, α(m), α(m)) + (0, b′, b′) +K = (0, b′, b′) +K,
con esto se ha probado que el homomorfismo γ está bien definido.
Para cada n ∈ N se tiene β′′(γ(n)) = β′′((0, b, b) + K,n) = n. Se ha probado que la
extensión de M por N (∇(e⊕ e′))∆ es hendida.
De igual manera se puede probar la propiedad asociativa, la cual enunciamos en la
siguiente proposición.
Proposición 7. Para [e1], [e2], [e3] extensiones de M por N se tiene
([e1] + [e2]) + [e3] = [e1] + ([e2] + [e3]).
Los tres últimos resultados demuestran que eR(M,N) es un grupo abeliano.
Proposición 8. Existe un isomorfismo de grupos entre ext1R(N,M) y los elementos de
eR(M,N).
Demostración. Sean
e : 0 −→M α−→ B β−→ N −→ 0
una extensión de M por N y
P : · · ·
dn
Pn −→ · · ·
d3−→ P2
d2−→ P1
d1−→ P0
d0−→ N −→ 0
una resolución proyectiva de N .
Al ser P0 un R-módulo proyectivos y β sobreyectivo, existe f0 : P0 −→ B tal que
βf0 = d0, en consecuencia β(f0d1) = 0. Dado que P1 es un R-módulo proyectivo existe
f1 : P1 −→M que hace el diagrama
P2 P1 P0 N 0
0 M B N 0
-d2 -d1
?
f1
-d0
?
f0
-
‖
- -α -β -
conmutativo. Se sigue:
α(f1d2) = (αf1)d2 = (f0d1)d2 = f0(d1d2) = 0 ⇒ d∗2f1 = f1d2 = 0.
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Definimos
ψ : eR(M,N) −→ ext
1
R(N,M) dado por ψ([e ]) = f1 + Im d
∗
1.
Veamos que la función está bien definida:
Sean f ′1 : P1 −→ M y f ′0 : P0 −→ B tal que αf ′1 = f ′0d1 y βf ′0 = d0, entonces
β(f0 − f ′0) = 0 luego, para cada x ∈ P0 existe un único mx ∈ M tal que α(mx) =
f0(x)− f ′0(x).
Por otra parte α(f1 − f ′1) = (f0 − f ′0)d1, entonces para cada y ∈ P1 existe un único
my ∈M tal que α(my) = (f0 − f ′0)d1(y).
Utilizando esto definamos el homomorfismo de R-módulos h : P0 −→ M , donde
h(x) := mx, con α(mx) = f0(x)− f ′0(x). Para cada y ∈ P1 se tiene:
α(f1 − f ′1)(y) = (f0 − f ′0)(d1(y)) = α(md1(y))⇒ (f1 − f
′
1)(y) = md1(y)
⇒ (f1 − f ′1)(y) = h(d1(y)).
Se ha probado f1 − f ′1 = d∗1h, lo cual implica f1 + Im d∗1 = f ′1 + Im d∗1.
Supongamos
e′ : 0 −→M α′−→ B′ β
′
−→ N −→ 0
una extensión de M por N equivalente a e, entonces existe φ : B −→ B′ isomorfismo de
R-módulos tal que φα = α′ y β′φ = β. Por lo tanto
α′f1 = φ(αf1) = (φf0)d1 y β′(φf0) = βf0 = d0,
lo cual prueba la conmutatividad del diagrama:
P2 P1 P0 N 0
0 M B′ N 0
-d2 -d1
?
f1
-d0
?
φf0
-
‖
- -α
′
-β
′
-
,
y a su ves la buena definición de ψ.
Veamos que ψ es una función inyectiva: sean
e′ : 0 −→M α′−→ B′ β
′
−→ N −→ 0
una extensión de M por N , g1 : P1 −→ M y g0 : P0 −→ B′ homomorfismos tal que
α′g1 = g0d1 y β′g0 = d0. Por lo hecho anteriormente se tiene ψ([e′]) = g1 + Im d∗1.
Supongamos ψ([e ]) = ψ([e′]) entonces f1 + Im d∗1 = g1 + Im d∗1, en consecuencia
f1 − g1 = d∗1h para algún h ∈ Im d∗1, donde h : P0 −→M .
Para cada b ∈ B existe x ∈ P0 tal que β(b) = d0(x) = β(f0(x)). En consecuencia existe
un único m ∈M tal que α(m) = b− f0(x), de aquí b = α(m) + f0(x).
Si tomamos y ∈ P0 y m′ ∈M , tal que b = α(m′) + f0(y), entonces d0(x) = d0(y) y en
consecuencia existe z ∈ P1 tal que x− y = d1(z), se sigue x = y + d1(z).
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Por otra parte tenemos α(m−m′) = −f0(x−y) = −f0(d1(z)) = α(−f1(z)) implicando
m = m′ − f1(z).
Ahora, para m y x se tiene el elemento b′ = α′(m) + g0(x) ∈ B′ y
α′(m) + g0(x) = α′(m′ − f1(z)) + g0(y + d1(z))
= α′(m′)− α′(f1(z)) + g0(y) + g0(d1(z))
= α′(m′)− α′(f1(z)) + g0(y) + α′(g1(z))
= α′(m′) + α′(g1(z)− f1(z)) + g0(y)
= α′(m′) + α′(−hd1(z)) + g0(y)
= α′(m′) + α′(−h(x− y)) + g0(y),
lo cual implica α′(m) + g0(x) + α′(h(x)) = α′(m′) + g0(y) + α′(h(y)). Si definimos φ :
B −→ B′ por φ(b) = α′(m) + g0(x) + α′(h(x)), tenemos que φ es un homomorfismo de
R-módulos bien definido.
Sean b1, b2 ∈ B, entonces existen, x1, x2, x¯ ∈ P0 tal que β(b1) = d0(x1), β(b2) = d0(x2)
y β(b1 + b2) = d0(x¯), de donde x1 + x2 − d1(y) = x¯, para algun y ∈ P1. Además existen;
m1,m2, m¯ ∈M tal que b1 +b2 = f0(x¯)+α(m¯) y bi = f0(xi)+α(mi) para i = 1, 2. Entonces
m¯ = m1 +m2 + f1(y), lo cual implica
φ(b1 + b2) = α′(m¯) + g0(x¯) + α′(h(x¯))
= α′(m1 +m2 + f1(y)) + g0(x1 + x2 − d1(y)) + α′(h(x1 + x2 − d1(y)))
= α′(m1) + α′(m2) + g0(x1) + g0(x2) + α′(h(x1)) + α′(h(x2))
= φ(b1) + φ(b2)
De igual forma se demuestra que φ(rb) = rφ(b) para r ∈ R y b ∈ B. Se ha probado que φ
es un homomorfismo de R-módulos.
Si tomamos x = 0, se tiene φ(α(m)) = α′(m), para cadam ∈M . Entonces φ(α) = α′, y
β′(φ) = β′(g0) = β, lo cual demuestra que e y e′ son extensiones de M por N equivalentes,
con esto se ha probado que el homomorfismo ψ es inyectivo.
Veamos que ψ es un homomorfismo sobreyectivo:
Sea f + Im d∗1 ∈ ext
1
R(N,M) = ker d
∗
2/Im d
∗
1, entonces d∗2f = fd2 = 0. Definimos
L := {(f(z),−d1(z)) | z ∈ P1} y tomamos el R-módulo cociente B = (M ⊕ P0)/L.
Definimos α : M −→ B por α(m) = (m, 0) + L, la cual resulta un homomorfismo
de R-módulos bien definido. Si α(m) = L entonces (m, 0) ∈ L lo que implica d1(z) =
0 y f(z) = m para algun z ∈ P1. Como d1(z) = 0 tenemos; z = d2(t) para algún t ∈ P2,
en consecuencia f(z) = 0. Se ha probado que el homomorfismo α es inyectivo.
Definimos β : B −→ N por β((m,x) + L) = d0(x). Para cada z ∈ P1 se tiene
(f(z),−d1(z)) ∈ L, implicando
β((f(z),−d1(z))) = d0(−d1(z)) = 0,
con lo anterior de ha probado la buena definición del homomorfismo β. Para cada n ∈ N
existe x ∈ P0 tal que d0(x) = n, entonces β((0, x) + L) = d0(x) = n, en consecuencia el
homomorfismo β es sobreyectivo.
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Para cada m ∈M , β(α(m)) = β((m,0) +L) = 0, entonces Im α ⊆ ker β. Si tomamos
(m,x) + L ∈ B tal que β((m,x) + L) = 0 entonces d0(x) = 0 y x = d1(z) para algún
z ∈ P1 implicando
(m,x) + L = (m, d1(z)) + L = (m, 0) + (0, d1(z)) + L
= (m, 0) + (−f(z), 0) + L
= (m− f(z), 0) + L = α(m− f(z)).
Se ha probado la exactitud de la sucesión
0 −→M α−→ B β−→ N −→ 0.
Definimos el homomorfismo f0 : P0 −→ B por f0(x) = (0, x)+L el cual está bien definido.
Para cada z ∈ P1 se tiene
α(f(z)) = (f(z), 0) + L = (0, d1(z)) + L = β(d1(z))
y para cada x ∈ P0 se tiene
β(f0(x)) = β((0, x) + L) = d0(x),
demostrando la conmutatividad del diagrama
0 M B N 0
0 M B′′ N 0
- -α
‖
-β
?
σ
-
‖
- -α
′′
-β
′′
-
y en consecuencia ψ es sobreyectivo.
Veamos que ψ es un homomorfismo de grupos.
Sea
P : · · ·
dn
Pn −→ · · · d3−→ P2 d2−→ P1 d1−→ P0 d0−→ N −→ 0
una resolución proyectiva de N. Consideremos dos extensiones de M por N
e1 : 0 −→M α1−→ B1 β1−→ N −→ 0 y e2 : 0 −→M α2−→ B2 β2−→ N −→ 0.
Tomemos los homomorfismos f0 : P0 −→ B1, f1 : P1 −→M y
g0 : P0 −→ B2, g1 : P1 −→M los cuales hacen los diagramas
P2 P1 P0 N 0
0 M B1 N 0
-d2 -d1
?
f1
-d0
?
f0
-
‖
- -α1 -β1 -
.
P2 P1 P0 N 0
0 M B2 N 0
-d2 -d1
?
g1
-d0
?
g0
-
‖
- -α2 -β2 -
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conmutativos.
Consideremos el diagrama conmutativo
P2 ⊕ P2 P1 ⊕ P1 P0 ⊕ P0 N ⊕N 0
0 M ⊕M B1 ⊕B2 N ⊕N 0 .
-d2⊕d2 -d1⊕d1
?
f1⊕g1
-d0⊕d0
?
f0⊕g0
-
‖
- -α1⊕α2 -β1⊕β2 -
Consideramos la sucesión exacta
∇((e⊕ e′)∆) : 0 −→M α−→ B β−→ N −→ 0
y K = {(m1 +m2,−α1(m1),−α2(m2)) | m1, m2 ∈M}, donde :
B = {((m, b, b′) +K,n) | b ∈ B1, b′ ∈ B2 y β1(b) = β2(b′) = n},
α : M −→ B definida por α(m) = ((m, 0, 0) +K,n) y
β : B −→ N definida por β(((m, b, b′) +K,n)) = n.
Definimos el homomorfismo:
fˆ0 : P0 −→ B por fˆ0(x) = ((0, f0(x), g0(x)) +K, d0(x)).
Para cualquier z ∈ P1 se tiene:
fˆ0(d1(z)) = ((0, f0(d1(z)), g0(d1(z))) +K, d0(d1(z)))
= ((0, α1(f1(z)), α2(g1(z))) +K, 0)
= ((f1(z) + g1(z), 0, 0) +K, 0) = α(f1(z) + g1(z))
= α(∇((f1, g1)∆)(z))
Si tomamos el homomorfismo ∇((f1 ⊕ g1)∆ : P1 −→M tenemos:
fˆ0d1 = α ∇((f1, g1)∆)
lo cual implica la conmutatividad del diagrama
P2 P1 P0 N 0
0 M B N 0.
-d2 -d1
?
∇((f1,g1)∆)
-d0
?
fˆ0
-
‖
- -α -β -
Para cada z ∈ P1 se tiene
∇((f1, g1)∆)(z) = ∇((f1, g1))(z, z)
= ∇(f1(z), g1(z)) = f1(z) + g1(z)
En consecuencia ∇((f1, g1)∆) = f1 + g1 y
ψ([e1] + [e2]) = ∇((f1, g1)∆) + Im d∗1 = f1 + g1 + Im d∗1
= (f1 + Im d∗1) + (g1 + Im d
∗
1) = ψ([e1]) + ψ([e2]).
Hemos demostrado que los grupos abelianos ext1R(N,M) y eR(M,N) son isomorfos.
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Corolario 2. ext1
D
(N,M) = 0 si, y sólo si, toda extensión de M por N es hendida.
Demostración. Si ext1
D
(N,M) = 0 entonces eR(M,N) = 0, lo cual implica que la
única clase de equivalencia ea la clase de las extensiones hendidas y en consecuencia toda
extensión de M por N es hendida.
Si toda extensión de M por N es hendida, entonces eR(M,N) tiene una única clase de
equivalencia, en consecuencia eR(M,N) = 0, lo que a su vez implica ext
1
D
(N,M) = 0.
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1.2. Anillos de polinomios iterados
En esta sección estudiaremos algunas propiedades de las álgebras de Ore, y los anillos de
polinomios torcidos, las cuales son relevantes para el desarrollo del documento. Los anillos
de polinomios torcidos consisten en anillos de polinomios creados a partir de un anillo R
donde la variable x no conmuta con los elementos de R
Definición 3. Sea R un anillo, definimos el anillo de polinomios torcidos R[x;σ, δ], bajo
la regla
ax = xσ(a) + δ(a), para cada a ∈ R
Observación 4. Sean a, b ∈ R y R[x;σ, δ] el anillo de polinomios torcidoa asociado a R,
entonces:
1. (a + b)x = xσ(a + b) + δ(a + b), por otra parte (a + b)x = ax + bx = x(σ(a) +
σ(b)) + (δ(a) + δ(b)). En consecuencia
σ(a+ b) = (σ(a) + σ(b) y δ(a+ b) = δ(a) + δ(b).
2. (ab)x = xσ(ab) + δ(ab). Por otra parte
(ab)x = a(bx) = a(xσ(b) + δ(b)) = (ax)σ(b) + aδ(b) = xσ(a)σ(b) + δ(a)σ(b) + aδ(b)
lo cual implica σ(ab) = σ(a)σ(b) y δ(ab) = δ(a)σ(b) + aδ(b).
3. σ ∈ End(R) y δ es una σ-derivación.
4. σ(1) = 1, δ(1) = δ(0) = σ(0) = 0.
Todo elemento f ∈ R[x;σ, δ] puede escribirse de la forma, f = ∑ni=0 xiai. Si con-
sideramos S = R[x;σ, δ], como un R-módulo derecho, tenemos que S es un anillo libre,
generado por x sobre R, bajo la condición ax = xσ(a) + δ(a).
El grado de un polinomio f =
∑n
i=0 x
iai se define como n si an 6= 0, y escribiremos
deg(f) = n, an se denomina el coeficiente principal de f y escribiremos, lc(f) = an; el
monomio principal de f se notará por lm(f) := xn; el término principal de f , xnan sera
denotado por lt(f). Si los coeficientes ai del polinomio f son todos nulos diremos que f
es el polinomio nulo y escribimos f = 0. En este caso definimos lc(0) := 0, lm(0) := 0 y
lt(0) := 0.
Proposición 9. (Propiedad Universal) Sea ψ : R −→ S, homomorfismo de anillos, y sea
y ∈ S con la propiedad:
ψ(a)y = yψ(σ(a)) + ψ(δ(a)), para cada a ∈ R,
entonces existe un único homomorfismo de anillos θ : R[x;σ, δ] −→ S tal que el diagrama
R R[x;σ, δ]
S
Q
Q
Qsψ
- pppppp+ θ (1.5)
conmuta.
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Demostración. Cada elemento de R[x;σ, δ] tiene la forma ∑ni=0 xiai, con ai ∈ R para
i = 1, ..., n, en consecuencia θ : R[x;σ, δ] −→ S definido por θ(a) = ψ(a) y θ(x) = y,
resulta ser un homomorfismo de anillos bien definido.
Veamos que θ es lineal con respecto a la suma:
θ(
n∑
i=0
xiai +
n∑
i=0
xibi) =
n∑
i=1
θ(xi(ai + bi))
=
n∑
i=1
yiψ(ai + bi)
=
n∑
i=1
yiψ(ai) +
n∑
i=1
yiψ(ai)
= θ(
n∑
i=1
xiai) + θ(
n∑
i=1
xibi).
Veamos que θ es lineal con respecto al producto, es decir, θ(xnaxmb)) = θ(xna)θ(xmb).
La demostración se hará por inducción sobre m. Para m = 0 es inmediato, supongamos el
resultado valido para m. Entonces
θ(xnaxm+1) = θ(xn(ax)xmb))
= θ(xn(xσ(a) + δ(a))xmb))
= θ(xn+1σ(a)xmb+ xnδ(a)xmb)
= θ(xn+1σ(a)xmb) + θ(xnδ(a)xmb)
= θ(xn+1σ(a))θ(xmb) + θ(xnδ(a))θ(xmb)
= yn+1ψ(σ(a))ymψ(b) + ynψ(δ(a))ymψ(b)
= ynψ(a)ym+1ψ(b)
= θ(xna)θ(xm+1b).
Resta probar la unicidad del homomorfismo θ. Supongamos h : R[x;σ, δ] −→ S tal que el
diagrama (1.5) conmuta y h(x) = y, entonces h(a) = ψ(a) = θ(a).
Sea
∑n
i=0 x
iai ∈ R[x;σ, δ], entonces
h(
n∑
i=0
xiai) =
n∑
i=0
h(xiai) =
n∑
i=0
yih(ai) =
n∑
i=0
yiθ(ai) = θ(
n∑
i=0
xiai)
Ejemplo 1. Sea R un anillo y σ un automorfismo. Entonces R[x, x−1, σ], denota los
polinomios en las variables x y x−1, con la condición ax = xσ(a), el cual es llamado el
anillo de polinomios iterados de Laurent. Cada elemento tiene la forma
∑
i∈Z x
iai.
Proposición 10. Sea R un dominio de integridad, consideramos S = R[x;σ, δ]. Entonces
1. R(1) = {a ∈ R | σ(a) = a}, es un dominio, y es llmado el Dominio invariante de
R.
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2. R(0) = {a ∈ R | δ(a) = 0}, es un dominio y es llamado el Dominio constante de
R.
Demostración. 1. Supongamos σ(a) = 0, para algún a ∈ R, entonces ax = xσ(a)+δ(a),
en consecuencia x ∈ R.
2. Sean a, b ∈ R(0), entonces δ(ab) = σ(a)δ(b) + δ(a)b = 0 y δ(a+ b) = δ(a) + δ(b).
Definición 4. Un anillo R es un anillo primo si para cada a, b ∈ R no nulos se tiene
aRb 6= 0.
Teorema 3. Sea R un anillo y S = R[x;σ, δ] su anillo de polinomios iterados, entonces:
1. Si R es un dominio de integridad y σ es un monomorfismo ⇒ S es un dominio de
integridad..
2. Si R es un anillo de división y σ es un monomorfismo ⇒ S es un PID.
3. Si σ ∈ Aut(R) y R es un anillo primo ⇒ S es primo.
4. Si σ ∈ Aut(R) y R es un anillo noetheriano a derecha ⇒ S es noetheriano a
derecha.
Demostración. 1. Sean f, g ∈ S entonces f = ∑ni=0 xiai y g = ∑mi=0 xibi, donde an y
bm son distintos de cero. Tenemos lt(f) = xnan y lt(g) = xmbm, en consecuencia
lt(fg) = xm+nσm(an)bn, donde lc(fg) = σm(an)bm 6= 0. lo cual prueba que S es un
DI.
2. Sea I  S un ideal derecho, consideremos f ∈ I; f = ∑ni=0 xiai de menor grado
posible, sea g =
∑m
i=0 x
ibi ∈ I, por el algoritmo euclidiano existen h =
∑k
i=0 x
iai y
l =
∑r
i=0 x
iai, tal que g = fh + l, donde l = 0 o deg(l) < deg(f). En consecuencia
I = 〈f〉.
3. Sean f =
∑n
i=0 x
iai y g =
∑m
i=0 x
ibi con an, bm 6= 0. Dado que σ es inyectivo
σm(an) 6= 0, como R es primo σm(a)Rbm 6= 0. De otra forma se tiene xnarxmbm =
xn+mσm(an)σm(r)bm, dado que σ es un automorfismo existe r′ ∈ R tal que σm(r) =
r′, por lo tanto cada elemento de σm(a)Rbm es el coeficiente líder de un elemento en
fRg. En consecuencia fSg 6= 0.
4. Sea I  S un ideal derecho. Dado que σ es un automorfismo cada elemento de S se
puede escribir de la forma
∑n
i=0 bix
i. Sea I ′n = {lc(f) | f ∈ I y deg(f) ≤ n}, donde
In r R y I0 ⊆ I1 . . . ⊆ In . . ..
Supongamos I ′r S, tal que I ′n = In y I ⊂ I ′, entonces I = I ′. Supongamos f ∈ I ′\I
del menor grado posible m, si lc(f) ∈ Im entonces existe g ∈ I tal que lc(g) = lc(f),
en consecuencia f − g ∈ I ′ y f − g /∈ I lo cual implica Im 6= I ′m.
Sea L0 ⊆ L1 ⊆ . . . una cadena se ideales derechos de S, y definimos Lin = {lc(f) |
f ∈ Li y deg(f) ≤ n}. Consideremos {Lin | i, n ≥ 0}. Para i ≥ m y j ≥ k, se tiene
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Lij ⊂ Lkm. Dado que R es noetheriano se tiene que la cadena L00 ⊆ L11 ⊆ . . ., se
estabiliza, e.d., existe t ∈ N tal que Lnn = Ltt para todo n ≤ t.
Sea n ≥ t fijo y tomemos i ≥ t, entonces Ltt ⊆ Lni ⊆ Linin donde in = ma´x{n, i},
en consecuencia Lni = Lnj para j, i ≥ t, si fijamos i tenemos; Lni = Lmi para cada
n,m ≥ t.
Para cada 0 ≤ n ≤ t − 1, existe tn tal que en la cadena L0n ⊆ L1n ⊆ . . ., se tiene
Lmn = Ltnn para todo m ≥ tn. Si tomamos α = ma´x{t0, . . . , tt, t}. Sean Ln ⊆ Lm tal
que m,n ≥ α entonces Lmi = Lni, para i ≥ t, de lo anterior tenemos Lmi = Lni para
i ≤ t− 1, de esto podemos concluir Ln = Lm para n,m ≥ α. Hemos demostrado que
el anillo S es noetheriano.
1.2.1. Álgebras de Ore
Una extensión de Ore de un anillo R consiste en iterar la construcción de anillos de
polinomios torcido para obtener una extensión de polinomios torcidos iterados, es decir
sobre el anillo A = R[x1;σ1, δ1] . . . [xi−1;σi−1, δi−1] construimos el anillo de polinomios
torcidos A[xi;σi, δi] donde σi : A −→ A es un automorfismo y δi una σi-derivación, hasta
obtener el anillo R[x1;σ1, δ1] . . . [xn;σn, δn], las cuales satisfacen las siguientes condiciones:
σiσj = σjσi 1 ≤ i, j ≤ n (1.6)
δiδj = δjδi 1 ≤ i, j ≤ n (1.7)
δiσj = δjσi 1 ≤ i 6= j ≤ n (1.8)
σi(xj) = xj j < i (1.9)
δi(xj) = 0 j < i. (1.10)
Ejemplo 2. Sea k un cuerpo, An(k) la k-álgebra definida por 2n generadores
x1, . . . , xn, y1, . . . , yn con la relación:
xixj − xjxi = yiyj − yjyi = 0
y
xiyj = yjxi + δij , donde δij es la delta de Kronecker.
An(k) es llamada la n-ésima Álgebra de Weyl sobre k.
Sea k un cuerpo, se tomará R = k[x1, . . . , xn] como el anillo de polinomios conmutativo
en las variables x1, . . . , xn, el cual es un dominio de integridad. Consideremos la sucesión
R0 = R, R1 = R0[y1; ∂/∂x1], . . . , Ri+1 = Ri[yi+1; ∂/∂xi+1]
entonces, Rn es una k-álgebra con 2n generadores los cuales satisfacen la definición de
Álgebra de Weyl. De lo anterior tenemos An(k) ∼= Rn. Sin pérdida de generalidad podemos
definir Rn como la n-ésima álgebra de Weyl.
Observación 5. Si aF (x) = F (x)a para cualquier polinomio, entonces ax = xa, ab = ba
para cada b ∈ D y δ(a) = 0, es decir a ∈ Z(D)∩D(0)∩D(1) es decir Z(S) = Z(D)∩D(0)∩
D(1).
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Definición 5. Sea R un anillo.
1. Un subconjunto multiplicativo cerrado S de un anillo R tiene la Condición de Ore
si para cada r ∈ R y s ∈ S existen r′ ∈ R y s′ ∈ S tal que rs′ = sr′. Un conjunto
cerrado con la condición de Ore es llamado un conjunto de Ore.
2. Un elemento x ∈ R, es regular a derecha si xa = 0, implica a = 0. Definimos CR(0)
como el conjunto de todos los elementos regulares de R.
3. Sea R es un dominio de integridad, decimos que R es un Dominio de Ore, si CR(0)
es un conjunto de Ore.
Proposición 11. Si R es un dominio de integridad noetheriano a derecha entonces R es
un dominio de Ore a derecha.
Demostración. Sean a, b ∈ R\0. Consideremos aR, bR, entonces aR∩bR 6= 0. Supongamos
aR∩ bR = 0, entonces∑n bnaR es una suma directa de ideales derechos de R. Sea k ∈ N
y a ∈ bkaR ∩ ∑n6=k bnaR tal que a = ∑mn=1 bnarn con m mínimo, entonces bkar =∑m
n=1 b
narn para algún r ∈ R, sea α = mı´n{k, 1, . . . , n}, entonces
bα
(
m∑
n=1
bn−αarn − bk−αar
)
= 0
de donde
∑m
n=1 b
n−αarn − bk−αar = 0, se sigue a ∈ bR lo cual es contradictorio, en
consecuencia,
∑
n b
naR es una suma directa, esto contradice el hecho de ser un anillo R
noetheriano. Entonces existen r, r′ ∈ R tal que ar = br′
Definición 6. Sea D un dominio noetheriano y M = D1×p/(D1×qR) el D-módulo pre-
sentado por la matriz R ∈ Dq×p, finitamente generado. Entonces:
1. M es libre de rango p ∈ Z si, y sólo si, M ∼= D1×p
2. M es establemente libre si existen p, q ∈ Z con q ≤ p, tal que M ⊕D1×q ∼= D1×p.
En tal caso decimos que el rango de M es p− q.
3. M es proyectivo si existen p ∈ Z+ y N un D-módulo tal que M ⊕N ∼= D1×p
4. M es libre de torsión si el D-submódulo
t(M) = {m ∈M | ∃d ∈ D − 0 : dm = 0}
de M se reduce a cero. es decir t(M) = 0.
5. M es de torsión si t(M) = M .
Corolario 3. Si R es un dominio de integridad y σ ∈ Aut(R) entonces S = R[x;σ, δ] es
un dominio de Ore.
Lema 1. Sean a, b elementos regulares a derecha de un anillo R. Entonces
aR∩ bR ∼= {x ∈ R | ax ∈ bR}.
Si aR+R = R entonces aR∩ bR es establemente libre.
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Demostración. Consideremos la sucesión exacta corta
0 −→ aR∩ bR α−→ aR⊕ bR β−→ aR+ bR −→ 0
donde α(ax) = (ax, ax); β(ax, by) = ax− by. α es un homomorfismo inyectivo ya que a es
un elemento regular a derecha de R, β(α(ax)) = 0 y β es un homomorfismo sobreyectivo.
Como R es un R-módulo libre tenemos (aR∩ bR)⊕R = aR⊕ bR ∼= R2, en consecuencia
aR∩ bR es establemente libre con rango igual a 1
Definición 7. Sea R un anillo. Decimos que un R-módulo derecho M tiene una pre-
sentación libre finita (FFR) de longitud ≤ n si la sucesión
0 −→ Fn dn−→ . . . d1−→ F0 d0−→M −→ 0
es exacta y cada Fi es libre.
Lema 2 (lema de shanuel). Sea R un anillo, si la sucesiones de R-módulos
0 −→ K −→ Pn−1 −→ . . . −→ P0 −→M −→ 0
0 −→ K ′ −→ P ′n−1 −→ . . . −→ P0 −→M −→ 0
son exactas donde cada Pi es proyectivo entonces
K ⊕ P ′n−1 ⊕ Pn−2 ⊕ P ′n−3 . . . ∼= K ′ ⊕ Pn−1 ⊕ P ′n−2 ⊕ Pn−3 . . .
Teorema 4. Todo R-módulo proyectivo M es establemente libre si, y sólo si, M tiene res-
olución libre finita. Si la FFR deM tiene longitud ≤ n, se tiene rank(M) = ∑ni=0(−1)irank(Fi)
Demostración. (⇒) Es claro.
(⇐) Por inducción sobe la longitud de la FFR. Supongamos que la FFR tiene longitud
≤ 1, entonces la sucesión:
0 −→ F1 d1−→ F0 d0−→M −→ 0
con F0, F1 libres, es exacta. En consecuencia M ⊕ F1 ∼= F0.
Supongamos que la FFR tiene longitud ≤ n+ 1, entonces existe una sucesión
0 −→ Fn+1 dn+1−→ . . . d1−→ F0 d0−→M −→ 0
exacta, tal que Fi es libre. Ahora como M es proyectivo y cada Fi es libre tenemos las
sucesión exactas
0 −→M α0−→ F0 α1−→ . . . dn−→ Fn αn+1−→ Fn+1 −→ 0
si n es par tenemos la sucesión exacta y
0 −→ Fn −→ Fn −→ 0 . . . −→ Fn −→ Fn −→ 0.
(si n es impar en la sucesión anterior tomamos n − 1 copia de Fn y la completamos con
ceros a la izquierda.) Utilizando el lema de Shanuel tenemos
M ⊕ Fn ⊕ F1 ⊕ Fn ⊕ 0 . . . ∼= Fn ⊕ F0 ⊕ 0⊕ F2 ⊕ Fn . . .
CAPÍTULO 1. PRELIMINARES 24
En consecuencia M es un R-módulo establemente libre y
rank(M) =
n∑
i=0
(−1)irank(Fi)
Observación 6. Si R es un DIP entonces todo submódulo de un R-módulo libre es libre.
Sea F un R-módulo libre, entonces F ∼= ⊕k∈I Rk, donde R = Rk, siMr F , entonces
M ∼= ⊕
k∈I Ck donde Ck es un ideal de R. En consecuencia Ck = 0 o Ck ∼= R.
Proposición 12. Si R es un anillo conmutativo noetheriano y todo R-módulo tiene res-
olución libre finita FFR, entonces todo R[x]-módulo tiene resolución libre finita.
Demostración. Véase [1].
Teorema 5. (Serre) Si k es un cuerpo, entonces todo módulo proyectivo f.g. sobre D =
k[t1, . . . , tn] es establemente libre.
Demostración. Se mirará que todo D-móduló proyectivo f.g. tiene una resolución libre
finita, la demostración se hará por inducción inducción sobre el número de variables.
Para n = 1 se tiene que el anillo D = R[t] es un dominio de ideales principales, dado
que estamos en un DIP todo submódulo de un módulo libre es libre, lo cual implica que
todo D-módulo f.g. y proyectivo tiene resolución libre finita.
Por el teorema de las bases de Hilbert el anillo R[t1, . . . , tn−1] es noetheriano, por
hipótesis todo R[t1, . . . , tn−1]-módulo tiene resolución libre finita y por la proposición (12)
todo R[t1, . . . , tn]-módulo tiene resolución libre finita.
Teorema 6. Se tienen los siguientes resultados.
1. Si D es un dominio de ideales principales, entonces todo D-módulo libre de torsión
es libre.
2. Si D = k[x1, . . . , Xn] es un anillo de polinomios conmutativos sobre un cuerpo k, en-
tonces todo D-módulo proyectivo finitamente generado es libre. (Teorema de Quillin-
Suslin)
3. Si k es un cuerpo de característica 0 (e.,d. Q, R, C) y D = An (respectivamente Bn)
es la primera (respectivamente la segunda) álgebra de Weyl de operadores diferen-
ciales parciales en ∂1 = ∂∂x1 , ∂2 =
∂
∂x2
, . . . , ∂n = ∂∂xn con coeficientes en k[x1, . . . , xn],
(resp. (k[x1, . . . , xn)) entonces todo D-módulo proyectivo de rango mayor a 2 es libre.
(Teorema de stafford)
4. Si D es el anillo de operadores diferenciales ordinarios con coeficientes en el anillo de
series formales k[[t]], donde k es un cuerpo de característica 0, o el anillo de series
convergentes con coeficientes en k = R, o C, entonces todo D-módulo proyectivo de
rango mayor a 2 es libre.
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Demostración. 1. La prueba se hará por inducción sobre n, donde M = 〈m1, . . . ,mn〉.
Supongamos n = 1, entonces M es cíclico y podemos escribir M = Dm, para algún
m ∈ M . Como M es libre de torsón se tiene M ∼= D. Lo cual demuestra que el
D-módulo M es libre.
Tomemos M = 〈m1, . . . ,mn,mn+1〉, libre de torsión y supongamos el resultado para
M ′ = 〈m1, . . . ,mn〉. Entonces la sucesión
0 −→M ′ i−→M pi−→M/M ′ −→ 0
es exacta, donde pi es el homomorfismo natural. El D-módulo M/M ′ es cíclico gener-
ado por pi(xn+1) +M ′ y por lo tanto es libre, de donde la sucesión exacta es hendida
y M ∼= M ′ ⊕M/M ′. En consecuencia el D-módulo M es libre.
2. Teorema de Quillen-Suslin.
3. Teorema de Stafford.
4. Véase [16].
Definición 8. 1. Sea R un anillo conmutativo y sea Rn el R-módulo libre de rango n.
Una columna con elementos α = (a1, . . . , an) ∈ Rn es una columna Unimodular
si existe β = (b1, . . . , bn) ∈ Rn tal que αβT = 1.
2. Un anillo conmutativo R tiene la propiedad de la columna unimodular si toda
columna unimodular α = (a1, . . . , an) es la primera columna de alguna matriz invert-
ible sobre R.
Teorema 7. Si R tiene la propiedad de la columna unimodular entonces todo R-módulo
M establemente libre es libre.
Demostración. Por inducción sobre el rango del complemento libre de M . Para t = 1
tenemos P ⊕ R = Rn. Sea pi : P ⊕ R −→ Rn la proyección canónica en la segun-
da componente con ker(pi) = P y {e1, . . . , en} la base estandar de Rn. Entonces existe
α = (a1, . . . , an) ∈ Rn tal que 1 = pi(α) = (a1, . . . , an)(pi(e1), . . . , pi(en))T . Dado que R
tiene la propiedad de la columna unimodular, existe una matriz A ∈ Rn×n invertible sobre
R tal que α = Ae1. Sean α, α2, . . . , αn las columnas de la matriz A, definimos el isomor-
fismo T : Rn −→ Rn por T (ej) = Aej para j ≥ 1, si pi(αj) = 0 para cada j ≥ 2 tenemos
T |〈x2,...,xn〉 = T ′ : 〈x2, . . . , xn〉 −→ P es inyectivo ya que {x2, . . . , xn} es una base. Para
cada β ∈ P , se tiene β = T (r1e1 +δ) donde δ =
∑n
i=2 riei por lo tanto β−T (δ) = r1α ∈ P ,
en consecuencia r1 = 0 y β = T (δ).
Supongamos T (αj) = λj para j ≥ 2, entonces la matriz M ′ con columnas α, α′j
definiendo α′j = αj − λjα, tiene columnas L.I. en consecuencia es invertible y pi(α′j) =
pi(αj)− λjpi(α) = 0. Aplicando el proceso anterior a la matriz M ′, se tiene lo deseado.
Las álgebras de Weyl son un ejemplo de álgebras de Ore.
CAPÍTULO 1. PRELIMINARES 26
Ejemplo 3. Un caso de álgebra polinomial de Ore son los polinomios de corrimiento. para
h ∈ R, definimos sh = R[x][δh; δh] por:
δh(a(x)) = a(x− h) ; δ(a) = 0
entonces, tenemos la regla de multiplicación: a(x)δh = a(x−h). Esto representa la acción
de corrimiento sobre un polinomio.
Ejemplo 4. Definimos el álgebra de Ore: Dh = k[x][∂;σ1, δ1][δh, σ2, δ2] , donde k es un
cuerpo por:
σ1 = ik[x] , δ1 =
d
dx
; ∀a(x) ∈ k[x] σ2(a(x)) = δh(a(x)) = a(x− h), δ2 = 0
Ejemplo 5. En los sistemas multilineales discretos definimos el álgebra de Ore: D =
k[x1, . . . , xn][∂1;σ1, δ1] . . . [∂n, σn, δn] , donde k es un cuerpo por:
σi(a(x1, . . . , xn)) = a(x1, . . . , xi + 1, . . . , xn), δi = 0 para cada 1 ≤ i ≤ n.
Sean k un cuerpo, D = k[x][∂;σ, δ] y q ∈ k entonces:
Operador σ(a(x)) δ(a(x)) conmutación acción de ∂
Diferenciación a(x) a′(x) x∂ = ∂x+ 1 f(x) −→ f ′(x)
Corrimiento a(x+ 1) 0 x∂ = ∂(x+ 1) f(x) −→ f(x+ 1)
Diferencia a(x+ 1) a(x+ 1)− a(x) x∂ = ∂(x+ 1) + 1 f(x) −→ f(x+ 1)− f(x)
q-Dilatación a(qx) 0 x∂ = q∂x f(x) −→ f(qx)
q-Diferencia a(qx) a(qx)− a(x) x∂ = q∂(x) + (q − 1)x f(x) −→ f(qx)− f(x)
q-Diferenciación a(qx) a(qx)−a(x)
(q−1)x x∂ = q∂x+ 1 f(x) −→
f(qx)−f(x)
(q−1)x
Operador de Elurian a(x) xa(x) x∂ = ∂x+ x f(x) −→ xf ′(x)
et-Diferenciación a(x) xa(x) x∂ = ∂x+ x f(x) −→ f ′(x) (x = et)
Operador de Mahlerian a(xp) 0 x∂ = ∂xp f(x) −→ f(xp) (p ≥ 2).
CAPÍTULO 2
Reducción de Serre para sistemas
lineales funcionales
2.1. Métodos matriciales para sistemas lineales funcionales
Sea D un dominio noetheriano (y en consecuencia, un dominio de Ore), R ∈ Dq×p una
matriz de tamaño q×p con entradas en D yM el D-módulo izquierdo asociado a la matriz
R (de aquí en adelante tomaremos el D-módulo M como un módulo a izq). Consideremos
la sucesión exacta de D-módulos
0 −→ ker(.R) .R−→ D1×p pi−→M −→ 0.
Dado que D es un dominio noetheriano a derecha, se tiene que el ker(.R) es un D-módulo
finitamente generado, en consecuencia existe un D-módulo libre D1×q1 y un homomorfismo
de D-módulos g1 el cual envía los vectores de la base canónica de D1×q1 en los generadores
del módulo ker(.R), así se define la sucesión exacta
D1×q1 .R−→ D1×p pi−→M −→ 0.
Repitiendo este proceso, tenemos la resolución libre
· · ·D1×q2 g2−→ D1×q1 g1−→ D1×p pi−→M −→ 0.
Consideremos
· · ·D1×q′2 g
′
2−→ D1×q′1 g
′
1−→ D1×p f−→M −→ 0,
otra resolución libre del D-módulo M . Existen f0, f1, . . . y f ′0, f ′1, . . . homomorfismos de
D-módulos tales que los diagramas
· · · D1×q1 D1×p M 0
· · · D1×q′1 D1×p M 0
-g2 -g1
?
f1
-pi
?
f0
-
‖
-g
′
2 -g
′
1 -f -
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· · · D1×q′1 D1×p M 0
· · · D1×q1 D1×p M 0
-g
′
2 -g
′
1
?
f ′1
-f
?
f ′0
-
‖
-g2 -g1 -pi -
conmutan. DefinimosH, H ′ yR′ como las matrices de representación de los homomorfismos
f0, f
′
0 y f respectivamente, se sigue RH ′ = R′ y R′H = R. Con esto se ha demostrado
que el D-módulo M no depende la matriz que representa el sistema.
Describiremos el D-módulo izquierdoM = D1×p/(D1×qR) en términos sus generadores
y las relaciones entre ellos. Tomando R ∈ Dq×p una matriz de rango pleno, asumiendo q ≤ p
(si q ≥ p, aplicando el algoritmo de la división de la teoría de las bases de Gröbner en las
filas de la matriz R, el sistema es llevado a un sistema de tamaño q′ × p equivalente al
sistema inicial, donde q′ ≤ p) y el D-módulo M = D1×p/(D1×qR), el módulo asociado al
SLF Ry = 0, el cual es finitamente generado con presentación libre finita:
0 −→ D1×q .R−→ D1×p pi−→M −→ 0. (2.1)
La idea central del presente capítulo, y en general de la tesis, es desarrollar herramientas
para generalizar el teorema de Serre.
Consideremos {ei}1≤i≤p la base canónica de D1×p y yi = pi(ei) ∈ M para todo i =
1, ..., p. Dado m ∈M tenemos m = pi(λ) para un cierto λ = (λ1, ..., λp) ∈ D1×p luego
m = pi
(
p∑
i=1
λiei
)
=
p∑
i=1
λipi (ei) =
p∑
i=1
λiyi.
Si Ri• denota la i-esima fila de la matriz R, entonces pi(Ri•) = 0, para ser más exactos, si
tomamos {fi}1≤i≤q como la base canónica de D1×q entonces:
0 = pi(fj.R) =
∑
1≤i≤p
Rjipi(ei) =
∑
1≤i≤p
Rjiyi para j = 1, ..., q,
de esta forma podemos observar que los generadores {yi}1≤i≤p de M y cualquier combi-
nación lineal de ellos satisfacen el sistema lineal funcional Ry = 0.
Sean Λ ∈ Dq×(q−r); 0 ≤ r ≤ q, P = ( R − Λ ) ∈ Dq×(p+q−r), consideremos el D-
módulo E := D1×(p+q−r) \ (D1×qP ) finitamente presentado por la matriz de rango pleno
P y la siguiente sucesión exacta corta de D-módulos
0 −→ D1×q .P−→ D1×(p+q−r) pi′−→ E −→ 0,
tomando pi′ : D1×(p+q−r) −→ E como la proyección canónica sobre E.
Nos centraremos en estudiar la relación entre los D-módulos M y E.
Por la definición de la matriz P tenemos; R = PX para X =
(
Ip
0
)
∈ D(p+q−r)×p,
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induciendo el siguiente diagrama conmutativo de D-módulos
0 D1×q D1×(p+q−r) E 0
0 D1×q D1×p M 0.
- -·P
‖
-pi
′
?
·X
-
?
β
- -·R -pi -
El homomorfismo de D-módulos β : E −→M se define por:
β(pi′(µ1, µ2)) = pi((µ1, µ2).X) = pi(µ1) ; ∀µ1 ∈ D1×p, ∀µ2 ∈ D1×q−r.
de lo anterior β es un homomorfismo de D-módulos, veamos que está bien definido y luego
probaremos que es sobreyectivo: supongamos pi′(µ1, µ2) = pi′(α1, α2), entonces para algún
λ ∈ D1×q se tiene (µ1 − α1, µ2 − α2) = λP ⇒ (µ1 − α1) = λR, luego pi(µ1) = pi(α1).
Para cada m ∈ M existe µ ∈ D1×p tal que pi(µ) = m. Tomando (µ, 0) ∈ D1×(p+q−r)
tenemos β(pi′(µ, 0)) = pi(µ) = m. Se ha probado, Imβ = M .
Así obtenemos la siguiente sucesión exacta de D-módulos
0 −→ ker(β) î−→ E β−→M −→ 0.
Estudiaremos el ker(β). Un elemento pi′(µ1, µ2) ∈ ker(β) satisface pi(µ1) = 0 es decir
µ1 = uR para algún u ∈ D1×q. Supongamos pi′(uR, µ2) = pi′(δ1, δ2) entonces
pi′(uR, µ2) = pi′(δ1, δ2) ⇒ (uR− δ1, µ2 − δ2) = λP ⇒ δ1 = u′R,
debido a pi(δ1) = 0, se tiene que δ1 y 0 están en la misma clase en el D-módulo M, entonces
sin pérdida de generalidad podemos suponer δ1 = 0. En consecuencia λ = u y δ2 = µ2−uΛ,
obteniendo la siguiente caracterización
ker(β) = {pi′(uR, µ2 − uΛ) = 0 | u ∈ D1×q, µ2 ∈ D1×(q−r)}
= {pi′(0, µ2 − uΛ) = 0 | u ∈ D1×q, µ2 ∈ D1×(q−r)}
= {pi′(0, ν) = 0 | ν ∈ D1×(q−r)}.
Si definimos el homomorfismo ζ : D1×(q−r) −→ kerβ por ζ(v) := pi′(0, v) para cada
v ∈ D1×(q−r), resulta claro apartir de lo anterior que ζ es un homomorfismo de D-módulos
sobreyectivo. Sea v ∈ D1×(q−r) tal que
ζ(v) = 0 ⇒ pi′(0, v) = 0 ⇒ 0 = uR y v = −uΛ,
dado que las filas de la matriz R son L.I. u = 0 y v = 0. Se ha probado que ζ es un
isomorfismo, lo que implica la sucesión de exacta de D-módulos
0 −→ D1×(q−r) ζ−→ E β−→M −→ 0. (2.2)
La sucesión (2.2) es llamada una extensión de Baer de D1×(q−r) por M o también la
llamaremos simplemente una extensión de D1×(q−r) por M .
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Para Θ ∈ Dp×(q−r) se introducen las siguientes matrices:
Λ¯ = Λ +RΘ ∈ Dq×(q−r), P¯ = ( R − Λ¯ ) ∈ Dq×(p+q−r).
Sean E¯ = D1×(p+q−r)/
(
D1×qP¯
)
el D-módulo finitamente presentado por la matriz P¯ y
p¯i : Dq×(p+q−r) −→ E¯ el homomorfismo canónico sobre E¯ definido por p¯i(v) = v +D1×qP¯
la clase del elemento v ∈ D1×(p+q−r).
De acuerdo a la construcción anterior el D-módulo E¯ define la extensión de D1×(q−r)
por M
e¯ : 0 −→ D1×(q−r) ζ¯−→ E¯ β¯−→M −→ 0,
donde ζ¯ : D1×(q−r) −→ ker β¯ está definida por ζ¯(v) = p¯i(0, v), v ∈ D1×(q−r) y β¯ : E¯ −→M
está definida por β¯(pi′(µ1, µ2)) = pi((µ1, µ2).X) = pi(µ1) para cada µ1 ∈ D1×p y µ2 ∈
D1×(q−r).
La identidad P¯ V = P con V =
(
Ip Θ
0 Iq−r
)
induce el diagrama conmutativo
0 D1×q D1×(p+q−r) E¯ 0
0 D1×q D1×(p+q−r) E 0 ,
- -·P¯
‖
-p¯i
?
·V
-
?
τ
- -·P -pi′ -
el D-homomorfismo τ : E¯ −→ E está definido por
τ(p¯i(µ1, µ2)) = pi′((µ1, µ2).V )
= pi′(µ1 µ1Θ + µ2), ∀µ1 ∈ D1×p, ∀µ2 ∈ D1×(q−r).
Observación 7. Veamos que el homomorfismo D-módulos τ está bien definido: sean
(µ1, µ2), (µ′1, µ′2) ∈ D1×(p+q−r) tales que p¯i(µ1, µ2) = p¯i(µ′1, µ′2), entonces (µ1−µ′1, µ2−µ′2) =
λP¯ para algún λ ∈ D1×q. De la identidad P¯ V = P tenemos (µ1 − µ′1, µ2 − µ′2).V = λP ,
entonces pi′((µ1, µ2).V ) = pi′((µ′1, µ′2).V ).
El D-homomorfismo τ induce el diagrama
0 D1×(q−r) E¯ M 0
0 D1×(q−r) E M 0.
- -ζ¯
‖
-β¯
?
τ
-
‖
- -ζ -β -
Veamos que el diagrama es conmutativo:
Para todo ξ ∈ D1×q, τ(ζ¯(ξ)) = τ(p¯i(0, ξ)) = pi′(0, ξ) = ζ(ξ).
Ahora si p¯i(µ1, µ2) ∈ E¯ entonces;
β(τ(p¯i(µ1, µ2))) = β(pi′(µ1, µ2).V ) = pi((µ1, µ2).V.X)
= pi((µ1, µ2).X)
= pi(µ1) = β¯(p¯i(µ1, µ2)).
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Por lo tanto las extensiones de D1×(q−r) por M e y e¯ son equivalentes y generan la misma
clase de equivalencia en eD(D
1×q,M), en consecuencia τ es un isomorfismo de D-módulos.
El resultado anterior muestra que los D-módulos E y E¯ definidos por las matrices Λ
y Λ¯ = Λ + RΘ respectivamente, definen extensiones que pertenecen a la misma clase de
equivalencia en eD(M,D
1×(q−r)), para todo Θ ∈ Dp×(q−r).
Ahora nos concentraremos en estudiar otra relación entre eD(D
1×q,M) y las matrices
Λ y Λ¯.
Si al complejo definido por la sucesión exacta (2.1) aplicamos el funtor contravariante
Hom(−, D1×(q−r)) tenemos
ext
1
D
(M,D1×(q−r)) ∼= Dq×(q−r)\(RDp×(q−r)). (2.3)
En consecuencia el exti
D
(M,D1×(q−r)) = 0 para i ≥ 2, dado que la matriz R es de rango
pleno, e.d., sus filas son L.I.
Observación 8. Si consideramos el D-módulo exti
D
(N,D) para i ∈ N , donde el D-
módulo N := Dq/(RDp) es llamado el aniquilador (anulador) transpuesto del D-módulo
M = D1×p/(D1×qR), el cual caracteriza las propiedades del módulo M ([6]), para ser más
exactos, si F es un D-módulo a izquierda, consideremosM el D-módulo asociado al sistema
Ry = 0 y definimos kerF(R.) := {η ∈ Fp | Rη = 0}, las soluciones del sistema Ry = 0
para y ∈ F. Esto implica que el kerF(R.) es isomorfo al D-módulo generado por todos los
homomorfismo de M en F, e.d., kerF(R.) ∼= Hom(M,F). Dado que M tiene presentación
libre finita tenemos la sucesión exacta
0 −→ D1×pl .Rl−→ . . . −→ D1×p1 .R1−→ D1×q .R−→ D1×p pi−→M −→ 0,
tomando el complejo generada por esta sucesión y aplicando el funtor contravariante
Hom( ,F) se sigue
ext
0
D
(M,F) = Hom(M,F) ∼= kerF(R.) = {η ∈ Fp | Reta = 0}.
Este resultado clásico, de álgebra homológica, fue desarrollado por Malgrange, véase [15].
En particular, tenemos el isomorfismo de D-módulos ω : kerF(R.) −→ Hom(M,F)
definido por ω(η)(pi(λ)) := λη, con inverso ω−1 : Hom(M,F) −→ kerF(R.) definido
por ω−1(f) := [f(pi(e1)), . . . , f(pi(e1))]T . Podemos observar que las soluciones del sistema
lineal están totalmente definidas por los D-módulos M y F. En consecuencia el D-módulo
aniquilador N caracteriza las propiedades estructurales del módulo kerF(R.), véase [6].
Sea ρ : Dq×(q−r) −→ ext1
D
(M,D1×(q−r)) = Dq×(q−r)/(RDp×(q−r)) el homomorfismo
canónico, es decir ρ(Λ) = Λ +RDp×(q−r) para Λ ∈ Dq×(q−r) entonces
ρ(Λ +RΘ) = ρ(Λ) + ρ(RΘ) = ρ(Λ),
para ser más exactos Λ y Λ¯ pertenecen a la misma clase en ext1
D
(M,D1×(q−r)).
Se ha probado que ρ(Λ) ∈ ext1
D
(M,D1×(q−r)) define una única clase de equivalencia
[e ], donde e es una extensión de D1×(q−r) por M y se tiene
e : 0 −→ D1×(q−r) ζ−→ E β−→M −→ 0.
CAPÍTULO 2. REDUCCIÓN DE SERRE PARA SISTEMAS LINEALES FUNCIONALES 32
Veamos el recíproco, e.d., si
e′ : 0 −→ D1×(q−r) θ−→ F −→M −→ 0
es una extensión de D1×(q−r) por M , entonces existen Λ ∈ Dq×(q−r), y η : E −→ F con
E = D1×(p+q−r)/
(
D1×qP
)
, tales que el diagrama
0 D1×(q−r) E M 0
0 D1×(q−r) F M 0
- -ζ
‖
-β
?
η
-
‖
- -θ - -
conmuta, e.d., e y e′ son extensiones de D1×(q−r) por M equivalentes.
Considerando {ei}1≤i≤p la base canónica de D1×p. Para cada pi(ei) ∈ M existe υi ∈ F
tal que (υi) = pi(ei), entonces
(
p∑
i=1
Rjiυi) =
p∑
i=1
Rji(υi) =
p∑
i=1
Rjipi(ei) = pi(
p∑
i=1
Rjiei) = pi(Rj•) = 0
para j = 1, ..., q, donde Rj• denota la fila j-ésima de la matriz R.
Dado que Im(θ) = ker() y θ es un homomorfismo inyectivo, existe un único λj ∈
D1×(q−r) para cada j = 1, ..., q tal que θ(λj) =
∑p
i=1
Rjiυi. Escribiendo cada λj como
columna se define la matriz Λ := (λT1 , ..., λTq )T ∈ Dq×(q−r) y tenemos la clase ρ(Λ) ∈
ext
1
D
(M,D1×(q−r)).
Ahora veremos que la clase de Λ en ext1
D
(M,D1×(q−r)) está bien definida, es decir, ρ(Λ)
no depende de la selección de las preimágenes de los elmentos del conjunto {pi(ei)}1≤i≤p .
Sea υ¯i ∈ F tal que (υ¯i) = pi(ei) para 1 ≤ i ≤ p. Usando el argumento anterior, existe
λ¯j ∈ D1×(q−r) tal que θ(λ¯j) =
∑p
i=1
Rji(υ¯i) para 1 ≤ j ≤ q. Como (υi) = (υ¯i) ⇒
(υ¯i−υi) = 0, es decir υ¯i−υi ∈ ker() = Im(θ), esto implica la existencia de γi ∈ D1×(q−r)
tal que υ¯i = υi + θ(γi) para 1 ≤ i ≤ p y
θ(λ¯j) =
p∑
i=1
Rjiυ¯i =
p∑
i=1
Rji(υi + θ(γi)) =
p∑
i=1
Rji(υi) +
p∑
i=1
Rjiθ(γi)
= θ(λj) + θ(
p∑
i=1
Rjiγi)
= θ(λj +
p∑
i=1
Rjiγi).
Si introducimos las matrices
Λ¯ =
 λ¯1...
λ¯q
 ∈ Dq×(q−r), Γ =
 γ1...
γp
 ∈ Dp×(q−r)
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dado que θ es inyectiva, se tiene λ¯j = λj +
∑p
i=1Rjiγi, para j = 1, ..., q, luego Λ¯ = Λ +RΓ
y en consecuencia ρ(Λ¯) = ρ(Λ). De lo anterior se tiene la unicidad del elemento ρ(Λ) ∈
ext
1
D
(M,D1×(q−r)) definido por una extensión de D1×(q−r) por M .
Veamos que dos extensiones de D1×(q−r) porM equivalentes definen el mismo elemento
ρ(Λ) ∈ ext1
D
(M,D1×(q−r)).
Sea e′′ una extensión de D1×(q−r) por M equivalente a e′, entonces se tiene el siguiente
diagrama conmutativo
0 D1×(q−r) F M 0
0 D1×(q−r) F ′ M 0
- -θ
‖
-
?
ψ
-
‖
- -θ
′
-
′
-
donde ψ : F −→ F ′ es un D-isomorfismo. Del diagrama tenemos ′ ◦ ψ = , entonces
′(ψ(υi)) = (υi) = pi(ei) i = 1, ...p, y
θ′(λj) = ψ(θ(λj)) = ψ(
p∑
i=1
Rjiυi) =
p∑
i=1
Rjiψ(υi) para todo 1 ≤ j ≤ q,
lo cual define la misma matriz Λ ∈ Dq×(q−r) y por lo tanto la misma clase de equivalencia
ρ(Λ) ∈ ext1
D
(M,D1×(q−r)) [22].
Se ha probado probado que toda clase de equivalencia [e ] ∈ eD(D1×(q−r),M) define
un único ρ(Λ) ∈ ext1
D
(M,D1×(q−r)).
Lo realizado anteriormente implica la existencia de una correspondencia biyectiva entre
los elementos del D-módulo ext1
D
(M,D1×(q−r)) y eD(D
1×(q−r),M) (el conjunto formado
por las clases de equivalencia de D1×(q−r) por M .
Una consecuencia importante del resultado anterior, es que toda clase de equivalencia
definida por una extensión de D1×(q−r) por M contiene una extensión definido por la
sucesión exacta
e : 0 −→ D1×(q−r) ζ−→ Eρ(Λ) β−→M −→ 0,
donde Eρ(Λ) := D1×(p+q−r)/
(
D1×q (R | −Λ)).
Teorema 8. El conjunto de las clases de equivalencia de las extensiones de Dq×(q−r) por
M , eD(D
1×(q−r),M), tiene estructura de grupo abeliano.
Esto ya se estableció de manera general en el primer capitulo.
Teorema 9. Los grupos abelianos eD(D
1×(q−r),M) y ext1
D
(M,D1×(q−r)) son isomorfos.
Demostración. Véase la proposición 4.
Observación 9. Un resultado conocido de álgebra homológica
ext
1
D
(M,D1×(q−r)) ∼= ext1
D
(M,D)⊗D D1×(q−r) ∼= ext
1
D
(M,D)1×(q−r).
Si hacemos r = q − 1 en (2.3) tenemos ext1
D
(M,D) = Dq/(RDp).
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Corolario 4. ext1
D
(M,D1×(q−r)) = 0 si, y solamente si, toda extensión de D1×(q−r) por
M es hendida.
Observación 10. El D-módulo E
ρ(0)
= D1×(p+q−r)/(D1×q (R 0)) = D1×(q−r)⊕M define
la extensión de D1×(q−r) por M
0 −→ D1×(q−r) ζ−→M ⊕D1×(q−r) β−→M −→ 0. (2.4)
Si definimos el homomorfismo ω : M ⊕D1×(q−r) −→ D1×(q−r) por ω(b, ν) = ν, tenemos
ωζ = iM . Se ha probado que la sucesión es hendida, en consecuencia cualquier extensión
de D1×(q−r) por M hendida es equivalente a E
ρ(0)
.
Lema 3. Sean R ∈ Dq×p, R′ ∈ Dq′×p dos matrices las cuales satisfacen D1×qR ⊆ D1×q′R′
y R′′ ∈ Dq×q′ , T ∈ Dr×q′ tal que R = R′′R′ y kerD(.R′) = D1×rT . Consideremos las
proyecciones canónicas
pi1 : D1×q
′
R′ −→M1 = D1×q′R′/(D1×qR) (2.5)
pi2 : D1×q
′ −→M2 = D1×q′/(D1×qR′′ +D1×rT ). (2.6)
Entonces el D-homomorfismo
ψ : M2 −→ M1
m2 = pi2(λ) 7−→ ψ(m2) = pi1(λR′)
es un isomorfismo y su inverso está definido por
ψ−1 : M1 −→ M2
m1 = pi1(λR′) 7−→ ψ(m1) = pi2(λ).
Es decir, se tiene el isomorfismo de D-módulos:
(D1×q
′
R′)/(D1×qR) ∼= D1×q′/(D1×qR′′ +D1×rT ) (2.7)
Demostración. Miremos la buena definición del homomorfismo ψ.
Sean m2 ∈ M2 y λ, λ′ ∈ D1×q′ tales que m2 = pi2(λ) = pi2(λ′). Entonces λ − λ′ ∈
D1×qR′′+D1×rT , lo que a su vez implica λ−λ′ = uR′′+ vT para algún u ∈ D1×q y algún
v ∈ D1×r. Entonces
(λ− λ′)R′ = u(R′′R′) + v(TR′) = uR ⇒ pi1(λR′ − λ′R′) = 0
⇒ pi1(λR′) = pi1(λ′R′).
Se ha probado que ψ está bien definido.
Veamos que su inverso ψ−1 está bien definido.
Sea m1 ∈M1. Supongamos µ, µ′ ∈ D1×q′ tal que m1 = pi1(µR′) = pi1(µ′R′), en conse-
cuencia (µ−µ′)R′ ∈ D1×qR, entonces existe u ∈ D1×q tal que (µ−µ′)R′ = uR = (uR′′)R′,
lo cual implica µ− µ′ − uR′′ ∈ kerR′.
De lo anterior, existe v ∈ D1×r tal que
µ− µ′ − uR′′ = vT ⇒ µ− µ′ = uR′′ + vT ⇒ pi2(µ) = pi2(µ′)
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demostrando la buena definición de ψ−1.
Por la definición de los homomorfismos ψ y ψ−1, se tiene ψ−1ψ = iM1 y ψψ−1 =
iM2 .
Ejemplo 6. Sea R ∈ Dq×p. Si escribimos la matriz R de la forma:
R =
(
R1
R2
)
, R1 ∈ Dr×p, R1 ∈ D(q−r)×p,
tenemos D1×rR1 ⊆ D1×qR = D1×rR1 +D1×(q−r)R2 ⊆ D1×p, utilizando el teorema funda-
mental de isomorfismos tenemos la sucesión exacta
0 −→ (D1×qR)/(D1×rR1) α−→M1 = D1×p/(D1×rR1) β−→M −→ 0,
donde α está definida por α(pi1(µR)) = pi1(µR), tomando
pi1 : D1×p −→M1 = D1×p/(D1×rR1)
como la proyección canónica y β : M1 −→M definida por β(pi1(λ)) = pi(λ).
Sea S =
(
S1 S2
) ∈ Ds×q, donde S1 ∈ Ds×r y S2 ∈ Ds×(q−r), tal que kerD(.R) =
D1×sS y sea T =
(
L
S
)
∈ D(r+s)×q , con L = ( Ir 0 ) ∈ Dr×q.
Para cada λ = (λr λs) con λr ∈ D1×r y λs ∈ D1×s tenemos
(λr λs)
(
Ir 0
S1 S2
)
= (λr − λsS1 λs)
(
Ir 0
0 S2
)
entonces
(
D1×(r+s)
(
Ir 0
S1 S2
))
⊆
(
D1×(r+s)
(
Ir 0
0 S2
))
Para cada λ = (λr λs) con λr ∈ D1×r y λs ∈ D1×s tenemos
(λr λs)
(
Ir 0
0 S2
)
= (λr − λsS1 λsS2)
(
Ir 0
S1 S2
)
,
se sigue
(
D1×(r+s)
(
Ir 0
S1 S2
))
=
(
D1×(r+s)
(
Ir 0
0 S2
))
De lo anterior R1 = LR, por
el lema (3) tenemos
(D1×qR)/(D1×rR1) ∼= D1×q/
(
D1×rL+ (D1×sS)
)
∼= D1×q/
(
D1×(r+s)
(
Ir 0
S1 S2
))
∼= D1×q/
(
D1×(r+s)
(
Ir 0
0 S2
))
∼= D1×(q−r)/(D1×S2).
Sea ψ : Q := D1×(q−r)/(D1×S2) −→ (D1×qR)/(D1×rR1) el isomorfismo de D-módulos
definido en la parte anterior, entonces tenemos la extensión de Q por M
0 −→ Q α◦ψ−→M1 β−→M −→ 0.
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Si la matriz R es de rango pleno, e.d., kerD(.R) = 0, entonces Q = D
1×(q−r), lo cual define
la siguiente extensión de D1×(q−r) por M
0 −→ D1×(q−r) α◦ψ−→M1 β−→M −→ 0. (2.8)
Veamos el dual del ejemplo anterior.
Ejemplo 7. Sea R ∈ Dq×p una matriz con R = (R1 R2), donde R1 ∈ Dq×r y R2 ∈
Dq×(p−r). Definimos Q1 ∈ Dt×q una matriz tal que kerD(.R1) = D1×tQ1. Repitiendo el
proceso anterior para los D-módulo N1 = D1×r/(D1×q.R1) (resp., M = D1×p/(D1×qR))
y M (resp.,E), tenemos la sucesión exacta:
0 −→ ker(β) i−→M β−→ N1 −→ 0.
Donde β es el homomorfismo definido por β(pi(λ1 λ2)) = κ1(λ1) para todo λ1 ∈ D1×r y
λ2 ∈ D1×(p−r), con κ1 : D1×r −→ N1 el homomorfismo canónico sobre N1. Ahora,
ker(β) = {pi(λ1 λ2) | λ1 ∈ D1×r, λ2 ∈ D1×(p−r) y κ1(λ1) = 0}
= {pi(µR1 λ2) | µ ∈ D1×q y λ2 ∈ D1×(p−r)}.
Sean R′ =
(
R1 0
0 I(p−r)
)
∈ D(q+t)×(q+p−r) , R′′ = (Iq R2) tal que R = R′′R′. Aplicando
el Lema 3 tenemos:
ker(β) = Dq+p−r
(
R1 0
0 I(p−r)
)/(
D1×qR
)
∼= Dq+p−r/ (D1×qR′′ +D1×t(Q1 0p−r))
∼= Dq+p−r/(D1×(q+t)( Iq R2
Q1 0
))
Si tomamos el D-homomorfismo
ε : D1×(q+p−r) −→ D1×(q+p−r)/(D1×(q+t)( Iq 0
Q1 Q1R2
))
(ν1 ν2) 7−→ (ν1 ν2)
(
Iq R2
0 Iq−r
)
+D1×(q+t)
(
Iq 0
Q1 Q1R2
)
,
este resulta sobreyectivo debido a la existencia de la matriz inversa
(
Iq −R2
0 Iq−r
)
y
ker(ε) = D1×(q+t)
(
Iq R2
Q1 0
)
, en consecuencia
D1×(q+p−r)
/(
D1×(q+t)
(
Iq 0
Q1 Q1R2
))
∼= D1×(q+p−r)/(D1×(q+t)( Iq R2
Q1 0
))
,
lo que a su ves implica
ker(β) ∼= D1×(q+p−r)/(D1×(q+t)( Iq 0
Q1 Q1R2
))
∼= D1×(q+p−r)/ (D1×q D1×tQ1R2)
∼= D1×(p−r)/ (D1×tQ1R2) .
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Si L = D1×(p−r)
/ (
D1×tQ1R2
)
, denota el D-módulo finitamente presentado por la
matriz Q1R2, entonces tenemos la sucesión exacta
0 −→ L α−→M β−→ N1 −→ 0 ,
donde α = i◦ψ y ψ : L −→ ker(β) es el isomorfismo de la parte anterior. Finalmente si R2
es una matriz de rango pleno, e.d., ker(.R2) = 0, entonces L = D1×(p−r). En consecuencia
M es una extensión de D1×(p−r) por N1.
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2.2. Teorema de Serre
En la presente sección estableceremos ciertas condiciones sobre los D-módulos M y E =
D1×(p+q−r)/(D1×qP ), donde P = (R − Λ) y Λ ∈ Dq×(q−r), para obtener el teorema
reducción de Serre, e.d., se establecerán condiciones sobre los D-módulos M y E para que
la matriz P resulte invertible.
Proposición 13. Sea D un dominio noetheriano, R ∈ Dq×p una matriz de rango pleno,
es decir kerD(.R) = 0 y M = D
1×q/(D1×pR) el D-módulo finitamente presentado por la
matriz R. Entonces:
1. M es un D-módulo proyectivo si, y solamente si, M es un D-módulo establemente
libre de rango p− q.
2. M es un D-módulo establemente libre de rango p − q si, y solamente si, R admite
inversa a derecha sobre D, es decir, existe una matriz S ∈ Dp×q tal que RS = Iq.
3. M es un D-módulo libre de rango p − q si, y solamente si, existe una matriz U ∈
GLp(D) tal que
RU = (Iq 0)
Si escribimos U = (S Q), donde S ∈ Dp×q y Q ∈ Dp×(p−q) entonces
ϕ : M −→ D1×(p−q)
pi(λ) 7−→ λQ
es un D-isomorfismo, con isomorfismo inverso ϕ−1 : D1×(p−q) −→ M definido por
ϕ−1(µ) = pi(µT ). La matriz T ∈ D(p−q)×p está definida por
U−1 =
(
R
T
)
∈ Dp×p
Observación 11. Si elD-móduloM es proyectivo se tiene: toda extensión deD1×(p−r) por
M es hendida si, y sólo si, el D-módulo E = D1×(p+q−r)/(D1×qP ) finitamente presentado
por la matriz P = (R − Λ) con Λ ∈ Dq×r es establemente libre de rango p− r si, y sólo
si, la matriz P es invertible.
Demostración. 1. (⇐): Todo D-módulo establemente libre es proyectivo.
(⇒): Supongamos que el D-módulo M es proyectivo, entonces la sucesión exacta
e : 0 −→ D1×q .R−→ D1×q pi−→M −→ 0
resulta hendida, en consecuencia M ⊕ D1×q ∼= D1×p lo cual demuestra que el D-
módulo M es establemente libre de rango p− q.
2. (⇒): Dado que el D-módulo M es establemente libre, la sucesión
e : 0 −→ D1×q .R−→ D1×q pi−→M −→ 0
CAPÍTULO 2. REDUCCIÓN DE SERRE PARA SISTEMAS LINEALES FUNCIONALES 39
resulta hendida. En consecuencia existe φ : D1×p −→ D1×q tal que φ(vR) = v para
cada v ∈ D1×q. Si consideramos {ei}1≤i≤p y {fi}1≤i≤q la base canónica de D1×p y
D1×q respectivamente, entonces
fi = φ(fiR) = φ ([Ri1, Ri2, ..., Rip]) = Ri1φ(e1) +Ri2φ(e2) + ...+Ripφ(ep),
lo cual implica Iq = RS donde S =
 φ(e1)...
φ(ep)

(⇐): Supongamos RS = Iq. Definimos φ : D1×p −→ D1×q por φ(u) = uS, entonces
φ(vR) = (vR)S = v. En consecuencia la sucesión exacta
e : 0 −→ D1×q .R−→ D1×q pi−→M −→ 0
es hendida, luego M ⊕ D1×q = D1×p. Hemos demostrado que M es un D-módulos
establemente libre de rango p− q.
3. (⇒): SupongamosM un D-módulo libre de rango p−q, entonces existen S ∈ Dp×q y
φ : M −→ D1×(p−q) isomorfismo de D-módulos, tales que RS = Iq y R

φ(y1)
φ(y2)
...
φ(yp)
 =
0, donde yi = pi(ei) para 1 ≤ i ≤ p.
Tenemos que {φ(yi)}1≤i≤p es un conjunto de generadores para el D-módulo D1×(p−q).
Usando la teoría del algoritmo de la división de las bases de Gröbner podemos extraer
una base de {φ(yi)}1≤i≤p , sin perdida de generalidad podemos suponer {φ(yi)}1≤i≤p−q
una base para D1×(p−q).
Consideremos {gi}1≤i≤p−q la base canónica deD1×(p−q), para cada gi con 1 ≤ i ≤ p−q
existe v ∈ D1×(p−q) tal que
Av =
 φ(y1)...
φ(y(p−q))
 v = gi,
en consecuencia A es invertible. Sea B tal que BA = AB = I(p−q), así se define la
matriz invertible a derecha Q :=

φ(y1)
φ(y2)
...
φ(yp)
, con inversa T = (B 0) ∈ D(q−r)×p.
La matriz U ∈ Dp×p definida por U = (S Q) es invertible con inversa U−1 =
(
R
T
)
,
a su ves implica RU = (Iq 0).
(⇐): Supongamos U = (S Q) ∈ GLp(D) tal que RU = (Iq 0), con inversa U−1 =(
R
T
)
.
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Definimos el homomorfismo de D-módulos
ϕ : M −→ D1×(p−q)
pi(λ) 7−→ λQ.
Supongamos pi(λ1), pi(λ2) ∈ M , tal que pi(λ1) = pi(λ2), entonces λ1 − λ2 = νR, en
consecuencia (λ1 − λ2)Q = 0, esto demuestra la buena definición del homomorfismo
ϕ. Tomemos pi(λ) ∈M , tal que λQ = 0 entonces
λU = λ (S 0)⇒ λ = (λS 0)
(
R
T
)
⇒ λ = (λS)R,
lo caul implica pi(λ) = 0. Se ha probado que ϕ es un monomorfismo.
Para cada µ ∈ D1×(p−q) se tiene µ = µ(TQ) = (µT )Q, en consecuencia ϕ(pi(µT )) = µ.
Se ha probado que ϕ es un isomorfismo y con esto el D-módulo M resulta libre de
rango p− q.
Observación 12. Se tiene el isomorfismo de D-módulos
M ∼= D1×pQ ∼= D1×(p−q),
Q es llamada una parametrización inyectiva de M . Denotaremos por Ti• para 1 ≤
i ≤ (p− q) la fila i-ésima de la matriz T .
De la identidad U−1U = Ip se sigue QT + SR = Ip, en consecuencia pi(λ) = pi((λQ)T )
para cada λ ∈ D1×p. Si hacemos µ = λQ tenemos:
pi(λ) = µ1pi(T1•) + µ2pi(T2•) + . . .+ µp−qpi(T(p−q)•),
de donde, {pi(Ti•)}1≤i≤(p−q) forman una base para el D-módulo M .
De la anterior proposición tenemos un teorema importante, el cual se enuncia a con-
tinuación:
Teorema 10. (Teorema de Quillen-Suslin) Sea A un dominio de ideales principales y
D = A[x1, . . . , xn] un anillo de polinomios con coeficientes en A. Ademas, sea R ∈ Dq×p
una matriz con inversa a derecha S ∈ Dp×q, e.d., RS = Iq. Entonces, existe una matriz
unimodular U ∈ GLp(D) la cual satisface RU = (Iq 0).
Lema 4. El ext1
D
(E,D) = 0 si, y solamente si, el ext1
D
(M,D) es un D-módulo cíclico
generado por el ρ(Λ)
Demostración. Tenemos
ext1
D
(M,D) = Dq/(RDp), ext1
D
(E,D) = Dq/(RDp+1).
Usando las siguientes contenencias RDp ⊆ PDp+1 ⊆ Dq y el teorema fundamental de
isomorfismos, se sigue la sucesión exacta de D-módulos
0 −→ (PDp+1)/(RDp) j−→ ext1
D
(M,D) = Dq/(RDp) pi−→ ext1
D
(E,D) −→ 0,
entonces ext1
D
(E,D) = 0 si, y solamente si, ext1
D
(M,D) = (PDp+1)/(RDp). Por la defini-
ción de la matriz P = (R − Λ) se tiene, que el D-módulo ext1
D
(M,D) = (PDp+1)/(RDp)
es generado por la clase residual de Λ ∈ Dq, e.d., por ρ(Λ) ∈ ext1
D
(M,D).
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Tomamos D como un anillo de polinomios no conmutativo sobre el cual existe la teoría
de las bases de Gröbner (es decir ciertas álgebras de Ore clásicas, [24]), con un algoritmo
constructivo para establecer si un D-módulo M finitamente presentado es de torsión, libre
de torsión, proyectivo o establemente libre, los cuales son obtenidos en ([24]).
Si R es una matriz de rango pleno, las bases de Gröbner a derecha nos dicen cuando el
ext
1
D
(E,D) = 0 o lo que es equivalente cuando, la matriz P = (R − Λ) admite inversa a
derecha sobre D.
En [6],[23] se da un algoritmo para calcular la obstrucción de un D-módulo finitamente
presentado y así decidir cuando este D-módulo es establemente libre o libre.
Nos gustaría saber cuándo existe ρ(Λ) ∈ ext1
D
(M,D1×(q−r)) tal que el D-módulo E
ρ(Λ)
finitamente presentado por la matriz P = (R − Λ) y el cual define una extensión de
D1×(p−q) por M , resulta libre de torsión, proyectivo, establemente libre o libre. En [25],
J. P. Serre estudia cuando el D-módulo E
ρ(Λ)
resulta proyectivo o libre, suponiendo que
el D-módulo M tiene dimensión proyectiva igual a 1 sobre el anillo de polinomios D =
k[x1, . . . , xn] conmutativos, donde k es un cuerpo. Si D es un anillo tal que todo D-
módulo finitamente generado admite una resolución libre finita, entonces la hipótesis del
teorema de Serre es equivalente a la existencia de una matriz R de rango pleno tal que
M ∼= D1×p/(D1×qR).
Lema 5. El ext1
D
(E,D) = 0 si, y solamente si, E es un D-módulo establemente libre de
rango p− r.
Demostración. Dado que ext1
D
(E,D) = 0 se tiene Dq = PDp+q−r, entonces existe S ∈
D(p+q−r)×q tal que PS = Iq. En consecuencia el D-módulo E es establemente libre de
rango p− r (proposición 13)
Teorema 11. Sean D un dominio noetheriano, R ∈ Dq×p una matriz de rango pleno, es
decir ker(.R) = 0, Λ ∈ Dq−r, P = (R − Λ) y M = D1×p/(D1×qR)
(E = D1×(p+q−r)/(D1×qP )) el D-módulo finitamente presentado por R (resp., P ), lo cual
genera la extensión de Dq−r por M
0 −→ Dq−r α−→ E β−→M −→ 0
entonces, los siguientes resultados son equivalentes:
1. El D-módulo E es establemente libre de rango p− r.
2. La matriz P = (R − Λ) ∈ Dq×(p+q−r) admite inversa a derecha sobre D.
3. El D-módulo ext1
D
(E,D) = Dq/(PDp+q−r) = 0.
4. El D-módulo ext1
D
(M,D) = Dq/(RDp), es generado por {τ(Λ•i)}1≤i≤q−r y
τ : Dq −→ ext1
D
(M,D) se define como el homomorfismo canónica sobre ext1
D
(M,D).
De lo anterior se puede concluir que que el teorema de reducción de Serre sólo de-
penden de la clase de equivalencia ρ(Λ), para Λ ∈ Dq×(q−r) y ρ(Λ) en el D-módulo:
ext1
D
(M,D1×(q−r)) ∼= ext1
D
(M,D)1×(q−r)
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es decir sólo depende el vector fila
[τ(Λ•1), . . . , τ(Λ•q−r)] ∈ ext1D(M,D)1×(q−r).
Demostración. Si probamos (3) ⇔ (4) el teorema queda demostrado por lo desarrollado
en la parte anterior.
De las contenencias de D-módulos
RDp ⊆ PD(p+q−r) = RDp − ΛD(q−r) ⊆ Dq
se tiene la sucesión exacta
0 −→ PD(p+q−r)/(RDp) j−→ ext1
D
(M,D) σ−→ ext1
D
(E,D) −→ 0,
entonces
ext1
D
(E,D) = 0⇔ ext1
D
(M,D) = PD(p+q−r)/(RDp)
⇔ ext1
D
(M,D) = (RDp − ΛD(q−r))/(RDp)
⇔ ext1
D
(M,D) =
(
RDp −
p−q∑
i=1
(Λ•iD)
)
/(RDp)
⇔ ext1
D
(M,D) =
p−q∑
i=1
(Λ•iD +RDp)
⇔ ext1
D
(M,D) =
p−q∑
i=1
τ(Λ•i)D.
En consecuencia ext1
D
(E,D) = 0 si, y sólo si, el D-módulo izquierdo ext1
D
(M,D) es gener-
ado por la familia {τ(Λ•i)}1≤i≤q−r de q − r elementos.
Observación 13. El resultado anterior fue obtenido por J. P. Serre en [25] para r =
q − 1, tomando D como un anillo conmutativo. En este caso se obtiene que el D-módulo
ext1
D
(M,D) es cíclico y generado por el elemento τ(Λ), donde Λ ∈ Dq.
Observación 14. D = k[x1, x2] denota el anillo de polinomios conmutativo sobre un
cuerpo k. Sean R ∈ Dq×p y M = D1×p/(D1×qR), entonces el submódulo de M , t(M)
puede ser distinto de cero, ser libre de torsión o proyectivo, en tales casos el D-módulo M
resulta libres por el teorema de Quillen-Suslin. Para más detalles ver [1].
Ejemplo 8. Consideremos la ecuación conjugada de Beltrami con σ = x−1:
∂u
∂x
− x∂v
∂y
= 0
∂u
∂y
+ x
∂v
∂x
= 0.
Sea D = A2 (Q(a, b)) = Q(a, b)[x, y]〈∂x, ∂y〉 el anillo de polinomios no conmutativo en
∂x, ∂y, x y y con coeficientes en el cuerpo Q(a, b), los cuales satisfacen:
xy = yx, ∂x∂y = ∂y∂x, ∂xx = x∂x + 1, ∂yy = y∂y + 1.
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El sistema está definido por la matriz:
R =
(
∂x −x∂y
∂y x∂x
)
∈ D2×2
y el D-módulo M = D1×2/(D1×2R) finitamente presentado por la matriz R. Si consid-
eramos el vector Λ =
[
a
b
]
y el D-módulo E = D1×3/(D1×2P ) finita mente presentado
por la matriz P =
(
R −Λ ) ∈ D2×3 , para a y b distintos de cero P resulta invertible a
derecha con inversa
S =
 x(ax∂x + bx∂y + a)/a −x(ax∂x + bx∂y + a)/b−(ax∂y − bx∂x − 2b)/a (ax∂y − bx∂x − 2b)/b
x(x∂2x + x∂
2
y − 3∂x)/a −(x∂2x + x∂2y − 3x∂x + 1)/b
 ∈ D3×2 ,
entonces el D-módulo ext1
D
(M,D) = D2/(RD2) es cíclico generado por τ(Λ), donde τ :
D2 −→ ext1
D
(M,D) = D2/(RD2) es la proyección canónica, además elD-módulo E resulta
establemente libre de rango 1 es decir E ⊕D ∼= D2.
Corolario 5. Sean A un anillo conmutativo, D = A[x], F ∈ Ap×p, R = xIp − F ∈ Dp×p
y M = D1×p = (D1×pR). Entonces las siguientes condiciones son equivalentes:
1. Existe Λ ∈ Dp×(p−r) tal que el D-módulo E = D1×(2p−r)/(D1×p(R −Λ)) es estable-
mente libre de rango p− r.
2. {τ(Λ•i)}i=1,...,p−r generan los siguientes D-módulos finitamente presentado:
ext1
D
(M,D) = Dp/(RDp) ∼= D1×p/(D1×pRT ).
3. Existe una matriz Λ¯ ∈ Ap×(p−r) tal que la matriz
Ω :=
(
Λ¯ F Λ¯ F 2Λ¯ ... F p−1Λ¯
) ∈ Ap×p(p−r)
admite inversa sobre A.
En particular, si Λ¯ ∈ Ap×(p−r) y satisface (2) del corolario anterior entonces Λ = Λ¯
satisface (1).
Demostración. El teorema (11) nos da la equivalencia entre (1) y (2). Para ser más exactos
este teorema nos muestra que la propiedad de ser establemente libre para el D-módulo E
depende de las clases residuales {τ(Λ•i)}i=1,...,p−r , e.d., las clases residuales de las columnas
del vector Λ ∈ ext1
D
(M,D). Dado que R = xIp − F , sin pérdida de generalidad podemos
asumir Λ•i ∈ Ap, es decir λ ∈ Ap×(p−r) ya que el D-módulo M está completamente
determinado por {τ(Λ•i)}i=1,...,p−r y
τ(Λ•i) = τ(xΛ′•i + Λ¯•i) = τ(xΛ
′
•i) + τ(Λ¯•i) = τ(Λ¯•i + FΛ
′
•i)
para algún Λ′ ∈ Dp×(p−r) y Λ¯ ∈ Ap×(p−r). Dado que P = (R − Λ), se tiene:
ext1
D
(E,D) = Dp/(PD(2p−r)) ∼= D1×p/(D1×(2p−r)P T ),
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generado por {yi}i=1,...,p las clases de los vectores canónicos {ei}i=1,...,p de D1×p en
D1×p/(D1×(2p−r)P T ), los cuales satisfacen P T
 y1...
yp
 = 0, es decir satisfacen la relación
D-lineal {
xy − F T y = 0
ΛT y = 0
Si multiplicamos la segunda ecuación por x y utilizamos la primera, tenemos ΛTxy =
ΛTF T y = 0. Si repetimos este paso inductivamente k-veces, tenemos ΛTF Tky = 0.
Por el teorema Caley-Hamilton, existe un polinomio p(x) = a0 + a1x+ ...+ xp ∈ A[x]
tal que p(F ) = 0 en consecuencia F p =
∑p
k=1
bkF
k, con bk ∈ A, obteniendo el sistema
xy − F T y = 0
ΛT
ΛTF T
...
ΛTF T
p−1
 y = 0
El D-módulo E es establemente libre de rango p− r si, y solamente si, existe una matriz
S ∈ D(2p−r)×p tal que PS = Ip si, y solamente si, y = 0, ya que ST (P T y) = (PS)T y = 0
implica y = 0. Por otro lado la Matriz
(
Λ FΛ . . . F p−1Λ
)T es invertible en A si, y
sólo si, y = 0. En consecuencia la matriz(
Λ FΛ . . . F p−1Λ
)
es invertible si, y sólo si, y = 0.
2.3. El problema de la reducción de Serre
Daremos algunos teoremas previos encaminados a la generalización del problema de reduc-
ción de Serre, al final del documento se dará la generalización del problema de reducción
de Serre, la cual resulta como un corolario del teorema (11).
Teorema 12. Sean D un dominio noetheriano, R ∈ Dq×p una matriz de rango pleno,
0 ≤ r ≤ q−1 y Λ ∈ Dq×(q−r) una matriz tal que existe U ∈ GLp+q−r(D) la cual satisface:
(R − Λ)U = (Iq 0).
Si descomponemos la matriz unimodular U , como
U =
(
S1 Q1
S2 Q2
)
.
Donde S1 ∈ Dp×q, S2 ∈ D(q−r)×q, Q1 ∈ Dp×(p−r), Q2 ∈ D(q−r)×(p−r), si introducimos el
D-módulo izquierdo L = D1×p−r/(D1×(q−r)Q2) finitamente presentado por la matriz Q2,
es decir el D-módulo definido por la sucesión exacta corta
0 −→ D1×(q−r) .Q2−→ D1×(p−r) κ−→ L −→ 0 (2.9)
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tomando κ como la proyección canónica sobre L tenemos:
M = D1×p/(D1×qR) ∼= L = D1×(p−r)/(D1×(q−r)Q2). (2.10)
Recíprocamente, si se tiene que los D-módulos M y L son isomorfos, es decir M ∼= L, con
L el D-módulo definido por la sucesión exacta (2.9) para algúna matriz Q2 ∈ D(q−r)×(p−r),
entonces existen Λ ∈ Dq×(q−r) y U ∈ GLp+q−r(D) tal que (R − Λ)U = (Iq 0).
Observación 15. Si definimos la matrices Q =
(
Q1
Q2
)
, S =
(
S1
S2
)
y U−1 =
(
P
T
)
,
entonces:
PQ = 0, PS = Iq, TS = 0, TQ = Ip−r y SP +QT = Ip+q−r.
Donde T =
(
T1
T2
)
, con T1 ∈ D(p−r)×p y T2 ∈ D(p−r)×(q−r).
Demostración. (⇒) Supongamos PU = (Iq 0), aplicando la proposición (13) a la ex-
tensión E = D1×(p+q−r)/(D1×qP ) de D1×(q−r) por M , se tiene que el D-módulo E es
libre de rango p − r, entonces (D1×qP )U ∼= D1×q, e.d., existe un isomorfismo φ : E −→
D1×(p−r). Para definir el isomorfismo φ, tomamos µ1 ∈ D1×p, µ2 ∈ D1×(q−r) y se tiene
pi′((µ1 µ2)) = (µ1 µ2) +D1×qP . Si multiplicamos la igualdad anterior por U a la derecha
se tiene pi′((µ1 µ2))U = (µ1S1 + µ2S2 +D1×q µ1Q1 + µ2Q2) = (D1×q µ1Q1 + µ2Q2),
entonces φ(pi′((µ1 µ2))) = µ1Q1 + µ2Q2.
Veamos que φ está bien definido, sean (µ1 µ2), (µ′1 µ′2) ∈ D1×(p+q−r) tal que
pi′((µ1 µ2)) = pi′((µ′1 µ′2)), entonces (µ1 µ2)− (µ′1 µ′2) = νP , con ν ∈ D1×q, por lo tanto
(µ1 µ2)Q = (µ′1 µ′2)Q, es decir φ(pi′((µ1 µ2))) = φ(pi′((µ′1 µ′2))).
Ahora, si tomamos (µ1 µ2) ∈ D1×(p+q−r), tal que (µ1 µ2)Q = 0 entonces (µ1 µ2) −
((µ1 µ2)S)P = 0, lo cual implica pi′((µ1 µ2)) = 0, esto demuestra que el homomorfismo
φ es inyectivo.
Tomemos λ ∈ D1×(p−r) entonces (λT )Q = λ, con esto demostramos que φ es un
isomorfismo de D-módulos.
Dado que E es una extensión de D1×(q−r) por M , tenemos la sucesión exacta
0 −→ D1×(q−r) α−→ E β−→M −→ 0.
Como los homomorfismos α y φ son inyectivos, entonces φα resulta un homomorfismo
inyectivo y φ(α(µ)) = φ(pi′((0 µ))) = µQ2 para µ ∈ D1×(q−r), de aquí se tiene que Q2 es
una matriz de rango máximo. En consecuencia se tiene la sucesión exacta
0 −→ D1×(q−r) .Q2−→ D1×(p−r) κ−→ L −→ 0
Donde L = D1×(p−r)/(D1×(q−r)Q2). De lo anterior tenemos el diagrama conmutativo
0 D1×(q−r) E M 0
0 D1×(q−r) D1×(p−r) M 0
- -α
‖
-β
?
φ
-
‖
- -φα -βφ
−1
-
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lo cual implica
M ∼= D1×(p−r)/ ker(βφ−1) ∼= D1×(p−r)/Im(φα)
∼= D1×(p−r)/(D1×(q−r)Q2)
= L.
Sean γ : L −→ M , un isomorfismo de D-módulos, L = D1×(p−r)/(D1×(q−r)Q2), y Q2 ∈
D(q−r)×(p−r) una matriz de rango pleno, entonces la sucesión
0 −→ D1×(q−r) .Q2−→ D1×(p−r) γκ−→M −→ 0
es exacta. Por el teorema (9), D1×(p−r) es una extensión de D1×(q−r) porM , definiendo un
único ρ(Λ) ∈ ext1
D
(D1×(q−r),M) y este a su vez define una extensiónE = D1×(p+q−r)/(D1×qP )
tal que E ∼= D1×(p−r), entonces el D-módulo E resulta libre de rango p−q y por la proposi-
ción (13), existe una matriz U ∈ GLp+q−r, tal que
(R − Λ)U = (Iq 0) ∈ Dq×(p+q−r)
Observación 16. El homomorfismo inyectivo ψ : M −→ L, definido por ψ(pi(µ)) =
φ(pi′(µ 0)) = κ(µQ1), con µ ∈ D1×p y 0 ∈ Dq−r es homomorfismo de D-módulos
izquierdos.
Corolario 6. Bajo las hipótesis del teorema anterior, el D-isomorfismo está explícitamente
definido por:
ψ : M = D1×p/(D1×qR) −→ L = D1×(p−r)/(D1×(q−r)Q2)
pi(λ) 7−→ κ(λQ1)
con inversa ψ−1 : L −→M definida por φ−1(κ(µ)) = pi(µT1), donde. U−1 =
(
R −Λ
T1 T2
)
∈ GLp+q−r(D).
Este resultado sólo depende de la clase ρ(Λ), con Λ ∈ Dq×(q−r) y el D-módulo izquierdo
ext1
D
(M,D1×(q−r)) = Dq×(q−r)/(RDp×(q−r))
∼= D(q−r)×(q−r)/(Q2D(p−r)×(q−r)).
Demostración. Veamos que ψ está bien definido. Sea λ ∈ D1×P tal que pi(λ) = 0, entonces
λ = µR para algún µ ∈ D1×q. Dado que RU−1 = (Iq 0) se tiene λQ1 = µ(RQ1) = (µΛ)Q2
lo cual implica κ(λQ1) = 0, con esto se ha probado la buena definición del D-isomorfismo
ψ.
Usando la identidad UU−1 = Ip+q−r se tiene la ecuación T1Q1 +T2Q2 = Ip−r, entonces
µ− (µT2)Q2 = (µT1)Q1 para cada µ ∈ D1×(p−r), en consecuencia κ(µ) = κ((µT1)Q1), lo
cual genera el D-homomorfismo γ : L −→M definido por γ(κ(µ)) = pi(µT1).
Sea µ ∈ D1×(p−r), tal que κ(µ) = 0, en consecuencia µ = νQ2, donde ν ∈ D1×(q−r).
Usando la identidad UU−1 = Ip+q−r se tiene Q2T1 + S2R = 0, lo cual implica
γ(κ(µ)) = pi(µT1) = pi((νQ2)T1) = pi((νS2)R) = 0.
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Con esto se ha probado la buena definición del homomorfismo γ.
Ahora, si usamos UU−1 = Ip+q−r, tenemos:
(ψ ◦ γ)(κ(µ)) = ψ(pi(µT1)) = κ((µT1)Q1) = κ(µ),
Para todo µ ∈ D1×(q−r), e.d., ψ ◦ γ = IL. Por otra parte, de la ecuación S1R+Q1T1 = Ip
se tiene
(γ ◦ ψ)(pi(λ)) = γ(κ(λQ1)) = pi((λQ1)T1) = pi(λ− (λS1)R) = pi(λ),
para cada λ ∈ D1×p, lo cual demuestra que ψ es un isomorfismo y γ = ψ−1.
Finalmente el hecho de que este resultado dependa solo de ρ(Λ) la clase de Λ ∈ Dq×(q−r)
en ext1
D
(M,D1×(q−r)), es debido a que toda extensión E′ de D1×(q−r) por M equivalente a
E, es isomorfa a E, y es de la forma E′ = D1×(p+q−r)/(D1×qP¯ ) con P¯ = (R −(λ+RΘ)),
como se vio en la sección 1. En consecuencia E′ resulta libre de rango p − r, lo cual se
puede interpretar por la equivalencia:(
R −Λ
T1 T2
)(
S1 Q1
S2 Q2
)
= Ip+q−r
⇔
(
R −(Λ +RΘ)
T1 T2 − T1Θ
)(
S1 + ΘS2 Q1 + ΘQ2
S2 Q2
)
= Ip+q−r.
Observación 17. Si M = 〈y1, . . . , yp〉, donde R[y1 . . . yp]T = 0, tenemos:
R.[f(y1) . . . f(yp)]T = [f(R11y1 + . . .+R1pyp) . . . f(Rq1y1 + . . .+Rqpyp)]T
= 0
para cada f ∈ Hom(M,F), en consecuencia la función θ : Hom(M,F) −→ kerF (R.)
definido por θ(f) = [f(y1) . . . f(yp)]T es un homomorfismo bien definido. Por el lema
delos cinco y el diagrama
0 Hom(M,F) Fp Fq 0
0 kerF (R.) Fp Fq 0
- -R.
?
θ
-pi
∗
?
iˆFp
-
?
iˆFq
- -R. - -
se tiene Hom(M,F) ∼= kerF (R.).
Corolario 7. Sea F un D-módulo a izquierda. Consideremos lo siguientes sistemas lin-
eales:
kerF (R.) = {η ∈ Fp | Rη = 0} ; kerF (Q2.) = {ζ ∈ F (p−r) | Q2ζ = 0}.
Entonces tenemos el isomorfismo de grupos abelianos kerF (R.) ∼= kerF (Q2.) y
kerF (R.) = Q1 kerF (Q2) ; kerF (Q2.) = T1 kerF (R.)
CAPÍTULO 2. REDUCCIÓN DE SERRE PARA SISTEMAS LINEALES FUNCIONALES 48
Demostración. Del corolario (6) se tienen los diagramas conmutativos:
0 D1×q D1×p M 0
0 D1×(q−r) D1×(p−r) L 0
- -.R
?
.Λ
-pi
?
.Q1
-
?
ψ
- -.Q2 -κ -
0 D1×q D1×p M 0
0 D1×(q−r) D1×p L 0
- -.R -pi -
- -.Q2
6
.S2
-pi
6
.T1
-
6
ψ−1
Si F es un D-módulo izquierdo, se tiene Hom(M,F) = kerF (R.) y aplicando el funtor
contravariante y exacto a izquierda HomD(−,F) a los anteriores diagramas, se obtienen
los diagramas:
Fq Fp kerF (R.) 0
F (q−r) F (p−r) kerF (Q2.) 0
ff R. ff pi
∗
ff
6
Λ.
ffQ2.
6
Q1.
ffκ
∗
6
ψ∗
ff
Fq Fp kerF (R.) 0
F (q−r) F (p−r) kerF (Q2.) 0
?
S2.
ff R.
?
T1.
ff pi
∗
?
(ψ−1)∗
ff
ffQ2. ffκ
∗
ff
lo cual muestra que ψ∗ es el isomorfismo de grupos abelianos definido por:
ψ∗ : kerF (Q2.) −→ kerF (R.) (ψ−1)∗ : kerF (R.) −→ kerF (Q2.)
ζ 7−→ Q1ζ η 7−→ T1η
Corolario 8. Sea R ∈ Dq×p una matriz de rango máximo y Λ ∈ Dq×(q−r) una matriz tal
que P = (R − Λ) ∈ Dq×(p+q−r) admite inversa a derecha sobre D. Entonces el teorema
(12) se tiene cuando D tiene alguna de las siguientes propiedades:
1. D es un dominio de ideales principales (e.d., el anillo de operadores diferenciales
ordinarios con coeficientes en un cuerpo diferenciable, tal como K = R o Q(t)).
2. D = k[x1, . . . , xn], el anillo de polinomios conmutativos sobre un cuerpo k.
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3. D es una de las álgebras de Weyl An(k) o Bn(k), donde k es un cuerpo de carac-
terística 0 (e.d., k = Q, R, C), y p− r ≥ 2.
4. D es el anillo de operadores diferenciales ordinarios con coeficientes en el anillo de las
series de potencias formales k‖x‖, Donde k es un cuerpo de característica 0, o en el
anillo de series de potencias convergentes k{x}, con coeficientes en k = R, o k = C,
y p− r ≥ 2.
Observación 18. El Corolario anterior puede interpretarse de la siguiente forma: Si D
es un dominio de Hermite, e.d., todo D-módulo finitamente generado establemente libre
es libre, y M = D1×p/(D1×qR) el D-módulo izquierdo finitamente presentado por la
matriz R ∈ Dq×p, entonces M puede ser generado por p − r elementos si y solamente si
el ext1
D
(E,D) = Dq/(RDp+q−r) = 0 y esto ocurre si y solamente si el D-módulo anulador
transpuesto ext1
D
(M,D) = Dq/(RDp), es generado por q − r elementos.
Demostración. Si el dominio D satisface una de las cuatro condiciones, se tiene que el
D-módulo establemente libre de rango p−r E, resulta libre de rango p−r por el Teorema
6. Por la proposición 13 existe una matriz U ∈ GLp+q−r tal que PU = (Iq 0), con lo cual
se tiene el teorema 12.
1. De la identidad UU−1 = Ip+q−r se tiene
(
R −Λ
T1 T2
)(
S1 Q1
S2 Q2
)
= Ip+q−r ⇔

RS1 = Iq + ΛS2
RQ1 = ΛQ2
T1S1 = −T2S2
T1Q1 = Ip−r − T2Q2
, (2.11)
entonces −ΓRQ1 = Q2 y
Ip−r = T1Q1 + T2Q2 = T1Q1 − T2ΓRQ1 = (T1 − T2ΓR)Q1
en consecuencia la matriz Q1 admite inversa a izquierda T1 − T2ΓR ∈ D(p−r)×p.
2. Como (Q3 Q1)
(
Y3
Y1
)
= Ip, entonces Q3Y3 = Ip−Q1Y1, multiplicando a la derecha
por la matriz S1, a la izquierda por R y utilizando las igualdades RS1 = Iq + ΛS2 y
RQ1 = −ΛQ2 tenemos:
R(Q3Y3)S1 = RS1 −R(Q1Y1)S1 = Iq + ΛS2 −R(Q1Y1)S1,
en consecuencia (RQ3)(Y3S1) + Λ(Q2Y1S1 − S2) = Iq lo cual implica (RQ3 −
Λ)
(
Y3S1
Q2Y1S1 − S2
)
= Iq, e.d., la matriz X = (RQ3 −Λ) admite inversa a derecha
V =
(
Y3S1
Q2Y1S1 − S2
)
∈ Dq×q
Corolario 9. Con la notación del teorema (12) y el corolario (6), si la matriz Λ ∈ Dq×(q−r)
admite inversa a izquierda Γ ∈ D(q−r)×q, e.d., ΓΛ = Iq−r, entonces la matriz Q1 admite in-
versa a izquierda T1−T2ΓR ∈ D(p−r)×p y el D-módulo izquierdo kerD(.Q1) es establemente
libre de rango r.
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Finalmente, si el D-módulo izquierdo kerD(.Q1) resulta libre de rango r, entonces existe
Q3 ∈ Dp×r tal que W := (Q3 Q1) ∈ GLp(D). Si escribimos W−1 =
(
Y3
Y1
)
, donde
Y3 ∈ Dr×p y Y1 ∈ D(p−r)×p, entonces la matriz X := (RQ3 Λ) es unimodular, e.d.,
X ∈ GLq(D) y
V =
(
Y3S1
Q2Y1S1 − S2
)
.
La matriz R es equivalente a la matriz Xdiag(Ir, Q2)W−1 e.d.,
V RW =
(
Ir 0
0 Q2
)
.
Por otro lado el D-módulo kerD(.Q1) es libre de rango r si el dominio D satisface la
condición 1 o 2 del Coralario 8, o si D es An(k) o Bn(k) sobre un cuerpo k de característica
0 y r ≥ 2 o si D es el anillo de operadores diferenciales ordinarios con coeficientes en el
anillo de series de potencias formales k‖x‖, donde k es un cuerpo de característica 0, o con
coeficientes en k{x}, donde k = R o C, y r ≥ 2.
Demostración. La sucesión
0 −→ kerD(.Q1) i−→ D1×p .Q1−→ D1×(p−r) −→ 0 (2.12)
es exacta y hendida, en consecuencia ker(.Q1) ⊕ D1×p−r = D1×p, e.d., kerD(.Q1) es un
D-módulo a izquierda establemente libre de rango r.
Supongamos que el D-módulo izquierdo kerD(.Q1) es libre de rango r, entonces existe
un D-isomorfismo ϕ : D1×r −→ kerD(.Q1), sea Y3 =
 ϕ(e1)...
ϕ(er)
 . De la sucesión 2.13 se
tiene la sucesión
0 −→ D1×r .Y3−→ D1×p .Q1−→ D1×(p−r) −→ 0 (2.13)
exacta y hendida, en consecuencia existen .Q3 : D1×p −→ D1×r tal que Y3Q3 = Ir y
.Y1 : D1×(p−r) −→ D1×p tal que Y1Q1 = Ip−r, y Y1Q3 = 0, lo cual implica(
Y3
Y1
)
(Q3 Q1) =
(
Ir 0
0 Ip−r
)
; Ip = Q3Y3 +Q1Y1 = (Q3 Q1)
(
Y3
Y1
)
.
Utilizando lo anterior y la ecuación 2.11 se tiene:
V R =
(
Y3S1
Q2Y1S1 − S2
)
R =
(
Y3S1R
Q2Y1S1R− S2R
)
=
(
Y3 + Y3Q1T1
Q2Y1(Iq −Q1T1)− S2R
)
=
(
Y3
Q2Y1 −Q2T1 − S2R
)
=
(
Y3
Q2Y1
)
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y
(
Y3
Q2Y1
)
(Q3 Q1) =
(
Ir 0
0 Q2
)
, en consecuencia V RW =
(
Ir 0
0 Q2
)
Veamos el reciproco del corolario anterior.
Corolario 10. Sean R ∈ Dd×p una matirz de rango máximo y V ∈ GLq(D) y W ∈
GLp(D) dos matrices tales que V RW = diag (IqQ2), donde 1 ≤ r ≤ q − 1 y Q2 ∈
D(q−r)×(p−r). Entonces, existe U ∈ GLp+q−r(D) y Λ ∈ Dq×(q−r) con inversa Γ ∈ D(q−r)×q
tal que (R − Λ)U = (Iq 0) y kerD(.Q1) es un D-módulo libre de rango r, donde W =
(Q3 Q1), Q3 ∈ Dp×r y Q1 ∈ Dp×(p−r). En particular, Λ ∈ Dq×(q−r) es una submatriz de
la matriz V −1 = (X1 Λ), donde X1 ∈ Dq×r.
Demostración. De la identidad V RW = diag(Ir, Q2) se tiene
RW = (RQ3 RQ1) = V −1diag(Ir, Q2) = (X1 ΛQ2) ⇔
{
X1 = RQ3,
RQ1 = ΛQ2.
Ahora, si escribimos V =
(
V1
V2
)
, donde V1 ∈ Dr×q y V2 ∈ D(q−r)×q, de las relaciones
V V −1 = Iq y V −1V = Iq, tenemos V2Λ = Iq−r y X1V1 + ΛV2 = Iq, en consecuencia
R(Q3V1) − Λ(−V2) = Iq, lo cual muestra que la matriz P = (R − Λ) ∈ Dq×(p+q−r)
admite inversa por derecha S = (Q3V1 − V2) ∈ D(p+q−r)×q, se sigue que el D-módulo
izquierdo E = D1×(p+q−r)/(D1×qP ) es libre de rango r.
Ahora, supongamosW−1 =
(
Y3
Y1
)
, donde Y3 ∈ Dr×p y Y1 ∈ D(p−r)×p y consideramos
la identidad W−1W = Ip, tenemos Y3Q3 = Ir, Y3Q1 = 0, Y1Q3 = 0 y Y1Q1 = Ip−r,
entonces (
R −Λ
Y1 0
)(
Q3V1 Q1
−V2 Q2
)
=
(
Iq 0
0 Ip − r
)
∈ GLp+q−r(D).
Lo cual prueba la existencia de una matriz U ∈ GLp+q−r(D) tal que (R − Λ)U = (Iq 0).
Finalmente de las identidades Y3Q3 = Ir, Y3Q1 = 0 y Q3Y3 +Q1Y1 = Ip se tiene la sucesión
hendida
0 −→ D1×r Y3−→ D1×p .Q1−→ D1×(p−r) −→ 0,
lo cual muestra ker(.Q1) = D1×rY3 ∼= D1×r, se sigue que el ker(.Q1) es libre de rango
r.
Los corolarios (9) y (10), nos dan la generalización del teorema de Serre.
CAPÍTULO 3
Ejemplos
Daremos un algoritmo de lo desarrollado en el capitulo anterior y a travez de dos ejemplos
ilustraremos la teoria desarrollada en la cual se baso la generalización del teorema de
reducción de Serre. Los calculos referentes a las bases de Gröbner seran omitidos.
Algoritmo. Entrada: Sean k un cuerpo algebraicamente cerrado calculable e.d., D =
Bn(k), R ∈ Dq×p a una matriz de rango pleno y tres enteros no negativos α, λ y γ.
Salida: Un conjunto (posiblemente vacio) {Λi}i∈I tal que la matriz (R − Λ) admite
inversa a derecha sobre D.
1. consideremos la matriz Λ ∈ Dq×(q−r), tomando las entradas en las variables ∂i de
orden total α y fijando el total β (resp., γ) para los polinomios del númerador en las
variables xj (resp., denominador), en las entradas de Λ
2. Calcule la base de Gröbner para el D-módulo RDp.
3. Calcule la forma normal Λ¯•i ∈ Dq, para la i-ésima columna Λ•i de la matriz Λ en el
D-módulo derecho ext1
D
(M,D) = Dp/(RDp) para cada i = 1, . . . , q − r
4. Calcule la obstrucción para el D-módulo proyectivo
E¯ = D1×(p+q−r)/(D
1×q(R −Λ)).
(e.d., calcule una base de Gröbner para el D-módulo E¯)
5. resuelver el sistema en los arbitrarios coeficientes de la matriz Λ mediente el aniquilador.
6. Retorna el conjunto de soluciones para Λ.
Ejemplo 9. Consideremos el siguiente sistema lineal funcional de corrimiento
x˙1(t) + ax1(t)− kax2(t− h) = 0,
x˙2 − x3(t) = 0,
x˙3(t) + ω2x2(t) + 2ζωx3(t)− ω2u(t) = 0;
(3.1)
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Tomando x1(t), x2(t), x3(t) ∈ C∞(R). Sea D = Q(a, k, ω, ζ)[∂; id, ddt ][δ, α, 0] un anillo de
polinomios conmutativo de operadores de corrimiento diferenciales en las variables ∂, δ, y
h ∈ R de tal forma que Q(h) sea un Q-espacio vectorial de dimensión 1, entonces definimos
∂y(t) = y˙(t), δy(t) = y(t− h),
la operación de un elemento de D sobre el D-módulo C∞(R).
Cosideremos el vector x = [x1(t) x2(t) x3(t)] y la matriz
R =
 ∂ + a −kaδ 0 00 ∂ −1 0
0 ω2 ∂ + 2ζω −ω2
 .
Veamos que R es de rango pleno, e.d., kerD(.R) = 0. Sea V = [b1 b2 b3] ∈ D1×4 tal que
V R = 0, entonces
b1a = 0 ⇒ b1 = 0,
−b3ω2 = 0 ⇒ b1 = 0,
−b2 + b3(∂ + 2ζω) = 0 ⇒ b2 = 0.
Si tomamos M = D1×4/(D1×3R) el D-módulo asociado al sistema (3.1) tenemos la res-
olución libre finita
0 −→ D1×3 .R−→ D1×4 pi−→M = D1×4/(D1×3R) −→ 0.
además tenemos ext1
D
(M,D) = D3/(RD4) debido a que R es una matriz de rango pleno.
Describiendo ext1
D
(M,D) = D3/(RD4) en terminos de sus generadores y la relación, ten-
emos
[ 0 1 0 ] = R
[
kaδ a+ ∂ ∂2 + a∂ − 1 1
ω2
(ω2 + ∂2 + 2ζω∂)(∂ + a)− ∂ + 2ζω
ω2
]
[ 0 0 1 ] = R
[
kaδ a+ ∂ ∂2 + a∂
1
ω2
(ω2 + ∂2 + 2ζω∂)(∂ + a)− 1
ω2
]
.
En consecuencia el D-módulo ext1
D
(M,D) = D3/(RD4) es un Q(a, k, ω, ζ)-espacio vecto-
rial de dimensión 1 con base τ([ 1 0 0 ]T ), tomando τ : D3 −→ ext1
D
(M,D) = D3/(RD4)
como el homomorfismo canónica sobre ext1
D
(M,D) = D3/(RD4). Por el teorema (11) ten-
emos que la matriz P = (R − Λ) es invertible para Λ ∈ {[ a 0 0 ]T | a ∈ D r {0}}. En
particular, si tomamos el vector columna Λ = [ 1 0 0 ]T , podemos observar que la matriz
P ∈ D3×5 admita inversa a derecha sobre D:
S =

0 0 0
0 0 0
0 −1 0
0 −∂ + 2ζω
ω2
− 1
ω2
−1 0 0

.
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Entonces el D-módulo E = D1×5/(D1×3P ) es establemente libre de rango 2 y el D-módulo
ext
1
D
(M,D) es ciclico y generado por τ(Λ). Por el teorema de Quillen-Suslin, tenemos que
el D-módulo E es libre de rango 2.
Calculáremos una parametrización del D-módulo E (e.d., una matriz Q ∈ D2×5 tal
que ker(.Q) = D1×3P ). Utilizando los generadores del D-módulo E y las relación entre las
matrices Q y P , tenemos la siguiente rlación para un elemento [ b1 b2 b3 b4 b5 ] ∈ ker(.Q)
b3 = b2∂,
b4 = b2
(
1 +
∂2 + 2∂ζω
ω2
)
,
b5 = b1(∂ + a)− b2kaδ,
si hacemos b1 = −1 y b2 = ω2 se genera la parametrización inyectiva de el D-módulo E
Q =

−1 0
0 ω2
0 ω2∂
0 ω2 + ∂2 + 2∂ζω
−∂ − a −ω2kaδ
 .
Escribiendo Q = (QT1 QT2 )T , donde
Q1 =

−1 0
0 ω2
0 ω2∂
0 ω2 + ∂2 + 2∂ζω
 ∈ D4×2 y Q2 = ( −∂ − a −ω2kaδ ) ∈ D1×2
y usando el corolario (7) tenemos el isomorfismo deD-módulos kerC∞(R)(R.) ∼= kerC∞(R)(Q2.),
en consecuencia el sistema lineal funcional (3.1) es equivalente al sistema
−y˙1(t)− ay1(t)− ω2kay2(t− h) = 0, y1(t), y2(t) ∈ C∞(R).
Podemos verificar que la matriz Q admite inversa a derecha sobre D:
T =
( −1 0 0 0 0
0 ω−2 0 0 0
)
.
Entonces Q es una parametrización inyectiva de el D-módulo E y las clases reciduales de
las filas de la matriz T definen la base del D-módulo libre de rango 2 E.
Ahora verificaremos el teorema de reduccción de Serre para la matriz R, e.d., en-
contráremos matrices unimodulares V ∈ GL3(D) y W ∈ GL4(D) tal que V RW =
diag(I2, Q2). El vector Λ admite inversa [ 1 0 0 ].
Demostráremos que ker(.Q1) es un D-módulo libre de rango 2. Si tomamos un vector
v = (bi)1≤i≤5 ∈ ker(.Q1) e.d., vQ1 = 0, entonces b1 = 0 y b2ω2 + b3ω2∂ + b4(ω2 + ∂2 +
2∂ζω) = 0 de aquí se tiene la matriz
K =
(
0 ω2 ∂ + 2ζω −ω2
0 ∂ −1 0
)
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la cual satiface ker(.Q1) = D1×2K, donde K es una matirz de rango pleno, se sigue
ker(.Q1) ∼= D1×2, por lo tanto ker(.Q1) es un D-módulo libre de rango 2. Por el corolario
(9) existe una matriz W = (Q3 Q1) ∈ GL4(D), con Q3 la inversa a derecha de K, e.d.,
Q3 =

0 0
0 0
0 −1
−ω−2 −∂ + 2ζω
ω2
 .
La matriz W = (Q3 Q1) esta definida por
W =

0 0 −1 0
0 0 0 ω2
0 −1 0 ω2∂
−ω−2 −∂ + 2ζω
ω2
0 ω2 + ∂2 + 2∂ζω
 ,
con inversa
W−1 =

0 ω2 ∂ + 2ζω −ω2
0 ∂ −1 0
−1 0 0 0
0 ω−2 0 0
 .
De acuerdo al corolario (9), la matriz X = (RQ3 Λ) definida por
X =
 0 0 10 1 0
1 0 0
 .
Si tomamos V = X−1, tenemos la reducción de Serre para la matriz V RW = (I2 Q2).
Sea Ω un subconjunto abierto de Rn. Denotaremos porD(Ω) el conjunto de las funciones
de Ω en C de clase C∞ con soporte compacto, e.d., C∞0 (Ω), con la topología inducida por
la normas ρK,α(ϕ) := supx∈K{∂αϕ(x)}, donde K ⊆ Ω . Recordemos que el soporte de una
función ϕ se denota por supp f y se define como el menor conjunto cerrado tales que, la
función f es idénticamente nula fuera de el.
Denotaremos por D′(Ω) el subconjunto de D(Ω) formado por las funciones continuas y
lineales de D(Ω) en C. Tomaremos Ω = R
Ejemplo 10. Sean φ1, φ2, ψ1, ψ2 ∈ D′(R). Consideremos el sistema lineal funcional
definido por 
φ1(t) + ψ1(t)− φ2(t)− ψ2(t) = 0
φ˙1(t) + ψ˙1(t) + η1φ1(t)− η1ψ1(t)− η2φ2(t) + η2ψ2(t) = 0
φ1(t− 2h1) + ψ1(t)− u(t− h1) = 0
φ2(t)− ψ2(t− h2)− v(t− h2) = 0
(3.2)
Donde h1, h2 ∈ R tal que Qh1 + Qh2 es un Q-espacio vectorial de dimensión 2 y η1, η2
dos para metros constantes(e.d., constantes reales). Denotaremos por D = Q(t)[∂ ;σ1, σ2]
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(Q(η1, η2) es un cuerpo de extensión del cuerpo Q), el álgebra de polinomios conmutativos
de opradores diferenciales de corrimiento en ∂ y σ1, σ2, tales que
∂f(t) = f˙(t), σ1f(t) = f(t− h1), σ2f(t) = f(t− h2),
Esta es la acción de un elemento del anillo sobre el D-módulo D′(R), .e.d., σ1 y σ2 son
independientes y D es un anillo de polinomios conmutativo.
Sea M = D1×4/(D1×4R) el D-módulo finitamente presentado por la matriz
R =

1 1 −1 −1 0 0
∂ − η1 ∂ − η1 −η2 η2 0 0
σ21 1 0 0 −σ1 0
0 0 1 −σ22 0 −σ2
 ∈ D4×6,
asociada al sistema (3.2). tenemos que el ext1
D
(M,D) = D4/(RD6), debido a que R es una
matriz de rango pleno. Calculando una base de Gröbner para el D-módulo ext1
D
(M,D) =
D4/(RD6), obtenemos que el ext1
D
(M,D) = D4/(RD6) es un Q(η1, η2)-espacio vectorial
de dimensión 1 con base τ([ 0 0 0 1 ]T ), tomando τ : D4 −→ ext1
D
(M,D) = D4/(RD6)
como la proyección canónica sobre ext1
D
(M,D) = D4/(RD6). Por el teorema (11) tenemos
que la matriz P = (R − Λ) es invertible para Λ ∈ {[ 0 0 0 a ]T | a ∈ D r {0}}. En
particular, si tomamos el vector columna Λ = [ 0 0 0 1 ]T , podemos observar que la
matriz P ∈ D4×7 admite inversa a derecha sobre D:
S =

0 0 −1
2
−1
2
0 −1
2
σ2 −12
0 0 − 1
η2
1
η2
0
1
η2
σ2 − 1
η2
−1 1 −η1
η2
η1
η2
−σ1 η1
η2
σ2 −η1
η2
0 0 0 0 0 0 −1

T
∈ D7×4,
En consecuencia el D-módulo E = D1×7/(D1×4P ) es establemente libre de rango 3 y el
D-módulo ext1
D
(M,D) es cíclico y generado por τ(Λ). Por el teorema de Quillen-Suslin,
tenemos que el D-módulo E es libre de rango 3. Usando el algoritmo constrctivo del teo-
rema de Quillen-Suslin, implementado en el paquete QUILLENSUSLIN [27] y OREMODULES,
obtenemos que la matriz
U =

0 0 −1 0 −1 −σ1 0
0 0 1 0 0 σ1 0
0 0 0 1 0 0 σ2
−1 0 0 −1 −1 0 −σ2
0 0 −σ1 0 −σ1 1− σ21 0
−σ2 0 0 −σ2 −σ2 0 1− σ22
η2 1 2η1 2η2 ∂ + η2 + η1 2η1σ1 2η2σ2

∈ GL7(D)
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satisface (R − Λ)U = (I4 0), en consecuencia Q2 ∈ D1×3, Q1 ∈ D6×3 y tenemos
Q2 =
(
∂ + η2 + η1 2η1σ1 2η2σ2
)
, Q1 =

−1 −σ1 0
0 σ1 0
0 0 σ2
−1 0 −σ2
−σ1 1− σ21 0
−σ2 0 1− σ22
 .
Usando el corolario (7) tenemos el isomorfismo de D-módulos kerD′(R)(R.)
∼= kerD′(R)(Q2.),
en consecuencia el sistema (3.2) es equivalente al sistema de corrimiento:
x˙(t) + (η1 + η2)x(t) + 2η1x2(t− h1) + 2η2x3(t− h2) = 0. (3.3)
Esta resultado fue obtenido despues de solucionar la ecuación algebraica de Riccati de la
forma XRX = X. Pero la reducción de Serre nos da una forma inmediata para obtener
este resultado.
Usando el algoritmo constrctivo del teorema de Quillen-Suslin, implementado en el
paquete QUILLENSUSLIN [27] y OREMODULES, podemos llevar la matriz Q1 ∈ D6×3 a una
matriz unimodular
W = (Q3 Q1) =

1 0 0 −1 −σ1 0
0 −1 0 0 σ1 0
0 0 1 0 0 σ2
0 −1 −1 −1 0 −σ2
0 0 0 −σ1 1− σ21 0
0 −σ2 −σ2 −σ2 0 1− σ22
 .
Podemos verificar que la matriz
X = (RQ3 Λ) =

1 0 0 0
∂ + η1 −∂ + η1 + η2 −2η2 −1
σ21 −1 0 0
0 0 1 0

es unimodular sobre D, e.d., X ∈ GL4(D), se tiene la reducción de Serre
XRW =
(
I3 0
0 Q2
)
∈ D4×6
lo cual finalmente prueba que R es equivalente a diag(I3, Q2).
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