Intrinsically disordered proteins (IDPs) are typically low in nonpolar/hydrophobic but relatively high in polar, charged, and aromatic amino acid compositions. Some IDPs undergo liquid-liquid phase separation in the aqueous milieu of the living cell. The resulting phase with enhanced IDP concentration can function as a major component of membraneless organelles that, by creating their own IDP-rich microenvironments, stimulate critical biological functions. IDP phase behaviors are governed by their amino acid sequences. To make progress in understanding this sequence-phase relationship, we report further advances in a recently introduced application of random-phase-approximation (RPA) heteropolymer theory to account for sequence-specific electrostatics in IDP phase separation. Here we examine computed variations in phase behavior with respect to block length and charge density of model polyampholytes of alternating equal-length charge blocks to gain insight into trends observed in IDP phase separation. As a real-life example, the theory is applied to rationalize/predict binodal and spinodal phase behaviors of the 236-residue N-terminal disordered region of RNA helicase Ddx4 and its charge-scrambled mutant for which experimental data are available. Fundamental differences are noted between the phase diagrams predicted by RPA and those predicted by mean-field Flory-Huggins and Overbeek-Voorn/Debye-Hückel theories. In the RPA context, a physically plausible dependence of relative permittivity on protein concentration can produce a cooperative effect in favor of IDP-IDP attraction and thus a significant increased tendency to phase separate. Ramifications of these findings for future development of IDP phase separation theory are discussed.
Introduction
Globular proteins have been the predominant focus of structural biology since the folded myoglobin structure was revealed by X-ray crystallography in 1958 [1] . However, while many proteins need to fold to a relatively fixed structure for biological activity, it is now clear -after more than one and a half decade of intense research [2] [3] [4] [5] [6] that intrinsically disordered proteins (IDPs) perform key functions in cellular processes [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . This advance led to the recognition that different biological functions can be bestowed upon protein conformations of various degrees of flexibility [8] . Many IDPs do "fold" or become otherwise ordered upon binding to their folded partners [6] . Recently, an IDP was found to fold by phosphorylation as a regulatory switch [17] . But IDPs can also form "fuzzy complexes" [18] , i.e., they remain largely disordered even when they are functionally bound, as exemplified by the interaction between the IDP cyclin dependent kinase inhibitor
Sic1 and the ubiquitin ligase SCF
Cdc4 [19] [20] [21] . Although IDP conformations are largely disordered, their ensemble distributions are not random. Like globular proteins, their behaviors are governed by their amino acid sequences [13] . In this respect, functional IDPs entail a type of biomolecular self-organization that is perhaps even more challenging to comprehend physico-chemically than the self-assembly of globular proteins.
More recently, a previously unexpected function of IDPs was discovered. Some IDPs have been found to be the main constituents of functional membraneless organelles in the living cell, the assembly and disassembly of which is apparently underpinned by liquid-liquid IDP phase separation [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Such IDP phase behaviors are sequencedependent [30, 36] and may be regulated posttranslationally such as by phosphorylation of germ plasm component proteins in P granules [29] and by arginine methylation of Ddx4 N1 organelles [30] . Droplets of these IDP-rich phase are fundamentally different from amyloids [16, 37] and condensed phases of folded globular proteins [38] [39] [40] [41] [42] [43] [44] . Membraneless organelles include nuceloli, Cajal bodies, and stress granules. They are a form of cell compartmentalization, creating their peculiar microenvironments [34, 35] that play critical roles in cellular integrity, homeostasis, gene regulation and the cell cycle. Examples include the RNA and protein-rich P granules in the germ cell of Caenorhabditis elegans [22, 29] and the RNA-protein (RNP) stress granules induced by exposing human (HeLa) cells to arsenate [32] . Because of the central role of membraneless organelles in cell cycle regulation and thus the disease process of cancer, and that RNP aggregates are often associated with neurodegenerative diseases, a better understanding of the biophysics of IDP phase separation is not only of fundamental biological interest but also of tremendous medical relevance.
Unlike globular proteins, the role of hydrophobic interactions [45] are significantly less dominant in IDPs, which generally contains fewer nonpolar but more polar, charged, and aromatic residues than globular proteins ( [46] [47] [48] and references therein). Many IDPs may be regarded as polyampholytes -heteropolymers with both positively and negatively charged monomer units [49, 50] . Dimensions of individual IDP molecules are affected not only by their total charges [51] but also sequence arrangement of charges [52] ; their response to denaturant is different from that of unfolded globular proteins [53] . Liquid-liquid phase separation of IDPs is sensitive to the charge pattern along their chain sequences as well [54] . This is evident from recent experiments on the DEAD-box RNA helicase Ddx4 [30] and the Nephrin intracellular domain [36] showing different phase behaviors from their respective charge-scrambled mutants [30, 36] . These behaviors may in principle be addressed by explicit-chain simulations [55] . For computational tractability as well as conceptual advances, however, it is useful to develop an analytical theory of polymer solutions for IDP phase behaviors, notwithstanding the approximate and simplistic nature of all analytical theories of complex systems [43] . In view of the experimental observations, a desirable feature of such theories is to afford an account of sequence-dependent long-range electrostatic interactions that goes beyond classical Flory-Huggins (FH) theory [56] [57] [58] , as the latter is strictly speaking only suited for short-range, contact-like interactions such as those arising from hydrophobicity [59] .
A variety of analytical theories for electrolytes and charged polymers have been put forth during the last nearly one century since the 1923 publication of the Debye-Hückel (DH) theory that accounts for the nonideality of electrolyte solutions [60] . DH theory, or equivalently the linearized Poisson-Boltzmann (PB) equation, has been applied to electrolyte and polyelectrolyte systems with identical or nonidentical ions [61, 62] . The PB equation has since been augmented, e.g., by incorporating van der Waals forces, to construct more enriched theories such as that of Derjaguin, Landau, Verwey, and Overbeek (DLVO theory, 1941 (DLVO theory, , 1948 to rationalize the stability of lyophobic (solvent averting) colloid [63, 64] . Subsequently, theories that go beyond the mean-field PB equation such as the closure relations to solve the Wertheim-Ornstein-Zernike (WOZ) equation [62, 65, 66] , e.g. the hypernetted-chain/meanspherical approximation (HNC/MSA) ( [67] and references therein) and the Percus-Yevick approximation [68] , as well as the random phase approximation (RPA) [69, 70] , were devised to model various electrolyte systems, including globular polyions as well as flexible polyelectrolytes and polyampholytes [62, 66, [71] [72] [73] [74] [75] [76] .
Although the main concern of many of these theories has been uniformly charged polyelectrolytes, the charge pattern on flexible polyampholytes has not escaped recognition as having a significant impact on the conformational distribution of individual chains as well as multiple-chain phase properties [49, 50] . Based on beyond-DH formulations that take into account chain connectivity, theories such as RPA [73, 77, 78] and HNC/MSA [75, 76, 79] have been applied to study polyampholyte systems. However, such effort has not been widely pursued, likely because of a lack of experimental impetus. In the absence of a chemical process comparable to the cellular apparatus capable of synthesizing specific amino acid sequences accurately, synthesis of nonbiological polyampholytes with specific sequences is extremely difficult if not impossible. In such synthesis, often only the initial conditions can be controlled, resulting in a polymerization process that can only be monitored at the level of thermal average [50] . Consequently, research on nonbiological polyampholytes has focused on either the ensemble average of all possible random sequences [49, 77, 78] or simple block polyampholytes with a strictly alternating [77] , diblock [73] , or four-block charge patterns [79, 80] .
As far as charge effects in biomolecules are concerned, the Overbeek-Voorn (OV, 1957) theory [81] is a rudimentary approach that combines DH theory with FH conformational entropy [58, 69] . OV theory has been applied to rationalize behavior of various complex coacervations, e.g. between albumin and acacia [82] as well as between whey proteins and gum arabic [83, 84] . Beyond-mean-field theories have also been applied to model phase separation of folded globular proteins in aqueous solutions, wherein protein molecules are treated as spheres with no or few internal degrees of freedom, similar to the idealized folded states in earlier mean-field models for electrostatic effects in protein folding and stability [85, 86] . These include, but are not limited to, RPA [38] , perturbation theories [39, 40] and, notably, a recent application Wertheim's thermodynamic perturbation theory (TPT1) [87] by Vlachy and coworkers to rationalize protein aggregation induced by salt as well as the liquid-liquid co-existence curve of folded lysozyme and γ IIIa-crystallin solutions [44] . One of the goals of these studies has been to better understand crystallization of globular proteins for X-ray crystallography, including under harsh conditions with non-physiological pH and salt concentrations [88] . Effects of specific amino acid sequences were not considered in these approaches.
The recent discovery of biologically functional IDPs as individual molecules and also collectively via phaseseparation has sparked a renewed interest in polymer solution theories [27, 33, 89, 90] . For instance, Sawle and Ghosh developed an analytical formulation to account for sequence-specific electrostatic effects on the dimension of individual polyampholytes [89] , providing predictions consistent with prior atomic simulation results [52] . In this context, we recently outlined an approach to apply RPA theory to model sequence-specific long-range electrostatic effects in IDP phase separation [91] . Compared to the mean-field FH [26, 27, 30] , DH and OV [33] theories that have been applied or advocated for the study of IDP phase separation, our approach has the advantage of treating chain connectivity rather explicitly and hence it allows for a direct, unambiguous input of the charge pattern along the chain sequence into the theory [70, 73, 74] . The approach has been applied to the 236-residue IDP fragment Ddx4
N1 of Ddx4, a protein required for the assembly and maintenance of membraneless organelles that are essential for germ cell development in mammals, worms and flies [30, 92] . Our theory is successful in rationalizing the experimentally observed salt-dependent phase separation of Ddx4
N1 as well as the drastically different phase behaviors of Ddx4
N1 and a charge scrambled mutant Ddx4 N1 CS [91] . The new results reported below are further development of this theory, including detailed comparisons with meanfield FH and OV/DH approaches, and exploration of extensions of the theory that may provide deeper physical insights into the fascinating phenomenon of biologically functional IDP liquid-liquid phase separation in general.
2.
A sequence-specific RPA theory for polypeptide charge patterns
As described recently [91] , our theory is for aqueous solutions of neutral or nearly-neutral polyampholytes such as Ddx4 N1 with small monovalent counterions and salt, and is based on previous RPA methods [73, 77] . (For simplicity of notation, Ddx4
N1 and its mutant are sometimes referred to simply as "Ddx4" in the discussion below when the meaning is obvious from the context). Each polyampholyte chain is composed of N amino acid residues (monomers) with charges {σ i } = {σ 1 , σ 2 , . . . , σ N } given in units of the electronic charge e (σ i = ±1 or 0). Using the same notation as in [91] , ρ m , ρ c , and ρ s are, respectively, the average number densities of the monomers of the polyampholytes, counterions, and salt in a total solution volume V , where ρ c = ρ m | i σ i | /N because the number of counterions is equal to the total net charge of polyampholytes.
A major part of the configurational entropy of the system is based on the FH lattice model [58, 69] , in which spatial volume is partitioned into lattice sites each with a volume a 3 , which is of order of an individual solvent molecule; thus the total number of lattice sites is M = V /a 3 . The total free energy F per lattice site in units of k B T is given by
where k B is Boltzmann's constant and T is absolute temperature, −s is the entropic contribution to free energy from FH consideration, and f int accounts for the effective solvent-mediated interactions in the system. The f int term is modeled under an RPA framework [91] , which provides a beyond-mean-field, approximate account of local density fluctuations. RPA may be applied to any form of two-body interactions in principle. In this paper, however, we are interested in situations of polyampholyte phase separation where electrostatics is the dominant enthalpic contribution. Although f int is often characterized as "enthalpic" for terminological simplicity [91] , it is useful to keep in mind that effective solvent-mediated interactions such as hydrophobicity can be temperature dependent [93] and therefore contain entropic contributions. As will be discussed below, the present RPA form of f int also contains entropic contributions from chain connectivity.
Entropy in a size-dependent mean-field lattice model
Most formulations of FH [58] , including recent applications to IDP phase separation [30, 91] , assume for simplicity that a solvent molecule is of the same size of a monomer of the polymer of interest, each occupying a single lattice site. Numerical results presented in this paper were obtained using the same assumption. However, it is useful for future development of theory to consider here a generalization of the FH approach that is capable of accounting for solvent, monomers, salt ions, and counterions of different sizes. Based on a detailed consideration of the physical meaning of the entropy term in the FH formulation [94] (especially discussion relating to Figs. 4 and 5 in this reference), a generalized FH configurational entropy of a collection of m different types of polymers labeled by i = 1, 2, . . . , m, each with N i monomers of size r i a 3 -where individual solvent molecules, counterion and salt ions are regarded as special cases of polymers with N i = 1 -may be derived as follows. (Note that the meaning of index i here is different from that in some other parts of the paper where it is used to label the monomers along a polymer. The meaning of "dummy" summation indices should always be clear from the context nonetheless.) Without loss of generality, a value of a 3 can always be chosen such that all r i 's are integers or as close to being so as desired. In such a system, the total number of lattice sites is given by
where n i is the number of type-i polymer molecules in the solution. We may now define the number density of type-i monomer in units of 1/a 3 as
which allows rewriting Eq. (2) as
Note that φ i is not the volume fraction [91] when r i = 1. Following the argument in the original derivation of FH [58] , we separate configurational entropy S = k B ln Ω into a term arising from the translational freedom of the first monomer (or center of mass) of each polymer (Ω CM ) and another term accounting for the conformational freedom of each polymer with a fixed position for the first monomer or center of mass (Ω conf ) such that Ω = Ω CM Ω conf . The translational term corresponds to the number of ways of arranging i n i monomers each being the first monomer of a polymer, which equals
when all r i = 1. As for the conformational term, we first recall the standard derivation for the case of r i = 1 for all i on a lattice with z nearest neighboring sites for each lattice site. The decreasing probability of inserting an additional monomer without violating excluded volume, as the lattice is filled, is taken into account in a mean-field manner:
where
is the total number of lattice sites (monomers) to be inserted after the position of the first monomer of each polymer has been fixed by the procedure described by Eq. (5). In the generalized system with different r i 's, each monomer in a type-i polymer consists of r i lattice sites and is here assumed to have no internal degrees of freedom [94] . The placement of each of these monomers on the lattice may be seen as a series of successive attempted occupation of r i neighboring lattice sites in a unique order (hence no z − 1 factor) that is consistent with the shape of the monomer and without violation of excluded volume.
In order to account for the possible violation of excluded volume when the second and other lattice sites representing the first monomer of each polymer (when r i > 1) are placed after the first site has been positioned via the process described in Eq. (5), the expression needs to be modified:
The same consideration implies that the total number of lattice sites N 2 to be filled in for the process described by Ω conf in Eq. (6) is now modified to
with a corresponding modification to Eq. (6):
By combining Eqs. (5), (7), and (9), we arrive at the expression for the total number of FH microstates for the generalized case:
.
Thus the negative configurational entropy per lattice site
is obtained by applying Stirling's approximation ln x! ≈ x ln x − x for x ≫ 1 (in which case the percentage error of omitting the ln √ 2πx term in the approximation is negligible). It follows that the mixing entropy is given by
(12) As shown in Appendix A, terms of the form (φ i /N i ) ln r i in Eq. (12) that are linear in φ k have no effect on phase separation. Therefore, for application to phase separation, we may drop these terms and choose the totally demixed configuration as the reference state, then use the mixing entropy expression
as the generalized FH entropy term in Eq. (1) for a system of polyampholytes, counterions, and salt. Here r m , r c , and r s , are size factors, respectively, for monomers of the polyampholytes, counterions, and salt ions, r w and φ w are, respectively, the size factor and number density of water, satisfying
by virtue of Eq. (4).
RPA treatment of electrostatics
Derivation of RPA electrostatic energy of polyelectrolyte solutions is well documented [70, 74, 95] . We include here for completeness the steps we took to apply RPA to our polyampholyte system, providing some details for the theory we outlined recently [91] .
RPA theory neglects all but the trivial zeroth-order and two-body correlation of density fluctuation. Consider a system of different types of monomers (labeled as 1,2,3, ...) with densities ρ (1) (r), ρ (2) (r), ρ (3) (r)... that are functions of spatial position r. When the correlation among the densities is accounted for only up to the two-body level, the partition function Z can be expressed as a path integral of all possible density profiles in terms of their Fouriertransformed fluctuations, viz.,
where k here is the wave number (for all three dimensions of the reciprocal space of any finite volume V ), and all variables are Fourier transformed except V which is the total volume of the solution system, appeared here as the normalizing factor for k . The matrixÂ k accounts for two-body interactions between arbitrary Fourier transformed densities ρ 
T is the conjugate row vector. The path integral in Eq. (15) is over all monomer types, and over all wave numbers except k = 0, i.e.,
The k = 0 term is omitted because
is the total number of type-i monomers, which is a constant that does not contribute to density fluctuation [96] .
In the absence of interactions among the monomers, A k accounts only for geometric constraints such as chain connectivity, in which caseÂ k is the inverse of the bare two-body correlation matrixĜ k , viz.,
This relationship is readily verified by recalling that the two-body correlation is defined by the density conjugate field h
k via the partition function
The correlation function itself is defined as
where the V factor appears because of translational invariance. Since the correlation function can be determined as the second-order derivative of ln Z(|h k ),
Eq. (19) follows from Eqs. (21) and (22). In our system of polyampholytes and monomeric ions, the matrix elements ofĜ k can be classified into four categories: bare monomer-monomer (MM), ion-ion (II), and monomer-ion (MI) correlations with their respective matricesĜ MM ,Ĝ II ,Ĝ MI . Accordingly,Ĝ k can be arranged asĜ
In general, all four correlation submatrices depend on the configurational constraints in the system. For example, crosslinking in polymer gels [95, 97] or ion condensation in charged polymer systems [98] can result in non-trivial correlations. Here we restrict to a simple RPA model of charged polymers and ions [70, 74, 77] that treats all molecules as Gaussian chains or monomeric particles with no excluded volume. (Excluded volume is accounted for separately in a mean-field manner by the FH configurational entropy term.) In this case, correlation exists only among monomers belonging to the same polymer because of chain connectivity. Consequently, all matrix elements ofĜ MI andĜ IM are zero. In other words, there are no monomer-ion correlations in the model. The ion-ion correlation is the sum of the self-correlation of all ions, given by the 2 × 2 diagonal matrix
where ρ ± are the densities of positive and negative ions, (ρ + , ρ − ) = (ρ s +ρ c , ρ s ) or (ρ s , ρ s +ρ c ) when the net polyampholyte charge is, respectively, negative or positive [91] . Finally, the monomer-monomer correlation matrix is calculated as the product of the structure factor of a Gaussian chain and polymer density,
where the matrix elements ofĜ M (k) is given bŷ
in a Gaussian chain [69, 96, 99] . Taken together, the above considerations lead to a block diagonal form for the bare correlation matrix:
We now proceed to add inter-monomer interactions into the system. RPA assumes that the interactions are weak such that the Gaussian-chain geometry described in the bare correlation matrixĜ remains a good approximation for the polyampholytes. In general, sequence dependence of conformational distribution, which is expected physically [52] , may be treated approximately by replacing the (bare) Kuhn length b by a sequence-dependent renormalized Kuhn length [89] . For tractability, however, here we assume thatĜ is sequence independent. Under this assumption, for any given interaction matrixÛ k = u k /(k B T ), its perturbative effect on the partition function can be calculated as the average of exp(−Û k ) over all Gaussian-chain configurations, 
u factor for k = 0 depends on the interaction potential U . For Coulomb interaction, the neutrality of the system requires [95] 
and thus Z
We hereafter consider f el for Coulomb interaction as the f int term in Eq. (1) and calculate it as the logarithm of Z (1) u divided by the total number of lattice sites V /a 3 :
In doing so, we are using Z u in Eq. (28) as the partition function of the system. This is appropriate for phase separation studies because it amounts to choosing as reference state a noninteracting system that does not phase separate and whose partition function is given by the denominator of the first line of Eq. (28) . Approximating the summation in Eq. (32) as an integration, [95, 96] , and subtracting the self electrostatic energy of all charges to eliminate unphysical "ultraviolet" divergences at k → ∞ [77, 95, 97, 100] , we arrive at the RPA formula [95, 97, 98] 
(33) As in [91] , here we consider a Coulomb potential with a short-range physical cutoff on the scale of monomer size [95, 97] ,
where r is spatial distance between electric charges. In k-space, this becomeŝ
is the Bjerrum length, ǫ 0 is vacuum permittivity, ǫ r is relative permittivity (dielectric constant) governing the interaction, |q is the column vector for the charges of the monomers and monovalent ions, and q| ≡ |q T is the transposed row vector, with components q i = σ i for 1 ≤ i ≤ N , q N +1 = 1, and q N +2 = −1. The determinant in Eq. (33) can now be simplified as
(36) by using Sylvester's identity det(Î µ +ÂB) = det(Î ν +BÂ) whereÂ andB are, respectively, any µ × ν and ν × µ matrices andÎ µ andÎ ν are, respectively, µ × µ and ν × ν identity matrices [70] . The second term in Eq. (36) is a linear function of ρ m , and
This limiting property allows us to replace the trace in Eq. (33) by λ(k) q|Ĝ k |q to facilitate numerical integration for f el [74] . As will be discussed in Sec. 2.3 and Appendix A, the additional term linear in ρ m has no effect on phase separation. As in [91] , a set of dimensionless variables are introduced for our analysis. First, a reduced temperature is defined by rescaling temperature with electrostatic energy,
In addition, the f el integration is rewritten in terms of the reduced wave numberk = kb. We notice thatĜ M (k) is a function of kb and thus we rewrite it asĜ M (k N=240, n=4, L=60, σ=0.5 N=320, n=4, L=80, σ=1, first 240 residues N=320, n=4, L=80, σ=0.5, first 240 residues N=320, n=8, L=40, σ=1, first 240 residues N=320, n=8, L=40, σ=0.5, first 240 residues N=320, n=16, L=20, σ=1, first 240 residues N=320, n=16, L=20, σ=0.5, first 240 residues N=320, n=32, L=10, σ=1, first 240 residues N=320, n=32, L=10, σ=0.5, first 240 residues Figure 1 : Sequences studied in the present work. Monomers (residues) are depicted as small squares. Each colored square is a monomer with a positive (red) or negative (blue) electronic charge. Neutral monomers are white. For the two Ddx4 sequences, red monomers correspond to either arginine (R) or lysine (K); blue monomers correspond to either aspartic (D) or glutamic (E) acid [30, 92] . N is chain length (number of monomers), n, the number of charged blocks, L, length of an individual block, and σ, the fraction of monomers that are charged. The first 14 sequences are studied in Fig. 4 , the next four sequences in is the slope of the secant from φm = 0 to 0.05. f (φm) itself is shown in the inset. φ s1 , φ s2 are the two spinodal points satisfying f ′′ el (φm) = 0, whereas φ b1 , φ b2 are the two binodal points sharing a common tangent. The f values for these four φm's are marked by circles. The subtraction of a term linear in φm from f (φm) serves to better exhibit its curvature, which is less apparent visually without the subtraction (inset). The two shaded boxes mark two regions of f (φm) that are further analyzed, respectively, in Fig.3b and 3c .
with the rescaled densities φ m = ρ m a 3 , φ c = ρ c a 3 , and φ s = ρ s a 3 , f el may be expressed in terms of dimensionless variables only,
where η = (b/a) 3 is the ratio between the cube of polymer link length and water molecular size when r w = 1, and
Using numerical integration of Eq. (39) for f int = f el in Eq.
(1) and the FH configurational entropy expression in Eq. (13) for −s, this formulation is applied below to study the phase behaviors of the sequences in Fig. 1 .
Determination of phase boundaries
We first use the RPA model for Ddx4 N1 with r m = r c = r s = r w = 1 [91] as an example to illustrate the procedure used to determine phase boundaries (Figs. 2 and 3 ) and to highlight qualitative differences between RPA and FH phase behaviors (cf. Fig. 4 of [27] ). The charge pattern of Ddx4 N1 is provided in Fig. 1 . Using the configurational entropy and interaction terms in Eqs. (13) and (39) , the free energy of Ddx4
N1 solution is a function of polyampholyte and salt densities,
Whether concentrations (φ m , φ s ) result in phase separation depends on the local curvature of f on the φ m − φ s plane. We consider only the salt-free (φ s = 0) case in Figs. 2 and 3. The function f exhibits two local minima ( Fig. 2) , one at φ m ≈ 0.005 (Fig. 3a) , the other at φ m ≈ 0.052 (Fig. 3c) . Two points in Fig. 2 , φ m = φ s1 , φ s2 , satisfy
The free energy is a concave function (f ′′ < 0) between these two points. Consider two concentrations φ
within this region. Any φ m in between these two concentrations, i.e., φ
m , can be written as
where the weight factors v 1 ,v 2 satisfy 0 ≤ v 1 , v 2 ≤ 1. A homogeneous concentration φ m is not stable in the concave region because its free energy is higher than the free energȳ f of two phase-separated (demixed) concentrations φ
as can be seen in Fig. 3b by comparing the free energy values along the secant from φ
m and f itself. In contrast, in a region with f ′′ > 0, the homogeneous phase is seen to be more favorable by using the same consideration (Fig. 3c) . The f ′′ < 0 condition defines the spinodal phase separation region in which the demixed state is globally more favorable. For systems with more than two relevant molecular components, i.e. f = f ({φ k }), the spinodal condition Eq. (42) is generalized to
As is conventional, the phase boundaries in [91] are coexistence curves satisfying the binodal condition, which corresponds to the equality of chemical potentials across phase boundaries, and therefore may be determined graphically by constructing a common tangent ( 
where f ′ (φ m ) = ∂f /∂φ m . These two equations uniquely define the common tangent of f (φ m ) at φ 
Figure 3: Phase stability of the RPA model for Ddx4 [91] . Shown here are enlarged parts of the f (φm) function in φ b1 < φ m < φ s1 and φ s2 < φ m < φ b2 in Fig. 2 ). In these regions, strong local fluctuations into the spinodal region can be metastable, resulting in small liquid droplets with a different concentration. Generalizations of the bionodal conditions in Eq. (46) are provided in Appendix A. It should be noted that salt concentration φ s is taken to be uniform (constant across phase boundaries) here and in [91] . This need not be the case in general. Indeed, twophase electrostatic coacervation in systems consisting of two, three, and four types of charged molecules have been well studied under the framework of DH theory [101, [103] [104] [105] . Previous research, however, suggests that change in salt concentration is insignificant upon biological coacervation [81, 104] . We therefore assume for simplicity that the phase behavior of our model polyampholyte system does not involve fluctuation in salt concentration.
Phase behaviors of salt-free block polyampholytes
To better understand the physical consequences of our RPA model and to delineate its differences with FH theory in detail, we extend our previous analysis [91] of simple salt-free (ρ s = 0) solutions of polyampholytes consisting of n alternating charge blocks (labeled by α, β = 1, 2, . . . , n) with length L = N/n. The charge density in each block is σ block α = (−1) α−1 σ, i.e., a charge per 1/σ monomers (Fig. 1) . For simplicity, we assume, as before [91] , that all monomers are of identical size, i.e. r m = r c = r s = 1, and the polymer link length is equal to the solvent length scale, i.e., b = a [η = 1, Eq. (39)].
The correlation matrixĜ M (k) for these highly regular charge patterns is reduced to an n×n matrix for the blocks,
account for intra-block correlations. Because only the (1 + l/σ)th (l = 0, 1, 2, ...) residues are charged, as illustrated by the second sequence in Fig. 1 , the summation ofĜ
in which the i and j labels only go through the charged residues. TheĜ
where the Lσ term corresponds to the self-correlation of each charged monomer. The off-diagonal terms account for inter-block correlations, of which the lower triangular components (α > β) arê
and the upper triangular part is given by switching α and β, resulting in the general expression
In the same vein, |σ is grouped into n components with σ α = (−1) α−1 . The RPA contribution fromĜ M is then calculated by summing allĜ block M (k) elements with alternating ±1 weight factors, yielding
Here we begin by using these formulas to examine phase separation of neutral block polyampholytes (n even and thus ρ c = 0). The general trend shown in Fig. 4 is that polyampholytes with greater N , fewer n, and greater σ phase separate at higher temperature T * . Specifically, when the number of charge blocks, n, is fixed, the critical temperature T * cr (maximum T * of the phase boundary) increases whereas the critical volume fraction (concentration) φ cr (= φ m at T * cr ) decreases as the block length L increases (Fig. 4a) . This T * cr → ∞, φ cr → 0 trend as N = nL → ∞ with fixed n is consistent with previous reports for short diblock polyampholytes [79, 80] . In the limit of N → ∞, the first term in Eq. (52), which diverges at k → 0, dominates the integration for f el . As a result, f el is in the form of the Eq. (5) in Ref. [77] with λ = 1, proportional to φ 3/2 m as in Debye-Hückel theory but with an infinitely large prefactor. In this limit, the block number n becomes irrelevant and the system behaves just like a solution of diblock polyampholytes with N → ∞, in which electrostatic interaction is so strong that the RPA is broken. Diblock polyampholytes are expected to form structural aggregates [72, 77] . We note that this f el is much stronger than the Debye-Hückel theory for electrostatic coacervation that expects an f el with a finite prefactor [81] .
If the chain length N is fixed, when L decreases (i.e. n increases), the first term in Eq. (52) is unchanged, but the second term increases, and the third term slightly decreases. In the limit of N ≫ 1, only the first two O(N ) terms are relevant, which yield a decreasing contribution to f el when L decreases. As shown in Fig. 4 , a smaller T * cr thus results from more but shorter charge blocks, qualitatively consistent with experiment on the charge-scramble mutant Ddx4 N1 CS [30] . The increase of n will ultimately arrive at the strictly alternating polyampholyte, in which the polyampholyte contribution to f el integration is given by substituting L = 1/σ in Eq. (52) to give Longer polyampholytes (larger N ) with fewer blocks (smaller n) and higher charge densities (higher σ) have stronger tendencies to phase separate.
In the limit of N → ∞, only the first term in Eq. (53) remains. As this term converges to 0 when k → 0, the f el behavior in low φ m can be evaluated by expanding Eq. (39) using ln(1 + x) ≈ 1 + x − x 2 /2! + ... to the second order of φ m , yielding
with k ′2 = (kb) 2 /6σ. The electrostatic energy now becomes a quadratic term of polymer concentration. Thus, the N → ∞ alternating polymers are interacting in terms of an effective FH interaction with the FH χ parameter
For weakly charged polyampholytes, σ ≪ 1. Thus, the (1 + 6σ ′ k ′2 ) factor in Eq. (55) can be approximated to 1 as if the short range cutoff is irrelevant, resulting in
which is equivalent to Eq. (3) in Ref. [77] . The critical point, however, does not obey the FH result that φ cr ≈ 1/ √ N and χ ∞ el = 0.5. First, the second O(1/N ) term in Eq. (53) enhances f el , and thus φ cr is smaller than the FH result. Even without considering this 1/N term in f el , an approximate description of these RPA results by a FH framework is still not applicable because FH does not take into account higher order terms of φ m . In the calculation of critical point, both the second and third order derivatives of free energy have to be zero. As FH only includes interactions up to O(φ 2 m ), the third order derivative of interaction energy must be zero. The exact f el in RPA, however, can be expanded further, 
which in the limit of σ ≪ 1 becomes
Noted that χ Because the third order derivative of f el as well as the finite-size effect from N and σ are not negligible in our RPA model, the FH inference based on Eq. (56) does not lead to the correct critical point. In Appendix B we describe a semi-analytic solution for critical point in the limit of N → ∞ for any σ. Phase diagrams of a series of strictly alternating polyampholytes with identical N are shown in Fig. 5 . In contrast to the decreasing T * cr and increasing φ cr with increasing number of charge blocks n when charge density σ is fixed (Fig. 4c,d ), when the charge per block is fixed as in Fig. 5 , both T * cr and φ cr increase with increasing number of charge blocks n. In other words, whereas the variations of T * cr and φ cr in Fig. 4 impact phase separation in the same direction, the variations of T * cr and φ cr for strictly alternating polyampholytes in Fig. 5 are such that they have opposite effects on the tendency of the solution to phase separate.
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Ddx4
N1 CS Figure 6 : The salt-free phase diagrams for the two Ddx4 sequences in our RPA theory. Solid lines are binodal boundaries that have been shown in [91] , dashed lines are spinodal boundaries. Gray circles mark the critical points. In this theory, T * cr of Ddx4 N1 CS is ≈ 1/3 that of Ddx4 N1 .
Comparison of RPA and other analytical models for Ddx4 phase separation
The RPA model
We have applied our RPA theory to Ddx4 by considering the exact amino acid sequences of residues 1-236 of wildtype Ddx4 (Ddx4 N1 ) and its charge-scrambled mutant (Ddx4 N1 CS) [30] (Fig. 1) to compute their binodal [91] and spinodal boundaries (Fig. 6) . In this calculation, we assume for simplicity r m = r c = r s = η = 1. We have considered the general size-dependent formulation in Sec. 2.1 with reasonable variations in monomer sizes and found that the variations we tested only resulted in shifts of the phase boundaries in the vertical (T * ) direction without much alternation of their overall shapes. Consistent with the experimental observation that Ddx4 N1 phase separates but Ddx4 N1 CS does not [30] , Fig. 6 indicates that Ddx4 N1 CS with its scrambled charged pattern has a critical temperature T * cr that is only about 1/3 that of the wildtype in our RPA model [91] . However, the critical concentration φ cr of Ddx4 N1 CS is larger, not smaller, than that of the wildtype. This trend of (T * cr , φ cr ) variation is reminiscent of the σ dependence of strictly alternating polyampholytes in Fig. 5 .
The coexistence of two phases in Ddx4 N1 solution has been characterized experimentally by a dramatic change of turbidity by lowering temperature -presumably as the system crosses the binodal boundary -when numerous droptlets with relatively higher concentration of Ddx4 are formed (Fig. 3D in Ref. [30] ). Global spinodal phase separation of Ddx4 N1 solution has also been observed by rapid increase in concentration, probably quenching the system well into the spinodal regime. In this case, no spherical droplets were formed. Instead, the condensed regions extended and then merged into a giant network (Fig. 7 ). 
Proposed analytical models for IDP phase separation
We now proceed to compare models that have been either applied to [30, 91] or proposed for [33] the study of IDP phase separation. These include the FH [30] and RPA [91] models for Ddx4, and the OV/DH approach advocated in a recent review on the polymer physics of intracellular phase transitions [33] . All these models are mean-field at one level in that they all incorporate the classical FH lattice derivation of configurational entropy described here in Sec. 2.1, which considers only bulk polymer concentration and ignores all local density fluctuation. However, the way interactions within and among polymers are treated is quite different in these models.
In both FH and OV/DH, the amino acid residues in polypeptides are treated as independent monomers. Chain connectivity is only accounted for in a mean-field manner in the derivation of configuration entropy (the (z − 1) factors in Eq. (6); but this factor is irrelevant to phase separation). But chain connectivity is neglected entirely in the interaction term, precluding these theories from addressing sequence-dependent interactions directly. For example, the FH model for Ddx4 in [30] uses a single overall FH χ parameter as an average interaction strength. It does not distinguish between charged and uncharged residues. Moreover, the derivation of FH assumes that interactions are of short-range, point-contact type [58, 69] . As such, the applicability of FH to long-range Coulomb interactions may be limited, as is evident from the difference in φ m dependence between its interaction term and that of OV/DH (see below). The OV/DH approach recognizes charged and neutral residues so as to apply electrostatic interaction only to the former, but it does not distinguish between positive and negative charges. Only the total number of charged monomers, counterions, and salt ions can be parametrized [60] . Thus, in contrast to the RPA approach that offers a direct treatment of charge pattern along the polypeptide sequence [91] , effects of charge pattern are absent in FH and OV/DH models. The consequences of the assumptions in these models are examined below by applying them to the salt-dependent phase behavior of Ddx4 N1 .
To compare the model results with experiment, we equate a 3 with the volume of a single water molecule in all calculation below. Accordingly, the volume fraction of amino acid residues is given by φ m = 236[Ddx4]/(55.5 M) because [H 2 O] = 55.5 M. We restrict our consideration to salt concentrations φ s = 0.0018, 0.0027, 0.0036, and 0.0054, which correspond, respectively, to [NaCl]=100, 150, 200, and 300 mM [91] that have been investigated experimentally [30] . To faciliate comparison with the experimental phase diagrams in Fig. 4 of [30] , special focus is placed on the range of [Ddx4]=0 -400µM.
Flory-Huggins (FH) model
FH model has been applied to analyze experimental data of Ddx4 phase separation [30] . This particular model supposes that Coulomb interaction contributes to attraction between all residue pairs, and the effect of salt is a screening effect that decreases this general attraction. Following the description of the model in Supplemental Information of [30] , we conducted the calculation anew, arriving at a set of parameters that provide a reasonably good fit to the experimental data (Fig. 8a, inset) . Our fitted parameters were obtained by first fixing ∆H 0 and ǫ r to values consistent with those in [30] . The resulting parameters differ from theirs, however, probably because there can be more than one optimum for such a multiple-parameter fit. Nonetheless, in agreement with [30] , we found within the [NaCl] range studied that the entropic contribution ∆S to the FH χ parameter is always negative, meaning that entropy favors phase separation.
The full FH phase diagrams are provided in Fig. 8a . Three features are notable. First, the FH phase boundaries always concave downward, whereas RPA phase boundaries are S-shaped with inflection points, i.e., part of it convex downward (Fig. 6) . Second, FH predicts a saltindependent critical concentration, φ cr ≈ 1/ √ N . Third, the FH phase boundaries of different salt concentrations cross at T ≈ 100
• C, exhibiting opposite tendency above and below this temperature. These features, which are testable by experiment in principle, are not presented in the corresponding RPA phase boundaries, as will be discussed in Sec. 4.5 below.
The Overbeek-Voorn/Debye-Hückel (OV/DH) model
The OV/DH model is based on the linearized PoissonBoltzmann equation, which self-consistently calculates the screening effect of monomeric ions [61, 81] . To apply DH to polyampholytes such as Ddx4, we count all charged residues as independent monomeric ions and calculate the electrostatic energy as , it predicts a φ m dependence that is much sharper than the corresponding constant term in FH. This feature reflects the long-range nature of electrostatic interactions and allows phase separation to occur under much more dilute concentrations.
To compare OV/DH model predictions with experiment, values for the link length scale b and dielectric constant ǫ r are needed in Eq. (38) to convert the reduced temperature T * in the model to actual temperature. As in our previous RPA work, we take b to be the Cα-Cα virtual bond length 3.8Å, and let ǫ r be a fitting parameter [91] , as ǫ r of an aqueous protein solution can vary widely between ≈ 2 and 80 [106] [107] [108] . A dielectric constant ǫ r = 59.5 resulted from fitting with experimental data (Fig. 8b, inset) . The corresponding DH phase diagrams are provided in Fig. 8b . In comparison with the FH phase diagrams in Figs. 8a, OV/DH predicts lower T * cr and salt-dependent φ cr instead of the salt-independent φ cr in FH. Unlike FH, the phase boundaries of OV/DH model do not cross each other.
An augmented RPA model
We recently applied RPA and an augmented RPA+FH model to the salt-dependent phase behavior of Ddx4 N1 [91] , focusing only on the low [Ddx4] regime for which experimental data are available (Fig. 9, insets) . Here we extend that theoretical study to explore essentially the entire binodal and spindoal boundaries of Ddx4 N1 at four [NaCl]'s ( Fig. 9) , and compare their properties with the FH and OV/DH theories discussed above.
Our RPA model for Coulomb interaction may be viewed as a one-step improvement from the DH model. As described in Sec. 2, RPA treats polymers as Gaussian chains without excluded volume. It allows a direct plug-in of any given charge pattern onto the chain sequence. Different charge patterns distribute their interactions over the Gaussian-chain conformations differently. Therefore, despite the approximations involved in RPA [70, 72] , it does provide an account of sequence dependence that is absent in the FH and OV/DH approaches. In particular, RPA allows us to rationalize and gain insights into the different behaviors of Ddx4 N1 and Ddx4 N1 CS (Fig. 6) [91], which is not possible, at least not in any conceptually clear manner, (33) with Eq. (61), the RPA+FH theory. Binodal and spinodal boundaries are shown, respectively, as solid and dashed lines. Critical points are marked by gray circles. The two insets highlight the phase behavior for small Ddx4 concentration for which experimental data are availabe [30] (shown as symbols with the same color code in the inset of (b)). Data in the insets were provided previously [91] and are included here for completeness.
for FH and OV/DH. In the special case when the polymer length in RPA is equal to one, RPA is reduced to DH. Similar to the OV/DH phase boundaries in Fig. 8b , the RPA phase boundaries of different [NaCl]'s calculated using Eq. (33) do not cross each other (Fig. 9a) . Notably, the RPA phase boundaries are S-shaped, unlike the inverted U-shaped curves in FH (Fig.8a) . For the OV/DH model, the spinodal boundaries are also clearly S-shaped; some of the binodal boundaries are also slightly S-shaped (Fig.8b) , but not as pronounced as for the RPA and RPA+FH models. S-shaped phase boundaries in RPA models have also been reported in polyelectrolyte systems, and have been proposed in those cases as a consequence of formation of a polymer network in the solution [74] . In the context of IDP phase separation, S-shaped phase boundaries may help rationalize the possibility of having a relatively low IDP concentration even in the phase-separated IDP-rich phase. So far our RPA+FH theory has only been tested within a very narrow low concentration range for which experimental data are available (inset of Fig. 9b ). More extensive experimental data and numerical simulations will be needed to test the theoretically predicted phase boundary to the right of the critical point.
As we have pointed out in [91] , while RPA rationalizes the trend of salt dependence (Fig. 9a, inset) , RPA by itself does not account for the effect quantitatively. For this reason and the physical consideration that short-range aromatic cation-π and π-π interactions [109, 110] are important for IDP interactions in general [12, 30, 33, [111] [112] [113] and play a significant role in Ddx4 phase separation in particular [30] , we constructed an RPA+FH model by augmenting the f el in Eq. (33) with the following saltindependent FH interaction term,
such that the f int in the total free energy f in Eq. (1) becomes
Here ε h and ε s are the enthalpic and entropic contributions, respectively, to the FH interaction parameter χ. By treating ε h and ε s as global fitting parameters, a reasonably good fit is achieved with experimental results for all four available [NaCl] values [30] (Fig. 9b, inset) by using a value of ǫ r = 29.5 which is physically plausible for a lowconcentration IDP solution (see Sec. 5 below). The overall shapes of the phase boundaries remain largely unchanged vis-à-vis those predicted by RPA (cf. Fig. 9a and b) . Similar to the OV/DH model (Fig. 8b) , the critical concentration increases with increasing salt in both the RPA and RPA+FH models, in contrast to the salt-independet critical concentration predicted by FH (Fig. 8a) .
As we have discussed previously, the fitted ε h = 0.15 and ε s = −0.3 used to produce Fig. 9b may be rationalized to an extent by considering the strength of cation-π interactions as well as the expected loss of sidechain conformational entropy upon formation of such contacts [91] . Of course, given that RPA is an approximate approach, f FH may also serve to correct inaccuracies in the pure-RPA theory. Finally, it is noteworthy that our fitted entropic free energy ε s = −0.3 is negative, which means that the entropy in the FH χ parameter is positive (because of (a) (b) Figure 10 : Estimating effective dielectric constants for IDP-water mixtures by consideration of a simple parallel plate capacitor. Here the IDP material is depicted by the shaded areas and water is represented by the white space. The electric capacitance of configurations (a) and (b) are identical irrespective of the dispersion of the IDP material as long as the total width of IDP material is constant over the entire area of the parallel plates (i.e., always constituting φm of the distance between the plates). This consideration allows the effective dielectric constant of the mixture in (a) to be determined by standard application of Gauss' law to (b) under the assumption that the plates are sufficiently large such that edge effects are negligible, as presented in elementary physics textbooks (see, e.g., [114] ).
the −T factor needed to convert entropy to free energy). Hence the entropy in our FH χ disfavors phase separation whereas that in the FH model in Sec. 4.3 favors phase separation. Nonetheless, the two results are not necessarily inconsistent because there are additional contributions to conformational entropy in the RPA f el , namely theĜ k in Eq. (33) that accounts for conformational freedom of Gaussian chains.
Possible cooperativity-enhancing effects of concentration dependent relative permittivity
In all the theories considered above, the relative permittivity, or dielectric constant ǫ r , is considered to be a constant throughout the solution irrespective of whether the system has phase separated. However, because proteins have very different relative permittivity (ǫ r ≈ 2 -4) from that of bulk water (ǫ r ≈ 80) [108] , ǫ r is expected to depend on IDP concentration. Although a thorough examination of this issue is beyond the scope of this work, here we take a first step to explore how a concentrationdependent ǫ r (φ m ) might affect phase properties.
One way to estimate the effective ǫ r of a mixture of protein (IDP) and water is to consider a pair of infinitely large charged slabs (an electric capacitor) with protein and solvent in between. For a solution in which protein volume ratio is φ m and water is 1−φ m , the electric field E between the two slabs is given by Gauss' law [114] :
where σ is the charge density on the slabs and ǫ p , ǫ w are the relative permittivity, respectively, of protein and water. It Charged-slab and Clausius-Mossotti models for concentration-dependent relative permittivity. The ǫr(φm) plotted here are the ǫ eff functions given in Eqs. (64) and (65) for ǫp = 4 and ǫw = 80. The two models predict similar φm dependence.
follows that the effective relative permittivity is given by
We expect this expression to be quite general because for a given φ m , application of Gauss' law leads to the same ǫ eff , almost -albeit not entirely -irrespective of the configuration of the mixture of the two media, as is illustrated in Fig. 10 . An alternative estimate of ǫ eff is by considering the dipole moments and molecular polarizabilities of water and protein components and apply the Clausius-Mossotti equation [115] , which leads to
are proportional to the molecular polarizabilities of water and protein, respectively. The dependences of ǫ eff on φ m estimated from the two approaches are very similar (Fig. 11 ), buttressing our expectation that the predicted trend is robust. Interestingly, ǫ eff decreases sharply from that of bulk water for relative small φ m . For instance, ǫ eff decreases from 80 to ≈ 20 for φ m ≈ 20%. This effect is significant because according to our RPA+FH model (Fig. 9b) , φ m for the condensed phase of Ddx4 at 60 • C and [NaCl]= 100mM is ≈ 40 × 10 −3 × 236/55.5 = 17%, suggesting that an IDP-concentration-dependent relative permittivity should contribute to a more complete physical account.
We now incorporate this effect into our RPA theory by replacing l B in Eq. (35) 
charged-slab
Clausius-Mossotti
Constant ε r = 29.5 Figure 12 : The salt-free phase diagrams of the two ǫr(φm) models in Eqs. (64) and (65) for Ddx4 N1 . Solid and dashed lines are, respectively, binodal and spinodal boundaries. IDP and water relative permittivity of ǫp = 4 and ǫw = 80, respectively, are used to calculate ǫr(φm) in both the charged-slab and Clausius-Mossotti models.
where ǫ r (φ m ) is given by Fig. 11 and, in place of the reduced temperature T * in Eq. (38) , define another reduced temperature T * 0 in terms of vacuum permittivity ǫ 0 , viz.,
In addition, because G in Eq. (39) is no longer linear in φ m because of ǫ r (φ m ), it cannot be used as the last term in the curly brackets of Eq. (39) for the sole purpose of subtracting out unphysical ultraviolet divergences because including a G not linear in φ m would affect phase properties. Consequently, for the case with ǫ r (φ m ), we must derive the dimensionless f el directly from Eq. (33), yielding
where, instead of G in Eq. (40), we now have G 1 for the determinant and G 2 for the trace,
(69b) Fig. 12 compares the salt-free phase diagrams predicted by this new theory with that obtained using our original RPA theory with φ m -independent ǫ r = 29.5. The result indicates that IDP-concentration-dependent ǫ r can lead to dramatic shifts of phase boundaries. Relative to the constant-ǫ r model, both ǫ r (φ m ) models have a significantly higher critical temperature and thus a much higher tendency to phase separate. At a qualitative level, the phase-separation enhancing effect of ǫ r (φ m ) is not difficult to understand. As ǫ r (φ m ) decreases with increasing φ m (Fig. 11) , electrostatic interactions favoring formation of a concentrated phase become even stronger with increasing φ m than if ǫ r is a constant. This increases the favorability of the concentrated phase, and amounts to a form of many-body electrostatic mechanism that enhances phase transition cooperativity, playing a role similar in effect, though not necessarily in origin, to various many-body mechanisms in cooperative protein folding [116, 117] . This exploratory study has thus demonstrated the potential importance of ǫ r (φ m )-related effects. However, many aspects of these effects, such as possible distance dependence of relative permittivity [108, 118] , remain to be investigated. When these issues are addressed in the future, attention should also be paid to the possibility that the tendency for cooperative condensation may be overestimated by using a mean-field concentration φ m [119] , because such cooperativity is likely to be attentuated when constraints from chain connectivity are fully taken into account.
Conclusion
In summary, we have presented in some detail a general analytical RPA theory to account for sequence-specific electrostatic effects on polyampholyte phase separation, and demonstrated its utility by applying our theory to Ddx4. Using Ddx4 as an example, we have compared the predicted phase behaviors of RPA and an augmented RPA model with those predicted by FH or OV/DH theories, identifying several salient differences. We have also outlined IDP concentration-dependent relative permittivity as a potentially productive direction for theoretical progress. The predicted phase properties by all of the theories documented here are testable by future experiments.
In the study of IDP phase separation, because direct simulations of multiple-polymer systems are computationally costly, tractable analytical theories are extremely useful for conceptual development, physical insights, and generating new ideas for experiment. However, direct computer simulations of phase separation are indispensable, because they are necessary for checking the validity of the assumptions and approximations in analytical models [120] . RPA assumes uniform densities of counterions and salts. As such it is not expected to be adequate in situations when counterion condensation is significant, such as in the recently observed sequence-dependent coacervation of the Nephrin intracellular domain [36] . Computer simulations and further development of analytical theory, such as the incorporation of formulations that are capable of accounting for effective correlations beyond second order in density fluctuations [89, 121] , would be needed in future attempts to address such behaviors.
We deem it fitting to dedicate this paper to the celebration of Professor Vojko Vlachy's seventieth birthday. Among many of his scientific achievements, Vojko has made seminal contributions to the theory of liquid-liquid phase separation of folded proteins [38] and electrostatic effects in molecular liquids [62] . In view of the recent discovery of polyampholytic IDP phase separation as a major physical basis for membraneless organelles, his pioneering work will no doubt be instructive for future theoretical endeavors to decipher these novel, fascinating biological phenomena. By the same token, experimental techniques that have been applied to study phase separation of folded proteins, such as applications of hydrostatic pressure [122] [123] [124] to investigate phase separation of folded lysozyme [41, 42] , may also be brought to bear to enrich our biophysical understanding of sequence-dependent IDP phase separation.
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(1) with respect to the number n i of type-i molecules [94, 99, 103] :
(A.1) where δ ij is the Kronecker symbol, δ ij = 1 for i = j; δ ij = 0 for i = j, the symbol t i = 1 for 1 ≤ i ≤ m − 1 and 0 for i = m, and f ′ i = ∂f /∂φ i is the first-order derivative of f with respect to φ i . When molecules of type i are carrying charges with valance z i and the Coulomb potential is ψ α in phase α, the electrochemical potential
is the relevant variable for determining the binodal boundary [103] . When the system is demixed to n ph different phases in equilibrium, the chemical, or more generally the electrochemical potentials in all phases have to be identical. In other words,
3) for all 1 ≤ i ≤ m molecule types. This condition provides m(n ph − 1) equations for a total of n ph (m− 1) densities/concentrations φ α i of all molecule types in all different phases. The maximum number of separated phases n ph,max for a set of environmental conditions such as temperature, pressure, etc. is then given by m(n ph,max −1) = n ph,max (m−1), implying n ph,max = m which, as expected, satisfies Gibbs' phase rule [125] . For n ph < m, multiple sets of {φ α m } are allowed, with the sets forming an (m − n ph )-dimensional surface in the (m − 1)-dimensional φ-space.
We now apply the above general formulation to our polyampholyte system with at most n ph = 2 separated phases and five different molecule types: polyampholytes with length N , size r m , and concentration (density) φ m ; counterions of size r c , concentration φ c ; positive and negative salt ions with size r s , concentration φ s± = φ s ; and water of size r w and φ w = (1 − r m φ m − r c φ c − 2r s φ s )/r w [Eq. (14) ]. Instead of considering only two concentrations φ m and φ s as in our discussion of the spinodal condition for our previous Ddx4 model [91] in Eq. (41), here we consider all five concentrations separately for the more general case in which z i 's can be different and the system as a whole may not be electrically neutral. where σ = (1/N ) N i=1 σ i is the overall average charge density of the polyampholyte. Thus, when the neutrality condition is applied, φ c = |σ|φ m . The above five conditions can be further simplified for our RPA model by evaluating each of the f ′ s using the expressions for s and f el in Eqs. (13) and (39) , β) is not unique determined. A given temperature T * is consistent with a series of (α, β). These common-tangent sets constitute a closed contour on the φ m -φ s surface as the binodal boundary [104] . A system with a set of original bulk concentrations O = (φ (B.6) Now φ cr can first be solved numerically using the second equality. Then T * cr can be solved by substituting the φ cr value into the first equality. Table B .1: The critical point parameters φcr and T * cr of N = 240 strictly alternating polyampholytes, calculated by the semi-analytic method (s-a) in Eq. (B.6) and the numerical method (num) described in Sec. 2.3. The deviation of the semi-analytic results from the numerical results increases as σ decreases.
We provide in Table B .1 the critical points of N = 240 strictly alternating polyampholytes calculated semianalytically by pursuing numerical solutions to the analytic Eq. (B.6) and compare them with the numerical results computed by the method described in Sec. 2.3. For σ = 0.2, the present semi-analytic (s-a) method provides a reasonable approximation, with 20% and 6% deviations in φ cr and T * cr , respectively. Both approaches yielded φ cr values that are much smaller than the 1/ √ 240 = 0.06 value one might otherwise expect from FH. Interestingly, however, their T * cr are close to the FH prediction of T * cr = 0.03 -0.06 for the different σ values tested.
