It is known that several sub-universal quantum computing models, such as the IQP model, the Boson sampling model, the one-clean qubit model, and the random circuit model, cannot be classically simulated in polynomial time under certain conjectures in classical complexity theory. Recently, these results have been improved to "fine-grained" versions where even exponentialtime classical simulations are excluded assuming certain classical fine-grained complexity conjectures. All these fine-grained results are, however, about the hardness of strong simulations or multiplicative-error sampling. It was open whether any fine-grained quantum supremacy result can be shown for additive-error sampling. In this paper, we show the additive-error fine-grained quantum supremacy. As examples, we consider the IQP model, a mixture of the IQP model and logdepth Boolean circuits, and Clifford+T circuits. Similar results should hold for other sub-universal models.
I. INTRODUCTION
Classically sampling output probability distributions of sub-universal quantum computing models is known to be impossible under certain classical complexity conjectures. The depth-four model [1] , the Boson Sampling model [2] , the IQP model [3, 4] , the one-clean qubit model [5] [6] [7] [8] [9] , the HC1Q model [10] , and the random circuit model [11] [12] [13] are known examples. These results prohibit only polynomial-time classical sampling, but recently, impossibilities of some exponential-time classical simulations have been shown based on classical fine-grained complexity conjectures [14] [15] [16] [17] [18] [19] .
These "fine-grained" quantum supremacy results are, however, only for exact computations (i.e., strong simulations) or multiplicative-error sampling of output probability distributions. Here, we say that a quantum probability distribution {p z } z is classically sampled in time T within a multiplicative error ǫ if there exists a classical T -time probabilistic algorithm that outputs z with probability q z such that |p z − q z | ≤ ǫp z for all z. It was open whether fine-grained quantum supremacy is shown for additive-error sampling. Here, we say that a quantum probability distribution {p z } z is classically sampled in time T within an additive error ǫ if there exists a classical T -time probabilistic algorithm that outputs z with probability q z such that z |p z − q z | ≤ ǫ.
In this paper, we show additive-error fine-grained quantum supremacy based on certain classical fine-grained complexity conjectures. As examples, we consider the IQP model (Sec. II), a mixture of the IQP model and log-depth Boolean circuits (Sec. III), and Clifford+T circuits (Sec. IV). Similar results should hold for other sub-universal models.
The second result (IQP plus log-depth Boolean circuit) needs more complicated quantum circuit than the first one, but the conjecture seems to be more reliable. The first and second results are about the scaling for the number of qubits, while the third result is about the scaling for the number of T gates.
Proofs are basically the same as the standard proof of the additive-error quantum supremacy [2, 4] , namely, the combination of Markov inequality, Stockmeyer theorem, and the anticoncentration lemma. Markov inequality and the anticoncentration lemma can be directly used, because they are independent of the time complexity of classical simulations.
Stockmeyer theorem should be, on the other hand, modified because it is for polynomial-time probabilistic computing. We extend Stockmeyer theorem to exponential-time probabilistic computing.
II. IQP
In this section, we show additive-error fine-grained quantum supremacy of the IQP model.
The IQP model is defined as follows.
Definition 1 An N-qubit IQP model is the following quantum computing model:
3. Z-diagonal gates (such as e iθZ , Z, CZ, and CCZ) are applied. (In this paper, we consider only Z, CZ, and CCZ.) Let us consider an n-variable degree-3 polynomial, f :
If we say that we randomly choose f , it means that we randomly choose each α i , β i,j , γ i,j,k uniformly and independently.
The conjecture on which additive-error fine-grained quantum supremacy of the IQP model is based is stated as follows.
Conjecture 1 Let f be an n-variable degree-3 polynomial over F 2 . Let us define gap(f ) ≡ x∈{0,1} n (−1) f (x) . There exist positive constants a and n 0 such that for every n > n 0 the following holds. Computing [gap(f )] 2 within a multiplicative error 26 100 for at least 1 24 fraction of f cannot be done with a classical probabilistic O(2 an )-time algorithm that makes queries of length O(2 an 2 ) to an NTIME[n 2 ] oracle with a success probability at least 31 32 .
Note that the parameters 26 100 , 1 24 , 31 32 can be adjustable to some extent. (See the proof.) We do not know whether this conjecture is true or false, but at least at this moment we do not know how to refute it.
Based on Conjecture 1, we show the following result. For simplicity, we consider degree-3 polynomials, but it is clear from the following proof that a similar result holds for degree-k polynomials for any constant k ≥ 3. (The anticoncentration lemma holds for any degree-k polynomial with k ≥ 2, but the degree-2 case is classically simulatable because it is a Clifford circuit, so k ≥ 3 is necessary.) If we consider Conjecture 1 for degree-k polynomials, it becomes more stable for larger k [20] .
Proof of Theorem 1. Given an n-variable degree-3 polynomial f , we can construct an n-qubit IQP circuit such that the probability p z (f ) of outputting z ∈ {0, 1} n satisfies
Assume that there exists a T -time classical probabilistic algorithm that outputs z ∈ {0, 1} n with probability q z (f ) such that
for a certain ǫ and any f . From Markov inequality,
for any f and δ > 0. According to the exponential-time Stockmeyer theorem (see Appendix), a classical O(T 2 )-time probabilistic algorithm that makes queries of O(T ) length to the NTIME[n 2 ] oracle can computeq z (f ) such that
for any f , α ≥ 1, and z ∈ {0, 1} n , with a success probability at least 31 32 . Due to the anti-concentration lemma [4] ,
for any 0 < τ < 1.
Therefore we have
If we take ǫ = 1 192 and δ = 8ǫ, the above inequality is correct for at least 1 24 fraction of (z, f ). Hence, we obtain
for at least 1 24 fraction of (z, f ). It means (gap(f )) 2 is computable within the multiplicative error 26 100 for at least 1 24 fraction of f , which contradict Conjecture 1.
III. IQP PLUS LOG-DEPTH BOOLEAN CIRCUIT
In this section, we show additive-error fine-grained quantum supremacy for the IQP plus log-depth Boolean circuit model.
Let us consider the following conjecture.
Conjecture 2 Let f : {0, 1} n → {0, 1} be an n-variable degree-2 polynomial over F 2 , and g : {0, 1} n → {0, 1} be an n-variable log-depth Boolean circuit. Define
There exist positive constants a and n 0 such that for every n > n 0 the following holds.
Computing [gap(f + g)] 2 within a multiplicative error 26 100 for at least 1 24 fraction of f cannot be done with a classical probabilistic O(2 an )-time algorithm that makes queries of length O(2 an 2 ) to an NTIME[n 2 ] oracle with a success probability at least 31 32 .
Conjecture 2 is "more stable" than Conjecture 1, because log-depth Boolean circuit is more general than constant-degree polynomials. For constant-degree polynomials, there is a non-trivial exponential time algorithm to count the number of solutions [22] , but we do not know how to apply it to log-depth Boolean circuits. Furthermore, note that in Conjecture 2, the average case is considered only for f , and g can be taken as the worst case one.
Based on Conjecture 2, we show the following result. for any x ∈ {0, 1} n , where h is a certain function whose detail is irrelevant here [23] . Let us consider the following circuit.
1. The initial state is |0 n ⊗ |0 . 
Apply

6. Apply Z and CZ that correspond to f to obtain
7. Apply H ⊗n ⊗ I and measure the first n qubits in the computational basis.
The probability of obtaining z ∈ {0, 1} n is
Assume that there exists a T -time classical probabilistic algorithm that outputs z ∈ {0, 1} n with probability q z (f + g) such that
From Markov inequality, oracle can computeq z (f + g) such that
for any f , g, α ≥ 1, and z ∈ {0, 1} n , with a success probability at least 31 32 . Due to the anticoncentration lemma [4] Pr z,
Then we have
(We take ξ ≤ 1 125 ).
If we take ǫ = 1 192 and δ = 8ǫ, the above inequality is correct for at least 1 24 fraction of (z, f ), which contradict Conjecture 2.
IV. CLIFFORD PLUS T
In this section, we finally show additive-error fine-grained quantum supremacy for Clifford+T circuits. Let us consider the following conjecture. be an n-variable degree-2 polynomial over F 2 . Define
Computing [gap(f + g)] 2 within a multiplicative error 26 100 for at least 1 24 fraction of f cannot be done with a classical probabilistic O(2 am )-time algorithm that makes queries of length O(2 am 2 ) to an NTIME[n 2 ] oracle with a success probability at least 31 32 .
Based on Conjecture 3, we show the following result. 
Assume that there exists a T -time classical probabilistic algorithm that outputs z ∈ {0, 1} n with probability q z (f + g) such that oracle can computeq z (f + g) such that
for any f , g, α ≥ 1, and z ∈ {0, 1} n , with a success probability at least 31 32 . Due to the anticoncentration lemma [4] Pr z,f p z (f + g) ≥ τ 2 n ≥ (1 − τ ) 2 3 for any 0 < τ < 1.
fraction of (z, f ))
If we take ǫ = 1 192 and δ = 8ǫ, the above inequality is correct for at least 1 24 fraction of (z, f ), which contradict Conjecture 3. 
Appendix
In this Appendix, we provide a proof of the exponential-time Stockmeyer theorem. The proof is a straightforward generalization of the one given in Ref. [21] .
A pairwise independent hash family and the leftover hash lemma
To show the exponential-time Stockmeyer, we need the following two lemmas. Their proofs can be found in standard text books of complexity theory, such as Ref. [24] .
Lemma 1 (A pairwise independent hash family) Let A be a random n × m binary Toeplitz matrix, and b be a random m-dimensional binary vector. (Here, a Toeplitz matrix is a matrix whose matrix elements satisfy a i,j = a i+1,j+1 .) Then, the family
for any x 1 = x 2 ∈ {0, 1} n and y 1 , y 2 ∈ {0, 1} m . Lemma 2 (The leftover hash lemma) Let S ⊆ {0, 1} n be a set of n-bit strings. Then
Algorithm A k
In this subsection, we define the algorithm A k , which is used for the exponential-time
Stockmeyer. Let G be an n-time deterministic classical algorithm. Let S ≡ {x ∈ {0, 1} n :
G(x) = 1}. Let k be an integer such that 1 ≤ k ≤ n. We construct a classical probabilistic O(n)-time algorithm A k that gets a description of G as the input, and that makes queries of length O(n) to the NTIME[n 2 ] oracle such that
• If |S| ≥ 2 k+1 then Pr[A k accepts] ≥ 3 4 .
• If |S| < 2 k then Pr[A k accepts] ≤ 1 8 .
The algorithm A k runs as follows.
1. If k ≤ 5, query the NTIME[n] oracle whether |S| ≥ 2 k+1 or not. (The query to the oracle is the description of G. Given the description of G, deciding |S| ≥ 2 k+1 or not is in NTIME[n].) Accept if the oracle answer is yes. If the oracle answer is no, reject. 
