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ABSTRAK 
 Continuous Stirred Tank Reactor (CSTR) merupakan salah satu alat yang 
penting dalam industri kimia. Pada umumnya reaksi pada CSTR berlangsung 
dalam waktu yang singkat dan hanya komponen – komponen stabil saja yang bisa 
teramati. Sehingga suatu estimasi dari variabel keadaan pada model sistem CSTR 
sangat dibutuhkan. Kalman Filter merupakan algoritma estimasi variabel sistem 
dinamik stokastik yang menggabungkan model matematika dan data pengukuran. 
Modifikasi Kalman Filter untuk sistem nonlinear dengan menggabungkan teori 
Fuzzy disebut Fuzzy Kalman Filter (FKF), untuk beberapa kasus memiliki kinerja 
yang baik. Pada penelitian ini, digunakan metode FKF untuk mengestimasi 
variabel keadaan pada Non-Isothermal CSTR. Kemudian hasil estimasi yang 
diperoleh akan dibandingkan tingkat akurasinya dengan metode pengembangan 
Kalman Filter yang lain yaitu EKF dan EnKF.   
 Hasil estimasi menunjukkan bahwa metode EnKF lebih akurat daripada 
metode FKF dan EnKF untuk estimasi konsentrasi reaktan dan temperatur tangki. 
Sedangkan untuk estimasi temperatur cooling jacket, metode FKF lebih akurat. 
Berdasarkan waktu komputasi metode EKF 8,4% lebih cepat dari waktu 
komputasi metode FKF dan 96,2% lebih cepat dari metode EnKF. 
Kata Kunci : Extended Kalman Filter (EKF), Ensemble Kalman Filter (EnKF), 
Fuzzy Kalman Filter (FKF), Non-Isothermal Continuous Stirred Tank Reactor 
(Non-Isothermal CSTR). 
 
viii 
 
  
ix 
 
STATE VARIABLE ESTIMATION OF NON-ISOTHERMAL 
CONTINUOUS STIRRED TANK REACTOR USING FUZZY 
KALMAN FILTER 
Name : Risa Fitria 
NRP : 1211201202 
Supervisor : Dr. Didik Khusnul Arif, S.Si, M.Si 
 
ABSTRACT 
 Continuous Stirred Tank Reactor (CSTR) is one of the most important tools in 
chemical manufacturing. In general, the reaction in the CSTR take place in short 
time and only the stable components that could be observed. So that the 
estimation of the state variable in CSRT model is needed. Kalman filter is an 
algorithm to estimate the state variable of the stochastic dynamical linear system. 
This algorithm combines the mathematical model with the measurement data. The 
famous modification of Kalman Filter for nonlinear system is Extended Kalman 
Filter (EKF) and Ensemble Kalman Filter (EnKF). However, previous research 
has demonstrated that the Kalman Filter algorithm combines with Fuzzy theory, 
namely Fuzzy Kalman Filter (FKF), in some cases, have good performance. In 
this research state variable of Non-Isothermal CSTR will be estimated using FKF. 
Furthermore, The accuracy of estimation result using FKF will be compared with 
the estimation result using EKF and FKF. 
The estimation results show that the EnKF method is more accurate than FKF 
and EKFmethods for estimating reactans concentration and tank temperature. 
Estimating cooling jacket temperature using FKF method is more accurate than 
EKF and EnKF methods. However, based on the computational time, EKF 
method 8,4% faster than the computational time of FKF method and 96,2% faster 
than the computational time of EnKF method. 
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Keywords : Extended Kalman Filter (EKF), Ensemble Kalman Filter (EnKF), 
Fuzzy Kalman Filter (FKF), Non-Isothermal Continuous Stirred 
Tank Reactor (Non-Isothermal CSTR). 
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BAB 1   
PENDAHULUAN 
 
1.1 Latar Belakang 
Continuous Strirred Tank Reactor (CSTR) merupakan salah satu reaktor 
kimia, yaitu tempat terjadinya reaksi pembentukan maupun penguraian dari satu 
atau beberapa komponen dimana aliran yang masuk atau keluar berlangsung 
secara kontinu. Reaksi yang terjadi dapat berupa reaksi satu arah, berbalik arah, 
atau reaksi berantai yang bersifat isothermal maupun non-isothermal. Pada 
umumnya reaksi pembentukan maupun penguraian ini berlangsung dalam waktu 
yang singkat, bahkan untuk reaksi berantai hanya komponen – komponen stabil 
saja yang dapat teramati. Sehingga suatu estimasi dari variabel keadaan pada 
model sistem CSTR sangat dibutuhkan.  
Kalman Filter adalah algoritma estimasi variabel dinamik stokastik yang 
menggabungkan model matematika dan data pengukuran. Akan tetapi, algoritma 
Kalman Filter hanya dapat diimplementasikan pada model sistem linear sehingga 
untuk mengestimasi variabel keadaan pada model sistem nonlinear dibutuhkan 
modifikasi terlebih dahulu. Algoritma pengembangan dari Kalman Filter yang 
terkenal dan sering digunakan untuk sistem nonlinear adalah Extended Kalman 
Filter (EKF) dan Ensemble Kalman Filter (EnKF). Pengembangan algoritma 
Kalman Filter yang lain adalah Fuzzy Kalman Filter(FKF) yang merupakan suatu 
metode gabungan yang berasal dari Logika Fuzzy dan Kalman Filter.  
Baihaqi (2009) dalam papernya mengaplikasikan metode EnKF dan 
Unscented Kalman Filter (UKF) untuk mengestimasi variabel keadaan pada 
model Non-Isothermal Continuous Stirred Tank Reactor (Non-Isothermal CSTR). 
Hasil yang diperoleh adalah metode UKF memiliki norm kovarian lebih kecil 
namun waktu yang dibutuhkan lebih banyak dari pada menggunakan metode 
EnKF.  Kemudian Apriliani (2011) menerapkan skema Reduced Rank Ensemble 
Kalman Filter (RREnKF) pada Non-Isothermal CSTR. Hasil yang diperoleh 
adalah skema RREnKF tidak dapat diterapkan pada model Non-Isothermal CSTR 
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karena dimensi dari variabel state terlalu kecil. Sani (2016) menerapkan Fuzzy 
Kalman Filter (FKF) untuk mengestimasi variabel keadaan gerak longitudinal 
pesawat terbang, hasil yang diperoleh FKF memiliki nilai Root Mean Square 
Error (RMSE) relatif lebih kecil daripada algoritma Kalman Filter pada semua 
variabel gerak longitudinal pesawat terbang. 
Penelitian ini membahas tentang estimasi variabel keadaan pada Non-
Isothermal CSTR menggunakan metode FKF, EKF, dan EnKF. Selanjutnya hasil 
estimasi dari ketiga metode tersebut akan dibandingkan. Adapun perbandingan 
yang dilakukan ditinjau dari segi waktu komputasi dan akurasi hasil estimasi yang 
terlihat dari nilai norm kovariansi error. 
 
1.2 Rumusan Masalah 
Rumusan masalah berdasarkan latar belakang di atas adalah sebagai berikut: 
1. Bagaimana hasil estimasi variabel keadaan pada Non-Isothermal CSTR 
dengan menggunakan metode FKF, EKF, dan EnKF? 
2. Bagaimana perbandingan tingkat akurasi hasil estimasi variabel keadaan 
pada Non-Isothermal CSTRdari metode FKF, EKF dan EnKF? 
 
1.3 Batasan Masalah 
Batasan masalah pada penelitian ini adalah sebagai berikut : 
1. Model sistem nonlinear yang digunakan pada penelitian ini adalah model 
Non-Isothermal CSTR pada reaksi antara Sodium Thiosulfat dan Hydrogen 
Peroxide. 
2. Variabel keadaan yang akan diestimasi adalah konsentrasi reaktan (𝐶𝐴), 
temperatur tank reactor (𝑇), dan temperatur cooling jacket (𝑇𝑗). 
3. Estimasi variabel keadaan dengan metode Ensemble Kalman Filter (EnKF) 
merupakan hasil penelitian sebelumnya. 
4. Hasil simulasi menggunakan software Matlab. 
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1.4 Tujuan Penelitian 
Tujuan dari penelitian ini adalah sebagai berikut : 
1. Melakukan estimasi variabel keadaan pada model Non-Isothermal CSTR. 
2. Membandingkan hasil estimasi variabel keadaan pada model Non-
Isothermal CSTR dari ketiga metode yaitu FKF, EKF, dan EnKF. 
 
1.5 Manfaat Penelitian 
Manfaat yang diharapkan dari penelitian ini adalah memberikan informasi 
metode mana yang terbaik antara FKF, EKF, dan EnKF dalam mengestimasi 
variabel keadaan sistem nonlinear, dalam kasus ini model yang digunakan adalah 
Non Isothermal CSTR. 
  
4 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
5 
 
BAB 2   
KAJIAN PUSTAKA 
 
2.1 Extended Kalman Filter 
Kalman Filter merupakan algoritma estimasi dalam bentuk rekursif dan 
linear. Akan tetapi, masalah yang dihadapi tidak selalu berbentuk linear, karena 
itu dikembangkan algoritma yang dapat diterapkan untuk mengestimasi masalah 
nonlinier. Salah satu pengembangan dari algoritma Kalman Filter adalah 
algoritma Extended Kalman Filter (EKF). 
Misalkan diberikan model sistem dinamik stokastik nonlinear : 
𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘) + 𝑤𝑘 (2.1) 
dengan pengukuran nonlinear 𝑧𝑘 ∈ ℜ
𝑝 memenuhi, 
𝑧𝑘 = ℎ(𝑥𝑘) + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
 
dalam hal ini 𝑤𝑘 adalah noise model sistem dan 𝑣𝑘adalah noise pengukuran yang 
keduanya diasumsikan white noise. 
Pada algoritma EKF sebelum melakukan estimasi terlebih dahulu dilakukan 
linearisasi model sistem dengan mendefinisikan : 
𝑥𝑘+1
∗ = 𝑓(?̂?𝑘, 𝑢𝑘) (2.2) 
𝑧𝑘+1
∗ = ℎ(𝑥𝑘+1
∗ ) (2.3) 
𝑨 = [𝐴𝑖,𝑗] = [
𝜕𝑓𝑖
𝜕𝑥𝑗
(?̂?𝑘, 𝑢𝑘)] 
(2.4) 
𝑯 = [𝐻𝑖,𝑗] = [
𝜕ℎ𝑖
𝜕𝑥𝑗
(𝑥𝑘+1
∗ )] 
(2.5) 
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dengan 𝑨 dan 𝑯 adalah matriks Jacobi yang diperoleh dari penurunan 𝑓 dan ℎ 
terhadap 𝑥. Berdasarkan pengertian deret Taylor dan persamaan 2.2 sampai 2.5, 
maka persamaan 2.1 diaproksimasi ke dalam bentuk linear menjadi : 
𝑥𝑘+1 ≈ 𝑥𝑘+1
∗ + 𝑨(𝑥𝑘 − ?̂?𝑘) + 𝑤𝑘 (2.6) 
𝑧𝑘+1 ≈ 𝑥𝑘+1
∗ +𝑯(𝑥𝑘+1 − 𝑥𝑘+1
∗ ) + 𝑣𝑘+1 (2.7) 
Persamaan 2.6 dan 2.7 sudah berbentuk persamaan linear, sehingga dapat 
digunakan dalam metode Kalman Filter. Modifikasi inilah yang disebut dengan 
metode Extended Kalman Filter (EKF). Berikut adalah algoritma Extended 
Kalman Filter (EKF) (Simon, 2006) : 
1. Model sistem dan model pengukuran 
𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘) + 𝑤𝑘 
𝑧𝑘 = ℎ(𝑥𝑘) + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
2. Inisialisasi 
𝑃0 = 𝑃𝑥0 ; ?̂?0 = ?̅?0 
3. Tahap prediksi (time update) 
Kovariansi error : 𝑃𝑘+1
− = 𝑨𝑃𝑘𝑨
𝑇 + 𝑄𝑘 
dengan  𝑨 = [𝐴𝑖,𝑗] = [
𝜕𝑓𝑖
𝜕𝑥𝑗
(?̂?𝑘, 𝑢𝑘)] 
Estimasi   : ?̂?𝑘+1
− = 𝑓(?̂?𝑘, 𝑢𝑘) 
4. Tahap koreksi (masurement update) 
Kalman Gain  : 𝐾𝑘+1 = 𝑃𝑘+1
− 𝐻𝑇(𝐻𝑃𝑘+1
− 𝐻𝑇 + 𝑅𝑘+1)
−1 
dengan 𝑯 = [𝐻𝑖,𝑗] = [
𝜕ℎ𝑖
𝜕𝑥𝑗
(𝑥𝑘+1
∗ )] 
Kovariansi error : 𝑃𝑘+1 = [𝐼 − 𝐾𝑘+1𝐻]𝑃𝑘+1
−  
Estimasi   : ?̂?𝑘+1 = ?̂?𝑘+1
− + 𝐾𝑘+1(𝑧𝑘+1 − 𝐻?̂?𝑘+1
− ) 
 
2.2 Ensemble Kalman Filter 
Metode Ensemble Kalman Filter (EnKF) adalah metode estimasi modifikasi 
dari algoritma Kalman Filter yang dapat digunakan untuk mengestimasi model 
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sistem linear maupun nonlinear. Metode Ensemble Kalman Filter (EnKF) 
diperkenalkan oleh Evensen (1994) dengan membangkitkan sejumlah ensemble 
pada tahap prediksi untuk mengestimasi kovarian errornya. 
Bentuk umum sistem dinamik nonlinear pada EnKF adalah sebagai berikut : 
𝑥𝑘+1 = 𝑓(𝑥𝑘 , 𝑢𝑘) + 𝑤𝑘 
dengan pengukuran linear 𝑧𝑘 ∈ ℜ
𝑝 yaitu : 
𝑧𝑘 = 𝐻𝑘𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
dengan 𝐻𝑘 adalah matriks pengukuran yang menunjukkan variabel mana yang 
dapat diukur. 
Proses estimasi pada EnKF diawali dengan membangkitkan sejumlah N
ensemble dengan mean 0 dan kovarian 1. Ensemble yang dibangkitkan dilakukan 
secara random dan berdistribusi normal (Evensen, 2003). 
Evensen (2003) memberikan suatu algoritma Ensemble Kalman Filter 
(EnKF) dalam melakukan estimasi dengan sistem dinamik nonlinear dan 
pengukuran yang linear. Berikut adalah algoritma dari Ensemble Kalman Filter : 
1. Inisialisasi  
 Bangkitkan N – ensemble sesuai dengan tebakan awal ?̅?0 
𝑥0,𝑖 = [𝑥0,1 𝑥0,2 𝑥0,3 … 𝑥0,𝑁] 
dengan 𝑥0,𝑖~𝑁(?̅?0, 𝑃𝑥0) ; 𝑖 = 1,2,3, … , 𝑁 − 1,𝑁  
 Tentukan nilai awal:  
?̂?𝑘 = ?̂?𝑘
∗ =
1
𝑁
∑𝑥0,𝑖
𝑁
𝑖=1
 
2. Tahap time update 
 Bangkitkan sejumlah N – ensemble dari estimasi time update 
?̂?𝑘,𝑖
− = 𝑓(?̂?𝑘−1, 𝑢𝑘−1) + 𝑤𝑘,𝑖 
dengan    𝑤𝑘,𝑖~𝑁(0, 𝑄𝑘) 
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 Rata – rata dari estimasi time update 
?̂?𝑘
− =
1
𝑁
∑?̂?𝑘,𝑖
−
𝑁
𝑖=1
 
 Kovariansi dari error estimasi time update 
𝑃𝑘
− =
1
𝑁 − 1
∑(?̂?𝑘,𝑖
− − ?̂?𝑘
−)(?̂?𝑘,𝑖
− − ?̂?𝑘
−)𝑇
𝑁
𝑖=1
 
3. Tahap measurement update 
 Bangkitkan sejumlah N – ensemble dari measurement update 
𝑧𝑘,𝑖 = 𝑧𝑘 + 𝑣𝑘,𝑖 
dengan 𝑣𝑘,𝑖~𝑁(0, 𝑅𝑘)adalah ensemble dari measurement noise 
 Estimasi measurement update 
?̂?𝑘,𝑖 = ?̂?𝑘,𝑖
− +𝐾𝑘(𝑧𝑘,𝑖 − 𝐻?̂?𝑘,𝑖
− ) 
 Rata – rata dari estimasi measurement update 
?̂?𝑘 =
1
𝑁
∑?̂?𝑘,𝑖
𝑁
𝑖=1
 
 Kovariansi dari error estimasi measurement update 
𝑃𝑘 = [1 − 𝐾𝑘𝐻]𝑃𝑘
− 
 
2.3 Fuzzy Kalman Filter 
2.3.1 Sistem Fuzzy 
Teori himpunan Fuzzy pertama kali diperkenalkan oleh Lotfi A. Zadeh (1965) 
sebagai bentuk permasalahan dalam hal ketidakpastian. Teori Fuzzy dapat 
digunakan untuk mengkontruksi hubungan nonlinear dengan informasi heuristik. 
Dalam konteks Fuzzy, himpunan crisp didefinisikan sebagai himpunan yang 
memiliki elemen – elemen yang pasti dan dapat dibedakan.  
Sistem inferensi Fuzzy merupakan suatu bentuk kerangka yang menganut 
aturan pada teori himpunan Fuzzy. Dimana aturan dasar sistem inferensi Fuzzy 
yaitu berbentuk IF – THEN. Dengan demikian, jika kondisi ”Diberikan”, maka 
kesimpulannya adalah ”Tersirat”. Salah satu metode sistem inferensi Fuzzy yaitu 
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metode Sugeno. Metode ini diperkenalkan pertama kali oleh Michio Sugeno. 
Adapun tahapan – tahapan metode Sugeno adalah fuzzifikasi, aturan dasar, dan 
defuzzifikasi. 
 
2.3.2 Fungsi Keanggotaan 
Misalkan terdapat suatu himpunan S dan 𝜇𝑠 menjadi fungsi kepercayaan , atau 
dapat dikatakan sebagai fungsi keanggotaan. Maka himpunan fuzzy nya sebagai 
berikut (Chen, 1997): 
𝑆𝑓 = {𝑠 ∈ 𝑆|𝑠 𝑚𝑒𝑟𝑢𝑝𝑎𝑘𝑎𝑛 𝑎𝑛𝑔𝑔𝑜𝑡𝑎 𝑓𝑢𝑛𝑔𝑠𝑖 𝜇𝑠(∙)} 
Fungsi keanggotaan (membership function) adalah suatu fungsi yang 
menunjukkan titik – titik input data ke dalam derajat keanggotaan. Penelitian ini 
menggunakan representasi linear yaitu pemetaan input kedalam derajat 
keanggotaannya digambarkan sebagai suatu garis lurus. Terdapat dua kondisi 
himpunan Fuzzy pada representasi linear (Han, 2004) : 
 
 Linear Naik 
Representasi linear naik menggambarkan bahwa nilai domain yang 
memiliki derajat keanggotaan nol bergerak ke kanan menuju ke nilai 
domain yang memiliki derajat keanggotaan lebih tinggi. 
Fungsi keanggotaan : 
𝜇𝑥(𝑥) = {
0 ; 𝑥 < 𝑎
𝑥 − 𝑎
𝑏 − 𝑎
; 𝑎 ≤ 𝑥 ≤ 𝑏
1 ; 𝑥 > 𝑏
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Gambar 2.1 Grafik Fungsi Keanggotaan Linear Naik 
 
 
 Linear Turun 
Representasi linear turun menggambarkan bahwa nilai domain yang 
memiliki derajat keanggotaan tertinggi pada sisi kiri dan bergerak 
menurun ke kanan menujuke nilai domain yang memiliki derajat 
keanggotaan lebihrendah. 
Fungsi keanggotaan : 
𝜇𝑥(𝑥) = {
𝑏 − 𝑥
𝑏 − 𝑎
; 𝑎 ≤ 𝑥 ≤ 𝑏
0 ; 𝑥 > 𝑏
 
 
Gambar 2.2 Grafik Fungsi Keanggotaan Linear Turun 
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2.3.3 Fuzzifikasi 
Fuzzifikasi merupakan suatu proses yang mengubah input dari bentuk 
crisp (tegas) menjadi bentuk fuzzy (variable linguistic) yang biasanya disajikan 
dalam bentuk himpunan – himpunan fuzzy dengan fungsi keanggotaanya masing 
– masing hal ini berfungsi jika terdapat suatu bentuk ketidakjelasan, ambiguitas, 
atau ketidaktepatan maka variabel fuzzy dapat mewakili fungsi keanggotaan 
tersebut. Dalam penelitian ini terdapat model sistem dan model pengukuran, yaitu: 
𝑥𝑘+1 = 𝐴𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑘𝑥𝑘 + 𝑣𝑘 
Dalam sistem tersebut terdapat 3 buah matriks yang dapat berkorespodensi 
dengan sistem interval fuzzy yang diberikan sebagai berikut (Chen dkk, 1997): 
𝐴𝑓
𝑖 = {𝑎𝑝𝑞 ∈ 𝐴|𝑎𝑝𝑞 𝑚𝑒𝑟𝑢𝑝𝑎𝑘𝑎𝑛 𝑓𝑢𝑛𝑔𝑠𝑖 𝑎𝑛𝑔𝑔𝑜𝑡𝑎 𝑑𝑎𝑟𝑖 𝜇𝐴
𝑖 (∙)} 
𝐵𝑓
𝑖 = {𝑏𝑝𝑞 ∈ 𝐵|𝑏𝑝𝑞 𝑚𝑒𝑟𝑢𝑝𝑎𝑘𝑎𝑛 𝑓𝑢𝑛𝑔𝑠𝑖 𝑎𝑛𝑔𝑔𝑜𝑡𝑎 𝑑𝑎𝑟𝑖 𝜇𝐵
𝑖 (∙)} 
𝐻𝑓
𝑖 = {ℎ𝑝𝑞 ∈ 𝐻|ℎ𝑝𝑞 𝑚𝑒𝑟𝑢𝑝𝑎𝑘𝑎𝑛 𝑓𝑢𝑛𝑔𝑠𝑖 𝑎𝑛𝑔𝑔𝑜𝑡𝑎 𝑑𝑎𝑟𝑖 𝜇𝐻
𝑖 (∙)} 
dengan 𝜇𝐴
𝑖 (∙), 𝜇𝐵
𝑖 (∙), 𝜇𝐻
𝑖 (∙) ; 𝑖 = 1,2,3, … untuk selanjutnya akan ditentukan pada 
aturan logika fuzzy (Chen, 1997). 
 
2.3.4 Aturan Dasar Logika Fuzzy 
Untuk menggambarkan aturan dasar logika fuzzy IF-THEN, misalkan 
ingin menerapkan formula iterasi crisp 𝑥𝑘+1 = 𝐴𝑥𝑘, dimana 𝐴 adalah interval 
skalar. Dalam kasus non fuzzy ketika datum 𝑎 akan datang ke dalam interval 𝐴, 
maka 𝑥𝑘+1 = 𝑎𝑥𝑘. Jika terdapat 3 fungsi keanggotaan yang didefinisikan pada 
interval 𝐴 maka memiliki 3 nilai keanggotaan. Sehingga misalkan mempunyai 
fungsi keanggotaan 𝜇𝐴
𝑖 (𝑎) yang sesuai dengan hasil perhitungan 𝑥𝑘+1
𝑖  maka 
bergantung dari keadaan sebelumnya dapat dinyatakan sebagai berikut (Chen, 
1997) : 
𝑥𝑘+1
𝑖 = 𝜇𝐴
𝑖 (𝑎)𝑎𝑥𝑘 
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dengan 𝑥𝑘 merupakan langkah sebelumnya. Secara umum, aturan dasar logika 
fuzzy IF-THEN diberikan sebagai berikut: 
𝑅𝑢𝑙𝑒 𝑖: 𝐼𝐹 𝑎 𝑖𝑠 𝐴𝑖  𝑇𝐻𝐸𝑁 𝑥𝑘+1
𝑖 = 𝜇𝐴
𝑖 (𝑎)𝑎𝑥𝑘 
Dengan 𝑎adalah 𝐴𝑖 yang berarti 𝑎 yang dimiliki oleh 𝐴 memiliki nilai 
keanggotannya 𝜇𝐴
𝑖  , dan [𝑎𝑝𝑞] menunjukan matriks 𝐴 = [𝑎𝑝𝑞]𝑛×𝑛 pada setiap 
langkah ke-k. Setelah dibentuk aturan dasar tersebut, setiap aturan dasar 
dimasukkan ke dalam algoritma Kalman Filter, dimana algoritma Kalman Filter 
untuk sistem tersebut akan menghasilkan output filtering ?̂?𝑘+1. 
 
2.3.5 Algoritma Fuzzy Kalman Filter 
Metode kombinasi Logika Fuzzy dan Kalman Filter merupakan suatu metode 
yang telah diimplementasikan di berbagai permasalahan. Berdasarkan penelitian 
sebelumnya, kombinasi Logika Fuzzy dan Kalman Filter telah memberikan hasil 
estimasi yang lebih akurat daripada hanya menggunakan estimator Kalman Filter. 
Kombinasi ini disebut Fuzzy Kalman Filter. Algoritma Fuzzy Kalman Filter 
penerapannya hampir sama dengan algoritma Kalman Filter. Namun, dalam 
algoritma Fuzzy Kalman Filter terdapat sebuah aturan (rule). Sesuai proses 
fuzzifikasi dengan aturan dasar logika Fuzzy dan dilakukan proses defuzzifikasi 
untuk memperoleh hasil akhir estimasi dengan fungsi bobot, sehingga algoritma 
Fuzzy Kalman Filter dapat ditulis sebagai berikut (Chen, 1997) : 
Model sistem dan model pengukuran : 
𝑥𝑘+1
𝑖 = 𝐴𝑘
𝑖 𝑥𝑘 + 𝐵𝑘
𝑖𝑢𝑘 + 𝐺𝑘
𝑖𝑤𝑘 
𝑧𝑘
𝑖 = 𝐻𝑘
𝑖𝑥𝑘 + 𝑣𝑘 
Dengan 𝑖 adalah rule ke – i = 1, 2, ... , n.  
𝑥0~𝑁(𝑥0, 𝑃𝑥0) ; 𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
𝑤𝑘dan 𝑣𝑘 proses white noise yang tidak berkorelasi dengan 𝑥0 dan lainnya. 
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Inisialisasi :  
𝑃0 = 𝑃𝑥0   ;   ?̂?0 = ?̅?0 
Tahap Prediksi (Time Update) : 
Kovarian Error : 𝑃𝑘+1
−𝑖 = 𝐴𝑘
𝑖 𝑃𝑘
𝑖(𝐴𝑘
𝑖 )
𝑇
+ 𝐺𝑘
𝑖𝑄𝑘(𝐺𝑘
𝑖 )
𝑇
 
Estimasi  : ?̂?𝑘+1
−𝑖 = 𝐴𝑘
𝑖 ?̂?𝑘
1 + 𝐵𝑘
𝑖𝑢𝑘 
 
Tahap Koreksi (Measurement Update) : 
Kalman Gain : 𝐾𝑘+1
𝑖 = 𝑃𝑘+1
−𝑖 (𝐻𝑘+1
𝑖 )
𝑇
(𝐻𝑘+1
𝑖 𝑃𝑘+1
−𝑖 (𝐻𝑘+1
𝑖 )
𝑇
+ 𝑅𝑘+1)
−1
 
Kovarian error : 𝑃𝑘+1
𝑖 = (𝐼 − 𝐾𝑘+1
𝑖 𝐻𝑘+1
𝑖 )𝑃𝑘+1
−𝑖  
Estimasi  : ?̂?𝑘+1
𝑖 = ?̂?𝑘+1
−𝑖 + 𝐾𝑘+1
𝑖 (𝑧𝑘+1 − 𝐻𝑘+1
𝑖 ?̂?𝑘+1
−𝑖 ) 
 
2.3.6 Defuzzifikasi 
Defuzzifikasi dapat didefinisikan sebagai proses pengubahan besaran fuzzy 
yang disajikan dalam bentuk keluaran himpunan – himpunan fuzzy dengan fungsi 
keanggotaannya untuk mendapatkan kembali bentuk tegasnya (crisp). Hal ini 
diperlukan sebab dalam aplikasi nyata yang dibutuhkan adalah nilai (crisp). 
Setelah dilakukan standar defuzifikasi maka hasil akhir dari dalam fase output 
dihitung dengan menggunakan rumus berat rata – rata yaitu (Chen, 1997) : 
𝑥𝑘+1 =
𝜌1𝑥𝑘+1
1 + 𝜌2𝑥𝑘+1
2 + 𝜌3𝑥𝑘+1
3
𝜌1 + 𝜌2 + 𝜌3
 
bobot 𝜌𝑖 ditentukan oleh pengguna dengan nilai keanggotaan dari input yang 
sesuai (yaitu 𝜌𝑖 = 𝜇𝐴
𝑖 (𝑎)). Proses defuzzifikasi tersebut akan menghasilkan suatu 
estimasi crisp yang tunggal pada setiap langkah iterasi. 
 
2.4 Non-Isothermal Continuous Stirred Tank Reactor 
Continuous Stirred Tank Reactor (CSTR) adalah suatu wadah yang 
umumnya silinder dengan diameter tertentu dimana sekeliling reaktor dapat 
dibiarkan terbuka atau dapat juga dikelilingi dengan cairan pendingin atau 
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pemanas untuk menyerap panas yang timbul (Rosadi, 2000). Di dalam CSTR 
terjadi reaksi pembentukan atau penguraian komponen dalam reaksi satu arah, 
reaksi bolak balik, atau reaksi berantai. 
 
Gambar 2.3 Non-Isothermal CSTR 
 
Model sistem nonlinear yang akan diterapkan pada penelitian ini adalah 
model pada reaksi exothermic yang irreversible antara Sodium Thiosulfat dan 
Hydrogen Peroxide dalam Non-Isothermal CSTR yang melibatkan coolant jacket, 
dengan persamaan sebagai berikut (Rajaraman, 2004) : 
2𝑁𝑎2𝑆2𝑂3 + 4𝐻2𝑂2 → 𝑁𝑎2𝑆3𝑂6 + 𝑁𝑎2𝑆𝑂4 + 4𝐻2𝑂 
Misalkan A dan B menyatakan 𝑁𝑎2𝑆2𝑂3 dan 𝐻2𝑂2 maka hukum kinetik 
dari reaksi dinyatakan, 
−𝑟𝐴 = 𝑘0𝑒
−
𝐸
𝑅𝑇𝐶𝐴𝐶𝐵 
suatu proporsi stoikiometri dari senyawa A dan B di dalam aliran masuk 
diasumsikan dengan menghasilkan 𝐶𝐵(𝑡) = 2𝐶𝐴(𝑡). Sehingga dari sebuah 
keseimbangan mol untuk senyawa A dan keseimbangan energi untuk reaktor dan 
cooling jacket diperoleh model matematika dalam sistem dinamik nonlinear 
sebagai berikut : 
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𝑑𝐶𝐴
𝑑𝑡
=
𝐹
𝑉
(𝐶𝐴𝑖𝑛 − 𝐶𝐴) − 2𝑘0𝑒
−
𝐸
𝑅𝑇𝐶𝐴
2 
𝑑𝑇
𝑑𝑡
=
𝐹
𝑉
(𝑇𝑖𝑛 − 𝑇) − 2
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0𝑒
−
𝐸
𝑅𝑇𝐶𝐴
2 −
𝑈𝐴
𝑉𝜌𝐶𝑝
(𝑇 − 𝑇𝑗) 
𝑑𝑇𝑗
𝑑𝑡
=
𝐹𝑤
𝑉𝑊
(𝑇𝑗𝑖𝑛 − 𝑇𝑗) +
𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
(𝑇 − 𝑇𝑗) (2.8) 
dengan, 
𝐶𝐴 : konsentrasi senyawa A 
𝐶𝑩 : konsentrasi senyawa B 
𝑇 : temperatur tank reaktor 
𝑇𝑗 : temperatur jaket pendingin reaktor (cooling jacket) 
𝐹 : kecepatan aliran inlet 
𝐶𝐴𝑖𝑛 : input konsentrasi reaktan 
𝑉 : volume reaktor 
𝑇𝑖𝑛 : temperatur inlet 
𝐹𝑤 : kecepatan aliran inlet pada jaket pendingin 
𝑉𝑤 : volume dari jaket pendingin 
𝑇𝑗𝑖𝑛 : temperatur pendingin inlet 
𝑐𝑝 : kapasitas panas dari reaktansi 
𝑐𝑝𝑤 : kapasitas panas dari jaket pendingin 
𝜌 : densitas reaktansi 
𝜌𝑤 : densitas pendingin 
𝐸 : energi  aktivasi 
𝑅 : konstanta gas 
𝑘0 : faktor pre-eksponensial 
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BAB 3   
METODE PENELITIAN 
 
Bab ini menguraikan tentang prosedur yang digunakan untuk 
menyelesaikan rumusan masalah yang akan dikaji pada penelitian ini. 
3.1 Tahapan Penelitian 
Secara umum tahapan – tahapan yang akan dilakukan pada penelitian ini 
adalah sebagai berikut : 
a) Studi literatur 
Pada tahapan ini dilakukan pembelajaran dan pemahaman dengan mencari 
referensi yang menunjang penelitian. Referensi tersebut antara lain mengenai 
teori tentang Kalman Filter yang telah dimodifikasi untuk dapat digunakan 
pada penyelesaian model sistem nonlinear, yang dikenal dengan metode 
Ensemble Kalman Filter (EnKF) dan Extended Kalman Filter (EKF), 
kemudian teori logika Fuzzy yang akan dimodifikasi dengan Kalman Filter 
sehingga terbentuk algoritma Fuzzy Kalman Filter (FKF). Hal ini diperoleh 
dari berbagai sumber pustaka, antara lain buku teks, artikel, maupun jurnal. 
Dilakukan pembelajaran juga tentang model sistem nonlinear Non Isothermal 
Continuous Stirred Tank Reactor (Non-Isothermal CSTR) yang akan 
digunakan pada penelitian ini. Model tersebut bersumber dari penelitian yang 
dilakukan sebelumnya oleh Apriliani (2011) dan Baihaqi (2009).  
 
b) Diskritisasi model 
Model sistem persamaan yang akan digunakan masih berbentuk model 
kontinu sehingga perlu dilakukan pendiskritan agar model bisa digunakan 
dalam algoritma FKF , EKF, maupun EnKF. Perubahan variabel keadaan 𝐶𝐴, 
𝑇, dan 𝑇𝑗 terhadap waktu diaproksimasi menggunakan metode beda hingga 
maju. 
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c) Pembentukan model stokastik 
Model diskrit pada persamaan diatas masih dalam bentuk deterministik 
sehingga belum dapat digunakan pada algoritma FKF, EKF dan EnKF. 
Sehingga harus diubah kedalam bentuk stokastik dengan cara menambahkan 
faktor stokastik berupa noise. Secara umum, noise tersebut disimbolkan 
dengan 𝑤𝑘 dan 𝑣𝑘 dimana kedua simbol tersebut menunjukan noise sistem 
dan noise pengukuran. Penambahan noise ini dilakukan dengan 
membangkitkan sejumlah bilangan acak dari komputer. Noise yang 
dibangkitkan diasumsikan white noise. Sedangkan variansi dari noise 
diasumsikan konstan sebesar 𝑄𝑘 dan 𝑅𝑘. 
 
d) Implementasi algoritma EKF dan FKF 
Model sistem yang diperoleh dari tahap sebelumnya diimplementasikan 
pada algoritma EKF dan FKF. Untuk EKF sebelum diimplementasikan perlu 
adanyalinearisasi dengan matriks Jacobi. 
 
e) Simulasi 
Prosedur dalam pembuatan simulasi dari model Non-Isothermal CSTR 
adalah sebagai berikut: 
1. input parameter 
2. proses 
 membuat subprogram untuk algoritma FKF 
 membuat subprogram untuk algoritma EKF 
 membuat subprogram untuk algoritma EnKF 
(berdasarkan penelitian sebelumnya) 
3. output 
output yang dihasilkan dari simulasi berupa grafik estimasi dari 
variabel keadaan yaitu 𝐶𝐴, 𝑇, dan 𝑇𝑗, norm kovariansi error, dan waktu 
komputasi dari ketiga metode. 
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f) Analisa hasil simulasi 
Hasil yang diperoleh dari simulasi program, selanjutnya akan digunakan 
untuk menganalisa ketiga metode tersebut dengan membandingkan hasil 
norm kovariansi error dan waktu komputasinya. Metode terbaik akan 
memiliki norm kovariansi errror dan waktu komputasi yang lebih kecil 
diantara metode yang lain. 
 
g) Kesimpulan 
Pada tahap ini dilakukan penarikan kesimpulan mengenai penerapan metode 
FKF, EKF, dan EnKF dalam estimasi variabel keadaan pada model nonlinear 
Non-Isothermal CSTR. 
 
3.2 Diagram Alir Penelitian 
Berikut disajikan diagram alir dari penelitian yang akan dilakukan. Diagram 
alir terdiri dari diagram secara umum yaitu Gambar 3.1 dan diagram secara 
khusus untuk masing – masing metode tersaji dalam Gambar 3.2 sampai Gambar 
3.4. 
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mulai
Pengkajian model nonlinear Non-
Isothermal CSTR
Diskritisasi model
Pembentukan model 
stokastik
Implementasi FKF Implementasi EnKFImplementasi EKF
estimasi estimasi estimasi
Analisa hasil 
estimasi
Membandingkan norm 
kovarian error dan waktu 
komputasi dari EKF, EnKF, 
dan FKF
kesimpulan
Pembuatan laporan 
tesis
selesai
 
Gambar 3.1Diagram Alir Penelitian 
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mulai
Menentukan variabel keadaan dari 
model sistem nonlinear
( Non-Isothermal CSTR)
Diskritisasi model sistem nonlinear
Membentuk model sistem dan 
pengukuran
Tahap inisialisai
Tahap prediksi
(Time Update)
Tahap Prediksi
(Measurement Update)
Hasil estimasi
0   RMSE   1
Analisa hasil
Selesai
Proses Itersi
 
Gambar 3.2 Diagram Alir EnKF 
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mulai
Menentukan variabel keadaan dari 
model sistem nonlinear
( Non-Isothermal CSTR)
Diskritisasi model sistem nonlinear
Membentuk model sistem dan 
pengukuran
Tahap inisialisasi
Tahap prediksi
(Time Update)
Tahap Prediksi
(Measurement Update)
Hasil estimasi
0   RMSE   1
Analisa hasil
Selesai
Proses Itersi
Linearisasi model sistem
(pembentukan matriks Jacobi)
 
Gambar 3.3 Diagram Alir EKF 
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mulai
Menentukan variabel keadaan dari 
model sistem nonlinear
( Non-Isothermal CSTR)
Diskritisasi model sistem nonlinear
Membentuk model sistem dan 
pengukuran
Proses fuzzifikasi
Menentukan aturan dasar
Proses Kalman Filter
Proses defuzzifikasi
0   RMSE   1
Analisa hasil
Selesai
Proses Itersi
 
Gambar 3.4 Diagram Alir FKF 
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BAB 4   
HASIL DAN PEMBAHASAN 
 
Bab ini menguraikan hasil dan pembahasan dari penelitian mengenai 
estimasi variabel keadaan pada model Non-Isothermal CSTR. Bagian awal 
membahas mengenai model yang digunakan. Selanjutnya dilakukan proses 
estimasi dengan menerapkan algoritma FKF, EKF, dan EnKF. Bagian akhir dari 
penelitian ini berupa simulasi dengan menggunakan software Matlab untuk 
memperoleh tingkat keakurasian dari ketiga algoritma dan menganalisis hasil 
simulasi. 
 
4.1 Persamaan Model SistemNon-IsothermalContinuous Stirred Tank 
Reactor 
Model sistem nonlinear yang digunakan dalam penelitian ini adalah model 
reaksi exothermic yang irreversible antara Sodium Thiosulfat dan Hydrogen 
Peroxide dalam Non-Isothermal CSTR yang melibatkan coolant jacket dinamis 
dengan persamaan reaksi sebagai berikut : (Rajaraman, 2004) 
𝑁𝑎2𝑆2𝑂3 + 2𝐻2𝑂2 →
1
2
𝑁𝑎2𝑆3𝑂6 +
1
2
𝑁𝑎2𝑆𝑂4 + 2𝐻2𝑂 
Dari sebuah keseimbangan mol untuk senyawa A yaitu 𝑁𝑎2𝑆2𝑂3 dan 
keseimbangan energi untuk reaktor dan cooling jacket diperoleh model 
matematika dalam sistem dinamik nonlinear yang tersaji pada persamaan 2.8 
sebagai berikut : (Rajaraman, 2004) 
𝑑𝐶𝐴
𝑑𝑡
=
𝐹
𝑉
(𝐶𝐴𝑖𝑛 − 𝐶𝐴) − 2𝑘0𝑒
−
𝐸
𝑅𝑇𝐶𝐴
2 
𝑑𝑇
𝑑𝑡
=
𝐹
𝑉
(𝑇𝑖𝑛 − 𝑇) − 2
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0𝑒
−
𝐸
𝑅𝑇𝐶𝐴
2 −
𝑈𝐴
𝑉𝜌𝐶𝑝
(𝑇 − 𝑇𝑗) 
𝑑𝑇𝑗
𝑑𝑡
=
𝐹𝑤
𝑉𝑊
(𝑇𝑗𝑖𝑛 − 𝑇𝑗) +
𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
(𝑇 − 𝑇𝑗) 
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Nilai parameter proses yang digunakan dalam penelitian ini tersaji pada Tabel 4.1. 
sebagai berikut : 
 Tabel 4.1 Parameter Proses dari Non-Isothermal CSTR 
Parameter 
proses 
Nilai Parameter 
proses 
Nilai 
𝐹 2 𝐿/𝑠 𝐶𝑝 4,2 𝐽/𝑔𝐾 
𝐶𝐴 𝑖𝑛 1 𝑚𝑜𝑙/𝐿 𝐹𝑤 0,5𝐿/𝑠 
𝑉 100 𝐿 𝑈𝐴 20000 𝐽/𝑠𝐾 
𝑘0 6,85×10
11𝐿/𝑠 𝑚𝑜𝑙 𝑉𝑤 10 𝐿 
𝐸 76534,704 𝐽/𝑚𝑜𝑙 𝜌𝑤 1000 𝑔/𝐿 
𝑇𝑖𝑛 275 𝐾 𝐶𝑝𝑤 4,2 𝐽/𝑔𝐾 
∆𝐻𝑅 596.619 𝐽/𝑚𝑜𝑙 𝑇𝑗𝑖𝑛 250 𝐾 
𝜌 1000 𝑔/𝐿 𝑅 8,314472 𝐽/𝑚𝑜𝑙𝐾 
 Sumber : Rajaraman et.al (2004) 
 
4.1.1 Diskritisasi 
Model sistem Non-Isothermal CSTR yaitu persamaan 2.8 merupakan model 
sistem dinamik deterministik waktu kontinu, sehingga perlu diubah menjadi 
bentuk model sistem dinamik waktu diskrit. Jika 𝐶𝐴𝑘 menyatakan konsentrasi dari 
reaktan A pada saat 𝑘∆𝑡 dengan 𝑘 = 0,1,2, …, maka berlaku juga untuk 
temperatur tangki (𝑇), dan temperatur cooling jacket (𝑇𝑗) yaitu, 
𝐶𝐴 = 𝐶𝐴𝑘  ;  𝑇 = 𝑇𝑘 ;  𝑇𝑗 = 𝑇𝑗𝑘 
Perubahan variabel keadaan terhadap waktu diaproksimasi menggunakan metode 
Beda Hingga Maju sebagai berikut : 
𝑑𝐶𝐴
𝑑𝑡
≅
𝐶𝐴𝑘+1 − 𝐶𝐴𝑘
∆𝑡
 
𝑑𝑇
𝑑𝑡
≅
𝑇𝑘+1 − 𝑇𝑘
∆𝑡
 
𝑑𝑇𝑗
𝑑𝑡
≅
𝑇𝑗𝑘+1 − 𝑇𝑗𝑘
∆𝑡
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sehingga persamaan 2.8 menjadi, 
 
𝐶𝐴𝑘+1 − 𝐶𝐴𝑘
∆𝑡
=
𝐹
𝑉
(𝐶𝐴𝑖𝑛 − 𝐶𝐴𝑘) − 2𝑘0𝑒
−
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2  
𝑇𝑘+1 − 𝑇𝑘
∆𝑡
=
𝐹
𝑉
(𝑇𝑖𝑛 − 𝑇𝑘) − 2
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0𝑒
−
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2 −
𝑈𝐴
𝑉𝜌𝐶𝑝
(𝑇 − 𝑇𝑗) 
𝑇𝑗𝑘+1 − 𝑇𝑗𝑘
∆𝑡
=
𝐹𝑤
𝑉𝑊
(𝑇𝑗𝑖𝑛 − 𝑇𝑗𝑘) +
𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
(𝑇 − 𝑇𝑗𝑘) 
(4.1) 
 
selanjutnya persamaan 4.1 di atas dioperasikan, sehingga diperoleh: 
 
𝐶𝐴𝑘+1 =
∆𝑡𝐹
𝑉
𝐶𝐴𝑖𝑛 + (1 −
∆𝑡𝐹
𝑉
)𝐶𝐴𝑘 − 2∆𝑡𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2  
𝑇𝑘+1 =
∆𝑡𝐹
𝑉
𝑇𝑖𝑛 + (1 −
∆𝑡𝐹
𝑉
−
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
)𝑇𝑘 − 2∆𝑡
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2
+
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
𝑇𝑗𝑘  
𝑇𝑗𝑘+1 =
∆𝑡𝐹𝑤
𝑉𝑤
𝑇𝑗𝑖𝑛 + (1 −
∆ 𝑡𝐹𝑤
𝑉𝑤
−
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
)𝑇𝑗𝑘 +
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
𝑇𝑘 
(4.2) 
 
Persamaan 4.2 merupakan model Non-Isothermal CSTR waktu diskrit dan secara 
umum dapat disajikan dalam bentuk persamaan ruang keadaan (state space) 
sebagai berikut : 
𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘) 
𝑧𝑘 = 𝐻𝑥𝑘 
(4.3) 
dengan 𝑧𝑘 adalah model pengukuran dan 𝐻 adalah matriks pengukuran. 
 
4.1.2 Linearisasi 
Model Non-Isothermal CSTR pada persamaan 4.3 merupakan model sistem 
nonlinear sehingga agar dapat menganalisa sifat sistem yaitu kestabilan, 
keterkontrolan, dan keteramatan maka perlu dilakukan pelinearan terlebih dahulu. 
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Bentuk linear dari model Non-Isothermal CSTR juga diperlukan pada 
implementasi metode Extended Kalman Filter (EKF). Pelinearan dilakukan 
dengan membentuk matriks Jacobian dari persamaan 4.2 yaitu dengan 
memisalkan, 
𝐶𝐴𝑘+1 = 𝑓1(𝐶𝐴𝑘 , 𝑇𝑘 , 𝑇𝑗𝑘) 
𝑇𝑘+1 = 𝑓2(𝐶𝐴𝑘 , 𝑇𝑘 , 𝑇𝑗𝑘) 
𝑇𝑗𝑘+1 = 𝑓3(𝐶𝐴𝑘 , 𝑇𝑘 , 𝑇𝑗𝑘) 
sehingga diperoleh matriks,  
𝑨 =
[
 
 
 
 
 
 
𝜕𝑓1
𝜕𝐶𝐴𝑘
𝜕𝑓1
𝜕𝑇𝑘
𝜕𝑓1
𝜕𝑇𝑗𝑘
𝜕𝑓2
𝜕𝐶𝐴𝑘
𝜕𝑓2
𝜕𝑇𝑘
𝜕𝑓2
𝜕𝑇𝑗𝑘
𝜕𝑓3
𝜕𝐶𝐴𝑘
𝜕𝑓3
𝜕𝑇𝑘
𝜕𝑓3
𝜕𝑇𝑗𝑘]
 
 
 
 
 
 
|
|
𝑥𝑘=𝑥0
 
Matriks 𝑨 adalah matriks Jacobian dari sistem Non-Isothermal CSTR di sekitar 
nilai awal yaitu 𝐶𝐴0 = 1 𝑚𝑜𝑙/𝐿, 𝑇0 = 275 𝐾, dan 𝑇𝑗0 = 250 𝐾 dengan, 
𝜕𝑓1
𝜕𝐶𝐴𝑘
= 1 −
∆𝑡𝐹
𝑉
− 4∆t𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘 
𝜕𝑓1
𝜕𝑇𝑘
= −2∆𝑡
𝐸
𝑅𝑇𝑘
2 𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2  
𝜕𝑓1
𝜕𝑇𝑗𝑘
= 0 
𝜕𝑓2
𝜕𝐶𝐴𝑘
= −4∆𝑡
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘 
𝜕𝑓2
𝜕𝑇𝑘
= 1 −
∆𝑡𝐹
𝑉
−
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
− 2∆𝑡
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0
𝐸
𝑅𝑇𝑘
2 𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2  
𝜕𝑓2
𝜕𝑇𝑗𝑘
=
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
 
𝜕𝑓3
𝜕𝐶𝐴𝑘
= 0 
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𝜕𝑓3
𝜕𝑇𝑘
=
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
 
𝜕𝑓3
𝜕𝑇𝑗𝑘
= 1 −
∆𝑡𝐹𝑤
𝑉𝑤
−
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
 
sehingga diperoleh state space bentuk linear dari persamaan 4.3 sebagai berikut : 
𝑥𝑘+1 = 𝑨𝑥𝑘 + 𝐵𝑢𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 
(4.4) 
dengan, 
𝑥 = [
𝐶𝐴
𝑇
𝑇𝑗
] ;  𝐵 =
[
 
 
 
 
 
∆𝑡𝐹
𝑉
0 0
0
∆𝑡𝐹
𝑉
0
0 0
∆𝑡𝐹𝑤
𝑉𝑤 ]
 
 
 
 
 
 ;  𝑢 = [
𝐶𝐴 𝑖𝑛
𝑇 𝑖𝑛
𝑇𝑗 𝑖𝑛
] 
 
4.1.3 Analisis Ruang Keadaan Sistem pada Model Non-Isothermal CSTR 
Sebelum dilakukan estimasi variabel keadaan pada model Non-Isothermal 
CSTR, terlebih dahulu akan diperiksa apakah sistem tersebut memiliki sifat stabil, 
terkontrol, dan teramati. Jika nilai parameter proses pada Tabel 4.1 disubstitusikan 
ke persamaan 4.4 dan menggunakan ∆𝑡 = 0,01 maka diperoleh, 
𝑥𝑘+1 = [
0.9997204 −4.8424×10−6 0
−0.0113026  0.9986361 0.0004761
0 0.0047619 0.9947381
] 𝑥𝑘
+ [
0.2×10−3 0 0
0 0.2×10−3 0
0 0 0.5×10−3
] 𝑢𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 
(4.5) 
 
a. Kestabilan 
Sistem dikatakan stabil asimtotik jika semua nilai eigen 𝜆𝑛 dari matriks 𝑨 
memenuhi |𝜆𝑛| < 1, untuk semua 𝑛. (Subiono, 2013) 
Matriks 𝑨 pada persamaan 4.5 yaitu, 
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𝑨 = [
0.9997204 −4.8424×10−6 0
−0.0113026  0.9986361 0.0004761
0 0.0047619 0.9947381
] 
 
dengan menggunakan software Matlab diperoleh nilai eigen dari matriks 𝑨 
sebagai berikut : 
|𝜆1| = 0.99979721 < 1 
|𝜆2| = 0.99907434 < 1 
|𝜆3| = 0.99422310 < 1 
sehingga dapat disimpulkan bahwa sistem Non-Isothermal CSTR stabil 
asimtotik. 
 
b. Keterkontrolan 
Suatu sistem terkontrol jika matriks 𝑀𝑐 = [𝐵|𝐴𝐵|𝐴
2𝐵|… |𝐴𝑛−1𝐵] 
mempunyai rank sama dengan 𝑛. (Subiono, 2013) 
Berdasarkan persamaan 4.5 diperoleh matriks 𝑀𝑐 sebagai berikut : 
𝑀𝑐 = [𝐵|𝐴𝐵|𝐴
2𝐵] 
dengan menggunakan software Matlab diperoleh rank 𝑀𝑐 = 3 sehingga 
dapat disimpulkan bahwa sistem Non-Isothermal CSTR terkontrol. 
 
c. Keteramatan 
Suatu sistem teramati jika matriks keteramatan, 
𝑀𝑜 =
[
 
 
 
 
𝐻
𝐻𝐴
𝐻𝐴2
⋮
𝐻𝐴𝑛−1]
 
 
 
 
 
mempunyai rank sama dengan n.(Subiono, 2013) 
Berdasarkan persamaan 4.5 diperoleh matriks 𝑀𝑜 sebagai berikut : 
𝑀𝑜 = [
𝐻
𝐻𝐴
𝐻𝐴2
] 
 
31 
 
 Untuk matriks pengukuran 𝐻 = [
1 0 0
0 1 0
] diperoleh matriks 𝑀𝑜 
sebagai berikut : 
𝑀𝑜 =
[
 
 
 
 
 
1 0 0
0 1 0
0.99972043 −0.00000484 0
 −0.0113026 0.99863612 0.00047619
0.9994409 −0.00000967 −0.0000000023
−0.0225867 0.99727643 0.00094922 ]
 
 
 
 
 
 
 
dengan menggunakan software Matlab diperoleh rank 𝑀𝑜= 3 sehingga 
dapat disimpulkan bahwa sistem teramati dengan menggunakan 
matriks pengukuran 𝐻 = [
1 0 0
0 1 0
] pada model pengukuran 𝑧𝑘.  
 
 Untuk matriks pengukuran 𝐻 = [1 0 0] diperoleh matriks 
 
𝑀𝑜 = [
1 0 0
0.9997204 −0.0000048 0
0.9994409 −0.0000096 −0.0000000023
] 
 
dengan menggunakan software Matlab diperoleh rank 𝑀𝑜= 3 sehingga 
dapat disimpulkan bahwa sistem teramati dengan menggunakan 
matriks pengukuran 𝐻 = [1 0 0] pada model pengukuran 𝑧𝑘. 
 
Dari hasil analisa di atas dapat disimpulkan bahwa model Non-Isothermal 
CSTR mempunyai sifat stabil asimtotik, terkontrol, dan teramati sehingga 
algoritma Kalman Filter yaitu FKF, EKF, dan EnKF dapat diterapkan untuk 
mengestimasi variabel keadaan dari Non-Isothermal CSTR. 
 
4.1.4 Pembentukan Sistem Diskrit Stokastik 
Bentuk model nonlinear dari Non-Isothermal CSTR pada persamaan 4.3 
merupakan model deterministik. Akan tetapi pada keadaan real terdapat noise atau 
gangguan – gangguan yang tidak dapat dituliskan pada model sistem. Noise 
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tersebut yang menyebabkan model deterministik mejadi model stokastik. 
Sehingga persamaan 4.3 dapat dinyatakan sebagai berikut : 
 
𝐶𝐴𝑘+1 =
∆𝑡𝐹
𝑉
𝐶𝐴𝑖𝑛 + (1 −
∆𝑡𝐹
𝑉
)𝐶𝐴𝑘 − 2∆𝑡𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2 + 𝑤1𝑘  
𝑇𝑘+1 =
∆𝑡𝐹
𝑉
𝑇𝑖𝑛 + (1 −
∆𝑡𝐹
𝑉
−
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
)𝑇𝑘 − 2∆𝑡
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0𝑒
− 
𝐸
𝑅𝑇𝑘𝐶𝐴𝑘
2 +
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
𝑇𝑗𝑘
+ 𝑤2𝑘  
𝑇𝑗𝑘+1 =
∆𝑡𝐹𝑤
𝑉𝑤
𝑇𝑗𝑖𝑛 + (1 −
∆ 𝑡𝐹𝑤
𝑉𝑤
−
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
)𝑇𝑗𝑘 +
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
𝑇𝑘 + 𝑤3𝑘 
dengan model pengukuran, 
𝑧𝑘 = 𝐻 [
𝐶𝐴
𝑇
𝑇𝑗
]
𝑘
+ 𝑣𝑘 
atau dapat dinyatakan dalam bentuk ruang keadaan sebagai berikut : 
𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘) + 𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
(4.6) 
Noise sistem 𝑤𝑘 dan noise pengukuran 𝑣𝑘 dalam hal ini merupakan vektor 
random yang dibangkitkan dari Distribusi Gaussian dengan mean = 0 dan 
kovarian 𝑄𝑘 untuk noise sistem, serta 𝑅𝑘 untuk noise pengukuran (Curn, 2014). 
 
4.2 Implementasi Fuzzy Kalman Filter 
Metode Fuzzy Kalman Filter merupakan metode kombinasi dari Logika 
Fuzzy dan Kalman Filter. Metode Fuzzy Kalman Filter yang digunakan melalui 
tahapan – tahapan dari mengubah sistem ke dalam bentuk variabel fuzzy dan 
selanjutnya dengan aturan dasar logika fuzzy, variabel tersebut diterapkan pada 
algoritma Kalman Filter. Tahap terakhir adalah mendefuzzifikasi hasil estimasi 
yaitu mengubah kembali variabel fuzzy ke dalam bentuk variabel tegas (crisp). 
Berikut adalah tahap – tahap dari metode Fuzzy Kalman Filter : 
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4.2.1 Fuzzifikasi 
Tahap pertama Fuzzy Kalman Filter adalah fuzzifikasi yaitu mengubah 
sistem ke dalam bentuk variabel fuzzy. Model Non-Isothermal CSTR dalam 
bentuk nonlinear diskrit stokastik pada persamaan 4.6 jika dinyatakan dalam 
bentuk matriks, dengan memisalkan  
𝑎1 =
∆𝑡𝐹
𝑉
 ; 𝑏1 = −2∆𝑡
∆𝐻𝑅
𝜌𝐶𝑝
𝑘0 ; 𝑐1 =
∆𝑡𝑈𝐴
𝑉𝑤𝜌𝑤𝐶𝑝𝑤
; 𝑑 =
𝐸
𝑅
 
𝑎2 = 2∆𝑡𝑘0 ; 𝑏2 =
∆𝑡𝑈𝐴
𝑉𝜌𝐶𝑝
 ; 𝑐2 =
∆𝑡𝐹𝑤
𝑉𝑊
 
 
adalah sebagai berikut : 
[
𝐶𝐴
𝑇
𝑇𝑗
]
𝑘+1
=
[
 
 
 
 1 − 𝑎1 − 𝑎2𝑒
− 
𝑑
𝑇𝑘𝐶𝐴𝑘 0 0
𝑏1𝑒
− 
𝑑
𝑇𝑘𝐶𝐴𝑘 1 − 𝑎1 − 𝑏2 𝑏2
0 𝑐1 1 − 𝑐2 − 𝑐1]
 
 
 
 
[
𝐶𝐴
𝑇
𝑇𝑗
]
𝑘
+ [
𝑎1 0 0
0 𝑎1 0
0 0 𝑐2
] [
𝐶𝐴 𝑖𝑛
𝑇𝑖𝑛
𝑇𝑗 𝑖𝑛
] + [
1 0 0
0 1 0
0 0 1
] [
𝑤1
𝑤2
𝑤3
]
𝑘
 
(4.7) 
dengan model pengukuran, 
𝑧𝑘 = 𝐻 [
𝐶𝐴
𝑇
𝑇𝑗
]
𝑘
+ 𝑣𝑘 
(4.8) 
atau dapat dinyatakan dalam bentuk, 
𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
dengan, 
𝐴 =
[
 
 
 
 1 − 𝑎1 − 𝑎2𝑒
− 
𝑑
𝑇𝑘𝐶𝐴𝑘 0 0
𝑏1𝑒
− 
𝑑
𝑇𝑘𝐶𝐴𝑘 1 − 𝑎1 − 𝑏2 𝑏2
0 𝑐1 1 − 𝑐2 − 𝑐1]
 
 
 
 
 
𝐵 = [
𝑎1 0 0
0 𝑎1 0
0 0 𝑐2
] 
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𝑥 = [
𝐶𝐴
𝑇
𝑇𝑗
]   ;     𝑢 = [
𝐶𝐴 𝑖𝑛
𝑇 𝑖𝑛
𝑇𝑗 𝑖𝑛
] 
 
Matriks 𝐴 pada persamaan 4.7 memuat variabel keadaan konsentrasi reaktan 
(𝐶𝐴) dan temperatur tangki reaktor (𝑇) sehingga perlu dilakukan fuzzifikasi untuk 
variabel 𝐶𝐴 dan 𝑇. Dengan proses fuzzifikasi, variabel – variabel tersebut 
ditentukan pada interval sebagai berikut : 
𝐶𝐴 ∈ [𝐶𝐴
−, 𝐶𝐴
+] 
𝑇 ∈ [𝑇−, 𝑇+] 
yang mempunyai arti, 
 𝐶𝐴 ∈ [𝐶𝐴
−, 𝐶𝐴
+] yaitu, 
𝐶𝐴
− : konsentrasi reaktan minimum 
𝐶𝐴
+ : konsentrasi reaktan maksimum 
 
 𝑇 ∈ [𝑇−, 𝑇+] yaitu, 
𝑇− : temperatur tangki reaktor minimum 
𝑇+ : temperatur tangki reaktor maksimum 
 
Fungsi keanggotaan untuk masing – masing variabel diperoleh sebagai berikut : 
1. Untuk konsentrasi reaktan 
a. Jika 𝐶𝐴 minimum : 
 
𝜇𝐶𝐴𝑚𝑖𝑛(𝐶𝐴) =
{
 
 
0 ; 𝐶𝐴 < 𝐶𝐴
−
𝐶𝐴 − 𝐶𝐴
−
𝐶𝐴
+ − 𝐶𝐴
− ; 𝐶𝐴
− ≤ 𝐶𝐴 ≤
1 ; 𝐶𝐴 > 𝐶𝐴
+
𝐶𝐴
+ 
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Gambar 4.1 Grafik Fungsi Keanggotaan CA minimum 
 
b. Jika 𝐶𝐴 maksimum : 
𝜇𝐶𝐴𝑚𝑎𝑥(𝐶𝐴) =
{
 
 
 
 1 ; 𝐶𝐴 < 𝐶𝐴
−
𝐶𝐴
+ − 𝐶𝐴
𝐶𝐴
+ − 𝐶𝐴
− ; 𝐶𝐴
− ≤ 𝐶𝐴 ≤
0 ; 𝐶𝐴 > 𝐶𝐴
+
𝐶𝐴
+ 
 
Gambar 4.2 Grafik Fungsi Keanggotaan CA maksimum 
 
 
2. Untuk temperatur tangki reaktor 
a. Jika 𝑇 minimum : 
𝜇𝑇𝑚𝑖𝑛(𝑇) = {
0 ; 𝑇 < 𝑇−
𝑇 − 𝑇−
𝑇+ − 𝑇−
; 𝑇− ≤ 𝑇 ≤
1 ; 𝑇 > 𝑇+
𝑇+ 
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Gambar 4.3 Grafik Fungsi Keanggotaan T minimum 
 
 
b. Jika 𝑇 maksimum : 
 
𝜇𝑇𝑚𝑎𝑥(𝑇) = {
1 ; 𝑇 < 𝑇−
𝑇+ − 𝑇
𝑇+ − 𝑇−
; 𝑇− ≤ 𝑇 ≤
0 ; 𝑇 > 𝑇+
𝑇+ 
 
Gambar 4.4 Grafik Fungsi Keanggotaan T maksimum 
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4.2.2 Aturan Dasar Logika Fuzzy 
Aturan dasar logika fuzzy ditentukan dari kombinasi minimum dan 
maksimum masing – masing variabel, sehingga terdapat 2𝑛 aturan, dengan 𝑛 
merupakan banyaknya variabel yang difuzzikan. Terdapat dua variabel keadaan 
dari Non-Isothermal CSTR yang akan difuzzikan, yaitu 𝐶𝐴 dan 𝑇 sehingga 
diperoleh 4 aturan sebagai berikut : 
rule 1 : IF 𝐶𝐴 is 𝐶𝐴
− and 𝑇 is 𝑇− THEN 𝐴1 
rule 2 : IF 𝐶𝐴 is 𝐶𝐴
− and 𝑇 is 𝑇+ THEN 𝐴2 
rule 3 : IF 𝐶𝐴 is 𝐶𝐴
+ and 𝑇 is 𝑇− THEN 𝐴3 
rule 4 : IF 𝐶𝐴 is 𝐶𝐴
+ and 𝑇 is 𝑇+ THEN 𝐴4 
 
4.2.3 Algoritma Fuzzy Kalman Filter 
Berdasarkan proses fuzzifikasi dan aturan dasar Logika Fuzzy, terdapat 4 
aturan yang akan diterapkan pada algoritma Fuzzy Kalman Filter. Berikut adalah 
algoritma Fuzzy Kalman Filter : 
1. Rule – 1 : 
 Model sistem dan model pengukuran 
𝑥𝑘+1
1 = 𝐴1𝑥𝑘 + 𝐵𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
dengan, 
𝐴1 =
[
 
 
 
 1 − 𝑎1 − 𝑎2𝑒
− 
𝑑
𝑇𝑘
−
𝐶𝐴𝑘
− 0 0
𝑏1𝑒
− 
𝑑
𝑇𝑘
−
𝐶𝐴𝑘
− 1 − 𝑎1 − 𝑏2 𝑏2
0 𝑐1 1 − 𝑐2 − 𝑐1]
 
 
 
 
 
 Inisialisasi 
diberikan inisialisasi awal yaitu : 
?̂?0 = ?̅?0   ;    𝑃0 = 𝑃𝑥0 
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dengan ?̅?0 = [𝐶𝐴0, 𝑇0, 𝑇𝑗0]
𝑇
 dan 𝑃𝑥0 = [
𝑃1 0 0
0 𝑃2 0
0 0 𝑃3
] 
 Tahap prediksi (time update) 
Pada tahap prediksi dihitung kovarian error dan estimasi melalui model 
sistem yaitu, 
kovarian error : 𝑃𝑘+1
−1 = 𝐴𝑘
1𝑃𝑘
1(𝐴𝑘
1)𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘
𝑇 
estimasi   : ?̂?𝑘+1
−1 = 𝐴𝑘
1 ?̂?𝑘
1 + 𝐵𝑘𝑢𝑘 
 Tahap koreksi (measurement update) 
Pada tahap koreksi dihitung Kalman gain, kovarian error dan estimasi 
melalui model pengukuran sebagai berikut  
Kalman Gain : 𝐾𝑘+1
1 = 𝑃𝑘+1
−1 𝐻𝑘+1
𝑇 (𝐻𝑘+1𝑃𝑘+1
−1 𝐻𝑘+1
𝑇 + 𝑅𝑘+1)
−1
 
Kovarian error : 𝑃𝑘+1
1 = (𝐼 − 𝐾𝑘+1
1 𝐻𝑘+1)𝑃𝑘+1
−1  
Estimasi   : ?̂?𝑘+1
1 = ?̂?𝑘+1
−1 + 𝐾𝑘+1
1 (𝑧𝑘+1 − 𝐻𝑘+1?̂?𝑘+1
−1 ) 
 
2. Rule – 2 : 
 Model sistem dan model pengukuran 
𝑥𝑘+1
2 = 𝐴2𝑥𝑘 + 𝐵𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
dengan, 
𝐴2 =
[
 
 
 
 1 − 𝑎1 − 𝑎2𝑒
− 
𝑑
𝑇𝑘
+
𝐶𝐴𝑘
− 0 0
𝑏1𝑒
− 
𝑑
𝑇𝑘
+
𝐶𝐴𝑘
− 1 − 𝑎1 − 𝑏2 𝑏2
0 𝑐1 1 − 𝑐2 − 𝑐1]
 
 
 
 
 
 Inisialisasi 
diberikan inisialisasi awal yaitu : 
?̂?0 = ?̅?0   ;    𝑃0 = 𝑃𝑥0 
dengan ?̅?0 = [𝐶𝐴0, 𝑇0, 𝑇𝑗0]
𝑇
 dan 𝑃𝑥0 = [
𝑃1 0 0
0 𝑃2 0
0 0 𝑃3
] 
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 Tahap prediksi (time update) 
Pada tahap prediksi dihitung kovarian error dan estimasi melalui model 
sistem yaitu, 
kovarian error : 𝑃𝑘+1
−2 = 𝐴𝑘
2𝑃𝑘
2(𝐴𝑘
2)𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘
𝑇 
estimasi   : ?̂?𝑘+1
−2 = 𝐴𝑘
2 ?̂?𝑘
2 + 𝐵𝑘𝑢𝑘 
 Tahap koreksi (measurement update) 
Pada tahap koreksi dihitung Kalman gain, kovarian error dan estimasi 
melalui model pengukuran sebagai berikut : 
Kalman Gain : 𝐾𝑘+1
2 = 𝑃𝑘+1
−2 𝐻𝑘+1
𝑇 (𝐻𝑘+1𝑃𝑘+1
−2 𝐻𝑘+1
𝑇 + 𝑅𝑘+1)
−1
 
Kovarian error : 𝑃𝑘+1
2 = (𝐼 − 𝐾𝑘+1
2 𝐻𝑘+1)𝑃𝑘+1
−2  
Estimasi   : ?̂?𝑘+1
2 = ?̂?𝑘+1
−2 + 𝐾𝑘+1
2 (𝑧𝑘+1 − 𝐻𝑘+1?̂?𝑘+1
−2 ) 
 
3. Rule – 3 : 
 Model sistem dan model pengukuran 
𝑥𝑘+1
3 = 𝐴3𝑥𝑘 + 𝐵𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
dengan, 
𝐴3 =
[
 
 
 
 1 − 𝑎1 − 𝑎2𝑒
− 
𝑑
𝑇𝑘
−
𝐶𝐴𝑘
+ 0 0
𝑏1𝑒
− 
𝑑
𝑇𝑘
−
𝐶𝐴𝑘
+ 1 − 𝑎1 − 𝑏2 𝑏2
0 𝑐1 1 − 𝑐2 − 𝑐1]
 
 
 
 
 
 
 Inisialisasi 
diberikan inisialisasi awal yaitu : 
?̂?0 = ?̅?0   ;    𝑃0 = 𝑃𝑥0 
dengan ?̅?0 = [𝐶𝐴0, 𝑇0, 𝑇𝑗0]
𝑇
 dan 𝑃𝑥0 = [
𝑃1 0 0
0 𝑃2 0
0 0 𝑃3
] 
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 Tahap prediksi (time update) 
Pada tahap prediksi dihitung kovarian error dan estimasi melalui model 
sistem yaitu, 
kovarian error : 𝑃𝑘+1
−3 = 𝐴𝑘
3𝑃𝑘
3(𝐴𝑘
3)𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘
𝑇 
estimasi   : ?̂?𝑘+1
−3 = 𝐴𝑘
3 ?̂?𝑘
3 + 𝐵𝑘𝑢𝑘 
 Tahap koreksi (measurement update) 
Pada tahap koreksi dihitung Kalman gain, kovarian error dan estimasi 
melalui model pengukuran sebagai berikut  
Kalman Gain : 𝐾𝑘+1
3 = 𝑃𝑘+1
−3 𝐻𝑘+1
𝑇 (𝐻𝑘+1𝑃𝑘+1
−3 𝐻𝑘+1
𝑇 + 𝑅𝑘+1)
−1
 
Kovarian error : 𝑃𝑘+1
3 = (𝐼 − 𝐾𝑘+1
3 𝐻𝑘+1)𝑃𝑘+1
−3  
Estimasi   : ?̂?𝑘+1
3 = ?̂?𝑘+1
−3 + 𝐾𝑘+1
3 (𝑧𝑘+1 − 𝐻𝑘+1?̂?𝑘+1
−3 ) 
 
4. Rule – 4 : 
 Model sistem dan model pengukuran 
𝑥𝑘+1
4 = 𝐴4𝑥𝑘 + 𝐵𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
dengan,  
𝐴4 =
[
 
 
 
 1 − 𝑎1 − 𝑎2𝑒
− 
𝑑
𝑇𝑘
+
𝐶𝐴𝑘
+ 0 0
𝑏1𝑒
− 
𝑑
𝑇𝑘
+
𝐶𝐴𝑘
+ 1 − 𝑎1 − 𝑏2 𝑏2
0 𝑐1 1 − 𝑐2 − 𝑐1]
 
 
 
 
 
 Inisialisasi 
diberikan inisialisasi awal yaitu : 
?̂?0 = ?̅?0   ;    𝑃0 = 𝑃𝑥0 
dengan ?̅?0 = [𝐶𝐴0, 𝑇0, 𝑇𝑗0]
𝑇
 dan 𝑃𝑥0 = [
𝑃1 0 0
0 𝑃2 0
0 0 𝑃3
] 
 Tahap prediksi (time update) 
Pada tahap prediksi dihitung kovarian error dan estimasi melalui model 
sistem yaitu  
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kovarian error : 𝑃𝑘+1
−4 = 𝐴𝑘
4𝑃𝑘
4(𝐴𝑘
4)𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘
𝑇 
estimasi   : ?̂?𝑘+1
−4 = 𝐴𝑘
4 ?̂?𝑘
4 + 𝐵𝑘𝑢𝑘 
 Tahap koreksi (measurement update) 
Pada tahap koreksi dihitung Kalman gain, kovarian error dan estimasi 
melalui model pengukuran sebagai berikut  
Kalman Gain : 𝐾𝑘+1
4 = 𝑃𝑘+1
−4 𝐻𝑘+1
𝑇 (𝐻𝑘+1𝑃𝑘+1
−4 𝐻𝑘+1
𝑇 + 𝑅𝑘+1)
−1
 
Kovarian error : 𝑃𝑘+1
4 = (𝐼 − 𝐾𝑘+1
4 𝐻𝑘+1)𝑃𝑘+1
−4  
Estimasi   : ?̂?𝑘+1
4 = ?̂?𝑘+1
−4 + 𝐾𝑘+1
4 (𝑧𝑘+1 − 𝐻𝑘+1?̂?𝑘+1
−4 ) 
 
4.2.4 Defuzzifikasi 
Proses defuzzifikasi merupakan proses filter untuk mendapatkan hasil estimasi 
secara keseluruhan dengan aturan – aturan yang terbentuk. Setelah masing – 
masing aturan melalui tahap koreksi, selanjutnya akan diproses secara 
keseluruhan sesuai 4 aturan tersebut. Hasil estimasi diperoleh sebagai berikut : 
?̂?𝑘+1
𝑖 =
[
 
 
 
 
?̂?𝑘+1
1
?̂?𝑘+1
2
?̂?𝑘+1
3
?̂?𝑘+1
4 ]
 
 
 
 
 
Berdasarkan rumus bobot rata-rata, diperoleh : 
?̂?𝑘+1 =
𝜌1?̂?𝑘+1
1 + 𝜌2?̂?𝑘+1
2 + 𝜌3?̂?𝑘+1
3 + 𝜌4?̂?𝑘+1
4
𝜌1 + 𝜌2 + 𝜌3 + 𝜌4
 
nilai dari masing – masing 𝜌1, 𝜌2, 𝜌3, 𝜌4 diperoleh dari kombinasi fungsi 
keanggotaan sesuai aturan (rule) sebagai berikut : 
𝜌1 = 𝜇𝐶𝐴 𝑚𝑖𝑛(𝐶𝐴). 𝜇𝑇𝑚𝑖𝑛(𝑇) 
𝜌2 = 𝜇𝐶𝐴 𝑚𝑖𝑛(𝐶𝐴). 𝜇𝑇𝑚𝑎𝑥(𝑇) 
𝜌3 = 𝜇𝐶𝐴 𝑚𝑎𝑥(𝐶𝐴). 𝜇𝑇𝑚𝑖𝑛(𝑇) 
𝜌4 = 𝜇𝐶𝐴 𝑚𝑎𝑥(𝐶𝐴). 𝜇𝑇𝑚𝑎𝑥(𝑇) 
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Nilai estimasi pada waktu ke–(k+1) akan kembali diproses melalui tahap prediksi 
dan koreksi hingga diperoleh nilai estimasi akhir sesuai waktu yang ditentukan. 
 
4.3 Implementasi Extended Kalman Filter 
Estimasi variabel keadaan Non-Isothermal CSTR dengan menggunakan 
metode Extended Kalman Filter (EKF) memerlukan sistem diskrit yang linear. 
Sedangkan sistem diskrit pada persamaan 4.6 berupa sistem nonlinear, sehingga 
digunakan sistem diskrit Non-Isothermal CSTR yang telah dilinearkan yaitu 
persamaan 4.4. Berikut adalah algoritma dari metode EKF : 
 Model sistem dan model pengukuran 
𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘) + 𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
 
 Inisialisasi 
Pada tahap ini diberikan inisialisasi awal untuk estimasi awal (?̂?0)dan 
kovarian awal (𝑃0) yaitu 
𝑃0 = 𝑃𝑥0  ;  ?̂?0 = ?̅?0 
dengan ?̅?0 = [𝐶𝐴0 𝑇0 𝑇𝑗0]
𝑇 dan 𝑃𝑥0 merupakan matriks diagonal dengan 
ukuran 3×3, yaitu 
𝑃𝑥0 = [
𝑃1 0 0
0 𝑃2 0
0 0 𝑃3
] 
 Tahap Prediksi (time update) 
Pada tahap prediksi dihitung kovarian error dan estimasi melalui model 
sistem yaitu, 
kovariansi error  : 𝑃𝑘+1
− = 𝑨𝑃𝑘𝑨
𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘
𝑇 
dengan 𝑨 adalah matriks Jacobi pada persamaan 4.6. 
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estimasi   : ?̂?𝑘+1
− = 𝑓(?̂?𝑘 , 𝑢𝑘) 
 Tahap Koreksi (measurement update) 
Pada tahap koreksi dihitung Kalman gain, kovarian error dan estimasi melalui 
model pengukuran yaitu, 
Kalman Gain  : 𝐾𝑘+1 = 𝑃𝑘+1
− 𝐻𝑇(𝐻𝑃𝑘+1
− 𝐻𝑇 + 𝑅𝑘+1)
−1 
Kovariansi Error : 𝑃𝑘+1 = (𝐼 − 𝐾𝑘+1𝐻)𝑃𝑘+1
−  
Estimasi   : ?̂?𝑘+1 = ?̂?𝑘+1
− + 𝐾𝑘+1(𝑧𝑘+1 − 𝐻?̂?𝑘+1
− ) 
Nilai estimasi pada waktu ke – (k+1) akan kembali diproses melalui tahap prediksi 
dan koreksi hingga diperoleh nilai estimasi akhir sesuai waktu yang ditentukan 
 
4.4 Implementasi Ensemble Kalman Filter 
Hasil estimasi variabel keadaan dari model Non-Isothermal CSTR dengan 
menggunakan metode Ensemble Kalman Filter merupakan penelitian sebelumnya 
oleh Baihaqi (2009). Penelitian tersebut membandingkan antara metode EnKF dan 
metode UKF dalam mengestimasi variabel keadaan Non-Isothermal CSTR. 
Berikut tersaji algoritma EnKF untuk mengestimasi variabel keadaan Non-
Isothermal CSTR : 
 
 Model sistem dan model pengukuran 
𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 
𝑥0~𝑁(?̅?0, 𝑃𝑥0);𝑤𝑘~𝑁(0, 𝑄𝑘); 𝑣𝑘~𝑁(0, 𝑅𝑘) 
 Inisialisasi 
Inisialisasi nilai awal dari ?̂?0 diperoleh dengan membangkitkan sejumlah N–
ensemble terhadap nilai tebakan awal ?̅?0. Pembangkitan tersebut dilakukan 
dengan memberikan noise sistem terhadap tebakan awal sejumlah N–
ensemble. 
𝑥0,𝑖 = [
𝐶𝐴0
𝑇0
𝑇𝑗0
] + [
𝑤1,𝑖
𝑤2,𝑖
𝑤3,𝑖
] ; 𝑖 = 1,2,3, … ,𝑁 
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hasil pembangkitan menghasilkan suatu matriks 𝑥0,𝑖 berukuran 3×𝑁, sebagai 
berikut : 
𝑥0,𝑖 = [𝑥0,1 𝑥0,2 … 𝑥0,𝑁] 
𝑥0,𝑖 = [
𝐶𝐴0 + 𝑤1,1 𝐶𝐴0 + 𝑤1,2 … 𝐶𝐴0 + 𝑤1,𝑁
𝑇0 + 𝑤1,1 𝑇0 + 𝑤1,2 … 𝑇0 + 𝑤1,𝑁
𝑇𝑗0 +𝑤1,1 𝑇𝑗0 + 𝑤1,2 … 𝑇𝑗0 + 𝑤1,𝑁
] 
selanjutnya menghitung rata – ratanilai setiap variabel keadaan dari hasil 
pembangkitan tersebut. 
?̂?0 =
1
𝑛
∑𝑥0,𝑖
𝑛
𝑖=1
= [
?̂?𝐴0
?̂?0
?̂?𝑗0
] 
sehingga diperoleh nilai ?̂?0 yang selanjutnya akan digunakan dalam langkah 
selanjutnya yaitu tahap prediksi. 
 Tahap Prediksi (time update) 
Pada tahap prediksi langkah awal yang dilakukan adalah membangkitkan N–
ensemble untuk menghitung nilai prediksi dari variabel keadaan dengan 
menambahkan noise sistem 𝑤𝑘,𝑖~𝑁(0, 𝑄𝑘) sebagai berikut : 
?̂?𝑘,𝑖
− = 𝑓(?̂?𝑘−1, 𝑢𝑘−1) + 𝑤𝑘,𝑖 
= [
?̂?𝐴,𝑘−1
?̂?𝑘−1
?̂?𝑗,𝑘−1
] + [
𝑤1,𝑖
𝑤2,𝑖
𝑤3,𝑖
] = [
?̂?𝐴,𝑘−1 + 𝑤1,𝑖
?̂?𝑘−1 + 𝑤2,𝑖
?̂?𝑗,𝑘−1 + 𝑤3,𝑖
] ; 𝑖 = 1,2,3, … ,𝑁 
Nilai estimasi pada tahap prediksi diperoleh dari rata-rata nilai setiap state, 
yaitu : 
?̂?𝑘
− =
1
𝑁
∑?̂?𝑘,𝑖
−
𝑁
𝑖=1
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?̂?𝑘
− =
1
𝑁
[
 
 
 
 
 
 
 
 
∑?̂?𝐴,𝑘−1 + 𝑤1,𝑖
𝑁
𝑖=1
∑?̂?𝑘−1 +𝑤1,𝑖
𝑁
𝑖=1
∑?̂?𝑗,𝑘−1 + 𝑤1,𝑖
𝑁
𝑖=1 ]
 
 
 
 
 
 
 
 
= [
?̂?𝐴,𝑘
−
?̂?𝑘
−
?̂?𝑗,𝑘
−
] 
Setelah didapatkan nilai estimasi pada tahap prediksi, langkah selanjutnya 
adalah menghitung nilai error estimasi. Nilai error estimasi diperoleh melalui 
penghitungan selisih antara nilai prediksi dengan rata – rata estimasi. 
Misalkan error tersebut disimbolkan dengan ?̃?, 
?̃? = (?̂?𝑘,𝑖
− − ?̂?𝑘
−) 
maka diperoleh kovariansi error pada tahap prediksi yaitu, 
𝑃𝑘
− =
1
𝑁 − 1
∑?̃??̃?𝑇
𝑁
𝑖=1
 
 Tahap Koreksi (measurement update) 
Pada tahap koreksi dilakukan duplikasi data pengukuran sistem real 𝑧𝑘 pada 
persamaan 4.6 dengan menambahkan noise pengukuran. Hal ini merupakan 
pembangkitan N–ensemble terhadap data pengukuran 
𝑧𝑘,𝑖 = 𝑧𝑘 + 𝑣𝑘,𝑖 
dengan 𝑣𝑘,𝑖~𝑁(0, 𝑅𝑘) adalah ensemble dari noise pengukuran. Selanjutnya 
akan dihitung Kalman Gain, 
𝐾𝑘 = 𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘
−𝐻𝑇 + 𝑅𝑘)
−1 
dengan 𝑃𝑘
− adalah kovarian error yang diperoleh dari tahap prediksi dan 𝑅𝑘 
adalah kovarian pada noise pengukuan. Nilai estimasi pada tahap koreksi 
dihitung menggunakan persamaan sebagai berikut : 
?̂?𝑘,𝑖 = ?̂?𝑘,𝑖
− + 𝐾𝑘(𝑧𝑘,𝑖 − 𝐻?̂?𝑘,𝑖
− ) 
Setelah diperoleh nilai estimasi pada tahap koreksi, langkah selanjutnya 
adalah menghitung nilai rata – rata hasil estimasi yaitu, 
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?̂?𝑘 =
1
𝑁
∑?̂?𝑘,𝑖
𝑁
𝑖=1
 
Nilai rata – rata tersebut yang digunakan untuk membandingkan hasil estimasi 
dari metode EnKF dengan nilai sebenarnya. Kovariansi error pada tahap 
koreksi ini dihitung dengan menggunakan persamaan berikut. 
𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘
− 
Nilai estimasi pada waktu ke – k akan kembali diproses melalui tahap prediksi 
dan koreksi hingga diperoleh nilai estimasi akhir sesuai waktu yang 
ditentukan. 
 
4.5 Simulasi 
Simulasi dilakukan dengan menerapkan metode FKF, EKF, dan EnKF 
untuk mengestimasi variabel keadaan pada Non-Isothermal CSTR yaitu 
konsentrasi reaktan (𝐶𝐴), temperatur tangki (𝑇), dan temperatur cooling jacket 
(𝑇𝑗) yang telah didiskritkan dengan ∆𝑡 = 0,01. Adapun parameter proses yang 
digunakan tersaji pada Tabel 4.1. Simulasi dijalankan dengan memberikan nilai 
awal 𝐶𝐴(0) = 1 𝑚𝑜𝑙/𝐿, 𝑇(0) = 275𝐾, dan 𝑇𝑗(0) = 250𝐾. Hasil simulasi dari 
ketiga metode akan dibandingkan dari segi akurasi hasil estimasi dan waktu 
komputasi. Akurasi hasil estimasi dapat ditinjau dari nilai Root Mean Square 
Error (RMSE) masing – masing metode. 
Penelitian ini menggunakan error model pada variabel fuzzy sebesar 50% 
dari kondisi awal. Berikut ini adalah anggota dari variabel fuzzy : 
𝐶𝐴 ∈ [𝐶𝐴0 − 50%𝐶𝐴0, 𝐶𝐴0 + 50%𝐶𝐴0] 
𝑇 ∈ [𝑇0 − 50%𝑇0, 𝑇0 + 50%𝑇0] 
sehingga diperoleh, 
𝐶𝐴
− = 0,5𝐶𝐴0 ;  𝐶𝐴
+ = 1,5𝐶𝐴0 
𝑇− = 0,5𝑇0 ;  𝑇
+ = 1,5𝑇0 
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Dan juga diberikan nilai kovarian model, kovarian dari noise sistem dan 
kovarian dari noise pengukuran masing – masing yaitu sebagai berikut: 
kovarian model : 
𝑃𝑥0 = [
𝑃1 0 0
0 𝑃2 0
0 0 𝑃3
] 
dimana nilai – nilai varians P yang digunakan untuk simulasi yaitu, 
𝑃1 = 0,05 
𝑃2 = 0,5 
𝑃3 = 0,5 
kovarian noise sistem : 
𝑄𝑘 = [
𝑄1 0 0
0 𝑄2 0
0 0 𝑄3
] 
dimana nilai – nilai varians Q yang digunakan untuk simulasi yaitu, 
𝑄1 = 0.0001 
𝑄2 = 0.01 
𝑄3 = 0.01 
kovarian noise pengukuran, 
𝑅𝑘 = [
𝑅1 0
0 𝑅2
] 
dimana nilai – nilai varians Q yang digunakan untuk simulasi yaitu, 
𝑅1 = 0.0001 
𝑅2 = 0.01 
 
Pada simulasi ini akan dibahas untuk beberapa kasus dengan data 
pengukuran yang berbeda. Untuk metode EnKF juga akan digunakan beberapa 
nilai ensemble yang berbeda, yaitu 50, 100, dan 200. 
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4.5.1 Kasus 1 
Simulasi pada kasus pertama adalah menggunakan matriks pengukuran 𝐻 =
[
1 0 0
0 1 0
] yang artinya mengestimasi variabel keadaan Non-Isothermal CSTR 
berdasarkan data pengukuran konsentrasi reaktan (𝐶𝐴) dan temperatur tangki (𝑇). 
Simulasi dilakukan dengan running sebanyak 10 kali kemudian diambil nilai rata-
rata dari sepuluh running tersebut. 
Hasil estimasi variabel keadaan Non-Isothermal CSTR dengan metode FKF, 
EKF, dan EnKF menggunakan data pengukuran 𝐶𝐴 dan 𝑇 tersaji pada Gambar 4.5 
– 4.7. Grafik hasil estimasi konsentrasi reaktan (𝐶𝐴), temperatur tangki (𝑇), dan 
temperatur cooling jacket (𝑇𝑗) menggunakan ketiga metode tersebut mendekati 
nilai real. Perilaku grafik estimasi 𝑇 turun dari temperatur awal sedangkan grafik 
estimasi 𝑇𝑗 naik dari temperatur awalnya. Hal ini berkaitan dengan keadaan real 
yaitu cooling jacket berfungsi sebagai penyeimbang temperatur tangki agar kalor 
yang dihasilkan dari proses reaksi tidak berpindah ke lingkungan. 
Grafik error estimasi untuk ketiga variabel yaitu 𝐶𝐴, 𝑇, dan 𝑇𝑗 tersaji pada 
Gambar 4.8 – 4.10. Grafik error estimasi untuk variabel 𝑇𝑗 menunjukkan bahwa 
estimasi menggunakan metode EnKF menghasilkan error estimasi terbesar. 
Namun pada grafik error estimasi untuk variabel 𝐶𝐴 dan 𝑇 tidak terlihat jelas. Hal 
ini dapat diamati dengan data nilai Root Mean Square Error (RMSE) yang 
ditunjukkan pada Tabel 4.2. Nilai RMSE menunjukkan bahwa hasil estimasi 
untuk semua variabel keadaan menggunakan metode EnKF dipengaruhi oleh 
ensemble yang dibangkitkan. Semakin banyak ensemble yang dibangkitkan, nilai 
RMSE relatif semakin kecil. Nilai RMSE terkecil untuk metode EnKF terjadi 
pada pembangkitan ensemble 200. Akan tetapi banyaknya ensemble 
mempengaruhi waktu komputasi, semakin banyak ensemble yang dibangkitkan 
semakin banyak waktu komputasi yang dibutuhkan. 
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Tabel 4.2 Nilai RMSE dan Waktu Komputasi dari Metode EnKF, FKF, dan EKF ; 
H=[1 0 0; 0 1 0] 
Var. 
RMSE Waktu 
Komputasi Ne. Var. RMSE 
EnKF 
Waktu 
Komputasi FKF EKF FKF EKF 
𝐶𝐴 0.002474 0.002479 0.333 0.305 50 𝐶𝐴 0.00279 2.762 
𝑇 0.025347 0.025366 𝑇 0.02716 
𝑇𝑗 0.083985 0.085373 𝑇𝑗 0.13745 
     100 𝐶𝐴 0.02556 4.478 
     𝑇 0.02686 
     𝑇𝑗 0.11399 
     200 𝐶𝐴 0.00240 8.059 
     𝑇 0.02496 
     𝑇𝑗 0.09725 
 
 
 
Gambar 4.5 Grafik Estimasi Konsentrasi Reaktan (CA) ; H=[1 0 0; 0 1 0] 
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Gambar 4.6 Grafik Estimasi Temperatur Tangki (T) ; H=[1 0 0; 0 1 0] 
 
Gambar 4.7 Grafik Estimasi Temperatur Cooling Jacket (Tj) ; H=[1 0 0; 0 1 0] 
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Gambar 4.8 Grafik Error Estimasi Konsentrasi Reaktan (CA) ; H=[1 0 0; 0 1 0] 
 
Gambar 4.9 Grafik Error Temperatur Tangki (T) ; H=[1 0 0; 0 1 0] 
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Gambar 4.10 Grafik Error Estimasi Temperatur Cooling Jacket (Tj) ; H=[1 0 0; 0 1 0] 
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berdasarkan data pengukuran konsentrasi reaktan (𝐶𝐴). Simulasi dilakukan 
dengan running sebanyak 10 kali kemudian diambil nilai rata – rata dari sepuluh 
running tersebut. 
Hasil estimasi konsentrasi reaktan (𝐶𝐴), temperatur tangki (𝑇), dan 
temperatur cooling jacket (𝑇𝑗) dengan metode FKF, EKF, dan EnKF 
menggunakan data pengukuran 𝐶𝐴 tersaji pada Gambar 4.11 – 4.13. Grafik hasil 
estimasi untuk variabel 𝑇 menunjukkan bahwa perilaku grafik metode FKF 
cenderung lebih menjauhi nilai real dibandingkan metode EnKF dan EKF. Hal ini 
dipengaruhi oleh data pengukuran yang digunakan. Sedangkan grafik hasil 
estimasi untuk variabel 𝐶𝐴 dan 𝑇𝑗 mendekati nilai real untuk ketiga metode, 
namun dari grafik tidak terlihat jelas metode mana yang lebih akurat. 
 
 
Gambar 4.11 Grafik estimasi konsentrasi reaktan (CA) ; H=[1 0 0] 
0 10 20 30 40 50 60 70 80 90 100
0.985
0.99
0.995
1
1.005
1.01
1.015
1.02
1.025
1.03
1.035
Estimasi Konsentrasi Reaktan
k
o
n
s
e
n
tr
a
s
i 
N
a
2
S
2
O
3
iterasi ke-k
 
 
Real
Fuzzy Kalman Filter
Extended Kalman Filter
Ensemble Kalman Filter
54 
 
 
Gambar 4.12 Grafik estimasi temperatur tangki (T) ; H=[1 0 0] 
 
Gambar 4.13 Grafik estimasi temperatur cooling jacket (Tj) ; H=[1 0 0] 
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Gambar 4.14 Grafik error estimasi konsentrasi reaktan (CA) ; H=[1 0 0] 
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pengambilan ensemble 50, 100, dan 200 mempengaruhi nilai RMSE dan waktu 
komputasi. Semakin banyak ensemble yang dibangkitkan, nilai RMSE semakin 
kecil namun waktu komputasi yang dibutuhkan semakin banyak.  
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Gambar 4.15 Grafik error estimasi temperatur tangki (T); H=[1 0 0] 
 
 
Gambar 4.16 Grafik error estimasi temperatur cooling jacket (Tj) ; H=[1 0 0] 
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Tabel 4.3 Nilai RMSE dan Waktu Komputasi metode FKF, EKF, dan EnKF ; H=[1 0 0] 
Var. 
RMSE Waktu 
Komputasi Ne. 
Var
. 
RMSE 
EnKF 
Waktu 
Komp. FKF EKF FKF EKF 
𝐶𝐴 0.0024813 0.002483 0.325 0.247 50 𝐶𝐴 0.00272 2.315 
𝑇 0.3478689 0.141390 𝑇 0.17351 
𝑇𝑗 0.1037219 0.138456 𝑇𝑗 0.12720 
     100 𝐶𝐴 0.00275 3.905 
     𝑇 0.17653 
     𝑇𝑗 0.12286 
     200 𝐶𝐴 0.00254 7.050 
     𝑇 0.15814 
     𝑇𝑗 0.15392 
 
Estimasi variabel 𝐶𝐴 dengan metode FKF menghasilkan nilai RMSE 0,07% 
lebih kecil dari nilai RMSE metode EKF dan 2,31% lebih kecil dari nilai RMSE 
metode EnKF dengan ensemble 200. Estimasi variabel 𝑇 dengan metode FKF 
menghasilkan RMSE 59,35 % lebih besar daripada RMSE metode EKF dan 
54,54% lebih besar dari RMSE metode EnKF dengan ensemble 200. Sedangkan 
estimasi variabel 𝑇𝑗 menggunakan metode FKF menghasilkan RMSE 25,08% 
lebih kecil dari RMSE metode EKF dan 32,6% lebih kecil dari nilai RMSE 
metode EnKF dengan ensemble 200. Waktu komputasi metode EKF 24% lebih 
cepat dari waktu komputasi metode FKF dan 96% lebih cepat dari waktu 
komputasi metode EnKF dengan ensemble 200. 
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BAB 5   
PENUTUP 
 
Pada bab ini, diberikan kesimpulan yang diperoleh dari Tesis ini serta saran 
untuk penelitian selanjutnya. 
5.1 Kesimpulan 
Berdasarkan hasil analisis dan pembahasan pada bab sebelumnya, dapat 
disimpulkan beberapa hal sebagai berikut: 
1. Metode FKF, EKF, dan EnKF dengan data pengukuran 𝐶𝐴 dan 𝑇 maupun 
dengan data pengukuran 𝐶𝐴 dapat digunakan untuk mengestimasi variabel 
keadaan dari Non-Isothermal CSTR. Hal ini berdasarkannilai Root Mean 
Square Error (RMSE) hasil estimasi yang relatif kecil. 
2. Hasil estimasi menggunakan data pengukuran 𝐶𝐴 dan 𝑇 lebih akurat 
dibandingkan dengan menggunakan data pengukuran 𝐶𝐴. Hal ini 
berdasarkan nilai RMSE hasil estimasi menggunakan data pengukuran 𝐶𝐴 
dan 𝑇 yang relatif lebih kecil dari nilai RMSE hasil estimasi menggunakan 
data pengukuran 𝐶𝐴. 
3. Berdasarkan akurasi hasil estimasi, metode EnKF dengan ensemble 200 
lebih akurat dari metode FKF dan EKF untuk variabel 𝐶𝐴 dan 𝑇. 
Sedangkan untuk estimasi variabel 𝑇𝑗 metode FKF lebih akurat dari 
metode EKF dan EnKF. Nilai RMSE variabel 𝐶𝐴 menggunakan metode 
EnKF 2,9% lebih kecil dari metode FKF dan 3,1% lebih kecil dari metode 
EKF. Nilai RMSE variabel 𝑇 menggunakan metode EnKF 1,52% lebih 
kecil dari metode FKF dan 1,6% lebih kecil dari metode EKF. Sedangkan 
nilai RMSE variabel 𝑇𝑗 menggunakan metode FKF 1,62% lebih kecil dari 
metode EKF dan 13,6% lebih kecil dari metode EnKF. 
4. Berdasarkan waktu komputasi, metode EKF lebih baik dari metode EKF 
dan EnKF. Waktu komputasi metode EKF 8,4% lebih cepat dari waktu 
komputasi metode FKF dan 96% lebih cepat dari metode EnKF dengan 
ensemble 200. 
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5.2 Saran 
Pada penelitian ini, permasalahan yang dibahas masih jauh dari sempurna. 
Sehingga untuk memperbaiki penelitian dapat dilakukan saran berikut: 
1. Hasil estimasi variabel pada Non-Isothermal CSTR untuk 
selanjutnya diterapkan untuk mencari konversi reaksi sehingga dapat 
mengetahui apakah reaksi berjalan dengan baik.  
2. Estimasi menggunakan metode FKF pada model Non-Isothermal 
CSTR mempunyai kemiripan hasil dengan metode EKF. Oleh 
karena itu, untuk penelitian selanjutnya dapat melakukan kombinasi 
metode Logika Fuzzy dan Extended Kalman Filter. 
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LAMPIRAN A 
Source Code 
 
 
Program untuk estimasi variabel keadaan pada Non-Isothermal Continuous 
Stirred Tank Reactor menggunakan metode Fuzzy Kalman Filter, Extended 
Kalman Filter, dan Ensemble Kalman Filter adalah sebagai berikut : 
clear all; 
clc; 
format long 
  
%data awal 
Ca(1)=1; T(1)=275; Tj(1)=250; 
Ca0=1; T0=275; Tj0=250; 
Ca_f=1; T_f=275; Tj_f=250; 
  
%parameter-parameter 
kt=100; deltat=0.01; 
a11=0.02*deltat;a22=1.37*10^12*deltat; 
b11=5.5*deltat;b33=1946.1144*10^11*deltat;b44=0.0476*deltat; 
c11=12.5*deltat;c22=0.05*deltat;c33=0.4762*deltat; 
  
H=zeros(2,3); 
H(1,1)=1; 
H(2,2)=0; 
  
Q1=0.000001; 
Q2=0.000001; 
Q3=0.000001; 
Q=[Q1 0 0;0 Q2 0;0 0 Q3]; 
  
R1=0.000001; 
R2=0.000001; 
R=[R1 0;0 R2]; 
  
ensemble=50; 
  
%parameter-parameter 
k=100; deltat=0.01; 
a1=0.02*deltat;a2=1.37*10^12*deltat;b1=1.9461144*10^14*deltat; 
b2=1-0.067*deltat;b3=0.0476*deltat;b4=0.4762*deltat; 
c1=1-0.526*deltat;c2=0.05*deltat; 
Cain=1;Tin=275;Tjin=250; 
  
%model sistem 
G=[1 0 0;0 1 0;0 0 1]; 
uk=[Cain;Tin;Tjin]; 
  
%inisialisasi 
x0=[Ca0;T0;Tj0]; 
Ca_re=Ca0;T_re=T0;Tj_re=Tj0; 
Ca_ekf=Ca0;T_ekf=T0;Tj_ekf=Tj0; 
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Ca_fkf=Ca0;T_fkf=T0;Tj_fkf=Tj0; 
x_re0=x0;x_rea=x0;z0=[0;0];z_re0=[0;0]; 
xcor_1=x0;xcor_2=x0;xcor_3=x0;xcor_4=x0; 
xcoro_ekf=x0;xcor_ekf=x0; 
xcor_ekf(:,:,1)=x0; 
xcor_fkf(:,:,1)=x0; 
xcoro_1=x0;xcoro_2=x0;xcoro_3=x0;xcoro_4=x0;xcoro_fkf=x0; 
  
P0=[0.1 0 0;0 0.05 0;0 0 0.000005]; 
Pcor_ekf=P0; 
Pcor_1=P0;Pcor_2=P0;Pcor_3=P0;Pcor_4=P0; 
error_ekf1=0;error_ekf2=0;error_ekf3=0; 
error_enkf1=0;error_enkf2=0;error_enkf3=0; 
error_fkf1=0;error_fkf2=0;error_fkf3=0; 
MSE_ekf1=0;MSE_ekf2=0;MSE_ekf3=0; 
MSE_enkf1=0;MSE_enkf2=0;MSE_enkf3=0; 
MSE_fkf1=0;MSE_fkf2=0;MSE_fkf3=0; 
 
%================================================================= 
  
% SISTEM REAL 
tic; 
for j=1:10 
    running=j; 
    for i=1:kt 
        A_re=[1-a1-(a2*exp(-9204.998/T_re)*Ca_re) 0 0; b1*exp(-
9204.998/T_re)*Ca_re b2 b3;0 b4 c1]; 
        B_re=[a1 0 0;0 a1 0;0 0 c2]; 
        x_re=A_re*x_re0+B_re*uk+G*sqrt(Q)*randn(3,1); 
        z=H*x_re+sqrt(R)*randn(2,1); 
        x_re0=x_re;x_retot=[x_rea x_re]; 
        x_rea=x_retot; 
        z_retot=[z0 z];z0=z_retot; 
        Ca_re=x_re(1,:);T_re=x_re(2,:);Tj_re=x_re(3,:); 
    end 
    Ca_re=Ca0;T_re=T0;Tj_re=Tj0; 
    x_re0=x0;x_retotal=[x_rea x_re0];x_rea=x_retotal; 
    z_retotal=[z0 z_re0];z0=z_retotal; 
    %waktu_sisre=toc; 
end 
for k=1:kt+1 
    %tic; 
    
xre(:,:,k)=(x_retot(:,k)+x_retot(:,k+kt+1)+x_retot(:,k+2*(kt+1))+x
_retot(:,k+3*(kt+1))+x_retot(:,k+4*(kt+1))+x_retot(:,k+5*(kt+1))+x
_retot(:,k+6*(kt+1))+x_retot(:,k+7*(kt+1))+x_retot(:,k+8*(kt+1))+x
_retot(:,k+9*(kt+1)))/10; 
    
zre(:,:,k)=(z_retot(:,k)+z_retot(:,k+kt+1)+z_retot(:,k+2*(kt+1))+z
_retot(:,k+3*(kt+1))+z_retot(:,k+4*(kt+1))+z_retot(:,k+5*(kt+1))+z
_retot(:,k+6*(kt+1))+z_retot(:,k+7*(kt+1))+z_retot(:,k+8*(kt+1))+z
_retot(:,k+9*(kt+1)))/10; 
     
end 
waktu_sisre=toc; 
 
%================================================================= 
67 
 
  
% EXTENDED KALMAN FILTER 
for k=1:kt 
    tic; 
    A=[1-a1-(a2*exp(-9204.998/T_ekf)*Ca_ekf) 0 0;b1*exp(-
9204.998/T_ekf)*Ca_ekf b2 b3;0 b4 c1]; 
    B=[a1 0 0;0 a1 0;0 0 c2]; 
    %tahap prediksi 
    xpre_ekf=A*xcor_ekf(:,:,k)+B*uk; 
    A_ekf=[1-0.02*deltat-(2.74*10^12*deltat*exp(-
9204.998/T_ekf)*Ca_ekf) (-126108.482*10^11*deltat*exp(-
9204.998/T_ekf)*Ca_ekf^2)/(T_ekf^2) 0;3892.23*10^11*deltat*exp(-
9204.998/T_ekf)*Ca_ekf 1-0.0676*deltat+(17.912*10^17*deltat*exp(-
9204.998/T_ekf)*Ca_ekf^2)/(T_ekf^2) 0.0476*deltat;0 0.476*deltat 
1-2.05*deltat];; 
    Ppre_ekf=A_ekf*Pcor_ekf*transpose(A_ekf)+G*Q*transpose(G); 
    %tahap koreksi 
    K_ekf=Ppre_ekf*transpose(H)*inv(H*Ppre_ekf*transpose(H)+R); 
    Pcor_ekf=(eye(3)-K_ekf*H)*Ppre_ekf; 
    xcor_ekf(:,:,k+1)=xpre_ekf+K_ekf*(zre(:,:,k+1)-H*xpre_ekf); 
    xcortot_ekf=[xcoro_ekf xcor_ekf(:,:,k+1)]; 
    xcoro_ekf=xcortot_ekf; 
    Ca_ekf=xcor_ekf(1,:,k+1); 
    T_ekf=xcor_ekf(2,:,k+1); 
    Tj_ekf=xcor_ekf(3,:,k+1); 
    % Error konsentrasi reaktan 
    error_ekf1=[error_ekf1 abs(xre(1,:,k+1)-xcor_ekf(1,:,k+1))]; 
    % Error temperatur tank 
    error_ekf2=[error_ekf2 abs(xre(2,:,k+1)-xcor_ekf(2,:,k+1))]; 
    % Error temperatur cooling jacket 
    error_ekf3=[error_ekf3 abs(xre(3,:,k+1)-xcor_ekf(3,:,k+1))]; 
    % MSE konsentrasi reaktan 
    MSE_ekf1=MSE_ekf1+(xre(1,:,k+1)-xcor_ekf(1,:,k+1))^2; 
    % MSE temperatur tank 
    MSE_ekf2=MSE_ekf2+(xre(2,:,k+1)-xcor_ekf(2,:,k+1))^2; 
    % MSE temperatur cooling jacket 
    MSE_ekf3=MSE_ekf3+(xre(3,:,k+1)-xcor_ekf(3,:,k+1))^2; 
     
end 
waktu_ekf1=toc; 
waktu_ekf=waktu_ekf1+waktu_sisre; 
    % RMSE konsentrasi reaktan 
    RMSE_ekf1=sqrt(MSE_ekf1/kt) 
    % RMSE temperatur tank 
    RMSE_ekf2=sqrt(MSE_ekf2/kt) 
    % RMSE temperatur cooling jacket 
    RMSE_ekf3=sqrt(MSE_ekf3/kt) 
 
%================================================================= 
  
% ENSEMBLE KALMAN FILTER 
%pembangkitan N-ensemble untuk x0 
tic; 
for j=1:ensemble 
     
    Ca_en_awal(j)=Ca0+normrnd(0,sqrt(0.0001),1,1); 
    T_en_awal(j)=T0+normrnd(0,sqrt(0.0001),1,1); 
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    Tj_en_awal(j)=Tj0+normrnd(0,sqrt(0.0001),1,1); 
end 
%rata-rata nilai awal untuk tahap prediksi 
Ca_topi(1)=mean(Ca_en_awal,2); 
T_topi(1)=mean(T_en_awal,2); 
Tj_topi(1)=mean(Tj_en_awal,2);  
   
for k=1:kt 
    %model sistem dan model pengukuran 
     
    Ca(k+1)=a11+(1-a11)*Ca(k)-a22*exp(-
9204.9887/T(k))*(Ca(k))^2+normrnd(0,sqrt(Q1),1,1); 
    T(k+1)=b11+(1-a11-b44)*T(k)+b33*exp(-
9204.9887/T(k))*(Ca(k))^2+b44*Tj(k)+normrnd(0,sqrt(Q2),1,1); 
    Tj(k+1)=c11+(1-c22-
c33)*Tj(k)+c33*T(k)+normrnd(0,sqrt(Q3),1,1); 
    xreal=[Ca(k+1);T(k+1);Tj(k+1)]; 
    z=H*xreal+[normrnd(0,sqrt(R1),1,1);normrnd(0,sqrt(R2),1,1)]; 
     
    %tahap prediksi 
    Cacapil(k+1)=a11+(1-a11)*Ca_topi(k)-a22*exp(-
9204.9887/T_topi(k))*(Ca_topi(k))^2; 
    Tcapil(k+1)=b11+(1-a11-b44)*T_topi(k)+b33*exp(-
9204.9887/T_topi(k))*(Ca_topi(k))^2+b44*Tj_topi(k); 
    Tjcapil(k+1)=c11+(1-c22-c33)*Tj_topi(k)+c33*T_topi(k); 
    for j=1:ensemble 
        Capre(j)=Cacapil(k+1)+normrnd(0,sqrt(Q1),1,1); 
        Tpre(j)=Tcapil(k+1)+normrnd(0,sqrt(Q2),1,1); 
        Tjpre(j)=Tjcapil(k+1)+normrnd(0,sqrt(Q3),1,1); 
    end 
    Capre2=mean(Capre,2); 
    Tpre2=mean(Tpre,2); 
    Tjpre2=mean(Tjpre,2); 
     
    for a=1:ensemble 
        Capremean(:,a)=Capre2; 
        Tpremean(:,a)=Tpre2; 
        Tjpremean(:,a)=Tjpre2; 
    end 
     
    % Kovariansi Error 
    erorpre1=Capre-Capremean; 
    erorpre2=Tpre-Tpremean; 
    erorpre3=Tjpre-Tjpremean; 
  
    E1=erorpre1*erorpre1'; 
    E2=erorpre2*erorpre2'; 
    E3=erorpre3*erorpre3'; 
    Ppre1=(1/(ensemble-1))*E1; 
    Ppre2=(1/(ensemble-1))*E2; 
    Ppre3=(1/(ensemble-1))*E3; 
    P=[Ppre1 Ppre2 Ppre3]; 
    Ppre=diag(P); 
    xpre=[Capre;Tpre;Tjpre]; 
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    %% Tahap Koreksi 
    % Pembangkitan z 
    for r=1:ensemble 
        zkor(:,r)= 
zre(:,:,k+1)+[normrnd(0,sqrt(R1),1,1);normrnd(0,sqrt(R2),1,1)]; 
    end 
     
    % Kalman Gain 
    Ka = (Ppre*H')*inv(H*Ppre*H'+R); 
     
    % Estimasi 
    xkor = xpre+Ka*(zkor-H*xpre); 
     
    hasil = mean(xkor,2); 
    plot_hasil(:,k)=hasil; 
    % Kovariansi Error 
    CovError = (eye(3,3)-Ka*H)*Ppre; 
     
    Ca_topi(k+1)=hasil(1,1); 
    T_topi(k+1)=hasil(2,1); 
    Tj_topi(k+1)=hasil(3,1); 
    % Error konsentrasi reaktan 
    error_enkf1=[error_enkf1 abs(xre(1,:,k+1)-Ca_topi(k+1))]; 
    % Error temperatur tank 
    error_enkf2=[error_enkf2 abs(xre(2,:,k+1)-T_topi(k+1))]; 
    % Error temperatur cooling jacket 
    error_enkf3=[error_enkf3 abs(xre(3,:,k+1)-Tj_topi(k+1))]; 
    % MSE konsentrasi reaktan 
    MSE_enkf1=MSE_enkf1+(xre(1,:,k+1)-Ca_topi(k+1))^2; 
    % MSE temperatur tank 
    MSE_enkf2=MSE_enkf2+(xre(2,:,k+1)-T_topi(k+1))^2; 
    % MSE temperatur cooling jacket 
    MSE_enkf3=MSE_enkf3+(xre(3,:,k+1)-Tj_topi(k+1))^2; 
    
end 
 waktu_enkf1=toc; 
 waktu_enkf=waktu_enkf1+waktu_sisre; 
    % RMSE konsentrasi reaktan 
    RMSE_enkf1=sqrt(MSE_enkf1/kt) 
    % RMSE temperatur tank 
    RMSE_enkf2=sqrt(MSE_enkf2/kt) 
    % RMSE temperatur cooling jacket 
    RMSE_enkf3=sqrt(MSE_enkf3/kt) 
 
%================================================================= 
  
% FUZZY KALMAN FILTER 
tic; 
for k=1:kt 
     
    Ca1=0.95*Ca_f; Ca2=1.05*Ca_f; T1=0.95*T_f; T2=1.05*T_f; 
    miu_Ca1=(Ca_f-Ca1)/(Ca2-Ca1); 
    miu_Ca2=(Ca2-Ca_f)/(Ca2-Ca1); 
    miu_T1=(T_f-T1)/(T2-T1); 
    miu_T2=(T2-T_f)/(T2-T1); 
    Ca_min=Ca1*miu_Ca1; 
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    Ca_max=Ca2*miu_Ca2; 
    T_min=T1*miu_T1; 
    T_max=T2*miu_T2; 
    B_fkf=[a1 0 0;0 a1 0;0 0 c2]; 
  
    %piecewise matriks A 
A_1=[1-a1-(a2*exp(-9204.998/T_min)*Ca_min) 0 0; b1*exp(-
9204.998/T_min)*Ca_min b2 b3;0 b4 c1]; 
A_2=[1-a1-(a2*exp(-9204.998/T_max)*Ca_min) 0 0; b1*exp(-
9204.998/T_max)*Ca_min b2 b3;0 b4 c1]; 
A_3=[1-a1-(a2*exp(-9204.998/T_min)*Ca_max) 0 0; b1*exp(-
9204.998/T_min)*Ca_max b2 b3;0 b4 c1]; 
A_4=[1-a1-(a2*exp(-9204.998/T_max)*Ca_max) 0 0; b1*exp(-
9204.998/T_max)*Ca_max b2 b3;0 b4 c1]; 
  
    %tahap prediksi (time update) 
    Ppre_1=(A_1*Pcor_1*transpose(A_1))+(G*Q*transpose(G)); 
    Ppre_2=(A_2*Pcor_2*transpose(A_2))+(G*Q*transpose(G)); 
    Ppre_3=(A_3*Pcor_3*transpose(A_3))+(G*Q*transpose(G)); 
    Ppre_4=(A_4*Pcor_4*transpose(A_4))+(G*Q*transpose(G)); 
  
    xpre_1=(A_1*xcor_1)+(B_fkf*uk); 
    xpre_2=(A_1*xcor_2)+(B_fkf*uk); 
    xpre_3=(A_1*xcor_3)+(B_fkf*uk); 
    xpre_4=(A_1*xcor_4)+(B_fkf*uk); 
  
    %tahap koreksi (measurement update) 
    K_1=Ppre_1*transpose(H)*inv(H*Ppre_1*transpose(H)+R); 
    K_2=Ppre_2*transpose(H)*inv(H*Ppre_2*transpose(H)+R); 
    K_3=Ppre_3*transpose(H)*inv(H*Ppre_3*transpose(H)+R); 
    K_4=Ppre_4*transpose(H)*inv(H*Ppre_4*transpose(H)+R); 
  
    Pcor_1=(eye(3)-K_1*H)*Ppre_1; 
    Pcor_2=(eye(3)-K_2*H)*Ppre_2; 
    Pcor_3=(eye(3)-K_3*H)*Ppre_3; 
    Pcor_4=(eye(3)-K_4*H)*Ppre_4; 
  
    xcor_1=xpre_1+K_1*(zre(:,:,k+1)-H*xpre_1); 
    xcor_2=xpre_2+K_2*(zre(:,:,k+1)-H*xpre_2); 
    xcor_3=xpre_3+K_3*(zre(:,:,k+1)-H*xpre_3); 
    xcor_4=xpre_4+K_4*(zre(:,:,k+1)-H*xpre_4); 
  
xcortot_1=[xcoro_1 xcor_1];xcortot_2=[xcoro_2 
xcor_2];xcortot_3=[xcoro_3 xcor_3];xcortot_4=[xcoro_4 xcor_4]; 
xcoro_1=xcortot_1; xcoro_2=xcortot_2; xcoro_3=xcortot_3; 
xcoro_4=xcortot_4; 
     
    %defuzzifikasi 
    W_1=miu_Ca1*miu_T1; 
    W_2=miu_Ca1*miu_T2; 
    W_3=miu_Ca2*miu_T1; 
    W_4=miu_Ca2*miu_T2; 
    
xcor_fkf(:,:,k+1)=(W_1*xcor_1+W_2*xcor_2+W_3*xcor_3+W_4*xcor_4
)/(W_1+W_2+W_3+W_4); 
    xcortot_fkf=[xcoro_fkf xcor_fkf(:,:,k+1)]; 
71 
 
    xcoro_fkf=xcortot_fkf; 
    Ca_fkf=xcor_fkf(1,:,k+1); 
    T_fkf=xcor_fkf(2,:,k+1); 
    Tj_fkf=xcor_fkf(3,:,k+1); 
    %error konsentrasi reaktan 
    error_fkf1=[error_fkf1 abs(xre(1,:,k+1)-xcor_fkf(1,:,k+1))]; 
    %error temperatur tank 
    error_fkf2=[error_fkf2 abs(xre(2,:,k+1)-xcor_fkf(2,:,k+1))]; 
    %error temperatur cooling jacket 
    error_fkf3=[error_fkf3 abs(xre(3,:,k+1)-xcor_fkf(3,:,k+1))]; 
    %MSE konsentrasi reaktan 
    MSE_fkf1=MSE_fkf1+(xre(1,:,k+1)-xcor_fkf(1,:,k+1))^2; 
    %MSE temperatur tank 
    MSE_fkf2=MSE_fkf2+(xre(2,:,k+1)-xcor_fkf(2,:,k+1))^2; 
    %MSE temperatur cooling jacket 
    MSE_fkf3=MSE_fkf3+(xre(3,:,k+1)-xcor_fkf(3,:,k+1))^2; 
     
end 
waktu_fkf1=toc; 
waktu_fkf=waktu_fkf1+waktu_sisre; 
    % RMSE konsentrasi reaktan 
    RMSE_fkf1=sqrt(MSE_fkf1/kt) 
    % RMSE temperatur tank 
    RMSE_fkf2=sqrt(MSE_fkf2/kt) 
    % RMSE temperatur cooling jacket 
    RMSE_fkf3=sqrt(MSE_fkf3/kt) 
  
%================================================================= 
time_ekf=sum(waktu_ekf) 
time_enkf=sum(waktu_enkf) 
time_fkf=sum(waktu_fkf) 
   
%% Plot 
figure(1) 
plot(1:kt,xre(1,2:kt+1),'blue',1:kt,xcortot_ekf(1,2:kt+1),'red',(1
:kt),plot_hasil(1,:),'green',1:kt,xcortot_fkf(1,2:kt+1),'magenta') 
title('Estimasi Konsentrasi Reaktan'); 
ylabel('konsentrasi Na2S2O3'); 
xlabel('iterasi ke-k'); 
legend('Real','Fuzzy Kalman Filter','Extended Kalman 
Filter','Ensemble Kalman Filter'); 
  
figure(2) 
plot(1:kt,xre(2,2:kt+1),'blue',1:kt,xcortot_ekf(2,2:kt+1),'red',(1
:kt),plot_hasil(2,:),'green',1:kt,xcortot_fkf(2,2:kt+1),'magenta') 
title('Estimasi Temperatur Tangki'); 
ylabel('Temperatur Tangki'); 
xlabel('itersi ke-k'); 
legend('Real','Extended Kalman Filter','Ensemble Kalman 
Filter','Fuzzy Kalman Filter'); 
  
figure(3) 
plot(1:kt,xre(3,2:kt+1),'blue',1:kt,xcortot_ekf(3,2:kt+1),'red',(1
:kt),plot_hasil(3,:),'green',1:kt,xcortot_fkf(3,2:kt+1),'magenta') 
title('Estimasi Temperatur Cooling Jacket'); 
ylabel('Temperatur Cooling Jacket'); 
xlabel('iterasi ke-k'); 
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legend('Real','Extended Kalman Filter','Ensemble Kalman 
Filter','Fuzzy Kalman Filter'); 
  
figure(4) 
plot(1:kt+1,error_ekf1,'r',1:kt+1,error_enkf1,'g',1:kt+1,error_fkf
1,'m') 
title('Error of Reactans Concentration'); 
ylabel('Error Konsentrasi Reaktan'); 
xlabel('Iterasi ke-'); 
legend('Extended Kalman Filter','Ensemble Kalman Filter','Fuzzy 
Kalman Filter'); 
  
figure(5) 
plot(1:kt+1,error_ekf2,'r',1:kt+1,error_enkf2,'g',1:kt+1,error_fkf
2,'m') 
title('Error of Temperatur Tangki'); 
ylabel('Error Temperatur Tangki'); 
xlabel('Iterasi ke-'); 
legend('Extended Kalman Filter','Ensemble Kalman Filter','Fuzzy 
Kalman Filter'); 
  
figure(6) 
plot(1:kt+1,error_ekf3,'r',1:kt+1,error_enkf3,'g',1:kt+1,error_fkf
3,'m') 
title('Error of Temperatur Cooling Jacket'); 
ylabel('Error Temperatur Cooling Jacket'); 
xlabel('Iterasi ke-'); 
legend('Extended Kalman Filter','Ensemble Kalman Filter','Fuzzy 
Kalman Filter'); 
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