Ultrafast response of tunnel injected quantum dot based semiconductor optical amplifiers in the 1300nm range Appl. Phys. Lett. 100, 071107 (2012) Highly tunable whispering gallery mode semiconductor lasers with controlled absorber Appl. Phys. Lett. 100, 061112 (2012) A capillary absorption spectrometer for stable carbon isotope ratio (13C/12C) analysis in very small samples Rev. Sci. Instrum. 83, 023101 (2012) Enhancement of random lasing assisted by light scattering and resonance energy transfer based on ZnO/SnO nanocomposites AIP Advances 2, 012133 (2012) Ultra-broad spontaneous emission and modal gain spectrum from a hybrid quantum well/quantum dot laser structure Appl. Phys. Lett. 100, 041118 (2012) Additional information on J. Appl. Phys. We present a theoretical model, which describes local energy deposition inside IR-transparent silicon and gallium arsenide with focused 1.3-lm wavelength femtosecond laser pulses. Our work relies on the ionization rate equation and two temperature model (TTM), as we simulate the non-linear propagation of focused femtosecond light pulses by using a 3D finite difference time domain method. We find a strong absorption dependence on the initial free electron density (doping concentration) that evidences the role of avalanche ionization. Despite an influence of Kerr-type self-focusing at intensity required for non-linear absorption, we show the laser energy deposition remains confined when the focus position is moved down to 1-mm below the surface. Our simulation results are in agreement with the degree of control observed in a simple model experiment.
I. INTRODUCTION AND CONTEXT
There are unique advantages of using nonlinear ionization by near-infrared femtosecond laser pulses compared to other free-carrier generation processes in semiconductors. The first one is in the time scale, because electron-hole pair generation is faster than any carrier transit or relaxation inside semiconductor materials and devices. 1, 2 Then, these processes can be directly decoupled from subsequent current generation and/or material modifications. 3 The second one relies on the wavelength. When the optical radiation energy is below the bandgap energy, multiphoton ionization confines the free-carrier source and breakdown in the focal volume of the laser beam. 4 Thus, free-carriers can be generated anywhere inside bulk materials with focused beams. For instance, such free-carrier injection with densities up to the material breakdown was recently demonstrated inside silicon to fabricating embedded waveguides. 5 Our study concentrates on laser intensities near the nonlinear ionization threshold, where the density of injected free-carriers is much smaller than those required for material breakdown. Thus, one can predict low lattice heating without material change, making the situation less complex. However, the physics behind local carrier generation by focused femtosecond light remains only partially understood because it relies on a complex interplay between linear and nonlinear processes in the focal volume. Among these processes (1) progressive depletion of the beam, (2) diffraction and optical aberration, (3) self-focusing, (4) plasma lensing and reflection must tend to degrade the beam propagation and define the resolution limits in terms of local excitations.
Herein, numerical modeling provides a way to account for all these effects. The originality of the proposed model is in the combined treatment of laser propagation and ionization effects by a three dimensional (3D) finite difference time domain (FDTD) method. Previously, similar calculations were performed for dielectric materials only by few groups. 6, 7 We focus on semiconductors and perform an analysis of laser and material parameters to establish the major physical processes that are involved. Such simulations must improve the understanding of important laser-matter interaction mechanisms (multiphoton absorption and avalanche process, scattering effects, etc.) [8] [9] [10] [11] in this context. We concentrate this theoretical work on silicon (Si) and gallium arsenide (GaAs). Because these two materials exhibit very similar bandgap values but an order of magnitude difference in nonlinear refractive index, they allow us to investigate the role of the Kerr effect at the intensity required for multiphoton ionization. We report on freecarrier density mapping in the focal region for different focus positions. While the Kerr effect and doping concentration play roles for the conditions that are tested, we show the excitation level can be controlled similarly anywhere inside 770-lm thick samples. This control can be achieved by simply varying the laser pulse energy and the focus position. The considered thickness is the typical value for semiconductor wafers used in the microelectronics industry and our simulations are applied to the typical materials for building integrated microelectronic devices. Accordingly, the results should provide guidelines for future experiments aiming at technology developments such as the fabrication or imaging a)
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II. EXPERIMENT
It remains today extremely challenging to make a direct experimental observation of non-linear ionization and plasma effects inside silicon which is opaque in the visible range of the spectrum. In fact, since non-linear ionization translates in laser absorption, measuring the transmitted laser radiation is almost the only readily available tool for experimental studies of multiphoton ionization inside solids. The approach was applied by several groups to study dielectrics. [18] [19] [20] Here, we apply the same method in a Z-scan experiment to evaluate the ability of local ionization as a function of semiconductor thickness.
For our experiments, we used 100-fs duration, 1300-nm wavelength pulses from an OPA system pumped by a Ti:sapphire laser operating at 100 Hz (Spectra-Physics). The pulses are focused inside silicon samples mounted on precision X,Y stages, using a NA ¼ 0.52 microscope objective mounted on a precision Z stage. The tested samples are n-type (resistivity 5-20 X Â cm) silicon wafers (100), 770-lm thickness that are double-side polished to avoid scattering at surfaces. A combination of a half-wave plate and a polarizer controls the intensity of incident light. The microscope objective is a reflective optics to minimize chromatic aberration and pulse dispersion. We use integrating spheres to monitor both the incoming light fluctuations and the transmitted light [see Fig. 1(a) ]. This ensures that the transmitted beam is collected completely, even if scattered or defocused by the plasma formed by ionization. The transmission is measured on a shot-to-shot basis using a computer-controlled data acquisition system. Between laser shots the substrate is moved by 50-lm along X (or Y) so that all transmission measurements rely on single-shot interactions with fresh samples. Figure 1 illustrates some of the main characteristics of the nonlinear absorption with focused light inside silicon. With the laser firing at a given pulse energy the transmission was measured as a function of focus Z-position. The objective is moved along the optical axis (Z) between measurements. The figure emphasizes three major features of the interaction. (1) When the focus is located outside the sample (on front or behind) the transmission is 0.53 which corresponds exactly to losses due to multiple surface reflexions
where R ¼ 0.3 at the air-Si and Si-air interfaces). (2) The transmission drops from 0.53 with the initiation of material ionization when the focus is located inside the sample. Because of refraction at the input of the sample (n Si ¼ 3.42), t ¼ 770-lm thickness of the substrate corresponds to % t/n Si % 200 lm in the focusing optics Z-scan. (3) The transmission is reduced with an increase of the pulse energy.
The intensity dependence of the transmission level indicates the non-linear nature of the absorption processes. With our NA ¼ 0.52 reflective microscope objective [ Fig. 1(a) ], we find a sub-nanojoule energy threshold to observe these features associated with non-linear absorption. Also, the very weak z-dependence of non-linear absorption when the focal region is inside the sample and the sharpness of transitions at the interfaces are a demonstration of the excitation control and confinement that can be achieved all over our 770-lm thick sample. Our aim is to model this simple experiment to discuss the physical reasons of these observations.
III. MODEL AND SIMULATION DETAILS

A. Laser pulse propagation
The finite-difference method based on Yee's algorithm 21, 22 is used to solve the complete set of Maxwell's equations in 3D-space over the time required for the pulse to propagate through the target materials. We solve the equations in Cartesian coordinates. Commonly, in Maxwell's equations used in FDTD method a renormalization is used so that the electric field and the magnetic field have the same order of magnitude. To do so, we solve the equation in Gaussian units The target is a n-type silicon wafer. The black line stands for the low intensity transmission where losses only correspond to multiple surface reflections. density);j ¼ 1= ffiffiffiffiffiffiffiffiffi 4p 0 p ðj x ; j y ; j z Þ is the total current density (current/square), q ¼ 4p 0 q Ã is the charge density (charge/ volume), and c is the light velocity (all in SI units). We apply the constitutive relations to account for the properties of Si and GaAs that defines the domain inside which the pulse propagates. These relations are expressed as
P ¼PðẼÞ;M ¼MðHÞ;
j ¼jðẼÞ;
whereP is the polarization andM is the magnetization of media. At each calculation step we derive the currentj by using the two-temperature model (see Sec. III C). We assumeM ¼ 0, and we describe now how we take into account the polarization response. We investigate here two semiconductors; Si and GaAs. Both of them exhibit a third-order nonlinearity that translates in the polarization vector expression asP ¼ 0 ðv ð1ÞẼ þ v ð3ÞẼ3 Þ where 0 is the permittivity of free space,Ẽ is the electric field, v ð3Þ is the third order susceptibility of materials. We simulate the propagation of few nanojoule 100-fs laser pulses associated with typical power of %50 kW which is similar to our experiments (see Fig. 1 ). Table I gives the nonlinear refractive index n 2 ¼ corresponding to Si and GaAs. The associated critical power for self focusing P cr ¼ pð0:61Þ 2 k 2 0 =8n 0 n 2 is on the order of 100 kW that is just above the beam power. Therefore, a catastrophic collapse of the beam should not arise, but we expect the nonlinearity to affect significantly the beam propagation.
As an alternative to the polarization vector calculation, the cubic Kerr-type non-linearity can be taken into account through the refractive index n ¼ n 0 þ n 2 I. For convenience, we take an intensity dependent light velocity c ¼ c 0 /(n 0 þ n 2 I) (where c 0 is the light velocity in vacuum) when solving Maxwell's equations [Eq. (1)], and we ignore Eq. (5).
As illustrated in Fig. 2 , a linearly polarized transverse electromagnetic wave (along y) is created at the input face of our calculation domain (z ¼ 0), propagating along z.
We consider a Gaussian intensity spatial profile and a Gaussian temporal envelope. The input electric field takes the form Eðx; y; tÞ ¼ E 0 exp
To describe a Gaussian focusing, a quadratic phase variation D/ is implemented. That is
where f is the equivalent focal length of a thin lens producing the same focused beam.
At the input and output of the calculation domain, we use absorbing boundary conditions (ABC) that are typical for FDTD calculations. 30 For the front and back surface of the calculation domain, they can be expressed as E nþ1 ½i; j; 1 ¼ E n ½i; j; 1ð1 À dÞ þ E n ½i; j; 2d E nþ1 ½i; j; N ¼ E n ½i; j; Nð1 À dÞ þ E n ½i; j; N À 1d (9) where d ¼ cDt Dz . Calculations are performed in a parallelipedic region with dimensions 100 Â 100 Â 770 lm. That is, we simulate the propagation of femtosecond laser pulses through a substrate with thickness similar to that in experiments ( Fig. 1) . Because 3D-FDTD methods are extremely computer-consuming, we limit the lateral dimensions to 100 lm. We set the amplitude and the phase of the laser pulse source [Eqs. (7) and (8)] so that the beam waist at the focus w 0 is %3 lm. As a result, the lateral size of the region is 33 times w 0 . The size of cells is corresponding to more than 4 cells per wavelength, which is enough for calculation stability.
B. Nonlinear ionization
The simulation results are presented in the next section for the illumination of Si and GaAs samples with 1.3-lm wavelength laser pulses of 100-fs duration. Table I contains all the material parameters used in the calculations. Band gaps for Si and GaAs are respectively E g ¼ 1.12 eV and E g ¼ 1.42 eV at room temperature. The laser wavelength k ¼ 1.3 lm corresponds to a photon energy E ph ¼ 0.954 eV. This is very close to the bandgap energy of silicon. Thus, residual band-edge one photon absorption associated with material heating may occur. However, non-resonant twophoton absorption should remain the major photoionization process for low excitation regimes.
As the pulse approaches the focus, we expect a microplasma formation associated with the increase in peak intensity. It is of major importance to model carefully this process, since the plasma formation is the matter of interest of our study. It directly relies on the absorbed laser energy but also influences the propagation of the laser beam. As we have seen in the previous section, plasma effects will be taken into account in our numerical model by expressing the current vectorj created by conduction electrons [Eq. (6)]. The procedure requires an expression of the carrier density and electron temperature at each time and space-steps.
With the potential photoionization processes described above, we set a kinetic equation to calculate the free carrier density growth during the laser pulse. The contribution of the avalanche ionization to non-resonant femtosecond laser absorption in dielectrics and semiconductors remains today a matter of debate. However, the importance of avalanche ionization for laser pulses of 100-fs duration in silicon was unbigously revealed in previous work. 27 Accordingly, we solve the free-carrier density (N) rate equation expressed as follows
where a is the one-photon ionization coefficient, b and a aval is, respectively, the two-photon ionization coefficient 8, 31 and the avalanche ionization coefficient 27 given in Table I , x 0 the laser frequency, and n v is the density of valence electrons. The term ðN v À NÞ=N v stands for the time-dependent proportion of remaining valence electrons available for ionization.
This formulation relies on two simplifications. (1) The bandgap structure does not change during the interaction. Thus a, b and a aval are constants. (2) There is no decay terms associated with recombination processes. There are two reasons why we can make these simplifications. First, we concentrate on low density excitations (near ionization threshold intensity). Second, we limit our work to the excitation stage of 100-fs duration that is shorter than the fastest recombination time reported in the literature for the considered situation.
The bandgap of semiconductors is a function of temperature that can be expressed as E g ðTÞ ¼ E g ð0Þ À aT 2 = ðT þ bÞ, 32, 33 where a and b are physical constants associated with each semiconductor materials. However, the low excitation regimes that we consider are associated with a rather small lattice heating. Accordingly, the bandgap is maintained at its value at room temperature during the simulations. Another consequence of this simplification is that we take a ¼ 0 in Eq. (10) and ignore band edge absorption, since one photon energy (E ¼ 0.95 eV) is now certainly too low to promote an electron from the valence band to the conduction band.
Regarding the recombination pathways, Auger recombination is known as a process that can significantly influence the free-carrier density dynamics in semiconductors. 34, 35 As a three-body process, the Auger recombination rate increases with free-carrier injection densities as 1/(CN 2 ) where N is the excess free-carrier density in cm
À3
and C % 2.8 Â 10 À31 cm 6 s À1 is the Auger coefficient. 36, 37 At high electron densities, an enhancement of this process was associated with an Auger coefficient reaching almost 37 This result corresponds to a recombination lifetime of tens of picoseconds. Thus, we can expect recombination will not lead to a significant change in the freecarrier density at the time scale of the laser pulse duration considered in this work. At even higher densities, the decay in electron density is influenced by a characteristic relaxation time that can reach %6 ps. 2, 38, 39 This is taken into account in models of Bulgakova et al. describing laser excitations in material ablation regimes. 35 Such excitation densities are not considered in our paper.
To set the initial condition when solving numerically the Eq. (10), we use N t ¼ 0 ¼ N 0 where N 0 is the initial concentration of free-carriers. This includes the excess free electron concentration associated with a n-type doped material and/or the free-carrier concentration associated with intrinsic silicon. Our model does not take into account any temperature dependence so we take the concentration at room temperature (10 10 cm À3 ) (Ref. 40) for the latter case. In experiment of Fig. 1 , the sample is Phosphorous (P) doped silicon with 5-20 X Â cm resistivity. Respectively, we run most simulations for silicon with N 0 ¼ 10 14 cm À3 (see Table I ). For GaAs, we run most simulations with N 0 ¼ 10 17 cm À3 (which corresponds to a highly Si-doped GaAs sample) because: first, we want to compare different doping concentrations and second, it is a typical doping level used in the industry for applications such as the fabrication of light emitting devices and optoelectronics components.
C. Free-carrier heating and currents
To describe the heating of free-carriers by the laser field, we use the classical two temperature model, 41 
C e
@T e @t ¼ rðk e rT e Þ À c ei ðT e À T i Þ þ S;
where C e ¼ 3 2 k B N is the specific heat capacity of electrons, k e ¼ 2k B l e NT e =e is the heat conductivity of electrons and c ei ¼ C e =s eÀph with s eÀph the electron-phonon collision time, S is the source of electron heating. l e is the mobility of free electrons given in Table I . For the consistency of our simulation, we use the mobility values for low density excitation, and we do not account for the reduction of the mobility with increasing excitation density like it is appropriately done in works of Bulgakova et al. 35 aiming at describing situations in ablation regimes.
The rate equation [Eq. (10)] is directly connected to the total absorbed laser energy from the pulse. Accordingly, we choose to express the source term S in Eq. (11) with a similar expression
where a e is the free electron absorption coefficient. 35 The first term of Eq. (12) accounts for the excess energy above the band-gap resulting from the non-resonant two-photon absorption. The second term accounts for inverseBremsstrahlung absorption by carriers already promoted in the conduction band and the third one accounts for freeelectron cooling associated with collision ionization. For the free electron absorption coefficient, we take
where Ã is the permittivity of the ionized semiconductor. The latter is expressed using the Drude model as
where g ¼ n 2 is the dielectric constant of the unexcited materials (see Table I ).
By using the free carrier density rate equation [Eq. (10)] and TTM [Eq. (11)], we define the currentj according to 42 j ¼ eNl eẼ þ k e T e l er N:
We use this expression in Maxwell's equations [Eq. (1)] to account for all plasma effects during the propagation simulation. The simulations are carried out for sufficient time that the wave pulse is able to propagate the full length of the region. Total transmission/absorption of the pulse as a function of laser parameters are estimated by integrating the flux of the Poynting vector through the output interface (see Fig. 2 ). This will model the experiment discussed in Sec. II. Electron density profiles in the focal region are obtained by saving the final 3D tensor N(x,y,z) .
IV. RESULTS AND DISCUSSIONS
A. Free-carrier generation in the focal volume First, we compute the transmitted laser energy E through Si and GaAs when simulating the focusing of our 100-fs, 1.3-lm pulses. The integrated transmission is calculated for three different input pulse energies E 0 : 10, 14, and 30 nJ, and the results are presented in Fig. 3 in terms of transmission T ¼ E/E 0 . The simulations are repeated varying the z-focusing position (as in Fig. 1 ). The properties of the beam (especially the focusing conditions) may not be rigorously the same in experiments and simulations. However, Figs. 1 and  3 show very similar responses. For all simulated curves, we can note the constant value of transmission when the focal region is located outside (in front z < 0 or behind z > 0.2 lm) the semiconductor target. We obtain a transmission of %0.53 and %0.55 for Si and GaAs in agreement with the reflection losses given by the Fresnel coefficients using the refractive indices shown in Table I . When the focal volume crosses the target interfaces, all transmission curves sharply drop to exhibit a relatively constant absorption signal all over the materials.
Therefore, it looks like we observe a non-linear absorption of the laser beam. While the beam always propagates through the whole sample, absorption takes place only when the region of large intensity (focal volume) intercepts the sample. As mentioned in Sec. I for the experiments, the sharpness of absorption signal transitions at the interfaces must indicate the degree of control in terms of local excitation. Here, we note the sharpness of transitions at the exit interface is more pronounced in GaAs than in Si which exhibits relatively asymmetric z-profiles.
Despite the fact this information is not accessible in the experiments, our model allows us to map out the laser absorption in the sample. Figure 4 shows the final freecarrier density at the end of simulations that were performed for different focusing depths inside Si. We set the laser energy at 30 nJ for which we find the peak carrier density to reach the critical density in Si (N c % 6.6 Â 10 20 cm
À3
). For these conditions, we exceed the validity limit of our model since material breakdown would occur. However, we expect that the non-linear propagation in this model situation produces the strongest distortion of the beam and so the worst conditions for excitation control. Even for these conditions, the energy deposition is well confined. The excitation distribution is near-Gaussian and looks very similar for all the conditions that are tested. For each figure, we compare the position of this volume with the focal volume position (black lines) if the beam were focused in a non-ionizing linear material (that is for a simulation with a ¼ b ¼ a aval ¼ n 2 ¼ 0). We observe that the excited region tends to move backward from the focal volume as we increase the material thickness. As we will see later, this relies on Kerr-type self-focusing accumulated during propagation through silicon but it is worth noting that, despite the presence of this effect, the excitation profiles remain well defined. This result is a drastic difference in comparison to previous results on nonlinear absorption in dielectrics where such control is not systematically reported due to filamentation and/or spherical aberrations. 18, 43 A second conclusion from Fig. 3 is that the non-linear absorption level is higher in GaAs than in Si for the same laser pulse energy of 10 nJ. At this stage, there are multiple potential reasons that can lead to this result. First because of the ionization coefficients of GaAs are larger than those of Si. Table I shows the two-photon absorption cross-section and the avalanche ionization coefficients used for the calculations. It is worth noting this important feature, since it reveals a major difference between direct and indirect energy bandgap semiconductors. GaAs is a direct bandgap material that provides by nature more efficient absorption and emission of light than Si which is associated with a smaller bandgap but an indirect structure. Also, we choosed a doping concentration of 10 17 cm À3 for GaAs that is 3 order of magnitude above that choosed for Si (see Table I ). The Fig. 3 shows it is not enough to initiate significant linear absorption of the beam since the only losses are reflection losses when the beam is focused outside the sample. However, it may trigger more efficiently the avalanche ionization stage increasing in this way the apparent non-linear absorption of the beam.
Nevertheless, more factors account in our complex time-and space-dependent non-linear absorption problem. We find in Fig. 3 that the integrated absorption difference vanishes with input energy increases and gets in favor of Si for the largest tested energy of 30 nJ. As we will show later, Kerr-type self-focusing and competing plasma lensing effect affects the beam propagation and the apparent intensity distribution in materials. These are responsible for this observation. To evaluate the contribution of these effects as a function of the illumination conditions, we will concentrate the next sections on the study of the influence of doping concentration and material nonlinearity. 
B. Influence of the pulse duration
To show the importance of the avalanche ionization process, we change the laser pulse duration in the simulations. We have performed the calculations for pulses with different durations and equal peak intensity I max (if they were focused in vacuum). The Fig. 5 shows our results for 40, 100, and 200 fs pulse durations and two different peak intensities; I max ¼ 0.65 Â 10 12 W/cm 2 and I max ¼ 1.15 Â 10 12 W/cm 2 . The results for z-scan procedures similar to that performed for the previous figure are shown in Fig. 5(b) . For comparison we plot the transmission levels for beams that are focused 50 lm inside the Si target in a separated graph [ Fig. 5(a) ]. Evidently, we find that nonlinear absorption increases with pulse duration and peak intensity. However, we can note that the highest difference in transmission is obtained for the 100 fs pulse duration.
For 40 fs pulse duration the absorption level is almost zero (T % 0.53). It demonstrates I max ¼ 0.65 Â 10 12 W/cm 2 is below the two-photon absorption intensity threshold. In the absence of avalanche ionization, one would expect the absorption level for a given intensity to scale linearly with pulse durations. Then extrapolating the result for 40 fs pulse duration, we should obtain less than 5% absorption for the other pulse durations tested with I max ¼ 0.65 Â 10 12 W/cm 2 (and less than 20% for the other pulse durations tested with
). This does not hold on Fig. 5 (a) revealing in this way the strong contribution of avalanche. For a 200 fs pulse duration, we see the difference is small because almost all light is absorbed. This likely indicates that the time to reach the critical density by avalanche multiplication is short compared to 200-fs at the simulated intensity levels. Then, all laser energy reaching the microplasma region after this time is absorbed or reflected leading to a low intensity dependence of the transmitted energy.
C. Role of doping concentration
As we discussed above, the laser energy deposition is severely driven by the avalanche ionization process in our situations. The concentration of dopants introduced to an intrinsic semiconductor determines the number of freecarrier that is initially available for a subsequent avalanche process. Thus, it should directly affect its non-linear absorption properties.
To test this issue, we repeated the simulations for several values of initial free-carrier density N 0 from 10 6 to 10 18 cm À3 . The results are shown in Fig. 6 . Here, we maintain the focusing position 50-lm below the surface and we gradually change the laser pulse energy.
The energy-scans show unambigously that the doping concentration influences the non-linear absorption behavior. All curves quickly deviate from the 0.53 linear transmission level. The absorption levels grow with the energy and the initial density of carriers. In an undoped intrinsic Si at room temperature, the concentration of electrons and holes is equivalent and reaches almost 10 10 cm À3 . 44 Then, it is worth examining the importance of two-photon ionization in the simulated situations. Figure 6 shows that when we strongly decrease the initial free-carrier concentration down to 10 6 cm
À3
, we can obtain a pronounced threshold behavior. When the laser energy reaches 30-nJ, the intensity at the focus exceeds the intensity threshold for two-photon ionization which provides enough free carriers to seed avalanche and nonlinear absorption. With this energy threshold and assuming a spot size of 3 lm, the intensity threshold for two-photon ionization is %1.06 Â 10 12 W.cm À2 (at 1.3-lm wavelength). In this regime, we note the transmission curve is similar to those reported experimentally for high-order multiphoton ionization in dielectrics. 19, 45 Our calculations predict the intrinsic concentration of free-carriers at room temperature (10 10 cm
) is enough to have an absorption behavior driven by avalanche multiplication of carriers at low intensity level (Fig. 6, blue circle) . The intrinsic concentration of free-carriers is temperature dependent and would be decreased down to 10 6 cm À3 for a typical temperature of 200 K. 40 This reasoning shows that two-photon ionization would not play a significant role unless the experiments are performed inside pure Si at extremely low temperature.
D. Role of third-order nonlinearity
The self-focusing is known to be a critical effect in femtosecond laser interaction in transparent dielectrics causing the beam to collapse or to produce filaments in combination with counter-acting plasma defocusing effect. This effect makes difficult to control the excitation everywhere in 3D-space inside materials by simply focusing the laser beams. In Sec. III A, we made estimations of the nonlinear refractive index n 2 and critical power for self-focusing in Si and GaAs, and found that it could play the same role in our work. While the free-carrier density profiles of Fig. 4 reveal the excitation can remain extremely controlled, the position of the excitation with respect to the beam focus shows that propagation effects must occur. To investigate the above described processes in more details, we performed a sensitivity analysis of our transmission diagnostics to the value of nonlinear refractive index n 2 . The results are shown in Fig. 7 23 The E-scans in this range gives very similar results showing the reliability of our simulation with respect to this parameter. In addition, the difference between Si and GaAs in terms of nonlinear refractive index used in our calculations (see Table I ) does not cause drastic changes in terms of absorption. However, the transmission curves are severely different from that corresponding to the low n 2 simulation (n 2 ¼ 10 À17 cm 2 /W). This result shows that one cannot neglect the role of third-order nonlinearity to report on local excitation in this experimental regime.
As known from the B integral formalism, the Kerr type self-focusing effect associated with non-linear refractive index n 2 accumulates as the beam propagates through materials. Accordingly, we already noted the excitation volume moves more from the theoretical focus positions for deeper focusing experiments (shown in Fig. 4 ). While the excitation volume remains relatively very low affected for beam power and sample thickness considered in Fig. 4 , one can expect this may not hold for larger focusing distances inside materials.
To reveal theoretically the importance of this effect, we repeat the simulations for material slabs with thickness that is twice that we used in experiments. The Fig. 8 shows the results for a 1.54-mm thick substrate corresponding on the Z-scan procedure to the presence of material between Z ¼ 0 and Z ¼ 0.4 mm (see dashed lines) due to the refractive index of Si. The transmissions are reported for the same energy range 10-30 nJ. We noted in previous sections that the sharpness of transmission changes at the entrance and exit of the substrate indicates the degree of absorption confinement that can be achieved over the substrate. Here, we see the transition from the in-the-bulk absorption signal to the non-absorption level is significantly increased at the exit of our thicker slabs. At the entrance of the slab and for previous simulations where the transmission curves are relatively symmetric (Figs. 3 and 5 ) the transitions were %50 lm that is on the order of the Rayleigh range of the beam (z R ¼ 42 lm). In Fig. 8 , the absorption signal vanishes in %170 lm at the exit of the sample. This shows that the Kerr effect accumulated by propagation over more than a millimeter substrate causes the focal volume to spread along the optical axis. The subsequent elongated excited region translates in a longer transition in the Z-scan simulations.
V. SUMMARY AND CONCLUSION
We have developed a 3D numerical model describing non-linear absorption in the bulk of Si and GaAs irradiated by tightly focused near-IR femtosecond pulses. The importance of particular effects leading to a well-defined local free-carrier source in-the-bulk of materials is established. We have shown the energy absorbing processes (ionization heating), the optical non-linearity and the doping concentration of semiconductors must be accurately modeled to simulate the morphology of the excited region. This even if the models aim at describing low density excitations.
We have demonstrated the free-carrier source remains well confined provided we do not interact with more than millimeter thick samples (Figs. 3 and 4) . For thick samples, we have observed the excitation region extends in the transverse direction due to Kerr effect (Fig. 8) . The calculations for laser pulses of different durations and peak intensities revealed the role of heating and avalanche collision ionization in the reported absorption levels (Fig. 5) .
Accordingly, the calculation results show that nonlinear absorption depends drastically on the doping concentration of semiconductors since doped semiconductors provides an initial free-carrier density that can seed the avalanche at the early stages of the interaction (Fig. 6) .
Our discussion has been focused on the calculation of the laser beam transmission through the sample since it directly depends on the amount of laser energy deposited inside materials for ionization. Transmission is also an easy experimental observable for any type of materials. We have obtained a rather good agreement between the model and experiments showing the consistency of our numerical model. The method is similar to that used in several studies of femtosecond laser interaction in dielectrics. 19, 45 In these previous works, multiphoton ionization with visible femtosecond laser light was used for direct 3D microfabrication 4, 46 and probing 20, 47, 48 inside transparent dielectrics. In particular, the approach was demonstrated to form microscale embedded optical elements. 4, 46, 49, 50 In this paper, we show the use of near-infrared femtosecond laser pulses must make possible a local control over semiconductor materials in a very similar way. This work opens routes to extend the field of applications to microelectronics and telecommunications.
