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Abstract
This paper presents unifying results for subspace identification (SID) and dynamic mode decomposition (DMD) for autonomous
dynamical systems. We observe that SID seeks to solve an optimization problem to estimate an extended observability matrix
and a state sequence that minimizes the prediction error for the state-space model. Moreover, we observe that DMD seeks
to solve a rank-constrained matrix regression problem that minimizes the prediction error of an extended autoregressive
model. We prove that existence conditions for perfect (error-free) state-space and low-rank extended autoregressive models are
equivalent and that the SID and DMD optimization problems are equivalent. We exploit these results to propose a SID-DMD
algorithm that delivers a provably optimal model and that is easy to implement. We demonstrate our developments using a
case study that aims to build dynamical models directly from video data.
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1 Introduction
This paper considers the problem of identifying an au-
tonomous dynamical model from a sequence of output
(observable) data by using subspace identification (SID)
and dynamic mode decomposition (DMD).
SID seeks to identify a dynamical model in state-space
form from output sequence data [12, 18]. Since state
data are not available (the states are unknown), SID
adopts a sequential approach wherein an extended ob-
servability matrix and the state sequence are first iden-
tified from the output data and these quantities are then
used to identify the state-space system matrices. The
term subspace arises from the fact that the state se-
quence is identified from a subspace defined by a delay-
embedded output sequence [18]. A number of different
SID algorithms have been proposed in the literature such
as PC, UPC, and CVA [2] (for autonomous systems)
and N4SID [16], MOSEP [19], and CVA [8] (for non-
autonomous systems). In seminal work, Van Overschee
and De Moor established a unifying theorem, which in-
dicates that the only defining feature of such methods is
the weighting scheme used for singular value decompo-
sition (SVD) [17]. SID has been the dominant paradigm
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for state-space dynamic model identification in indus-
trial applications [4]. Interestingly, optimality properties
for SID models have not been explored in the literature;
specifically, existing SID approaches are often justified
based on geometric interpretations (e.g., [18, Chapter
2]) and not on optimization/regression interpretations.
DMD is an identification method that has recently
gained considerable attention in the literature as it pro-
vides a scalable approach to deal with high-dimensional
state spaces (as those arising in computational fluid dy-
namics and partial differential equations) [7, 13, 14]. In
DMD, a low-rank dynamical model is obtained by solv-
ing a linear regression problem (which can be solved by
using SVD) and the rank is constrained via truncation
of SVD. In recent work, an alternative rank-constrained
regression formulation for DMD is proposed and a
closed-form solution for such a problem was derived [5].
This result implies that external truncation only deliv-
ers a suboptimal solution. The models resulting from
DMD are often expressed in terms of modes, which
represent coherent structures and associated timescales
(this information is of high value in understanding spa-
tiotemporal phenomena). Connections between DMD
and Koopman operator theory have also been estab-
lished in [9, 13, 14]. Unlike SID, however, the model
order of DMD is assumed to be equal to the order of a
delay-embedded observable (i.e., low-order state space
is not formally constructed). As a result, DMD models
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do not provide a direct low-order state-space represen-
tation (unless the states are assumed equal to the out-
puts). Connections between SID and DMD have only
been addressed superficially in [1,11]; to the best of our
knowledge, no theoretical results have been established.
This paper provides a theoretical treatment that unifies
SID and DMD. We establish optimization problem for-
mulations for SID and DMD. We show that existence
conditions for perfect models (in the sense that they fit
the data without errors) are equivalent and that both
optimization problems are equivalent. We exploit the
equivalence between SID and DMD to derive a method
(that we call SID-DMD) that computes a state-space
model from output data. Notably, the computed model
has provable optimality properties (thus overcoming de-
ficiencies of existing SID approaches) and is easy to im-
plement (via SVD). Although SID and DMD algorithms
can be used to identify non-autonomous systems, in this
paper we aim to make a first attempt to unify these ap-
proaches by focusing on autonomous systems.
The remainder of the paper is organized as follows: In
Section 2 we introduce optimization formulations for
SID and DMD and equivalence theorems. In Section 3
we propose the SID-DMD approach and properties of its
solution. Numerical results for a case study using video
data are presented in Section 4.
Subspace ID DMD
xk+1 = Axk
yk = Cxk
yk+1 =Θyk
rank(Θ) ≤ nThm. 1⇐====⇒
min
Γ,X
‖Yf − ΓXp‖F
s.t. row(X) ⊆ row(Y)
min
Θ
‖Yf −ΘYp‖F
s.t. rank(Θ) ≤ n
Thm. 2⇐====⇒
Fig. 1. A schematic summary of unifying results.
2 Unifying Results
This section presents unifying theorems for SID and
DMD; a summary of these results is shown in Fig. 1.
We begin the discussion by defining some basic notation.
The set of real numbers and integers are denoted by R
and I. By default, we consider vectors as column vectors
and use syntax [ξ1; · · · ; ξn] = [ξ>1 · · · ξ>n ]>. The subma-
trix of ξ with row indexes i1, · · · , i2 and column indexes
j1, · · · , j2 is denoted by ξ[i1 : i2, j1 : j2]. Moore-Penrose
pseudoinverses are denoted by (·)† and Frobenius norms
are denoted by ‖ · ‖F . We assume that a sequence of ob-
servable output data {yk ∈ Rm}jk=i with i, j ∈ I∪{±∞}
is available; if i < j are finite, we can construct block-
Hankel data matrices by embedding a time delay of or-
der s ∈ I>0 as:
Y :=

yi yi+1 · · · yj−s+1
yi+1 yi+2 · · · yj−s+2
...
...
. . .
...
yi+s−1 yi+s · · · yj
 =
[
yi yi+1 · · · yj−s+1
]
Yp := Y[:, 1 : `] =
[
yi yi+1 · · · yj−s,
]
Yf := Y[:, 2 : `+ 1] =
[
yi+1 yi+2 · · · yj−s+1
]
.
where yk := [yk; yk+1; · · · ; yk+s−1]; ` := j − i− s+ 1.
2.1 Subspace Identification
SID aims to identify a state-space model of order n ∈ I>0
(user-defined) of the form:
xk+1 = Axk + wk (1a)
yk = Cxk + vk, (1b)
where xk ∈ Rn is the unknown (hidden) state, wk ∈
Rn is the state prediction error, vk ∈ Rm is the output
prediction error, and A ∈ Rn×n and C ∈ Rm×n are the
system matrices.
Direct estimation of (A,C) from output data is challeng-
ing because one must simultaneously estimate the state
sequence. Doing this explicitly would require solving a
nonconvex optimization problem [10]. SID seeks to avoid
this by indirectly estimating (A,C); to see how this is
done, we first observe that the output can be predicted
using the state and extended observability matrix as:
yk = Γsxk + ek (2)
where Γs := [C;CA; · · · ;CAs−1] and ek ∈ Rms is the
prediction error. Moreover, we observe that the state
sequence can be constructed from the delay-embedded
output sequence as: xk = AΓ
†
syk−1 + fk, where fk ∈
Rms is the prediction error. This allows us to assume
that the sequence {xk+1}j−s+1k=i can be found from the
subspace defined by the row space formed by {yk}j−s+1k=i .
Accordingly, we observe that the SID problem can be
cast as the optimization problem:
min
Γ,X
‖Yf − ΓXp‖F (3a)
s.t. row(X) ⊆ row(Y), (3b)
where X := [xi+1 · · · xj−s+2]; Xp := X[:, 1 : `] and
row(·) represents the row space of a matrix. The exis-
tence of a solution follows from Proposition 4 (presented
later). As is well-known, SID problems are ill-poised; ob-
serve that, if (Γ∗, X∗) is a solution, (Γ∗T−1, TX∗) is a
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solution for any nonsingular T ∈ Rn×n. Therefore, it
suffices to obtain (Γ, X) and subsequently (A,C) up to
a similarity transformation.
Remark 1. Problem (3) aims to minimize the predic-
tion error for (2) while enforcing the state sequence to
lie in the subspace defined by the row space of Y. It is
important to note that existing SID algorithms have ef-
fectively solved (3) (we show this in Appendix A), but the
optimization problem (3) has not been stated explicitly
in the literature (to the best of our knowledge). Existing
SID approaches are often justified based on geometric in-
terpretations (e.g., see [18, Chapter 2]) and not on opti-
mization/regression interpretations.
Remark 2. In conventional SID algorithms, the data
matrices Yp and Yf are constructed in a way that the
data in the corresponding columns are not overlapping
with each other (e.g., by choosing Yp := Y[1 : `− s+ 1]
and Yf := [s+ 1 : `+ 1]). Here, we have modified this by
allowing data overlaps in order to ensure consistency with
DMD models. Moreover, in conventional methods, (A,C)
are identified by using the estimated (Γ, X); for instance,
one can use A := Γ[1 : m(s− 1), :]†Γ[m+ 1 : ms, :] and
C := Γ[1 : m, :]. The work in [18] provides an overview
of other approaches that use the state sequence X.
2.2 Dynamic Mode Decomposition
DMD aims to identify a dynamic mapping (shift) be-
tween past and future states. When the full state is not
observed, models are constructed by using a time-delay
embedding [1,7]. Such a technique is related to the clas-
sical Takens theorem. By embedding a time-delay with
order s, the model can be represented as:
yk+1 = Θyk + gk, (4)
where gk ∈ Rms is the error. We call (4) an extended
autoregressive (AR) model, since each block row takes
the form of an AR model. In typical applications such
as fluid dynamics, the output data is high-dimensional
and it is thus desired to induce simplicity in the identi-
fied model. This is done by constraining the rank of the
mapping Θ; specifically, we enforce rank(Θ) ≤ n for a
given n ∈ I>0. We can thus see that DMD seeks to find
a mapping that solves the optimization problem:
min
Θ
‖Yf −ΘYp‖F (5a)
s.t. rank(Θ) ≤ n. (5b)
This problem finds the mapping that minimizes the pre-
diction error of (4) (measured by the Frobenius norm)
while satisfying the rank constraint of the mapping.
The existence of a solution to this problem follows from
Proposition 1(a) (presented later).
Remark 3. DMD was originally proposed in the litera-
ture by assuming a form much simpler form than (5) [13].
Specifically, the notion of time-delay embedding was not
formally introduced (states were assumed to be observ-
able) and the rank condition for Θ was not directly en-
forced as constraints. Time-delay embedding was recently
introduced in [7] and in the Hankel-DMD framework
of [1]. To enforce low rank, truncated SVD has been typi-
cally performed on the data matrix Yp [7]. Note that this
approach delivers a suboptimal solution to (5). To find an
optimal low-rank mapping Θ, one needs to directly find
the solution of this problem. In recent work, DMD was
formulated as a rank-constrained regression problem and
a closed-form solution was derived [6].
2.3 Equivalence Theorems
We now present equivalence theorems for SID and
DMD. The first theorem states that underlying model
assumptions of SID and DMD are equivalent (the ex-
istence of a model that perfectly fits (1) is equivalent
to the existence of a model that perfectly fits (4)). The
second theorem states that the optimization problems
of SID and DMD are equivalent (a solution of (3) can
be obtained from a solution of (5) and viceversa).
Theorem 1. Given {yk}∞k=−∞ and n, s ∈ I>0, the fol-
lowing statements are equivalent.
(a) There exists {xk ∈ Rn}∞k=−∞ and (A,C) with observ-
ability index not greater than s such that (1) is satisfied
with wk = 0 and vk = 0 for k ∈ I.
(b) There exists Θ ∈ Rms×ms with rank(Θ) ≤ n such
that (4) is satisfied with gk = 0 for k ∈ I.
Proof of (a) =⇒ (b). From the assumption that (A,C)
is observable with index not greater than s, we have
that Γs has full column rank. Observe now from (a) that
yk = Γsxk holds. By left multiplying Γ
†
s, we have xk =
Γ†syk; moreover, yk+1 = ΓsAxk = ΓsAΓ
†
syk. Thus, we
can see that, for Θ := ΓsAΓ
†
s, (4) holds with gk = 0.
Since rank(Γs) ≤ n, rank(Θ) ≤ n; thus (b) holds.
Proof of (b) =⇒ (a). We redefine Θ ← GG>Θ where
the columns ofG form an orthonormal basis of span{yk}
(here, one can easily show that span of an infinite vec-
tor set is a vector space, so the basis is well-defined).
We observe that (4) with gk = 0 and rank(Θ) ≤ n still
hold; thus (b) is not violated by the redefinition of Θ.
We let Θ = PQ>, where P ∈ Rms×r, Q ∈ Rms×r, and
r := rank(Θ) (such a factorization always exists). Also,
we let x˜k+1 := Q
>yk, A˜ := Q>P , and C˜ := P [1 :
m, :]. One can verify from (4) that x˜k+1 = A˜x˜k and
yk = C˜x˜k hold for k ∈ I. Now observe that rank(Θ) ≤
dim{yk} holds due to the projection operator GG>, and
rank(Θ) ≥ dim{yk} holds due to {yk} ⊆ range(Θ),
where dim(·) denotes the dimension of the span(·). As
such, r = dim{yk}. One can see that yk = Γ˜sx˜k holds
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for any k ∈ I and dim{x˜k} = r, and this implies that Γ˜s
has full column rank. We construct {xk} and (A,C) as:
xk =
[
x˜k
0n−r
]
, A =
[
A˜ 0r×n−r
0n−r×r 0n−r×n−r,
]
, C =
[
C˜ C⊥
]
,
where the columns of C⊥ ∈ Rm×(n−r) are orthogonal
to C. One can observe that (1) holds with wk = 0 and
vk = 0. From the fact that Γ˜s has full column rank and
C⊥ is orthogonal to C, we have that Γs has full column
rank and thus (a) holds.
Note that (a) =⇒ (b) is well-known but, to the best of
our knowledge, (a)⇐= (b) has not been proved before.
Theorem 2. Let (Γ∗, X∗) be a solution of (3) and Θ∗ =
PQ> with P,Q ∈ Rms×n be a solution of (5), then:
(a) Θ = Γ∗X∗pY
†
p is a solution of (5).
(b) (Γ, X) = (P,Q>Y) is a solution of (3).
Proof of (a). Suppose that there exists Θ′ = P ′(Q′)>
with P ′ ∈ Rms×n and Q′ ∈ Rms×n, such that has bet-
ter (lower) objective value for (5) than Γ∗X∗pY
†
p. Ob-
serve: row((Q′)>Y) ⊆ row(Y). Furthermore, we have
that row(X∗p ) ⊆ row(Yp) because row(X∗) ⊆ row(Y).
This implies that: X∗pY
†
pYp = X
∗
p . Therefore, from the
assumption that Θ′ has better objective value for (5)
than Γ∗X∗pY
†
p, we have ‖Yf − P ′(Q′)>Yp‖2F < ‖Yf −
Γ∗X∗p‖2F . Thus, now we know that (P ′, (Q′)>Y) is feasi-
ble to (3), and it has better objective value for (3) than
(Γ∗, X∗). This contradicts the assumption that (Γ∗, X∗)
is a solution of (3); therefore, (a) holds.
Proof of (b). Suppose there exists (Γ′, X ′) having a
better objective value for (3) than (P,Q>Yp) and
row(X ′) ⊆ row(Y). We observe from row(X ′) ⊆ row(Y)
that there exists T ∈ Rn×ms such that X ′ = TY holds;
thus, Γ′X ′p = Γ
′TYp. One can see from the dimension of
Γ′ that rank(Γ′T ) ≤ n and from the assumption, we can
see that ‖Yf − Γ′TYp‖2F < ‖Yf − PQ>Yp‖2F holds.
This implies that that Γ′T has a better objective value
for (5) than Θ∗ does. This contradicts the assumption
that Θ∗ is a solution of (5); therefore, (b) holds.
Moreover, it directly follows from Theorem 2(b) that the
optimal objective value of (3) and (5) are equal. Thus,
the optimization problems (3) and (5) are equivalent.
3 SID-DMD Algorithm
We exploit the equivalence results to derive a combined
algorithm that we call SID-DMD. This algorithm aims
to identify an order n state-space model with observ-
ability index not greater than s from a given sequence
of output data {yk}jk=i. The proposed algorithm takes
the desired orders n, s ∈ I and output data sequence
{yk}jk=i as inputs, and returns system matrices (A,C).
If needed, it also returns modes (Ψ,Λ). The identifica-
tion procedure is a combination of SID and DMD; in
specific, the overall procedure involves three steps: (i)
identification of a rank-n extended AR mapping Θ, (ii)
extraction of the system matrices (A,C) from AR map-
ping Θ, (iii, optional) spatiotemporal mode decomposi-
tion to obtain the spatial and temporal modes (Ψ,Λ).
Notably, the SID-DMD algorithm provides an optimal
model (solves (3) and (5)) and can be computed using
SVD (it is easy to implement).
3.1 Rank-Constrained Matrix Regression
The first step of the algorithm is the identification of
a low-rank AR model (4) by solving Problem (5). The
following proposition establishes a closed-form solution
for this problem and highlights several properties.
Proposition 1. The following holds:
(a) Θ∗ = Z(n)S
−1
2 U
>
2 is a solution of (5), where
Z = YfV2; Z(n) = U1S1V
>
1 is an n-truncated SVD of
Z; Yp = U2S2V
>
2 is an economic SVD.
1
(b) Θ is a solution of (5) if and only if ΘU2(U2)
> = Θ∗
holds for some Θ∗ and rank(Θ) ≤ n.
(c) Suppose that the n-truncated SVD of Z is unique;
then Θ∗ is a unique solution of (5) if and only if Yp has
full row rank.
(d) ‖Θ∗‖F ≤ ‖Θ‖F holds for any solution Θ of (5) if
the n-truncated SVD of Z is unique.
(e)
∥∥ΘfullYp −Θ∗Yp∥∥F = (∑k≥n+1(σk)2)1/2, where
Θfull := ZS−12 U
>
2 is a full-rank solution of (5); σk is the
kth largest singular value of Z.
Proof of (a). By orthogonal invariance of the Frobenius
norm, the squared objective of (5) can be rewritten as:
‖(Yf −ΘYp)[V2 V ⊥2 ]‖2F = ‖Z −ΘU2S2‖2F + ‖YfV ⊥2 ‖2F ,
where the columns of V ⊥2 are the orthonormal basis
of the orthogonal complement of the column space of
V2. The equality follows from the block structure. Ob-
serve that the second term is constant and thus it can
be neglected. We observe that a lower bound of the
objective under a rank constraint on Θ (5b) can be
1 Note that truncated SVDs are not necessarily unique due
to the fact that the nth and (n+ 1)th largest singular values
may be the same. As such, we consider Z(n) as a specific
realization; so the mapping Θ∗ is not necessarily unique.
However, if the data contains noise, it is highly unlikely that
the nth and (n + 1)th largest singular values are equal.
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found by a rank-n approximation of Z. This is because
rank(ΘU2S2) ≤ n holds if rank(Θ) ≤ n. This implies
that Θ is a solution of (5) if
ΘU2S2 = Z(n) (6)
and rank(Θ) ≤ n holds for some Z(n) (this provides
sufficient conditions for optimality). Now we check that
Θ∗ satisfies such conditions; one can see that Θ∗U2S2 =
Z(n) holds. Lastly, one can see that rank(Θ
∗) ≤ n, since
rank(Z(n)) ≤ n. Therefore, Θ∗ satisfies the sufficient
condition for optimality and is thus a solution.
Proof of (b). We first prove =⇒ ; consider a solution
Θ of (5). Condition rank(Θ) ≤ n is satisfied from the
feasibility. Since Θ∗ is a solution, Θ should also sat-
isfy ΘU2S2 = Z(n) for some Z(n) not to be worse than
Θ∗ in objective value. Finally, ΘU2S2 = Z(n) implies
ΘU2(U2)
> = Θ∗ for some Θ∗. We now prove ⇐= ; above
we saw that ΘU2S2 = Z(n) for some Z(n) and rank(Θ) ≤
n are sufficient conditions for optimality. Accordingly, it
suffices to show that ΘU2S2 = Z(n) holds for some Z(n)
if ΘU2(U2)
> = Θ∗ for some Θ∗. By right multiplying
U2S2 to ΘU2(U2)
> = Θ∗, we have ΘU2S2 = Z(n). As
such, (6) holds.
Proof of (c). We first prove =⇒ by contradiction; sup-
pose that Yp does not have full row rank. Let Θ
∗ =
PQ>, where P,Q ∈ Rms×n and P has full column rank.
We consider Θ′ := Θ∗ + pq>, where p is a non-zero col-
umn of P and q is the first column of Q⊥, where the
columns ofQ⊥ are the orthonormal basis of the orthogo-
nal complement of the column space of Q. Note that the
column space of Q⊥ is non-empty due to the assump-
tion that Yp does not have full row rank. Observe that
pq> 6= 0. We have that ΘU2(U2)> = Θ∗ is satisfied (be-
cause q>U2 = 0). Also, one can see that the columns
of Θ∗ span the column space of Θ′; we thus have that
rank(Θ′) ≤ n is satisfied. These imply that Θ′ 6= Θ is a
solution of (5); thus, the solution of (5) is not unique.
Therefore, the solution is unique only if Yp has full row
rank. We now prove ⇐= ; we observe that, if Yp has
full row rank, U2(U2)
> = I. Thus, the solution satisfies
Θ = Θ∗. The uniqueness of n-truncated SVD of Z elim-
inates the non-uniqueness of Θ∗. Therefore, the solution
is unique.
Proof of (d). Directly follows from (b).
Proof of (e). We have (Θfull−Θ∗)Yp = (Z−Z(n))(V2)>.
By the orthogonal invariance of the Frobenius norm,
‖ΘfullYp−Θ∗Yp‖F = ‖Z−Z(n)‖F . From Eckart-Young-
Mirsky, ‖Z − Z(n)‖F = (
∑
k≥n+1(σk)
2)1/2. This result
holds regardless of the uniquenesss of Z(n).
One can thus see that a solution of (5) can be computed
by using SVDs (pseudoinverses can also be computed
by SVDs). The solution of (5) is globally optimal and
scalable; observe also from the solution form of (5) that
one can naturally obtain the solution as a factorized
form Θ = PQ>, with P,Q ∈ Rms×n (e.g., P = U1; Q =
U2S
−1
2 V1S1). Retaining such a form is advantageous in
that it requires less memory (for the case that ms 
n). Note that Proposition 1 is stated in general terms;
in other words, the results hold with arbitrary Yp and
Yf . Proposition 1 extends the results reported in the
literature [6,20]. In partcular, (b) and (d) have not been
reported in the literature (to the best of our knowledge).
One notable observation is that even with rank con-
straint, the sample size should be sufficiently large to
guarantee the uniqueness of the solution (Proposition
1(c)). If the sample size is insufficient (which is the
case for most applications in DMD), Θ∗ is a reasonable
choice since it is the minimum norm solution.
3.2 Estimation of System Matrices
The second step of the SID-DMD algorithm is the esti-
mation of the system matrices (A,C) from the extended
AR mapping Θ∗. Here, we present a method that di-
rectly obtains system matrices from the factorized form
of the solution Θ∗ = PQ> of Problem (5). The follow-
ing proposition establishes this approach.
Proposition 2. Let Θ∗ = PQ> with P,Q ∈ Rms×n be
a solution of (5). Then there exists a solution (Γ∗, X∗)
of (3) such that A := Q>P and C := P [1 : m, :] solve:
min
A,C
∥∥[X∗f ;Yf ]− [A;C]X∗p∥∥F , (7)
where X∗f := X
∗[:, 2 : `+ 1]; Yf := [yi+1 · · · yj−s+1].
Proof. From Theorem 2, (P,Q>Y) is a solution of (3).
We choose Γ∗ = P and X∗ = Q>Y. From the opti-
mality of Θ∗ to (5), we have that P is a solution of
minP ′ ‖Yf − P ′X∗p‖2F , since X∗p = Q>Yp. This im-
plies that Yf (X
∗
p)
† = P (X∗p )
†X∗p (this follows from the
full-rank case of Proposition 1 (b)). Now we left multi-
ply [Q>; Ims×ms[1 : m, :]]. This yields [X∗f ;Yf ](X
∗
p )
† =
[A;C]X∗p (X
∗
p )
†. Again, by Proposition 1(b), one can see
that (A,C) is a solution of Problem (7).
In other words, by extracting (A,C) as A := Q>P and
C := P [1 : m, :] from Θ∗ = PQ>, one can obtain (A,C)
that minimizes the prediction error of the state-space
model (up to within a similarity transformation).
3.3 Mode Decomposition
In high-dimensional systems, it is often useful to ex-
press the state evolution equation as an evolution of
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spatial and temporal modes. Here, we derive a similar
representation with output predictions for (1).
Proposition 3. For diagonalizable A, we have that
ŷk|` = ΨΛk−`b̂`|`, where x̂k+1|` := Ax̂k|`; ŷk|` := Cx̂k|`;
b̂k|` := Φ−1x̂k|`; an eigendecomposition of A is
AΦ = ΦΛ; Ψ := CΦ.
Proof directly follows from the definitions. We now re-
define the modes in the context of output prediction of
state-space model.
We define the columns {ψk}nk=1 of Ψ as spatial modes
and the diagonal components {λk}nk=1 of Λ as tempo-
ral modes. The spatiotemporal modes can have complex
components, which leads to oscillatory behavior. One
can obtain the estimate x̂`|` of the current state x` by
using observers, such as a Kalman Filter.
3.4 SID-DMD Algorithm
The results of this section are summarized in Algorithm
1. The algorithm is divided into three subroutines: rank-
constrained matrix regression, system matrices estima-
tion, and mode decomposition. Here, svd(·,’econ’) is
a function that computes economic SVD; svds(·, n) is
a function that computes n-truncated SVD; eig(·) is a
function that computes eigendecomposition. An imple-
mentation of this is available at https://github.com/
zavalab/JuliaBox/tree/master/SID_DMD.
Algorithm 1 SID-DMD Algorithm
(a) Rank-Constrained Matrix Regression:
Require: n, s ∈ I>0, {yk ∈ Rm}jk=i
1: Yp := [yi · · · yj−s]; Yf := [yi+1 · · · yj−s+1]
2: (U2, S2, V2) =svd(Yp, ’econ’)
3: (U1, S1, V1) =svds(YfV2, n)
4: P = U1; Q = U2S
−1
2 V1S1
Ensure: P ∈ Rms×n, Q ∈ Rms×n
(b) System Matrices Estimation:
Require: P ∈ Rms×n, Q ∈ Rms×n
1: A = Q>P ; C = P [1 : m, :]
Ensure: A ∈ Rn×n, C ∈ Rm×n
(c) Mode Decomposition:
Require: A ∈ Rn×n, C ∈ Rm×n
1: (Λ,Φ) = eig(A)
2: Ψ = CΦ
Ensure: Ψ ∈ Rm×n, Λ ∈ Rn×n
4 Case Study
Liquid crystals (LCs) undergo surface-driven ordering
transitions in the presence of chemical contaminants.
Fig. 2. Snapshots of experimental data for DMMP (first row)
and water (second row) at different times (left to right).
Time (sec)
<latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdL MW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="Y/s9h12wQUoMiD+GML8xbJX9B4A=">AAAB5nicbZBLSwMxFIXv1FetVatbN8Ei1E2ZcWOXghuXFfrCdiiZ9E4bmmSGJCOUof/CjQtF/Enu/Demj4W2Hgh8nJOQe0+UCm6s7397hZ3dvf2D4mHpqHx8clo5K3dMkmmGbZaIRPcialBwhW3LrcBeqpHKSGA3mt4v8u4zasMT1bKzFENJx4rHnFHrrKcWl0hqB tn1sFL16/5SZBuCNVRhreaw8jUYJSyTqCwT1Jh+4Kc2zKm2nAmclwaZwZSyKR1j36GiEk2YLyeekyvnjEicaHeUJUv394ucSmNmMnI3JbUTs5ktzP+yfmbjRphzlWYWFVt9FGeC2IQs1icjrpFZMXNAmeZuVsImVFNmXUklV0KwufI2dG7qgV8PHn0owgVcQg0CuIU7eIAmtIGBghd4g3fPeK/ex6qugrfu7Rz+yPv8ATx/jr0=</latexit><latexit sha1_base64="Y/s9h12wQUoMiD+GML8xbJX9B4A=">AAAB5nicbZBLSwMxFIXv1FetVatbN8Ei1E2ZcWOXghuXFfrCdiiZ9E4bmmSGJCOUof/CjQtF/Enu/Demj4W2Hgh8nJOQe0+UCm6s7397hZ3dvf2D4mHpqHx8clo5K3dMkmmGbZaIRPcialBwhW3LrcBeqpHKSGA3mt4v8u4zasMT1bKzFENJx4rHnFHrrKcWl0hqB tn1sFL16/5SZBuCNVRhreaw8jUYJSyTqCwT1Jh+4Kc2zKm2nAmclwaZwZSyKR1j36GiEk2YLyeekyvnjEicaHeUJUv394ucSmNmMnI3JbUTs5ktzP+yfmbjRphzlWYWFVt9FGeC2IQs1icjrpFZMXNAmeZuVsImVFNmXUklV0KwufI2dG7qgV8PHn0owgVcQg0CuIU7eIAmtIGBghd4g3fPeK/ex6qugrfu7Rz+yPv8ATx/jr0=</latexit><latexit sha1_base64="Bwuyi/o9Ry9WoZWVqMEancQBE8g=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3Bno2XQxjJCvjA5wt5mLlmyt3fs7gnhyL+wsVDE1n9j579xk1yhiQ8GHu/NMDMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByN/c7T6g0j2XTTBP0IzqSPOSMGis9NnmEp KqRXQ7KFbfmLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8WF8/IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTObvkyFXyIyYWkKZ4vZWwsZUUWZsSCUbgrf68jppX9U8t+Y9uJX6bR5HEc7gHKrgwTXU4R4a0AIGEp7hFd4c7bw4787HsrXg5DOn8AfO5w9whpAV</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit>
Time (sec)
<latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdL MW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="Y/s9h12wQUoMiD+GML8xbJX9B4A=">AAAB5nicbZBLSwMxFIXv1FetVatbN8Ei1E2ZcWOXghuXFfrCdiiZ9E4bmmSGJCOUof/CjQtF/Enu/Demj4W2Hgh8nJOQe0+UCm6s7397hZ3dvf2D4mHpqHx8clo5K3dMkmmGbZaIRPcialBwhW3LrcBeqpHKSGA3mt4v8u4zasMT1bKzFENJx4rHnFHrrKcWl0hqB tn1sFL16/5SZBuCNVRhreaw8jUYJSyTqCwT1Jh+4Kc2zKm2nAmclwaZwZSyKR1j36GiEk2YLyeekyvnjEicaHeUJUv394ucSmNmMnI3JbUTs5ktzP+yfmbjRphzlWYWFVt9FGeC2IQs1icjrpFZMXNAmeZuVsImVFNmXUklV0KwufI2dG7qgV8PHn0owgVcQg0CuIU7eIAmtIGBghd4g3fPeK/ex6qugrfu7Rz+yPv8ATx/jr0=</latexit><latexit sha1_base64="Y/s9h12wQUoMiD+GML8xbJX9B4A=">AAAB5nicbZBLSwMxFIXv1FetVatbN8Ei1E2ZcWOXghuXFfrCdiiZ9E4bmmSGJCOUof/CjQtF/Enu/Demj4W2Hgh8nJOQe0+UCm6s7397hZ3dvf2D4mHpqHx8clo5K3dMkmmGbZaIRPcialBwhW3LrcBeqpHKSGA3mt4v8u4zasMT1bKzFENJx4rHnFHrrKcWl0hqB tn1sFL16/5SZBuCNVRhreaw8jUYJSyTqCwT1Jh+4Kc2zKm2nAmclwaZwZSyKR1j36GiEk2YLyeekyvnjEicaHeUJUv394ucSmNmMnI3JbUTs5ktzP+yfmbjRphzlWYWFVt9FGeC2IQs1icjrpFZMXNAmeZuVsImVFNmXUklV0KwufI2dG7qgV8PHn0owgVcQg0CuIU7eIAmtIGBghd4g3fPeK/ex6qugrfu7Rz+yPv8ATx/jr0=</latexit><latexit sha1_base64="Bwuyi/o9Ry9WoZWVqMEancQBE8g=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3Bno2XQxjJCvjA5wt5mLlmyt3fs7gnhyL+wsVDE1n9j579xk1yhiQ8GHu/NMDMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByN/c7T6g0j2XTTBP0IzqSPOSMGis9NnmEp KqRXQ7KFbfmLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8WF8/IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTObvkyFXyIyYWkKZ4vZWwsZUUWZsSCUbgrf68jppX9U8t+Y9uJX6bR5HEc7gHKrgwTXU4R4a0AIGEp7hFd4c7bw4787HsrXg5DOn8AfO5w9whpAV</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit><latexit sha1_base64="MHe1/963/oaBl9n+eG/3+2TvOt0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWWEfIjJEfY2c8mSvb1jd08IR/6FjYUitv4bO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYjVQ0A1Ci6xbbgR+JAopFEgsBtMbud+9wmV5rFsmWmCfkRHkoecUWOlxxaPk FQ1sstBueLW3AXIOvFyUoEczUH5qz+MWRqhNExQrXuemxg/o8pwJnBW6qcaE8omdIQ9SyWNUPvZ4uIZubDKkISxsiUNWai/JzIaaT2NAtsZUTPWq95c/M/rpSa89jMuk9SgZMtFYSqIicn8fTLkCpkRU0soU9zeStiYKsqMDalkQ/BWX14nnXrNc2vefb3SuMnjKMIZnEMVPLiCBtxBE9rAQMIzvMKbo50X5935WLYWnHzmFP7A+fwBcSaQFw==</latexit>
Fig. 3. Spatiotemporal modes for LC data. First column:
spatial modes of DMMP. Second column: temporal trends
of DMMP. Third column: spatial modes of water. Fourth
column: temporal trends of water. First, second, and third
rows represent the real modes, the real parts of the complex
modes, and the imaginary parts of the complex modes, re-
spectively. The solid lines and the dashed lines represent the
real part and the imaginary parts of the temporal trends.
The ordering transitions triggered by different gas-
phase analytes produce distinct spatiotemporal (high-
dimensional) patterns that can be detected by a polar-
izing microscope. This selectivity makes LCs flexible
sensing platforms [3]. In this case study, we study spa-
tiotemporal responses of LCs when exposed to different
contaminants (DMMP and water). Spatial snapshots
of the raw data are shown in Figure 2. Initially, LC
fields are black, and light intensity increases as the con-
taminant diffuses through the LC film. It is clear that
DMMP and water produce distinct spatiotemporal pat-
terns. The original data has dimension of m = 34 × 31
for DMMP and m = 36× 32 for water. Both data have
71 timeframes (snapshots). Algorithm 1 is used to iden-
tify the low-rank model, extract system matrices, and
obtain the modes and we use (n, s) = (3, 20).
Modes for each case (DMMP and water) are visualized
in Figure 3. We show the spatial modes as images, where
pixels with positive intensities are colored in white and
the pixels with negative intensities are colored in red.
The temporal modes are visualized by their temporal
trend, (λk)
t/∆t, where ∆t = 1/30 sec is the sampling
time. Whenever the eigenpairs are obtained as conju-
gate pairs, we separately show the real and imaginary
parts of the spatial modes. The associated real and imag-
inary parts of the temporal trends are plotted together.
For DMMP and water, one real mode and two com-
plex modes (conjugate pairs) are obtained. One can in-
terpret the real dynamic modes as the slow-changing
(growth/decay) mode and the complex modes as fast-
changing (oscillatory) modes. We see that DMMP has
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a faster rate for the real mode, and a shorter period of
oscillation for the complex modes. This implies that the
transition occurs more rapidly with DMMP (this can be
visually confirmed). Furthermore, we can see that the
patterns of spatial modes are more uniform in DMMP.
This implies that DMMP undergoes a uniform transition
(the contaminant diffuses in a more homogenous man-
ner). Furthermore, the structure of the spatial mode of
DMMP indicates that the transition is started from the
boundary and propagates towards the center.
5 Conclusions
We have presented equivalence theorems for subspace
identification and dynamic mode decomposition and we
have exploited these results to develop an algorithm that
delivers a provably optimal model and is easy to imple-
ment. In future work, we will seek to establish equiva-
lence for non-autonomous dynamic systems and we will
seek to apply these data-driven capabilities to model
predictive control.
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A SID Solves (3)
We show that a well-known SID model known as
UPC (a counterpart of N4SID for autonomous sys-
tems [18]), solves the optimization problem (3). Here,
we use notation commonly used in SID literature:
A/B = AB†B and A/B⊥ = A(I − B†B). UPC identi-
fies Γ as Γ = US1/2, where (Yf/Yp)(n) = USV
> is an
n-truncated SVD of (Yf/Yp). The following proposi-
tion shows that such Γ solves (3).
Proposition 4. There exists X ∈ Rn×(`+1) such that
Γ = US1/2 and X are solutions of (3).
Proof. The objective function of (3) can be rewritten
as ‖Yf/Yp − ΓXp‖2F + ‖Yf/Y⊥p ‖2F . The separability
of the Frobenius norm follows from the fact that the
rows of Yf/Y
⊥
p are orthogonal to the rows of Yf/Yp
and Xp (recall that the row space of Y should span
that of X). One can also see that the second term is
constant. Since rank(ΓX) ≤ n, the lower bound of the
objective value is attained if ΓXp = (Yf/Yp)(n). Here,
we choose X = S−1/2U>YfY†pY. One can easily see
that ΓXp = (Yf/Yp)(n) and row(X) ⊆ row(Y) hold;
therefore, (Γ, X) is a solution of (3).
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