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Abstract
This dissertation presents connections between cluster algebras and discrete integrable systems,
especially T-systems and their specializations/generalizations.
We give connections between the T-system or the octahedron relation, and the pentagram
map and its various generalizations. A solution to the T-system with quasi-periodic boundary
conditions gives rise to a solution to a higher pentagram map. In order to obtain all the solutions of
higher pentagram map, we define T-systems with principal coefficients from cluster algebra aspect.
Combinatorial solutions of the T-systems with principal coefficients with respect to any valid initial
condition are shown to be partition functions of perfect matchings, non-intersecting paths and
networks. This also provides a solution to other systems with various choices of coefficients on T-
systems including Speyer’s octahedron recurrence (Speyer 2007), generalized lambda-determinants
(Di Francesco 2013) and (higher) pentagram maps (Schwartz 1992, Ovsienko et al. 2010, Glick
2011, Gekhtman et al. 2016).
We study a discrete dynamic on weighted bipartite graphs on a torus, analogous to dimer inte-
grable systems of Goncharov and Kenyon 2013. We show that all Hamiltonians, partition functions
of all weighted perfect matchings with a common homology class, are invariant under a move on the
weighted graph. This move coincides with a cluster mutation, analog to Y-seed mutation in dimer
integrable systems. Q-systems are reductions of T-systems by forgetting one of the parameters.
We construct graphs for Q-systems of type A and B and show that the Hamiltonians are conserved
quantities of the systems. The conserved quantities can be written as partition functions of hard
particles on a certain graph. For type A, they Poisson commute under a nondegenerate Poisson
bracket.
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Chapter 1
Introduction
The broad theme of this dissertation lies between cluster algebras and discrete integrable systems,
focusing mainly on T-systems and their specializations/generalizations.
A cluster algebra [FZ02] is an algebra over a semifield with a distinguished set of basis. There
is a map called a mutation which sends one set of basis to another. By restricting the study to
such mutations on the sets of basis, one can consider discrete dynamical systems obtained from a
cluster algebra.
A classical Liouville integrable system is a Hamiltonian system on a manifold equipped with a
nondegenerate Poisson bracket together with the maximum number (half of the dimension of the
phase space) of independent Poisson-commuting functions (see for example [BBT03]). A notion
of discrete Liouville integrability was introduced in the context of integrability of a Poisson map
[Mae87, Ves91]. A discrete dynamical system is said to be Liouville integrable if the evolution is
a Poisson map and there exist the maximum number of independent Poisson-commuting functions
invariant under the map (see for example [For14, Section 3]).
There are numerous researches on integrability of discrete dynamical systems obtained from
cluster mutations such as the (higher) pentagram maps [OST10, Gli11, GSTV12, GSTV16], Coxeter-
Toda flows [GSV11], recurrence relation from periodic quivers [FM11, For11, FH11, FH14], dimer
models [GK13, FM16], T-systems, Y-systems and Q-systems [DFK10, HI14, Wil15].
T-systems are recurrence relations which can be realized as mutations in a certain cluster algebra
[DFK09]. In various integrable systems obtained from cluster algebras, we notice some connections
to T-systems. In particular, in Chapter 2 we study connections between T-systems and (higher)
pentagram maps through Y-systems. Conserved quantities of Q-systems, the systems which can
be obtained as a specialization of T-systems, are studied in Chapter 4. And we give combinatorial
solutions to T-systems with principal coefficients in Chapter 3.
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The results in Chapters 2 and 3 are from [KV15] and [Vic16], respectively.
Throughout the text, we use the following notations:
[x]+ = max(0, x), [m,n] = {m,m+ 1, . . . , n}, sgn(x) =

x/|x|, x 6= 0,
0, x = 0.
1.1 Cluster algebras
In this section, we quote some basic definitions and important results in the theory of cluster
algebras mainly from [FZ02, FZ07].
1.1.1 Finite rank cluster algebras
Let (P,⊕, ·) be a semifield, i.e., (P, ·) is an abelian group, and ⊕ is an auxiliary addition: com-
mutative, associative and distributive with respect to the multiplication. The following are two
important examples of semifields.
Definition 1.1 (Universal semifield). For a set of labels J, the universal semifield on the set of
variables {yj | j ∈ J} denoted by Qsf (yj : j ∈ J) := (Qsf (yj : j ∈ J),+, ·) is the set of all
subtraction-free expressions of rational functions in independent variables {yj | j ∈ J} over Q with
the usual addition and multiplication.
Definition 1.2 (Tropical semifield). For a set of labels J, the tropical semifield on the set of
variables {yj | j ∈ J} denoted by Trop(yj : j ∈ J) is the free multiplicative abelian group generated
by {yj | j ∈ J} with the auxiliary addition defined by:
∏
j
y
aj
j ⊕
∏
j
y
bj
j =
∏
j
y
min(aj ,bj)
j .
Let n ∈ N, we now state the main definitions of cluster algebras of rank n. Let P be a semifield,
F = QP(x1, . . . , xn) an ambient field, Tn the n−regular tree whose n edges incident to each vertex
have different labels from 1 to n.
Definition 1.3 (Cluster patterns and Y-patterns). A cluster pattern (resp. Y-pattern) is an as-
signment t 7→ (xt,yt, Bt) (resp. t 7→ (yt, Bt)) of any vertex t ∈ Tn to a labeled seed (resp. labeled
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Y-seed) such that:
• The cluster tuple xt = (x1;t, . . . , xn;t) is an n−tuple of elements of F forming a free generating
set.
• The y-variable (a.k.a coefficient) tuple yt = (y1;t, . . . , yn;t) is an n−tuple in P.
• The exchange matrix Bt = (b(t)ij ) ∈Mn×n(Z) is a skew-symmetrizable matrix.
• t k∼ t′ in Tn if and only if (xt,yt, Bt) µk←→ (xt′ ,yt′ , Bt′), where µk is the seed mutation in
direction k defined by:
– Bt′ = (b
(t′)
ij ) where
b
(t′)
ij =

−b(t)ij , i = k or j = k,
b
(t)
ij + sgn(b
(t)
ik )[b
(t)
ik b
(t)
kj ]+, otherwise.
– yt′ = (y1,t′ , . . . , yn,t′) where
yj,t′ =

y−1k,t , j = k,
yj,t(y
+
k;t)
[b
(t)
kj ]+(y−k;t)
−[−b(t)kj ]+ , j 6= k.
– xt′ = (x1;t′ , . . . , xn;t′) where
xj;t′ =

x−1k,t
(
y+k;t
∏n
i=1 x
[b
(t)
ik ]+
i;t + y
−
k;t
∏n
i=1 x
[−b(t)ik ]+
i;t
)
, j = k,
xj;t, j 6= k,
where y+k;t =
yk;t
(yk;t ⊕ 1) and y
−
k;t =
1
(yk;t ⊕ 1) .
Definition 1.4 (Cluster algebra). The cluster algebra A associated with a cluster pattern t 7→
(xt,yt, Bt) for t ∈ Tn is defined to be the ZP-algebra generated by all cluster variables, i.e.
A := ZP[xi,t : t ∈ Tn, i ∈ [1, n]].
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We will only consider cluster algebras with skew-symmetric exchange matrix. In this case, we
can think of the cluster mutation as a combinatorial rule performing on a quiver.
Definition 1.5 (The quiver associated with a skew-symmetric B). When the exchange matrix
B = (bij)i,j∈[1,n] is skew-symmetric, we define QB, the quiver associated with B, to be a directed
graph with vertices 1, . . . , n. There are bij arrows from i to j if and only if bij > 0.
All the information of the exchange matrix B, skew-symmetric, is encoded in the quiver QB.
The mutation µk will then act on QB by the following process:
1. For every pair of arrows i→ k and k → j, add an arrow i→ j.
2. Reverse all the arrows incident to k.
3. Remove all oriented 2-cycles one by one.
One can easily check that µk(QB) = Qµk(B). The following is an example of the quiver associated
with an exchange matrix and the quiver mutation.
[ 0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
]
µ1←→
[ 0 −1 0 1
1 0 1 −1
0 −1 0 1
−1 1 −1 0
]
µ3←→
[ 0 −1 0 1
1 0 −1 0
0 1 0 −1
−1 0 1 0
]
1 2
4 3
1 2
µ1
1 2
µ3
4 3 4 3
Fixing t0 ∈ Tn, we can express variables x1;t, . . . , xn;t, y1,t, . . . , yn;t of the labeled seed at arbi-
trary t ∈ Tn in terms of variables x1;t0 , . . . , xn;t0 , y1,t0 , . . . , yn;t0 at t0. We will then call the labeled
seed (resp. labeled Y-seed) at t0 an initial labeled seed (resp. initial labeled Y -seed) and assign a
simpler notations:
x = xt0 , y = yt0 , B = Bt0
where
xi = xi;t0 , yi = yi,t0 , bij = b
(t0)
ij (i, j ∈ [1, n]).
Unless stated otherwise, the initial labeled seed (x,y, B) is always at t0 and we denoteA(x,y, B)
the cluster algebra with an initial labeled seed (x,y, B). Clearly, a cluster pattern (resp. Y-pattern)
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is completely determined by its initial labeled seed (resp. initial labeled Y-seed). In addition, a
cluster variable is a Laurent polynomial in the initial variables, as stated in the following theorem.
Theorem 1.6 (Laurent phenomenon [FZ07, Theorem 3.7]). The algebra A(x,y, B) is contained
in the Laurent polynomial ring ZP[x±1], i.e. every cluster variable is a Laurent polynomial over
ZP in the initial cluster seed x1, . . . , xn.
When P is trivial, we have yi,t = 1 for all i ∈ [1, n], t ∈ Tn. We call A a coefficient-free cluster
algebra, and write just (xt, Bt) for for its labeled seeds.
Definition 1.7 (Frozen variables). For a cluster algebra (resp. cluster pattern) of rank m with
initial seed (x,y, B), we consider a subpattern t ∈ Tn ⊆ Tm 7→ (xt,yt, Bt). It is the pattern
obtained by µ1, . . . , µn. That means the directions n + 1, . . . ,m are not mutated. We call it a
cluster algebra (resp. cluster pattern) of rank n with frozen variables xn+1, . . . , xm.
Remark 1.8. In the cluster algebra of rank n with frozen variables xn+1, . . . , xm, the cluster seeds
are not mutated in directions n+ 1, . . . ,m. So, the necessary information in the m×m matrix B
for mutations are only the columns 1 to n. Hence we often use a reduced exchange matrix B˜ instead
of the full exchange matrix B, where B˜ is the m× n submatrix of B obtained by deleting columns
n+ 1 to m.
Definition 1.9 (Geometric type). A cluster algebra (or cluster pattern, or Y-pattern) is of geo-
metric type if P is a tropical semifield.
Remark 1.10 (Geometric type and Frozen variables). For a cluster algebra or cluster pattern
of geometric type, the notion of coefficients and frozen variables are interchangeable. Let t ∈
Tn 7→ (xt,yt, Bt) be a cluster pattern of geometric type of rank n where P = Trop(xn+1, . . . , xm).
Since xn+1, . . . , xm generate P, we can choose the initial seed coefficients to be yj =
∏m
i=n+1 x
bij
i
for all j ∈ [1, n]. Then the pattern is equivalent to a coefficient-free cluster pattern: t ∈ Tm 7→
((x1;t, . . . , xm;t), B˜t) with frozen variables xn+1, . . . , xm, where B˜ = (bij)m×n.
Example 1.11. Consider a semifield P = Trop(x5, x6) and a rank 4 cluster algebra of geometric
type with an initial seed (x,y, B) where
x = (x1, x2, x3, x4), y =
(
x6
x5
,
1
x6
, 1, 1
)
, B =
( 0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
)
.
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We have y+1 = x6 and y
−
1 = x5. After the seed mutation µ1 (Definition 1.3), we have
x′ =
(
x6x4 + x5x2
x1
, x2, x3, . . . , x6
)
, y′ =
(
x5
x2
, 1, 1,
1
x5
)
.
On the other hand, by Remark 1.10, we can think of x5, x6 as frozen variables and transform our
cluster algebra with coefficients to the coefficient-free cluster algebra of rank 6 with the following
cluster variables and reduced exchange matrix.
x = (x1, x2, . . . , x6), B˜ =

0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
−1 0 0 0
1 −1 0 0
.
The mutation µ1 gives the new cluster tuple x
′ =
(
x4x6 + x2x5
x1
, x2, x3, . . . , x6
)
and the following
quiver mutation.
1 2
4 3
1 2
µ1
4 3
5 6 5 6
We see that the mutated quiver encodes the information of y′ =
(
x5
x2
, 1, 1,
1
x5
)
. Also notice that we
can omit arrows between frozen variables because they will not effect any mutations at non-frozen
variables.
Definition 1.12 (Principal coefficient). A cluster algebra (or cluster pattern, or Y-pattern) has
a principal coefficients at t0 ∈ Tn if P = Trop(y1, . . . , yn) where the initial coefficient tuple is
yt0 = (y1, . . . , yn). We denote A•(B) for the cluster algebra with principal coefficients.
Remark 1.13 (Principal coefficients and Frozen variables). From Remark 1.10, a cluster algebra
with principal coefficients of rank n with initial seed (x,y, B) where x = (x1, . . . , xn) and y =
(y1, . . . , yn) can be identified with a coefficient-free cluster algebra of rank 2n with an initial seed
((x1, . . . , xn, y1, . . . , yn), B˜) where B˜ =
B
In
 .
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The quiver QB˜ is obtained from QB by adding one vertex i′ and an arrow i′ → i for any vertex
i in the quiver QB. The new QB˜ is called the coframed quiver associated with QB.
Definition 1.14 (The functions X
(B)
l;t and F
(B)
l;t ). Given an exchange matrix B, we consider the
unique (up to isomorphism) cluster pattern t 7→ (Xt,Yt, Bt) with principal coefficients at t0 and
an initial seed (X,Y, B). For l ∈ [1, n] and t ∈ Tn, we let
X
(B)
l;t ∈ Qsf (X1, . . . , Xn;Y1, . . . , Yn)
be the l-th component of the cluster tuple at t, and
F
(B)
l;t := X
(B)
l;t (1, . . . , 1;Y1, . . . , Yn) ∈ Z[Y1, . . . , Yn].
In short, X
(B)
l;t is a cluster variable in the cluster algebra with principal coefficients. For a fixed B,
we often view it as a function on the initial variables Xi and Yi for i ∈ [1, n]. The function F (B)l;t is
a specialization of X
(B)
l;t when Xi = 1 for i ∈ [1, n].
The next theorem states that cluster variables of any cluster pattern can be written in terms
of the functions X
(B)
l;t and F
(B)
l;t with some restriction.
Theorem 1.15 (Separation formula [FZ07, Theorem 3.7]). Let t 7→ (xt,yt, Bt) be a cluster pattern
over a semifield P with an initial seed (x,y, B). Then
xl;t =
X
(B)
l;t (x1, . . . , xn; y1, . . . , yn)
F
(B)
l;t |P(y1, . . . , yn)
.
The notation F
(B)
l;t |P(y1, . . . , yn) means that we compute F (B)l;t (y1, . . . , yn) in P by changing +
to ⊕.
Example 1.16. Consider the cluster algebra with principal coefficients with the same exchange
matrix as in Example 1.11. Let P = Trop(Y1, Y2, Y3, Y4), we can write an initial seed as (X,Y, B)
where
X = (X1, X2, X3, X4), Y = (Y1, Y2, Y3, Y4).
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By Remark 1.13, we think of Yi’s as frozen variables and get a coefficient-free cluster algebra of
rank 8 with the following quiver and exchange matrix, where Yi is the cluster variable on the vertex
i+ 4.
1 2
4 3
5 6
78

0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Then the mutation µ1 gives
X ′1 =
Y1X4 +X2
X1
.
Let us try to compute x′1 in Example 1.11 using the separation formula. From the formula, we
think of X ′1 as a function (X1, . . . , X4;Y1, . . . , Y4) 7→
Y1X4 +X2
X1
. Then
x′1 =
X ′1
(
x1, x2, x3, x4;
x6
x5
, 1x6 , 1, 1
)
X ′1
(
1, 1, 1, 1; x6x5 ,
1
x6
, 1, 1
) ∣∣
Trop(x5,x6)
=
(x6x5x4 + x2)/x1
(x6x5 ⊕ 1)/1
=
(x6x5x4 + x2)/x1
1/x5
=
x4x6 + x2x5
x1
.
Definition 1.17 (The functions Y
(B)
l,t ). Given an exchange matrix B, we consider the unique (up to
isomorphism) Y-pattern t 7→ (Yt, Bt) having an initial seed (Y, B) in the semifield Qsf (Y1, . . . , Yn).
Let Y
(B)
l;t ∈ Qsf (Y1, . . . , Yn) be the l-th component in the coefficient tuple at t.
Again, we think of Y
(B)
l;t as a function on Y1, . . . , Yn. The next theorem gives an expression of
the function Y
(B)
j,t in terms of the polynomials F
(B)
i,t .
Theorem 1.18 ([FZ07, Proposition 3.13]). Given an exchange matrix B and a semifield P =
Trop(y1, . . . , yn), we get
Y
(B)
j;t (y1, . . . , yn) = Y
(B)
j;t
∣∣
P(y1, . . . , yn)
n∏
i=1
(
F
(B)
i;t (y1, . . . , yn)
)b(t)ij
.
where Y
(B)
j;t |P(y1, . . . , yn) can be interpreted as a cluster coefficient in the Y-pattern with principal
coefficients with an initial coefficient tuple (y1, . . . , yn).
Example 1.19. Consider the Y-pattern with the following quiver and the initial coefficient tuple
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(y1, y2, y3, y4) in P = Qsf (y1, y2, y3, y4).
1 2
4 3
1 2
µ1
1 2
µ3
4 3 4 3
y = (y1, y2, y3, y4) µ1 y
′ =
(
1
y1
, y2
y1
1 + y1
, y3, y4(1 + y1)
)
µ3 y′′ =
(
1
y1
, y2y1
1 + y3
1 + y1
,
1
y3
, y4y3
1 + y1
1 + y3
) (1.1)
Consider a different Y-pattern with the same quiver but with principal coefficients. So with
the same initial coefficients, we set P = Trop(Y1, Y2, Y3, Y4). Using Remark 1.10, we can realize the
coefficients as frozen variables.
1 2
4 3
1 2
µ1
1 2
µ3
4 3 4 3
5 6
8 7
5 6
8 7
5 6
8 7
Y = (Y1, Y2, Y3, Y4) µ1 Y
′ =
(
1
Y1
, Y2Y1, Y3, Y4(1 + Y1)
)
µ3 Y′′ =
(
1
Y1
, Y2Y1,
1
Y3
, Y4Y3
)
.
In order to apply Theorem 1.18, we also need to compute the cluster variables of the cluster
algebra with principal coefficients of the same quiver. Let (X1, X2, X3, X4) be the initial cluster
tuple, we then get the following.
X = (X1, X2, X3, X4) µ1 X
′ =
(
Y1X4 +X2
X1
, X2, X3, X4
)
µ3 X′′ =
(
Y1X4 +X2
X1
, X2,
Y3X2 +X4
X3
, X4
)
We consider Y′′2 , X′′1 and X′′3 as functions on Xi’s and Yi’s. By Theorem 1.18 we have
y′′2 = Y
′′
2(y1, y2, y3, y4)
X′′3(1, 1, 1, 1; y1, y2, y3, y4)
X′′1(1, 1, 1, 1; y1, y2, y3, y4)
= y2y1
y3 + 1
y1 + 1
.
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This is the same result as we computed directly in (1.1).
Definition 1.20 (τ -coordinates [GSV03]). Let (x, B) be a coefficient-free cluster seed. There is a
map τ sending (x, B) to a Y-seed (y, B) in Qsf (yj : j ∈ [1, n]) where
yj :=
∏
i
x
Bij
i .
The map τ commutes with the mutations [FZ07, Proposition 3.9]. In particular,
τ(µk(Σ)) = µk(τ(Σ)).
The mutation on the left of the equation is a cluster mutation, while the mutation on the right is a
Y-seed mutation. So τ is extended to a map sending a coefficient-free cluster pattern t 7→ (xt, Bt)
to a Y-pattern t 7→ (yt, Bt).
1.1.2 Infinite rank cluster algebras
We define infinite rank cluster algebras in a similar way. The cluster tuple, coefficient tuple and
the exchange matrix now are infinite dimensional. For the mutation to make sense, we only need
the condition: For each j, bij = 0 for all but finitely many i. If B is also skew-symmetric, this
condition is equivalent to saying that an infinite quiver QB has only finitely many arrows incident
to each of its non-frozen vertex.
For the cluster pattern, although we think of it as an assignment from the infinite tree T, we
usually restrict the study to only those seeds obtainable from the initial seed by finitely many
mutations.
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1.2 The octahedron relation and T-systems
1.2.1 A bilinear recursion relation
Let T be a function defined on the vertices of the lattice Z3. The octahedron relation is a recursion
relation between the values of the function T on a sublattice of Z3:
Ti,j,k+1Ti,j,k−1 = Ti,j+1,kTi,j−1,k + Ti+1,j,kTi−1,j,k. (1.2)
For each choice of integers (i, j, k), this is a relation between the values of T on the vertices of an
octahedron in Z3 centered at (i, j, k). It relates even and odd vertices in Z3 separately, that is,
those with i+ j + k = 0 mod 2 or 1 mod 2. Without loss of generality, we may concentrate on the
sublattice with odd parity.
We consider the octahedron relation to be a discrete evolution. Given a set of initial data on a
valid initial data surface k = (i, j, k(i, j)), the function T is determined everywhere else in Z3. By
a valid initial data surface we mean one where |k(i, j)−k(i±1, j)| = 1 and |k(i, j)−k(i, j±1)| = 1
for all i, j ∈ Z. An example of a valid initial data surface is (i, j, i+ j + 1 mod 2).
1.2.2 Cluster algebra structure
All values T are determined by the initial data Ti,j,i+j+1 mod 2 for i, j ∈ Z. Application of the
octahedron relation give all other values of T . If we write xi,j = Ti,j,i+j+1 mod 2 then for each j, k,
the mutation
µi,j(xi,j) = x
′
i,j =
xi,j+1xi,j−1 + xi+1,jxi−1,j
xi,j
is encoded by the exchange matrix
Bi
′,j′
i,j = (−1)i+j(δi,i′δj,j′±1 − δj,j′δi,i′±1). (1.3)
We illustrate the quiver associated with the initial exchange matrix B in Figure 1.1.
11
b b b
bb
b b b
b
b
b
b
b
b
b
b
b
b
b b bb b b
b b b
bb
b b b
b
b
b
b
b
b
b
b
b
b
b b bb b b
b b b
bb
b b b
b
b
b
b
b
b
b
b
b
b
b b bb b b
b b b
bb
b b b
b
b
b
b
b
b
b
b
b
b
b bb b b b b b
bb
b
b
i
j
⊗k bbbb
b b b
Figure 1.1: The quiver associated with the exchange matrix B of the octahedron relation for the
initial data Ti,j,i+j+1 mod 2. The red dots correspond to the k = 0 plane and the black ones to the
k = 1 plane. The quiver is infinite in the i and j directions.
All this just means that the octahedron relation is written as
x′i,jxi,j =
∏
i′,j′
x
[Bi
′,j′
i,j ]+
i′,j′ +
∏
i′,j′
x
[−Bi′,j′i,j ]+
i′,j′ ,
where [n]+ is the positive part of n. We interpret the new variable x
′
i,j to be Ti,j,2 if i + j is odd,
or Ti,j,−1 if i+ j is even.
The theorem [DFK09] is as follows:
Theorem 1.21. The octahedron relations are mutations in a cluster algebra which contains the
initial cluster consisting of the cluster variables {Ti,j,i+j+1 mod 2 : i, j ∈ Z} and the exchange matrix
B of Equation (1.3).
The subset of mutations among all cluster algebra mutations which correspond to one of the
octahedron relations correspond to a mutation at a vertex of the quiver which has two incoming
and two outgoing arrows. Mutations of the quiver itself create other types of vertices but repeated
applications of the octahedron relations locally restore the original quiver.
1.3 Q-systems
1.3.1 Recursion relations
Q-systems first appeared in an analysis of Bethe ansatz of generalized Heisenberg spin chains.
They were first introduced in [KR87] for the classical algebras and later generalized for exceptional
algebras [HKO+99], twisted quantum affine algebras [HKO+02] and double affine algebras [Her10].
12
We refer to [KNS11] for a review on the subject. A normalized version of Q-systems has been
studied in [Ked08, DFK09], and we will use it as the definition of the Q-systems.
Let g be a simple Lie algebra with Cartan matrix C. We denote a simple root α by its
corresponding integer in [1, r]. The Q-system associated with g is defined to be the following
recurrence relation on a set of variables {Qα,k | α ∈ [1, r], k ∈ Z}:
Qα,k+1Qα,k−1 = Q2α,k +
∏
β∼α
|Cα,b|−1∏
i=0
Q
β,
⌊
tβk+i
tα
⌋, (1.4)
where tα are the integers which symmetrize the Cartan matrix. That is, tr = 2 forBr, tα = 2 (α < r)
for Cr, t3 = t4 = 2 for F4, t2 = 3 for G2, and tα = 1 otherwise.
We note that the T-system associated with a simple Lie algebra g can be defined in a similar
manner to (1.4):
Tα,j,k+1Tα,j,k−1 = Tα,j+1,kTα,j−1,k +
∏
β∼α
|Cα,b|−1∏
i=0
T
β,j,
⌊
tβk+i
tα
⌋. (1.5)
We refer the reader to [KNS11] for the details. We see that the octahedron recurrence (1.2) can
be thought as the limit of Ar T-systems as r → ∞. It is also called the A∞ T-system [DFK13].
The Q-systems associated with g can be also viewed as a specialization of the T-system associated
with g by ignoring the parameter j.
The Q-system recursions (1.4) for type A and B explicitly read:
Ar : Qα,k+1Qα,k−1 = Q2α,k +Qα+1,kQα−1,k (α = 1, . . . , r), (1.6)
Br :
Qα,k+1Qα,k−1 = Q2α,k +Qα+1,kQα−1,k (α = 1, . . . , r − 2),
Qr−1,k+1Qr−1,k−1 = Q2r−1,k +Qr−2,kQr,2k,
Qr,k+1Qr,k−1 = Q2r,k +Qr−1,b k2cQr−1,b k+12 c,
(1.7)
with boundary conditions Q0,k = Qr+1,k = 1 for k ∈ Z.
Given a valid set of initial values {Qα,0 = qα,0, Qα,1 = qα,1 | α ∈ [1, r]} for qα,0, qα,1 ∈ C∗,
we can solve for Qα,k which satisfies the Q-system for any α ∈ [1, r] and k ∈ Z in terms of the
initial values. So Q-systems can be interpreted a discrete dynamical system on the phase space
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X = (C∗)2r where the (forward) evolution is
ϕ : (Q1,t1k, . . . , Qr,trk, Q1,t1k+1, . . . , Qr,trk+1)
7→ (Q1,t1k+t1 , . . . , Qr,trk+tr , Q1,t1k+t1+1, . . . , Qr,trk+tr+1).
A conserved quantity of a discrete dynamical system is a function H : X → C on the phase space
X which is invariant under the evolution of the system. So a conserved quantity for a Q-system is
a function H such that
ϕ∗H = H.
In Chapter 4, we will compute conserved quantities of the Q-systems of type A and B.
1.3.2 Cluster algebra structure
We review the results of [Ked08, DFK09] on the formulations of Q-systems as cluster mutations
for simple Lie algebras.
Theorem 1.22 ([DFK09, Theorem 3.1]). Let C be the Cartan matrix of an underlying simple Lie
algebra. The Q-system relation (1.4) can be realized as cluster mutations. There is a sequence of
mutations such that every Q-system variable appears as a cluster variable.
The sequence of mutations in the theorem is explicitly described in terms of the root system of
the underling Lie algebra. We translate it into a sequence of mutation together with relabeling of
indices as follows.
Let C be a Cartan matrix of rank r, we let Σk := (Ak, B) be cluster seeds of rank 2r where
B =
[
C−CT CT
−C 0
]
. (1.8)
There exists a sequence of mutations µ and a permutation σ ∈ S2r such that
· · · σµ←− Σ2 σµ←− Σ1 σµ←− Σ0 σµ←− · · · (1.9)
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Figure 1.2: The quivers for Ar Q-system (left) and Br Q-system (right).
The cluster tuple Ak, the permutation σ and the sequence of mutations µ are defined according
to the type of the Cartan matrix C. The following are their definitions for type A and B.
• For type Ar we have µ :=
∏r
i=1 µi,
Ai,k :=

Qi,k, i ∈ [1, r],
Qi−r,k+1, i ∈ [r + 1, 2r],
σ(i) := i+ r mod 2r. (1.10)
• For type Br we have µ := µ2r(
∏r−1
i=1 µi)µr,
Ai,k :=

Qi,k, i ∈ [1, r − 1],
Qr,2k, i = r,
Qi−r,k+1, i ∈ [r + 1, 2r − 1],
Qr,2k+1, i = 2r,
σ(i) :=

i, i = r or 2r,
i+ r mod 2r, otherwise.
(1.11)
The quivers associated to the matrices B for type A and B are shown in Figure 1.2. We also note
that the mutations µi in the product
∏
i µi in equations (1.10) and (1.11) commute, so the product
makes sense.
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Chapter 2
T-systems and the pentagram map
2.1 Introduction
The material in this chapter is a joint work with Rinat Kedem and has been published under the
title “T-systems and the pentagram map” in J. Geom. Phys., 87:233–247, 2015.
The purpose of this chapter is to summarize two connections between (generalized) pentagram
maps and the octahedron relation with special boundary conditions, also known as the T-system.
The first connection is essentially the one found by Glick [Gli11] and by Gekhtman et. al. [GSTV12,
GSTV16] in the two-dimensional case, and we clarify here the exact relation between the variables of
octahedron relation and the various coordinates used in describing the pentagram maps. Essentially
the pentagram map is the Y-system corresponding to the usual octahedron relation with initial
conditions wrapped on a torus. We show how to unfold the Y-system so that the result is a quasi-
periodic T-system on the same torus. The discrete dynamics of the pentagram map is inherited
from the usual octahedron map.
The second connection to T-systems is related to the Zamolodchikov (quasi-) periodicity phe-
nomenon for the Ad T-systems. It relates the solutions of the T-system exhibiting the Zamolod-
chikov periodicity phenomenon to the lift of the projective coordinates of the polyhedron in pro-
jective d-space. It gives a new interpretation to the coefficients appearing in the linear recursion
relation satisfied by the lifted coordinates in terms of generalized q-characters of Uq(ŝld+1).
The chapter is organized as follows. In Section 2.2, we recall the octahedron relation (the
T-system with no boundary conditions) and the solutions using networks found in [DFK13]. In
Section 2.3 we introduce the generalized pentagram maps [GSTV12, GSTV16] and show how this
map is related to the octahedron relation with quasi-periodic initial data, or its related Y-system
with initial data wrapped on a torus. We also introduce the linear recursion relation satisfied by
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the lifted coordinates of the n-gon in projective d-space. In Section 2.4, we return to this linear
recursion relation, and relate its coefficients as conserved quantities of the A-type T-system with
wall type boundary conditions. Periodicity of the coefficients is a direct result of Zamolodchikov
periodicity.
2.2 Octahedron relation and T-systems
Recall the definition and results on octahedron relations from Section 1.2. In this section we
review a solution of the octahedron relations via network matrices from [DF13]. We also discuss
the Y-system associated to the octahedron relation. The connection between the Y-systems and
the higher pentagram maps will be discussed in Section 2.3.
2.2.1 Solutions of the octahedron relations via network matrices
Solving the octahedron relation means providing an explicit expression for any variable Ti′,j′,k
(assume without loss of generality that i′+ j′+k ≡ 1 mod 2) in terms of the variables of the initial
data x0 = {Ti,j,i+j+1 mod 2 : i, j ∈ Z}. In fact, since the octahedron relation is a mutation in a
cluster algebra, the solutions are all cluster variables and hence are Laurent polynomials (instead
of just rational functions) [FZ02] of a finite subset of the initial data variables in x0.
Moreover, by explicitly solving the system, we can show that its coefficients are non-negative
integers [DFK13], in line with the general positivity conjecture of cluster algebras.
We give an expression for the explicit solution in the particularly simple case we consider here.
This version of the solution is found in [DF13] and we do refer the reader to that resource for the
details of this solution.
Assume k > 1 (for k < 0, a symmetric argument holds). Then we can visualize the point i′, j′, k
as a point in a plane above the initial data plane {i, j, i + j + 1 mod 2, i, j ∈ Z}. The initial data
surface is in bijection with a weighted network, whose edge weights are monomials in the initial
data, as follows: The edge weights are given in terms of the face variables as follows: The point
i, j, k with i + j + k odd is situated above the point i, j, i + j + 1 mod 2 on the initial data plane.
Consider a diamond-shaped subset of the initial data plane centered at this point, with sides of
length k, and its corresponding weighted network.
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Figure 2.1: The network corresponding to the initial data surface. The initial data Ti,j,i+j+1 mod 2
is situated at the white circles on the lattice faces. The network is the triangular lattice, where
all edges are assumed to be oriented from left to right. Its weights are given in terms of the face
variables.
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Figure 2.2: The edge weights of the network in terms of the face variables. The variables a, b, c etc.
are the initial data Ti,j,i+j mod 2 and the weights are positive Laurent monomials in these variables.
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Figure 2.3: The network which contributes to the expression Ti,j,5 a distance k = 5 above the initial
data surface. The marked circle at the center is the point i, j on the surface in the i-j-plane.
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The network matrix of size k×k, Nk(i, j), is the matrix whose a, b entry is the partition function
of paths on the weighted matrix from point a on the left of the network in Figure 2.3 to point b on
the right. The determinant of this matrix is the partition function of k non-intersecting paths on
the network from the points (1, ..., k) on the left to the points (1, ..., k) on the right [GV85]. The
partition function is just the sum of products of edge weights, hence a positive Laurent polynomial
in the initial data.
Finally the variable Ti,j,k is the determinant of Nk(i, j), multiplied by the k variables denoted
by black dots along the southeast edge of the diamond in Figure 2.3.
2.2.2 Associated Y-system
There is a closely related discrete evolution to the T-system or the octahedron relation called the
Y-system. It was originally encountered in the context of thermedynamic Bethe ansatz in the 80’s
[Zam91] as a relation among the fugacities of quasiparticles in conformal field theories. It can be
obtained directly from the T-system as follows [KNS94].
Define the variables
Yi,j,k =
Ti+1,j,kTi−1,j,k
Ti,j+1,kTi,j−1,k
.
Dividing both sides of the octahedron relation (1.2) by Ti+1,j,kTi−1,j,k and multiplying the resulting
equations for two separate values of (i, j, k), we get a so-called Y-system:
Yi,j,k+1Yi,j,k−1 =
(1 + Yi+1,j,k)(1 + Yi−1,j,k)
(1 + Y −1i,j+1,k)(1 + Y
−1
i,j−1,k)
. (2.1)
Remark 2.1. The original Y-system associated with the Lie algebra Ad has a restricted set of
values for i with the appropriate boundary conditions, that is 1 ≤ i ≤ d. The system (2.1) is again
a recursion relation in Z3.
The Y-system (2.1) is identified with the mutation relation for coefficients (Y -variables in the
language of [FZ02] or x-variables in the laguage of [FG06].) The exchange matrix B or the quiver
associated with it are the same as for the T-system. The birational expression for Y in terms of the
T -variables means that the map between the two sets of variables is not bijective but projective.
Therefore, given a Y-system, there are many choices of “unfolding” it back into a T-system. We
19
b
b
b
b
bb
b
bT
b
Figure 2.4: The pentagram map on a closed polygon
will give explicit formulas for sufficiently general such unfoldings in Chapter 2.
2.3 The higher pentagram map: coordinates, cluster algebra and
Y-system
2.3.1 The (higher) pentagram map
The pentagram map is a discrete evolution equation acting on points in RP2. In its original version
it was introduced by Richard Schwartz in series of papers [Sch92, Sch01, Sch08]. See also [OST10]
for a concise review. This map acts on a (twisted) polygon with n vertices to give another twisted
n-gon, whose vertices are the intersections of the short diagonals of the original polygon (connecting
next-nearest neighbor vertices modulo n). See Fig. 2.4 for an example.
A twisted n−gon is a sequence of vertices (vi)i∈Z in RP2 together with a monodromy M , a
projective automorphism, such that vi+n = M ◦ vi for all i ∈ Z. Denote by Pn the space of
projective equivalence classes of twisted n−gons, and let T : Pn → Pn denote the pentagram map.
The i-th vertex of the image, T (vi), is then defined to be the intersection of the two diagonals
vi−1vi+1 and vivi+2, i.e.,
T (vi) = vi−1vi+1 ∩ vivi+2.
as in Fig. 2.5.
More recently, Ovsienko, Schwartz and Tabachnikov proved integrability of the pentagram map
for the space of twisted polygons [OST10] with the help of a pentagram-invariant Poisson structure,
and for the space of closed polygons [OST13].
There also is a sequence of generalizations of the pentagram map in RP2 called “higher penta-
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Figure 2.5: The image of vi under the pentagram map
gram maps” [GSTV12, GSTV16]. This generalization was inspired by the cluster algebra structure
of the Schwartz pentagram map, first described by Glick [Gli11]. The higher pentagram maps corre-
spond to using intersections of longer diagonals of the n-gon to map Pn to itself. For a given integer
κ ≥ 3, the generalized pentagram map Tκ constructs a new polygon using (κ−1)th−diagonals (con-
necting vertex i to vertex i+ κ− 1) instead of the shortest diagonals. Using the Poisson structure
compatible with the cluster algebra structure the authors were also able to show the integrability
of the higher pentagram maps [GSTV12, GSTV16].
Let us introduce two integers r = bκ−22 c and r′ = dκ−22 e, such that
r + r′ + 2 = κ, r′ =
 r κ evenr + 1 κ odd.
The higher pentagram map can be expressed in terms the projective invariants p, q of the twisted
polygon A, defined as follows:
pi(A) = −χ(vi−r′ , vi−r′−1vi+r ∩ L,L ∩ vi−r′+1vi+r+2, vi+r+1)−1,
qi(A) = −χ(vi−κ+1vi−κ+2 ∩ vivi+1, vi, vi+1, vivi+1 ∩ vi+κ−1vi+κ) .
Here,
χ(a, b, c, d) =
(a− b)(c− d)
(a− c)(b− d) .
and L = vi−r′vi+r+1. Note that pi and qi are periodic with period n. The higher pentagram
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Figure 2.6: Corner invariants: Xi = χ(vi−2, vi−1, a, b), Yi = χ(b, c, vi+1, vi+2)
transformation A→ Tκ(A) reads1:
qi(Tκ(A)) = pi+r′−r(A)−1 pi(Tκ(A)) = qi(A)
(1 + pi−r(A))(1 + pi+r′(A))
(1 + pi−r−1(A)−1)(1 + pi+r′+1(A)−1)
(2.3)
This map was shown by [OST10, GSTV12, GSTV16, Sol13] to be integrable. In particular,
there are two useful conserved quantities:
On(A) =
n∏
i=1
pi(A) and En(A) =
n∏
i=1
qi(A) (2.4)
namely such that On(Tκ(A)) = On(A) and En(Tκ(A)) = En(A).
2.3.2 The Schwartz pentagram map: cluster algebra structure
Note that the transformation (2.3) reduces to the ordinary [Sch92] pentagram map T ≡ T3 of Fig.
2.5 when κ = 3, i.e. r = 0 and r′ = 1.
In his original construction, Schwartz introduced for any twisted n-gon A = (vi)i∈Z a set of
1Eq. 2.3 is in fact the inverse of the transformation defined in [GSTV12, GSTV16], up to the interchange of the
p and q invariants. The latter reads (pi, qi) 7→ (p∗i , q∗i ), with:
q∗i = p
−1
i+r−r′ p
∗
i = qi
(1 + pi−r′−1)(1 + pi+r+1)
(1 + p−1i−r′)(1 + p
−1
i+r)
(2.2)
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coordinates (Xi, Yi)
n
i=1 called corner invariants, and defined as:
Xi(A) = χ(vi−2, vi−1, vi−2vi−1 ∩ vivi+1, vi−2vi−1 ∩ vi+1vi+2),
Yi(A) = χ(vi−2vi−1 ∩ vi+1vi+2, vi−1vi ∩ vi+1vi+2, vi+1, vi+2).
These are illustrated in Figure 2.6. The corner invariants are related to the p, q invariants via:
pi(A) = − (Xi(A)Yi(A))−1 , qi(A) = −Yi(A)Xi+1(A) . (2.5)
Now we can formally relate the pentagram map evolution of y-coordinates and the cluster
algebra mutation. For a twisted n−gon A parameterized by y-parameters (pi, qi)ni=1, we define a
labeled Y -seed corresponding to A to be (y, B) where
y = (p1(A), . . . , pn(A), q1(A), . . . , qn(A)) , B =
 0 C
−C> 0
 (2.6)
where C = (cij) is an n× n matrix defined by cij = δi,j−1 − δi,j − δi,j+1 + δi,j+2 where the indices
are read modulo n. Equivalently, the quiver corresponding to the exchange matrix B is a bipartite
graph with 2n vertices labeled by p1, . . . , pn, q1, . . . , qn. There are four arrows adjacent to each qi:
two outgoing arrows from qi to pi and pi+1, two incoming arrows from pi−1 and pi+2 to qi. See an
example in Fig. 2.7.
The pentagram map is then a composition of a sequence of mutations on all the pi−vertices
followed by a relabeling {pi 7→ qi+1, qi 7→ pi}[Gli11]. This maps the coefficients(y−parameters)
(pi(A), qi(A)) to (pi(T (A)), qi(T (A))) , and the quiver B to ifself. See an example in Fig. 2.8.
2.3.3 Higher pentagram maps: cluster algebra structure
Similarly to the case κ = 3, the evolution (2.3) can be identified with a cluster algebra mutation. For
a twisted n−gon A having (p,q)−parameters (pi, qi)ni=1, we define a labeled Y−seed corresponding
to A to be (y, B) as in (2.6) except that the matrix C = (cij) is defined to be cij = δi,j−r−1 −
δi,j−r−δi,j+r′+δi,j+r′+1 with indices read modulo n. In other word, the quiver corresponding to the
exchange matrix B is a bipartite graph with 2n vertices labeled by p1, . . . , pn, q1, . . . , qn. There are
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Figure 2.7: Glick’s quiver for n = 8
four arrows adjacent to each qi: two outgoing arrows from qi to pi−r and pi+r′ , two incoming arrows
from pi−r−1 and pi+r′+1 to qi. This is called a generalized Glick’s quiver Qk,n, see Figure 2.9. The
higher pentagram map Tκ is then a composition of a sequence of mutations on all the pi−vertices
and a relabeling {pi 7→ qi+r′−r, qi 7→ pi}[GSTV12, GSTV16].
2.3.4 Higher pentagram maps and Y-systems
We now use the wrapping of the generalized Glick’s quiver Qκ,n around a torus, interpreted in
[DFK13] as the “octahedron” quiver with vertices in Z2 of Fig. 1.1, and with suitable identification
of vertices, along the two periods of the torus: (i, j) ≡ (i+ κ, j + 2− κ) and (i, j) ≡ (i+ n, j − n).
We show a sample of such a wrapping in Fig. 2.10 for κ = 3 and n = 5.
Having established this connection, upon carefully comparing the transformation (2.3) with the
Y-system evolution (2.1) , it is now easy to interpret the p, q coordinates of the higher pentagram
map in terms of Y-system solutions. We arrive at the following:
Proposition 2.2. Let A be a twisted n−gon in RPκ−1 with p, q coordinates (pi(A), qi(A))i∈[1,n]. Let
{Yi,j,k : i, j, k ∈ Z, i+ j + k ≡ 0 mod 2} be the Y−system solution subject to the initial conditions:
Yi,j,−1 =
(
q(((κ−2)i+κj+r−r′)/2(A)
)−1
(i, j ∈ Z; i+ j = 1 mod 2)
Yi,j,0 = p((κ−2)i+κj)/2(A) (i, j ∈ Z; i+ j = 0 mod 2), (2.7)
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Figure 2.8: The Glick’s quiver (n = 8) after a sequence of mutations on all p − vertices and a
relabelling {pi+1 7→ qi, qi 7→ pi}.
qi
pi+r′ pi+r′+1pi−r−1 pi−r
Figure 2.9: The quiver Qκ,n at qi
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Figure 2.10: Glick’s quiver for the pentagram map, viewed as a torus-wrapped octahedron quiver
for κ = 3 and n = 5. We have represented a fundamental domain by solid lines, along the two
periods (3,−1) and (5,−5).
Then, the p, q coordinates of the k-th iterate T kκ of the higher pentagram map on the polygon A
read:
p((κ−2)i+κj+k(r−r′))/2
(
T kκ (A)
)
= Yi,j,k, q((κ−2)i+κj+(k+1)(r−r′))/2
(
T kκ (A)
)
= Y −1i,j,k−1
for any i, j, k ∈ Z with respectively i+ j + k ≡ 0 mod 2 and i+ j + k − 1 ≡ 0 mod 2.
Recalling that the coordinates pi(A) and qi(A) are periodic with period n, so are pi
(
T kκ (A)
)
and qi
(
T kκ (A)
)
. We deduce the following:
Corollary 2.3. The Y−system solution in Proposition 2.2 has double periodicity (κ, 2− κ, 0) and
(n,−n, 0), i.e.,
Yi,j,k = Y(i,j,k)+α(κ,2−κ,0)+β(n,−n,0) (2.8)
for i+ j + k ≡ 0 mod 2 and α, β ∈ Z.
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2.3.5 From periodic Y-systems to quasi-periodic solutions of the octahedron
relation
We now unfold the Y-system solution of the previous section into a solution of the octahedron
relation with suitable “quasi-periodic” boundary conditions. The latter will be explicitly functions
of the conserved quantities (2.4). The main problem here is the “inversion” of the relations
Yi,j,k =
Ti+1,j,kTi−1,j,k
Ti,j+1,kTi,j−1,k
(2.9)
namely find T ’s for given Y ’s. Writing as before the simplest initial data for the octahedron relation
in the form Ti,j,i+j+1 mod 2 = xi,j , we want to find conditions on the variables xi,j which guarantee
that the Y variables (2.9), expressed in terms of the octahedron solution Ti,j,k, actually encode the
p, q invariants of twisted polygons and their iterated images under the higher pentagram map.
We saw in previous section that the corresponding Y variables must satisfy the double periodic-
ity conditions of Corollary 2.3. Conversely, given any solution of the Y-system with such periodicity
conditions, let us define p, q invariants of a twisted polygon A by (2.7). We may then interpret the
p and q invariants of the k-th iterate of the higher pentagram map on A in terms of the solution
Yi,j,k and Y
−1
i,j,k−1.
We have the following:
Theorem 2.4. Let Ti,j,k, i+ j+ k = 1 mod 2, be the solution of the octahedron relation (1.2) with
initial conditions Ti,j,i+j+1 mod 2 = xi,j for i, j ∈ Z. Assuming that
xi+κ,j+2−κ = xi,j (i, j ∈ Z)
xi+n,i−n = xi,j ×
λ
(κ−2)i+κj if i+ j = 1 mod 2
µ(κ−2)i+κj if i+ j = 0 mod 2
(2.10)
then the solution Ti,j,k with i+j+k = 1 mod 2 satisfies the same properties, namely Ti+κ,j+2−κ,k =
Ti,j,k and
Ti+n,j−n,k = Ti,j,k ×
λ
(κ−2)i+κj if k = 0 mod 2
µ(κ−2)i+κj if k = 1 mod 2
(2.11)
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and the corresponding Yi,j,k of eq.(2.9) is doubly periodic as in (2.8). Moreover, the two integrals
of motion On and En of eq. (2.4) are given by: On = λ
2κ−2 and En = µ2−2κ.
Proof. We must choose a fundamental domain of the integer plane Z2 under translations by (κ, 2−κ)
and (n,−n). Let us pick two parallel lines Pn = {(i,−i), (i + 1,−i)}i∈[0,n−1], and consider the
periodicity condition in Y that identifies i ≡ i+n (see Figure 2.10 for an illustration: the two parallel
lines are made of vertices q1, q2, ..., q5 and p1, p2, ..., p5 respectively). Using the relation (2.9), we
see that the initial data for the Y-system now satisfy: Yi+n,−i−n,k = Yi,−i,k and Yi+κ,j+2−κ,k = Yi,j,k
for k = 0, 1 by direct substitution of (2.10), and moreover we can compute:
n−1∏
i=0
Yi,−i,0 =
n−1∏
i=0
xi+1,−ixi−1,−i
xi,−i+1xi,−i−1
=
x−1,0xn,−n+1
x0,1xn−1,−n
= λ2κ−2 (2.12)
n−1∏
i=0
Y −1i+1,−i,1 =
n−1∏
i=0
xi+1,−i+1xi+1,−i−1
xi+2,−ixi,−i
=
x1,1xn,−n
x0,0xn+1,−n+1
= µ2−2κ (2.13)
The equation (2.11) follows immediately by induction, using the octahedron equation, and the
double periodicity of the Yi,j,k follows by direct substitution. Finally, we recover that the products
of even Y ’s and that of odd Y ’s are separately conserved modulo the octahedron equation, which
confirms the two conserved quantities (2.4). Their values are given by (2.12-2.13).
Remark 2.5. As noted in [GSTV12, GSTV16], the ordinary pentagram case studied by Glick
has the two conserved quantities On, En related via OnEn = 1, which would correspond here to
choosing λ, µ such that λ = µ. However, in general, the two conserved quantities can have arbitrary
values.
2.3.6 Higher dimensional generalizations of the pentagram map
The higher pentagram maps of [GSTV12, GSTV16] are to be distinguished from the higher di-
mensional generalizations of the pentagram maps, which are maps on n-gons in d-dimensional
projective space [KS12]. These maps are also integrable in the continuous limit, and in some cases
are shown to be Adler-Gelfand-Dickii flows. Integrability is shown in these cases by presenting Lax
representations with a spectral parameter [KS12, KS13, MB13, MB15].
A twisted n−gon in RPd is a sequence (vj)j∈Z in RPd together with a monodromy matrix
28
M ∈ PSLd+1(R) such that vj+n = M ◦ vj for all j ∈ Z. We can lift it to a sequence (Vj)j∈Z in Rd
satisfying det(VjVj−1 . . . Vj−(d−1)) = 1 for all j ∈ Z. This implies a linear relation of the form
Vj = aj,1Vj+1 + aj,2Vj+2 + · · ·+ aj,dVj+d + (−1)dVj+d+1, j ∈ Z, (2.14)
The coefficients aj,i are periodic: aj+n,i = aj,i for some aj,l ∈ R. In the next section we will
connect the coefficients of this equation with the T-system with special boundary conditions. The
periodicity of the coefficients in the linear recursion relation will turn out to be a manifestation of
the Zamolodchikov periodicity phenomonon for the q-characters of the Lie algebra Ad.
2.4 The T-system with special boundary conditions
2.4.1 The T-system of type A
The octahedron relation (1.2) is a relation between variables on Z3. There are several impor-
tant examples of interesting boundary conditions for this equation. The first one comes from the
representation theory of the quantum affine algebra Uq(ŝld+1).
The q-characters [FR99] of Uq(ŝld+1) form a commutative algebra which generalizes that satis-
fied by the characters of sld+1. These q-characters satisfy the Ad T-system with special initial data
[Nak03]. (This initial data does not play a role in the context of this chapter, so we sometimes refer
to q-characters as the solutions of the Ad T-system absent the specialized initial data.) We there-
fore refer to the Ad T-system as the octahedron relation (1.2) subject to the following boundary
conditions:
T0,j,k = Td+1,j′,k′ = 1, j, j
′, k, k′ ∈ Z. (2.15)
It is immediate from Equation (1.2) that this implies that T−1,j,k = Td+2,j,k = 0 for all j, k. The T-
system is an therefore a discrete evolution equation which takes place in in a subset of Z3 consisting
of a strip, defined by 0 ≤ i ≤ d+ 1 and j, k ∈ Z.
Remark 2.6. The meaning of the indices (i, j, k) in the representation theory of the quantum
affine algebra is as follows. The index i corresponds to one of the r simple roots of sld+1. The index
k is related to the shift in the spectral parameter carried by finite-dimensional Uq(ŝld+1)-modules.
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The q-character of Ti,j,k is that of the Kirillov-Reshetikhin module which, in the classical limit, has
highest weight jωi and spectral paramater zq
2k for a fixed non-zero complex number z.
2.4.2 Plu¨cker relations and conserved quantities
The Ad T-system is a special Plu¨cker relation called the Desnanot-Jacobi relation or Dodgson
condensation. This is a relation which gives the determinant of an n × n matrix in terms of
determinants of (n− 1)× (n− 1) and (n− 2)× (n− 2) matrices.
Let M be an n×n matrix and let M j1,...,jki1,...,ik be the (n− k)× (n− k) minor obtained be deleting
the rows i1, ..., ik and columns j1, ..., jk. Then the relation is that
|M ||M1,n1,n | = |M11 ||Mnn | − |Mn1 ||M1n|. (2.16)
This is a discrete recursion with the natural initial data that the 0 × 0 determinant is 1 and that
the 1× 1 determinant is the single entry in the 1× 1 matrix.
If T0,j,k = 1, then this relation is satisfied by solutions of the Ad T-system. To see this, write
an arbitrary (i+ 1)× (i+ 1) matrix M (i+1)j,k with the following notation:
M
(i+1)
j,k =

xj,k−i xj+1,k−i+1 · · · xj+i,k
xj−1,k−i+1 xj,k−i+2 · · · xj+i−1,k+1
...
. . .
...
xj−i,k xj−i+1,k+1 · · · xj,k+i

(2.17)
where for economy of space we use the variables xj,k = T1,j,k.
With this notation, we can make the identification of the minors of M = M
(i+1)
j,k : are (with
n = i+ 1)
M1,n1,n = M
(i−1)
j,k , M
1
1 = M
(i)
j,k+1, M
n
n = M
(i)
j,k−1,
Mn1 = M
(i)
j−1,k, M
1
n = M
(i)
j+1,k.
With the boundary condition that T0,j,k = 1 we conclude that Ti,j,k = M
(i)
j,k satisfies the T-system
when i ≥ 0. Therefore we conclude that Ti,j,k is determinant of a matrix of size i, M (i)j,k .
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In the Ad T-system, we impose the additional boundary condition that Td+1,j,k = 1, which,
upon inspection, implies that Td+2,j,k = 0. This last condition means that a determinant of a
matrix of size d + 2 vanishes. When we expand this matrix along a row or a column, we get two
linear recursion relations for the variables T1,∗,∗ with d+ 2 terms along the two directions j+k and
k − j. We claim these the coefficients in these recursion relations are the discrete integrals of the
motion in the two directions of the discrete evolution, j + k and j − k.
In one direction, consider the two matrices with determinant 1, M
(d+1)
j,k and M
(d+1)
j+1,k+1. These
two matrices have d columns in common with each other: Only the first column of M
(d+1)
j,k does
not appear among the columns of M
(d+1)
j+1,k+1, and only the last column of the latter does not appear
among the columns of the first.
Let Va be the d+ 1-dimensional vector making up the first column of the matrix M
(d+1)
j,k . Here,
a = b j+k2 c − d is determined by the sum of the two indices of the variables in the first columns:
This sum is a constant along each column. That is, Va = (xj,k−d, xj−1,k−d+1, · · · , xj−d,k)t.
With this notation,
M
(d+1)
j,k = (Va, Va+1, · · · , Va+d), M (d+1)j+1,k+1 = (Va+1, Va+2, · · · , Va+d+1).
Therefore,
|M (d+1)j+1,k+1| = 1 = |(Va+1, Va+2, · · · , Va+d+1)|
= (−1)d|(Va+d+1, Va+1, Va+2, · · · , Va+d)|.
Taking the difference between the two determinants:
0 = 1− 1 = |M (d+1)j,k | − |M (d+1)j+1,k+1|
= |(Va, Va+1, · · · , Va+d)| − (−1)d|(Va+d+1, Va+1, Va+2, · · · , Va+d)|
= |(Va − (−1)dVa+d+1, Va+1, · · · , Va+d)|,
where in the last line we use the linearity property of the determinant in its columns.
We conclude that there is a linear relation between the columns of the matrix in the last line.
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Theorem 2.7. The columns of an arbitrary (d+ 1)× (d+ 1) matrix of determinant 0, such that
each of its solid minors has determinant 1, satisfy the linear recursion relation
0 = Va +
d∑
i=1
(−1)iαa,iVa+i − (−1)dVa+d+1. (2.18)
We note the similarity of this relation to Equation (2.14). The difference so far is the fact that
there is no periodicity of the coefficients αa,i. We will add this in the following sections, interpreting
the various ingredients in terms of the T-system.
We conclude that an ordered sequence of points in PRd, lifted to Rd+1 under the the restriction
that every (d+ 1)× (d+ 1) determinant of the vectors corresponding to neighboring points is equal
to 1, is given by the columns of M
(d+1)
j,k and satisfy a linear recursion relation of the form (2.18).
Moreover the components of these vectors correspond to solutions T1,j,k for various j, k of the Ad
T-system.
Before doing so, let us consider the question of discrete integrability of the T-system which
follows from these recursion relations. On the other hand we can consider this as a relation between
the components of the vectors Vb, that is, the entries of the matrix M . The relation holds for each
of the rows of the vectors. The (b+ 1)-st component of the relation is
0 = xj−b,k−d+b +
d∑
i=1
(−1)iαa,ixj−b+i,k+b+i−d − (−1)dxj−b+d+1,k+b+1, 0 ≤ b ≤ d, (2.19)
where the coefficients αa,i are independent of the row b, that is, they are independent of j − k.
To summarize, for any j, k we have
Lemma 2.8. There is a linear recursion relation satisfied by entries of the matrix M :
0 = xj,k−d +
d∑
i=1
(−1)ici(j + k)xj+i,k+i−d − (−1)dxj+d+1,k+1, (2.20)
where the coefficients ci(j + k) are independent of the difference j − k.
Similarly, if we compare the matrices M
(r+1)
j,k and M
(r+1)
j−1,k+1 we will see they differ by one row,
and we will find another relation between the xj,k’s with coefficients which are independent of j+k.
That is,
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Lemma 2.9. There is a linear recursion relation satisfied by entries of the matrix M :
0 = xj,k−d +
d∑
i=1
(−1)idi(j − k)xj−i,k+i−d − (−1)dxj−d−1,k+1,
where the coefficients di(j − k) are independent of the sum j + k.
The coefficients c and d therefore have the interpretation of constants of the motion in the
direction j − k and j + k, respectively. The Ad T-system is a discrete integrable system.
2.4.3 Wall boundary conditions
In this section, we consider only the Ad T-system, that is, the octahedron relation with the boundary
conditions (2.15) imposed on it. We now consider the effects of further boundary conditions, in
a perpendicular direction, on the solutions of the Ad T-system. We call these “wall” boundary
condition. First, we impose the following conditions:
Ti,0,k = 1, i, k ∈ Z. (2.21)
Remark 2.10. There is now a question of compatibility of boundary conditions here: In fact, one
can show [DFK13] that simply setting initial data Ti,0,1 = Ti,0,0 = 1 implies the relation (2.22)
for all k. This statement as well as the Theorems quoted below are all proved using the network
solution of the octahedron relation.
From the octahedron relation (1.2) it is immediate that (2.21) implies that Ti,−1,k = 0 for all
i, k. Moreover, although it is not immediately obvious from the T-system itself, it was shown in
[DFK13] that
Theorem 2.11. The solutions of the equation (1.2) with boundary conditions (2.15) and (2.21)
satisfy
Ti,−j,k = 0, 0 ≤ j ≤ d, i, k ∈ Z. (2.22)
Furthermore, there is a “mirroring” phenomenon [DFK13]:
Theorem 2.12. The variables on one side of the “wall of 1’s” are determined by the variables on
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Figure 2.11: An illustration of the mirroring phenomenon for d = 2. The circles denote the variables
Ti,j,k where i ∈ {1, 2} and j > 0.
the other side as follows:
Ti,j,k = (−1)diTd+1−i,−j−d−1,k. (2.23)
An illustration of this for sl3 is shown in Figure 2.11. In this case, we can see the i = 1 and
i = 2 planes in Z3 can be viewed as projected to the same plane, as j + k ∈ 2Z + 1 for i = 1 and
j + k ∈ 2Z for i = 2, so they cover complementary sublattices in Z2. Since d = 2, the minus sign
from Equation (2.23) does not contribute to the variables on the left of the picture.
Remark 2.13. Note that this is consistent with the linear recursion relations of Lemmas 2.20
when we interpret it as a recursion relation for T1,j,k:
0 = T1,j,k +
d∑
i=1
(−1)ici(j + k)T1,j+i,k+i − (−1)dT1,j+d+1,k+d+1, j + k ∈ 2Z+ 1, (2.24)
which has d+ 2 terms, with the first coefficient equal to 1 and the last coefficient equal to (−1)d+1.
When j = −d− 1, for any k and i = 1, all the entries in the sum in the middle vanish, and we have
(−1)d − (−1)d = 0.
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2.4.4 Identification of conserved quantities with solutions of the T-system
with wall boundary conditions
We will now show that, under the “wall” boundary conditions (2.21), the conserved quantities
ci(j + k) in Equation (2.20) are in fact solutions of the Ad T-system, in particular, those with
j = 1.
Theorem 2.14. The coefficients ci(j + k) are equal to the values of Ti′,1,k′ along the boundary
j = 1, with i′ = d+ 1− i and k′ = k + d+ i.
Proof. Consider the (d+ 2)× (d+ 2) matrix M (d+2)1,k+d+1 under the boundary conditions (2.21). Due
to Theorem 2.22 about the vanishing of the solutions when −d − 1 < j < 0 this matrix has the
following form:
M := M
(d+2)
1,k+d+1 =

x1,k x2,k+1 x3,k+2 x4,k+3 · · · xd+2,k+d+1
1 x1,k+2 x2,k+3 x3,k+4 · · · xd+1,k+d+2
0 1 x1,k+4 x2,k+5 · · · xd,k+d+3
0 0 1 x1,k+6 · · · xd−1,k+d+4
. . .
. . . · · ·
0 0 · · · 0 1 x1,k+2(d+1)

(2.25)
where we denoted xj,k = T1,j,k. The determinant of this matrix is Td+2,1,k+d+1 = 0 so it vanishes.
Moreover it has a one-dimensional kernel, by definition of the Ad T-system (the determinants of
any of the solid (d+ 1)× (d+ 1) minors are equal to 1). We solve the nullspace equation
M~a = ~0
for ~a = (a0, a1, ..., ad+1). On the one hand, the entries of this vector are the coefficients (up to
normaliation) of the linear recursion relation:
d+1∑
i=0
aixi+1,k+i = 0
so we may identify ai = (−1)ici(k + d+ 1).
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On the other hand, expanding the determinant along the first row, we get ai = (−1)i|M (d+i−1)1 |.
The determinant of the minor is particularly simple to compute. It is equal to the determinant of
the (d+ 1− i)× (d+ 1− i)-matrix M (d+1−i)1,k+d+i+2, which is, by definition, Td+1−i,1,k+d+i+2.
2.4.5 Linear recursion relations under Zamolodchikov periodicity
We have now identified the coefficients in the linear recursion relation (2.14) as solutions of the
T-system, as long as we do not require them to be periodic. To see how periodicity enters the
picture in the context of T-systems, we refer to the Zamolodchikov periodicity phenomenon.
We must impose one final additional boundary condition on the Ad T-system, of the form of
a second “wall of 1’s” of the same form as (2.21), but positioned at j = ` + 1 where ` ≥ 2. That
is, we look at the octahedron equation restricted to the Ad slice with boundary conditions (2.15),
together with the wall boundary conditions at j = 0 (2.21) and
Ti,`+1,k = 1. (2.26)
There remains an evolution of the T-system under these boundary conditions in the k-direction,
taking place in a tube with walls at j = 0, `+ 1 and i = 0, d+ 1. A valid initial data for this system
are the values of the function T in the finite set of points (d × ` of these) {(i, j, i + j mod 2 : 1 ≤
i ≤ d, 1 ≤ j ≤ `}. All other values of T are positive Laurent polynomials in this initial data, due
to the Laurent property of cluster algebras.
An important result about these boundary conditions, originally conjectured by Zamolodchikov
[Zam91] and later proven in various contexts [DFK13, IIK+13], is that there is a periodicity phe-
nomenon:
Theorem 2.15. The solutions of the Ad T-system Ti,j,k under the boundary conditions (2.21) and
(2.26) satisfy a periodicity phenomonon:
Ti,j,k+p = Td+1−i,`+1−j,k, p = `+ d+ 2 (2.27)
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Figure 2.12: An illustration of the how the mirroring along two lines implies periodicity for d = 2,
` = 5. The T -variable at the bottom has two lines emanating from it, in the j − k and j + k
directions, and these are mirrored a the dashed “mirror” lines. Where they intersect at the top,
the T -variable is equal to the original one at the bottom of the picture.
so that
Ti,j,k+2p = Ti,j,k. (2.28)
This can be visualized as a mirroring along the line j = −(d + 1)/2 (as implied by Equation
(2.23)) as well as j = ` + 1 + (d + 1)/2, by symmetry. See [DFK13] for a detailed analysis using
the network formulation.
In this situation, for fixed ` and d, we have a periodicity of the coefficients ci(j + k). We have
identified the coefficients αa,i in Equation (2.18) with Ti′,1,k, with a = b j+k2 c − d. Therefore we
have
αa+p,i = αa,i, p = `+ d+ 2.
Thus, the integrals of the motion in the case with wall boundary conditions are also periodic.
The number of integrals αa,i is p× d = (`+ d+ 2)d. However these integrals are not algebraically
independent in the periodic case, because they are determined by the set of initial data, which
contains `× d indepenent data. Therefore, there are d(d+ 2) relations between the variables αa,i.
The vectors Va are also periodic in this case: Va+p = (−1)dVa. They can be visualized as the
collection of variables along a diagonal connecting d + 1 points from NW to SE on the lattice of
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T1,j,k’s. Then the set of such collections, translated with respect to each other by the vector (1, 1)
in the (j, k) direction, is periodic with period p (recall that a ∼ (j + k)/2). We can therefore
interpret the vectors Va as the lifts of the vertices of a closed n-gon in projective space.
Remark 2.16. There is a more general quasi-periodicity phenomonon corresponding to n-gons
with monodromy for T-systems. This can be seen indirectly from the fact that (a) it is always
possible to unfold the Y -variables corresponding to an arbitrary T-system such that periodic Y-
systems unfold to quasi-periodic T-systems (as in Section 2.3) and (b) Zamolodchikov periodicity
for Y-systems has been proven [Kel13].
2.5 Conclusion and discussion
In this chapter, our interest was to exhibit two seemingly unrelated relations between the T-system
and the various versions of the pentagram maps, which are all discrete integrable systems. The first
relation, discussed in Section 2.3, shows that the (generalized) pentagram map in projective 2-space
is in fact the octahedron relation with special, quasi-periodic boundary conditions. Therefore inte-
grability follows from the fact that the octahedron relation is known to be integrable. Integrability
was proved in general for this map by [GSTV12, GSTV16] by more classical means.
The second relation is simply the identification of the invariants which are the periodic coeffi-
cients of the lifted coordinates of the n-gon in projective d-space for general d are solutions of the
Ad T-system, that the fact that they are not algebraically independent follows from the evolution
of this T-system, and that their periodicity is directly related to the Zamolodchikov periodicity
phenomenon.
The pentagram map is more generally defined for polygons with a monodromy, not necessarily
closed polygons corresponding to periodicity. It would be interesting to see if there are compatible
boundary conditions for the T-system which reflect this more general type of periodicity.
Moreover, the pentagrm map acts on projective variables, which are related to ratios of solutions
of the T-system. These satisfy the Y-system. To get the most general type of Y-system solutions,
one must introduce coefficients into the T-system in a sufficiently generic fashion. In the next
chapter, we consider T-systems with principal coefficients. This choice of coefficients gives a general
solution to the Y-system.
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Chapter 3
Solutions to the T-systems with
principal coefficients
3.1 Introduction
The material in this chapter is published in “Solutions to the T-systems with principal coefficients.”,
Electron. J. Combin., 23(2):Paper 2.44, 56, 2016.
We recall the octahedron relation (1.2), which will be refered to as the A∞ T-system or just
T-system in this chapter. Several combinatorial solutions have been considered including solutions
in terms of alternating sign matrices [RR86], domino tilings [RR86, EKLP92], perfect matchings
[Spe07] and networks [DFK13].
One can also consider cluster algebras with coefficients [FZ07]. For cluster algebras of geometric
type, this is equivalent to adding frozen vertices to the quiver. A quite general type of coefficients
are principal coefficients. It corresponds to adding one frozen vertex for each quiver vertex and
an arrow pointing from it to the quiver vertex. In some literature, this new quiver is called the
coframed quiver associated with the octahedron quiver. The reason why the principal coefficients
are very important is due to the separation formula [FZ07, Theorem 3.7], stating that a cluster
algebras with any coefficients can be written in terms of one with principal coefficients.
Some generalizations of T-systems with coefficients have been suggested by Speyer in his work on
Speyer’s octahedron recurrence [Spe07] and by Di Francesco in his work on the generalized lambda
determinant [DF13]. In this chapter, we consider A∞ T-systems with principal coefficients using
cluster algebras definition. We then give combinatorial solutions in terms of perfect matchings,
non-intersecting paths and networks.
This chapter is organized as follows. In Section 1.1, we review some basic definitions and
results in cluster algebras from [FZ02, FZ07]. In Section 3.2, we define the T-system with principal
coefficients, whose initial condition is in the form of initial data on a stepped surface.
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The goal is to find, for an arbitrary point (i0, j0, k0) and a stepped surface k, an expression
of Ti0,j0,k0 in terms of initial data on k. Laurent phenomenon for cluster variables [FZ02, The-
orem 3.1] guarantees that the expression is indeed a Laurent polynomial in the initial data and
coefficients. We give explicit combinatorial expressions of Ti0,j0,k0 in terms of initial data when
the point (i0, j0, k0) is above k and k is above the fundamental stepped surface fund : (i, j) 7→
(i+ j mod 2)− 1. Some other cases will be discussed in Section 3.8.
Section 3.3 is devoted to a perfect matching solution. Following the construction in [Spe07],
we first construct a finite bipartite graph with open faces G depending on both (i0, j0, k0) and k,
then construct face-weight wf and pairing-weight wp on perfect matchings of G. This leads to the
perfect-matching solution (Theorem 3.13):
Ti0,j0,k0 =
∑
M
wp(M)wf (M)
where the sum runs over all perfect matchings of G. The weight wp(M) is a monomial in the cluster
coefficients, while wf (M) is a Laurent monomial in the initial data (cluster variables).
In Section 3.4, we define the closure G of the graph G and transform our previous two weights
to the edge-weight we. This gives another form of the perfect-matching solution (Theorem 3.22):
Ti0,j0,k0 =
∑
M
we(M)
/
we(M0)
∣∣
ci,j=1
.
The sum runs over all perfect matchings of G with a certain boundary condition, see Definition
3.20.
In Section 3.5, we orient all the edges of G and G and give an explicit bijection between perfect
matchings of G and non-intersecting paths on G with certain sources and sinks. This bijection
can also be extended to G. Using the modified edge-weight w′e obtaining from we together with
the bijection, the perfect-matching solution for G gives the nonintersecting-path solution (Theorem
3.40):
Ti0,j0,k0 =
∑
P
w′e(P )
/ ∏
◦—•
b ∈M0
p¯b
where the sum runs over all non-intersecting paths on G with certain sources and sinks, see Theorem
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3.40.
In Section 3.6, we first consider the network N , studied in [DF10, DFK13] associated with
(i0, j0, k0) and k. It is obtained from the shadow of the point (i0, j0, k0) on the lozenge covering on
k. We point out that it can also be obtained from the graph G by tilting all the diagonal edges of
G so that they become horizontal. This allows us to pass the modified edge-weight w′e on G to a
weight on the network N . Paths on G then become paths on N . From Theorem 3.40, we get the
network solution (Theorem 3.43) as a partition function of weighted non-intersecting paths on the
network N , which can also be written as a certain minor of the network matrices (Theorem 3.48).
In Section 3.7, we discuss other types of coefficients of the T-system related to Speyer’s octa-
hedron recurrence [Spe07], generalized lambda-determinants [DF13] and (higher) pentagram maps
[Sch92, OST10, Gli11, GSTV12, GSTV16].
3.2 T-systems
3.2.1 T-systems without coefficients
We first recall the definition of the T-system in Equation (1.2). A stepped surface is a subset
{(i, j,k(i, j)) | i, j ∈ Z} ⊂ Z3odd defined by a function k : Z× Z→ Z satisfying:
|k(i, j)− k(i′, j′)| = 1 when |i− i′|+ |j − j′| = 1.
We will also denote this surface by the function k. The condition |i − i′| + |j − j′| = 1 is referred
to as (i, j) and (i′, j′) are lattice-adjacent, and k(i, j) is called the height of (i, j) with respect to k.
There are three important stepped surfaces which we will use throughout the chapter. We define
fund : (i, j) 7→ (i+ j mod 2)− 1,
proj(i′,j′,k′) : (i, j) 7→ k′ − |i− i′| − |j − j′|,
kp : (i, j) 7→ min
(
k(i, j),projp(i, j)
)
,
(3.1)
and call them the fundamental stepped surface, the stepped surface projected from a point (i′, j′, k′)
and the adjusted stepped surface associated with a surface k and a point p, respectively. See Figure
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Figure 3.1: The surfaces fund, projq and kp associated with a surface k in the section i = i0 of
the 3-dimensional lattice.
3.1 for examples.
To each k, we can attach an initial condition Xk(t) : {Ti,j,k(i,j) = ti,j | i, j ∈ Z} for some formal
variables t = {ti,j | i, j ∈ Z}, to which we refer as initial data/values along the stepped surface k.
It is worth pointing out that for a point (i0, j0, k0) ∈ Z3odd, not every initial data gives a finite
solution to Ti0,j0,k0 . In other words, an expression of Ti0,j0,k0 in terms of ti,j ’s may not be finite.
We call an initial data on k that gives a finite expression for Ti0,j0,k0 an admissible initial data with
respect to (i0, j0, k0).
Example 3.1. The fundamental stepped surface is always admissible with respect to any point
in Z3odd. The stepped surface proj(0,0,m) is not admissible with respect to a point (0, 0, n) when
n > m.
Recall that the T-system can also be interpreted as an infinite-rank coefficient-free cluster
algebra [DFK09]. Using Z2 as the index set, the initial seed is (x, B) =
(
(xi,j)(i,j)∈Z2 , (b(i′,j′),(i,j))
)
where
xi,j = Ti,j,fund(i,j) and b(i′,j′),(i,j) = (−1)i+j
(
δi′,i±1δj′,j − δi′,iδj′,j±1
)
.
The quiver QB associated with B, the octahedron quiver, is shown in Figure 3.2. We embed the
vertices of the quiver into the 3-dimensional lattice Z3odd so that they lie on the fundamental stepped
surface, i.e. the vertex (i, j) of the octahedron quiver lies at the point (i, j, fund(i, j)) ∈ Z3odd. The
reason for picking this choice is to associate it to the index of the initial cluster variables Ti,j,fund(i,j)
at (i, j) for (i, j) ∈ Z2.
We then allow mutations only on vertices (i, j, k) having the property that there are exactly
two incoming and two outgoing arrows incident to (i, j, k). This property is equivalent to saying
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Figure 3.2: The octahedron quiver. The red dots correspond to indices (i, j) where i + j is even,
and the blue to the odd i+ j. The quiver is infinite in both i and j directions.
that all four neighbors of (i, j, k) have the same third coordinate in Z3odd, i.e., the four neighbors
are all either (i± 1, j ± 1, k − 1) or (i± 1, j ± 1, k + 1).
If the neighbors are (i± 1, j ± 1, k− 1), after the mutation at (i, j, k), we move the vertex that
used to be at (i, j, k) to (i, j, k − 2) and call the new cluster variable obtained by the mutation
Ti,j,k−2. We call this mutation a downward mutation. On the other hand, when the neighbors are
(i ± 1, j ± 1, k + 1), (i, j, k) is moved to (i, j, k + 2) and the new cluster variable is called Ti,j,k+2.
We call it an upward mutation.
The set of vertices of a quiver Q obtained from the octahedron quiver by allowed mutations
forms a stepped surface, denoted by kQ. On the other hand, we can create a quiver from a stepped
surface by reading the arrangement of the quiver arrows from Table 3.1, and call this quiver Qk.
We notice that the quiver mutation at (i, j) corresponds to moving (i, j,k(i, j)) to (i, j,k(i, j)± 2),
depending on the height of its neighbors as discussed above. We say that k′ is obtained from k by
a mutation at (i, j) if Qk′ = µ(i,j)(Qk).
3.2.2 T-systems with principal coefficients
We define the T-systems with principal coefficients from the cluster algebra setting. Instead of the
coefficient-free cluster algebra with the octahedron quiver, we consider the cluster algebra with
principal coefficients (Definition 1.12) on the same quiver, where the initial coefficient at (i, j) is
ci,j . Due to Remark 1.13, it is the same as the coefficient-free cluster algebras on the coframed
octahedron quiver, where the variables ci,j on the added vertices are frozen, see Figure 3.3. We
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Figure 3.3: A portion of the infinite framed octahedron quiver and its cluster variables including
frozen variables ci,j .
show that the cluster variables satisfy the recurrence relation (3.2) on {Ti,j,k | (i, j, k) ∈ Z3odd} with
an extra set of coefficients {ci,j | (i, j) ∈ Z2}. We will use this recursion as an alternative definition
of the T-system with principal coefficients.
Theorem 3.2. Let {Ti,j,k | (i, j, k) ∈ Z3odd} be the set of cluster variables obtained from the T-
system with principal coefficients. Then
Ti,j,k−1Ti,j,k+1 = Ji,j,kTi−1,j,kTi+1,j,k + Ii,j,kTi,j−1,kTi,j+1,k (3.2)
where
Ii,j,k =

∏−(k+1)
a=k+1 ci+a,j , k < 0,
1, k ≥ 0,
and Ji,j,k =

1, k < 0,∏k
a=−k ci,j+a, k ≥ 0.
(3.3)
We call the relation (3.2) the octahedron recurrence with principal coefficients. The pictorial
representation of I and J are shown in Figure 3.4.
In order to prove Theorem 3.2, we first compute the coefficients at the vertices in any quiver
obtained by the octahedron quiver. We note that unlike cluster variables, a coefficient at (i, j) on
a stepped surface k depends on the height of (i, j) and its neighbors (i± 1, j ± 1).
Proposition 3.3. Consider the T-system with principal coefficients. Let k be a stepped surface
obtained from fund by a finite number of allowed mutations. Let y(i,j),k be the coefficient at the
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vertex (i, j) in Qk. Then
y(i,j),k =
Ii,j,k−1J
[1]+
i,j−1,kJ
[2]+
i,j+1,k
Ji,j,k−1I
[3]+
i−1,j,kI
[4]+
i+1,j,k
=
Ji,j,k+1I
[−3]+
i−1,j,kI
[−4]+
i+1,j,k
Ii,j,k+1J
[−1]+
i,j−1,kJ
[−2]+
i,j+1,k
, (3.4)
when k(i, j) = k, k(i, j−1) = k+ 1, k(i, j+1) = k+ 2, k(i−1, j) = k+ 3 and k(i+1, j) = k+ 4
where ` ∈ {−1, 1}, as described as follows:
(i, j + 1, k + 2)
(i− 1, j, k + 3) (i, j, k) (i+ 1, j, k + 4)
(i, j − 1, k + 1)
Example 3.4. Consider a stepped surface k having height as the following.
(i, j + 1, k + 1)
(i− 1, j, k + 1) (i, j, k) (i+ 1, j, k − 1)
(i, j − 1, k − 1)
The coefficient at the vertex (i, j), y(i,j),k, computed by Proposition 3.3 is
y(i,j),k =
Ii,j,k−1Ji,j+1,k
Ji,j,k−1Ii−1,j,k
=
Ji,j,k+1Ii+1,j,k
Ii,j,k+1Ji,j−1,k
.
Proof of Proposition 3.3. We fist show the second equality in (3.4). Notice that [i]+ + [−i]+ = 1
for all i. So we only need to show
Ii,j,k−1Ji,j−1,kJi,j+1,k
Ji,j,k−1Ii−1,j,kIi+1,j,k
=
Ji,j,k+1
Ii,j,k+1
,
which can be easily derived from the definition of I and J in (3.3).
We will then prove the proposition by induction on the number of mutations from the funda-
45
mental stepped surface. On fund, the vertices are in the forms (i, j,−1) or (i, j, 0) depending on
the parity of i + j, and y(i,j),fund = ci,j for all (i, j). When i + j ≡ 0 mod 2, fund(i, j) = −1 and
the neighbors of (i, j,−1) are (i± 1, j ± 1, 0). So ` = 1 for all ` at (i, j). We also have
y(i,j),k = ci,j =
Ji,j,0
Ii,j,0
.
When i+ j ≡ 1 mod 2, fund(i, j) = 0 and the neighbors of (i, j, 0) are (i±1, j±1,−1). So ` = −1
for all `. We have
y(i,j),k = ci,j =
Ii,j,−1
Ji,j,−1
.
Hence the proposition holds for the fundamental stepped surface.
Next we assume that the proposition holds for a stepped surface k. Consider a stepped surface
k′ obtained from k by a mutation at (i, j). Then k = k′ on every point except at (i, j). Also
y(a,b),k = y(a,b),k′ for all (a, b) but at most five points: (i, j), (i ± 1, j ± 1, ). So we only need to
consider the coefficients at these five points.
Let us assume that k(i, j) = k. Since k is mutable at (i, j), we have two cases: k(i± 1, j± 1) =
k − 1 or k(i± 1, j ± 1) = k + 1, as shown in the following pictures.
(i, j + 1, k − 1)

(i− 1, j, k − 1) (i, j, k)oo // (i+ 1, j, k − 1)
(i, j − 1, k − 1)
OO
.
(i, j + 1, k + 1)
(i− 1, j, k + 1) // (i, j, k)
OO

(i+ 1, j, k + 1)oo
(i, j − 1, k + 1) .
Case 1 We know that y(i,j),k = Ii,j,k−1/Ji,j,k−1 by the induction hypothesis. After the mutation
at (i, j), the point (i, j, k) becomes (i, j, k − 2). So on k′, i = 1 for all i. We also get
y(i,j),k′ =
(
Ii,j,k−1
Ji,j,k−1
)−1
=
Ji,j,k′+1
Ii,j,k′+1
=
Ji,j,k′+1I
[−1]+
i−1,j,k′I
[−1]+
i+1,j,k′
Ii,j,k′+1J
[−1]+
i,j−1,k′J
[−1]+
i,j+1,k′
where k′ = k − 2. Hence the expression of y(i,j),k′ agrees with the proposition.
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At (i, j + 1, k − 1), the induction hypothesis gives
y(i,j+1),k =
Ii,j+1,k−2J
[1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
=
Ii,j+1,k−2Ji,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
.
We know that 1 = 1 since k(i, j) = k = k(i, j + 1) + 1. Then the mutation at (i, j) gives
y(i,j+1),k′ = y(i,j+1),k(1⊕ y(i,j),k)
= y(i,j+1),k
1
Ji,j,k−1
=
Ii,j+1,k−2J
[−1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
,
which agrees to the proposition. By the similar argument, we can show that all four of the
y(i±1,j±1),k′ agree to the proposition.
Case 2 We know that y(i,j),k = Ji,j,k+1/Ii,j,k+1 by the induction hypothesis. After the mutation
at (i, j), the point (i, j, k) becomes (i, j, k + 2). So on k′, i = −1 for all i. We also get
y(i,j),k′ =
(
Ji,j,k+1
Ii,j,k+1
)−1
=
Ii,j,k′−1
Ji,j,k′−1
=
Ii,j,k′−1J
[−1]+
i,j−1,k′J
[−1]+
i,j+1,k′
Ji,j,k′−1I
[−1]+
i−1,j,k′I
[−1]+
i+1,j,k′
when k′ = k + 2. Hence the expression of y(i,j),k′ agrees with the proposition.
At (i, j + 1, k − 1), the induction hypothesis gives
y(i,j+1),k =
Ii,j+1,k−2J
[−1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
=
Ii,j+1,k−2Ji,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
.
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Figure 3.4: J0,0,5 = c0,−5c0,−4 . . . c0,5 can be realized as a shadow shaded down from (0, 0, 5) as
depicted by the red dots in the section i = 0. I0,0,−5 = c−4,0c−3,0 . . . c4,0 can be realized as a
shadow shaded up from (0, 0,−5) as depicted by the blue dots in the section j = 0.
We know that 1 = −1 since k(i, j) = k = k(i, j + 1)− 1. Then the mutation at (i, j) gives
y(i,j+1),k′ = y(i,j+1),k
y(i,j),k
(1⊕ y(i,j),k)
= y(i,j+1),kJi,j,k−1
=
Ii,j+1,k−2J
[1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
,
which agrees to the proposition. By the similar argument, we can show that all four of the
y(i±1,j±1),k′ agree to the proposition.
By both cases, we proved the proposition.
Proof of Theorem 3.2. To show (3.2), it is enough to show that it is the mutation rule at (i, j, k−1)
on k such that k(i±1, j±1) = k and k(i, j) = k−1. The quiver at (i, j) will look like the following:
(i, j + 1, k)
(i− 1, j, k) // (i, j, k − 1)
OO

(i+ 1, j, k)oo
(i, j − 1, k)
So it is equivalent to show that y(i,j),k = Ji,j,k/Ii,j,k, which comes from Proposition 3.3.
Due to Theorem 3.2, we view the T-system with principal coefficients as a recurrence relation on
Ti,j,k, (i, j, k) ∈ Z3odd with extra coefficient variables ci,j , (i, j) ∈ Z2. Fixing a point p = (i0, j0, k0) ∈
Z3odd and an admissible initial data on a stepped surface k, Theorem 1.6 guarantees that the
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expression of Ti0,j0,k0 is a Laurent polynomial in the initial data {ti,j = Ti,j,k(i,j) | (i, j) ∈ Z2} and
coefficients {ci,j | (i, j) ∈ Z2}. The goal is to give combinatorial interpretation for this expression.
In this chapter, we study the case when p is above the k and k is above fund, i.e.
k0 ≥ k(i0, j0) and k(i, j) ≥ fund(i, j) = (i+ j mod 2)− 1. (3.5)
In this case, we have explicit combinatorial solutions in terms of perfect matchings in Sections 3.3
and 3.4, non-intersecting paths in Section 3.5 and networks in Section 3.6.
3.3 Perfect-matching solution
The goal of this section is to give an expression of Ti0,j0,k0 in terms of a partition function of
weighted perfect matchings of a certain graph. There are previous works [Spe07, MS10, JMZ13]
on expressing cluster variables by using perfect matchings of certain weighted graphs. Regarding
only cluster variables, the weight studied in [Spe07] coincides with the “face-weight” in Definition
3.9, while the weight in [MS10, JMZ13] coincides with the “edge-weight” in Definition 3.19. The
height function in [JMZ13] is also another interpretation of the “pairing-weight” in Definition 3.10.
3.3.1 Graphs from stepped surfaces
We fix a point p = (i0, j0, k0) ∈ Z3odd, an admissible stepped surface k and an initial data Xk(t) :
{Ti,j,k(i,j) = ti,j | i, j ∈ Z} on k. Also assume that k0 ≥ k(i0, j0) and k ≥ fund, i.e. k(i, j) ≥
fund(i, j) for all (i, j) ∈ Z2.
From the stepped surface k, we follow the construction in [Spe07] and define, using Table 3.1,
an infinite bipartite graph Gk associated with k. This graph can also be realized as the dual of
the quiver Qk associated with k with vertex bi-coloring, see the end of Section 3.2.1. Faces of Qk
become vertices of Gk. Since all faces of Qk are always oriented, we color a vertex of the graph in
white if the arrows around its corresponding face of the quiver are oriented counter-clockwise and
black if they are oriented clockwise. Vertices of Qk become faces of Gk. Since the vertices of the
quiver are indexed by Z2, we will use (i, j) ∈ Z2 to represent a face of the graph. Arrows of Qk
give edges of Gk. There are three types of edges in the graphs: horizontal, vertical and diagonal,
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k(D) k(C)
k(A) k(B)
A part in Qk A part in Gk
k k + 1
k + 1 k
D ← C
↓ ↑
A → B
bc
k + 1 k
k k + 1
D → C
↑ ↓
A ← B
b
k − 1 k
k k + 1
D ← C
↓ ↗ ↓
A ← B b
bc
k + 1 k
k k − 1
D → C
↑ ↙ ↑
A → B
b
bc
k k + 1
k − 1 k
D ← C
↑ ↘ ↑
A ← B b
bc
k k − 1
k + 1 k
D → C
↓ ↖ ↓
A → B
b
bc
Table 3.1: All six local pictures of Qk and Gk for four points A = (i, j), B = (i + 1, j), C =
(i+ 1, j + 1), and D = (i, j + 1) on a stepped surface k.
which came from vertical, horizontal and diagonal arrows of the quiver, respectively. See Figure
3.5 for an example.
If k′ is obtained from k by a mutation at (i, j), then we can see from Table 3.1 that the face
(i, j) in Gk must be a square. In addition, Gk′ can be obtained [Ciu03, Spe07] from Gk by the
following steps.
1. Apply urban renewal at the face (i, j), see Figure 3.6.
2. Collapse any degree-2 vertices created by the previous step, see Figure 3.7.
We use the notations F (G), V (G) and E(G) for the set of faces, vertices and edges of a graph
G, respectively. We then define two subsets F˚ = F˚ (p,Gk) and ∂F = ∂F (p,Gk) of F (Gk) = Z2
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Figure 3.5: An example of k and its corresponding Qk and Gk.
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Figure 3.6: The urban renewal at the face (i, j).
depending on p and k as follows.
F˚ =
{
(i, j) ∈ Z2 ∣∣ |i− i0|+ |j − j0| < k0 − k(i, j)} ,
∂F =
{
(i′, j′) ∈ Z2 \ F˚
∣∣∣ |i′ − i|+ |j′ − j| = 1 for some (i, j) ∈ F˚} . (3.6)
We also assume that ∂F = {(i0, j0)} when k0 = k(i0, j0). The set F˚ can be illustrated as the set of
points inside (excluding boundary) the shadow projecting from p onto k, while ∂F is the boundary
of the projection. The following example shows elements of F˚ in blue and elements of ∂F in red
when p = (0, 0, 3) and k : (i, j) 7→ |i+ j| − 1.
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Figure 3.7: A degree-2 vertex and its two adjacent vertices collapse into one vertex.
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The picture on the left shows the faces on (i, j)-plane, discarding the k-direction. The picture on
the right shows the projection in the section j = 0 of the whole 3-dimensional space.
We will see later from the solution to the T-system (Theorem 3.13) that the expression of
Ti0,j0,k0 depends only on ti,j ’s where (i, j) ∈ F˚ ∪ ∂F . Due to this reason, we will work on a finite
subgraph Gp,k of Gk generated by the faces in F˚ , while considering faces in ∂F as “open faces” as
in the following definition.
Definition 3.5 (Graph with open faces [Spe07, Section 2.2]). The graph with open faces associated
with p and k is defined to be a pair (G, ∂F (G)) where G := Gp,k is a finite subgraph of Gk generated
by the faces in F˚ , and ∂F (G) := ∂F is the set of open faces.
Since we can always determine ∂F (G) from F (G), we will omit ∂F (G) by writing just G instead
of (G, ∂F (G)). The faces in F (G) = F˚ are called closed faces, while the faces in ∂F (G) = ∂F are
called open faces.
Later in the chapter, some other solutions to the T-systems with principal coefficients will look
nicer if written in terms of the “closure” of G instead of G. This will be a graph with no open
faces.
Definition 3.6 (The closure G of G). For a point p and a surface k, let kp be the adjusted stepped
surface associated with k and p defined in (3.1) and G∞ := Gkp be the graph associated to kp. We
define the closure G of G to be the finite subgraph of G∞ generated by F˚ ∪ ∂F , and we think of
it as a graph with no open face.
We note that k(i, j) = kp(i, j) for all (i, j) ∈ F (G) ∪ ∂F (G). So the graphs with open faces
Gp,k and Gp,kp are exactly the same except for the shape of the open faces. Due to the following
proposition, we can obtain G directly from G by closing all the open faces of G in a certain way.
Proposition 3.7. All 16 types of the faces of G in F (G) \ F (G) = ∂F are shown in Figure 3.8
where dotted lines indicate edges in E(G) \ E(G).
Proof. At each open face of G, we consider the height of its neighboring faces. The shape of the
faces are obtained from Table 3.1. The proposition then easily follows.
Example 3.8. Let k(i, j) = |i+ j| − 1 and p = (0, 0, 3). Then the infinite graphs Gk, G∞ = Gkp
and the finite graphs G = Gp,k, G are shown in Figure 3.9.
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Figure 3.8: Faces in F (G) \ F (G) = ∂F of G.
3.3.2 Face-weight and pairing-weight
From this point onward, we let G := Gp,k as a graph with open faces. LetM be a set of all perfect
matchings, a.k.a. dimer configurations, of G. We recall that a perfect matching of G is a subset
M ⊆ E(G) such that each v ∈ V (G) is incident to exactly one edge in M.
We define the face-weight wf and the pairing-weight wp on G, which contribute cluster vari-
ables/initial data ti,j ’s and coefficients ci,j ’s, respectively, to the expression of Ti0,j0,k0 .
Definition 3.9. For a face (i, j) ∈ F˚ ∪ ∂F, we define the face-weight depending on a perfect
matching M of G as:
wf (M) :=
∏
x∈F˚∪∂F
wf (x),
where a contribution of a face to the product is defined as:
wf (i, j) :=

t
d b−a2 e−1
i,j , (i, j) ∈ F˚ ,
t
d b−a2 e
i,j , (i, j) ∈ ∂F,
where a is the number of sides of (i, j) in the matching M and b the number of sides in E(G) \M.
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Figure 3.9: Gk, G∞, G and G when k(i, j) = |i+ j| − 1 and p = (0, 0, 3). The shaded faces are the
faces in F˚ .
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The pairing-weight will be defined on pairs of horizontal edges in M. We first note that there
are exactly two types of horizontal edges in G as follows.
✭✐❀ ❥✮
✭✐❀ ❥✮
b bbc bc
◆ ✁✂ ✄☎ ✿✆ ❙ ✁✂ ✄☎ ✿✆
✭✐❀ ❥ ✝ ✶✮
✭✐❀ ❥ ✰ ✶✮
• a white-black horizontal edge, an edge joining a white vertex on the left and a black vertex
on the right. We will call it N(i, j), indexing by the face (i, j) below it (the north side of the
face (i, j)).
• a black-white horizontal edge, an edge joining a black vertex on the left and a white vertex
on the right. We will call it S(i, j), indexing by the face (i, j) above it (the south side of the
face (i, j)).
Let an allowed pair be a pair of S(i, j1) and N(i, j2) when j1 ≤ j2 in the same column of
the graph. In the other words, an allowed pair is a pair of a white-black horizontal edge above a
black-white horizontal edge in the same column. We denote
(N(i,j2)
S(i,j1)
)
for an allowed pair. Since
F (G) ⊂ Z2, for each i we can consider a subgraph of G generated by the faces in F (G)∩ ({i}×Z).
In this column subgraph, we read from the bottom to the top and get a sequence of horizontal
edges in the matching M . We then pair these edges into allowed pairs by the following steps.
1. If S(i, j1) and N(i, j2) where j1 ≤ j2 are consecutive in the sequence, we pair the two.
2. Remove both S(i, j1) and N(i, j2) from the sequence, and repeat the first step until the
sequence is empty.
We do this to all of the columns of G. The set P of all allowed pairs obtained by this process is
called the perfect pairing of M . Proposition 3.12 will guarantee that the process works and the
perfect pairing always exists. Now the pairing-weight is defined in the following definition.
Definition 3.10. Let P be the perfect pairing of a perfect matching M of G. The pairing-weight
on M is defined to be:
wp(M) :=
∏
x∈P
wp(x),
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Figure 3.10: If k is the surface depicted in blue, then wp
(N(0,10)
S(0,4)
)
= c0,0c0,1 . . . c0,15 = J0,8,8 is shown
in red. The picture is drawn in the section i = 0 of the 3-dimensional lattice.
where a contribution of an allowed pair in the product is defined as:
wp
(
N(i, j2)
S(i, j1)
)
:= Ji,j′,k′ =
j2+k(i,j2)+1∏
a=j1−k(i,j1)−1
ci,a,
and
j′ = j1 − k(i, j1) + k′ − 1 = j2 + k(i, j2)− k′ + 1,
k′ =
k(i, j1) + k(i, j2)− j1 + j2
2
+ 1.
A contribution of an allowed pair in the perfect pairing to the pairing-weight can be illustrated by
Figure 3.10.
Example 3.11. Consider the following perfect matching M of the graph G from Example 3.8.
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bc
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b
b
b
b
b
b
b
b
b
b
✭✵❀ ✵✮
✭✶❀ ✵✮
✭✶❀  ✶✮
✭✵❀  ✶✮
✭✵❀ ✶✮
✭ ✶❀ ✶✮
✭ ✶❀ ✵✮
The perfect pairing is
P =
{(
N(−1, 1)
S(−1, 0)
)
,
(
N(0, 0)
S(0, 0)
)
,
(
N(0, 1)
S(0,−1)
)
,
(
N(1, 0)
S(1,−1)
)}
.
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We then have
wp(M) = (c−1,−1c−1,0c−1,1)(c0,0)(c0,−2c0,−1 . . . c0,2)(c1,−1c1,0c1,1).
Also, the face-weight of M is wf (M) = t−2,0t−10,0t2,0.
Proposition 3.12. Let M be a perfect matching of G. Then the following holds.
1. If all four adjacent faces of a face (i, j) ∈ F˚ have the same height, then the face (i, j) is a
square. Also, the coloring around the face depends on the height of (i, j) and its neighbors as
shown in Figure 3.11.
2. For each i ∈ Z, we get |{S(i, j) ∈ M | j ∈ Z}| = |{N(i, j) ∈ M | j ∈ Z}|. That means the
number of black-white horizontal edges in M and the number of white-black horizontal edges
in M in the same column are equal.
3. For each i, j ∈ Z, |{S(i, b) ∈ M | b ≤ j}| ≥ |{N(i, b) ∈ M | b ≤ j}|. That means in any
column of G the number of black-white horizontal edges in M dominates the number of the
white-black edges in M when counting from bottom to top.
Proof. (1) follows directly from Table 3.1. For (2) and (3), we first notice that if the point p =
(i0, j0, k0) lies on the stepped surface k then the graph with open face associated to p and k is
(G, ∂F ) where G is empty and ∂F = {(i0, j0)}. So (2) and (3) automatically hold.
If k0 > k(i0, j0), then G := Gp,k = Gp,kp , see (3.1). Without loss of generality, we can then
assume that k = kp. Then k is obtainable from the stepped surface projp by a finite number
of downward mutations. We will show (2) and (3) using induction on the number of downward
mutations from projp.
When k is away from projp by only one downward mutation, G is a square of type (S1) in
Figure 3.11. There are only two perfect matchings of the graph, which both satisfy (2) and (3).
Next, we assume that the claims hold for any surfaces which are away from projp by less than
n mutations. Let k be a surface away from projp by n downward mutations. There must be an
intermediate surface k′ such that k′ is obtained from projp by n − 1 downward mutations and k
is obtained from k′ by one downward mutation, says at (i, j). We have two cases:
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Figure 3.11: The only two possibilities of square faces. The values on the faces indicate their height.
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Case 1. If (i, j) is a closed face of Gp,k′ , then (i, j) is also a closed face of Gp,k. Gp,k is
obtained from Gp,k′ by applying the urban renewal action at the face (i, j) then collapsing all
degree-2 vertices created by the urban renewal. For any perfect matching M of Gp,k, there exists
a perfect matching M ′ of Gp,k′ differing from M only at the face (i, j), see Figure 3.2. Since M ′
satisfies (2) and (3) by the induction hypothesis, we see from Figure 3.2 that M also satisfy (2)
and (3). So they hold for any matchings of Gp,k.
Case 2. If (i, j) is an open face of Gp,k′ , then (i, j) becomes a closed face of Gp,k. We first
consider the case when i > i0 and j > j0. Gp,k is obtained from Gp,k′ by applying the urban
renewal action at the face (i, j) and collapsing all degree-2 vertices created by the urban renewal.
This yields the correspondence of the matchings of Gp,k′ and Gp,k via Figure 3.3. With the same
argument as for a closed face, (2) and (3) hold for any perfect matchings of Gp,k. Similarly, if i > i0
and j = j0, the correspondence is shown in Figure 3.4, which implies (2) and (3) for any perfect
matchings of Gp,k. The other cases can be treated similarly.
From both cases, the statements (2) and (3) hold for every perfect matching of Gp,k. By induc-
tion, we proved (2) and (3).
We have defined face-weight and pairing-weight for perfect matchings of G. The previous
proposition ensures that the pairing-weight is well-defined. We are now ready to state the main
theorem.
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Table 3.2: The list of all correspondences between matchings before and after a single downward
mutation at a closed face.
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Table 3.3: The list of all correspondences between matchings before and after a single downward
mutation at an open face (i, j) where i > i0 and j > j0.
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b
Table 3.4: The list of all correspondences between matchings before and after a single downward
mutation at an open face (i, j) where i > i0 and j = j0.
59
3.3.3 Perfect-matching solution
Theorem 3.13 (Perfect-matching solution). Let p = (i0, j0, k0) and k be an admissible initial data
stepped surface with respect to p where k0 ≥ k(i0, j0) and k ≥ fund. Then
Ti0,j0,k0 =
∑
M∈M
wp(M)wf (M) (3.7)
where M is the set of all the perfect matchings of G = Gp,k.
This solution specializes to the solution in [Spe07] for the coefficient-free T-system [Spe07, The
Aztec Diamonds theorem] when ci,j = 1 for all (i, j) ∈ Z2.
The proof of the theorem follows from the proof in [Spe07] using the “infinite completion” of
G = Gp,k, which is the same thing as G∞ = Gkp in our setup. To do so, we need to make sense of
perfect matchings of G∞ and weight on them.
Definition 3.14 (Acceptable perfect matching of G∞). We call a perfect matching M∞ of G∞
acceptable if M∞ \ E(G) is exactly the set of all the diagonal edges in E(G∞) \ E(G).
We then extend the definition of the face-weight and the pairing-weight to acceptable perfect
matchings of G∞. Notice that G∞ has no open faces. Also the weight of M and M∞ are equal, i.e.
wp(M∞)wf (M∞) = wp(M)wf (M). (3.8)
The following proposition gives a bijection between the perfect matchings of G and the acceptable
perfect matching of G∞.
Proposition 3.15 ([Spe07, Proposition 6]). There exists a bijection between the set of all perfect
matchings of G and the set of all acceptable perfect matchings of G∞, which maps a perfect matching
M of G to an acceptable perfect matching M∞ of G∞ where
M∞ = M ∪ {diagonal edges in E(G∞) \ E(G)}.
Example 3.16. Figure 3.12 shows an example of a perfect matching M of G and its corresponding
acceptable perfect matching M∞ of G∞ from the bijection in Proposition 3.15. An edge in M∞ is
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Figure 3.12: A perfect matching M of G and its corresponding acceptable perfect matching M∞
of G∞.
either an edge in M (described in red) or a diagonal edge in E(G∞) \ E(G) (described in blue).
From (3.8) and Proposition 3.15, we can see that Theorem 3.13 is equivalent to the following
theorem.
Theorem 3.17 (Perfect matching solution for G∞). Let p and k be as in the assumption of
Theorem 3.13 and kp be defined as in (3.1). We have
Ti0,j0,k0 =
∑
M
wp(M)wf (M)
where the sum runs over all the acceptable perfect matchings of G∞ = Gkp .
Proof. Since Ti0,j0,k0 depends only on Gp,k = Gp,kp , we can assume without loss of generality that
k = kp. We will prove the theorem by using induction on the number of downward mutations from
the top-most stepped surface projp to k.
The base case is when k = projp. The graph Gprojp is shown in Figure 3.13. There is only
one acceptale perfect matching and its weight is ti0,j0 = Ti0,j0,k0 . So the theorem holds for the base
case.
Assuming that the theorem holds for any stepped surfaces away from projp by less than n
downward mutations, we let k be a surface obtained from projp by n downward mutations. Then
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we can find an intermediate surface k′ such that it is obtained from projp by n − 1 downward
mutations and k is obtained from k′ by one downward mutation at (i, j). We also assume that
k(i, j) = k − 1 and k′(i, j) = k + 1 for some k ∈ Z. By the induction hypothesis we have
Ti0,j0,k0 =
∑
acceptable M of Gk′
wp(M)wf (M).
Let M be any acceptable perfect matching of Gk′ . By Proposition 3.12, the face (i, j) of Gk′ is
a square of type (S2) in Figure 3.11. Then the matching M at the face (i, j) must be one of the 7
cases in the first column of Figure 3.2.
If M is of type (A) at (i, j), there are two matchings MA1′ and MA2′ of Gk of type (A1
′) and
(A2′), respectively, such that the matchings are the same except locally at the face (i, j). We then
have
wp(MA1′)wf (MA1′) =
Ti,j−1,kTi,j+1,k
Ti,j,k−1Ti,j,k+1
wp(M)wf (M),
wp(MA2′)wf (MA2′) =
Ji,j,kTi−1,j,kTi+1,j,k
Ti,j,k−1Ti,j,k+1
wp(M)wf (M).
The term Ji,j,k in the second equation came from an extra pair
(N(i,j)
S(i,j)
)
in MA2′ which gives an
extra term Ji,j,k to the pairing-weight. By (3.2), we have
wp(MA1′)wf (MA1′) + wp(MA2′)wf (MA2′) = wp(MA)wf (MA). (3.9)
If M is of type (B), there exists a unique corresponding matching MB′ of Gk of type (B
′). We
see that the weight of M and MB′ are equal. That is
wp(MB′)wf (MB′) = wp(M)wf (M). (3.10)
If M is of type (C1) (resp. (C2)), let M ′ be another matching of Gk′ of type (C2) (resp. (C1))
which is the same as M except for the two edges at the face (i, j). Without loss of generality, we
assume that M is of type (C1) and M ′ is of type (C2). Then there exists a corresponding perfect
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matching MC′ of Gk of type (C
′). We then have
wp(M)wf (M) =
Ti,j−1,kTi,j+1,k
Ti,j,k−1Ti,j,k+1
wp(MC′)wf (MC′).
To write wp(M
′) in terms of wp(MC′), we first notice that there must be two other edges
S(i, j1), N(i, j2) ∈ M ′ where j1 < j < j2 such that both pairs
(N(i,j−1)
S(i,j1)
)
and
( N(i,j2)
S(i,j+1)
)
are in the
perfect pairing of M ′, while in its corresponding MC′ there is only
(N(i,j2)
S(i,j1)
)
. Thus we have
wp(M
′) =
∏j−1+k+1
b=j1−k1−1 ci,b
∏j2+k2+1
b=j+1−k−1 ci,b∏j2+k2+1
b=j1−k1−1 ci,b
wp(MC′) = Ji,j,kwp(MC′),
and so
wp(M
′)wf (M ′) =
Ji,j,kTi−1,j,kTi+1,j,k
Ti,j,k−1Ti,j,k+1
wp(MC′)wf (MC′).
Hence,
wp(M)wf (M) + wp(M
′)wf (M ′) = wp(MC′)wf (MC′). (3.11)
By (3.9), (3.10), (3.11) and the induction hypothesis, we can conclude that
∑
acceptable M of Gk
wp(M)wf (M) =
∑
acceptable M of Gk′
wp(M)wf (M) = Ti0,j0,k0 .
So the statement holds for k. By the induction, we proved the theorem.
Now we have proved Theorem 3.13 and Theorem 3.17. In the proof of Theorem 3.17, we notice
that for any acceptable perfect matching M∞ of G∞, any face outside F˚ ∪ ∂F always gives 1 for
its face-weight. Also edges in M∞ \ E(G) are all diagonal, so they will not contribute any weight
to the partition function. We then have the following perfect-matching solution for the closure G
of G.
Theorem 3.18 (Perfect matching solution for G). Let p and k be as in the assumption of Theorem
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Figure 3.13: The only one acceptable perfect matching of Gprojp . The center face of the graph is
(i0, j0).
3.13 and G be the closure of G = Gp,k defined as in Definition 3.6. We have
Ti0,j0,k0 =
∑
M∈M
wp(M)wf (M)
where M := {M = M ∪Diag(E(G) \ E(G)) |M ∈M}, Diag(A) is the set of all diagonal edges in
A, and M is the set of all perfect matchings of G.
We now have a combinatorial expression of Ti0,j0,k0 as a partition function of face-weight and
pairing-weight over all perfect matchings of a graph. In the next section, we will combine the two
weights together and construct an edge-weight. This will be the first step toward our next aim to
construct a solution in terms of networks, analog to [DF14] for the coefficient-free T-system.
3.4 Perfect-matching solution via edge-weight
Now that we have multiple versions of the perfect matching solution to the T-system with principal
coefficients in Theorem 3.13, Theorem 3.17 and Theorem 3.18, our next goal is to find a network
solution analog to the network solution for coefficient-free T-systems studied in [DFK13, DF14].
One big advantage of the network solution is its explicit solution via the network matrices. In the
perfect matching solution, we need to enumerate all the perfect matchings of the graph G in order
to compute the solution. For the network solution, we associate an initial data stepped surface
with a product of network matrices. Then the solution is just a certain minor of the product.
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In order to get the network solution, we first transform the face-weight and the pairing-weight
studied in the last section to the edge-weight we (Definition 3.19) on edges of the closure G of
G, which also gives us a new perfect-matching solution but with the edge-weight we (Theorem
3.22). This solution will be used to construct a nonintersecting-path solution in the next section.
We also note that our edge-weight coincide with the weight studied in [MS10] in the case when
all ci,j = 1. In [JMZ13], the edge-weight is exactly the same as our edge-weight except that the
contribution of the coefficients is in the form of the height function, which is another interpretation
of our pairing-weight.
Definition 3.19 (Edge-weight we). Let k be an admissible initial stepped surface with respect to
p, G be the closure of the graph G = Gp,k. For each edge of G we assign the edge-weight we as
follows:
bc bcb bba a
b a a b
b
b a
(tatb)
−1 (tatb)−1 (tatb)−1 pa(tatb)−1 (pa)−1(tatb)−1b
where pa and pa are the following formal products
pa =
∞∏
α=j−k−1
ci,α and pa =
∞∏
α=i+k+2
ci,α
when a = (i, j) and k = k(i, j). We also assume that ta = 1 when a /∈ F (G) and pa = pa = 1 when
a /∈ F (G).
Definition 3.20. Let M be the set of all perfect matching of G. For a matching M ∈M, we let
M := M ∪Diag(E(G) \ E(G))
be its corresponding (not necessary perfect) matching of G where Diag(A) is the set of all diagonal
edges in A for A ⊆ E(G). Also let
M := {M |M ∈M} ,
M0 :=
{
all white-black horizontal and diagonal edges of G
}
.
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Figure 3.14: All possible faces of G up to pi2 rotation and i-axis reflexion.
Then the edge-weight of a matching M ∈M is
we(M) :=
∏
x∈M
we(x). (3.12)
We note that M and M0 are not necessary perfect matchings of G. Also for j1 ≤ j2,
p(i,j1)(p(i,j2))
−1 =
j2+k(i,j2)+1∏
α=j1−k(i,j1)−1
= wp
(
N(i, j2)
S(i, j1)
)
.
By Proposition 3.12, the product in (3.12) is indeed a finite product of pairing-weights, hence a
finite product of ci,j ’s.
The following lemma interprets the face-weight of a matching M as a function of M and our
special matching M0.
Lemma 3.21. For x ∈ F (G) and M ∈M, we have
wf (x) = t
Nx−Dx
x
where Nx =
∣∣{e ∈M0 | e is a side of x}∣∣ and Dx = ∣∣{e ∈M | e is a side of x}∣∣.
Proof. We can easily check that for all x ∈ F (G) = F˚ ∪ ∂F, we get wf (x) = td
N−D
2
e−1
x where N
and D = Dx are the numbers of sides of x which are not in M and are in M , respectively. Let
S ∈ {4, 6, 8} be the number of sides of x. Then N = S −D. So
wf (x) = t
dS−2D
2
e−1
x = t
S/2−D−1
x .
Since x must be one of the cases in Figure 3.14, we have S/2−1 = Nx. Hence wf (x) = tNx−Dxx .
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Theorem 3.22 (Perfect-matching solution for G with the edge-weight we). Let k be an admissible
initial data stepped surface with respect to p = (i0, j0, k0), M and M0 be defined as in Definition
3.20. Then
Ti0,j0,k0 =
∑
M∈M
we(M)
/
we(M0)
∣∣
ci,j=1
where we(M0)
∣∣
ci,j=1
denotes the substitution ci,j = 1 for any (i, j) ∈ Z2.
Proof. Let M ∈M. By Lemma 3.21, we get
wf (M) =
∏
x∈F (G)
tNx−Dxx =
∏
x∈F (G)
tNxx
∏
x∈F (G)
t−Dxx .
By Definition 3.19, it equals to
wf (M) =
(
we(M0)
∣∣
c=1
)−1 ∏
x∈F (G)
t−Dxx .
Thus we have
∏
x∈F (G)
t−Dxx = wf (M)we(M0)
∣∣
c=1
. (3.13)
By the definition of we, we consider
we(M) =
∏
y∈M
we(y) =
∏
• a—◦∈M
pa
∏
◦—
b
•∈M
pb
∏
x∈F (G)
t−Dxx .
From (3.13) and the fact that M \M contains only diagonal edges, we then get
we(M) =
∏
• a—◦∈M
pa
∏
◦—
b
•∈M
pb wf (M)we(M0)
∣∣
c=1
.
Since ∏
• a—◦∈M
pa
∏
◦—
b
•∈M
pb = wp(M),
we conclude that wf (M)wp(M) = we(M)
/
we(M0)
∣∣
c=1
for any M ∈M. By Theorem 3.18, we have
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Ti0,j0,k0 =
∑
M∈Mwe(M)
/
we(M0)|c=1.
Now we have a combinatorial expression of Ti0,j0,k0 in terms of a partition function of edge-
weight over all matchings G. In the next section, we give an explicit bijection between perfect
matchings and non-intersecting paths (with certain sources and sinks) in both G and G. Using
this bijection, we are able to transform the perfect-matching solutions to a solution in terms of
non-intersecting paths.
3.5 Non-intersecting path solution
In this section, we provide an explicit bijection (Proposition 3.35) between the perfect matchings
of G and the non-intersecting paths in the oriented graph G with certain sources and sinks. It can
be extended to a bijection between the matchings inM of G and the non-intersecting paths in the
oriented graph G with certain sources and sinks (Proposition 3.37). Using this bijection and a new
weight w′e modified from the edge-weight we, we can write the solution to the T-system in terms
of non-intersecting paths in G (Theorem 3.40).
3.5.1 Some setup
We first show some properties of the graph G and G.
Proposition 3.23. G and G are bipartite and connected.
Proof. It was proved in [Spe07, Section 3.5] that G is bipartite and connected. The extended result
to G follows from Proposition 3.7.
Definition 3.24. For two vertices v, v′ of a graph, we say that v (resp. v′) is on the left (resp.
right) of v′ (resp. v) if there is a sequence of vertices of the graph v = v0, v1, v2, . . . , vn = v′ such
that any two consecutive vertices are connected by one of the following edges.
b b
b
b b
b
vi vi+1
vi
vi+1 vi
vi+1
We center the graph at the face (i0, j0). Then the notions of the North-West, North-East,
South-West and South-East of the center are well-defined.
68
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
b
b
b
b
b
b
b
b
b
b
(1, 0)
(1,−1)
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d
Figure 3.15: With (0, 0) as the center face, we have |VSW (G)| = 4, |VSE(G)| = 6, VleftSW(G) = {a, b}
and VrightSE(G) = {c, d}.
Definition 3.25. We denote by VNW(G), VNE(G), VSW(G) and VSE(G) the set of all the vertices
of a graph G in the North-West, North-East, South-West and South-East of the center face (i0, j0),
respectively. Also let VleftNW(G), VrightNE(G), VleftSW(G), VrightSE(G) be the set of all left-most NW
vertices, right-most NE, left-most SW and right-most SE vertices of G, respectively. See Figure
3.15 for an example.
Proposition 3.26. G has the following properties.
1. Vertices in VleftSW(G) ∪ VrightNE(G) are black.
2. Vertices in VrightSE(G) ∪ VleftNW(G) are white.
3. |VleftSW(G)| = |VrightSE(G)|.
4. |VleftNW(G)| = |VrightNE(G)|.
Proof. To show (1), we use the same analysis as in the proof of Proposition 5 in [Spe07]. It is clear
that a left-most vertex must be on the boundary of G. We then consider an open face (i, j) ∈ ∂F
on the South-West of (i0, j0) with height k ∈ Z. All the eight possibilities are shown in Figure 3.16,
where the face of height k in the circle is (i, j). We see that all the left-most South-West vertices
must be black. A similar argument can be used to show the other case of (1) and (2). In order to
show (3), we consider a maximal sequence v0, v1, . . . , vn of vertices of G such that vi is on the left
of vi+1 for all i. We have v0 ∈ VleftSW(G) if and only if vn ∈ VrightSE(G). This gives a bijection
between VleftSW(G) and VrightSE(G). So we proved (3). The similar argument also shows (4).
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Figure 3.16: All the eight possibilities of the boundary near an open face in the South-West of the
center. The face is of height k and is marked by a circle.
3.5.2 Non-intersecting paths and perfect matchings
We will give an explicit bijection between the perfect matchings of G and the non-intersecting
paths from VleftSW(G) to VrightSE(G) in G (Proposition 3.35). This bijection can be extended to G
in Proposition 3.37.
In order to define a path in G and G, we need an orientation of the graphs.
Definition 3.27 (Edge orientation of G and G). Let the orientation of the edges of G and G be
such that it goes from left to right for diagonal and horizontal edges and from a black vertex to a
white vertex for the vertical as follows.
b
b
b
b
b
b b
b
bc
bc
bc
bc
bc
bc bc
bc
Definition 3.28. Let G = Gp,k and G be as in Definition 3.6. With the notations from Definition
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3.25, we define
M0 := {white-black horizontal and diagonal edges of G},
M0 := {white-black horizontal and diagonal edges of G},
M := {perfect matchings of G},
M := {M = M ∪Diag(E(G) \ E(G)) |M ∈M},
P := {non-intersecting paths from VleftSW(G) to VrightSE(G) on G},
P := {non-intersecting paths from VleftSW(G) to VrightSE(G) on G}.
The map Φ (resp. Φ) in the following definition is indeed the bijection betweenM and P (resp.
between M and P). They will be key ingredients to construct our nonintersecting-path solution.
Definition 3.29. We define a map Φ :M→ P by
Φ(M) := M4M0, for M ∈M.
This map can be extended to a map Φ :M→ P defined by
Φ(M) := M4M0, for M ∈M,
where A4B := A ∪ B \ A ∩ B = (A \ B) unionsq (B \ A) is the symmetric difference of A and B. The
notation unionsq represents the disjoint union.
Remark 3.30. It is worth mentioning that if we consider M ∈ M and P ∈ P as sets of dimers
on edges of G, then the action of Φ can be interpreted as superposing with M0 and counted the
number of dimers on each edge modulo 2. Similarly, Φ is the superposition with M0 with number
of dimers being counted modulo 2.
Example 3.31. This example shows an interpretation of the map Φ on M as the superposition
with M0 modulo 2.
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We notice that the image of the map is indeed an element in P.
Using the following lemmas, Proposition 3.35 shows that Φ is a well-defined bijection from M
to P.
Lemma 3.32. Let M ∈M. Then Φ(M) has the following properties.
1. For any vertex in VleftSW(G) ∪ VrightSE(G), exactly one of its incident edges is in Φ(M).
2. For the other vertices, either none or two of their incident edges are in Φ(M).
Proof. To show (1), we first consider a vertex in VleftSW(G). By the fact that M is a perfect
matching, exactly one of its incident edges is in M . By Proposition 3.26, the vertex is black. Since
it is the left-most, none of its incident edges is in M0. This is because there cannot be a white
vertex on its left. So, exactly one of its incident edges is in Φ(M). Similarly, exactly one incident
edge of a vertex in VrightSE(G) is in M . There is none of its edges is in M0 because the vertex is
white and the right-most. Hence (1) holds.
For (2), if a vertex is not in VleftSW(G)∪VrightSE(G), it must be either in VleftNW(G)∪VrightNE(G)
or it has both left and right adjacent vertices. For a vertex in VleftNW(G) ∪ VrightNE(G), there is
one of its incident edges in M, and also one in M0. They can be the same or different. So, either
none or two of its incident edges are in Φ(M). For a vertex having left and right adjacent vertices,
one of its incident edges must be in M0. This is because the vertex is either black and is on the
right of a white vertex, or white and on the left of a black vertex. Also its one of the incident edges
must be in M because M is a perfect matching. So either none or two of its incident edges are in
Φ(M). Hence (2) holds.
Lemma 3.33. For a black vertex of G having two incident edges in Φ(M), the two edges must be
of the form A, B or C in Figure 3.17 where the horizontal edges in the figure represent horizontal
or diagonal edges of G.
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Figure 3.17: All configurations of two incident edges of a black vertex of G. The horizontal edges
in the picture represent horizontal/diagonal edges of G.
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Figure 3.18: All configurations of two incident edges of a white vertex of G. The horizontal edges
in the picture represent horizontal/diagonal edges of G.
Proof. It is easy to see that the six cases in Figure 3.17 are all configurations of two incident edges
of a vertex of G. Since M is a perfect matching, one of the two edges must come from M0. Since
the cases (D), (E) and (F) contain no edge from M0, they cannot happen.
Lemma 3.34. For a white vertex of G having two incident edges in Φ(M), the two edges must be
of the form A, B or C in Figure 3.18 where the horizontal edges in the figure represent horizontal
or diagonal edges of G.
Proof. Similar to Lemma 3.33.
Proposition 3.35. Φ :M→ P is a bijection.
Proof. To show that Φ(M) is well-defined, we need to show that Φ(M) is a collection of non-
intersecting paths from VleftSW(G) to VrightSE(G) in G, where G is oriented as in Definition 3.27.
From Lemma 3.33 and Lemma 3.34, only the case (A), (B) or (C) can happen at any vertex. From
this, all the vertices incident to two edges in Φ(M) are neither source nor sink. So Φ(M) is a set
of non-intersecting paths in the oriented graph G, where a source or a sink is incident to exactly
one edge in Φ(M). From Lemma 3.32, the sources and the sinks must in VleftSW(G) ∪ VrightSE(G).
But (1) and (2) of Proposition 3.26 guarantees that VleftSW(G) must be the source and VrightSE(G)
must be the sink. It remains to show that there is no loop in Φ(M). Since every vertex in a loop
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are neither source nor sink, there must be an horizontal/diagonal edge oriented from right to left.
This contradicts the orientation of G. So Φ(M) contains no loop.
To show that Φ is a bijection, we construct another map Ψ : P → M by letting Ψ(P ) be the
superposition of the path P with M0 and counting dimers on each edge modulo 2. In other words
Ψ(P ) = (P ∪M0) \ (P ∩M0). It is obvious that Ψ ◦ Φ = idM and Φ ◦ Ψ = idP . So, Ψ = Φ−1
provided that Ψ is well-defined. To show that Ψ(P ) is a perfect matching of G, it suffices to show
that any vertex has exactly one incident edge in Ψ(P ).
We first consider a black vertex.
• If it is in VleftSW(G), it has one incident edge in P because it is a source. Also, it has no
edge in M0 since it is the left-most. So, it still has one incident edge in Ψ(P ) after the
superposition.
• If it is not in VleftSW(G), it has either none or two edges in P. In both cases, since the vertex
is not the left-most, there must be a white vertex on its left. So it has an incident edge in
M0.
– If it has no edge in P, it will receive an edge from M0 after mapping by Ψ.
– If it has two edges in P, it is either of the case A, B or C in Figure 3.17. So exactly one
of the edges gets removed after superposing with M0.
From both cases, the vertex is incident to exactly one edge in Ψ(P ).
A similar argument holds for a white vertex. So we conclude that Ψ(P ) ∈M.
Proposition 3.36. Let e ∈M0. Then e ∈M if and only e /∈ Φ(M)
Proof. Let e ∈M0. If e ∈M , then e ∈M ∩M0. Hence e /∈ (M ∪M0) \ (M ∩M0) = Φ(M). On the
other hand, if e /∈M , then e /∈M ∩M0. Hence e ∈ (M ∪M0) \ (M ∩M0) = Φ(M).
Now we have analogs to Proposition 3.35 and Proposition 3.36 for G.
Proposition 3.37. Let Φ be defined as in Definition 3.29. Then we have the following:
1. Φ :M→ P is a bijection,
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2. For e ∈M0, e ∈M if and only e /∈ Φ(M).
Proof. We recall that the symmetric difference 4 is commutative and associative. Let D =
Diag(E(G) \ E(G)). Since M ∩D = ∅ for M ∈M, M and M are in bijection via the map:
f : M 7→M ∪D = M4D,
with the inverse map:
f−1 : M 7→M4D.
Consider P ∈ P, we can see from Proposition 3.7 that the paths from VleftSW(G) must go to the
right via horizontal or diagonal edges in E(G) \ E(G). Similarly, the paths will arrive VrightSE(G)
via horizontal or diagonal edges in E(G) \ E(G). Since there is a unique choice of these edges, we
have P = P ∪ P 0 where P 0 ⊂ E(G) \ E(G) is the set of all horizontal and diagonal edges in the
South-West, South or South-East. Note that P 0 is also equal to the set of white-black horizontal
and black-white diagonal edges in E(G) \ E(G). Since P ∩ P 0 = ∅ for P ∈ P, P and P are in
bijection via the map:
g : P 7→ P ∪ P 0 = P4P 0
with the inverse map:
g−1 : P 7→ P4P 0.
If we can show that Φ = g ◦Φ ◦ f−1, (1) will automatically follows. To show this, we first show
that that M0 = D4M04P 0. Consider
D4M04P 0 =
(
D4P 0
)4M0 = (M0 \M0)4M0 = (M0 \M0) ∪M0 = M0.
From M0 = D4M04P 0, we then have
Φ(M) = M4M0 = M4(D4M04P 0) = ((M4D)4M0)4P 0 = (g ◦ Φ ◦ f−1)(M)
for all M ∈M. So, Φ = g ◦ Φ ◦ f−1 :M→ P is a bijection.
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For (2), since Φ : M 7→M4M0, we have that for any e ∈M0,
e ∈M ⇐⇒ e ∈M ∩M0 ⇐⇒ e /∈ (M ∪M0) \ (M ∩M0) = Φ(M).
Hence we proved (2).
3.5.3 Modified edge-weight and nonintersecting-path solution
We recall the edge-weight we in Definition 3.19. It is compatible with the perfect-matching solution
(Theorem 3.22). In order to construct a nonintersecting-path solution from the bijection Φ, the
edge-weight we requires some modification. Due to Proposition 3.37, we only need to inverse the
weight of all edges in M0.
Definition 3.38 (Modified edge-weight w′e). For x ∈ E(G) we define the modified edge-weight as
follows:
w′e(x) :=

we(x)
−1, x ∈M0,
we(x), otherwise,
where we is the edge-weight defined in Definition 3.19.
Definition 3.39 (Modified edge-weight for paths in G). For a path p = x1x2 . . . xn in G, its
modified edge-weight is defined to be the following product
w′e(p) :=
n∏
i=1
w′e(xi).
Then the weight for a non-intersecting path is defined by
w′e(P ) :=
∏
p∈P
w′e(p) for P ∈ P.
Now we are ready for a nonintersecting-path solution for G. Note that we can also consider
the solution for G, but it turns out to be more complicated due to the present of open faces of G,
which needs to be treated separately.
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Theorem 3.40 (Nonintersecting-path solution for G). Let k be an admissible initial data stepped
surface with respect to p = (i0, j0, k0), M0 be defined as in Definition 3.28. Then
Ti0,j0,k0 =
∑
P∈P
w′e(P )
/ ∏
◦—
b
•∈M0
pb,
where P is the set of all non-intersecting paths in G from VleftSW(G) to VrightSE(G).
Proof. Let M ∈M. From Definition 3.38, we have
w′e(M \M0) = we(M \M0) and w′e(M0 \M) = we(M0 \M)−1.
Since we can write the symmetric difference as the disjoint union A4B = (A \ B) unionsq (B \ A), we
have
we(M) = we(M \M0)we(M ∩M0)
= we(M \M0)we(M0 \M)−1we(M0 \M)we(M ∩M0)
= w′e(M \M0)w′e(M0 \M)we(M0)
= w′e(M4M0)we(M0)
= w′e(Φ(M))we(M0).
From Theorem 3.22 and the previous equality, we have
Ti0,j0,k0 =
∑
M∈M
we(M)
/
we(M0)
∣∣
ci,j=1
=
∑
M∈M
w′e
(
Φ(M)
) we(M0)
we(M0)
∣∣
ci,j=1
=
∑
P∈P
w′e(P )
/ ∏
◦—
b
•∈M0
pb.
Hence we proved the theorem.
The nonintersecting-path solution obtained in this section gives us a hint that it is possible
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to have a network solution analog to [DFK13, DF14]. In the next section, we will transform the
oriented graph G to a network. The modified edge-weight will be used on the network as well. This
leads to a network solution and a network-matrix solution.
3.6 Network solution
In this section, we will construct a weighted directed network N associated with the oriented graph
G and the modified edge-weight w′e. We then decompose N into network chips and their associated
elementary network matrices (adjacency matrices). The product of all the elementary matrices
associated with the network chips, according to an order of the chips, is then called the network
matrix associated to N . The nonintersecting-path solution for G (Theorem 3.40) can then be
interpreted as a path solution on this network, and can also be computed from a certain minor of
the network matrix. We also show that our network and elementary network matrices coincide with
the objects studied in [DFK13] in the case of coefficient-free T-systems (ci,j = 1 for all (i, j) ∈ Z2).
3.6.1 Network associated with a graph
We construct the directed network N associated with the oriented graph G by tilting all the diagonal
edges so that they become horizontal, and tilting all the vertical edges so that the vertex on the
left is black as shown in Figure 3.19. Also, the network is directed from left to right. So a path in
the oriented graph G (Definition 3.27) corresponds to a path in N .
We then introduce the notion of “row” for vertices of N . Two vertices are said to be in the
same row if they are joined by a connected path of horizontal or diagonal edges. In other words,
they are on the left and right of each other in G, see Definition 3.24. We number the rows so that
they increase by one from bottom to top and the center face (i0, j0) of N lies between the row −1
and 0. See Figure 3.19. The precise definition is as the following.
Definition 3.41. The vertex v ∈ V (G) is in row r if two of its incident faces are (i, j0 + r) and
(i, j0 + r + 1) for some i ∈ Z.
Let N be the directed network associated with G, where rmin and rmax are the smallest and the
largest row numbers of N . We then put weight on the network locally around each black vertex as
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(i0, j0) (i0, j0)
−1
−2
0
1 b
bb
b
b
b
b
b
bbc
bc
bc
bc bc
bc bc
bcbc
bc
b
Figure 3.19: An example of G and its associated network N .
shown in Figure 3.5. The weight comes directly from the modified edge-weight w′e on G (Definition
3.38), so we will carry the notation w′e for the weight on N .
Remark 3.42. When a black vertex in Figure 3.5 is on the boundary, we will assume the following.
ta = 1, when a /∈ F (G),
pb = pb = 1, when b /∈ F (G).
This assumption comes directly from Definition 3.19.
3.6.2 Nonintersecting-path solution for the network
We have already defined the weighted directed network N associated with G, where the weight on
N comes directly from the weight on G. The nonintersecting-path solution for G (Theorem 3.40)
can then be interpreted in terms of nonintersecting paths in N . The left-most SW vertices of G
correspond to the left-most vertices in the rows [rmin,−1] := {rmin, . . . ,−2,−1} of N while the
right-most SE vertices of G corresponds to the right-most vertices in rows [rmin,−1] of N . We then
get the following theorem.
Theorem 3.43 (Nonintersecting-path solution for N). Let N be the weighted directed network
associated with G. Then
Ti0,j0,k0 = Q
−1∑
P
w′e(P ),
where the sum runs over all the non-intersecting paths on N starting from the rows [rmin,−1] on
the left to [rmin,−1] on the right and Q :=
∏
◦—•
b ∈M0
pb.
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Part of G Network chip Network matrix
b
a b
c
bc
bc
bc
b
r
r
  ✶
bcbc
bc
♣
❛
t
❛
t
❝
✁❂
t
❜
t
❝
✁❂
t
❛
t
❜
Ur(ta, tb, tc)
b
❛
❜
❞
bc
bc
bc
b
r
r
  ✶
bcbc
bc
t
❛
t
❞
✁❂t
❛
t
❜
♣
❞
❂t
❜
t
❞
U ′r(ta, tb, td)
b
❛
❞
❝
bc
bc
bc
b
r
r ✰ ✶
bc
bc bc
♣
❛
t
❛
t
❝
 ❂t
❛
t
❞
 ❂t
❝
t
❞
Vr(ta, tc, td)
b
❜
❞
❝
bc
bc
bc
b
r
r ✰ ✶
bc
bc
bc
 ❂t
❝
t
❞
♣
❞
❂t
❜
t
❞
t
❜
t
❝
V ′r (tb, tc, td)
b
❛
❜
❞
❝
bc
bcbc
bc
b
r
r ✰ ✶
r
 
✶
bc
bcbc
bc
✁❂t
❝
t
❞
♣
❞
❂t
❜
t
❞
✁❂t
❛
t
❜
♣
❛
t
❛
t
❝
Wr(ta, tb, tc, td)
Table 3.5: A table comparing a part of G around a black vertex, its corresponding elementary
network chip in N and its corresponding elementary network matrix defined in Definition 3.45
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Figure 3.20: A network is decomposed into elementary network chips
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Figure 3.21: A totally-order from a decomposition in Figure 3.20
3.6.3 Network matrix
We will now decompose N into elementary network chips, which are small pieces of N around
black vertices illustrated in Figure 3.5. This can be done by breaking the network at all of its white
vertices. See Figure 3.20 for an example. We notice that we will have the following choice when
there are two incident vertical edges at a white vertex.
b bc
b
bc bbc
b
bcb bc
b
bc bbc
b
bcb bc
b
bc bbc
b
bc
Since the weight of a path on N is independent of this choice, the nonintersecting-path solution is
independent of this ambiguity.
A decomposition gives a partially-order on the network chips, we then pick a “finer” totally-
order which does not contradict the partially-order. This totally-order can be thought as the order
in which to pull chips out of the network from the left.
Example 3.44. From the example in Figure 3.19, we can pick a network decomposition as in
Figure 3.20, and then pick a totally-orders as in Figure 3.21.
The next step is to associate each chip with an elementary network matrix shown in Figure 3.5.
The matrices Wr, Vr, V
′
r , Ur and U
′
r are defined in the following definition.
Definition 3.45. We define an elementary network matrix associated with a network N , depending
on its configuration around a black vertex in Figure 3.5, to be an square matrix of size rmax−rmin+1
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with entries:
(Ur(x, y, z))α,β :=

(U(x, y, z))α−r+2,β−r+2, if α, β ∈ {r − 1, r},
δα,β, otherwise,
(Vr(x, y, z))α,β :=

(V (x, y, z))α−r+1,β−r+1, if α, β ∈ {r, r + 1},
δα,β, otherwise,
(Wr(w, x, y, z))α,β :=

(W (w, x, y, z))α−r+2,β−r+2, if α, β ∈ {r − 1, r, r + 1},
δα,β, otherwise,
and U ′r (resp. V ′r ) is defined in the same way as Ur (resp. Vr) where
U(ta, tb, tc) :=
 1 0
pa
tc
tb
pa
ta
tb
 , U ′(ta, tb, td) :=
 1 0
td
tb
pd
ta
tb
 ,
V (ta, tc, td) :=
pa tctd pa tatd
0 1
 , V ′(tb, tc, td) :=
pd tctd tbtd
0 1
 ,
W (ta, tb, tc, td) :=

1 0 0
pa
tc
tb
papd
tatc
tbtd
pa
ta
td
0 0 1
 .
The (i, j) entry of a network matrix is just the weight of the edge from row i to row j in the network
chip, see Figure 3.5.
If two network chips do not have an order from the decomposition, then their corresponding
elementary network matrices commute. For a totally-order of the network chips, we define the
product of all the elementary network matrices with the same order of the chips. This product is
independent of a choice of totally-order and decomposition. We call it the network matrix associated
with N .
Remark 3.46. The network matrix Wr defined in Definition 3.45 can be factored as follows:
Vr(ta, tc, td)U
′
r(ta, tb, td) = Wr(ta, tb, tc, td) = Ur(ta, tb, tc)V
′
r (tb, tc, td).
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This corresponds to the following picture when collapsing a degree-2 vertex.
b
bc
bc
bc
bc
b
b
bc
bc
bc
bc
bc
b
b
bc
bc
bc
bc
bc
a b
dc
a b
dc
a b
dc
Remark 3.47. Ur, U
′
r, Vr and V
′
r defined in Definition 3.45 can also be factored. This factorization
separates the coefficients pa’s and pd’s from the variables tα’s.
U(ta, tb, tc) =
1 0
0 pa

 1 0
tc
tb
ta
tb
 , U ′(ta, tb, td) =
 1 0
td
tb
ta
tb

1 0
0 pd
 ,
V (ta, tc, td) =
pa 0
0 1

 tctd tatd
0 1
 , V ′(tb, tc, td) =
 tctd tbtd
0 1

pd 0
0 1
 .
Since the entry (i, j) of the network matrix is the partition function of weighted paths from
row i to row j, by the Lindstro¨m-Gessel-Viennot theorem [Lin73, GV85], the partition function of
weighted non-intersecting paths from the rows [rmin,−1] on the left to the rows [rmin,−1] to the
right is the principal minor of the network matrix corresponding to the rows/columns [rmin,−1].
Theorem 3.43 then gives the following.
Theorem 3.48 (Network-matrix solution). Let M be the network matrix associated with the net-
work N of the graph G. Then
Ti0,j0,k0 = Q
−1|M |rmin,...,−2,−1rmin,...,−2,−1,
where |M |rmin,...,−2,−1rmin,...,−2,−1 denotes the principal minor of M corresponding to the rows [rmin,−1] and
columns [rmin,−1], and Q :=
∏
◦—•
b ∈M0
pb.
We may absorb the factor Q−1 into the elementary network matrices, by defining the modified
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elementary network matrices to be as follows.
U r(ta, tb, tc) := (pa)
−1Ur(ta, tb, tc), U
′
r(ta, tb, td) := U
′
r(ta, tb, td),
V r(ta, tc, td) := (pa)
−1Vr(ta, tc, td), V
′
r(tb, tc, td) := V
′
r (tb, tc, td),
W r(ta, tb, tc, td) := (pa)
−1Wr(ta, tb, tc, td).
(3.14)
Then the modified network matrix associated with N is defined as the product of all modified
elementary network matrices according to a totally-order of the network chips as before. Theorem
3.48 becomes the following.
Theorem 3.49 (Modified-network-matrix solution). Let M be the modified network matrix asso-
ciated with the network N of the graph G. Then
Ti0,j0,k0 = |M |rmin,...,−2,−1rmin,...,−2,−1,
where |M |rmin,...,−2,−1rmin,...,−2,−1 is the minor of M corresponding to the rows [rmin,−1] and columns [rmin,−1].
Remark 3.50 (Flatness condition). It is worth pointing out that the condition
U
′
k+1(t`, tc, tu)V k(td, tc, tr) = V
′
k(td, t`, t
′
c)Uk+1(t
′
c, tr, tu) (3.15)
is equivalent to
t′ctc = Ji,j,kt`tr + tutd
where c = (i, j), ` = (i− 1, j), r = (i+ 1, j), u = (i, j + 1), d = (i, j − 1) and k = k(c)− 1 = k(`) =
k(r) = k(u) = k(d). It corresponds to the following action on networks.
b
b b
bbc
bc
bc
bc
bc
bc bc
bc
bc
bc
bc
bc
tc trtℓ
td
tu
t
′
c
trtℓ
td
tu
r
r + 1
r
r + 1
In the graph G, this is the urban renewal (Figure 3.6) at the face c on the graph G.
b
bbc
bc
bc
bc
b
b
bc
bc
bc
bc
❝ r
❵
❞
✉
❝ r
❵
❞
✉
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On the stepped surface k, this is a downward-mutation at c. Elementary network matrices therefore
encode the octahedron recurrence (3.2) as the flatness condition of (3.15).
3.6.4 Lozenge covering
In [DFK13] the authors construct a lozenge covering from a stepped surface and use it to construct
a weighted network. Then the solution to the coefficient-free T-system is a partition function of
non-intersecting paths in the network.
We recall the procedure in [DFK13] with some modification so that it fits in our setting. Starting
from a stepped surface k, a lozenge covering is constructed depending on the height of the four
corners of a square: (i, j), (i+ 1, j), (i, j+ 1) and (i+ 1, j+ 1). The rule can be summarized in the
following table.
❦   ✶
❦
❦
❦   ✶
❦ ✰ ✶
❦
❦
❦ ✰ ✶
❦   ✶
❦
❦
❦ ✰ ✶
❦ ✰ ✶
❦
❦
❦   ✶
❦
❦ ✰ ✶
❦   ✶
❦
❦
❦   ✶
❦ ✰ ✶
❦
We note that a choice of triangulating the squares in the first two cases makes a lozenge covering
not unique.
Next, we restrict the covering to the points (i, j)’s in F˚ ∪ ∂F . This gives a triangulation of
a finite region. The next step is to group two triangles sharing a horizontal side together. As a
result, we obtain “elementary chips” as follows.
They are classified into two types depending on whether the shaded triangle is on the top or the
bottom of the lozenge. An “elementary matrix” is then associated with each type depending on
the corners of the shaded triangle of a lozenge as follows.
r
r ✰ ✶
t
❛
t
❜
t
❝
t
❜
t
❝
t
❞
❯
 
✭t
❛
❀ t
❜
❀ t
❝
✮ ❱
 
✭t
❜
❀ t
❝
❀ t
❞
✮
r ✁ ✶
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We recall the notion of row defined in Definition 3.41. The matrix Ur(x, y, z) and Vr(x, y, z) are
square matrices of size (rmax − rmin + 1)× (rmax − rmin + 1) with entries
(Ur(x, y, z))α,β =

(U(x, y, z))α−r+2,β−r+2, if α, β ∈ {r − 1, r},
δα,β, otherwise,
(Vr(x, y, z))α,β =

(V (x, y, z))α−r+1,β−r+1, if α, β ∈ {r, r + 1},
δα,β, otherwise,
and similarly for Vr(x, y, z). The 2× 2 matrices U(x, y, z) and V (x, y, z) are defined as
U(x, y, z) =
1 0
z
y
x
y
 , V (x, y, z) =
yz xz
0 1
 .
We can immediately see that this is a specialization of the elementary network matrices in Defi-
nition 3.45 to the case when ci,j = 1 for all (i, j) ∈ Z2. With the same idea as the network-chip
decomposition in Section 3.6.3, the lozenge covering is decomposed. This gives an ordering of
elementary network matrices. We then construct a “network matrix”, which is a product of all
elementary network matrices according to the order. The cluster variable Ti0,j0,k0 is then expressed
as a certain minor of the network matrix, similar to Theorem 3.48 and Theorem 3.49.
Remark 3.51. In the original definition of Ur and Vr in [DFK13], the index of U is shifted by 1,
i.e. Ur = Ur+1 where Ur is the network matrix defined in [DFK13].
In our construction, the existence of coefficients forces us to make a finer classification of the
elementary network matrices as follows:
r
r ✰ ✶
t
❛
t
❜
t
❝
t
❛
t
❝
t
❞
❯
 
✭t
❛
❀ t
❜
❀ t
❝
✮ ❱
 
✭t
❛
❀ t
❝
❀ t
❞
✮
r ✁ ✶
t
❛
t
❜
t
❞
❯
✵
 
✭t
❛
❀ t
❜
❀ t
❞
✮
t
❜
t
❝
t
❞
❱
✵
 
✭t
❜
❀ t
❝
❀ t
❞
✮
From Remark 3.47, we can think that the coefficients live on the vertical sides of shaded triangles.
From Remark 3.46, the matrix Wr can be realized as a combination of two lozenges with the
following choice of decomposition.
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rr ✰ ✶
t
❛
t
❜
t
❝
r   ✶
t
❛
t
❜
t
❞
t
❜
t
❝
t
❞
t
❝
t
❛
❲
✁
✭t
❛
❀ t
❜
❀ t
❝
❀ t
❞
✮❱
✁
✭t
❛
❀ t
❝
❀ t
❞
✮❯
✵
✁
✭t
❛
❀ t
❜
❀ t
❞
✮ ❯
✁
✭t
❛
❀ t
❜
❀ t
❝
✮❱
✵
✁
✭t
❜
❀ t
❝
❀ t
❞
✮
The main reason that the lozenge covering has a rich connection to our story is because it is
indeed a dual of our bipartite graph. This can be locally described as follows:
bc b
b
bc b
bc b
bc b
bc
A choice to triangulate a white square corresponds to a choice of decomposing a white vertex, and
a choice to triangulate a black square corresponds to a choice of collapsing a degree-2 white vertex
in Remark 3.46. These can be illustrated by the following pictures:
b
b
bcbc bc bc bc bc bc bc bc
b
b
bc
We have provided various solutions to the T-system with principal coefficients. These solutions
give combinatorial expressions of Ti0,j0,k0 in terms of coefficients ci,j ’s and initial data ti,j ’s on k
under the conditions:
k0 ≥ k(i0, j0), k(i, j) ≥ fund(i, j) for (i, j) ∈ Z2.
We will discuss some other cases in Section 3.8.
3.7 Other coefficients
In this section, we discuss a few examples of other choices of coefficients on T-systems: Speyer’s
octahedron recurrence [Spe07], generalized lambda-determinants [DF13] and (higher) pentagram
maps [Gli11, GSTV12, GSTV16]. Almost all of them have their own explicit combinatorial solu-
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tions and are treated with different techniques. Applying Theorem 1.15 and Theorem 1.18 to our
solutions, we get a partial solution to each of them when the initial data stepped surface is fund.
In [Spe07], the author provides a perfect matching solution to the Speyer’s octahedron re-
currence, which is a partition function of perfect matchings of G. In fact, our perfect matching
solution is developed from the method used in the paper. The author uses face-weight (same as
Definition 3.9) which gives cluster variables and edge-weight (instead of our pairing-weight) which
gives cluster coefficients. So the main difference is that the edge-weight is specific to a choice of
coefficients.
For the generalized lambda-determinant in [DF13], the author provides a network solution which
is a partition function of non-intersecting paths in a weighted directed network. This network is
the same as the network discussed in Section 3.6. However, the weight used in [DF13] is different
to our weight due to the choice of coefficients.
The (higher) pentagram maps [Sch92, OST10, Gli11, GSTV12, GSTV16] can be realized as
a Y-pattern, i.e. a dynamic on cluster coefficients, not cluster variables. So it is not directly a
T-system, but is instead a Y-pattern on the octahedron quiver. In [Gli11], the author gives a
combinatorial solution to the pentagram map using alternating sign matrices.
3.7.1 Speyer’s octahedron recurrence
The Speyer’s octahedron recurrence, defined with coefficients, is a recurrence relation [Spe07] on
the set of formal variables T (s) = {T (s)i,j,k | (i, j, k) ∈ Z3odd} together with a set of extra variables,
called coefficients, {Ai,j , Bi,j , Ci,j , Di,j | (i, j) ∈ Z2even} satisfying
T
(s)
i,j,k−1T
(s)
i,j,k+1 = Bi,j+kDi,j−kT
(s)
i−1,j,kT
(s)
i+1,j,k +Ai+k,jCi−k,jT
(s)
i,j−1,kT
(s)
i,j+1,k (3.16)
We note that in [Spe07], the condition on the index (i, j, k) of T
(s)
i,j,k is i + j + k ≡ 0 mod 2, and
the coefficients are defined on Z2odd. With a shift in the indices, we make it coherent with our
construction.
Speyer’s octahedron recurrence can also be interpreted [Spe07] as a cluster algebra with coef-
ficients. Its initial quiver is the octahedron quiver with initial cluster variables T
(s)
i,j,fund(i,j) similar
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B0,0
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C0,0
A
−1,−1
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D0,0
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T1,−1,−1T−1,−1,−1
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T1,0,0T−1,0,0
T0,1,0
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B
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A
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b
b
b
b
b
b
bbb bbb
Figure 3.22: A portion of the infinite quiver of Speyer’s octahedron recurrence. The frozen variables
and their incident arrows are in blue.
to what we discussed in Section 3.2.1. The only difference is the initial coefficients:
yi,j =

Bi,jDi,j/Ai,jCi,j , i+ j ≡ 0 mod 2,
Ai−1,jCi+1,j/Bi,j−1Di,j+1, i+ j ≡ 1 mod 2,
in the semifield P = Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even). By Remark 1.10, it can be interpreted
as a coefficient-free cluster algebra with frozen variables {Ai,j , Bi,j , Ci,j , Di,j | (i, j) ∈ Z2even} with
the quiver illustrated in Figure 3.22.
Since we will only consider the initial stepped surface fund, we let T
(s)
i0,j0,k0
denote its expression
in terms of the initial data ti,j := T
(s)
i,j,fund(i,j) and the coefficients Ai,j , Bi,j , Ci,j , Di,j for (i, j) ∈ Z2.
For the T-system with principal coefficients, Ti0,j0,k0 denotes its expression in terms of ti,j :=
Ti,j,fund(i,j) and ci,j for (i, j) ∈ Z2. In order to get T (s)i0,j0,k0 , we will have to specialize values of
ti,j and ci,j in Ti0,j0,k0 according to Theorem 1.15. Let Ti0,j0,k0(ci,j = yi,j) denote the expression
of Ti0,j0,k0 where ti,j stayed untouched but ci,j is substituted by yi,j . Ti0,j0,k0 |P(ti,j = 1; ci,j = yi,j)
denotes the expression of Ti0,j0,k0 where ti,j is set to 1, ci,j is set to yi,j , and then the whole
expression is finally computed in P.
By the separation formula (Theorem 1.15), we get a solution to the Speyer’s octahedron recur-
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rence from the solution to the T-system with principal coefficients:
T
(s)
i0,j0,k0
=
Ti0,j0,k0(ci,j = yi,j)
Ti0,j0,k0 |P(ti,j = 1; ci,j = yi,j)
(3.17)
where P = Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even) and
yi,j =

Bi,jDi,j/Ai,jCi,j , i+ j ≡ 0 mod 2,
Ai−1,jCi+1,j/Bi,j−1Di,j+1, i+ j ≡ 1 mod 2.
(3.18)
We now compare our result to the solution in [Spe07]. From our perfect matching solution
(Theorem 3.13), we then have
T
(s)
i0,j0,k0
=
∑
M∈Mwp(M)wf (M)⊕
M∈Mwp(M)
(3.19)
where M is the set of perfect matchings of the graph Gp,fund. The denominator is a sum in P =
Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even), hence a monomial in {Ai,j , Bi,j , Ci,j , Di,j | (i, j) ∈ Z2even}.
Theorem 3.52 ([Spe07]). For a point p = (i0, j0, k0) and an admissible initial stepped surface k,
we have
T
(s)
i0,j0,k0
=
∑
M∈M
ws(M)wf (M)
where the sum runs over all the perfect matchings of G = Gp,k. The weight ws is defined by
ws(M) :=
∏
x∈M ws(x) and the weight ws(x) is defined for x ∈ E(G) as follows:
❆
✐✰❦❀❥
❇
✐❀❥✰❦
❈
✐ ❦❀❥
❉
✐❀❥ ❦
✭✁✂ ✄✂ ☎ ✆ ✶✮ ✭✁ ✝ ✶✂ ✄✂ ☎✮
✭✁✂ ✄✂ ☎ ✆ ✶✮
✭✁✂ ✄ ✝ ✶✂ ☎✮
✭✁ ✝ ✶✂ ✄✂ ☎✮✭✁✂ ✄✂ ☎ ✝ ✶✮
✭✁✂ ✄ ✝ ✶✂ ☎✮
✭✁✂ ✄✂ ☎ ✝ ✶✮
✞
b
b
b b
bc
bc
bc
bc
Comparing (3.19) to Theorem 3.52, we can write ws on a perfect matching on Gp,fund in terms
of the pairing weight as follows:
ws(M) =
wp(M)⊕
M∈Mfund wp(M)
. (3.20)
The sum in the denominator is computed in the semifield P = Trop(Ai,j , Bi,j , Ci,j , Di,j).
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Example 3.53. Let p = (0, 0, 1), then we get the graph G and its two matchings as follows:
(0, 0)
(0, 1)
(0,−1)
(1, 0)(−1, 0)
bc
b bc
b bc
b bc
b bc
b bc
b
Let Ti,j,fund(i,j) = ti,j be the initial data. From Theorem 3.52, we have
T
(s)
0,0,1 = B0,0D0,0 t−1,0t
−1
0,0t1,0 +A0,0C0,0 t0,−1t
−1
0,0t0,1.
On the other hand, to apply the separation formula, we set c0,0 =
B0,0D0,0
A0,0C0,0
as in (3.18). Equation
(3.17) then gives
T
(s)
0,0,1 =
c0,0 t−1,0t−10,0t1,0 + t0,−1t
−1
0,0t0,1
c0,0 ⊕ 1
= B0,0D0,0 t−1,0t−10,0t1,0 +A0,0C0,0 t0,−1t
−1
0,0t0,1.
3.7.2 Lambda determinants
The generalized lambda-determinant [DF13] can be considered as a recurrence relation on T (λ) =
{T (λ)i,j,k | (i, j, k) ∈ Z3odd} together with a set of coefficients {λi, µi | i ∈ Z} satisfying
T
(λ)
i,j,k−1T
(λ)
i,j,k+1 = λiT
(λ)
i−1,j,kT
(λ)
i+1,j,k + µjT
(λ)
i,j−1,kT
(λ)
i,j+1,k (3.21)
for all (i, j, k) ∈ Z3odd.
It can also be realized [DF13] as a cluster algebra with coefficients. The quiver is the octahedron
quiver, the initial cluster variables are Ti,j,fund(i,j) and the initial coefficients are
yi,j =

λi/µj , i+ j ≡ 0 mod 2,
µj/λi, i+ j ≡ 1 mod 2,
(3.22)
in P = Trop(λi, µi : i ∈ Z). By Remark 1.10, we can also interpret it as a coefficient-free cluster
algebra with frozen variables {λi, µi | i ∈ Z} with the quiver illustrated in Figure 3.23.
With the initial data stepped surface fund, we let T
(λ)
i0,j0,k0
be the expression in terms of the
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T0,0,−1
T1,1,−1
T1,−1,−1T−1,−1,−1
T
−1,1,−1
T1,0,0T−1,0,0
T0,1,0
T0,−1,0
λ
−1 λ0 λ1
µ0
µ1
µ
−1
b b bbbb
b
b
b
b
b
b
Figure 3.23: A portion of the infinite quiver of the lambda-determinant.
initial data ti,j := Ti,j,fund(i,j) and λi, µj . By the separation formula (Theorem 1.15), we have
T
(λ)
i0,j0,k0
=
Ti0,j0,k0(ci,j = yi,j)
Ti0,j0,k0 |P(ti,j = 1; ci,j = yi,j)
(3.23)
where P = Trop(λi, µi : i ∈ Z) and
yi,j =

λi/µj , i+ j ≡ 0 mod 2,
µj/λi, i+ j ≡ 1 mod 2.
(3.24)
3.7.3 Pentagram maps
Recall definition of the higher pentagram map in Section 2.3. The quiver for the higher pentagram
map is shown in Figure 2.9. Wrapping this finite quiver around a torus, we can then interpret
it as the octahedron quiver with certain identification of vertices, along the two periods of the
torus: (i, j) ≡ (i + κ, j + 2 − κ) and (i, j) ≡ (i + n, j − n) [DFK13]. Hence we can realize
the higher pentagram map as a Y-pattern on the octahedron quiver with periodic initial data
p1, . . . , pn, q1, . . . , qn in Qsf (p1, . . . , pn, q1, . . . , qn), where only mutations at the vertex with exactly
two incoming and two outgoing arrows are allowed.
Let pi : Z2 → {p1, . . . , pn, q1, . . . , qn} be the map identifying the vertex of the octahedron quiver
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with the vertex of the generalized Glick’s quiver. We pick pi by starting with pi(0, 0) = pn and then
continuing by the following patterns:
qi−r′−1
qi+r pi qi−r′
qi+r+1
and
pi−r−1
pi+r′ qi pi−r
pi+r′+1
where the indices are read modulo n. This choice of pi agrees with the map φ used for unfold-
ing periodic two dimensional quivers in [GP15, Section 12] in the case when S = {(0, 0), (κ −
1, 0), (r, 1), (r+ 1, 1)} is a Y-pin for the higher pentagram map. The following is an example of the
assignment by the map pi where the indices are read modulo n and the center is (0, 0).
...
pn−2 qn−r′−2 pn−κ qn−κ−r′ pn−2κ+2
qr−1 pn−1 qn−r′−1 pn−κ+1 qn−κ−r′+1
· · · pκ−2 qr pn qn−r′ pn−κ+2 · · ·
qκ+r−1 pκ−1 qr+1 p1 qn−r′+1
p2κ−2 qκ+r pκ qr+2 p2
...
Let p
(k)
` and q
(k)
` (` ∈ [1, n]) be the pentagram variables after the k-th iterate of the higher
pentagram map. Then
p
(k)
` = 1/q
(k+1)
` for all ` ∈ [1, n],
and q
(k)
` is the coefficient at a vertex (i, j, k) on k such that
pi(i, j) = q` and k(i, j) = k = k(i± 1, j ± 1) + 1.
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At the vertex (i, j, k), the quiver associated with k will be as the following.
(i, j + 1, k − 1)

(i− 1, j, k − 1) (i, j, k)oo // (i+ 1, j, k − 1)
(i, j − 1, k − 1)
OO
By Theorem 1.18 and Proposition 3.3, we then have
q
(k)
` = y(i,j),k
Ti,j−1,k−1Ti,j+1,k−1
Ti−1,j,k−1Ti+1,j,k−1
∣∣∣∣Ti,j,fund(i,j)=1
ci,j=pi(i,j)
=
Ii,j,k−1
Ji,j,k−1
Ti,j−1,k−1Ti,j+1,k−1
Ti−1,j,k−1Ti+1,j,k−1
∣∣∣∣Ti,j,fund(i,j)=1
ci,j=pi(i,j)
(3.25)
where y(i,j),k is defined as in Proposition 3.3. This gives an expression of all the pentagram variables
in terms of the solution to the T-system with principal coefficients.
3.8 Conclusion and discussion
In this chapter, we have defined the T-system with principal coefficients from cluster algebra aspect.
We obtain the octahedron recurrence with principal coefficients, which is a recurrence relation
governing the T-system with principal coefficients. Various explicit combinatorial solutions and
their connection have been established. This is for a special case when the point p and the initial
data stepped surface k satisfy the following conditions
k0 ≥ k(i0, j0), (3.26)
k(i, j) ≥ fund(i, j) for (i, j) ∈ Z2. (3.27)
These solutions to the T-system with principal coefficients allow us to solve any other systems
having other choices of coefficients on the T-system as we seen in the previous section. In particular,
we are able to give a solution to the higher pentagram maps as a product of T-system variables
and coefficients, see (3.25).
We notice a symmetry {i↔ j, k ↔ −k−1} of the T-system with principal coefficients (3.2). This
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symmetry basically switches the roles between i and j and reflects the system upside down. So if we
have a point p and an initial data stepped surface k such that k0 ≤ k(i0, j0) and k(i, j) ≤ fund(i, j)
for (i, j) ∈ Z2, after applying the symmetry the system will satisfy the conditions (3.26) and (3.27).
Furthermore, the condition (3.27) can be relaxed a little more. Since the expression of Ti0,j0,k0
depends only on the values of k(i, j) when (i, j) ∈ F˚ ∪ ∂F (see (3.6)), Condition (3.27) can be
relaxed to
k(i, j) ≥ fund(i, j) for (i, j) ∈ F˚ ∪ ∂F.
Nevertheless, an explicit combinatorial solution for arbitrary p and k is still unknown.
Our general solution for the T-systems with principal coefficients may be applied to various
problems related to the octahedron recurrence. For instance, there are known connections between
the T-systems and Bessenrodt-Stanley polynomials discussed in [DF15]. We expect the solutions to
the T-systems with principal coefficients to provide generalizations of this family of polynomials.
It would also be interesting to apply our solutions to study the arctic curves of the octahedron
equation with principal coefficients in the same spirit as [DFSG14]. We expect the coefficients to
act as additional probability for dimer configurations, which may give other shapes to the arctic
curves. Lastly, it would be interesting to investigate the quantum version of the T-systems with
principal coefficients analog to [DF11, DFK12].
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Chapter 4
Conserved quantities of Q-systems
from dimer integrable systems
4.1 Introduction
The material in this chapter is a work in progress and is expected to be published in the near
future.
The dimer model is an important model and has a long history in statistical mechanics [Kas63].
It is a study of perfect matchings, a collection of edges in which each vertex of the graph is
incident to exactly one edge, on a bipartite graph. Cluster algebras introduced in [FZ02] are
commutative algebras equipped with a distinguished set of generators called cluster variables.
There is a transformation called mutation which creates a new set of generators from an old one.
This transformation allows us to consider a dynamical system inside the cluster algebra. One
important feature of cluster dynamics is the Laurent property, namely any cluster variables can be
expanded as a Laurent polynomial on initial cluster variables. In many cases, this expansion can
be written as a partition function of dimer configurations over a certain graph, see for examples
[Spe07, MP07, MS10, JMZ13]. As a discrete dynamical system, many cluster dynamics have been
shown to be Liouville-Arnold integrable [FM11, GK13, FH14, HI14, GSTV12, GSTV16, Wil15,
FM16]. In [GK13], dimer models are used to construct a class of integrable systems enumerated
by integral polygons.
The dimer integrable system introduced in [GK13] is a continuous Liouville-Arnold integrable
system whose phase space is the space of line bundles with connections on a bipartite torus graph
G obtained from an integral convex polygon. Let n be the number of faces of G. The phase space
can be combinatorially viewed as the space of weights on oriented loops of G compatible with loop
multiplication. The space of oriented loops is generated by all counterclockwise loops around each
face Wi (i ∈ {1, . . . , n}) and two extra loops Z1, Z2 whose homology classes on the torus T generate
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H1(T,Z) ∼= Z×Z. The condition
∏
iWi = 1 is the only nontrivial relation among these generators.
So the phase space is generated by the weight assignment wi (i ∈ {1, . . . , n}) together with z1, z2
on all the loops Wi and Z1, Z2. The only condition among these weights is
∏
iwi = 1.
The phase space is equipped with a Poisson bracket defined from the intersection pairing on
the twisted ribbon graph obtained from G. A Y-seed [FZ07] of rank n + 2 indexed by the loop
generators is assigned to the weighted graph G where an entry of the exchange matrix is the
intersection pairing of the generators and y-variables are their weights.
Hamiltonians are defined on the phase space as Laurent polynomials on w1, . . . , wn, z1, z2. For
(a, b) ∈ Z× Z, a Hamiltonian is written as the partition function over weighted perfect matchings
on G where the exponent of z1 and z2 in their weights is a and b, respectively. The Hamiltonians
vanish for all but finitely many (a, b). There is a move called urban renewal on the weighted graph
G, which acts on its corresponding Y-seed as a Y-seed mutation. This transformation is a change
of coordinates on the phase space, and the Hamiltonians are invariant under the transformation.
By thinking of this change of coordinates as a map on the phase space, it becomes an evolution
of a discrete dynamical system. The evolution can also be written as a Y-seed mutation. Various
discrete dynamical systems has been studied in this framwork [EFS12].
The first goal of this paper is to rethink the discrete dimer integrable system of [GK13] in
cluster variable setting and extend it to bipartite torus graphs not necessary obtained from integral
polygons. We study, in Sections 4.2 and 4.3, a system associated with a general bipartite torus
graph not necessary be obtained from an integral polygon. Recall that the loop weights in [GK13]
are the y-variables in the associated Y-seed. In our study, we instead associate weights that act as
cluster variables in the associated cluster seed. We show that the Hamiltonians are invariant under
the evolution, see Theorem 4.16.
Q-systems first appeared in an analysis of Bethe ansatz of generalized Heisenberg spin chains.
They were first introduced as sets of recurrence relations on commuting variables for the classical
algebras [KR87] and later generalized for exceptional algebras [HKO+99], twisted quantum affine
algebras [HKO+02] and double affine algebras [Her10]. See [KNS11] for a review on the subject.
They can also be normalized and then realized as mutations on cluster variables [Ked08, DFK09,
Wil15]. Explicit conserved quantities for Q-systems of types A have been studied in [DFK10] as
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partition functions of hard particles on a graph. For simply-laced finite type and twisted affine type,
conserved quantities arise by identifying the systems with the dynamics of factorization mappings
on quotients of double Bruhat cells [Wil15].
The second goal of the chapter is to use perfect matchings on graphs to compute conserved
quantities of Q-systems associated with a finite Dynkin diagram of type A and B in Section 4.4
and 4.5, respectively. The conserved quantities of type A coincide with the partition functions
obtained in [DFK10].
The chapter is organized as follows. In Section 4.2, we introduce weighted bipartite torus
graphs, weight of perfect matchings and weight of loops on the graph. A move on weighted graphs
is defined. In Section 4.3, we define Hamiltonians and show that they are invariant under the
move. In Section 4.4 (resp. Section 4.5), a graph for Ar (resp. Br) Q-system is constructed.
The Hamiltonians are shown to be conserved quantities of the system. They can also be written
as partition functions of hard particles on a certain graph. A nondegenerate Poisson bracket is
constructed. The conserved quantities Poisson-commute in type A and is conjectured to Poisson-
commute in type B.
4.2 Weighted bipartite torus graphs
We think of a torus T = R2/Z2 as a rectangle with opposite edges identified. A torus graph
is a graph embedded on the torus with no crossing edges. We do not require that every face
is contractible. A weighted graph (G,A) is a pair of a graph G with n faces and a collection
A = (Ai)
n
i=1 of variables or nonzero complex numbers called weights. A bipartite graph is a graph
whose vertices can be colored into two colors (black and white) such that every edge connects two
vertices of different colors.
Throughout the chapter, we let G be a bipartite torus graph with n faces. We label the faces
by the numbers 1 to n, so F (G) = [1, n].
4.2.1 Quivers associated with graphs and mutations
For a bipartite torus graph G, we let QG be the quiver associated with G defined as follows. The
nodes of QG are indexed by the faces of G. There will be an arrow between node i and node j for
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each edge adjacent to face i and face j. The arrow is oriented in the way that the black vertex of
G is on the right of the arrow, see the following figure.
i j
b
bc
Lastly, any 2-cycles are removed one by one until the directed graph has no 2-cycles. We also
let BG denote the signed adjacency matrix of QG. Note that from the construction the resulting
directed graph can possibly contain 1-cycles.
To a weighted bipartite torus graph (G,A) whose QG has no 1-cycles, we can associate a cluster
seed (A,QG) of rank n.
We then define two moves on weighted bipartite graphs.
Definition 4.1. An urban renewal [Ciu98] (a.k.a. spider move [GK13], square move [Pos06]) at a
quadrilateral face k whose four sides are distinct sends (G,A) to (G′,A′) as follows.
• The graph G′ is obtained from G by replacing the subgraph of G containing four edges around
the face k with a graph described in the following picture. The labels are face indices. The
four outer vertices connect to the rest of the graph.
ki
n
j
m
bc
bcb
b
bc
bc
bcb
b
b
bc b
i k
m
n
j
• The weight A′ = (A′i) = µk(A) are transformed according to the cluster transformation in
direction k (Definition 1.3). That is,
A′` =

(AiAj +AmAn)/Ak, ` = k,
A`, ` 6= k.
(4.1)
Definition 4.2. A shrinking of a 2-valent vertex sends (G,A) to (G′,A) where G′ is obtained from
G by removing a 2-valent vertex and identifies its two adjacent vertices, while the weights of the
graph stay unchanged. It can be visualized in the following picture. (We also have another version
of the move when the colors of the vertices are switched.)
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bbc bc bc
Definition 4.3 (Mutations of weighted bipartite graphs). Let k be a quadrilateral face of a
weighted bipartite graph (G,A). A mutation at face k, µk, is a combination of an urban re-
newal at face k and shrinking of all 2-valent vertices. Two weighted graphs are mutation equivalent
if one is obtained from another by a sequence of mutations.
Theorem 4.4. Let (G,A) be a weighted bipartite graph whose QG has no 1-cycles, k be a quadri-
lateral face of G.
If every pair of adjacent faces of k are distinct except possibly pairs of opposite faces, then the
mutation µk on (G,A) is equivalent to a cluster mutation µk on a seed (A,QG). In particular,
Qµk(G) = µk(QG) and the weight on G are transformed according to the cluster transformation with
respect to the quiver QG.
Proof. Consider the following picture where ki are adjacent faces of k.
bc
bcb
b
bc
bc
bcb
b
b
bc b
k k
k1
k4
k3
k2
k1
k2
k3
k4
Since ki 6= ki+1 for all i (reading modulo 4), the vertex k of QG has exactly two incoming and
two outgoing arrows. (There is no cancellation of arrows incident to k.) The arrows of QG are
then transformed according to the rule of quiver mutations. Also, the mutation does not introduce
any 1-cycles because ki and ki+1 are distinct. This also shows that the weights on the graph are
transformed according the cluster mutation:
A′k = (Ak1Ak3 +Ak2Ak4)/Ak.
Shrinking of a 2-valent vertex corresponds to removing a pair of arrows with opposite orienta-
tions that may appear between ki and ki+1. This also follows the rule of quiver mutations.
bbc bc bc
So we can conclude that Qµk(G) = µk(QG).
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Example 4.5. The following is an example of graph mutations.
1 4
3 2
1 4
3 2
1 4
3 2
b
b
b
b
b
b
b
bbc
bc
bc
bc
bc
bc
bc
bc
µ1 µ2
We consider the first mutation µ1. Using the notations in the proof of Theorem 4.4, when k = 1,
we have (k1, k2, k3, k4) = (3, 4, 3, 4). We see that ki 6= ki+1 for all i ∈ [1, 4]. So the mutation µ1 on
the weighted graph is equivalent to the mutation µ1 on the corresponding cluster seed. Similarly,
we can see that µ2 satisfies the requirement in Theorem 4.4.
The corresponding mutations of quivers are shown as follows.
1 2
3 4
1 2
3 4(4)
1 2
3 4
µ1 µ2
The weight changes as follows.
(A1, A2, A3, A4)
µ1−→ (A′1, A2, A3, A4) µ2−→ (A′1, A′2, A3, A4)
where A′1 = (A24 +A23)/A1 and A′2 = (A23 +A24)/A2.
4.2.2 Perfect matchings and oriented loops
A perfect matching of a graph G is a subset M ⊆ E(G) of the set of all edges in which every vertex
of G is incident to exactly one edge in M .
Definition 4.6 (Weight of perfect matchings). Let M be a perfect matching of a weighted graph
(G,A). The weight of M is defined by
w(M) :=
∏
e∈M
w(e).
The contribution w(e) is defined by w(e) := (AiAj)
−1 when edge e is adjacent to the faces i and j.
Definition 4.7. Let M,M ′ be perfect matchings of G. Let [M ] denote the collection of all edges
in M oriented from black to white. Similarly, −[M ] is the collection of edges in M oriented from
white to black.
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We then define [M ] − [M ′] to be the superimposition of [M ] and −[M ′] with all double edges
having opposite orientations removed. In other word, [M ] − [M ′] is the set of edges (M \M ′) ∪
(M ′ \M) where an edge is oriented from black to white (resp. white to black) if it is in M (resp.
M ′).
It will be proved in Proposition 4.8 that [M ]− [M ′] is a loop on G (possibly contains more than
one connected component).
Let L1, . . . , Lm be loops on G. The product of loops
∏m
i=1 Li is the superimposition of L1, . . . , Lm
with edges having opposite orientation removed one by one. It is clear that the homology class of
the product of loops is the sum of their homology classes.
Proposition 4.8. Let M and M ′ be perfect matchings of a bipartite torus graph G. Then [M ]−[M ′]
is a product of non-intersecting simple loops on G.
Proof. Since M and M ′ are both perfect matchings of G, any vertex v in G is incident to exactly
one edge in M and exactly one edge in M ′ (possibly distinct edges). If the two edges are the same,
v has no incident edge in [M ]− [M ′]. If the two edges are different, v has exactly two incident edges
in [M ] − [M ′] with different orientation. (One is oriented from black to white, while the other is
from white to black.) Hence [M ] − [M ′] is a product of non-intersecting oriented simple loops on
G.
Since G is a torus graph, a loop on G can be embedded on the torus. Using the identification
H1(T,Z) ∼= Z× Z, we let a horizontal loop going from left to right have homology class (1, 0), and
let a vertical loop going from bottom to top have homology class (0, 1).
Definition 4.9 (Homology class of M with respect to M ′). Let M,M ′ be perfect matchings of G.
Let [M ]M ′∈ H1(T,Z) denote the homology class of [M ]− [M ′] on the torus.
Definition 4.10 (Weight of paths). For an oriented path ρ on a weighted graph (G,A), we define
the weight of ρ to be
w(ρ) :=
∏
e
w(e)
where the product runs over all directed edges in ρ. Let the edge e be adjacent to faces i and
j. The contribution from e is w(e) := (AiAj)
−1 when e is oriented from black to white, while
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w(e) := AiAj when e is oriented from white to black. See the following figures.
Ai
Aj
w(e) = (AiAj)
−1 w(e) = AiAj
b
Ai
Aj
bc bbc
Comparing to the weight of perfect matchings, we notice that
w([M ]− [M ′]) = w(M)/w(M ′)
for any perfect matchings M,M ′ of G.
Example 4.11. Let G be a weighted bipartite torus graph whose weight is shown at each face in
the following picture. The perfect matchings M and M ′ are depicted below.
a b
c d
b
b
bc
bc
a b
c d
G M
a b
c d
M ′
b
b
bc
bc
b
b
bc
bc
a b
c d
[M ]− [M ′]
b
b
bc
bc
We have w(M) = a−2c−2 and w(M ′) = (abcd)−1. The loop [M ]− [M ]′ has weight w([M ]− [M ′]) =
bd/ac = w(M)/w(M ′). Lastly, [M ]M ′ = (0, 1).
4.3 Hamiltonians
In this section, we define Hamiltonians on a weighted graph (G,A) with respect to a perfect
matching M0, and show that they are invariant under certain conditions. They will be used to
compute conserved quantities of Q-systems of type A in Section 4.4 and type B in Section 4.5.
4.3.1 Hamiltonians
We modify the Hamiltonians defined in [GK13] and use the weight of perfect matchings induced
from the weight of G in Definition 4.6.
Definition 4.12. Let (G,A) be a weighted torus graph, M0 be a perfect matching of G, (i, j) ∈
H1(T,Z) ∼= Z×Z. The Hamiltonian of (G,A) with respect to (i, j) and M0 is a Laurent polynomial
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bcb
b
b
b
b
b b b bbc
Figure 4.1: The induced reference perfect matching from an urban renewal (left) and from shrinking
of a 2-valent vertex (right).
in {Ai}ni=1 defined by
H(i,j),G,M0(A1, . . . , An) :=
∑
M :[M ]M0=(i,j)
w(M)/w(M0), (4.2)
where the sum runs over all perfect matchings M of G such that the homology of [M ] − [M0] is
(i, j). The weight w is defined as in Definition 4.6. We say that M0 is a reference perfect matching.
Definition 4.13 (Induced perfect matching by an urban renewal). Let k be a quadrilateral face
of G. Let G′ be a graph obtained from G by an urban renewal at k. Let M be a perfect matching
of G containing exactly one side of k. We say that a perfect matching M ′ of G′ is induced from M
by an urban renewal if M ′ coincides with M on all edges of G not related to the urban renewal,
and on the subgraph replaced by the urban renewal M and M ′ are related as in Figure 4.1.
Definition 4.14 (Induced perfect matching by shrinking of a 2-valent vertex). Let G′ be a graph
obtained from G by shrinking of a 2-valent vertex. We say that a perfect matching M ′ of G′ is
induced from M by shrinking of a 2-valent vertex if M ′ coincides with M on all edges of G not
removed by the move. The perfect matching M ′ can be described in Figure 4.1.
Definition 4.15 (Induced perfect matching by a mutation). Let µk(G) is a graph obtained from
G by a mutation at k. The induced perfect matching from M by a mutation at k is the perfect
matching µk(M) induced from M by an urban renewal at k and then by shrinking of all 2-valent
vertices.
Theorem 4.16. Let (G,A) be a weighted bipartite torus graph with n faces, (µk(G),A
′) be obtained
from (G,A) by a mutation at a contractible quadrilateral face k of G. Let M0 be a perfect matching
of G containing exactly one side of k, µk(M0) be induced from M0 by the mutation. Then the
Hamiltonians are invariant under the mutation:
H(i,j),G,M0(A1, . . . , An) = H(i,j),µk(G),µk(M0)(A
′
1, . . . , A
′
n).
104
Proof. It suffices to show that the Hamiltonians are invariant under an urban renewal and shrinking
of a 2-valent vertex.
Consider shrinking of a 2-valent vertex. Let G′ be obtained from G by shrinking a 2-valent
vertex v. Let assume first that the 2-valent vertex is white. The other case can be treated in a
similar manner. Let v be adjacent to faces i, j and edges e1, e2. Consider a perfect matching M
of G. Since M is a perfect matching, exactly one of e1, e2 must be in M . Assume without loss of
generality that e1 ∈ M . From the following picture, there is a unique perfect matching M ′ of G′
which is identical to M except on e1 and e2. Similarly, any perfect matching M
′ of G′ has a unique
perfect matching of G such that they agree on E(G′). Hence this map is a bijection between the
perfect matchings of G and of G′.
b bbc
Ai
Aj
e1 e2 b
Ai
Aj
shrinking
We also have
w(M) = w(ei)w(M
′) = (AiAj)−1w(M ′).
Similarly, for the reference perfect matching M0 of G, we have
w(M0) = (AiAj)
−1w(M ′0)
regardless of whether M0 contains e1 or e2. Hence we have
w(M)/w(M0) = w(M
′)/w(M ′0).
Since the move does not change the homology class of a perfect matching i.e. [M ]M0 = [M
′]M ′0 ,
from (4.2) we have that the Hamiltonians are invariant under the move:
H(i,j),G,M0(A1, . . . , An) = H(i,j),G′,M ′0(A1, . . . , An).
For an urban renewal, let (G′,A′) be obtained from (G,A) by an urban renewal at the face k.
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Let M0 (resp. M
′
0) be the reference perfect matching of G (resp. G
′). There are 4 involved edges
before the move and 8 involved edges after the move. Let x ∈ {Ai}ni=1 be the weight at the face k
of G, a, b, c, d ∈ {Ai}ni=1 be weights at the four adjacent faces, and x′ ∈ {A′i}ni=1 be a weight at the
face k of G′. We then have
xx′ = ac+ bd.
Without loss of generality, we assume that the edge adjacent to the faces whose weights are x
and c is in M0. The following picture show M0 and M
′
0 on subgraph involved in the urban renewal.
x′xa
b
c
d
a
b
c
d
bc
bcb
b
bc
bc
bcb
b
b
bc b
. (4.3)
Now we write H(i,j),G,M0 = H0 +H1 +H2 where H0 consists of all the contributions from perfect
matchings containing no edges from the four sides of the face k, H1 consists of the contributions
from matchings containing one such edge, and H2 consists of the contributions from matchings
containing two such edges. Similarly, we write H(i,j),G′,M ′0 = H
′
0 + H
′
1 + H
′
2. We claim that
H0 = H
′
2, H1 = H
′
1 and H2 = H
′
0.
In order to show H1 = H
′
1, we define a bijection between the matchings contributing terms
to H1 and the matchings contributing terms to H
′
1. The bijection maps a matching M in H1 to
another matching M ′ in H ′1 which differs from M only on the edges involving in the urban renewal.
The bijection can be described as follows.
bc
bc
bc
bc
bc
bcb
b
b
b
b
b
bc
bc
bc
bc
bc
bcb
b
b
b
b
b
bc
bc
bc
bc
bc
bcb
b
b
b
b
b
bc
bc
bc
bc
bc
bcb
b
b
b
b
b
Since M and M ′ differ only on edges involved in the urban renewal, their contribution of the
edges other than such edges near the face k to w(M)/w(M0) and w(M
′)/w(M ′0) are the same.
Now we consider the contributions from the edges involved in the urban renewal. Recalling the
weights in (4.3), in the first case, the contribution of such edges to w(M)/w(M0) is xc/xa = c/a,
and the contribution to w(M ′)/w(M ′0) is (x′abc2d)/(x′a2bcd) = c/a. Similarly, the contributions in
the second case (resp. the third and the fourth case) from before and after the move are the same
and equal to c/b (resp. 1 and c/d). Hence H1 = H
′
1.
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In order to show H0 = H
′
2, we define a one-to-two map from the matchings contributing terms
to H0 to the matchings contributing terms to H
′
2. The map can be described as the following.
and
bc
bc
bc
bc
bc
bcb
b
b
b
b
b b
b
b
b
bc
bc
bc
bc
Let M be a matching of G contributing to a term in H0, M
′ and M ′′ be the corresponding matchings
of G′ from the one-to-two map. The contribution from the four edges around the face k of G to
w(M)/w(M0) is xc. The contribution to w(M
′)/w(M0) (resp. w(M ′′)/w(M0)) from the eight edges
of G′ resulting from the move is x′abc2d/(x′)2bd = ac2/x′ (resp. x′abc2d/(x′)2ac = bcd/x′). From
(4.3), xc = ac2/x′ + bcd/x′. Hence H0 = H ′2.
In order to show H2 = H
′
0, we define a two-to-one map from the matchings contributing terms
to H2 to the matchings contributing terms to H
′
0 as the following.
and
b
b bc
bc
b
b
b
b
b
b bc
bc
bc
bc
bc
bc
The contribution from the four edges around the face k of G is
xc
x2bd
+
xc
x2ac
=
c
abcd
ac+ bd
x
,
and the contribution from the eight edges of G′ is
x′abc2d
a2b2c2d2
=
c
abcd
x′.
From (4.3), they are equal. Hence H2 = H
′
0. This conclude that H(i,j),G,M0 = H(i,j),G′,M ′0 .
4.4 Ar Q-systems
In this section, we apply Theorem 4.16 to construct conserved quantities for Ar Q-systems, and
show that they coincide with the quantities shown in [DFK10]. We also give a Poisson structure
to the phase space and show that the conserved quantities mutually Poisson-commute.
4.4.1 Ar Q-systems and weighted graph mutations
Consider the following quiver of an Ar Q-system. See Theorem 1.22 for the detail.
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1 2 r
r + 1 2rr + 2
r − 1
2r − 1
b b b
We recall that Theorem 4.16 requires every mutation to happen at a quadrilateral face. This
means every quiver mutation in the sequence µ in (1.10) has to be at a vertex with exactly two
incoming and two outgoing arrows. In order to archive this, we add another vertex labeled by
0 which will not be mutated, called frozen vertex, and assign a value of 1 as its cluster variable.
According to the formula of a cluster mutation in Definition 1.3, adding a frozen vertex with value
1 does not effect the system. The following is the resulting quiver Q. The vertex labeled by 0 on
the left and on the right are identified. So it has four incident arrows.
1 2 r
r + 1 2rr + 2
r − 1
2r − 1
00 b b b
The bipartite torus graph G associated with Q is depicted below. Since every vertex of Q is
of degree 4, every face of G has 4 sides. We note that the face 0 is not contractible. It is indeed
homotopy equivalent to a cylinder.
2
1
r + 1
r + 2
2r
0· · ·
b
b
b bc
bcbc
bc
bc b
b
odd r
r
2
1
r + 1
r + 2
r
0· · ·
b
b
b b
bbc
bc
bc bc
bc
even r
2r
Let M0 be the perfect matching of G containing all vertical edges whose top vertex is black. It
can be depicted as the following.
2
1
r + 1
r + 2
2r
0· · ·
odd r
r
2
1
r + 1
r + 2
r
0· · ·
even r
2r
b bcbc bc b b bbc bc bc
b b bcbc b b b bbc bc
We also let the weight at face i be Ai.
Theorem 4.17. Let (G, (Ai)) be a weighted bipartite torus graph defined above. Then the Hamilto-
nians H(i,j),G,M0(A1, . . . , A2r) are conserved quantities of the Ar Q-system dynamic Qα,k 7→ Qα,k+1.
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Proof. We want to show
H(i,j),G,M0(Q1,k, . . . , Qr,k, Q1,k+1, . . . , Qr,k+1)
= H(i,j),G,M0(Q1,k+1, . . . , Qr,k+1, Q1,k+2, . . . , Qr,k+2)
for k ∈ Z.
Consider (G, (Ai,k)) where Ai,k are defined in equation (1.10). By Theorem 1.22, there is a
sequence of mutation µ = µr · · ·µ1 and a relabeling σ : i 7→ i + r mod 2r such that σµ sends Q
to Q, and the Q-system variables are shifted by n → n + 1. We first claim that the conditions in
Theorem 4.4 and Theorem 4.16 hold along the sequence of mutations µ:
• Each mutation happens at a contractible quadrilateral face.
• The mutating face contains exactly one edges in the induced reference perfect matching from
M0.
• Two adjacent faces of the mutating face are distinct, except possibly when they are opposite
faces.
Consider the first mutation µ1. It is clear that face 1 is a contractible quadrilateral face and
contains exactly one edge of M0. Although its adjacent faces are not distinct, the non-distinct faces
are opposite. So the conditions hold. The following graph on the left is the resulting graph after an
urban renewal at face 1. The graph on the right is the result after shrinking all 2-valent vertices,
hence it is µ1(G). The induced reference perfect matching from M0 are shown on the graphs. The
weight is now (A1,k+2, A2,k, . . . , A2r,k).
2
1
r + 1
r + 2
2r
0· · · r
b bcbc bc b
b b bcbc b
b bc
bbc
2
1
r + 1
r + 2
2r
0· · · r
b bcbc b
b bcbc b
b
bc
b
bc
We continue to the mutation µ2. Again, we see that all the conditions are satisfied. The
following graphs are the result after an urban renewal at face 2 and shrinking all 2-valent vertices.
The graph µ2(µ1(G)) is shown on the right with the weight
(A1,k+2, A2,k+2, A3,k, . . . , A2r,k).
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21
r + 1
r + 2
2r
0· · · r
b bcbc b
b bcbc b
bc
b
b bc
bbc
2
1
r + 1
r + 2
2r
0· · · r
bc bcb bc b
bc b bcb b
bc
b
b
bc
Now it is easy to see that all the conditions hold at every mutation. After applying every
mutation along the sequence µ1, µ2, . . . , µr, we have the following graph µ(G) together with the
induced reference perfect matching µ(M0) with weight
(A1,k+2, . . . , Ar,k+2, Ar+1,k, . . . , A2r,k) = (Q1,k+2, . . . , Qr,k+2, Q1,k+1, . . . , Qr,k+1).
2
1
r + 1
r + 2
2r
0· · · r
bc bb b bc
bc bc bb bc
We then continue on to the relabeling σ : i 7→ i + r mod 2r. This gives the following graph on
the left. By vertical translation, we obtain the graph on the right. The weight after relabeling is
(Q1,k+1, . . . , Qr,k+1, Q1,k+2, . . . , Qr,k+2).
2
1
r + 1
r + 2
2r
0· · · r
b bcbc bc b
b b bcbc b
2
1
r + 1
r + 2
2r 0· · ·
r
bc bb b bc
bc bc bb bc
We obtain back the original graph G and reference perfect matching M0, while the weight is
shifted from k to k + 1. Since , σµ(G) = G and σµ(M0) = M0, we have
H(i,j),σµ(G),σµ(M0) = H(i,j),G,M0 .
By Theorem 4.4 and Theorem 4.16, we get
H(i,j),G,M0(Q1,k, . . . , Qr,k, Q1,k+1, . . . , Qr,k+1)
= H(i,j),G,M0(Q1,k+1, . . . , Qr,k+1, Q1,k+2, . . . , Qr,k+2).
Hence H(i,j),G,M0 are conserved quantities of the Ar Q-system.
110
4.4.2 Partition function of hard particles
In [DFK10], conserved quantities for Ar Q-system are shown to be partition functions of hard
particles on a certain weighted graph. We will show that they coincide with the Hamiltonians
H(i,j),G,M0 computed in the previous section.
From Proposition 4.8, [M ] − [M0] is always a product of non-intersecting simple loops of G.
Given the reference perfect matching M0 defined in the previous section, we then try to find such
simple loops Γi on G. We modify the construction in [EFS12] and define Γi as the following.
Definition 4.18. For i = 1, 2, . . . , 2r + 1, we define Γi to be the following loops.
α+ r − 1 α
α− 1
α
α− 1 α+ 1α+ r
α+ r − 1 α+ r + 11 r + 2
r + 1 2
r
r − 1
2r − 1
2r
Γ1 Γ2α−1 Γ2α Γ2r+1
bc
bc
bc
bcbc
bc
bc
bc
bcb
b b
b
b
b
b
b
b
α+ r
Let γi := w(Γi) be the weight of Γi on G, see Definition 4.10. We note that when Ai = Ai,k
defined in equation (1.10), we get the same expressions as in [DFK10]:
γ2α−1 =
Qα−1,kQα,k+1
Qα,kQα−1,k+1
, γ2α =
Qα−1,kQα+1,k+1
Qα,kQα,k+1
,
where we assume that Q0,k := 1 and Qr+1,k := 1 for all k ∈ Z.
Theorem 4.19. Let M be a perfect matching of G. Then [M ]− [M0] is a nonintersecting collection
of Γi’s. Furthermore, every nonintersecting collection of Γi’s is [M ] − [M0] for a unique perfect
matching M of G.
Proof. Consider all possible local pictures at a white vertex v of G. Since M (resp. M0) is a perfect
matching of G, there is exactly one edge in M (resp. M0) which touches the vertex v. If the two
edges (one from M and one from M0) are the same, no loop passes through v. If they are different,
we have the following possibilities:
b b b b b b b
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc bc
bc
bc
bc bc
bc
bc
bc bc
bc
bc
bc
bc
bc
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Similarly, we have the following possibilities for a white vertex.
bc bc bc bc bc bc bc
b
b
b
b
b
b b
b
b
b b
b
b
b b
b
b
b b
b
b
b
b
b
From all the possibilities at black and white vertices, [M ]− [M0] consists of nonintersecting loops
Γi’s.
On the other hand, let E be the edge set of a nonintersecting collection of Γi’s. Notice from the
pictures in Definition 4.18 that if there is a loop passes through a vertex v, one of the two incident
edges belongs to M0. Then
M = (E \M0) ∪ (M0 \ E)
is the unique perfect matching such that [M ]− [M0] =
∏
i∈I Γi.
Definition 4.20 ([DFK10, Section 3.3]). Let Gr be the following graph with 2r+1 vertices indexed
by the index set [1, 2r + 1].
1 3
2 4 6
5 2r + 12r − 1
2r2r − 2
b b b
b
b
b
b
b
b b
b
b
b
It is easy to see that Γi intersects Γj if and only if the vertices i and j are connected in Gr. So
for any subset I ⊆ [1, 2r + 1], the loops in {Γi | i ∈ I} are pairwise disjoint if and only if I is a
subset of pairwise nonadjacent vertices of Gr, a.k.a. a hard particle configuration on Gr. Hence,
nonintersecting collections of Γi’s are parametrized by subsets of pairwise nonadjacent vertices of
Gr. Also, nonintersecting collections of Γi’s of size n are in bijection with n-subsets of pairwise
nonadjacent vertices of Gr.
By Theorem 4.19, the possible homology classes of [M ]− [M0] are (0, k) for k ∈ [0, r + 1]. Let
Hk := H(0,k),G,M0 .
It is easy to see that H0 = Hr+1 = 1. By an interpretation of [M ] − [M0] as a hard particle
configuration on Gr, we get the following theorem and conclude that the Hamiltonians coincide
with the conserved quantities computed in [DFK10].
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Theorem 4.21. Let k ∈ [1, r]. Then
Hk(A1, . . . , A2r) =
∑
|I|=k
∏
i∈I
γi
where the sum runs over all k-subsets I of pairwise nonadjacent vertices of Gr.
4.4.3 Poisson-commutation
Let C be the Cartan matrix of type Ar. The signed adjacency matrix of the quiver of Ar Q-system
is
B =
[
C−CT CT
−C 0
]
=
[
0 C
−C 0
]
.
Recall that the phase space X has coordinates (A1, . . . , A2r). We then define a Poisson bracket on
the algebra O(X ) of functions on X by
{Ai, Aj} = ΩijAiAj (i, j ∈ [1, 2r])
where the coefficient matrix Ω is defined by
Ω = (BT )−1 = −B−1 = [ 0 −CC 0 ]−1 = [ 0 C−1−C−1 0 ].
Using this Poisson bracket, the bracket {γi, γj} is in a nice form.
Proposition 4.22. Let i ∼ j denote vertices i and j are connected in Gr. Then
{γi, γj} = (Γi,Γj)γiγj
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where
(Γi,Γj) =

1, if i < j and i ∼ j,
−1, if i > j and i ∼ j.
0, otherwise.
In order to prove Proposition 4.22, we introduce an intersection pairing on a twisted ribbon
graph from G. We refer to [GK13] for more details. The pairing is defined for oriented loops on G.
It is skew-symmetric and can be described combinatorially as follows.
Definition 4.23. For a pair of oriented loops W and W ′ on G, the intersection pairing (W,W ′)
is the sum of all the following contributions over the shared vertices of W and W ′.
b b b b
W ′
W
1
2 0 1 0
W
W ′
W
W ′
W
W ′
The sign of the contribution is switched (between plus and minus) each time the vertex coloring is
switched or the orientation of a path is reversed.
Proposition 4.24. For any loops W and W ′ on G with weight w and w′, respectively. We have
{w,w′} = (W,W ′)ww′. (4.4)
Proof. For j ∈ [1, 2r] we let Yj be the counterclockwise loop around the face j ofG. Since Y1, . . . , Y2r
together with the oriented loop Γ1 (Definition 4.18) generate all the oriented loops on G, we only
need to show (4.4) on such generators. It is easy to see that
(Yi, Yj) = Bij , (Γ1, Yj) = δj,1 − δj,r+1.
Let yj be the weight of Yj . We need to show that
{yi, yj} = Bijyiyj , {γ1, yj} = (δj,1 − δj,r+1)γ1yj .
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This is equivalent to
{log(yi), log(yj)} = Bij , (4.5)
{log(γ1), log(yj)} = δj,1 − δj,r+1. (4.6)
From the graph G we have
yj =
2r∏
i=1
A
Bij
i , γ1 =
Ar+1
A1
.
We also note that {log(Ai), log(Aj)} = Ωij and Ω = −B−1. To show (4.5), we consider
{log(yi), log(yj)} =
{∑
k
Bki log(Ak),
∑
`
B`j log(A`)
}
=
∑
k,`
BkiB`j{log(Ak), log(A`)}
=
∑
k,`
BkiB`jΩk` =
∑
k,`
(−Bik)(−(B−1)k`)(B`j)
= (BB−1B)ij = Bij .
To show (4.6), we consider
{log(γ1), log(yj)} =
{
log(Ar+1)− log(A1),
∑
i
Bij log(Ai)
}
=
∑
i
(
{log(Ar+1), log(Ai)} − {log(A1), log(Ai)}
)
Bij
=
∑
i
(Ωr+1,i − Ω1,i)Bij = (ΩB)r+1,j − (ΩB)1,j
= −Ir+1,j + I1,j = −δr+1,j + δ1,j .
This proved (4.5) and (4.6). Hence we proved the proposition.
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Proof of Proposition 4.22. It is easy to see that
(Γi,Γj) =

1, if i < j and i ∼ j,
−1, if i > j and i ∼ j.
0, otherwise.
From Proposition 4.24, we have {γi, γj} = (Γi,Γj)γiγj . This finished the proof.
Recall that a Hamiltonian can be written as
Hk =
∑
|I|=k
∏
i∈I
γi
where the sum runs over all n-subsets I ⊆ [1, 2r + 1] of pairwise nonadjacent vertices of Gr. The
following lemma gives an involution which will be use to cancel out terms in a computation of
{Hi, Hj}.
Lemma 4.25. Let i1 < j1 < i2 < j2 < · · · < ik < jk < ik+1 be a connected sequence of vertices of
Gr of odd length. Then
{γi1γi2 . . . γik+1 , γj1γj2 . . . γjk} = 0.
Proof. We consider
{log(γi1 . . . γik+1), log(γj1 . . . γjk)} =
k+1∑
a=1
k∑
b=1
{log γia , log γjb} =
k+1∑
a=1
k∑
b=1
(Γia ,Γjb).
From Proposition 4.22, we have
k+1∑
a=1
k∑
b=1
(Γia ,Γjb) =
k∑
a=1
(Γia ,Γja) +
k∑
b=1
(Γib+1 ,Γjb) = k − k = 0.
The 2k contributions on the right hand side of the first equality can be view graphically as the
following.
b b
i1 j1 i2 j2 ik jk ik+1
b b b b b...
+1 −1 +1 +1 −1
116
Hence {γi1γi2 . . . γik+1 , γj1γj2 . . . γjk} = 0.
Theorem 4.26. The Hamiltonians Poisson-commute.
Proof. This proof is adapted from the proof of [GK13, Theorem 3.7]. Let m,n ∈ [1, r]. We would
like to show that {Hm, Hn} = 0.
Consider an involution ι : (I, J) 7→ (I ′, J ′) on the set of pairs of index subsets (I, J) where
I, J ⊆ [1, 2r + 1] are subsets of pairwise nonadjacent vertices of Gr, |I| = m and |J | = n. For a
pair (I, J), we define (I ′, J ′) by the following steps.
First, we think of I and J as subsets of V (Gr), and then plot all the elements of I and J on the
graph Gr. For each even length maximal chain of vertices, we have an alternating sequence between
elements of I and elements of J . Then I ′ (resp. J ′) is obtained from I (resp. J) by swapping all
the elements in every even-length maximal chain. As a result, |I ′| = |I| and |J ′| = |J |. So, both I
and I ′ (resp. J and J ′) contribute terms to Hm (resp. Hn). It is also clear that ι is an involution.
From Lemma 4.25, the vertices in odd-length maximal chains contribute nothing to the bracket
{∏i∈I γi,∏j∈J γj}. So
{
log(
∏
i∈I
γi), log(
∏
j∈J
γj)
}
=
∑
C
{
log(
∏
i∈C∩I
γi), log(
∏
j∈C∩J
γj)
}
where the sum runs over all even-length maximal chain C ⊆ I ∪ J . By the construction, C ∩ I ′ =
C ∩ J and C ∩ J ′ = C ∩ I. Hence,
{∏
i∈I
γi,
∏
j∈J
γj
}
= −{∏
i∈I′
γi,
∏
j∈J ′
γj
}
.
A fixed point of ι is a pair (I, J) where all maximal chains are odd. We have that
{
∏
i∈I
γi,
∏
j∈J
γj} = 0.
Hence, {Hm, Hn} = 0.
Example 4.27. Let r = 1, I = {1, 4} and J = {−1, 2, 5}. The following picture show three
maximal chains of I ∪ J : {−1}, {1, 2} and {4, 5}.
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−1
0
1 3 5
2 4
ι
bc
bc
bcb
b
−1
0
1 3 5
2 4
bc
b
bbc
bc
So I ′ = {2, 5} and J ′ = {−1, 1, 4}. The black (resp. white) dots are elements of I and I ′ (resp. J
and J ′).
4.4.4 Another proof of Theorem 4.26
The proof is based on the proof of [GK13, Theorem 3.7]. We denote by G the following bipartite
torus graph. It differs from G by two extra edges.
2
1
r + 1
r + 2
2r
· · ·
odd r
r
2
1
r + 1
r + 2
r
· · ·
even r
2r
b bcbc bc b
b b bcbc b
b bbc bc bc
b b bbc bc
Using notations in Section 4.6.1, it can be obtained from an integral convex polygon with edge
vectors:
• e1 = (1, r+12 ), e2 = (−1, r+12 ), e3 = (−1,− r+12 ), e4 = (1,− r+12 ) when r is odd
• e1 = (1, r+22 ), e2 = (−1, r2), e3 = (−1,− r+22 ), e4 = (1,− r2) when r is even.
The integral convex polygon can be depicted as the following.
b
b b
b
b
b
b
b
b
b
b
b
b
r = 3 r = 2
The following pictures are G with oriented loops.
2
1
r + 1
r + 2
2r
· · ·
odd r
r
2
1
r + 1
r + 2
r
· · ·
even r
2r
b bcbc bc b
b b bcbc b
b bbc bc bc
b b bbc bc
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We define a reference perfect matching from a sequence e1, e2, e3, e4 according to the construc-
tion in 4.6.3. It coincides with the perfect matching M0 defined at the beginning of Section 4.4.
We denote by M0 this perfect matching of G.
Let G be a bipartite torus graph obtained from an integral polygon with edge vectors {ei}ni=1
in Section 4.6.3. Let v be a vertex in a loop Γ. Let ϕM0 : E(G)→ {0, 1} defined by ϕM0(e) = 1 if
and only if e ∈M0. Define bv(Γ,M0) by
bv(Γ,M0) :=
∑
e∈Rv
ϕM0(e)−
∑
e∈Lv
ϕM0(e) ∈ Z
where Rv (resp. Lv) be the set of all edges incident to v which are on the right (resp. left) of the
loop Γ (not including edges in Γ).
The following lemma says that for any homologically nontrivial loop Γ on G, the number of
edges in M0 incident to Γ on the left is equal to the number of edges in M0 incident to Γ on the
right.
Lemma 4.28 ([GK13, Lemma 3.9]). Let M0 be the reference perfect matching obtained from edge
vectors. (See Section 4.6.3.) For any simple topologically nontrivial loop Γ on G,
∑
v∈Γ
bv(Γ, ϕM0) = 0.
Let a, b ∈ H1(T,Z). We will show that {Ha,G,M0 , Hb,G,M0} = 0. We simplify the notation by
letting Ha := Ha,G,M0 . LetMa be the set of all perfect matchings of G whose homology class with
respect to M0 is a, i.e. [M ]M0 = a ∈ Z× Z. Then Ha =
∑
M∈Ma w(M)/w(M0).
Let M1 ∈Ma and M2 ∈Mb. By Proposition 4.8, [M1]− [M2] is a collection of non-intersecting
simple loops. There are two types of simple loops: homologically trivial loops and homologically
nontrivial loops. Define an involution ι :Ma ×Mb →Ma ×Mb by (M1,M2) 7→ (M ′1,M ′2) where
M ′1,M ′2 are obtained from M1,M2 by exchanging all edges in each homologically trivial loop of
[M1]− [M2]. See the following example.
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M1 M2 [M1]− [M2]
bc
bc
bc
b
b
b
bc
bc
bc
b
b
b
bc
bc
bc
b
b
b
M ′1 M ′2
bc
bc
bc
b
b
b
bc
bc
bc
b
b
b
The involution ι define an equivalence relation on Ma × Mb by (M1,M2) ∼ (M ′1,M ′2) if
ι((M1,M2)) = (M
′
1,M
′
2). So each equivalence class has either one or two elements. Each fixed
point of ι is in its own singleton class.
Consider
{Ha, Hb} =
∑
(M1,M2)∈Ma×Mb
{
w(M1)
w(M0)
,
w(M2)
w(M0)
}
The sum is then divided into two sums:
• The first summation runs over all the fixed points of ι:
∑
{(M1,M2)}
{
w(M1)
w(M0)
,
w(M2)
w(M0)
}
(4.7)
• The second summation runs over all equivalence classes {(M1,M2), (M ′1,M ′2)} of size 2:
∑
{(M1,M2),(M ′1,M ′2)}
{
w(M1)
w(M0)
,
w(M2)
w(M0)
}
+
{
w(M ′1)
w(M0)
,
w(M ′2)
w(M0)
}
(4.8)
To calculate the first sum (4.7), let (M1,M2) be a fixed point of ι. By Proposition 4.24 we have
{
w(M1)
w(M0)
,
w(M2)
w(M0)
}
=
∑
v
v ([M1]− [M0], [M2]− [M0]) w(M1)w(M2)
w(M0)2
where v is the contribution from vertex v to the intersection pairing. For each vertex v, there
are edges e0, e1, e2 incident to v and belong to M0, M1, M2, respectively. If e1 = e2, then
v ([M1]− [M0], [M2]− [M0]) = 0. If e1 6= e2, the vertex v must belong to the loop [M1] − [M2],
and vice versa. Since [M1] − [M2] is a fixed point of ι, it has no homologically trivial loops. So
every loop is homologically nontrivial.
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Consider a homologically nontrivial simple loop Γ of the loop [M1] − [M2] (a connected com-
ponent of [M1]− [M2]). We have the following four configurations of e0, e1, e2 depending whether
e0 is on the left/right of Γ or whether v is black/white. Note that e1 (resp. e2) goes from black to
white (resp. white to black) in Γ.
b be1 e1 e1 e1e2 e2 e2 e2
e0 e0
e0 e0
bc bc
b
b b b
b
b bc
bc
bc bc
bc
bc
The local contribution to v ([M1]− [M0], [M2]− [M0]) from each configuration is 1/2, −1/2, 1/2
and −1/2, respectively. We can conclude that the contribution is 1/2 (resp. −1/2) when e0 is on
the left (resp. right) of Γ. By Lemma 4.28, we can conclude that
v ([M1]− [M0], [M2]− [M0]) = 0.
Hence the first summation vanishes.
For the second sum, since w(M1)w(M2) = w(M
′
1)w(M
′
2) the summand is equal to
∑
v
(
v ([M1]− [M0], [M2]− [M0]) + v
(
[M ′1]− [M0], [M ′2]− [M0]
)) w(M1)w(M2)
w(M0)2
. (4.9)
For each vertex v, there are edges incident to v and belong to M1, M2 and M0. Similarly to the
computation for the first sum, if such edges of M1 and M2 are the same, then the summand vanishes.
If v belongs to a homologically nontrivial loop, by Lemma 4.28, the summand also vanishes. If v
belongs to a homologically trivial loop, we see that [M1] − [M0] (resp. [M2] − [M0]) is locally the
same as [M ′2]− [M0] (resp. [M ′1]− [M0]) at v. Hence
v
(
[M ′1]− [M0], [M ′2]− [M0]
)
= v ([M2]− [M0], [M1]− [M0])
= −v ([M1]− [M0], [M2]− [M0]) .
Hence the summand (4.9) vanishes. This concludes that the second summation vanishes.
Thus {Ha, Hb} = 0. This finishes the proof.
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4.5 Br Q-systems
We construct a “double cover” of Br Q-system quiver and compute Hamiltonians on the weighted
bipartite torus graph associated with the quiver.
4.5.1 Br Q-systems and weighted graph mutations
Consider the following quiver of an Br Q-system. See Theorem 1.22 for the detail.
1 2 r
r + 1 2rr + 2
r − 1
2r − 1
b b b
In the case of Ar Q-system, we added a frozen vertex to the quiver so that it has an associated
bipartite torus graph. Unlike the previous case, the quiver of Br Q-system does not have an
associated bipartite torus graph. We resolve this issue by considering instead a double-cover of the
quiver together with a frozen vertex as in the following picture. Let Q denote the resulting quiver.
1 2 r
r + 1
2r
r + 2
r − 1
2r − 1
2
r + 1r + 2
r − 1
2r − 1
1
2r
r
b
b
b bb b
b b b 0
0
Notice that Q and the original quiver are locally the same. There are two copies for each vertex.
So we can think of this quiver similar to a double-cover of the original quiver with an extra frozen
vertex. The bipartite torus graph G associated with Q is depicted below.
· · ·
r
· · ·2r
r
2r
r − 1
2r − 1
2r − 1
r − 1r + 1
1
1
r + 1
even r
0
b
bc
bc
bc
b
b
b
b
b
bc
bc
bc
b
b bc
bcbc
bc b
b
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· · ·
r
· · ·2r
r
2r
r − 1
2r − 1
2r − 1
r − 1
r + 1
1
1
r + 1
odd r
0
b
bc
bc
bc
b
b
b
b
b
bc
bc
bc
b
bbc
bcbc
bc b
b
We then assign Q-system variables as weights of G according to face labels, see Theorem 1.22.
We abuse the notation and use µ for a sequence of mutations where the mutation at i actually
means the mutations at both faces labeled by i. Then σµ sends Q to itself and the Q-variables are
shifted by k → k + 1 as well. To be precise, Qi,k 7→ Qi,k+1 for i ∈ [1, r − 1] while Qr,2k 7→ Qr,2k+2
and Qr,2k+1 7→ Qr,2k+3.
Let M0 be the perfect matching of G containing all vertical edges whose top vertex is black. It
can be depicted as the following when r is odd and similarly when r is even.
· · ·
r
· · ·2r
r
2r
r − 1
2r − 1
2r − 1
r − 1
r + 1
1
1
r + 1
odd r
0
b
bc
bc
bc
b
b
b
b
b
bc
bc
bc
b
bbc
bcbc
bc b
b
Similarly to the proof of Theorem 4.17, we can check that all the conditions in Theorem 4.4
and Theorem 4.16 hold. Hence we have
H(i,j),G,M0(A1,k, . . . , A2r,k) = H(i,j),G,M0(A1,k+1, . . . , A2r,k+1)
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where
Ai,k =

Qi,k, i ∈ [1, r − 1],
Qr,2k, i = r,
Qi−r,k+1, i ∈ [r + 1, 2r − 1],
Qr,2k+1, i = 2r.
Hence the Hamiltonians H(i,j),G,M0 are conserved quantities of the Br Q-system. This proved the
following theorem.
Theorem 4.29. Let (G, (Ai)) be a weighted bipartite torus graph defined above. Then the Hamilto-
nians H(i,j),G,M0(A1, . . . , A2r) are conserved quantities of the Br Q-system dynamic Qα,k 7→ Qα,k+tα
where tα = 1 for α ∈ [1, r − 1] and tr = 2.
4.5.2 Partition function of hard particles
In this section, we write the Hamiltonians as partition functions of hard particles on a weighted
graph, analog to what has been done for Q-systems of type A.
From Proposition 4.8, [M ] − [M0] is a product of non-intersecting simple loops of G. The
following loops are all connected simple loops that can be appeared (given our choice of M0). This
will be proved in Theorem 4.30.
We first define 2r straight loops on G and denote them by Γ2a−1 for a ∈ [1, 2r].
· · ·
r
· · ·2r
r
2r
r − 1
2r − 1
2r − 1
r − 1 r + 1
1
1
r + 1
0
Γ1 Γ3 Γ2r−1 Γ2r+3 Γ4r−1
b
bbc
bc
bc
bcb
b
bc
bc
bc
b
b
b
b
b
bc
bc
bc
b
odd r
Next, we define zig-zag loops Γ2a for a ∈ [1, r − 1] ∪ [r + 1, 2r − 1] as follows.
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· · ·
r
· · ·2r
r
2r
r − 1
2r − 1
2r − 1
r − 1 r + 1
1
1
r + 1
0
odd r
2
r + 2 2
r + 2
Γ2 Γ2(r−1) Γ2(r+1) Γ2(2r−1)
b
bbc
bc
bc
bcb
bbc
b
b
b
bc
bc
bc
b
bc
bc
b
b bc
b
b
bc
We notice that when a ∈ [1, r − 1], Γ2a always goes counterclockwise around face a and clockwise
around face r + a. When a ∈ [r + 1, 2r − 1], Γ2a goes counterclockwise around face 2r − a and
clockwise around face 3r − a.
Lastly, we define Γ2r,j for j ∈ [1, 6]. They are depicted as follows.
r
2r
r
2r
r − 1
2r − 1
2r − 1
r − 1
b
bbc
bc
b
b
bc
bc
bc
b
r
2r
r
2r
r
2r
r
2r
r
2r
r
2r
r
2r
r
2r
r
2r
r
2r
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
b
bbc
bc
Γ2r;1 Γ2r;2 Γ2r;3 Γ2r;4 Γ2r;5 Γ2r;6
We then have the following theorem analog to Theorem 4.19.
Theorem 4.30. Let M be a perfect matching of G. Then [M ]− [M0] is a nonintersecting collection
of Γ. Furthermore, every nonintersecting collection of Γ is [M ]−[M0] for a unique perfect matching
M of G.
Proof. Using exactly the same proof as in Theorem 4.19, we can see that all the loops Γ listed
above are all possible simple loops appeared in [M ]− [M0].
Let Gr be the following graph with 4r + 4 vertices indexed by the set [1, 2r − 1] ∪ [2r + 1, 4r −
1] ∪ {(2r, i) | i ∈ [1, 6]} defined as the following
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bbb
2r − 2
2r − 1 2r + 1
2r + 2
4r − 1
4r − 2
4r − 3
4r − 4
1
2
2r − 3
2r − 4
(6)
(6)
(6)
(5)b
b
b
b
b
b b
b b
b
b
b
b
b b
b
bb
(2r, 1)
(2r, 2)
(2r, 3)(2r, 4)
(2r, 5)
(2r, 6)
bbb
There is a complete graph K6 as a subgraph of Gr in the middle. The label (6) on the three thick
lines indicates that the vertex connects to all six vertices in K6. There is a thick line with label
(5); vertex 2r + 2 connects to all vertices in K6 except to the vertex (2r, 1). (This is indicated by
a dotted line between (2r, 1) and (2r + 2).) The vertex (2r, 6) has two extra edges connecting to
vertex 2r − 4 and 2r − 3.
The loop Γi intersects Γj if and only if the vertices i and j are connected in Gr. For any subset
I ⊆ [1, 2r − 1] ∪ [2r + 1, 4r − 1] ∪ {(2r, i) | i ∈ [1, 6]}, the loops in {Γi | i ∈ I} are pairwise disjoint
if and only if I is a subset of pairwise nonadjacent vertices of Gr. Also, nonintersecting collections
of Γ of size n are in bijection with n-subsets of pairwise nonadjacent vertices of Gr.
By Theorem 4.30, the possible homology classes of [M ]− [M0] are (0, k) for k ∈ [0, 2r]. Let γi
be the weight of Γi. Theorem 4.30 implies the following theorem.
Theorem 4.31. Let k ∈ [0, 2r]. Then
H(0,k),G,M0(A1, . . . , A2r) =
∑
|I|=k
∏
i∈I
γi
where the sum runs over all k-subsets I of pairwise nonadjacent vertices of Gr.
Example 4.32. When r = 2, the graph G2 for B2 Q-system has 12 vertices and can be depicted
as the following.
3 5
6
71
2
(6)
(6)
(6)
(5)
b
b
b b
b
b
b
b b
b
bb
(4, 1)
(4, 2)
(4, 3)(4, 4)
(4, 5)
(4, 6)
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We have the following weights.
γ1 =
Q1,k+1
Q1,k
, γ2 =
Q22,2k+1
Q1,kQ1,k+1Q2,2k
, γ3 =
Q1,kQ
2
2,2k+1
Q1,k+1Q
2
2,2k
,
γ4;1 =
Q21,k
Q22,2k
, γ4;2 =
Q21,k
Q22,2k
, γ4;3 =
Q31,kQ1,k+1
Q22,2kQ
2
2,2k+1
,
γ4;4 =
Q1,kQ1,k+1
Q22,2k+1
, γ4;5 =
Q1,kQ1,k+1
Q22,2k+1
, γ4;6 =
1
Q2,2k
,
γ5 =
Q1,k+1Q
2
2,2k
Q1,kQ
2
2,2k+1
, γ6 =
Q2,2k
Q1,kQ1,k+1
, γ7 =
Q1,k
Q1,k+1
.
For Hk := H(0,k),G,M0(A1,k, . . . , A2r,k), we have
H0 = 1
H1 =
Q1,k+1
Q1,k
+
Q22,2k+1
Q1,kQ1,k+1Q2,2k
+
Q1,kQ
2
2,2k+1
Q1,k+1Q
2
2,2k
+
Q21,k
Q22,2k
+
Q21,k
Q22,2k
+
Q31,kQ1,k+1
Q22,2kQ
2
2,2k+1
+
+
Q1,kQ1,k+1
Q22,2k+1
+
Q1,kQ1,k+1
Q22,2k+1
+
1
Q2,2k
+
Q1,k+1Q
2
2,2k
Q1,kQ
2
2,2k+1
+
Q2,2k
Q1,kQ1,k+1
+
Q1,k
Q1,k+1
,
H2 =
Q41,k
Q22,2kQ
2
2,2k+1
+
2Q31,k
Q1,k+1Q
2
2,2k
+
Q22,2k+1Q
2
1,k
Q21,k+1Q
2
2,2k
+
2Q21,k
Q22,2k+1
+
Q21,k+1Q
2
1,k
Q22,2kQ
2
2,2k+1
+
+
2Q1,k
Q1,k+1Q2,2k
+
2Q1,k+1Q1,k
Q22,2k
+
Q22,2k+1
Q21,kQ
2
1,k+1
+
2Q22,2k+1
Q21,k+1Q2,2k
+
Q22,2k+1
Q22,2k
+
+
2Q2,2k
Q21,k
+
2Q21,k+1
Q22,2k+1
+
Q22,2k
Q22,2k+1
+
Q21,k+1Q
2
2,2k
Q21,kQ
2
2,2k+1
+ 2,
H3 = H1,
H4 = 1.
We notice that H0 = H4 and H1 = H3. In fact, we will show that Hi = H2r−i (i ∈ [0, 2r]) for the
Hamiltonians of the Br Q-system.
Proposition 4.33. Let Hk := H(0,k),G,M0(A1, . . . , A2r) be the Hamiltonians for the Br Q-system.
Then for k ∈ [0, 2r],
Hk = H2r−k.
Proof. Fix r ≥ 2. Let pi : [1, 2r− 1]∪{(2r; j)}6j=1 ∪ [2r+ 1, 4r− 1]→ [1, 2r] be a projection defined
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by
pi :

i 7→ i, i ∈ [1, 2r − 1],
(2r; j) 7→ 2r, j ∈ [1, 6],
i 7→ 4r − i, i ∈ [2r + 1, 4r − 1].
Let Fr be the following graph with 2r vertices.
1 3
2 4 6
5 2r − 1
2r2r − 2
b b b
b
b
b
b
b
b b
b
b
Conceptually Fr is obtained from Gr by collapsing all six vertices (2r; 1), . . . , (2r; 6) into one vertex
2r and folding the resulting graph by identifying vertices i ↔ 4r − i. The projection pi sends a
vertex of Gr to a vertex of Fr by the collapsing/folding procedure.
Let C be the set of all hard particle configurations on Gr, and let Ck be the set of all k hard
particle configurations on Gr. We have Ck 6= ∅ for k ∈ [0, 2r]. (The set C0 contains exactly one
configuration, the empty configuration.) So
C =
2r⊔
k=0
Ck.
We identify a hard particle configuration with a subset of [1, 2r− 1]∪{(2r; j)}6j=1 ∪ [2r+ 1, 4r− 1].
Let A ∈ C. We then associate each element i ∈ A with a black or white dot on the vertex pi(i) Fr
as follows.
• An element i ∈ [1, 2r − 1] is associated with a black dot on vertex pi(i).
• An element i ∈ [2r + 1, 4r − 1] is associated with a white dot on vertex pi(i).
• An element (2r; j), for j ∈ [1, 5], is associated with a black dot together with a label j on
vertex 2r.
• The element (2r, 6) is associated with a white dot together with a label 6 on vertex 2r and a
black dot on vertex 2r − 2.
See an example in Figure 4.2. Notice that we can recover the hard particle configuration on Gr
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b
bcb
b
b bcbc b 1
Figure 4.2: An example of dots on F10 associated with a configuration {1, 4, 11, 14, 20, 27, 33, 41}
in C. The dot  indicates two dots of different colors on the same vertex.
b b
b bbcbc 1bcb
Figure 4.3: A running example from Figure. 4.2 showing F10 decomposed into blocks.
from a configuration of dots on Fr. It is obvious that not every dot configuration on Fr is associated
with a configuration in C.
We define an involution ι : C → C by the following steps.
1. Let A ∈ C. Consider the dot configuration on Fr associated with A. We have a collection of
connected chains of dots. Since A is a hard particle configuration, each chain is a chain of
dots of alternate colors or A pair of white and black dots on the same vertex.
For each connected chain i1 < · · · < ik or a pair of black and white dots i1 = i2 (k = 2),
we let i be the largest odd integer such that i ≤ i1, j be the smallest even integer such that
ik < j. When j > 2r, we set j = 2r. We then delete edges (i − 1, i), (i − 1, i + 1), (j, j + 1)
and (j, j + 2) of Fr when possible. As a result, Fr is decomposed into disconnected blocks
(isomorphic to Fn, n ≤ r). Lastly any block of 2n vertices containing no dots is decomposed
into n blocks of 2 vertices. See Figure 4.3 for an example.
2. For each block we define an involution on dot configurations as in Figure 4.4 and 4.5. The
blocks in Figure 4.6 are fixed by the involution.
3. The hard particle configuration ι(A) is the configuration associated with the resulting dot
configuration. See Figure 4.7 for an example.
For a block of 2n vertices the involution sends a dot configuration of size k to a configuration
of size 2n−k, where we do not count the black dot at 2r−2 when the white dot with label 6 on 2r
is present. The sum of all the number of vertices of all blocks is 2r. So the involution is a bijection
between Ck and C2r−k.
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b b b b b b
bcb
b b b b b b
b b b b b b
b b b b b b
b b
b
b
b
b
b
b b
b
b
bb
b
b
b
b
b b
bc bcbc bc
bc bc bc
bc
bc bc bc
bc
bc bc bc
Figure 4.4: An involution on dot configurations when the vertex 2r is unoccupied. We have another
version of each picture when all of the colors are switched.
b b b b b b
b b b b b b
b b b b b b
b b b b b b
bc bc
bc bc
bc bc
bc
bc bc bc bc
bc bc
bc
bc bc
bc bcb b
b
b b
bbbb b
b
b b b b
bbbbb
1 6
1 6
1 6
1 6
Figure 4.5: An involution on dot configurations when the vertex 2r is occupied.
b
b
bc
bcbcb 1,2,3,4,5 6
Figure 4.6: The blocks which are fixed by the involution.
b
b
b bc
bc 6bcb
bcb
bcb
bcb
Figure 4.7: The resulting dot configuration after an involution of a configuration A in Figure 4.2.
So we have ι(A) = {1, 4, 7, 9, 12, 15, 25, 28, 31, 36, 38, 41}.
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b
b b b b
b
bc
bc
bc
Figure 4.8: The involution on a block can be written as a sequence of moves in (4.11).
It is left to show that if A ∈ Ck and B = ι(A) ∈ C2r−k then
∏
i∈A
w(γi) =
∏
j∈B
w(γj). (4.10)
By a direct computation, we have
γ4r−(2a−1)γ2a = γ4r−2aγ2a+1, γ2a−1γ4r−2a = γ2aγ4r−(2a+1),
γ2b−1γ4r−(2b−1) = 1, γ(2r;1)γ2r+2 = γ(2r+6)γ2r+3,
for a ∈ [1, r − 1] and b ∈ [1, r]. These equations say that the following moves preserve the weight
of the associated hard particle configuration.
bc
b
b b
b
b b
bc
bc bc
bc
bc
bc
bc1 6
b
(4.11)
Since the involution on each block can be written as a sequence of the moves (4.11) (see Figure 4.8
for an example), the involution preserves the weight for each block. Hence the equation (4.10)
holds.
4.5.3 Poisson bracket
Similar to type A, we let let C be the Cartan matrix of type Br. The signed adjacency matrix of
the quiver of Br Q-system is
B =
[
C−CT CT
−C 0
]
.
131
Let X be a phase space with coordinates (A1, . . . , A2r). Define a Poisson bracket on the algebra
O(X ) of functions on X by
{Ai, Aj} = ΩijAiAj (i, j ∈ [1, 2r])
where the coefficient matrix Ω is defined by
Ω = (BT )−1 = −B−1.
Comparing to Proposition 4.24, the Poisson bracket for Br Q-system cannot be written as the
intersection pairing. This is due to the existence of faces with the same weight, which makes
the Poisson bracket not local. Nevertheless, experimental data still show that the Hamiltonians
Poisson-commute.
Conjecture 4.34. The Hamiltonians of the Br Q-system Poisson-commute.
4.6 Dimer integrable systems
In this section, we compare our constructions and results to [GK13]. First we summarize the result
from [GK13].
4.6.1 Minimal bipartite torus graphs from convex polygons
Let N be a convex polygon in R2 with corners in Z2, called integral polygon, considered up to
translation by vectors in Z2. We pick all the integral vertices on the boundary of N (i.e. every
vertex in ∂N ∩ Z2) counterclockwise, and get a sequence of vertices v1, v2, . . . , vn where n is the
number of integral vertices on ∂N and the indices are read modulo n. Let vectors ei be vectors
pointing from vi to vi+1. We get from the construction that each ei = (ai, bi) is a primitive vector,
i.e. ai, bi ∈ Z and gcd(ai, bi) = 1. We then get a collection {ei} of integral primitive vectors in Z2.
Consider the torus T = R2/Z2. Each ei determines a homology class (ai, bi) ∈ H1(T,Z) = Z×Z,
and there is a unique up to translation geodesic representing this class. In other words, it is an
oriented straight line on T with slope bi/ai, i.e. a projection of ei on the torus T. Note that the
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geodesics are indeed oriented loops on T since their slopes are rational.
We then take a family of distinct oriented loops {αi} on T such that the isotopy class of αi
matches the isotopy class of the geodesic representing ei. By Theorem 4.37 we can choose {αi}
such that the loops are in generic position (no intersection of more than two loops) and satisfy the
following conditions [GK13, Definition 2.2]:
1. (admissibility) Going along any loops αi, the directions of the other loops intersecting it
alternate (left-to-right or right-to-left).
2. (minimality) The total number of intersections is minimal.
The collection {αi} provides a decomposition of T into a union of polygons whose oriented sides
are parts of αi and vertices are intersection points of the loops αi. Then the first condition is
equivalent to
(1′) (admissibility) The sides of any polygon Pi are either oriented clockwise, counterclockwise or
alternate.
The family of oriented loops {αi} gives rise to an oriented graph on the torus T. We call an oriented
graph on T satisfying the above conditions minimal admissible graph on a torus.
Example 4.35. Starting from an integral polygon on the left, we obtained four primitive vectors
depicted in the middle picture.
b bb
bb
b b b
b
The vectors are then associated with oriented loops on a torus, which gives a minimal admissible
graph shown in the picture on the right.
Given an admissible minimal torus graph, we construct a bipartite graph G on T by constructing
vertices from the polygons Pi where the coloring is determined as follows:
• Polygons Pi with counterclockwise orientation are associated with black vertices.
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• Polygons Pi with clockwise orientation are associated with white vertices.
From the construction, every intersection is a vertex shared by exactly two well-oriented polygons
having opposite orientations. We then associate each shared vertex with an edge connecting the
two vertices of G associated to the two polygons.
We see that G is indeed a bipartite graph, and we will call it a minimal bipartite torus graph.
For the rest of the section, unless stated otherwise we assume that G is a minimal bipartite torus
graph obtained from an integral polygon N .
Example 4.36. In our running example, there are eight polygons and eight intersection points.
1
23
4 5
6
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b bc
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b
In the picture, the polygons labeled by 2, 3 (resp. 4, 5) are oriented counterclockwise (resp. clock-
wise), so they are associated with black (resp. white) vertices of G. The polygons labeled by
1, 6, 7, 8 have alternate orientation. The eight intersection points are associated with eight edges of
G.
From the bipartite graph G, we can uniquely (up to translation) recover the starting integral
polygon by reversing the process. The convexity condition on the integral polygon will guarantee
the uniqueness of the polygon. We also note that a 180-degree rotation of N corresponds to
reversion of the orientation of all loops in the admissible minimal graph. This will switch the color
of the vertices of G.
For an arbitrary integral polygon N , a minimal admissible graph on a torus associated with N
and a minimal bipartite torus graph associated with N always exist. Furthermore, we can obtain
one minimal bipartite torus graph from another by use of the two elementary moves (definitions 4.1
and 4.2), as stated in the following theorem.
Theorem 4.37 ([GK13, Theorem 2.5]). For any integral polygon N there exists a minimal admis-
sible graph on a torus associated with N . It produces a minimal bipartite torus graph G associated
with N . Furthermore, any two minimal bipartite graphs on a torus associated with N are related
by a sequence of urban renewals and shrinking of 2-valent vertices.
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Remark 4.38. Our bipartite torus graphs for the Q-systems of type A and B in sections 4.4 and
4.5 are not obtained from non-degenerate convex polygons.
For Ar Q-system, we reverse the process and construct oriented loops on the torus as in the
following picture.
r
b
b
b
b
b
· · · 0
2r
r + 2
r + 1
1
2
bc
bc
bc bc
bc
We get only two oriented loops depicted in blue and red whose homology classes are (0,−r − 1)
and (0, r+ 1), respectively. Notice that they are not primitive, and they form a vertical degenerate
bigon with sides of length r + 1.
For Br Q-system, we have the following picture.
· · ·
r
· · ·2r
r
2r
r − 1
2r − 1
2r − 1
r − 1
r + 1
1
1
r + 1
0
b
bc
bc
bc
b
b
b
b
b
bc
bc
bc
b
bbc
bcbc
bc b
b
There are four oriented loops depicted in blue, green, yellow and red whose homology classes are
(0,−2r + 1), (0,−1), (0, 1) and (0, 2r − 1), respectively. The blue and red loops are not primitive
when r > 1. The loops form a vertical degenerate quadrilateral.
4.6.2 Phase space and Poisson structure
For a minimal bipartite torus graph G with n faces, let LG be the moduli space of line bundles
with connections on G. We have LG ∼= Hom(H1(G,Z),C∗), so combinatorially LG is the set of all
weight assignments to all the loops on G compatible with loop multiplication. (The weight of a
product of loops coincides with the product of their weights.)
For j ∈ [1, n], let yj be the weight assigned to the counterclockwise loop Yj around the face j of
G. Since G is a graph embedded on a torus, there is a projection H1(G,Z)→ H1(T,Z). We then
pick two loops Z1, Z2 having homology classes (1, 0), (0, 1) ∈ H1(T,Z) under the projection, and
assign weight z1, z2 to them, respectively. Any loop on G can then be generated by yj ’s together
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with z1 and z2, where a product of the variables corresponds to a product of loops. Since the product
of all the face loops is trivial, we must have
∏n
j=1wj = 1. This is the only condition among the
generators. So dimLG = n+ 1 and the algebra O(LG) of functions on LG has (y1, . . . , yn−1, z1, z2)
as coordinates.
Note that this weight is different from our weight in Definition 4.10. The connection between
the two is discussed in Remark 4.39.
For any loops Γ1,Γ2 on G, the Poisson bracket of their weights is defined in terms of the
intersection pairing of the twisted ribbon graph associated with G as in Definition 4.23.
Now we define a Y-seed (B, (y1, . . . , yn, z1, z2)) of rank n + 2 associated with LG, where the
exchange matrix B = (Bij) and
Bij = (Yi, Yj) for i, j ∈ [1, n+ 2]
with Yn+1 := Z1 and Yn+2 := Z2.
Let G and G′ be two minimal bipartite torus graphs associated with the same integral polygon
N . By Theorem 4.37, they are related by a sequence of elementary moves. These moves induce
an isomorphism iG,G′ : LG → LG′ according to Y-seed mutations. Let XN be the phase space
defined by gluing the spaces LG by the isomorphisms. The phase space depends only on N and
each isomorphism iG,G′ can be viewed as a change of coordinate.
Remark 4.39. Let G be a minimal bipartite torus graph with n faces. Each choice of face
weight (Ai) ∈ (C∗)n induces a weight assignment on oriented edges of G by Definition 4.10. This
then induces a weight assignment on Y1, . . . , Yn, Z1, Z2, hence a loop weight in LG. Since LG has
dimension n+1, not all loop weights of [GK13] can be obtained from our weight in Definition 4.10.
In addition, the weight yj around face j of G is the j
th τ−coordinates (Definition 1.20) of a
cluster seed (A, B), i.e.
yj =
n∏
i=1
A
Bij
i
where B = BG is the signed adjacency matrix of the quiver associated to G (see Section 4.2.1).
Example 4.40. Let G be the following graph on the left. It is obtained from a integral polygon
whose counterclockwise edge vectors ei are (1, 1), (−1, 1), (−1,−1) and (1,−1). Let Yi be the
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counterclockwise loop around the face i, and Z1 (resp. Z2) be the loop in the middle (resp. right)
picture.
b
b
bc
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2 3
4 1
2 3
4 1
2 3
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Let (A1, A2, A3, A4) ∈ (C∗)4 be an arbitrary face weight on G. It induces the following weights
y1 =
A24
A22
, y2 =
A21
A23
, y3 =
A22
A24
, y4 =
A23
A21
, z1 =
A3A4
A1A2
, z2 =
A2A3
A1A4
.
They satisfy the following conditions
y1y3 = 1, y2y4 = 1, z
2
1 = y1/y2, z
2
2 = 1/(y1y2).
Since y1 and y2 are algebraically independent, the induced loop weight is a subspace of dimension 2
inside LG of dimension 5. (LG is of dimension 5 because every loop weight in LG satisfies y1y2y3y4 =
1.) The map from face weight to loop weight is not injective. We have the following 2-dimensional
symmetries
(A1, A2, A3, A4) 7→ (λA1, µA2, λA3, µA4)
for λ, µ ∈ C∗.
4.6.3 Casimirs and Hamiltonians
A zig-zag path on G is an oriented path on G which turns maximally left at white vertics and
turns maximally right at black vertices [Ken02, Pos06]. They will always close up to form loops.
Notice that the projection of the zig-zag loops on the torus are in the same isotopy classes with the
oriented loops αi obtained from the primitive edges ei of N (See Section 4.6.1). So the oriented
zig-zag loops are in bijection with {αi}.
The weight of these zig-zag loops, called Casimirs, generate the center of the Poisson algebra
O(LG) as described in the following proposition.
Proposition 4.41 ([GK13, Lemma 1.1]). We consider the oriented zig-zag loops on a bipartite
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oriented surface graph G. Then as Z runs over zig-zag loops, the functions wZ generate the center
of the Poisson algebra O(LG) of functions on LG. The product of all of them is 1. This is the only
relation between them.
Recall the construction of G from a minimal admissible graph (an arrangement of {αi}ni=1) in
Section 4.6.1. We see that each edge e of G has exactly two loops αi, αj ∈ {α1, . . . , αn} crossing it.
Let αi and αj be as the following.
bbc
αi αj
Then we define a reference perfect matching M0 to be the matching containing all edges e such that
i > j. It is shown in [GK13, Theorem 3.3] that M0 is indeed a perfect matching of G.
We note that M0 is not unique. Since the indices of αi can be read modulo n, another cyclic or-
dering gives another reference perfect matching. There are also many other choices of M0 including
”fractional matchings”, see [GK13, Section 3.2-3.4] for details.
Remark 4.42. We can show from [GK13, Lemma 3.4] that every quadrilateral face in G has
exactly one side in M0. So every reference perfect matching M0 constructed above always satisfies
the requirement in Theorem 4.16.
Given a reference perfect matching M0, the weight wM0(M) of a perfect matching M with
respect to M0 is defined to be the weight of the loop [M ]−[M0], written in terms of y1, . . . , yn, z1, z2.
Recall the definition of [M ]M0 , the homology class of M with respect to M0, in Definition 4.9.
The polygon with vertices at all homology classes [M ]M0 ∈ H1(T,Z) = Z × Z coincides with the
convex polygon N up to translation [GK13, Theorem 3.12]. Given a homology class a ∈ H1(T,Z),
we let
HM0;a :=
∑
M
wM0(M)
where the sum runs over all perfect matchings M of G having homology class a. The (modified)
partition function of perfect matchings of G is defined to be
PM0 :=
∑
a
sgn(a)HM0;a
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where the sum runs over all possible homology classes of perfect matchings with respect to M0.
The sign sgn(a) ∈ {−1, 1} can be determined from a “Kasteleyn matix”, and they show up in the
formula from the use of the determinant of a “Kasterleyn operator”, see [GK13, Section 3.2] for
more details.
For a ∈ H1(T,Z)∩ int(N), a homology class which is an interior point of N , the function HM0;a
is called a Hamiltonian. We note that a different choice of M0 gives a different partition function
and a different set of Hamiltonians. However, they differ from each other by a common factor
which lies in O(LG).
These Hamiltonians are independent and commute under the Poisson bracket.
Theorem 4.43 ([GK13, Theorem 3.7]). Let G be a minimal bipartite torus graph. Then
1. The Hamiltonians HM0;a commute under the Poisson bracket on LG.
2. The Hamiltonians are independent and their number is the half of the dimension of the generic
symplectic leaf.
We also have that the partition function is invariant under the change of coordinates iG,G′
(defined in Section 4.6.2). This implies that all Hamiltonians are also invariant under the change
of coordinates. In fact, the map iG,G′ is a unique rational transformation of face weights preserving
the partition function, given a graph mutation from G to G′.
Theorem 4.44 ( [GK13, Theorem 4.7] ). Given an urban renewal, there is a unique rational
transformation of the weights preserving the partition function Pa. This transformation is a Y-seed
mutation.
By counting the number of Hamiltonians and Casimirs, we can conclude on the integrability of
the system.
Theorem 4.45 ([GK13, Theorem 1.2]). Let M0 be a reference perfect matching obtained from a
circular-order-preserving map. The Hamiltonian flows of HM0,a commute, providing an integrable
system on XN . Precisely, we get integrable systems on the generic symplectic leaves of XN , given
by the level sets of the Casimirs.
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Remark 4.46. We notice that the integrable system described in this section is a classical dynam-
ical system where the evolutions are Hamiltonian flows. This system also contains a discrete dy-
namical system whose evolution is a change of coordinate iG,G′ (Y-seed mutation on loop weights).
For a graph G periodic (up to a relabeling of vertices) under a sequence of urban renewals and
shrinking of 2-valent vertices, we take the change of loop weight under such sequence to be the
dynamic of a discrete system. Since the graph is periodic, the dynamic is a Poisson map with
respect to the Poisson bracket in Section 4.6.2. The Casimirs and Hamiltonians return to the
same form under such sequence. Since they are also invariant by Theorem 4.44, they are conserved
quantities of the system. By Theorem 4.45, the quantities form a maximal set of Poisson-commuting
invariants, hence the system is discrete Liouville integrable.
4.7 Conclusion and discussion
In this chapter, we studied a discrete dynamic on a weighted bipartite torus graph. The weight
is defined differently from [GK13]. The evolution is a mutation sending one weighted graph to
another weighted graph. The mutation is an urban renewal and shrinking of 2-valent vertices on
the graph, and is a cluster transformation on the weight. The graph can be any bipartite graph
on a torus, not necessarily obtained from an integral polygon. The Hamiltonians are defined and
proved to be invariant under the mutation.
For a Q-system of type A, we constructed a weighted bipartite torus graph which is periodic
under a sequence of mutations up to a face relabeling. The weight changes according to the Q-
system relation. So the Hamiltonians are conserved quantities of the system. We also showed
that the Hamiltonians can be written as hard-particle partition functions on a certain graph,
which coincides with the result in [DFK10]. A nondegenerate Poisson bracket is defined, and the
Hamiltonians Poisson commute.
For a Q-system of type B, a bipartite torus graph is constructed. Each face has another face
with the same weight. The graph is periodic, up to a face relabeling, under a sequence of mutations.
The weight are transformed according to the Q-system relation. The Hamiltonians are conserved
quantities of the system. They can also be interpreted as hard-particle partition functions on a
certain graph.
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For types C,D and other exceptional types, the sequence of mutations in [DFK09, Theorem 3.1]
contains a mutation at a vertex of degree greater than 4. Recall that an urban renewal corresponds
to a mutation at a vertex of degree 4 which has exactly two incoming and two outgoing arrows.
Although some mutations in type A and B happen at a vertex of degree less than 4, we fixed this
issue by adding a frozen vertex. However this technique is not applicable when the degree of a
mutating vertex is greater than 4.
141
Chapter 5
Conclusion and discussion
We have seen a connection between two important discrete integrable systems: A∞ T-systems and
(higher) pentagram maps in Chapter 2. One important feature the two systems have in common
is that they both can be realized as mutations in cluster algebras. The (higher) pentagram maps
are Y-patterns, while the T-systems are cluster patterns. A solution of an A∞ T-system with
certain quasi-periodic boundary conditions gives rise to a solution of a (higher) pentagram map,
via Y-systems. This map of solutions is basically the map τ for the τ−coordinates.
It is necessary to introduce coefficients to the T-systems in order to obtain all the solutions of the
(higher) pentagram maps. One important choice of coefficients is the principal coefficients, in the
sense that every other choices of coefficients can be written in terms of the principal coefficients. We
studied this in Chapter 3 and have shown that solutions to the T-systems with principals coefficients
can be written in terms of combinatorial objects such as perfect matchings, nonintersecting paths
and networks.
One important reduction of the T-systems are Q-systems. They are obtained from T-systems
by forgetting the j−parameter. We have explicitly computed conserved quantities for Q-systems
of type A and B, in terms of partition functions of perfect matchings on graphs in Chapter 4. A
question which is still left open is to investigate whether the Q-systems of other types are integrable,
and to find machineries to compute conserved quantities of such systems.
It will be the topic for further research to see how far the machinery in Chapter 4 can be
applied to compute conserved quantities of other systems. The examples of such systems include
recurrence relations from mutation-periodic quivers [FM11], quivers from quiver gauge theories
[FHH01, MR04], `−restricted T-systems [KNS11], T-systems with quasi-periodic boundary condi-
tions [KV15] which include cluster dynamics on higher pentagram map quivers [GSTV12, GSTV16],
and cluster dynamics related to Y-meshes [GP15].
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Furthermore, the discrete systems we are interested are the systems whose dynamics are muta-
tions in cluster algebras. There are two common features in all of the known examples of discrete
integrable systems in this family. First, the evolution is basically a sequence of mutations at nodes
having exactly two incoming and two outgoing arrows. Second, their quivers can be embedded on
a surface (especially on a torus) and has a dual bipartite surface graph. In this case, the evolution
can be realized as a sequence of urban renewals on the graph, and we can apply our machinery to
compute conserved quantities of the systems. So we expect that all discrete systems having the
two features are integrable.
Everything we have studied so far lies on the assumption that all variables are commutative.
The quantum cluster algebras are introduced in [BZ05]. So it is a big question whether the whole
story of discrete integrable systems obtained from cluster algebras can be upgraded to a quantum
version in the same spirit as [BZ05, FG09, DF11, DFK11, DFK12, GK13]. In particular, we
expect combinatorial solutions of the quantum T-systems with principal coefficients, similar to
what was done in the commutative case. Also, the canonical Poisson bracket [GSV03] has a
canonical quantization. There are examples when the Poisson-commuting conserved quantities
of a commutative system can be upgraded to commuting conserved quantities of the associated
quantum system [GK13]. We expect that the quantities obtained from our machinery also have
this property. This will give a rough criterion for identifying integrability of quantum systems.
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