We explore the probabilistic structure of DNA in a number of bacterial genomes and conclude that a form of Markovianness is present at the boundaries between coding and non-coding regions, that is, the sequence of START and STOP codons annotated for the bacterial genome. This sequence is shown to satisfy a conditional independence property which allows its governing Markov chain to be uniquely identified from the abundances of START and STOP codons. Furthermore, we show that the annotated sequence of STARTs and STOPs complies with Chargaff's second parity rule.
Introduction
The strands of DNA composing the genome of an organism are segmented along their lengths into two different types of region: genic (coding) and intergenic (noncoding) . In this article, we consider the boundaries of these regions and the structure they manifest in the genomes of prokaryotes, mainly bacteria. We uncover the presence of Markovian phenomena at the interface between genic and intergenic regions. It has been observed by a number of authors (Li and Kaneko, 1992; Peng et al., 1992; Bouaynaya and Schonfeld, 2008 ) that non-coding regions of chromosomal DNA sequences exhibit long-range dependence in correlation with respect to the distance between loci on the strand while coding regions demonstrate short-range dependence. On the other hand, Fedorov et al. (2002) reported a power-law decrease in the correlation between codons in coding regions, which precludes the localised dependence structure characteristic of Markovianness. Showing that Markovian phenomena are present within a strand is unexpected in view of general belief based on scientific exploration to date. In our opinion, the existence of such Markovianness within bacterial DNA holds implications for the future development of probabilistic models of genomic sequences and algorithms for analysing their gene structure.
The aim of this article is to present observations of Markovian behaviour manifesting at the boundaries between coding and non-coding regions. These boundaries coincide with the START and STOP codons bracketing coding regions. In the next section, we briefly describe a general test for Markovianness which was proposed by Hart and Martínez (2011) . We apply it to the sequences of START and STOP codons annotated for 13 bacterial DNA sequences and conclude that their arrangement is consistent with a first-order Markov chain. In comparison, Hart and Martínez (2011) applied the test directly to the DNA sequences of bacterial chromosomes and confirmed that such sequences are not first-order Markov at the level of nucleotides. We should point out that despite having rigorously demonstrated the presence of Markovian behaviour at the boundaries between coding and non-coding regions in a small set of genomes, it would be necessary to check for this behaviour in genomes not considered here, but only genomes which have been annotated with a high degree of confidence. We know of no biological explanation for observing Markovian behavior at the boundaries between coding and non-coding zones and the question of why we observe this lack-of-memory phenomenon remains open.
In Section 3, we examine the structure of the START/STOP sequence more deeply and show, with the aid of entropy and the Kullback-Leibler divergence, that the sequence of START and STOP codons annotated for the 13 chosen bacterial DNA sequences are conditionally independent, a property which imposes a very precise and simple probabilistic structure on the boundaries between coding and non-coding regions.
We complete our analysis in Section 4 with the observation that each kind of annotated START and STOP codon appears on the primary and complementary strands with the same frequency. This means that the annotated START and STOP codons of a genomic sequence, when viewed as trinucleotides, essentially satisfy Chargaff's second parity rule, a property of many DNA sequences which says that short oligonucleotides appear on a strand with the same frequencies as their reverse complements (Rudner et al., 1968) . This observation is surprising as Chargaff's second parity rule generally manifests as a global property of a complete genome, rather than in a small, non-contiguous subset of a genome derived from the process of annotation.
Our conclusions are summarised in Section 5.
Markovianness 2.1 Background
A DNA strand essentially comprises a sequence of alternating genic and intergenic regions. A gene (coding or genic region) is generally considered to be a sequence of codons (trinucleotides) which begins with a START codon and which ends with one of the three immutable STOP codons TAA, TAG or TGA. Since we are only considering prokaryotes here, we do not have to contend with the presence of introns within genic regions. Typical START codons for bacteria include ATG, GTG and TTG, but their may be others as well depending on the organism. Although START codons can vary between organisms, no START codon ever doubles as a STOP codon. For our purposes, we shall take the view of a region as being any sequence of bases that begins with a START or STOP codon. Regions commencing with a START codon will be genic while those beginning with a STOP codon will be intergenic. As noted above, Markovian processes are not the most appropriate vehicle for modelling sequences of DNA, despite the extensive and successful use of Markovian concepts in gene identification and anotation. Markovianness is a property of a system which captures the idea that when a change of state occurs, the new state only depends on the state immediately prior to the change and not on any other antecedent states. In a time series, Markovianness means that the future and the past are independent of each other given the present state of the series. In a DNA sequence, Markovianness says that given knowledge of a base at a particular locus in the sequence, the nucleotides that precede the locus are independent of those that follow it. For many modelling problems, an assumption of Markovianness is perfectly reasonable, even if it is not in fact true, because it may capture enough of the structure of the system to provide a useful approximation. However, the complexity of biological systems often means that Markovianness is a far-from-realistic assumption.
Despite this, we have observed the presence of Markovianness at the boundaries of regions as we have defined them here. Our chief tool for detecting Markovianness is the test for Markovianness for sequences over finite alphabets developed in Hart and Martínez (2011) . We give a very brief description of the test below, before summarizing the results of applying it to 13 bacterial genomic sequences.
A test for Markovianness
We begin by introducing a representation of Markov chains as random mappings. For a complete discussion, see for instance Levin et al. (2008, chapter I) . A finite Markov chain is a dynamical system which evolves on a finite state space, say, I. For this brief explanation, we shall think of the chain as evolving in time. Thus, the Markov chain produces a sequence of states i 0 , i 1 , …, i t , …. Now, according to the Markov property, state i t+1 only depends on i t and not on any of the states prior to time t. Thus, i t+1 may be viewed as a function of i t together with an external influence variously called the noise, innovation or disturbance at time t: 1 ( , ), 0, 1, .
Here, U t is the unobservable noise at time t. The sequence U 0 , U 1 , U 2 , … must be a sequence of independent and identically distributed random variables. If U t were to depend on U t-1 , this would constitute a violation of the Markov property since i t+1 would then depend (albeit indirectly) on U t-1 , as would i t since i t = f(i t-1 , U t-1 ). We need all the U t 's to be identically distributed in order to uncouple the mechanism governing the transition from state i t to i t+1 from the particular time t at which the transition occurs. The test for Markovianness is based on the fact that for any Markov chain, the function f can always be chosen so that the noise sequence can be taken to be uniformly distributed on the interval [0, 1]. In particular, suppose that the sequence (X t ) is generated by a Markov chain with transition matrix Q = (q ij : i, j∈I), where q ij is the probability that a symbol i appearing in the sequence is followed by the symbol j. Further, we arbitrarily order the symbols in I so that given any two symbols i, j∈I we can say that i ≤ j or i ≥ j. Also, let i be the minimal state, that is, i ≤ i for all i∈I. Then, letting i∈I and u∈[0, 1], f can be defined as follows:
This representation of a Markov chain as a random mapping is presented in Proposition 1.5 of Levin et al. (2008) , which proves that every Markov chain may be expressed in this way. Suppose that we have a sequence i 0 , i 1 , …, i n . Then, from (1), there is a limited range of values of U t that can result in state i t+1 being observed following state i t . Denote this set of values by F -1 (i t , i t+1 )⊆ [0, 1] . For the f explicitly specified above, we have
Furthermore, given i t and i t+1 , U t is uniformly distributed over the set F -1 (i t , i t+1 ). Consequently, the conditional distribution of U t given i t and i t+1 is known and surrogates 1 , , n U U … ′ ′ for the sequence U 1 , …, U n can be obtained by simulating values from the conditional distributions. The conditional distribution of U 0 given i 0 together with its surrogate 0 U ′ is treated similarly, but separately since there is no state preceding i 0 . Now, assume that i 0 , …, i n is generated by a Markov chain. If the sequence 0 , , n U U … ′ ′ were independently and identicaly distributed uniformly on [0, 1], this would be consistent with i 0 , …, i n having been generated by a Markov chain. Otherwise, one would have to conclude that i 0 , …, i n were generated by some other kind of process. Consequently, we can exchange the problem of testing the Markovianness of a sequence for that of testing the independence and uniformity of the sequence 0 , , n U U … ′ ′ and there exist standard statistical tests for doing this. The test is formulated as
As there is no single statistical procedure for simultaneously testing for independence and uniformity, it is necessary to employ two tests in conjunction and compensate for multiple testing in order to decide whether or not a given sequence could have been produced by a finite state Markov chain. Here, we shall use the Ljung-Box q test (Ljung and Box, 1976) with 20 lags to test for independence and the one-sample Kolmogorov-Smirnov test to test for uniformity of 0 , , n U U … ′ ′ (DeGroot, 1991, chapter 9). We used the Holm-Bonferroni method to adjust the p-values to correct for multiple testing and we accept the null hypothesis of Markovianness at a significance level α if the two adjusted p-values are greater than α.
Analysis of sequences
For this study, we were interested in working with genomes that have been annotated with a high degree of accuracy, thus minimising the influence of any errors in annotation on our results. We selected 11 bacteria whose chromosomes have been extensively studied. As two of the bacteria have two chromosomes each, this gave us a total of 13 DNA sequences whose annotations should be trustworthy. There names are displayed, together with their GenBank accession numbers, in Table 7 of the appendix. The START (respectively STOP) codons marking the transition to genic (respectively intergenic) regions were identified from the coding sequences (cds) annotated in GenBank for each chromosome. The sequence of START and STOP codons for each chromosome was obtained by extracting the trinucleotides preceding (START) and following (STOP) each cds in the 5′-3′ direction on the appropriate strand. In order to do this, it was necessary to examine the raw DNA sequence (or its reverse complement) as the cds records in each GenBank (gbk) file only include the sequence of aminoacid products that result from translation. The bracketing START and STOP codons cannot be deduced from the translation in the gbk file since the START codon is not transcribed into messenger RNA and, although the position of the terminating STOP is marked by an asterisk "*" in the translation, we do not know how to recover the particular STOP codon that terminated the cds from the cds record alone.
We applied the statistical test for Markovianness described above to the sequence of annotated START/ STOP codons on the primary and complementary strands of the selected genomes. The results obtained are displayed in Tables 1 and 2. All the adjusted p-values are larger than 0.05. Hence, all the surrogate sequences are independently and identically distributed as uniform random variables on the unit interval and we accept the null hypothesis that the sequence of annotated START/STOP codons on each strand is Markov. An additional analysis illustrating the Markovianness of the START/STOP codon sequence is presented in Appendix B. 3 Further structure of the Markov chain
Background
Based on the above findings, from now on we shall assume that the sequence (X t ) of annotated START/STOP codons is Markovian. Let Q = (q ij : i, j∈I) be the associated stochastic transition matrix, where I is the set of START and STOP codon symbols and ij is the probability that the next START/STOP codon in the sequence following an i is j. The stationary vector for the Markov chain will be denoted by π = (π i : i∈I). The set I is partitioned into two disjoint sets: the set of START codons I 0 and the set of STOP codons I 1 . Then, Q has the form
that is, it satisfies q ij = 0 if {i, j}∈I 0 or if {i, j}∈I 1 . Thus only trajectories which alternate between I 0 and I 1 may occur with positive probability. The matrices Q 0 and Q 1 are of dimensions |I 0 | × |I 1 | and |I 1 | × |I 0 |, respectively. It is convenient to set = … = ∏ P can only give positive weight to those trajectories with (i t , i t+1 )∈Δ for all t = 0, …, m-1.
Since Q is stochastic, the row sums of the matrices Q 0 and Q 1 are equal to 1. Let 1 I l be a unitary vector of dimension |I l | for l = 0, 1. Then, Q 0 1 I 1 = 1 I 0 and Q 1 1 I 0 = 1 I 1 . We can assume that the matrices Q 1 Q 0 and Q 0 Q 1 are strictly positive, which ensures that Q is irreducible. We could stipulate a weaker assumption, namely that Q 0 Q 1 and Q 1 Q 0 be irreducible and aperiodic matrices, but it is not really warranted. We have yet to encounter a bacterial genome which violates the stronger assumption that Q 0 and Q 1 be strictly positive, a condition which implies Q 0 Q 1 and Q 1 Q 0 are strictly positive. The point here is that the following discussion is valid under fairly mild assumptions which are satisfied in practice by all the bacterial chromosomes we have considered so far. Let us partition the unique stationary probability vector for Q as π = (π I 0 , π I 1 ) with π I l = (π i :i∈I l ) for l = 0, 1. The stationarity condition π T Q = π T is equivalent to
The strictly positive matrices Q 1 Q 0 and Q 0 Q 1 are stochastic, so there exist positive solutions π I 0 and π I 1 to (3). We require two normalization conditions in order to precisely fix the vector π. The first is 0 0 1 1 t t I I I I π π + = 1 1 1 and the second is
In fact, the alternating nature of (X t ) implies that half of the X t 's are in I 0 and half are in I 1 .
The entropy of this Markov chain is ( , ) ( , ) l og .
Conditional independence
For the sake of convenience, we set I t = I 0 when t is even and I t = I 1 when t is odd. In the sequel let l be 0 or 1. Next, we introduce the notion of conditional independence. The sequence (X t :t = 0, 1, …) is conditionally independent given X 0 ∈I l if and only if for all m ≥ 0 and all i t ∈I l+t , t = 0, …, m, we have
This equality is easily seen to be equivalent to
From this relation it can be concluded that a necessary and sufficient condition for conditional independence is ( , ) , : 2 .
To avoid any confusion under conditional independence, the transition matrix will be denoted by † †
In this case the stationary distribution of Q † continues to be π. The entropy of a Markov chain having Q † as its transition matrix is †
where h π = -∑ i∈I π i logπ i is the entropy of the distribution π and we have used ∑ i∈I l π i = 1/2 and ∑ (i,j)∈Δ π i π j = 1/2.
Remark.
In a similar way, we could also define conditional independence given the event X t ∈I l+t , t = 0, …, s, but the equality 0 ( , 0, , | , 0, , ) ( , 0, , | )
for m ≥ s means that this is equivalent to the definition in (5).
Kullback-Leibler divergence and mutual information under conditional independence
Let P be the joint distribution of (X t , X t+1 ) on I × I so P(i, j) = π i q ij 1 (i,j)∈Δ . So, P is supported by Δ. The entropy of the measure P is:
Next, let P † be the joint distribution under conditional independence. Then, † † ( , )
The entropy of P † is †
Now, we consider the Kullback-Leibler divergence (Kullback and Leibler, 1951; Kullback, 1959) 
An easy computation shows that †
This, together with (4), (6) and (7), yields † †
As P and P † are proper probability distributions, Gibbs' inequality yields D KL (P‖P † ) ≥ 0. Since we assume Q 0 and Q 1 are strictly positive matrices, the distributions P and P † have the same support Δ. Thus, the non-negative quantity D KL (P‖P † ) becomes zero if and only if P = P † . Consequently, D KL (P‖P † ) = h(Q † , π)-h(Q, π) provides us a way to measure how closely P complies with the notion of conditional independence described above.
We can interpret the above result in terms of mutual information. Let π⊗π be the product probability measure on I × I. The mutual information of the distribution P of (X t , X t+1 ) on I × I satisfies:
Therefore, the mutual information is bounded below by log2. Further, attainment of this lower bound by I(P) is equivalent to D KL (P‖P † ) = 0, that is, conditional independence of the sequence (X t :t = 0, 1, …) given X 0 ∈I l for some l∈{0, 1}. Indeed, log2 is the mutual information of conditionally independent random variables: † ( , )
2 ( ) 2 log 2 log 2 log 2.
π π π π π π π π ∈ ∈ = = = ∑ ∑ P Thus, D KL (P‖P † ) = I(P)-I(P † ). The divergence of P † from P may thus be viewed as the difference in mutual information between P and P † .
Remark. To consider the situation in which there are more than two classes of codons, let 
Then the above discussion remains valid for Q by replacing log2 by logd and Δ by 1
Analysis of sequences
For the primary strand, we calculated the entropies h(Q, π) and h(Q † , π), as well as the Kullback-Leibler divergence and the relative difference between the entropies expressed as a percentage. These values are summarised in Table 3 . The corresponding entropies and divergences for the complementary strands, which appear similar, are shown in Table 4 . The Kullback-Lebler divergences and the relative differences between the entropies are all very close to zero, which is precisely what one expects to see if (X t ) is conditionally independent given X 0 ∈I l for some l∈{0, 1}. To assess how closely the sequence of START and STOP codons on each strand of each bacterial chromosome really are to being conditionally independent, we can compare the Kullback-Leibler divergences shown in Tables 3 and 4 with those obtained by uniformly sampling stochastic matrices of the form (2). For genomes containing three START codons and three STOP codons, uniform sampling is accomplished by generating six 3-dimensional random vectors from a Dirichlet(1, 1, 1) distribution and embedding them in the non-zero half of each row of Q (see (2)). Afterwards, P and P † can be computed from Q and then the Kullback-Leibler divergence of P from P † can be obtained as described above. We simulated 100,000 matrices and calculated their corresponding Kullback-Lebler divergences. Figure 1 shows a density estimate of D KL (P‖P † ) based on these samples while Table 5 displays some empirical quantiles. Tables 3 and 4 , we see that all belong to the 0.1st percentile, except the complementary strand of Leptospira interrogans (NC_004343), which belongs to the 1st percentile. We note that Leptospira interrogans is not only the genome containing the fewest number of START and STOP codons on each strand (see Table 8 ), but the number of codons contained in its duplex is an order of magnitude smaller than the other chromosomes studied.
This analysis could be used to construct an hypothesis test of the kind developed by Hart and Martínez (2011) . Here, the null hypothesis is that the sequence of START and STOP codons observed in bacterial chromosome annotations is not conditionally independent (though it is governed by a Markov chain) while the alternative hypothesis is that the sequence is indeed conditionally independent. We should mention that the transition matrices for Escherichia coli violate the precise form of Q (see the comments pertaining to E. coli in Appendix C). They possess two non-zero elements in the top-left quadrant of the matrix. This is extremely odd as it indicates coding regions terminated by START codons. We suspect this is possibly due to an error in annotation, since START codons code for aminoacids within coding sequences and transcription is terminated by encountering a STOP codon. The ATG and GTG implicated in the transition matrices for Escherichia coli code for formylmethionine (met) and valine (val) respectively, and each appears precisely once on each strand where one would expect a STOP codon to be. Due to the low incidence of this relative to the number of coding regions on each strand (2058 on the primary strand and 2142 on the complementary strand), we are inclined to treat these abnormally terminated coding regions as outliers and exclude them from the analysis. In order to calculate the quantities shown in Tables 3 and 4, we achieved this by setting the offending elements to zero in the matrices and rescaling the affected rows to sum to unity.
Chargaff's second parity rule 4.1 Background
Finally, we shall show that the annotated START and STOP codons taken together from both the primary and complementary strands essentially comply with Chargaff's second parity rule when they are viewed as nucleotide triples. Chargaff's first parity rule (Chargaff, 1950) says that, within a DNA duplex, the numbers of A and T mononucleotides are the same while the numbers of C and G nucleotides also agree. Chargaff's second parity rule not only says this continues to hold within a DNA simplex, but rather that short oligonucleotides and their reverse complements appear with the same frequency within a simplex (Rudner et al., 1968) . Firstly, note that within a DNA duplex, the START and STOP codons on one strand correspond to their reverse complements on the other strand. Consequently, we can perform basic checks for compliance with Chargaff's second parity rule by considering both the difference and correlation between the frequencies of every START and STOP codon in each strand. If we let (1) ( 1) ( : ) i i I π π = ∈ and (2) ( 2) ( : )
∈ be the frequencies of the symbols in I on the primary and complementary strands, respectively. Of course, π (1) and π (2) constitute the stationary distributions of the chains of START and STOP codons on their corresponding strands. The ℓ ∞ distance between these two probability vectors, given by (1) ( 2) (1)
|| || max| |,
together with their sample correlation coefficient corr(π (1) , π (2) ), give an idea of how closely the START/STOP codon frequencies conform to Chargaff's second parity rule. Generally speaking, this is equivalent to discovering Chargaff's second parity rule in short sequences, but the level of compliance based on the correlation (0.9825-0.9999) we have observed for START/STOP codon sequences appears high for the quantity of nucleotides. It is instructive to compare this to that reported in figure 4a of Albrecht-Buehler (2006) for nucleotide sequence segments of comparable size taken from human chromosome 1, but with two caveats. Firstly, note that the correlations reported in Table 6 are based on the vectors π (1) and π (2) , which are of length 6 or 7 for the bacteria studied here, whereas Albrecht-Buehler's correlations are based on vectors containing the counts for all 64 trinucleotides. This may partly account for the high levels of compliance and small variance seen here, even for very short codon sequences. Secondly, we are comparing intrastrand codon correlations for prokaryotes against those for a eukaryote chromosome, which strictly speaking should not be comparable since they may respond in different ways to varying quantities of nucleotides.
Analysis of sequences
In spite of the caveats, we find these results remarkable. This is the first time of which we are aware that Chargaff's second parity rule has been observed to hold in a small non-contiguous subset of a genome, namely at the interface between coding and non-coding zones, which is data arising from the process of annotation. In contrast, it has been observed to hold in a wide variety of organisms (Albrecht-Buehler, 2006; Mitchell and Bridge, 2006) over contiguous subsets, that is, unbroken DNA sequences from several tens of thousands to millions of nucleotides in length.
Conclusions
To summarise our findings, we examined the sequence of START and STOP codons produced by considering the coding sequences annotated for a small collection of bacterial chromosomes. Firstly, we searched for signs of Markovianness and the results of the hypothesis tests we applied in Section 2 were consistent with the sequences constituting first-order Markov chains. Additional illustrative evidence supporting this can be found in Appendix B. Then, we showed that the START/STOP codon sequences on the primary and complementary strands of the 13 bacterial sequences studied are conditionally independent, that is, they are essentially independent given that the class (be it START or STOP) of at least one symbol in the sequence is known. For example, if we know that the first symbol of a sequence is a START codon, then the entire sequence constitutes an independent sequence of random variables. More precisely, when the START codons and STOP codons are each considered as separate sequences, they form families of independent and identicaly distributed random variables. Further, these two families are independent of each other and have different distributions. The alternating nature of the underlying Markov chain means that every second symbol has the same distribution, while adjacent symbols have different distributions. Finally, we examined the sequence formed by selecting codons throughout the length of a single strand which correspond to boundaries between coding and non-coding regions in the genome duplex. This sequence is composed of the sequence of START and STOP codons studied on that strand, as well as the reverse complement codons corresponding to the START/ STOP codons annotated on the opposite strand. It was seen that this sequence complies with Chargaff's second parity rule to a very high degree.
Having unearthed a number of statistical properties which we posit are inherent to bacterial genomes, we have used various statistical measures to confirm their appearance in a collection of 13 genomic sequences. However, we lack a biological explanation for bacterial chromosomes having such a clear, precise probabilistic structure. Meanwhile, further study of bacterial chromosomes having highconsensus annotations could potentially lend the described phenomena the status of a general rule. 
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Appendices A Bacterial genomes
For the sake of completeness and to support the main article text, these appendices contain additional data analyses and technical discussion, but this extra material is not essential for following the article.
The 13 bacterial DNA sequences we have examined are freely available in GenBank (via the NCBI ftp server). We present a list of the name, GenBank accession number and version of each sequence in Table 7 . Table 8 displays the number of annotated START/STOP codons on the primary and complementary strands of each chromosome, as well as the total in the duplex as a whole.
B Measuring deviation from Markovianness
As mentioned at the end of Section 2, even though we have shown Markovianness of the annotated sequence of START and STOP codons, we can illustrate this phonomenon in a less rigourous way. We have found statistics which are sensitive to deviations from Markovianness in sequences of finite symbols. We begin by describing one of these measures and demonstrate it using simulated Markovian and non-Markovian data. Then, we shall compare this measure for annotated START/STOP codons in bacterial DNA sequences with the same measure applied to simulations of Markovian and non-Markovian sequences possessing similar statistical properties to those derived from the annotation data.
Let (X t :t = 0, 1, …) be a sequence of symbols in I, where I is the set of START/STOP codons for a bacterial genome.
If the sequence (X t ) has the Markov property, then
for all integers t > 0 and symbols i 0 , …, i t-2 , i, j, k∈I. Multiplying both sides of (8) by P(X t = j, X t-1 = i, X t-2 = i t-2 , …, X 0 = i 0 ) and summing over i 0 , i 1 , …, i t-2 ∈I, it can be seen that the Markov property implies Assume that (X t ) is started according to a stationary distribution π. Then the above quantity does not depend on t and we can write it in the more compact form
[ij] and [ijk] denote the cylinder sets of length one, two and three symbols respectively. Therefore,
.
Note that the converse is not true, that is, M 3 (i, j, k) = 0 for all i, j, k∈I does not imply that (X t ) is Markovian. We claim that in spite of this limitation it is still worthwhile considering M 3 (i, j, k). Firstly, since genes are generally very long sequences of codons, symbols in (X t ) separated by three or more lags, e.g., X t and X t-3 , not only abut different coding sequences, but may correspond to distant loci in the original DNA sequence. Given that it is not totally unreasonable to suppose that a greater seperation between loci on a strand is generally Table 8 Numbers of annotated START/STOP codons on the primary and complementary strands of 13 bacterial chromosomes. NC_000913  4058  4284  8342  NC_000915  1528  1606  3134  NC_002952  2560  2730  5290  NC_004342  3626  3192  6818  NC_004343  320  266  586  NC_011900  1910  2070  3980  NC_014479  3844  4276  8120  NC_016445  2750  2860  5610  NC_016446  1162  918  2080  NC_016516  2234  2232  4466  NC_016832  4806  4574  9380  NC_017160  3430  3810  7240  NC_020089  4006  3962  7968 The last column displays the total number of START/STOP codons annotated on the duplex.
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accompanied by a reduction in dependence between them, it follows that the dependence between symbols in (X t ) is more likely to decrease as the distance that separates them increases. Secondly, we will also repeat the present analysis using a function of four consecutive symbols in (X t ) analogous to M 3 (i, j, k). It is straightforward to estimate the quantities M 3 (i, j, k) for a sequence by counting the occurrences of single codons, pairs of codons and groups of three codons. If N i , N ij and N ijk denote the numbers of i, ij and ijk, respectively, then M 3 (i, j, k) can be estimated by Next, for a finite sequence (Z t :t = 0, 1, …, n), let q Z (p) denote the quantile function, that is,
Finally, we define the stochastic process (Y t :t = 0, 1, …, n). To do this, we require that the symbols in I are ordered in some way. The order does not matter, we merely need to be able to say for i, j∈I that either i comes before j or j comes before i. Let i denote the symbol in I that comes before all others in I. Then, the latent AR(2) process is then defined as
Due to the way Y has been constructed, π is its invariant state distribution. Also, Y will be Markovian if and only if Z is Markovian (equivalently, λ 2 = 0). To obtain a non-Markovian sequence, we simulated a sequence X 3 of START and STOP codons from the latent AR(2) process described above. In order to obtain a non-Markovian sequence with the same distribution of symbols as X 1 , we set λ 1 = -0.2 and λ 2 = 0.4, and estimated π from X 1 .
In Figure 2 , the densities of the deviations 3 M for the sequences derived from E. coli and the Markov chain simulation are fairly similar. Their statistics S 3 are also comparable. In contrast, the density of 3 M for the non-Markovian simulation has much longer tails and exhibits much greater dispersion. The xaxis of the third plot in the figure has been truncated to the interval [-0.005, 0.005] to maintain clarity and allow for easy comparison with the other two densities. All three graphs have been plotted on the same scale also for this reason. Prior to truncation, the density of 3 M for the non-Markovian sample spanned the interval [-0.019, 0.0327] and 14 data points are omitted by the truncation. The measure S 3 for the simulated latent AR(2) process is almost an order of magnitude larger than it is for the other two cases. Table 9 displays the value of S 3 computed on the primary strand of the 13 bacterial DNA sequences. The second column shows S 3 derived from genome annotation data. The third and fourth columns show the measure of deviation from Markovianness as applied to Markovian and non-Markovian sequences respectively simulated as described above. For each of these columns, a sequence of the same length as the annotated START/STOP codons was simulated 1000 times and the mean value of S 3 over the 1000 replications is shown in the table. For the non-Markovian case, the autoregressive parameters λ 1 and λ 2 were selected uniformly at random from the set of values that give rise to a stationary AR(2) process for each simulation. It is quite evident that the values of S 3 for the annotation data and the Markovian simulations are of the same order of magnitude while the non-Markovian simulations result in values of S 3 that are from twice to an order of magnitude greater. The final column in the table shows the length of the sequence of START and STOP codons annotated for each of the DNA sequences. There appears to be no relationship between the length of the START/STOP codon sequence and any of the measures of deviation from Markovianness calculated, so S 3 does not seem to be overly sensitive to this length. Performing the same analysis on the complementary strands yields similar results which are shown in Table 10 .
As commented above, M 3 (i, j, k) = 0 (equivalently, the standard deviation of M 3 ) is necessary for (X t ) to be Markovian, but it does not imply Markovianness. This is because the Markov property holds for histories of arbitrary length, not merely lengths of one or two. In order to compensate in part for this weakness in our measure of deviation from Markovianness, we can also consider Markovianness in terms of codon quadruplets. In this case, [ijkl] is the cylinder set for quadruplet ijkl. We define Table 9 A measure of Markovianness based on a codon-triplet analysis applied to the annotated START and STOP codons on the primary strand sequences of bacterial genomes, together with Markovian and non-Markovian simulations.
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is Markovian, then M 4 (i, j, k, l) = 0 for all i, j, k, l∈I. We note that for most of the bacteria we examined, the alternating nature of their sequences of START and STOP codons means that a minimum of 1134 elements of M 4 = (M 4 (i, j, k, l):i, j, k, l∈I) will be zero, regardless of whether or not the sequence of STARTs and STOPs is Markovian. In a manner similar to the case for M 3 , we can estimate M 4 (i, j, k, l) by 4 ( , , , ) ,
where N ijkl is the number of times ijkl appears in (X t ), which is once again treated as circular. Furthermore, the constitutes a measure of deviation from Markovianness in terms of codon quadruplets analogously to S 3 for codon triplets. We repeated the experiments for codon triplets shown in Tables 9 and 10, but using S 4 instead of S 3 as the measure of deviation from Markovianness. The results for the primary strand of each chromosome are displayed in Table 11 while those for each complementary strand appear in Table 12 . As was the case for the experiments shown in Tables 9 and 10, both sets of results are consistent and provide a way of visualising the Markovian nature of the sequence of START/STOP codons.
C Transition matrices for the annotated START/STOP sequences
Here we display the transition matrices estimated for the sequence of START/STOP codons on the primary and complementary strands of the 13 bacterial chromosomes studied. 1. Escherichia coli str. K-12 substr. MG1655, complete genome In the estimated START/STOP transition matrices for the primary and complementary strands of E. Coli K-12, there appear two anomalous entries in the top-left corner of each matrix. Inspection of the annotation (NC_000913.2) available from GenBank reveals that the 603rd gene on the primary strand spans loci 1204594-1205365 relative to the 5′ end. It starts with GTG and finishes with an ATG codon.
Similarly, the two non-zero elements in the top-left corner of the transition matrix estimated for the complementary strand are explained by the 473rd gene on the complementary strand. This gene spans loci 1077648-1077866 relative to the 5′ end of the complementary strand. It starts with an ATG codon and finishes with a GTG codon. 
