Let Y be a Ornstein-Uhlenbeck diffusion governed by a stationary and ergodic 
Introduction
The discrete time models Y = (Y n , n ∈ N) governed by a switching process X = (X n , n ∈ N) fit well to the situations where an autonomous process X is responsible for the dynamic (or regime) of Y . These models are parsimonious with regard to the number of parameters, and extend significantly the case of a single regime. Among them, the so-called Markov switching ARMA models are popular in several application fields, e.g. in econometric modeling (see [4] ). More recently continuous-time version of Markov-switching models have been proposed in [1] and [3] , among others where ergodicity conditions are established. Here we investigate the tail property of the stationary distribution of this continuous-time process. One of the main results states that this model can provide heavy tails which is one of the major features required in nonlinear time series modeling.
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Linear diffusion with Markov switching and main Theorems
The diffusion with Markov switching Y is constructed in two steps:
First, the switching process X = (X t ) t≥0 is a Markov jump process defined on a probability space (Ω, A, Q), with a finite state space E = {1, . . . , N }, N > 1. We assume that the intensity function λ of X is positive and the jump kernel q(i, j) on E is irreducible and satisfies q(i, i) = 0, for each i ∈ E. The process X is ergodic and will be taken stationary with an invariant probability measure denoted by µ.
Secondly, let W = (W t ) t≥0 be a standard Brownian motion defined on a probability space (Θ, B, Q ), and F = (F t ) the filtration of the motion. We will consider the product space (Ω × Θ, A × B, (Q x ⊗ Q )), P = Q ⊗ Q and E the associated expectation. Conditionally to X, Y = (Y t ) t≥0 is a real-valued diffusion process, defined, for each ω ∈ Ω by:
Thus (Y t ) is a linear diffusion driven by an "exogenous" jump process (X t ).
We say a continuous or discrete time process S = (S t ) t≥0 is ergodic if there exists a probability measure m such that when t → ∞, the law of S t converges weakly to m independently of the initial condition S 0 . The distribution m is then the limit law of S. When S is a Markov process, m is its unique invariant law.
In [3] , it is proved that the Markov-switching diffusion Y is ergodic under the
Note that Condition (2) will be assumed to be satisfied throughout the paper and we denote by ν the stationary (or limit) distribution of Y . 
Note that the two situations from Theorems 2.1 and 2.2 form a dichotomy.
Moreover the characteristic exponent s 0 in the heavy tail case is completely determined as follows. Let
Then s 0 is the unique s ∈]0, s 1 [ such that the spectral radius of M s equals to 1.
Discretization of the process
Our study of Y is based on the investigations of its discretization Y (δ) as in [3] . First we give an explicit formula for the diffusion process. For 0 ≤ s ≤ t,
The process Y has the representation:
and for 0 ≤ s ≤ t, Y satisfies the recursion equation:
It is useful to rewrite this recursion as:
where ξ s,t is a standard Gaussian variable, function of (W u , s ≤ u ≤ t), and
For δ > 0, we will call discretization at step size δ of Y the discrete time
follows an AR(1) equation with random coefficients:
with
where (ξ n ) is a standard Gaussian i.i.d. sequence defined on (Θ, B, Q ). Note that under Condition (2), all these discretizations are ergodic with the same limit distribution ν (see [3] ).
Sketch of the proof
The limit distribution ν is also the law of the stationary solution of Eq. (4).
To investigate the behaviour of its tail, we use the same renewal-theoretic methods as [5] , [7] and [2] . In these works, the coefficients (Φ n ) form an i.i.d.
sequence. Here the sequence (Φ n ) is neither i.i.d nor a Markov chain. Indeed we know only the conditional independence between Φ n and Φ n+1 given X nδ .
We thus need to adapt the mentioned methods to this special situation. Our problem leads to a system of renewal equations, and we use a new renewal theorem for systems of equations reported in [8] .
