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Abstract
Antarctic Bottom Water (AABW) is one of the densest and most voluminous water masses
of the global ocean. It forms the lower limb of the global overturning circulation and
plays an important role in transporting carbon, heat and freshwater sequestered from the
atmosphere to the deep ocean. Surface buoyancy fluxes modulate the production of AABW
through the formation of Dense Shelf Water (DSW) on the Antarctic continental shelf. The
DSW flows down the continental slope as an overflow, entraining ambient Circumpolar
Deep Water (CDW), to form AABW. The AABW spreads through the abyssal ocean,
influencing global deep stratification, water properties and circulation over centennial,
and even millennial, time scales
While surface fluxes play a key role in defining AABW production rates, the role of
varying surface fluxes in influencing AABW properties and variability remains uncertain.
Broad scale observational analysis of AABW processes is hindered by the extreme condi-
tions particular to the Southern Ocean and Antarctic regions, and climate models struggle
to accurately represent AABW formation processes. The difficulty climate models have in
representing AABW formation originates from challenges in simulating DSW formation
and the resultant overflow. Through both observational analysis and novel model devel-
opment, this thesis provides insight into the role of varying surface fluxes in controlling
AABW responses and feedbacks, and the limitations of climate models in representing
such responses.
A coarse resolution sector model of the Atlantic Ocean is developed to aid in testing
the limitations of climate model representation of AABW formation. With realistic forcing
and bathymetry, the sector model efficiently emulates climate model processes and allows
AABW sensitivity to overflow parameterisations to be assessed. While AABW proves
relatively insensitive to most current generation overflow parameterisations, understanding
the importance of DSW formation in defining AABW’s role in a changing climate remains
an important challenge.
Increased horizontal and vertical resolution allows the sector model to maintain DSW
as the dominate mode of AABW formation. Under such formation conditions, the influ-
ence of varying surface buoyancy fluxes on DSW sourced AABW is assessed. Increased
buoyancy fluxes decrease the cross-shelf exchange of DSW and CDW. The reduced ex-
change cools DSW and propagates changes to the abyssal ocean, driving a decadal scale
variability of AABW.
The role of surface buoyancy variations in driving the cross-shelf exchange and AABW
production, is further revealed at seasonal time scales through an observational analysis
of circulation on the Ade´lie Land continental shelf, East Antarctica. The seasonality
of surface buoyancy fluxes leads to enhanced cross-shelf exchange of DSW and CDW in
vii
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winter, at an order of magnitude larger than that in summer. The enhanced exchange
sets up a cyclonic flow on the shelf and highlights the influence of buoyancy fluxes in
controlling circulation on the continental shelf.
The influence of surface buoyancy fluxes on AABW formation, shelf circulation and
cross-shelf exchange, occurs through inclusion of DSW sourced AABW, a process absent
from most climate models. Without correct representation of AABW formation mech-
anisms, climate models are missing key responses and feedbacks driven from changes
in surface fluxes. On-going work into climate model development of AABW formation
processes is thus essential to develop an increased understanding of AABW dynamics,
variability and response to climate change.
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Chapter 1
Introduction
1.1 The Southern Ocean and the Meridional Overturning
Circulation
Covering 71% of the worlds surface, the oceans are a significant mitigator against human
induced climate change. With a heat capacity a thousand times that of the atmosphere
(Bindoff et al., 2007), the oceans absorb 80-93% the excess heat produced by climate
warming (e.g. Bindoff et al., 2007; Purkey and Johnson, 2010; Bindoff et al., 2011; Church
et al., 2011; Levitus et al., 2012) as well as 20-35% anthropogenic carbon dioxide emissions
(Fletcher et al., 2006; Khatiwala et al., 2009; Bindoff et al., 2011). The Southern Ocean,
while comprising only about 20% of the ocean surface, maintains significant influence over
the climate system.
The Southern Ocean alone sequesters over 40% the total oceanic anthropogenic CO2
(Gruber et al., 2009; Khatiwala et al., 2009), and plays an important role in global heat
uptake and distribution. Commonly defined as the region south of 30◦S, the Southern
Ocean circulation is unique and complex. The Antarctic Circumpolar Current (ACC), the
largest zonally unbounded ocean current in the world, encircles Antarctica and connects
the ocean basins. With a transport of 137 Sv through Drake Passage (Meredith et al.,
2011), this eastward flow through the Southern Ocean provides the conduit permitting a
global circulation; the meridional overturning circulation (MOC).
The MOC regulates the poleward transport of heat, the sequestration of carbon and
freshwaters from the atmosphere and the distribution of nutrients throughout the ocean.
Playing a significant role in influencing the earths climate, the MOC is essential in estab-
lishing both regional and global climate patterns and thus a principal player in defining
future climate change. In the simplest view, the MOC can be broken down into two
counter-rotating zonally averaged cells (Figure 1.1); referred to simply as the upper and
lower cells (Marshall and Speer, 2012). Increased understanding of the water masses defin-
ing the MOC cells and their response to a changing climate is essential for understanding
future impacts.
Antarctic Bottom Water (AABW) and North Atlantic Deep Water (NADW), form
the major components of the lower cell of the MOC (in addition to southward flowing
Indian and Pacific Deep Waters; IDW and PDW respectively; Talley, 2013). AABW,
formed through buoyancy losses around Antarctica (Section 1.2), overflows to the abyssal
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Figure 1.1: Representation of the meridional overturning circulation. Background contours are
zonally averaged temperature of the Atlantic Sector model described in Chapter 3, illustrating the
sinking of cold dense water at the poles. Water masses are Antarctic Intermediate Water (AAIW),
North Atlantic Deep Water (NADW) and Antarctic Bottom Water (AABW). Red arrows indicate
heat fluxes and blue salt fluxes (positive is into the ocean surface). The black arrows indicate the
direction of the upper and lower cell circulation.
ocean and creates the largest water mass on the globe (36% of the ocean volume; Johnson,
2008). NADW, formed through convection and the northward advection of salt within
the North Atlantic (Section 1.2), descends to the deep Atlantic (≈2000-3000 m; Talley
et al., 2011) and traverses southward to the Southern Ocean. Much of the NADW (as
well as IDW and PDW) is (adiabatically) upwelled in the Southern Ocean through wind
driven divergence (Marshall and Speer, 2012). The upwelled water forms the dominant
constituent of Circumpolar Deep Water (CDW).
Understanding of the upwelling of AABW, however, is fraught with uncertainty. In-
terior mixing across diapycnal surfaces is necessary to vertically transform the northward
flowing AABW into the same density class as the overlying southward return flow. The
characteristics of this diapycnal mixing however, thought predominately driven by topo-
graphically induced turbulent mixing (Marshall and Speer, 2012; Nikurashin and Ferrari,
2013), remain poorly understood.
Antarctic Bottom Water and North Atlantic Deep Water form some of the most sig-
nificant distributors of ocean energy, carbon, heat and nutrients. Current estimates put
AABW contributions at 10-16% of the recent global ocean heat uptake (Purkey and John-
son, 2010, 2012), 0.053 mm yr−1 corresponding thermal sea-level rise (or 9% of the global
thermal sea-level rise; Purkey and Johnson, 2010), and a significant sink of atmospheric
carbon (R´ıos et al., 2012). NADW on the other hand uptakes more than 40% the Atlantic
anthropogenic carbon (Steinfeldt et al., 2009). Any changes in volume or characteristics of
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either of these water masses will potentially have profound impacts on the future climate.
Focusing predominantly on AABW, this thesis attempts to develop an increased un-
derstanding of AABW formation processes and the influence of varying surface fluxes
through both large scale modelling and regional observations. We rely on climate models
to assess how current changes will propagate into the future. However, no current gen-
eration climate model reproduces AABW formation processes accurately (Heuze´ et al.,
2013). Significant biases may thus appear in climate projections, resulting in inaccurate
attribution of Southern Ocean, Antarctic shelf and MOC feedbacks. Through assessing
the challenges climate models have in simulating AABW volume and properties, we gain
an increased understanding of how particular processes impact AABW formation, while
developing an appreciation for the physical and climatic implications of climate model
limitations.
1.2 AABW and NADW formation
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Figure 1.2: Pathways of AABW into the interior ocean (blue arrows), based on Orsi et al. (1999a,
2002); Rintoul (2007); Nicholls et al. (2009); Ohshima et al. (2013); van Wijk and Rintoul (2014);
Talley et al. (2011). The colour-bar indicates ocean bottom depth, with black regions representing
land and grey regions the relevant ice-shelves.
Antarctic Bottom Water is formed in only a few key regions around Antarctica (Chap-
ter 1.3 and Figure 1.2). Sustained sea-ice free regions, known as polynyas, are essential
in the formation process. Sea-ice advection is primarily driven by ocean currents and the
katabatic winds flowing off the Antarctic continent. Coastal polynyas form through land
fast topographic features blocking and diverting the westwardly advected sea-ice (Figure
1.3). Sea ice formed within the polynya is thus advected out without a compensating in
flow. The cold katabatic winds encourage continual sea-ice formation within the polynya,
allowing these regions to become ‘ice factories’ during winter. Due to the difference in
salinity of sea-water (≈34.5; salinities in this thesis use the practical salinity scale) and
sea ice (≈10), the production of sea ice leads to a net negative freshwater flux and pos-
itive salt flux into the water, known as brine rejection. The cold water temperatures
common around Antarctica and the non-linearities in the equation of state, mean salinity
3
becomes the main determinant of sea-water density. Winter brine rejection within key
polynyas, leads to the accumulation of very salty, dense waters, known as Dense Shelf Wa-
ter (DSW), on the Antarctic continental shelf. Under suitable conditions in which DSW
is dense enough (e.g. 27.88 kg m−3; Bindoff et al., 2001) compared to the adjacent ocean,
the DSW may spill over the continental shelf, and descend the continental slope to form
AABW. The process of DSW descent down the continental slope is known as an overflow.
The overflowing water mixes and entrains with overlying CDW, decreasing the density
and increasing the volume of the overflowing water until the final abyssal water mass has
almost doubled in volume compared to the initial overflow state (Orsi et al., 1999a).
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Figure 1.3: Representation of the formation of DSW (thick blue arrow) on the Antarctic continen-
tal shelf, with the exchange of Circumpolar Deep Water (CDW; yellow arrows), and the katabatic
winds coming of the Antarctic continent (grey arrows). Cooling is represented by the red arrows
and brine rejection upon sea-ice formation by the small blue arrows.
While there are similarities between AABW and NADW formation and overflow, sig-
nificant distinctions exist. The bulk of the NADW is formed in the Nordic and Labrador
Seas (Figure 1.4 and Marshall and Schott, 1999; Talley et al., 2011). Warm salty water,
advected to the Nordic Seas via the North Atlantic Current, is cooled during winter. The
cool salty waters forming at the surface are denser than those below, initiating open-ocean
convection. The dense Nordic Sea waters flow southward whereby it overflows into the
deep ocean through the confined Denmark Strait and the Faroe Bank Channels, forming
the initial constituent of NADW. This water flows westward around Greenland, where it is
supplemented by Labrador Sea convection and the intensely salty Mediterranean Outflow
Waters (MOW), before continuing southward on its route to the Southern Ocean (Talley
et al., 2011). Total southward flow of NADW across 26.5◦N is reported at around 13-18 Sv
(McCarthy et al., 2012), subject to both inter-annual and decadal variability.
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Figure 1.4: Representation of the formation of NADW. Small blue arrows indicate cooling and
evaporation in the Nordic Seas. Surface waters are presented as red arrows and NADW source
water and overflow as thick blue arrows.
1.2.1 AABW formation and Open-Ocean Convection
Buoyancy losses over the Weddell Sea are potentially an example of a secondary mode of
AABW formation (Gordon, 2001). Under conditions whereby increased CDW upwelling
occurs (such as over the Maud Rise in the Weddell Sea), the warm waters rising to the
surface may hinder the formation of sea ice and allow open-ocean polynyas to form (Figure
1.5). Strong offshore winds (such as may occur in negative Southern Annual Mode phases)
maintain surface cooling and evaporation within the polynya. These buoyancy losses allow
dense waters to form at the surface and convect to depth, of which a portion may flow
northward and form a component of AABW.
The Weddell Sea polynya was observed in the 1970s, but not in subsequent decades.
During periods when the Weddell polynya was active, Gordon (2001) suggest that at most
1-3 Sv of AABW could be formed through open-ocean convection. As a relatively minor
and intermittent mode of AABW formation, open-ocean convection may be considered of
secondary importance when assessing the role of AABW in a changing climate. However,
most Coupled Model Intercomparison Project Phase 5 (CMIP5) models rely solely on
open-ocean convection to form AABW (Heuze´ et al., 2013), a physical bias of which the
influences on model representation of AABW are discussed in Chapter 3.
1.2.2 Overflows
Antarctic Bottom Water and North Atlantic Deep Water overflows are influenced by a
range of physical processes; bathymetric steering (Muench et al., 2009; Ilicak et al., 2011),
tides, bottom friction (Price and Baringer, 1994), vertical shear, Coriolis effects, hydraulic
control over sills/straits (Girton and Sanford, 2006), and of course, buoyancy. The negative
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Figure 1.5: Processes involved in open-ocean convection. Red arrows indicate Circumpolar Deep
Water (CDW) and blue Antarctic Bottom Water (AABW). The black arrow indicates the offshore
katabatic winds. SAM; Southern Annual Mode.
buoyancy of the shallow water masses accelerates the flow downslope, sometimes enhanced
via cabbelling and thermobaric processes (Gordon et al., 2004). Vertical shear between
the downslope flow and the ambient water above, as well as bottom Ekman transport,
creates turbulent mixing and entrainment of the ambient water mass into the bulk flow
(Legg, 2012; Hirano et al., 2015). Entrainment of ambient fluid increases the volume and
decreases the density of the downslope flow until it reaches either the ocean bottom (as
with AABW) or intrudes into the ocean interior at its neutral buoyancy level (as with
NADW).
Coriolis forces act to steer overflowing waters westward under geostrophy, with both
bottom friction and baroclinic instabilities (Cenedese et al., 2004) inducing cross isobathic
flow that allow the waters to descend to the deep/abyssal ocean. As the overflow is con-
strained against the ocean bottom, its pathway is significantly influenced by topographic
features such as canyons and ridges. Topographic steering is most pronounced in the
NADW overflows that are confined to the Denmark Strait and Faroe Bank Channel, while
AABW overflows are more dispersed along the continental slope. The different role to-
pography plays in defining AABW and NADW overflows proves key to influencing their
representation in climate models (Chapter 2).
1.2.3 Antarctic Slope Front and Cross-Shelf Exchange
While the mechanisms controlling DSW formation and subsequent overflows are reason-
ably well founded, our understanding of the processes by which the water masses exchange
volume across the continental shelf break is still under development. The cross-shelf ex-
change influences shelf water properties that are the precursor to AABW, and controls
the volume of DSW flowing off the shelf. Wind stress, buoyancy differences and eddies
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each play a role in the cross-shelf exchange, though the relative importance of each is still
poorly understood (Stewart and Thompson, 2015; Snow et al., 2016a).
Winds in the Southern Ocean may be split into two distinct regimes; the strong west-
erly winds between 40-60◦S that drive Ekman downwelling north of ∼50◦S and upwelling
to the south, and the coastal easterlies surrounding much of Antarctica that drive an on-
shore Ekman transport and subsequent downwelling. The downwelling leads to downward
sloping isopycnals across the shelf break, known as the Antarctic Slope Front (ASF Ja-
cobs, 1991). The horizontal pressure gradients set up in the slope front drive an easterly
geostrophic flow along the continental shelf edge. This ASF partially isolates continental
shelf waters from warm offshore CDW (Stewart and Thompson, 2012, 2013) and plays a
crucial role in modulating CDW fluxes onto the continental shelf and under ice-shelves.
In regions where DSW spills over the continental shelf edge, isopycnal surfaces are
forced to tilt downward from the shelf edge to the open-ocean. The counteracting isopycnal
forcing of the wind driven Ekman pumping and the buoyancy driven DSW, produce a ‘V’-
shaped isopycnal at the shelf break (Figure 1.6 and e.g. Thompson and Heywood, 2008).
Such a unique isopycnal construct provides a pathway for CDW to flow directly on-shelf
via mesoscale eddy transport (Thompson et al., 2014; Stewart and Thompson, 2015) and
hence is an important component defining shelf water properties and AABW formation.
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Figure 1.6: Representation of the V-shaped Antarctic Slope Front (ASF). Black lines are isopycnal
surfaces, with blue arrows representing Antarctic Bottom Water (AABW), orange representing
Circumpolar Deep Water (CDW) and red representing Antarctic Surface Water (AASW).
Weakened easterly winds have been shown to weaken the slope front, increase the
shoreward flux of CDW (Spence et al., 2014) and influence the strength of the abyssal
overturning (Stewart and Thompson, 2012, 2013). However, few studies consider the
role of buoyancy (with the exception of Stewart and Thompson, 2015) in the cross-shelf
exchange process and indeed none within a realistic domain. Knowledge of what drives
the cross-shelf exchange is important in attaining an increased understanding of the role
of AABW in the climate. Chapters 3 and 4 investigate the role of buoyancy in influencing
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the cross-shelf exchange process across both seasonal and decadal time scales. Chapter 3
numerically investigates how changing buoyancy fluxes influence the exchange and Chapter
4 relates the buoyancy driven exchange back to an observational study of an AABW
formation region (Ade´lie Land; Section 1.3.3).
1.3 AABW Pathways
Due to the necessity of polynya formation in AABW production, AABW is formed in only
a few key locations around Antarctica (the Weddell and Ross Seas, Ade´lie Land and Cape
Darnley). To put AABW in context to the global climate, we briefly review the formation
locations, along with the resultant AABW pathways into the ocean interior.
1.3.1 The Weddell Sea
The Weddell Sea is considered a dominant source of AABW (producing 60% of the global
AABW; Orsi et al., 1999a). The important role the Weddell Sea plays in AABW produc-
tion motivated the development of the Atlantic Sector model used in upcoming chapters.
Weddell Sea Deep Water is the primary constituent of the Weddell Seas contribution to
Atlantic AABW. This water mass is formed through interaction of overlying Warm Deep
Water (a mixture of cool, fresh ambient waters and CDW that inflows along the southern
limb of the Weddell Gyre; Gordon, 2001) and Weddell Sea Bottom Water. Weddell Sea
Bottom Water is thought too dense to traverse northward over the South Scotia Ridge
(Naveira Garabato et al., 2002; Nicholls et al., 2009), and instead turns eastward along
the upper arm of the Weddell Gyre.
Weddell Sea Deep and Bottom waters are formed at three key locations within the
Weddell Sea; the Filchner-Ronne Ice Shelf, the Larsen C ice shelf and within the Weddell
gyre itself. The Filchner-Ronne Ice Shelf is the primary AABW formation region (e.g.
Foldvik et al., 2001, 2004; Nicholls et al., 2009). Polynyas maintained along the shelf front
(Foldvik et al., 2001; Renfrew and King, 2002) via katabatic driven sea-ice divergence,
along with the slower sea-ice growth seaward of the ice shelf (Nicholls et al., 2009), allow
DSW production on the continental shelf. DSW interacts with the base of the ice shelf,
forming and mixing with Ice Shelf Waters (ISW; water below the surface freezing tem-
perature), before a portion outflows over the Filchner Sill (Figure 1.2 and Nicholls et al.,
2009; Darelius et al., 2014) to form AABW.
On the western side of the Weddell shelf, the Larsen Ice Shelf has recently been identi-
fied as an AABW formation region (e.g. Huhn et al., 2008; van Caspel et al., 2015). Shelf
waters interacting with the Larsen Ice Shelf and subsequent ISW production contribute
around 1.1 Sv of Weddell Sea Deep Water (compared to the 3.9-4.3 Sv formed off the
Filchner-Ronne Ice Shelf; Foldvik et al., 2004; Huhn et al., 2008).
Antarctic Bottom Water formed in the Weddell Sea flows over the South Scotia Ridge
into the Argentine Basin (Figure 1.2), before flowing through the constricted Vema Chan-
nel and into the Brazil Basin (Talley et al., 2011). At the equator, some AABW splits
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off eastward through the Romanche Fracture Zone, while the rest continues northward on
the western side of the Mid-Atlantic Ridge (Figure 1.2 and Talley et al., 2011), spreading
its fingers throughout the Atlantic.
An additional, sometimes controversial, AABW formation mechanism is that of the
Weddell polynya (e.g. Gordon, 2001; Lavergne et al., 2014). The Weddell polynya, ap-
pearing intermittently in the 1970’s (Casey, 1980), was believed to be maintained through
both open-ocean convection (Section 1.5) and topographically induced upwelling of Warm
Deep Water. However, the Weddell polynya has not reappeared in recent decades, poten-
tially a result of Southern Ocean freshening (Lavergne et al., 2014) and a positive shift
in the Southern Annual Mode (SAM; Gordon et al., 2007), making the Weddell polynya’s
role in AABW formation difficult to assess.
1.3.2 The Ross Sea
The Ross Sea produces around 25% the total AABW export (Orsi et al., 2002). Dense Shelf
Water within this region is formed primarily via the Terra Nova Bay polynya (Budillon
and Spezie, 2000; Fusco et al., 2009; Rusciano et al., 2013; Ciappa et al., 2012) maintained
by blocking of the Drygalski Ice Tongue (Fusco et al., 2009). The DSW accumulating on
the shelf flows northward through the Dryglaski Trough (Gordon et al., 2004; Budillon
et al., 2006; Gordon, 2009) or moves southward towards the Glomar-Challenger Trough
(Figure 1.2 and Rubino et al., 2003; Gordon, 2009; Budillon et al., 2011). Splitting into
a number of branches in the abyssal ocean, AABW flows eastward with the ACC, moves
northward into the southeast Pacific Ocean (Sasai et al., 2005), or continues eastward into
the Australian Antarctic Basin, hugging the continental slope (Figure 1.2 and Orsi et al.,
1999a, 2002)
1.3.3 Ade´lie Land Bottom Water
Prior to the discovery of the importance of the Ade´lie Land in forming AABW, a broad
continental shelf, such as that in the Ross and Weddell Seas, was thought necessary for
AABW formation (Rintoul, 1998). The continental shelf constrained the water masses and
enhanced residence time, increasing winter densification. The Ade´lie region, on the other
hand, contains a narrow continental shelf (about 100 km wide) and was initially assumed
insignificant to AABW formation. However, Rintoul (1998), and many subsequent studies
(e.g. Fukamachi et al., 2000; Marsland et al., 2004; Kusahara et al., 2010; Williams et al.,
2010; Lacarra et al., 2011), revealed the Ade´lie region was indeed an important AABW
producer; estimating AABW production rates at around 5-25% (Rintoul, 1998; Williams
et al., 2008). Chapter 4 of this thesis employs an observational analysis of the Ade´lie
region, assessing the drivers of the shelf circulation and extending the analysis to the
broader spectrum of AABW formation regions, thus it is worthwhile to review this region
in detail.
Ade´lie Land Bottom Water is produced through the activity of the Mertz polynya. The
extension of the Mertz Glacier Tongue (MGT; Figure 1.7a,b) into the westwardly drifting
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sea ice maintained the polynya; previously the third largest sea-ice producer in the world
(Tamura et al., 2008). A second smaller polynya to the east was sustained by the blocking
of a grounded iceberg (labelled B9B) and the surrounding fast ice. While the continental
shelf in these regions is narrow compared to that of the Weddell and Ross, the Mertz
and Ade´lie Depressions each provide reservoirs for the accumulation of the DSW that
contributes to the global AABW budget. The resultant AABW travels westward within
boundary currents before splitting off north along the southwestern rim of the Australian
Antarctic Basin and into the Indian and Pacific Oceans (Figure 1.2 and Mantyla and Reid,
1995; Nakano and Suginohara, 2002; Fukamachi et al., 2010; Masuda et al., 2010).
In February 2010, a dramatic change to the Ade´lie Land icescape occurred. The release
of iceberg B9B from within the fast ice advected it into the eastern side of MGT, calving
the MGT (Figure 1.7c,d). No fixed ice/topographic barrier now remains east of the Ade´lie
Depression, and sea-ice production has decreased by 20-40% in 2011 (Tamura et al., 2012;
Nihashi and Ohshima, 2015). B9B is now located in Commonwealth Bay on the western
edge of the Ade´lie Depression (Figure 1.7d) and inhibits the removal of sea ice from the
Mertz polynya region (Tamura et al., 2012). Reduced polynya activity along with ice
breakup and melt following the calving, led to significant freshening, potentially reducing
DSW production and AABW export by up to 23% (Kusahara et al., 2011b).
The DSW in part insulates the ice-shelf from the on-flowing Modified Circumpolar
Deep Water (MCDW). Reduced DSW production thus may increase ice shelf melt rates
(Cougnon et al., 2013). With Ade´lie region AABW changes potentially influencing the
warming of the abyssal North Pacific on decadal time scales (Masuda et al., 2010), a greater
understanding of the drivers of the regional change, water properties and circulation is
important in establishing the role AABW plays in a changing climate (Chapter 4).
1.3.4 Cape Darnley
A final AABW formation region, known as the ‘fourth AABW’, has recently been recog-
nised at Cape Darnley (Ohshima et al., 2013). For much of the past decade, an elusive
AABW source near the Weddell-Enderby Basin had been sought after. Hypothesis put
the Prydz Bay as the likely source (Orsi et al., 1999a; Yabuki et al., 2006), however hydro-
graphic measurements in the region proved inconclusive as to its role (if any) in AABW
production (Meijers et al., 2010). Tamura et al. (2008) highlighted the potential of the
Cape Darnley region, showing that the Cape Darnley polynya (west of the Amery Ice
Shelf) was the second highest sea-ice producer of all Antarctic coastal polynyas. Subse-
quent modelling studies promoted Cape Darnley’s potential for DSW production (Kusa-
hara et al., 2010), with observational confirmation verifying it as an AABW source region
(producing 6-13% of the total AABW; Ohshima et al., 2013).
Recognition of DSW production in Cape Darnley again breaks the criteria suggest-
ing large continental shelves are necessary for AABW formation. These discoveries of
key AABW formation regions highlights how much remains to be discovered about the
fundamental processes defining AABW formation. Ohshima et al. (2013) propose that
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Figure 1.7: MODIS satellite images (Scambos et al., 2001) of the Mertz polynya region during a)
winter (17/07/06) and summer c-d). Summer images occur both b) before the MGT calving and
after the calving during c) 2011 and d) 2015.
other high-ice production polynyas along the Antarctic continental shelf may be capa-
ble of forming AABW but are as yet not directly observed. Sparse observations are a
significant hinderance in furthering our understanding of Southern Ocean processes. As
such, computational modelling has become fundamental in developing a more complete
picture of the dynamics controlling AABW circulation and formation. Given the signif-
icant changes AABW is currently experiencing (Chapter 1.5) and the potential impacts
on future climate, discrepancies in model physics could significantly influence future pro-
jections and our understanding of the role AABW plays in a changing climate (Chapter
3).
1.4 AABW formation in Climate Models
The main factor contributing to climate model biases in AABW formation results from
key processes that occur at sub-grid scales. Parameterisations exist to aid in AABW rep-
resentation, and indeed the first portion of this thesis focusses on overflow parameterisa-
tions, yet even with such parameterisations AABW formation remains poorly represented
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(Downes et al., 2011; Heuze´ et al., 2013; Downes et al., 2015). We discuss three key areas
recognised to influence AABW formation in climate models; polynya formation, overflows
representation and enhanced open-ocean convection.
1.4.1 DSW Formation
The flow of katabatic winds and the production of polynyas is key to DSW formation
(Chapter 1.2). Polynyas, however, are often at grid to sub-grid scales (e.g. the MGT was
about 80 km long and 1◦ resolution is equivalent to 50 km in that region). Hence, correctly
representing sea-ice production rates over polynya regions is a challenge. Further, the
precursor process of katabatic winds, that control both polynya characteristics and sea-ice
production, remains a significant challenge.
Climate models do not maintain atmospheric resolutions high enough to represent the
topographic structures that control katabatic flow (Jourdain and Galle´e, 2011; Sto¨ssel
et al., 2011; Zhang et al., 2015). Poor representation of katabatic winds significantly
influences AABW production in models (Barthe´lemy et al., 2012). Many models attempt
to rectify this bias through applying sea-surface salinity restoring on the Antarctic shelf.
However, the climatological information used in the restoring is based on measurements
taken within the most data sparse region in the world, and thus, the accuracy of such
restoring is uncertain and makes assessment of long-term climate change difficult.
Atmospheric model development is working towards improving katabatic wind repre-
sentation. Mathiot et al. (2010) suggests applying a direct adjustment to the models wind
field to account for the katabatics. Their correction is based on circulation simulated in
a mesoscale regional atmospheric model (Mathiot et al., 2010), and while the correction
does increase sea-ice production along the Antarctic coast, it does not account for seasonal
variation. As development continues to improve katabatic wind representation, there is
still a long way to go before atmospheric models complement observations.
Of all the current generation climate models available (specifically those of the Coupled
Model Intercomparison Project Phase 5; CMIP5), one-third do not produce DSW on
the Antarctic continental shelf (Heuze´ et al., 2013). As the dominant mode of AABW
formation, inability to form DSW may introduce biases and inaccurate attribution of
AABWs role within a changing climate (Chapter 3). DSW formation, however, is only
the first step in the AABW production process. Of the climate models capable of forming
DSW, none are able to move the DSW into the abyssal ocean to contribute to AABW
(Heuze´ et al., 2013).
1.4.2 Overflows
One of the most significant complications of z-coordinate climate models is the inherent
spurious mixing that occurs over the step-like topography (Figure 1.8). While much of the
sub-grid scale physics inherent to overflows (such as the frictional bottom boundary layer
physics, turbulent entrainment, etc.) may be partially accounted for by parameterisations
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(e.g. Killworth and Edwards, 1999), the unphysical convective mixing that occurs in
z-coordinate climate models presents an additional hurdle.
A series of overflow parameterisations exist for z-coordinate models to reduce the
spurious mixing and increase the volumes of dense water reaching the abyssal and deep
ocean. However, even with such schemes (many of which are discussed in Chapter 2), most
climate models struggle to reproduce the tracer and volume characteristics of AABW
expected from observations (e.g. Downes et al., 2011). In contrast, southward NADW
fluxes, which are similarly influenced by the overflow process, agrees well with observations
(Downes et al., 2011). Chapter 2 investigates how differing characteristics of the AABW
and NADW overflows, not accounted for in most overflow parameterisations, influence
model representation of these water masses.
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Figure 1.8: Representation of the convective mixing overflows experience on the step-like topog-
raphy of z-coordinate models.
1.4.3 Open-Ocean Convection
While no climate model reproduces AABW formation accurately (Heuze´ et al., 2013),
most still maintain some AABW within the abyssal ocean. In fact, about half the cur-
rent generation climate models produce accurate AABW temperature and density classes
(Heuze´ et al., 2013). However, the models rely on open-ocean convection to form AABW,
a relatively minor and rare AABW production process. How the climate’s response is
influenced by a reliance on open-ocean convection rather than shelf sourced AABW had
not been previously considered. Chapter 3 assesses the importance of DSW in establishing
AABW’s response to perturbed surface buoyancy fluxes, and from the results, it is clear
that in order to capture the complete spectrum of changes AABW induces in the global
ocean, the correct formation mechanisms must be accounted for in climate models.
1.5 AABW Changes
AABW is experiencing some of the most dramatic and widespread changes of all the
Southern Ocean water masses. Freshening, warming and potentially decreasing in volume,
AABW changes will likely have a profound influence on future climate.
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versus Fig. 9d of PJ10), arguably making this new cal-
culation the preferable method.
5. Freshwater, heat, and SLR budgets
Here we apply the basin means (Fig. 4) for water-
mass, heave, total S, and u trends over the entire
Southern Ocean, here defined as south of 308S, to eval-
uate their contributions to ocean freshwater budgets
(section 5a), global heat budgets (section 5b), and SLR
(section 5c). For basins and the entire domain, the
budget calculations are conducted from the bottom to
three upper bounds: climatological u 5 08C as a rough
proxy for the upper boundary of AABW (Foster and
Carmack 1976), 4000m for a deep-ocean estimate
where water properties are most strongly influenced
by AABW (Johnson 2008; following PJ10), and 2000m
to extended our analysis to the current maximum sam-
pling depth of Argo floats (e.g., Roemmich et al. 2009).
The basin-mean rates and errors are applied to the
climatological u and S fields (Gouretski and Koltermann
2004). The climatological u and S vertical profiles are
put onto a uniform 20-m-depth grid using a shape-
preserving piecewise cubic interpolation. Each basin-
mean rate and its standard deviation on the u grid (Fig. 4)
are interpolated onto the climatological u profiles at each
horizontal grid point, assigning all four rates and their
standard deviations as discussed above. Regions above
the CDW u maximum are not considered here since the
method used does not allow it. Given the focus onAABW
changes, this limitation is minor.
a. Freshwater budget
Herewe quantify the freshwater uptake owing to deep
water-mass changes in the deep Southern Ocean, in-
cluding in AABW, and compare its magnitude to that of
the excess mass flux off Antarctica in recent decades
from ice melt. We estimate the freshwater flux by cal-
culating the amount of freshwater Vfw necessary to add
to an initial volume Vi with initial salinity Si in order to
cause the water to freshen at the observed dSWM/dt over
a 1-yr period to a final salinity Sf. If salt is conserved and
we only change the salinity by adding freshwater to the
system to change Vi to a final volume Vf, then Vfw is
calculated as
Vfw5
ð
Vf 2Vi5
ð 
Si
Sf
2 1
!
dy , (1)
neglecting the relatively small change in density. Here
Si is the gridded climatological salinity (Gouretski
and Koltermann 2004) and Sf is calculated by applying
dSWM/dt for 1 yr at each climatological grid point. The
dy for each grid point is calculated as the volume of the
½8 longitude by ½8 latitude by 20-m-depth box. Local
freshwater fluxes in meters per year are found by in-
tegrating in the vertical from the bottom upward to u 5
08C, 4000m, and 2000m (Fig. 5), and basin totals are
found by integrating over the whole basin below these
same surfaces (Table 1). The standard deviations of
Vfw for the basin means are found by applying Sf 61
FIG. 5. Local vertical column freshwater fluxes (color; cm yr21) below (a) 08C, (b) 4000m, and (c) 2000m, equivalent to observed water-
mass salinity changes. Basin boundaries (gray lines) and land (gray shading) are shown.
15 AUGUST 2013 PURKEY AND JOHNSON 6113
Figure 1.9: Freshwater fluxes representing observed salinity changes from 1980s-2000s below a)
0◦C, b) 4000 m and c) 2000 m. (Image from Purkey and Johnson, 2013)
1.5.1 AABW Warming and Freshening
Recent AABW warming is widespread throughout the Southe n Oc an and adjoining
basins (Purkey and Johnson, 2010; Kouketsu et al., 2011; Purkey and Johnson, 2012; Aza-
neu et al., 2013; Purkey and Johnson, 2013; Sloyan et al., 2013; Stocker et al., 2013; Bindoff
and Hobbs, 2014). Various mechanisms to explain the warming have been proposed, with
both water mass change and heave (in which decreased DSW densities deepens abyssal
isopycnals/isotherms appearing as a layer-wise warming) likely playing a role (Purkey and
Johnson, 2013).
Warming is mos pronounced close to AABW source regions and is particularly docu-
mented in the Weddell Sea and Atlantic Ocean. Various mechanisms have been proposed
to explain the Weddell Sea warming, from therma recovery subsequent to cessation of
the Weddell Polynya (Robertson et al., 2002), to changes to AABW formation rates and
associat d heave, warming of CDW and inflowing Weddell waters (Smedsru , 2005; Gille,
2002, 2008; Jacobs, 2004), and increased entrainment of CDW imposed by a southward
ACC shift (C uldrey et al., 2013).
Within the Australian-Antarctic Basin (despite documented local cooling; Jacobs,
2004; Aoki et al., 2005b) broad scale warming is also clear (Whitworth III, 2002; Shi-
mada et al., 2012). The warming is believed an indirect consequence of the freshening of
Ross Sea Bottom Water and Ade´lie Land source waters (e.g. Jacobs and Giulivi, 2010;
Shimada et al., 2012). Such freshening is correlated to increased upstream ice shelf melt
from the West Antarctic Ice Sheet (e.g. Rignot et al., 2002; Shepherd et al., 2004; Jacobs
and Giulivi, 2010), though precipitation (Aoki et al., 2013) and sea-ice changes (Tamura
et al., 2008) cannot be discounted. The source water freshening propagates to the abyssal
Australian-Antarctic Basin (Rintoul, 2007; Aoki et al., 2005b; van Wijk and Rintoul,
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2014). The decreased density of the freshened bottom waters decreases abyssal stratifi-
cation, which may enhance vertical heat diffusion (Shimada et al., 2012), and in concert
with isotherm heave, produces an overall warming.
Warming throughout the abyssal Pacific, while weaker than the warming of abyssal
waters in the southern sectors, is also broadly recorded (Fukasawa et al., 2004; Kawano
et al., 2006; Johnson et al., 2007; Kawano et al., 2009; Purkey and Johnson, 2010, 2013;
Sloyan et al., 2013; Kouketsu et al., 2011). Propagation time scales of the North Pacific
warming, however, cannot be accounted for through advection alone (Masuda et al., 2010).
Kelvin wave interaction generates deep ocean warming at rates far quicker than expected
from traditional deep ocean communication time scales (Masuda et al., 2010). The in-
creased sensitivity of the deep ocean to surface warming at abyssal water outcrops is of
particular importance to the understanding of the global heat and energy budget.
Despite the widespread warming of AABW over much of the open-ocean, evidence
of cooling and broad scale freshening of DSW on the Antarctic shelf has been revealed
(Azaneu et al., 2013; Schmidtko et al., 2014). While Azaneu et al. (2013) speculate on
the possible mechanisms contributing to a cooling of DSW (such as changes in circulation,
sea ice and glacial melt), Chapter 3 explores an alternative mechanism leading to DSW
cooling.
1.5.2 AABW Contraction
Reduced volumes of the coldest, densest AABW layers is unequivocal (Purkey and John-
son, 2012; van Wijk and Rintoul, 2014), yet changes in formation rates is less easily
quantified and highly dependent on water mass definition. Globally, waters colder than
0◦C have been disappearing at a rate of over 8 Sv between the 1980s and 2000s (Purkey
and Johnson, 2012), while water volumes denser than a neutral density of 28.30 kg m−3
have halved with the Australian-Antarctic Basin from 1970-2012 (van Wijk and Rintoul,
2014). While Purkey and Johnson (2012) maintain that changes in the formation rate are
the likely contributor to reduced AABW volumes below 0◦C, van Wijk and Rintoul (2014)
explore the notion that AABW water masses have shifted to lighter density classes. Un-
changed oxygen concentrations suggest that formation rates (and hence ventilation) have
remained unchanged, at least in the Australian-Antarctic Basin (van Wijk and Rintoul,
2014). Orsi et al. (2002) similarly conjecture little change in AABW formation rates
from the 1970s-1990s. If anything, the difficulty in assessing the direct causes of observed
changes highlights the need for establishing more long-term monitoring of AABW and
Antarctic shelf waters. Hindered, however, by the difficulty observationalists face in ob-
taining measurements in such an extreme environment, climate models must be developed
as a fore bearer of AABW climate research.
15
1.6 Research Direction
While observations are our only tool to explicitly confirm climate change influences on the
Southern Ocean and Antarctic environments, studies remain severely hindered by the lack
of ongoing long-term measurements. Stricken with continuous storm-force westerly wind,
the strongest current on earth (ACC), mountainous waves and broad sea-ice extents, it is
predictable that long term observations in this extreme and highly changeable environment
remain limited. However, current generation climate models have a long way to go before
they can accurately represent AABW formation processes (Chapter 1.4). This thesis
focuses on developing both an increased understanding of climate model limitations in
AABW formation representation, as well as developing an improved understanding of the
processes defining AABW formation, in particular, the role of surface buoyancy fluxes on
the Antarctic shelf.
Chapter 2 (Snow et al., 2015) investigates the sensitivity of AABW to the application
of current generation overflow parameterisations, comparing it to NADW sensitivities.
A novel coarse resolution (1◦) sector model of the Atlantic Ocean is used to emulate
climate model processes and indicate how the water masses are influenced by overflow
parameterisations. Understanding how overflow parameterizations influence AABW is a
key step in assessing the applicability of coarse resolution models in AABW sensitivity
studies (as will be performed in the subsequent chapter).
Chapter 3 (Snow et al., 2016a) extends the climate model assessment, investigating
the importance of including DSW formation in climate projections. The Atlantic sector
model is adjusted to eddy-permitting lateral resolution with increased vertical resolution,
under which DSW formation comprises the dominant AABW formation mode. Surface
buoyancy flux perturbations, derived to emulate future climate change, are applied to asses
how DSW sourced AABW and Antarctic shelf feedbacks influence AABW’s representation
in a changing climate.
Results of Chapter 3 suggest a mechanism in which changing surface buoyancy fluxes on
the Antarctic shelf influences the strength of the CDW and DSW cross-shelf exchange. The
exchange process defines shelf properties and circulation (Chapter 1.2.3) and is important
in understanding current changes around Antarctica. Verifying the applicability of the
proposed mechanism within an observational framework will corroborate the model results
and provide a more complete understanding of what controls shelf processes. Hence,
while Antarctic/Southern Ocean wide observational studies are limited, long-term regional
measurements are an important resource in AABW process studies. Chapter 4 (Snow
et al., 2016b, submitted 2016) derives the Ade´lie region circulation and uses it to assess the
role of winds and buoyancy in controlling the seasonal cycle within an AABW formation
region.
Finally, summary and conclusions are provided in Chapter 5, with discussion on fu-
ture work necessary for continued climate model improvements and developing increased
understanding of AABW in a changing climate.
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Chapter 2
Sensitivity of Abyssal Water
Masses to Overflow
Parameterisations
Abstract
Antarctic Bottom Water (AABW) and North Atlantic Deep Water
(NADW) control the abyssal limb of the global overturning circulation and
play a major role in oceanic heat uptake and carbon storage. However, cur-
rent general circulation models are unable to resolve the observed AABW and
NADW formation and transport processes. One key process, that of over-
flows, motivates the application of overflow parameterisations. We present a
sensitivity study of both AABW and NADW properties to three current pa-
rameterisations using a z∗-coordinate ocean-sea ice model within a realistic-
topography sector of the Atlantic Ocean.
Overflow parameterisations that affect only tracer equations are compared
to a fully dynamical Lagrangian point particle method. An overflow param-
eterisation involving partial convective mixing of tracers is most efficient at
transporting dense NADW water downslope. This parameterisation leads to
a maximum mean increase in density in the north of 0.027 kg m−3 and a de-
crease in age of 525 years (53%). The relative change in density and age in
the south is less than 30% of that in the north for all overflow parameterisa-
tions. The reduced response in the south may result from the differing dense
water formation and overflow characteristics of AABW compared to NADW.
Alternative approaches may be necessary to improve AABW representation
in z∗-coordinate ocean climate models.
2.1 Introduction
Antarctic Bottom Water (AABW) and North Atlantic Deep Water (NADW) form im-
portant components of the global Meridional Overturning Circulation (MOC), large scale
ocean stratification and distribution of oceanic heat, carbon and nutrients (Talley et al.,
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2003; Hughes and Griffiths, 2006; Johnson, 2008; Kuhlbrodt et al., 2007; Purkey and John-
son, 2010; R´ıos et al., 2012). Properties of the deep and bottom waters throughout the
global ocean are defined initially by the formation of dense shelf waters or through open
ocean convection processes such as in the Labrador Sea (Zhang et al., 2011). Here we focus
on the overflow processes of the shelf waters whereby the dense water flows from the con-
tinental shelf and descends the continental slope. In the case of NADW, shelf waters are
transported through the Faroe Bank Channel and Denmark Strait. Conversely, AABW
flows off the Antarctic continental shelf from numerous source regions dispersed across the
shelf (Baines and Condie, 1998). Due to limitations on computational resources, present
generation General Circulation Models (GCMs) are unable to attain the high horizontal
and vertical resolutions required to resolve overflow processes (Legg et al., 2009), thereby
possibly compromising characteristics of the resulting water masses.
Recently, several studies have indicated that abyssal water masses are key players in
global climate change. For example, the recently observed contraction of AABW (Purkey
and Johnson, 2012; Katsumata and Masuda, 2013), warming and freshening within the
AABW and NADW density ranges (Levitus et al., 2005; Steinfeldt et al., 2007; Purkey and
Johnson, 2012; Sloyan et al., 2013; Zenk and Visbeck, 2013) and increase in total carbon
and decrease in oxygen (Garcia et al., 1998; Sloyan et al., 2013) influences the global ocean
circulation and property budgets. These results motivate research and development of
methods to improve simulations of AABW and NADW formation processes, in particular,
overflows.
Representation of overflows in z-coordinate models (the most common vertical coordi-
nate used in GCMs) is particularly difficult due to step-like topography (Beckmann and
Do¨scher, 1997; Roberts and Wood, 1997; Winton et al., 1998; Ezer and Mellor, 2004; Legg
et al., 2006). Water that flows down a slope undergoes vertical convective mixing at each
of these steps (refer to Figure 2.1a). This convection excessively mixes and dilutes the
overflowing waters with adjacent water masses leading to deep water that is too warm and
fresh (Winton et al., 1998; Downes et al., 2011) and bottom water that is overly warm
and salty (Downes et al., 2011). Hence, overflow parameterisations have been developed
to move the dense shelf water into the deep ocean, aiming to increase the density and
decrease the age of AABW and NADW waters as well as increase the magnitude of the
AABW and NADW overturning cells. In current GCMs, however, these parameterisations
poorly represent the overflow and deep/bottom water properties (Condie, 1995; Griffies
et al., 2000; Legg et al., 2009; Downes et al., 2011; Weijer et al., 2012; Heuze´ et al., 2013).
Further, the limited testing of overflow parameterisations and lack of comparison between
parameterisations within realistic bathymetry models, motivates the need to develop an
increased understanding of overflow parameterisations. This study tests the sensitivity of
AABW and NADW properties and transport to three distinct overflow parameterisations,
along with variations to their controlling parameters.
The overflow parameterisations tested here include the downslope transport scheme of
Campin and Goosse (1999) (hereafter CG1999), the sigma bottom boundary layer scheme
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of Beckmann and Do¨scher (1997) and Do¨scher and Beckmann (2000) (hereafter SIGMA),
and the embedded Lagrangian point-particle method of Bates et al. (2012a) and Bates et al.
(2012b) (hereafter BLOBS). Note that we do not consider the overflow parameterisation
for the Parallel Ocean Program (POP) of Danabasoglu et al. (2010), as it was designed for
NADW overflows where the flow is constrained by well defined sills or straits. Through
that method, AABW source regions are confined to single regions in the Weddell and Ross
Seas. We consider this approach unsuitable for the dispersed nature of AABW sources
(e.g. van Sebille et al., 2013; Baines and Condie, 1998).
We perform the sensitivity analysis within a realistic bathymetry sector of the Atlantic
Ocean that incorporates both the NADW source regions and the Weddell Sea, which is an
important source region for AABW (Deacon, 1937; Orsi et al., 1999b; Naveira Garabato
et al., 2002). Previous sector models of the Atlantic (e.g., Ezer and Mellor, 1994) do not
include the South Atlantic. While the sector model described here is not a fully realistic
representation of the Atlantic, it is computationally fast, allowing multiple simulations to
be run whilst providing the major circulation processes commonly present in GCMs.
Our sensitivity analysis examines how the overflow schemes control AABW and NADW
properties in GCMs and indicates the suitability of each parameterisation to the respec-
tive overflow regions. An outline of the overflow parameterisations being tested and their
defining characteristics is given in Section 2.2 with a review of the previous studies eval-
uating them. Section 2.3 provides the method for the set-up of the novel sector model
incorporating the key processes of GCMs, followed by the defining parameter space to be
tested for each scheme. Results assessing the overall performance of the sector model, a
comparison of the response of AABW and NADW to each overflow scheme and the sen-
sitivity of each scheme to parameter variations is given in Section 2.4. Final concluding
remarks are provided in Section 2.5.
2.2 Parameterisations
2.2.1 Campin and Goosse (1999) (CG1999)
The CG1999 scheme is designed to move dense water downslope with minimal mixing by
directly transferring tracer properties between cells. The scheme is activated when a grid
cell at the bottom of a water column is horizontally adjacent to a less dense cell in a deeper
water column. The tracer properties of the first cell are then transported downslope to
the bottom of the adjacent water column or its neutrally buoyant level. A return flow
is applied to conserve mass in a rigid lid case (refer to figure 1 of Campin and Goosse,
1999).
The downslope flux of properties is dependent on the topographic slope, S, and the
density difference, ∆ρ, between the shallow ocean cell and the horizontally adjacent less
dense cell giving the volume flux on the slope, F , defined as
F =
gγ
ρ0
∆ρ∆A, (2.1)
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where g is the gravitational acceleration, ρ0 is a reference density taken here to be 1035 kg
m−3, ∆A is the cell area through which the transport is being considered and γ = δSµ where
δ is the fraction of the grid cell participating in the overflow and µ is the dissipation rate
due to friction (Griffies, 2012). Transport may only occur between horizontally adjacent
water columns.
An alternative method where no return flow is provided (Figure 2.1b) may be applied.
In this case the change in tracer of the deep ocean cell is defined by the downslope flux
and the difference in concentration of the tracer between the shallow cell and the deep cell
(Griffies, 2012) such that
∂t(V ρC)
do
kdw = ρF (C
so
kup − Cdokdw), (2.2)
where C is the concentration of the tracer in the shallow ocean (so) and deep ocean (do),
V = ∆z∆y∆x is the volume of the dense water cell, kup indicates the vertical level of the
shallow ocean cell and kdw the vertical level of the deep ocean cell (Figure 2.1a). Such a
downward flux acts without the convective mixing (represented in Figure 2.1a) that occurs
over the topographic steps. This variant of CG1999 is only possible for models with a free
surface, in which there is no constant volume restriction on water columns (Bates et al.,
2012a), allowing the model to adjust accordingly to the change in density and thickness
of the water column (indicated in Figure 2.1b).
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Figure 2.1: (a) A representation of the convection of dense water as it flows over the topographic
step, (b) a representation of the no-return flow case of CG1999 where the volume flux leads to a
change in water column thickness, (c) a representation of the overexchange (OVER), exchanging
properties between the shallow and deep ocean grid cells and acting on up to n horizontally adjacent
cells (represented by the dashed arrows) and (d) a representation of mixdownslope (MIXD) where
the shallow and deep cells mix towards their mean through a partial convective mixing scheme.
Symbols so and do indicate the shallow and deep ocean columns respectively with the notation of
the vertical levels provided in (a). The shade of blue within a cell indicates the density of water
(darker = denser).
We choose the no-return flow method as the default scheme of CG1999 since this
case allows for an increased flow of dense water down the slope when analysed in an
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idealised slope configuration with no surface forcing (Bates et al., 2012b). However, it
is advantageous to further test the return flow case as Campin and Goosse (1999) and
Goosse et al. (2001) both indicate an increased downward flow of dense water for the case
when a return flow is implemented.
CG1999 is recognised to have some limitations, specifically, it only identifies water
columns in directly adjacent cells from the shallow water column in its search for favourable
downslope flow. Dense water travelling across regions of equal depth are therefore not
affected by the scheme. Griffies (2012) recognised that such a restricted search could limit
the downslope flow. Hence, the schemes of overexchange and mixdownslope (hereafter
referred to as OVER and MIXD respectively) were developed to allow multiple grid cells
away from the shallow dense column to be searched for favourable downslope flow.
Overexchange (OVER)
OVER is similar to the return flow case of CG1999 except that it allows for the exchange
of tracer properties of the dense shallow water cell with the neutrally buoyant or bottom
deep ocean cell without the exchange of properties of the intermediate cells (Figure 2.1c).
Such an exchange is given by Equation (2.2) and (Griffies, 2012):
∂t(V ρC)
so
kup = ρF (C
do
kdw − Csokup), (2.3)
The exchange of tracer properties may then occur in up to n adjacent cells (CG1999 is
equivalent to n = 1). In this case, Equation 2.2.1 is applied at all intermediate bottom
cells up to the nth cell, exchanging properties with each cell as it flows downslope. It is
also possible to apply a weighting to the farthest cells to allow for an enhanced downslope
flow (included in our test parameters). No rigorous assessment of this scheme has been
previously undertaken and our results will indicate the importance of allowing for more
grid cells to be included in the parameterisations when searching for favourable downslope
conditions.
Mixdownslope (MIXD)
MIXD is similar to OVER as it allows for n grid cells to be used in the search for downs-
lope flows, however, in this case tracers are transferred through partial convective mixing
whereby the dense shallow ocean cell partially mixes with the deep ocean cell (Griffies,
2012, Figure 2.1d). MIXD does not apply a complete mixing (mixed concentration is Cmix)
between the shallow cell concentration Csokup and deep cell concentration C
do
kdw, rather it
applies a time tendency that mixes the concentrations towards the average (Griffies, 2012):
tendency(s) =
M sokupδ
∆t
(
Cmix − Csokup
A
)
, (2.4)
tendency(d) =
Mdokdwδd
∆t
(
Cmix − Cdokdw
A
)
, (2.5)
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where the shallow and deep cell mass are M sokup and M
do
kdw respectively, A is the horizontal
area of the cells, δ is the fraction of the shallow ocean cell participating in the downslope
transport (and a key defining parameter to vary within the scheme) and δd is proportional
to S and ∆ρ. As with OVER, MIXD also allows for weighting of the farthest n cells.
Although not rigorously tested in the literature, this scheme is used in the GFDL-ESM2M
documented by Dunne et al. (2012) as well as the Australian Community Climate and
Earth System Simulator (ACCESS Bi et al., 2013; Marsland et al., 2013). Additionally,
impacts from MIXD were seen to be non-trivial in the North Atlantic in an analysis by
Palter et al. (2014) of the buoyancy budget in GFDL-ESM2M under control and idealised
climate change situations.
2.2.2 Sigma Boundary Layer (SIGMA)
The parameterisation of Beckmann and Do¨scher (1997) and Do¨scher and Beckmann (2000)
applies a sigma-coordinate layer in the bottom cells of a z-coordinate model. The sigma
layer is not affected by the convective mixing of the stepped topography and allows for
diffusion and advection to occur in this layer in addition to the diffusion and advection
within the z-coordinate (Figure 2.2).
The diffusive flux between two adjacent cells of the SIGMA scheme is given by Beck-
mann and Do¨scher (1997) as
Fσ = −A∇σT, (2.6)
where
A =
Amax if ∇σρ · ∇H < 0Amin if ∇σρ · ∇H ≥ 0, (2.7)
∇σ is the horizontal gradient operator between sigma layer cells, A is the diffusivity and
is maximum (Amax) for cases when downslope flow is favourable and minimum otherwise
(Amin), H is the bottom depth, and T the tracer being considered.
The advective term is not assessed in this analysis as Do¨scher and Beckmann (2000)
found it to have little impact in 1.5◦ horizontal resolution models. Instead, the advection
term is partly accounted for via velocity dependent diffusion Au (Griffies, 2012):
Au =
|u|δx if ∇ρ · ∇H < 0 and u · ∇H > 0Amin otherwise, (2.8)
where |u| is the resolved sigma layer zonal velocity (we have only shown the zonal compo-
nent for simplicity).
SIGMA has previously been found to produce an improved spreading of dense waters
down an idealised linear slope (Beckmann and Do¨scher, 1997) and increased transport of
dense water within a realistic bathymetry model of the North Atlantic at 1.5◦ horizontal
resolution (Do¨scher and Beckmann, 2000). Bates et al. (2012b) similarly reports that the
SIGMA scheme is able to improve both the depth of penetration and slope velocities of
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Figure 2.2: A representation of the velocity dependent SIGMA scheme (Equation 2.8) based
on Griffies (2012) where the bottom sigma layer is represented by the green boxes and diffusion
occurs between these grid cells (green arrows) in addition to the diffusion of the z-coordinate (black
arrows).
a down-flowing plume but the lack of rotational effects can also lead to a weakening of
the circulation. No previous studies have tested the schemes performance in a Southern
Ocean configuration.
2.2.3 Lagrangian point particles (BLOBS)
We test the new BLOBS parameterisation (Figure 2.3) developed by Bates et al. (2012a).
This scheme implements a system of Lagrangian point particles that interact with the
Eulerian model, exchanging mass and momentum. The Lagrangian point particles may
be defined as either passive or dynamic. Passive particles are created by taking a portion
of the properties of the Eulerian model, transporting it downslope and returning the
properties to the Eulerian model without further interaction. This case is not considered
in our sensitivity analysis, as Bates et al. (2012a) found that the difference between the
passive overflow scheme and the original CG1999 scheme is of the order of machine error.
Further, free Lagrangian particles (that is particles that move freely through the open
ocean away from bottom boundaries) will not be included due to their non-hydrostatic
nature potentially leading to large vertical velocities and instabilities. In this study, only
bottom grid cell Lagrangian particles are considered as these are the particles that affect
the formation rate and properties of AABW and NADW.
Bottom particles are created when the difference in density between the dense shallow
and less dense deep ocean cell is greater than the defined threshold ∆ρ. The Lagrangian
particles then transport mass and momentum, while interacting with the bottom grid
cells of the Eulerian model, until they are destroyed and their properties returned to the
Eulerian model (Figure 2.3; further details provided in Section 2.3.3).
The simplicity of the point particles definition allows a more complete set of dynamics,
and hence a more complete representation of overflow processes, to be applied to the La-
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grangian framework (Bates et al., 2012a). For example, BLOBS includes non-hydrostatic
momentum and an entrainment parameterisations based on Price and Baringer (1994).
In idealised model set-ups (the DOME by Legg et al. (2006) and bowl by Winton et al.
(1998)), the dynamic bottom BLOBS scheme enhances downslope transport and circula-
tion response due to more realistic dynamics than previous overflow schemes (Bates et al.,
2012b). Note however that a recently discovered coding error (Appendix A) reduces the
increase in circulation of the bowl case given in Bates et al. (2012b). The computational
overhead of BLOBS is proportional to the number of active Lagrangian particles, with
the bowl test case leading to a 16-117% increase in computational time and insignificant
increase in the DOME case (Bates, 2011). However, BLOBS is yet to be tested outside
an idealized model configuration.
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Figure 2.3: A representation of the dynamic bottom BLOBS scheme (based on Bates et al.,
2012a). Dashed circles indicate Lagrangian particle formation and destruction while a solid circle
is an active particle with mass and momentum in the Lagrangian system given by mL and u˜L
and in the Eulerian system by mE and u˜E . Methods for particle destruction are given in the
bottom right with conditions for formation above. Hatched grid cells are land points while shaded
regions indicate the effective bathymetry seen by the Lagrangian particles (Bates et al., 2012a).
Parameters here are; bottom drag (Cd), the detrainment parameter (Γ), the critical Richardson
number (Ric), β =
δ
µ , and the minimum vertical spacing to allow Lagrangian particle formation
(min do levels). Each parameter is defined in more detail in Section 2.3.3
2.3 Model and Methods
We define a model domain that allows a range of sensitivity tests to be performed for
each of the overflow parameterisations. A computationally fast domain is required due to
the large number of model runs that need to be performed. We also need a model that
represents all the key characteristics of current GCMs and the factors that affect AABW
and NADW formation. Hence, a 1◦ horizontal resolution sector model of the Atlantic, the
24
primary formation regions of AABW and NADW, is developed.
2.3.1 Sector Domain
The Atlantic sector is created by scaling topography derived from the NOAA/GFDL
1/4◦ model global bathymetry (Delworth et al., 2012) and the Weddell Sea coast of the
ETOPO2 version 2 globally gridded 2 minute ocean and land topography, referred herein
as ETOPO2 (U.S. Department of Commerce, National Oceanic and Atmospheric Ad-
ministration, National Geophysical Data Center, 2001).The ETOPO2 data is only used
where the GFDL bathymetry has idealised straight edge boundaries along the Weddell Sea
coast; at all other locations we choose the GFDL bathymetry due to its proven applica-
bility within the model’s framework. The ETOPO2 data replaces the GFDL bathymetry
between the sector latitudes of 78.47◦S to 70.74◦S and longitudes of 3.375◦E to 30.123◦E
(corresponding to global longitudes of 72◦W to 35◦W) and smoothing is applied at the
ETOPO2 and GFDL boundary to ensure no sharp edges are created.
Two piecewise-linear boundaries set the longitudinal limits of the domain (red lines in
Figure 2.4a). The topography within the boundary region is deformed at each latitude
via a linear mapping to a fixed 60◦ wide section and interpolated to a 1/4◦ Mercator grid
(Figure 2.4b). The boundaries are chosen to follow land masses and create closed wall
boundaries everywhere except Drake Passage. Periodic boundary conditions are applied at
Drake Passage to simulate the Antarctic Circumpolar Current (ACC); the land boundary
is defined so that the two Antarctic eastern and western edges, and the Africa-South
America boundary match (Figure 2.4c). Due to this 60◦ wide boundary restriction and the
increased computational efficiency of a reduced domain, our configuration is advantageous
over an approach that does not deform the bathymetry and uses a land fill to remove the
ocean outside the boundary region. Also, land filling does not permit a smooth transition
of the topography for the periodic ACC flow and requires more land points to be taken
into account in the model computations.
Following the deformation and smoothing, all inland lakes and the Mediterranean Sea
are filled in, land is added to the eastern and western boundaries to ensure no re-entrant
regions outside Drake Passage and some minor smoothing of the Antarctic and North
Atlantic continental slopes is performed (Figure 2.4b). With the model set-up initially
at 14
◦
resolution, the topography is then interpolated to create the 1◦ resolution domain
used in this study. 1◦ is chosen over 14
◦
due to the need for computational speed; higher
resolution simulations are ongoing.
While the deformation may influence the shape of important regions of deep and
bottom water pathways (e.g. the mid-Atlantic ridge), the bathymetry retains the primary
features that control both AABW and NADW flow. Despite the deformation of the mid-
Atlantic ridge, the AABW (and NADW) follows the expected path, moving along the
western continental rise south (north) of the equator and flowing against the mid-Atlantic
ridge north (south) of the equator.
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(a) Region of Interest (b) Resulting Sector (c) Shifted Sector
Figure 2.4: (a) The defined boundaries for the domain of the sector (red lines), with the GFDL
bathymetry shown only in this case. The region within the boundary is deformed to fit a 60◦ wide
sector resulting in (b) with smoothing across the boundary for the periodic ACC indicated by the
smooth transition in the shifted sector in (c).
2.3.2 Model Properties
The Modular Ocean Model version 5 (MOM5, Griffies, 2012) is chosen to represent the
ocean. The model employs a z∗ vertical co-ordinate with partial cells and gradually
increasing vertical grid spacing from 10 m at the surface to 200 m at depth, providing a
total of 65 vertical levels to 5.5 km deep. Horizontal resolution of 1◦ is used employing
the Gent and McWilliams (1990) eddy parameterisation and the Fox-Kemper et al. (2008)
parameterisation of submesoscale eddies. The KPP surface boundary layer scheme of
Large et al. (1994) is used, along with the interior gravity wave induced mixing scheme
of Simmons et al. (2004) and the coastal tide mixing scheme of Lee et al. (2006). The
background diffusivity is defined as 1 × 10−5 m2 s−1 and the background viscosity as
5 × 10−5 m2 s−1. Horizontal frictional dissipation is achieved through the biharmonic
Smagorinsky viscosity scheme (Griffies and Hallberg, 2000), however a Laplacian operator
is employed in the lower five points of the model to maintain the stability of the model on
small partial cells near the shelves.
The nonlinear equation of state of Jackett et al. (2006) is applied, as the physical
processes involved in the overflows include nonlinear effects such as cabbelling and ther-
mobaricity (McDougall, 1987; Gordon et al., 1993; Foldvik et al., 2004; Urakawa and
Hasumi, 2012). The ocean model is coupled to the GFDL Sea Ice Simulator (SIS; Winton,
2000), which is run on the same Mercator grid as the ocean model. A non-linear equation
for the frazil ice formation is applied as we find that the linear form significantly decreases
(by an order of 0.05 kg m−3) the shelf water densities on the Antarctic shelf (Appendix B),
an undesirable effect as it decreases the flow of water down the slope. The Coordinated
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Ocean-ice Reference Experiments (CORE) Normal Year Forcing (NYF; Large and Yeager,
2009) atmospheric state is coupled to the ocean and ice model. The CORE NYF product
is deformed in the same manner as the bathymetry after first being interpolated to a 14
◦
resolution for the deformation process, and then to 1◦. Applying the same deformation
procedure allows for continuity between the devised ocean and land on the one hand and
the atmosphere on the other hand.
The model is initiated from the January Levitus (1994) climatology in the World Ocean
Atlas (WOA 2009) with the temperature and salinity fields deformed in the same manner
as the global bathymetry. Sea surface salinity is restored to monthly climatologies (WOA
2009) that have similarly been deformed. The model is then spun-up for 2660 years to a
control state where sufficient AABW and NADW is produced to allow a suitable sensitivity
analysis of the overflow parameterisations.
2.3.3 Parameter Space
The control run (CTR) excludes any overflow scheme and reaches equilibrium (defined by
<10% change in zonal mean age per 200 years, averaged over the entire domain) at 2660
years. Each of the separate overflow schemes is applied individually starting from year 2660
and run for 200 years. The parameters (defined below) are varied around recommended
values to explore a suitably large parameter space that encompasses the range of responses
possible from the schemes.
CG1999, MIXD and OVER
A summary of the parameter choices for testing CG1999, MIXD and OVER is given in
Table 2.1. The key tuneable parameter of CG1999 is γ = δSµ (Equation (2.1)); however,
since the slope S is not an external parameter, we define β = δµ as the primary parameter
to be varied in the sensitivity analysis.
Campin and Goosse (1999) recommend values of δ = 13 and µ = 10
−4 s−1, hence
β0 =
1
3 × 104 s is used as the default value. To obtain a suitable spectrum of parameters,
δ is varied within the bounds of the parameter (δ =0.1 and 2/3) and µ is varied by an
order of magnitude in either direction (µ = 10−3 s−1, 10−5 s−1). These parameters give
β values of 0.3β0, 2β0, 0.1β0 and 10β0 respectively. Both return flow and no return flow
cases are considered.
OVER has the same defining β parameter as CG1999, but now with the additional
parameter determining the number of grid cells (n) used in the search for the neutral
buoyancy level. Due to the similarity between OVER and CG1999, in the case when
n = 1, fewer values of β are tested.
In MIXD, the defining parameters vary from CG1999 and OVER due to the partial
mixing of tracers of this method. The defining parameters of MIXD are δs (the fraction
of the shallow ocean cell participating in the downslope flow) and n. Again, due to the
similarity of this scheme’s overflow process to both CG1999 and OVER, only limited
parameter choices are considered. Applying a weighting term (weight) for farther cells is
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Run β (s) return flow(CG1999) or n
or δs weighted(MIX,OVER)
CG1999 (default) β = β0 false 1
CG1999 (0.1β0) β = 0.1β0 false 1
CG1999 (0.3β0) β = 0.3β0 false 1
CG1999 (2β0) β = 2β0 false 1
CG1999 (10β0) β = 10β0 false 1
CG1999 (rf) β = β0 true 1
OVER (default) β = β0 false 1
OVER (0.3β0) β = 0.3β0 false 1
OVER (10β0) β = 10β0 false 1
OVER (n = 2) β = β0 false 2
OVER (n = 6) β = β0 false 6
OVER (weight) β = β0 true 6
MIX (default) δs = 0.333 false 1
MIX (δs =
2
3) δs = 0.666 false 1
MIX (δs = 1.0) δs = 1.0 false 1
MIX (n = 2) δs = 0.333 false 2
MIX (n = 4) δs = 0.333 false 6
MIX (weight) δs = 0.333 true 6
MIX (mask = south only) δs = 0.333 false 1
Table 2.1: Parameter domain of CG1999, MIXD and OVER for varying β, δs, and n, with options
for weighted runs and implementing return flow. Refer to the text for further details (Section 2.3.3).
also considered for OVER and MIXD where an increased fraction of tracer is transported
to furthest n cells, rather than an equivalent fraction across each of the n cells. For
the MIXD case, a final option where the scheme is set at the default parameters but a
mask is applied removing the scheme from the northern half of the sector is tested. This
run, referred to as mask, allows us to attribute changes to northern or southern overflow
processes.
SIGMA
The SIGMA parameter variations are given in Table 2.2. The default case is chosen as
the case where a velocity dependent diffusion is applied (Equation 2.8). The defining
parameter for such a case is the sigma diffusivity ratio κratioσ = Amin/Amax (or κ
ratio
σ =
Amin/|u|δx for the velocity dependent case) with Amax and Amin defined in Equation
(2.7). The recommended default value of κratioσ (1 × 10−6, the default within MOM5)
is applied with variations by two orders of magnitude (1 × 10−4 and 1 × 10−8). A final
variation through the application of a constant diffusivity κσ = Amax (Griffies, 2012) is
investigated with the magnitude chosen based on the scheme’s preset value of 1× 103 m2
s−1.
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Run κσ (m
2 s−1) κratioσ velocity dependent diffusivity
SIGMA (default) N/A 10−6 true
SIGMA (κratioσ = 10
−4) N/A 10−4 true
SIGMA (κratioσ = 10
−8) N/A 10−8 true
SIGMA (κσ = const) 10
3 10−6 false
Table 2.2: Parameter domain of SIGMA for varying κσ and κ
ratio
σ and the option of implementing
constant diffusivity. Refer to the text for further details (Section 2.3.3).
BLOBS
The parameter variations for BLOBS are summarised in Table 2.3 and their application
within the Lagrangian system is represented in Figure 2.3. Numerical parameters such
as the relative error of the Runge-Kutta and time step are ignored as they do not affect
the physical parameters. The parameters to be tested are β, the dimensionless bottom
drag coefficient Cd, the detrainment parameter Γ and the critical Richardson number Ric
defining the degree of entrainment.
We define the number of particles formed by setting the minimum density difference
between shallow and deep ocean cells that permits the creation of a Lagrangian particle,
∆ρ, to 0.013 kg m−3 and the minimum slope on which a Lagrangian particle is formed,
min do levels, to 5 (see Figure 2.3). This choice is based on both the computational
cost of BLOBS and the defining shelf densities in the CTR case. With the default values
chosen, we test the influence of increased and decreased particle formation rates through
increasing/decreasing ∆ρ and min do levels (the more/less cases in Table 2.3)
The parameter β is applied in BLOBS as the scheme relies on a similar processes to
CG1999 in determining the initial formation of a Lagrangian particle. Hence, β is used to
calculate, for example, the initial size of the particle relative to the grid cell volume. The
default β for BLOBS is defined as β0b and chosen to be 0.16666. Variations increasing and
decreasing β to 12β0b and 4β0b are tested.
Bates et al. (2012b) tested variations of the detrainment parameter (Γ), determining
that the degree of detrainment was less sensitive to change when Γ was decreased below
5 × 10−8 kg m−2 s−1; we perform similar tests in a realistic ocean configuration. Hence,
a default of 5 × 10−8 kg m−2 s−1 is chosen with variations to 5 × 10−7 kg m−2 s−1 and
5× 10−9 kg m−2 s−1. The critical Richardson number defining the degree of entrainment
is tested about the suggested default value of 0.8 (Bates et al., 2012b), increasing and
decreasing it to 1.2 and 0.4 respectively.
Bates et al. (2012b) determined that increasing the bottom drag decreases the downs-
lope speed and increases the depth that the particles penetrate in an idealised slope con-
figuration. We choose the default bottom drag based on that suggested by Bates et al.
(2012b) (Cd = 3×10−3) and test the model’s sensitivity to an order of magnitude increase
and decrease about this value.
The default value of the minimum mass of the Lagrangian particles before they are
destroyed (1× 103 kg) will not be considered in the sensitivity study as smaller values can
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Run β (s) Cd Γ (kg m
−2 s−1) Ric min do ∆ρ
BLOBS (default) β0b 3× 10−3 5× 10−8 0.8 5 0.013
BLOBS (4β0b) 4β0b 3× 10−3 5× 10−8 0.8 5 0.013
BLOBS (0.5β0b) 0.5β0b 3× 10−3 5× 10−8 0.8 5 0.013
BLOBS (Cd = 3× 10−2) β0b 3× 10−2 5× 10−8 0.8 5 0.013
BLOBS (Cd = 3× 10−4) β0b 3× 10−4 5× 10−8 0.8 5 0.013
BLOBS (Ric = 0.4) β0b 3× 10−3 5× 10−8 0.4 5 0.013
BLOBS (Ric = 1.2) β0b 3× 10−3 5× 10−8 1.2 5 0.013
BLOBS (Γ = 5× 10−7) β0b 3× 10−3 5× 10−7 0.8 5 0.013
BLOBS (Γ = 5× 10−9) β0b 3× 10−3 5× 10−9 0.8 5 0.013
BLOBS (more) β0b 3× 10−3 5× 10−8 0.8 2 0.010
BLOBS (less) β0b 3× 10−3 5× 10−8 0.8 8 0.016
Table 2.3: Parameter domain of BLOBS where β, Cd, Ric and Γ are the varied parameters along
with the number of active particles formed through min do levels (shortened to min do above to
conserve space) and ∆ρ. For details refer to the text (Section 2.3.3).
lead to roundoff errors and numerical errors (Griffies, 2012). Similarly, the default value
of the maximum portion of a grid cell that a Lagrangian particle may occupy (0.7) will
be held constant, as Bates (2011) found that a larger value results in the bottom cells
constraining the particle mass.
Model runs
The yearly temperature, salinity, density, age and transport are assessed to diagnose the
effect of varying overflow schemes and parameters on the overturning and deep ocean
properties. Here, age is defined as the time since the water has been in contact with the
surface. Note, there are no model diagnostics for the mass transport of the Lagrangian
particles, therefore their contribution is not included in calculations of the overturning
streamfunction. However, the particles influence on the Eulerian model may still be partly
discerned through the changes they induce compared to CTR.
Many of the results are simplified to a time mean of the last 20 years to provide an
indication of the overflow scheme’s overall performance. Two regions are used to diagnose
the overflow scheme’s impact in the northern and southern Atlantic regions. The north
region is the zonally domain-averaged and meridionally averaged region between 32.4◦-
62.4◦N and represents a 30◦ area south of the Denmark Strait. The south region is zonally
domain-averaged and meridionally averaged within 44.7◦-74.7◦S and represents the region
30◦ north of the Antarctic slope edge. These regions are chosen for the analysis as they
allow both north and south responses to be quantified separately, hence the sensitivity of
each scheme to AABW and NADW overflows can be investigated. The areas encompass
the region extending from the northern/southern edges of the overflows and thus are large
enough that the influence the schemes have on the downstream deep and bottom water
properties can be clearly assessed.
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2.4 Results
2.4.1 Model Performance
Due to the novel nature of the sector model, a brief model evaluation of the control state
is presented. At 2660 years, the ACC transport is approximately 50 Sv, appearing to
have reached equilibrium (not shown). This transport is less than half the observed value
(137±7 Sv; Meredith et al., 2011). Applying the same model set-up but varying the
horizontal resolution to 14
◦
, the Drake Passage transport is 84 Sv, indicating resolution
affects the transport here. Further, factors influencing the ACC outside the Atlantic (e.g.
≈ 15 Sv transport provided by Indonesian Through-flow to ACC; Sprintall et al., 2009)
are not included in the sector model.
The decadal mean NADW transport at 30◦N (defined as the maximum in the upper
overturning cell in potential density space referenced to 2000 m, σ2>36.6 kg m
−3) and
the AABW transport at 30◦S (defined as the maximum in the lower overturning cell in
potential density space, σ2>36.6 kg m
−3) are found to be 3.6 Sv and 2.2 Sv respectively
(Figure 2.5). There is a strong pole-to-pole upper overturning cell, indicated by the red
streamlines outcropping in the Southern Ocean. The low NADW transport and maximum
cell transport of 7 Sv (compared to maximum Atlantic Meridional Overturning Circulation
(AMOC) of e.g. 18 Sv at 26.5◦N from RAPID observations; Johns et al., 2011) is likely
due to the incomplete representation of factors that contribute to the NADW, such as
the closed wall boundary in the north and the closed Mediterranean overflow. The latter,
however, is partially accounted for with surface salinity restoring and so we expect the
influence of the closed Mediterranean to be less than 1 Sv (Rahmstorf, 1998; Chan and
Motoi, 2003; Ivanovic et al., 2014).
The CORE NYF surface forcing may also influence the AABW and NADW transports
(Gerdes et al., 2006) along with open ocean convection processes (Zhang et al., 2011). With
only the Weddell Sea source region included in the sector, a weaker AABW transport is
expected as we have included only one sixth of the Antarctic coastline. The fraction of
AABW produced within the Weddell Sea is also debatable. Estimates of 60% (Orsi et al.,
1999b) AABW export may include dense shelf water entering the Weddell from the East,
while the Weddell itself is found to have relatively low ice production (Tamura et al., 2008).
Finally, because of the lack of an overflow scheme in CTR we would expect descending deep
and bottom waters to be overly influenced by the convective mixing on the topographic
steps (e.g., Beckmann and Do¨scher, 1997; Winton et al., 1998; Legg et al., 2006). Despite
the relatively weak NADW and AABW transports, we obtain a representation of NADW-
and AABW-like overflows and water masses that show similar interactions (not necessarily
of the same magnitude) and properties to those expected. We argue that such transport
is sufficient to provide an evaluation of the sensitivity of the overturning circulation to the
overflow parameterisations.
The model density and tracer fields (Figures 2.5c and 2.6) show the distinct character-
istics of an Atlantic Ocean system. Cold, dense AABW formed from the Antarctic shelf
31
(a) MOC (σ2-space)
(b)
(c) Surface σ0 . (d) Surface |u |.
MOC (z-space)
Figure 2.5: 10 yr mean state from 2660-2670 years for 1◦ resolution sector model with (a) Merid-
ional Overturning (Sv) in density space and (b) z-space where contours are at unit intervals from
0.5 and -0.5 (with negative indicating clockwise overturning), (c) Surface density in σ0 (kg m
−3)
and (d) absolute mean surface velocity (m s−1).
(a) Density (σ2) (b) Temperature ( oC)
(c) Age (years) (d) Salinity (psu)
Figure 2.6: 10 yr mean state from 2660-2670 years for the 1◦ resolution sector model with zonally
averaged fields of (a) potential density in σ2 (kg m
−3), (b) temperature (◦C), (c) age (years) and
(d) salinity.
waters flows northward along the bathymetry. Dense, salty NADW forms in the north
and intrudes to depths below 1000 m, extending southward to 60◦S. Evidence of Antarctic
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Intermediate Waters (AAIW) are clear in the fresh water signature at 500 m in Figure 6d.
Note, however, that the precise salinity and temperature values of the water masses indi-
cate an overall cool and fresh bias compared with observations. Despite the transformed
sector shape, many of the major surface circulation pathways (e.g. equatorial currents
and western boundary currents) are reproduced (Figure 2.5d). The range of processes
available in this sector is a step forward compared to idealised bathymetry sectors (e.g.,
Hogg et al., 2013; Munday et al., 2013) where much of the dynamics and forcing are also
idealised and so are unable to incorporate all the key factors of a GCM.
2.4.2 Parameterisations Comparison
The five different default parameterisation schemes of CG1999, OVER, MIXD, SIGMA
and BLOBS are initially compared to each other and to CTR in the north and south
analysis regions. With only a 200 year model period, further changes are expected if the
simulations continued, however computational constraints do not permit equilibration.
Due to the approximately constant trends in the last 100 years (Figure 2.7), the model
change compared to CTR and relative sensitivity produced by each scheme is likely well
represented within this period. In fact, it is clear after only 50 years that MIXD has a
dominant impact in the north and south, leading to an increase in density and decrease in
age, with the other schemes presenting a consistently minimal response with little change
in trend expected. Hence a time mean of the last 20 years is a suitable measurement of
the sensitivity of each overflow scheme.
Profiles of area-averaged temperature, salinity, density and age differences from CTR
for the years 180-200 are shown for the north and south regions (Figure 2.8). Again the
greatest response in both the north and south is produced by MIXD. In the north, MIXD
leads to saltier and warmer waters descending below 2000 m and 2500 m respectively.
With the density response dominated by salinity, the tracer changes produce a maximum
increase in density below the surface of 0.02 kg m−3 at 2500 m and a decrease in age of
400 years (42%) at 3200 m. Note, the change in age is greater than the period of the
model run (200 years) due to changes in circulation that alter the regions of differently
defined age water masses. In the south, the changes are much smaller. While cooler and
slightly fresher waters descend in the south in MIXD leading to an increase in density
and decrease in age over the water column, the magnitudes (0.003 kg m−3 and 20 years
respectively) are just 30% the vertically integrated absolute change in density and 10% of
the age changes produced in the north.
The effect of CG1999, OVER, SIGMA and BLOBS on tracer properties is negligible
in the south (<3% change in age and <0.2% in density; solid lines in Figure 2.8). Larger
changes are found in the north region (dashed lines) in the three schemes, where age de-
creases by a maximum of 40 years (5%) at 2750 m for these schemes and changes in tem-
perature and salinity lead to an increase in density reaching a maximum of 0.005 kg m−3
at 1750 m. In general, these results show similar characteristics to that of MIXD, however
at lower sensitivity.
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(a) Temperature evolution. (b) Salinity evolution.
(c) Density evolution. (d) Age evolution.
Figure 2.7: Evolution of (a) temperature (◦C), (b) salinity, (c) density in σ2 (kg m−3) and (d)
age (years) for the default setup of each scheme over the 200 years the overflow schemes are applied
(coloured lines) compared to CTR (black) where no overflow scheme is applied. Quantities are
calculated as the average of the bottom two grid cells below 2 km in the region 30◦ south of the
Denmark Straight (dashed lines) and the region 30◦ north of the Antarctic slope edge (solid lines).
Note the discontinuity in the vertical axes of (a), (b) and (c), and that CG1999 is often overlaid
by the CTR case.
The difference in the MOC from the CTR (Figure 2.9; where positive/negative
(blue/red) change indicates an increase in anti-clockwise/clockwise flow, with contours
providing the CTR overturning) for the last 20 years for CG1999, OVER, SIGMA or
BLOBS (Figure 2.9a, 2.9b, 2.9c and 2.9d respectively) shows minimal change in the AABW
anti-clockwise cell. However, OVER, SIGMA and BLOBS each increase the density of the
clockwise NADW cell (the negative red band in Figure 2.9) without significantly altering
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(a) Temperature Difference. (b) Salinity Difference.
(c) Density Difference. (d) Age Difference.
Figure 2.8: Mean difference from CTR in (a) temperature (◦C), (b) salinity, (c) density (kg m−3)
and (d) age (years) averaged over the region 32.4◦N-62.4◦N (dashed lines) and 44.7◦S-74.7◦S (solid
lines) versus depth for each of the different parameterisations. The difference is defined as the time
average of the last 20 years in the overflow scheme runs minus the equivalent of the CTR. Note
that profiles of CG1999, OVER and SIGMA overlie in the south.
(to an error of 1%) the maximum streamfunction and hence our diagnostic of NADW
transport. BLOBS provide a larger change in circulation in the north than CG1999, sup-
porting the updated results of Bates et al. (2012b) that take into account the code error
(Appendix A). We stress that the BLOBS Lagrangian particle contribution to the over-
turning is not included in the calculated streamfunctions. The lack of these terms leads
to some uncertainty in the specific values of the streamfunction. The particles exclusion
from the transport term also leads to the spike observed in Figure 2.9d at 20◦N. Here,
a large number of particles are accumulating and being destroyed, returning their mo-
mentum and mass properties to the Eulerian model. The overall influence and order of
magnitude of the BLOBS scheme on the Eulerian model may still be interpreted from the
streamfunctions as particle lifetimes are often less than one year. A similar approach for
the barotropic streamfunction was applied in Bates et al. (2012b).
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MIXD (Figure 2.9e) provides the greatest change in the north, increasing the density
of the NADW cell throughout the model domain. However, the movement of water to
greater densities distributes the NADW over a greater depth range, reducing the peak
of the anti-clockwise cell so that the defined NADW transport decreases by 0.2 Sv (5%).
MIXD also produces a slight increase in density of the AABW cell southward of 20◦N. In
this case the increase occurs over the region where the peak transport of the cell occurs,
thereby increasing AABW transport by 0.2 Sv (9%).
The minimal change produced by CG1999 may be expected based on the results of
Goosse et al. (2001). They found only a relatively weak response of AABW to the return
flow case with the application of realistic surface forcing. The more complete AABW
representation with such surface forcing, compared to the idealised Campin and Goosse
(1999) case, lowers the impact of the scheme. Further, in the default CG1999 case, the
direct transport of tracers downslope without a return flow leads to a change in the water
mass transformation opposite to that from advection (not shown). This anti-correlation
may also partly account for the result of Bates et al. (2012b) who found that, while
CG1999 increased the depth of the downslope plume in an idealised test case, it decreased
the downslope speed of the plume. An equivalent anti-correlation of the parameterisation’s
downslope flow and the Eulerian advection term is found for BLOBS. The movement of
Lagrangian particles replaces a portion of the Eulerian flow leading to a near-zero change in
tracers and density in the south. A reduction in the vertical diffusion component through
applying MIXD is also observed. However, the partial convective mixing of MIXD does
not counteract the vertical diffusion to the same degree as BLOBS does to advection.
The different response of the model to MIXD and the resulting increased sensitivity
of AABW and NADW indicate that the partial convective mixing is the most effective
of the three processes based on CG1999 at transporting dense water down slope. This
result corroborates the non-trivial impact of MIXD found in the North Atlantic by Palter
et al. (2014). Hence, due to the similarity of the CG1999, OVER and MIXD schemes
and the consistently weak sensitivity responses produced by CG1999 and OVER for all
the parameter choices given in Table 2.1, only results of the MIXD sensitivity analysis to
changes in parameters will be presented along with SIGMA and BLOBS.
Specific analysis of other regions of deep water formation was also undertaken. For
example, within the Labrador Sea, the BLOBS leads to a decrease in transport of Labrador
Sea Water (based on the transport within density layers at the expected Labrador Sea
Water depths) out of the Labrador Sea (7% of CTR). MIXD is found to increase transport
into the region (43% greater than CTR) and also decreases the transport out (59% of
CTR). However, the production of Lagrangian particles and the application of MIXD
within the Labrador Sea itself make any correlation between the Nordic Sea overflows
and the Labrador Sea currents and convection (Zhang et al., 2011) difficult to distinguish.
Since we are interested in the overall NADW and AABW properties, further work into
such deep water formation regions as the Labrador Sea is beyond the scope of this study.
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(a) CG1999-CTR. (b) OVER-CTR.
(c) SIGMA-CTR. (d) BLOBS-CTR.
(e) MIXD-CTR.
Figure 2.9: Difference in meridional overturning (Sv) from CTR in potential density space refer-
enced to 2000 m (σ2) for the cases (a) CG1999, (b) OVER, (c) SIGMA, (d) BLOBS and (e) MIXD
for years 180-200 in the default parameter runs. The contours represent the mean overturning of
CTR in this period with solid contours indicating anti-clockwise overturning and dashed clock-
wise at unit intervals starting at 0.5 and -0.5 respectively with a positive (blue) change indicating
an increase in anti-clockwise flow while negative (red) is an increase in clockwise flow. Note the
different colour bar for panel (e).
2.4.3 MIXD Parameter Sensitivity
We now investigate the sensitivity of AABW and NADW to MIXD with the various
parameter choices given in Table 2.1. The greatest change caused from applying MIXD,
compared to CTR, occurs when more grid cells are applied to the downslope flow (n;
blue line; Figure 2.10) and further again when the most distant points are weighted for
enhanced downslope flow (weight; green line; Figure 2.10). Both cases lead to denser (by
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a maximum of 0.015 kg m−3 compared to default MIXD and 0.027 kg m−3 compared to
CTR) and younger (by 125 years; 15% compared to default MIXD and 525 years; 63%
compared to CTR) waters penetrating deeper in the north, with minimal change occurring
at the surface for each parameter variation. These results are consistent with expectations,
as increasing n increases the number of instances where MIXD is activated, while weight
enhances the transport to greatest depths.
Increasing the fraction of the grid cell participating in the overflow (δ; Equation 2.2.1)
also increases the density and decreases age in the north compared to the default MIXD
(also expected, as increasing δ allows a greater volume of water to participate in the
overflow) but with minimal response in the south. The greatest response in the south
occurs again for weight, increasing density and decreasing age by 0.0075 kg m−3 and
60 years (15%) respectively compared to default MIXD. There is little sensitivity to the
salinity in the south (<10% change compared to the north), however cooler waters are
produced in the south by the parameter changes.
For the change in MOC from CTR for each parameter change in MIXD (Table 2.1),
only the mask case (Figure 2.11a) shows negligible change (<0.05 Sv) of the NADW cell
from the default MIXD (Figure 2.9d). We remind the reader that the mask case only
applies the MIXD scheme south of the equator. The mask case does indicate that the
NADW and AABW cell changes are uncorrelated in this case with similar change produced
in the anti-clockwise AABW cell when compared to the default MIXD case. Also, there
are approximately equivalent changes in the deep south region for the mask case and the
default MIXD (Figure 2.10), hence the effects of each parameter change on the defined
south region may be considered approximately independent of the changes in the NADW
flow.
All other parameter changes lead to the NADW becoming denser at the lower edge of
the clockwise cell (Figure 2.11) compared to the default MIXD (Figure 2.9d). Increasing
n and applying weight again maximise the NADW cell MOC response and leads to a
slight enhancement in the anti-clockwise AABW cell, though overall the AABW cell is
less sensitive to the parameter changes.
The net transport shows an overall marginal increase in the maximum of the AABW
cell at 30◦S by up to 14%, while the increase in density of the NADW cells leads to an
overall decrease in the maximum NADW transport by up to 6% (Table 2.4). The minimum
change produced by MIXD is through the mask scheme with a 7% increase in AABW and
negligible (0.3%) decrease in NADW. The transport of CG1999 and OVER is also included
in Table 2.4 for comparison. Due to the fundamental similarity of the schemes and the
minimal change of CG1999 and OVER (with CG1999 producing the smallest changes of
0.1-0.2%), we only present the comprehensive results for MIXD.
2.4.4 SIGMA Parameter Sensitivity
Insignificant changes (< 1%) from the default SIGMA are found in the tracer properties
(Figure 2.12) and MOC (Figure 2.13a and 2.13b compared to Figure 2.9c) for variations
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(a) Temperature Difference. (b) Salinity Difference.
(c) Density Difference. (d) Age Difference.
Figure 2.10: MIXD difference from CTR in (a) temperature (◦C), (b) salinity, (c) density
(kg m−3) and (d) age (years) averaged over the region 32.4◦N-62.4◦N (dashed lines) and 44.7◦S-
74.7◦S (solid lines) versus depth for each of the different parameter changes of MIXD. The difference
is defined as the time average of the last 20 years in the overflow scheme runs minus the equivalent
of the CTR.
in κratioσ . This lack of sensitivity to κ
ratio
σ indicates that an increase or decrease of the
flow that does not enhance the dense downslope transport has little influence on the
actual downslope transport of the dense waters. On the other hand, applying a constant
diffusivity produces the largest change in tracers (blue line; Figure 2.12) and MOC (Figure
2.13c) compared to the default, effectively reducing the scheme’s impact (by approximately
50%) on density, age and the NADW cell. This result agrees with Tang and Roberts (2005)
who investigated SIGMA in the North Atlantic and found the inclusion of an advective
component (in our case the velocity dependent diffusion) increased the dense downslope
flow. In contrast, Do¨scher and Beckmann (2000) found minimal change with the inclusion
of an advective term; however, they use a diffusion coefficient of 104 m2 s−1 in the constant
diffusion case, while Tang and Roberts (2005) used 103 m2 s−1.
Do¨scher and Beckmann (2000) also indicate SIGMA produces a deepening of the upper
NADW cell, increasing the depth of the MOC 0 Sv streamfunction below the NADW cell
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Figure 2.11: Difference in meridional overturning (Sv) of MIXD from the CTR in potential
density space referenced to 2000 m (σ2) for the cases (a) mask, (b) δ =
2
3 , (c) δ = 1, (d) n = 2, (e)
n = 6 and (f) weight taken as a time mean from years 180-200 in the parameter runs. The contours
represent the mean overturning of CTR in this period with solid contours indicating anti-clockwise
overturning and dashed clockwise at unit intervals starting at 0.5 and -0.5 respectively.
from 1800 m to 2700 m. Our results do not replicate this result, again potentially due to
the different diffusion coefficients, with no noticeable change (less than 50 m) in the depth
of the MOC zero streamfunction compared to CTR (Figure 2.5b). Overall, insignificant
(≤ 1%) change occurs for the AABW and NADW transport (Table 2.5), though there is
a trend of increased change in the north (up to 2×) for all cases except the κσ = const
case.
One main disadvantage of SIGMA is that the scheme is limited to the bottom grid
cells. Such a limit means dense water descending to a neutral buoyancy depth, rather than
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Run AABW − CTR (Sv) NADW − CTR (Sv)
CG1999 (default) 0.004 (↑ 0.2%) -0.004 (↓ 0.1%)
OVER (default) 0.01 (↑ 0.5%) 0.01 (↑ 0.3%)
MIXD (default) 0.21 (↑ 10%) -0.12 (↓ 3%)
MIXD (mask) 0.16 (↑ 7%) -0.01 (↓ 0.3%)
MIXD (δ = 23) 0.21 (↑ 10%) -0.15 (↓ 4%)
MIXD (δ = 0.1) 0.25 (↑ 11%) -0.20 (↓ 6%)
MIXD (n = 2) 0.30 (↑ 14%) -0.11 (↓ 3%)
MIXD (n = 6) 0.30 (↑ 14%) -0.11 (↓ 3%)
MIXD (weight) 0.22 (↑ 10%) -0.11 (↓ 3%)
Table 2.4: Difference from CTR of AABW and NADW transport (defined as the maximum and
minimum transport for σ2>36.6 kg m
−3 at 30◦S and 30◦N respectively) for each MIXD parameter
sensitivity runs as well the default CG1999 and OVER for comparison. Note the different scale of
the horizontal axes to Figure 2.8.
Run AABW − CTR (Sv) NADW − CTR (Sv)
SIGMA (default) 0.01 (↑ 0.5%) 0.02 (↑ 1%)
SIGMA (κratioσ = 10
−4) 0.01 (↑ 0.5%) 0.02 (↑ 1%)
SIGMA (κratioσ = 10
−8) 0.01 (↑ 0.5%) 0.02 (↑ 1%)
SIGMA (κσ = const) 0.01 (↑ 0.5%) 0.01 (↑ 0.3%)
Table 2.5: Difference from CTR of AABW and NADW transport (defined as the maxi-
mum/minimum transport for σ2>36.6 kg m
−3 at 30◦S and 30◦N respectively) for each SIGMA
parameter sensitivity runs.
the ocean bottom, are not represented and may be reducing the scheme’s overall response.
2.4.5 BLOBS Parameter Sensitivity
The BLOBS scheme is computationally expensive compared to the other schemes, requir-
ing 4.8× the runtime of CTR for the default BLOBS case. The less case is the least
computationally expensive of the BLOBS sensitivity runs (2.5× the runtime of CTR) due
to the runtime dependence on the number of active Lagrangian particle (Bates, 2011).
This computational expense is higher than expected (Bates, 2011), however recent code
alterations (Appendix A) and the application of BLOBS in a realistic bathymetry may
have influenced the runtime as well as the large number of active particles (order 105).
Parameter variations increasing/decreasing detrainment or entrainment produce min-
imal change to AABW and NADW properties and circulation (results overlap or are close
to the default case of Figure 2.14). This low sensitivity is a consequence of the detrainment
influencing the Lagrangian particles mass by only 0.0001% and entrainment by 0.1%. Due
to the similarity of these results to the default BLOBS case, they are not included in the
following figures and discussion.
AABW shows minimal sensitivity to the BLOBS scheme despite the range of param-
eters explored. Increasing bottom drag produces the greatest change to density in the
south (grey lines; Figure 2.14), increasing density by a maximum of 0.0016 kg m−3 com-
pared to CTR (6% the change produced from MIXD weight). Higher bottom drag acts
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(a) Temperature Difference. (b) Salinity Difference.
(c) Density Difference. (d) Age Difference.
Figure 2.12: SIGMA difference from the CTR in (a) temperature (◦C), (b) salinity, (c) density (kg
m−3) and (d) age (years) averaged over the region 32.4◦N-62.4◦N (dashed lines) and 44.7◦S-74.7◦S
(solid lines) versus depth for each of the different parameter changes of SIGMA. The difference is
defined as the time average of the last 20 years in the overflow scheme runs minus the equivalent of
the CTR. Note the different scale of the horizontal axes to Figure 2.8 and 2.10 in order to highlight
the structure of the SIGMA scheme results.
to slow particles (Bates, 2011) and flow non-geostrophically (Bates et al., 2012b). Such
non-geostrophic flow allows particles to flow directly downslope and reach deeper depths
providing the greatest increase in density below 2500 m. The maximum age decrease is 24
years compared to CTR (4% the change from MIXD weight) and occurs for the default
and 4β0b. All other values show negligible change in the south compared to the default
BLOBS (less than 0.0003 kg m−3 change in density and less then 20 years (3%) change
in age). Minimal change is also observed in the lower cell of the overturning circulation
(Figure 2.15) with the largest increase in AABW strength compared to CTR being less
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Figure 2.13: Difference in meridional overturning (Sv) of SIGMA from CTR in potential density
space referenced to 2000 m (σ2) for the cases (a) κ
ratio
σ = 10
−4, (b) κratioσ = 10
−8 and (c) κσ = const
taken as a time mean from years 180-200 in the parameter runs. The contours represent the mean
overturning of the CTR case during the same time period with solid contours indicating anti-
clockwise overturning and dashed clockwise at unit intervals starting at 0.5 and -0.5 respectively.
than 1.2% (default and less cases; Table 4.2), while both the 0.5β0b and Cd = 3 × 10−2
cases reduce the AABW circulation (by up to 1.2%).
In the north, increasing bottom drag (grey lines; Figure 2.14) leads to dense water
descending to greater depth, with the maximum change from CTR (0.005 kg m−3) at
2200 m. Decreasing the bottom drag to Cd = 3 × 10−4 (red lines; Figure 2.14) increases
the speed of the Lagrangian particles (Bates et al., 2012b) but does not influence the
particle trajectories (they continue to flow mainly geostrophically along the slope). The
faster particles lead to cooler and fresher NADW compared to the default BLOBS with
little change in density. Similar results to the default BLOBS occurs when fewer particles
are formed (less case; magenta in Figure 2.14). This indicates that the key overflow
processes are captured when only considering steep slopes (>8 cells deep) and large density
variations on the slope (>0.016 kg m−3). Increasing the number of particles formed (more
case; green lines in Figure 2.14) however increases the transport of warm salty water to
depth. The combined influence of the tracers decreases the density by a maximum of
0.0006 kg m−3 with a decrease in age of 15 years compared to the default BLOBS.
Increasing/decreasing the Lagrangian particles size (yellow/blue lines respectively in
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(a) Temperature difference. (b) Salinity difference.
(c) Density difference. (d) Age difference.
Figure 2.14: BLOBS difference from the CTR in (a) temperature (◦C), (b) salinity, (c) density
(kg m−3) and (d) age (years) in the region 32.4◦N-62.4◦N (dashed lines) and 44.7◦S-74.7◦S (solid
lines) versus depth for each of the different parameter changes of BLOBS. The difference is defined
as the time average of the last 20 years in the overflow scheme runs minus the equivalent of the
CTR. Note the different scale of the horizontal axes to Figure 2.8, 2.10 and 2.12 in order to highlight
the structure of the BLOBS scheme results.
Figure 2.14) increases/decreases the impact of the BLOBS scheme. The 4β0b case produces
the greatest increase in density (maximum change below 1000 m of 0.0096 kg m−3) and
decrease in age (maximum change 115 years) in the north of all the BLOBS parameter
regimes considered. Such changes are 36% the density change and 22% the age change
produced by MIXD weight in the north.
The change from CTR in the upper cell circulation (Figure 2.15) shows similar char-
acteristics for all BLOBS cases, producing an increase in the circulation of the densest
portion of the cell with a decrease in the streamfunction above. The 4β0b case, as with
the tracer properties, has the greatest impact, leading to a maximum change in the upper
cell of 0.7 Sv. As with MIXD, however, the increase in the densest part of the NADW
cell leads to a reduction in the calculated NADW maximum at 30◦N (decreasing it by a
maximum of 1.1% for the 4β0b case, with no significant change for the less case; Table
4.2).
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(a) Cd = 3 × 10− 2-CTR. (b) Cd = 3 × 10− 4-CTR.
(c) less -CTR. (d) more -CTR.
(e) 12β0b-CTR. (f) 4β0b-CTR.
Figure 2.15: Difference in meridional overturning (Sv) of BLOBS from CTR in potential density
space referenced to 2000 m (σ2) for the cases (a) where Cd = 3×10−2, (b) Cd = 3×10−4, (c) less,
(d) more, (e) 12β0b and (f) 4β0b taken as a time mean from years 180-200 in the parameter runs.
The contours represent the mean overturning of the CTR case during the same time period with
solid contours indicating anti-clockwise overturning and dashed clockwise at unit intervals starting
at 0.5 and -0.5 respectively.
While our study focusses on water mass properties, the importance of reproducing the
correct overflow pathways should be considered. BLOBS is the only scheme dynamically
defining the descent path of AABW and NADW. All other schemes move dense water
unphysically straight downslope without consideration of Coriolis forces. That is, while
BLOBS dynamically controls the descent of dense water, MIXD moves dense water directly
downslope dispersing it throughout the deep ocean. Figure 2.16 illustrates this point where
we see the change in temperature from CTR after 200 years on the bottom grid cells for
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Run AABW − CTR (Sv) NADW − CTR (Sv)
BLOBS (default) 0.017 (↑ 0.8%) -0.024 (↓ 0.7%)
BLOBS (4β0b) 0.014 (↑ 0.6%) -0.04 (↓ 1.1%)
BLOBS (0.5β0b) -0.006 (↓ 0.3%) -0.03 (↓ 0.9%)
BLOBS (Cd = 3× 10−2) -0.027 (↓ 1.2%) -0.017 (↓ 0.5%)
BLOBS (Cd = 3× 10−4) 0.011 (↑ 0.5%) -0.012 (↓ 0.3%)
BLOBS (more) 0.003 (↑ 0.1%) -0.005 (↓ 0.1%)
BLOBS (less) 0.017 (↑ 0.8%) -0.0004 (↓ 0.0%)
Table 2.6: Difference from CTR of AABW and NADW transport (defined as the maxi-
mum/minimum transport for σ2>36.6 kg m
−3 at 30◦S and 30◦N respectively) for each BLOBS
parameter sensitivity runs.
BLOBS and MIXD. The way MIXD disperses dense water over a large area while BLOBS
confines it to its dynamical pathway, is likely one factor leading to MIXD producing the
largest impact. BLOBS is more suitably designed for influencing deep flows within straits
and passages.
(a) MIXD-CTR bottom cell temp. (b) BLOBS-CTR bottom cell temp.
(c) Lagrangian particle mass ﬂux.
Figure 2.16: Difference from CTR in bottom grid cell temperature (◦C) at year 200 for (a) default
MIXD and (b) default BLOBS case with (c) the Lagrangian particle mass flux (1 × 1014 kg s−1)
entering a grid cell for the default BLOBS case over year 200. Note that we only show the mass
flux into the grid cell not also the mass flux out of a grid cell. This is done in order to make the
Lagrangian particle paths clearer.
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Note that there is not a change in temperature (Figure 2.16b) at all the points along
the Lagrangian particle path (Figure 2.16c). This effect occurs because the Eulerian
temperature only shows a significant change when the Lagrangian particle returns its
properties to the model upon destruction. Figure 2.16c shows the mass flux into each grid
cell (and does not include the mass flux out) as we wish to outline the dynamical pathways
of the particles, not only their points of formation and destruction.
2.5 Conclusions
Many commonly used ocean climate models, particularly those based on z-coordinates,
struggle to represent the observed formation and distribution of Antarctic Bottom Water
(AABW) and North Atlantic Deep Water (NADW). The application of overflow parame-
terisations seeks to improve the representation of these water masses, however little test-
ing had previously been done to compare the range of overflow schemes available. Our
study provides the first detailed comparison of three commonly used overflow schemes
in the representation of both AABW and NADW water masses, applied within a realis-
tic bathymetry model incorporating all the basic components of a Global Climate Model
(GCM).
Whilst our model represents GCM processes, the mean state of the overturning circula-
tion in our model is not directly comparable with that produced in GCMs (e.g. our model
has a weaker overturning and includes only dense water source regions of the Atlantic).
The different overturning structures may lead to changes in the magnitude of the param-
eterised response to AABW and NADW properties and transport. However, the physical
processes of the overturning represented here are consistent with those in GCMs, meaning
the relative change and characteristics of the responses are expected to be translatable to
GCMs.
The overflow parameterisations tested here include: a Lagrangian point particle
method (BLOBS), a sigma bottom boundary layer scheme (SIGMA) and direct tracer
transport/mixing schemes based on Campin and Goosse (1999) defined as CG1999, OVER
and MIXD. The MIXD (and in turn CG1999, OVER) and SIGMA overflow schemes con-
sider the tracer equation in their adjustment. The fully dynamical BLOBS scheme, on the
other hand, is designed to provide a more complete representation of overflow processes.
In the north, the partial convective mixing process of MIXD along with the weight
parameter set-up proves the most effective at increasing the density and downslope flow of
NADW. The large NADW response provided by MIXD indicates that adjustment through
dynamical factors, such as the effect of the momentum of the water parcel, is not necessary
for the overflow parameterisation to enhance northern downslope flows.
The maximum response in the south (via the weight MIXD set-up) shows the compara-
ble sensitivity of AABW to NADW is always less than 1/3 when considering the vertically
integrated tracer and density changes. The reduced response from any parameterisation
in the south implies that the characteristics of AABW overflows cannot be substantially
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improved through the application of the existing overflow parameterisations investigated
here. This lack of sensitivity may result from the differing characteristics of the AABW
overflows. AABW overflows are more dispersed than NADW overflows and are less well
resolved across the shelf and slope. The dispersed nature of AABW also makes alterna-
tive schemes not tested here, such as the overflow parameterisation of Danabasoglu et al.
(2010), potentially difficult to implement.
While our study assessed the sensitivity of the bulk water mass properties, consider-
ation of overflow pathways may be important. Accurate pathways are only represented
through the dynamical BLOBS scheme, meaning BLOBS remains most suitable when
considering regional properties of overflows. However, the computational cost of BLOBS
makes this scheme currently unviable for GCM application, while parameterisations such
as MIXD are already implemented in certain MOM-based GCMs (e.g. ACCESS or GFDL-
ESM2M; Dunne et al., 2012; Bi et al., 2013; Marsland et al., 2013) with some impacts of
the scheme in GCMs illustrated in Palter et al. (2014).
Abyssal waters remain a challenge for GCMs, yet their key role in the current climate
and future changes mean they must remain a priority in model development. NADW
proves sensitive to the application of overflow parameterisations, however alternative ap-
proaches need to be considered (e.g. investigation into the shelf water properties or im-
plementation of a dynamical piping scheme in BLOBS) if progress into improving AABW
properties in z-coordinate GCMs is to be achieved.
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2.6 Appendix
2.6.1 BLOBS code in MOM5 distribution
Testing of the BLOBS scheme for the present study identified a code error that impacts
the results from Bates et al. (2012b). This error meant that ocean sea surface height
(SSH) contributions from the Lagrangian particle mass was not taken into account during
the fast barotropic time step of the ocean model and led to abnormally large SSH (up
to ±30 m). These large SSH anomalies occurred in concentrated Largrangian particle
formation regions on the shelf and produced a strong barotropic flow off the shelf at
velocities of the order of 0.1 m s−1. Such flow off the shelf led to an unphysical increase
in dense water transport and circulation, increasing the AABW transport by 1.02 Sv
(42%) in the default BLOBS case. Updating the MOM5 code to include the Lagrangian
particles within the barotropic time step led to no significant change in the presented dye
concentration results of the DOME test case of Bates et al. (2012b) since these results
were presented after only 28 days of simulation. For the BOWL test case, however, results
after one year proved long enough for the SSH anomaly to build and significantly alter the
magnitude of the presented barotropic quasi-streamfunction. The updated streamfunction
and bottom temperature results for the BLOBS “ctrl” case of Bates et al. (2012b) in Figure
2.17 show an overall increase in the quasi-barotropic streamfunction, however of order 220
Sv rather than 1200 Sv (Bates et al., 2012b). This streamfunction illustrates a greater
increase in circulation compared to all other overflow parameterisations cases of Bates
et al. (2012b) except the no return flow (Campin and Goosse, 1999) case which produces
a barotropic quasi-streamfunction of order 250 Sv.
(a) Bottom cell temperature (ºC). (b) Barotropic quasi-streamfunction, ψ (Sv).
Figure 2.17: (a) Bottom cell temperature (◦C) and (b) barotropic quasi-streamfunction (Sv) of
the “ctrl” bowl case of (Bates et al., 2012b) after one year, applying the updated MOM5 code.
The black dots of (a) show the locations of the Lagrangian particles over the one year simulation.
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2.6.2 Frazil Ice Parameterisation
Both linear and non-linear equations may be used to define to frazil ice formation in
MOM5. The linear equation computes the freezing temperature of sea water (Tf ) as a
linear function of salinity (S);
Tf = a1S, (2.9)
where a1 is a constant (Griffies, 2012). The non-linear form instead determines Tf as a
nonlinear function of salinity and gauge pressure (p);
Tf =
a0 + S(a1 +
√
S(a2 +
√
Sa3)) + p(a4 + p(a5 + Sa6)
b0 + p(b1 + pb2) + S
5
2 b3
, (2.10)
where a0, a1, a2, a3, a4, a5, a6, b0, b1, b2 and b3 are constants (Jackett et al., 2006). To
test the two forms of Tf , the model and set-up defined in Section 2.3.1 and 2.3.2 were
used at 14
◦
resolution and without the application of the Gent and McWilliams (1990)
eddy parameterisation. The model is run for 280 yrs with the non-linear equation defining
frazil formation applied. Two runs are then performed for 15 yrs, one with the linear form
(Equation 2.9) and the other continuing the non-linear form (Equation 2.10). After 15
yrs, the non-linear forms leads to a significant increase in ice mass compared to the linear
case (Figure 2.18d) and is most pronounced in the southern hemisphere. The non-linear
form also produces cooler and saltier waters on the southern shelf, resulting in an overall
increase in density on the Antarctic shelf by up to 0.05 kg m−3 (Figure 2.18). It is noted
that the relative change produced by the non-linear equation has a much larger impact in
the south compared to the north, particularly in the density and ice mass changes. While
the shelf water and ice properties are important factors in dense water production, our
focus on overflows means further investigation into these variations is beyond the scope of
this study.
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Figure 2.18: Yearly mean difference in applying a non-linear to linear equation for defining the
freezing temperature of seawater for frazil formation for (a) temperature (◦C), (b) salinity, (c)
potential density referenced to 0 m (σ0; kg m
−3) and (d) ice mass (kg m−2). Temperature, salinity
and density are depth averaged on the shelf for values above 1300 m.
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Chapter 3
Sensitivity of Antarctic Bottom
Water to Changes in Surface
Buoyancy Fluxes
Abstract
The influence of freshwater and heat flux changes on Antarctic Bottom
Water (AABW) properties are investigated within a realistic bathymetry cou-
pled ocean-ice sector model of the Atlantic Ocean. The model simulations are
conducted at eddy-permitting resolution where dense shelf water production
dominates over open ocean convection in forming AABW. Freshwater and heat
flux perturbations are applied independently and have contradictory surface
responses, with increased upper ocean temperature and reduced ice formation
under heating, and the opposite under increased freshwater fluxes. AABW
transport into the abyssal ocean reduces under both flux changes, with the
reduction in transport being proportional to the net buoyancy flux anomaly
south of 60◦S.
Through inclusion of shelf sourced AABW, a process absent from most cur-
rent generation climate models, cooling and freshening of dense source wa-
ter is facilitated via reduced on-shelf/off-shelf exchange flow. Such cooling is
propagated to the abyssal ocean, while compensating warming in the deep
ocean under heating introduces a decadal scale variability of the abyssal water
masses. This study emphasises the fundamental role buoyancy plays in con-
trolling AABW, as well as the importance of inclusion of shelf sourced AABW
within climate models in order to attain the complete spectrum of possible
climate change responses.
3.1 Introduction
Antarctic Bottom Water (AABW) is one of the densest and most voluminous water masses
of the global ocean. It forms the lower limb of the Meridional Overturning Circula-
tion (MOC) and plays an important role in transporting carbon, heat and freshwater
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sequestered from the atmosphere to the deep ocean (Johnson, 2008; Kuhlbrodt et al.,
2007; R´ıos et al., 2012; Purkey and Johnson, 2013). AABW source water is formed ini-
tially through surface buoyancy losses via cooling and brine rejection during winter sea
ice formation where a reservoir of cold dense water may be established on the Antarctic
continental shelf. The shelf water interacts and mixes with the warm, salty Circumpolar
Deep Water (CDW) that intrudes onto the shelf, as well as with relatively warm melt
water from the base of marine ice-shelves (Jacobs, 2004). When the shelf water is denser
than the open ocean and conditions favour overflow, the dense shelf water can spill over
the continental shelf, further entraining CDW (Jacobs, 2004), until reaching the abyssal
ocean and flowing northward as AABW.
The process forming dense shelf water, a precursor to AABW, is absent from most cur-
rent generation climate models (e.g. that of the Coupled Model Intercomparison Project
Phase 5; CMIP5; Heuze´ et al., 2015). Most models rely on open-ocean convection resulting
from winter surface buoyancy losses within the Ross and Weddell Sea to provide a source
of dense AABW. Compared to dense shelf water production, open-ocean convection is a
relatively minor and potentially infrequent contributor of AABW formation (e.g. Gordon,
2001). The different mechanisms involved in AABW formation (open-ocean convection or
dense shelf water production) may also respond differently to a changing climate. In order
to encompass the complete range of AABW volume and property responses, the influ-
ence on each process must be evaluated. This study provides evidence of how shelf water
sourced AABW responds to changing surface buoyancy fluxes as a result of a warming
atmosphere and increased surface freshwater fluxes.
Observed freshening of AABW (Aoki et al., 2005a; Rintoul, 2007; Purkey and Johnson,
2010, 2013) is linked with evidence of increased precipitation and glacial melt around
Antarctica (e.g. Jullion et al., 2013). AABW observations also indicate a warming and
contraction of the densest water mass (Purkey and Johnson, 2010, 2013). Warming of
AABW remains a significant contributor to sea-level rise through thermosteric effects
(Purkey and Johnson, 2010) while increases in glacial runoff have been shown to enhance
sea-level rise within Southern Ocean (Rye et al., 2014; van den Berk and Drijfhout, 2014).
AABW property and volume changes will likely alter the global overturning circulation.
Current studies often refer to the role of AABW in the ‘bipolar see-saw’. Under such
a scenario reduced AABW transport enhances NADW circulation (e.g. England, 1993;
Seidov et al., 2001; Martin et al., 2015) which may drive system-wide changes (e.g. Seidov
et al., 2001). Despite the many studies undertaken investigating AABW sensitivity to
forcing, a complete understanding of the role AABW plays in the global climate system
remains uncertain.
Previous modelling studies investigating the sensitivity of AABW to freshwater fluxes
focus on a uniformly distributed surface freshwater flux over the Southern Ocean, simu-
lating either changes in precipitation, ice-melt or ice-sheet runoff/collapse (e.g. Aiken and
England, 2008; Trevena et al., 2008; Swingedouw et al., 2009; Menviel et al., 2010; Kirk-
man and Bitz, 2011; Ma and Wu, 2011; Bintanja et al., 2013, 2015; Morrison et al., 2015).
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However, changes to freshwater fluxes across Antarctica are not necessarily uniformly
spread over the Southern Ocean. Increased basal melting of glacial ice sheets represents a
significant local freshwater source derived solely at the continental edge. Such melting is
suggested to result from increased intrusions/transport of warm CDW onto the continental
shelf (e.g. Thoma et al., 2008; Jacobs et al., 2011). Changes in CDW volume and circu-
lation on the shelf may be attributed to changes in the westerly winds around Antarctica
as a result of anthropogenic forcing (Thoma et al., 2008; Dinniman et al., 2011, 2012),
however a complete understanding of the mechanisms driving increase basal melt remains
uncertain (Dinniman et al., 2012). While changes in basal melt are most prominent in
West Antarctica (e.g. Jacobs et al., 2011; Joughin et al., 2012; Pritchard et al., 2012),
changes in East Antarctic ocean circulation and properties may also indicate increased
basal melting (Khazendar et al., 2013; Gwyther et al., 2014).
Changes to atmospheric heat fluxes and their resulting contribution to surface buoy-
ancy and AABW properties have remained relatively neglected. Despite the sea-surface
cooling response simulated from anthropogenic forcing (as a result of a strengthened halo-
cline hindering the upwelling of warm deep waters to the surface; refer to Section 3.33.3.1
and Trevena et al., 2008; Swingedouw et al., 2009; Ma and Wu, 2011), changes in sur-
face heat fluxes remain an important component of any buoyancy adjustment. Increases
in net radiative fluxes under climate change are dominated by an increase in Downward
Longwave Radiation (DLR; Stephens et al., 2012; Zelinka and Hartmann, 2012). Surface
atmospheric sensible heat changes also act as a major influence over the Southern Ocean
(Taylor et al., 2013). Such heat flux changes, while having the potential to alter surface
water buoyancy, may also promote glacial ice melt and reduce sea ice formation. All such
changes may result in adjustments to the convective mixing on the shelf and open-ocean
and hence the resulting AABW formation and properties.
Within an idealised ocean only sector model, Morrison et al. (2015) show that both
a latitudinally independent and a southern hemisphere only atmospheric warming may
lead to sea surface cooling and freshening trends in the Southern Ocean. Zhang (2007)
investigates changes to Antarctic sea ice within a coarse resolution ocean-ice model fol-
lowing increases in Surface Air Temperature (SAT), DLR, precipitation (P ) and decreases
in downward shortwave radiation (following trends in the NCAR-NCEP reanalysis data).
They find that increases in SAT and DLR play a key role in influencing decadal trends in
sea ice production (and hence brine rejection).
Our study quantifies the influence of both freshwater and heat flux changes to the sur-
face buoyancy and shelf properties and how they independently contribute to the transient
responses of AABW formation and water mass properties. We evaluate how changes to
glacial runoff, confined to sources around the Antarctic coast, alter AABW circulation and
properties and compare the response with increases in precipitation. We also investigate
the sensitivity of Antarctic shelf waters, AABW properties and overturning circulation to
increased SAT and DLR. Our results provide an indication of the relative importance and
contribution of heat fluxes have in controlling AABW formation and properties. Anal-
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ysis is performed within a quarter degree eddy-permitting sector model, where realistic
bathymetry and surface forcing is applied (Snow et al., 2015). The sector model, with
ocean-ice coupling, allows us to evaluate the response of shelf sourced AABW to buoy-
ancy changes, providing a new range of responses absent from many previous modelling
studies that rely solely on open-ocean convection to form AABW (e.g. Heuze´ et al., 2015).
An increased understanding of the role of buoyancy flux changes around Antarctica will
allow for an improved interpretation of how these relative changes influence AABW, and
the role AABW plays in the changing climate.
3.2 Method
3.2.1 Model
Most previous modelling studies evaluating the effect of buoyancy flux changes around
Antarctica have generally been performed with coarse ocean resolutions, where eddy con-
tributions to the circulation must be parameterised (with a few exceptions, e.g., Morrison
et al., 2011, 2015). Changing from coarse to eddy permitting resolution leads to im-
provements in the modelled representation of the Southern Ocean meridional overturning
circulation (Spence et al., 2009) as well as improved abyssal ocean heat uptake (Zhang and
Vallis, 2013). Hence, applying eddy-permitting resolution may provide improved represen-
tation of the dynamical impacts evolving from buoyancy flux changes not represented at
coarse resolution. In this study, a realistic bathymetry sector model of the Atlantic Ocean
is used for a suite of sensitivity experiments into the dependence of AABW formation
and properties on buoyancy surface forcing (see Snow et al., 2015, for full details on the
development of this model). We increase the horizontal resolution of the model described
by Snow et al. (2015) to 0.25◦ on a Mercator grid, with 65 vertical levels increasing from
5 m thickness at the surface to 200 m at depth.
The Atlantic Ocean is chosen as the sector domain as it includes formation regions
for both AABW and NADW, and hence allows for representation of the upper and lower
global overturning cells. The sector is generated from a combination of the NOAA/GFDL
1/4◦ global bathymetry (Delworth et al., 2012) and the Weddell Sea coast of the ETOPO2
version 2 globally gridded 2 minute ocean and land topography (U.S. Department of Com-
merce, National Oceanic and Atmospheric Administration, National Geophysical Data
Center, 2001). The boundaries are defined to include the entire Atlantic Ocean, with
zonally reentrant boundary conditions at Drake Passage latitudes to permit a represen-
tative Antarctic Circumpolar Current (ACC) flow. Within these boundaries the domain
is deformed laterally to fit a 60◦ wide sector with matching conditions set at the periodic
boundaries (Fig. 3.1). The Modular Ocean Model (MOM5; Griffies, 2012) provides the
ocean component of the model and is coupled to the GFDL Sea Ice Simulator (SIS; Win-
ton, 2000). CORE2v2 Normal Year Forcing (NYF; Large and Yeager, 2009) is applied to
the surface with the deformation of the forcing fields equivalent to that of the bathymetry
in order to maintain constancy between ocean and land forcing (Snow et al., 2015). The
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CORE fields provide the surface wind and buoyancy forcing component of the model. It is
through perturbations to these fields that the buoyancy flux changes are applied. Vertical
mixing is achieved through the KPP surface boundary layer scheme of Large et al. (1994),
an interior gravity wave mixing scheme (Simmons et al., 2004) and a coastal tidal mixing
scheme (Lee et al., 2006). No overflow parameterisation is applied as Snow et al. (2015)
shows that such parameterisations do not significantly improve AABW overflow represen-
tations. At 14
◦
resolution, we do not employ an eddy parameterisation, but do apply the
Fox-Kemper et al. (2008) parameterisation of submesoscale eddies.
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Figure 3.1: Summary of the model domain, boundary condition configuration and forcing/model
components.
The ACC transport (102 Sv) and the NADW overturning (4.5 Sv; Fig. 3.1) are rela-
tively weak compared with observations (e.g. the ACC is 137±7 Sv; Meredith et al., 2011).
These low values result from the incomplete process representation (such as including only
one sixth of the globe in our domain and the closed wall boundaries at the northern edge).
However, the goal of our model is to provide a representation of the circulation present
in the global ocean, including that of the lower and upper cells, and the key processes
defining AABW. Marginally lower ACC and NADW compared with observations does
not hinder our reproduction of the overall processes defining AABW. Further, since our
analysis is undertaken relative to a control state, any small difference in the magnitudes
of the circulation cells does not necessarily influence the processes governing change in the
perturbation runs.
Many previous studies of the influence of buoyancy flux changes on AABW have been
coupled to an atmospheric model (e.g. Aiken and England, 2008; Ma and Wu, 2011,
etc), such that the role of changing surface buoyancy fluxes are not independent from
other atmospheric changes (i.e. subsequent induced wind shift/intensification). In this
study, surface forcing perturbations are applied as a step change to the CORE forcing,
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removing any such atmospheric feedback and allowing for a mechanistic understanding of
how each buoyancy flux and forcing term independently influences the AABW formation
and properties.
3.2.2 Buoyancy Perturbations
In this section we outline the formulation of buoyancy flux changes that are consistent with
future projections based on the CMIP5 representative concentration pathways (RCPs).
The application of heat and freshwater fluxes are considered separately with a range of
values applied in order to capture the relative influence of each buoyancy term.
Heat fluxes
Heat flux changes are applied through a contribution of Downwelling Longwave Radiation
(DLR) and Surface Air Temperature (SAT). To quantify possible future projections of
DLR and SAT in the Southern Ocean, output from 15 CMIP5 models are analysed (Fig.
3.2a-d). The DLR and SAT in each model is zonally averaged over the ocean and the
differences between the present day mean (years 2006-2016) and the projected decadal
mean (years 2090-2100) are calculated for two RCPs; RCP4.5 and RCP8.5 (corresponding
to a respective 4.5 W m−2 and 8.5 W m−2 top of the atmosphere imbalance by 2100; Taylor
et al., 2012). The forcing perturbation is based on the multi-model mean, except that,
since we are primarily interested in the sensitivity of AABW, changes in DLR and SAT
north of 50◦N are kept constant in order to avoid northern polar amplification dominating
the model response. The perturbations in DLR and SAT are then added to the CORE2v2
fields (Fig. 3.3a,b) as a latitudinally invariant field for each of the RCP4.5 and RCP8.5
cases (experiments labelled H45, H85). In order to attain a wider spectrum of possible
responses (and due to the limited model output available for RCP2.6 and RCP6.0), we
average the H45 and H85 forcing to obtain a representative RCP6.0 case (labelled H60),
and halve the H45 input to attain a fourth minimum warming scenario (labelled H20).
Table 3.1 provides a summary of the heat flux perturbation experiments.
Averaged over 100 years of simulations, the induced step changes correspond to a
domain averaged increase in DLR of 0.085 W m−2 yr−1 for RCP4.5 and 0.21 W m−2 yr−1
for RCP8.5. These values provide similar trends to observations; Zhang (2007) estimates
that the trend in DLR from 1979-2004 is 0.069 W m−2 yr−1 over the Southern Ocean
based on reanalysis data, while Stephens et al. (2012) indicates a current global change of
0.18 W m−2 yr−1 over the ocean between ±60◦ of the equator. Reanalysis data indicates a
current Southern Ocean increase in SAT of 0.027 ◦C yr−1 from 1979-2004 (Zhang, 2007).
Our simulations provide a step change that over 100 years averages to an increase in SAT
of 0.014 ◦C yr−1 for RCP4.5 and 0.033 ◦C yr−1 for RCP8.5.
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Freshwater fluxes
Changes in the freshwater budget of the Southern Ocean are likely to be derived from a
combination of glacial runoff from Antarctica and trends in precipitation (as well as the
response of sea ice). Antarctic glacial melt from ice-sheets has increased significantly over
recent decades (e.g. Jacobs et al., 2011; Pritchard et al., 2012) from 30 Gt yr−1 in 1992-
2001 to 147 Gt yr−1 in 2002-2011 (Stocker et al., 2013), while total increases in Antarctic
melt (also including thinning of floating shelves) is estimated at 350 Gt yr−1 over the past
20 years (Rye et al., 2014). The CORE2v2 Antarctic runoff equates to 397 Gt yr−1 mass
flux within our domain (total Antarctic runoff is estimated at ∼2500 Gt yr−1; Large and
Yeager, 2009, we remind the reader that our domain is only about 16 that of the globe).
There is no direct estimate of future glacial runoff changes, hence we elect to amplify the
existing runoff pattern. To simulate the enhanced runoff, we apply 113×, 123×, 2× and
213× increases to the CORE2v2 runoff sourced from the Antarctic coastline (experiments
defined as R13, R16, R2 and R23 respectively; Fig. 3.3b and Table 3.1). The coastally
uniform distribution of the CORE2v2 runoff does not allow for regional variability of basal
melt rates (van den Berk and Drijfhout, 2014), however it still provides an indication of
how glacial runoff changes may influence shelf properties.
In parallel to the runoff cases, we also investigate scenarios in which precipitation
increases south of approximately 10◦S (chosen because this is the latitude of minimum
cumulative freshwater flux change, based on the CMIP5 multi-model mean; Fig. 3.2e,f).
Our model allows no net mass increase of the ocean. Excess mass from changes in pre-
cipitation (P ), evaporation and runoff are removed by adjusting the precipitation using a
constant offset. We aim to minimise this offset by inducing changes only to 10◦S where
the minimum change in precipitation is attained in the perturbation. Further, since we
are focused on the Southern Hemisphere response to buoyancy flux changes, changes to
northern hemisphere fluxes are ignored. We consider two precipitation experiments, P45
and P85, which apply the expected latitudinally averaged precipitation changes (the pro-
jected 2090-2100 mean from the 2006-2016) across the ocean in the RCP4.5 and RCP8.5
scenarios from a 15 multi-model mean (Fig. 3.2c,d and 3.3d).
3.2.3 Experiments
The control state (CTR) is spun up for 500 years (Fig. 3.4), maintaining the original
CORE2v2 NYF fields. At year 501 perturbation experiments are branched from the
control run. A total of 4 runoff, 2 precipitation and 4 heating perturbation experiments
are performed (Table 3.1). Each perturbation run is continued for 100 years and the
transient response of each experiment is compared with the equivalent period in CTR to
quantify AABW’s sensitivity to each buoyancy flux change.
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Perturbation
(a) DLR RCP4.5
(f) Precipitation RCP8.5
Latitude (°N) Latitude (°N)
(b) DLR RCP8.5
(c) SAT RCP4.5 (d) SAT RCP8.5
(e) Precipitation RCP4.5
Figure 3.2: Difference in the decadal averages 2006-2015 from 2091-2100, for zonally averaged
over-ocean DLR (W m−2) in the a) RCP4.5 and b) RCP8.5 forcing scenarios; zonally averaged
over-ocean SAT (◦C), for c) RCP4.5 and d) RCP8.5; and precipitation (10−5 kg m−3 s−1) for e)
RCP4.5 and f) RCP8.5 across 15 different CMIP5 models. The thick black line is the applied
perturbation; that of the multi-model average south of 40◦N for DLR and SAT and south of 10◦S
for precipitation, of each CMIP5 model shown, interpolated to the Atlantic Sector model latitudes.
3.2.4 Net Surface Buoyancy Flux
One caveat regarding the freshwater fluxes, is the influence of salinity restoring. Salinity
restoring is commonly applied to ocean models to maintain an equilibrium surface salinity
in close agreement with observations. In the Atlantic Sector, salinity restoring is applied
to the ocean surface with a damping time scale of 60 days. With the restoring component,
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(a) DLR Perturbations (b) SAT Perturbations
(c) Runoff Perturbations (d) Precipitation Perturbations
Figure 3.3: Zonally averaged CORE2v2 (black lines; CTR) a) DLR, b) SAT, c) runoff and d)
precipitation, along with the zonally averaged perturbation experiments (coloured lines). Pertur-
bations include heating scenarios H20, H45, H60 and H85, freshwater perturbations of runoff; R13,
R16, R2, R23 and freshwater perturbation of precipitation; P45 and P85.
the total freshwater flux Ffw (kg m
−2 s−1) into the ocean is given by:
Ffw = Fp − Fe + Frunoff + Fmelt + Frest (3.1)
where Fp is the freshwater flux from precipitation, Fe is the flux from evaporation, Frunoff
is the freshwater flux from runoff, Fmelt is the flux from ice melt and formation and Frest is
the flux from salinity restoring. The restoring term partly counters the applied freshwater
flux perturbations (e.g. in the R2 case, salinity restoring reduces the freshwater flux
change by approximately one third). However, since we account for the salinity restoring
changes in our freshwater flux calculation and are only concerned with the total change in
freshwater fluxes in our analysis, the damping by the salinity restoring does not influence
our results.
An initial adjustment period of approximately 10 years occurs where the model re-
sponds to the perturbed runoff or precipitation and the equivalent freshwater flux applied
through salinity restoring responds (not shown). After this period, an approximately
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Figure 3.4: Model control state (averaged over years 490-500) of a) zonally averaged temperature
(◦C), with contours at 0.5◦C intervals, b) zonally averaged salinity with contours at 0.04 intervals,
c) evolution of AABW and NADW transports at 30◦S and 30◦N (evaluated as the minimum and
maximum of the MOC respectively at densities greater than σ2 = 36.8 kg m
−3) and d) MOC in
depth space and e) σ2-space (Sv) with contours at 1 Sv intervals (excluding 0 Sv).
steady trend to the freshwater flux is maintained.
Similarly to the freshwater fluxes, the total heat flux Fh (W m
−2) is defined as:
Fh = Fsw + Flw + Flat + Fsens (3.2)
where Fsw is the heat flux from shortwave radiation, Flw is the flux from incoming minus
outgoing long wave radiation, Flat is the latent heat flux and Fsens is the sensible heat
flux. The freshwater and heat fluxes are combined to produce a net surface buoyancy flux
Run Flux Change Flux Component RCP
R13 FW 1.3×runoff N/A
R16 FW 1.6×runoff N/A
R2 FW 2.0×runoff N/A
R23 FW 2.3×runoff N/A
P45 FW precipitation RCP4.5
P85 FW precipitation RCP8.5
H20 HF SAT+DLR 0.5×RCP4.5
H45 HF SAT+DLR RCP4.5
H60 HF SAT+DLR 0.5×(RCP4.5+RCP8.5)
H85 HF SAT+DLR RCP8.5
Table 3.1: Summary of perturbation experiments undertaken for each of the freshwater flux (FW)
and heat flux (HF) simulations. The relative freshwater or heat flux component influenced is given
in column 3, with information on the RCP used to derive the magnitude of change provided.
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(Bnet; m
2 s−3):
Bnet = gα
Fh
ρ0cp
+ gβ
FfwS0
ρfw
(3.3)
where g is the acceleration due to gravity (9.81 m s−2), α is the thermal coefficient of
expansion, ρ0 = 1035 kg m
−3 is the density of seawater, cp = 3992.1 J kg−1 ◦C−1 is
the specific heat capacity of seawater, β is the haline contraction coefficient, S0 is the
surface salinity and ρfw = 1000 kg m
−3 is the density of freshwater. The average change
in net surface buoyancy flux south of 60◦S is used to provide a comparative measure of
the influence of each perturbation, and to indicate the role buoyancy plays in controlling
AABW properties.
3.3 Results
3.3.1 Surface and Sea Ice Response
During the latter stages of the model spinup (simulated with CTR parameters) there
is no systematic trend in the annual cycle of the sea ice. When the heat flux forcing
is perturbed, sea ice adjusts rapidly within the first few years of the perturbation (not
shown). A substantial decrease in total summer sea ice mass south of 60◦S occurs for all
heat flux perturbations, almost disappearing in summer for the H85 case (Fig. 3.5a). This
decrease occurs despite unchanged ice formation rates in the H20 case (Fig. 3.5) due to
increased melt rates over the summer months.
The sea ice mass change is negligible for increasing freshwater fluxes from runoff,
however summer sea ice mass increases by up to 10% for the precipitation cases (Fig. 3.5;
P85). No trend in the snow to ice mass flux was found (not shown), hence the reason
for the increased sea ice in P85 compared with R2 (which have similar change in net
buoyancy flux) may be understood by the broadly distributed nature of the flux change in
P85 relative to the coastally confined runoff of R2. R2 drives local changes on the shelf but
does not influence the larger Southern Ocean region as P85 does. The increased sea ice
in P85 (relative to CTR) occurs because freshwater freezes at a higher temperature than
saline water (freezing point -1.8◦C at the surface); surface freshening across the Southern
Ocean increases sea ice growth.
An alternative measure of the sea ice response is the annual freshwater flux from ice
formation, which also decreases with increasing surface heat flux, though a modest increase
occurs for the freshwater flux perturbations (Fig. 3.5b). Given that the system adjusts to
the perturbations rapidly, the amount of formation indicates the magnitude of the seasonal
cycle. The decrease in annual sea ice formation in warming cases thus indicates that both
summer and winter sea ice has decreased, while the small, but systematic, increase (0.5-
2%) in production in the freshwater scenarios is consistent with a lower barrier to sea
production in fresher water (Fig. 3.5b; R# and P# perturbations). The exception to the
trends is that of H20. In that case the ice formation does not change significantly from
CTR despite the warming. The unchanged formation rate may be a result of the decreased
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surface salinity (Fig. 3.5d) allowing favourable ice formation conditions that compensate
the warmer atmospheric conditions inhibiting ice formation. In the H45 to H85 cases, the
increased heat flux overwhelms the influence of surface freshening to hinder ice formation.
(a) Summer Sea Ice Mass (b) Ice Formation
(c) Temp Upper 200 m (d) Salinity Upper 200 m
Figure 3.5: Total a) summer sea ice mass (1 × 1015 kg) and (b) freshwater flux (Gt yr−1)
leaving the ocean as a result of ice formation south of 40◦S, c) upper ocean temp (0-200 m) and
d) upper ocean salinity (0-200 m) south of 50◦ S for each of the heating (red) and freshwater
(blue) perturbations averaged over that last 10 years of the simulations with respect to change
in net buoyancy flux of each perturbation. Dashed line shows the value of CTR. Details of the
precipitation (P#), runoff (R#) and heat flux (H#) perturbations is given in Table 3.1.
A total reduction in sea ice mass (Fig. 3.5a) facilitates an increase in freshwater flux
to the ocean from sea ice melt. Following the reduction in sea ice, a net reduction in
ice melt (and formation) occurs (Fig. 3.5b). Since ice formed in the southern regions
of the Southern Ocean is often advected northward (by winds and ocean surface Ekman
transport), reduced ice formation leads to a decreased northward flux of freshwater from
sea ice. Further, since ice formation is a net freshwater sink while melt is a source,
the decreased formation rate allows a relative increase in freshwater fluxes south of 65◦
(9.8 × 10−10 m2 s−1 for H45 over the final decade), while the decreased northward flux
(and hence decreased melt) in the northern regions leads to a net freshwater flux decrease
between 50◦− 65◦S (by −6.7× 10−10 m2 s−1 for H45 over the final decade). The resultant
freshwater flux change occurring via ice removal south of 65◦S is an order of magnitude
larger than that induced by applying projected precipitation changes (e.g. P45 leads to a
freshwater flux change south of 60◦S of 2.8× 10−10 m2 s−1 over the final decade). These
results emphasise the importance of sea ice and heat fluxes in controlling the buoyancy
changes within the Southern Ocean. Since sea ice mass decreases with increased heating,
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surface freshening concurrently increases. Such increases are in contrast to Morrison et al.
(2015), however their study did not include sea ice and so was unable incorporate the
surface freshwater flux feedback mechanism.
Annually averaged upper ocean temperature warms significantly across the Southern
Ocean south of 60◦S under the heating experiments (Fig. 3.5c). Freshwater fluxes on the
other hand lead to upper ocean cooling. This cooling is likely a result of increased surface
freshwater fluxes strengthening the upper ocean halocline and impeding the convection
that precedes AABW formation (Aiken and England, 2008; Trevena et al., 2008; Swinge-
douw et al., 2009; Ma and Wu, 2011). Reduced convection increases the residence time of
surface waters under atmospheric fluxes, facilitating a net cooling.
Despite the upper ocean warming under heating, winter SST illustrates regions of
cooling on the shelf (Fig. 3.6c). The shelf cooling is more widespread in the runoff case
(Fig. 3.6a). This cooling trend may be explained through changes in on-shelf/off-shelf
exchange (see Section 3.33.3.2) as a result of decreased shelf water density (Fig. 3.6g,i).
The precipitation experiments exercise less influence on the shelf water properties due to
the persistent ice barrier near the shelf insulating the ocean from the atmospheric fluxes.
Hence, the precipitation experiments lead to the least reduction in on-shelf density (e.g.
at the surface; Fig. 3.6b), the smallest changes in the on-shelf/off-shelf exchange (Section
3.33.3.2) and consequentially the smallest shelf cooling response in regions of AABW
source waters (which in this model occurs on the eastern edge of the shelf).
(a) R2 Winter ∆SST (b) P45 Winter ∆SST (c) H45 Winter ∆SST
(d) R2 Annual ∆SSS (e) P45 Annual ∆SSS (f) H45 Annual ∆SSS
(g) R2 Annual ∆σ0 (h) P45 Annual ∆σ0 (i) H45 Annual ∆σ0
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Figure 3.6: Years 90-100 difference from CTR in a), b), c) winter SST (◦) d), e), f) annual SSS
and g), h), i) σ0 (kg m
−3) for R2, P45 and H45 respectively. Green contours show the winter sea
ice extent defining boundary between different magnitude winter SST changes.
The reduction in sea ice and increase in upper ocean temperature for all the warming
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cases (Fig. 3.5a,c) is in contrast to recent observations showing increased ice-production
around Antarctica (Parkinson and Cavalieri, 2012; Bintanja et al., 2013; Turner et al.,
2013; Blunden et al., 2014) and an ongoing cooling trend of southern ocean surface waters
(e.g. Latif et al., 2013; Fan et al., 2014). Mechanisms driving these observed trends are
poorly understood. Decreased Southern Ocean SST may be attained through a feedback
between oceanic convection and AABW formation around Antarctica. Increased heat
and freshwater fluxes increase the strength of the upper ocean stratification, hindering
the onset and strength of deep convection and hence the flux of warm waters brought
to the surface. Indeed, many modelling studies simulating increased surface freshwater
fluxes around Antarctica produce cooling of surface waters (Aiken and England, 2008;
Trevena et al., 2008; Swingedouw et al., 2009; Ma and Wu, 2011; Bintanja et al., 2013,
2015; Morrison et al., 2015). While our results produce no significant change in SST as a
result of increases in runoff and precipitation (not shown), the upper 200 m does illustrate
a cooling trend for the runoff cases (Fig. 3.5c).
Morrison et al. (2015) found surface cooling responses in the Southern Ocean as a result
of atmospheric warming, though such cooling only occurred for small increases in surface
heat flux that allowed a feedback upon surface freshening, while for larger heat fluxes,
SST warming occurred. The latter result agrees with Zhang (2007) who found increasing
upper-ocean temperatures as a result of increased SAT and DLR. In our analysis, the
heating scenarios increase upper ocean temperatures south of 60◦S in all cases. The
reduction in convective heat flux in our experiments (i.e. reduction of surface mixing with
interior warm CDW) resulting from increased surface stratification, does not compensate
the surface warming. For example, the maximum decrease in convective heat flux over
the perturbation period for H45 is of the order 0.3 W m−2. However, for the last decade
of the experiment (when increased SST will reduce the relative heat flux from long wave
and sensible heating) a change in heat flux (relative to CTR) of 1.4 W m−2 to the ocean
surface south of 40◦S is maintained.
Finally, the observed cooling of SST around Antarctica is postulated to be only an
initial response to atmospheric changes and may indeed lead to warming in future periods
(Marshall et al., 2014; Ferreira et al., 2015). The role of internal variability in the current
observations also remains unclear (Zunz et al., 2013). It has been proposed that these
recent observational trends may in fact originate from internal variability on decadal to
centennial time-scales (Martin et al., 2013; Latif et al., 2013; Zunz et al., 2013; Fan et al.,
2014) rather than external anthropogenic influences.
3.3.2 Shelf and Deep Ocean Response
While surface changes are an important component of the climate response, this study is
primarily designed to examine the influences on AABW properties. Freshening of both
shelf (waters shallower than 1000 m and south of 60◦S) and AABW water masses (Fig.
3.7d-f) is consistent with observational evidence (e.g. Zenk and Morozov, 2007; Purkey
and Johnson, 2010; Hellmer et al., 2012; Azaneu et al., 2013). Freshening of shelf waters is
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greatest in the warming scenarios due to the dominant role ice removal has in the freshwater
flux budget. Precipitation cases on the other hand produce the smallest change in shelf
salinity as it exerts minimal influence over the ice-covered shelf (see Section 3.33.3.1).
All simulations produce a widespread warming trend in the deep ocean (Fig. 3.7a-
c and 3.8a). The warming in the freshwater cases is likely in response to the reduced
convection from increased surface freshening and stronger stratification. Convection mixes
cold surface water downwards, thus reduced convection results in an overall subsurface
warming. The warming is enhanced in the precipitation case compared to runoff (Fig.
3.8a) likely due to the minimal influence runoff has on the open ocean (and hence the open-
ocean convection) compared to precipitation. The warming is amplified in the heating
scenarios (as expected), the magnitude of the warming being proportional to the size of
the heat flux perturbation (Fig. 3.8a).
(a) Temp R2 (b) Temp P45 (c) Temp H45
(d) Salt R2 (e) Salt P45 (f) Salt H45
(g) Density R2 (h) Density P45 (i) Density H45
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Figure 3.7: Perturbation minus CTR in zonally averaged a), b), c) temperature (◦C) d), e), f)
salinity and g), h), i) potential density referenced to 2000 m (σ2; kg m
−3) averaged over the last
decade of the perturbation experiments for cases R2, P45 and H45 respectively. Contours show
the density levels of CTR zonally averaged over the last decade of the run from 37.1 to 37.65 at
0.05 kg m−3 intervals.
The warming trends of deep water are in accordance with observations (Robertson
et al., 2002; Fahrbach et al., 2004; Purkey and Johnson, 2010; Fahrbach et al., 2011).
However, a striking response of the runoff cases (Fig. 3.7a and 3.9a) and initial years
of the warming and precipitation cases (not shown) is a cooling of the densest bottom
waters north of 60◦S. This cooling can be traced back to AABW sources on the shelf
which decreases in temperature during winter (Fig. 3.6a,b,c, 3.7a,b,c and 3.8b) and is
advected to the ocean bottom within the first decade (Fig. 3.10). As the densest source
of AABW, the cool shelf water descends to the abyssal ocean creating regions of cooling
on the ocean bottom despite warming within the deep ocean.
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Figure 3.8: a) deep ocean temperature (2000-4000 m) and b) dense shelf water temperature
(taken as the temperature of waters denser than the mean CTR winter density; σ0 = 28.14 kg
m−3) south of 60◦ S for each of the heating (red) and freshwater (blue) perturbations averaged
over that last 10 years of the simulations with respect to change in net buoyancy flux of each
perturbation. Dashed line shows the value of CTR. Details of the precipitation (P#), runoff (R#)
and heat flux (H#) perturbations is given in Table 3.1.
The cooling of dense shelf waters occurs in response to reduced on-shelf/off-shelf ex-
change (Fig. 3.11). As the density of the shelf water decreases (Fig. 3.6 and 3.7), off-shelf
flow is diminished, hindering the on-shelf exchange flow. A similar result was found by
Stewart and Thompson (2015), in which decreased surface salt fluxes within a highly ide-
alised slope configuration decreased AABW off-shelf flow and CDW on-shelf flow. Since
the waters flowing onto the shelf are derived from the relatively warm CDW (Fig. 3.4),
reduced exchange leads to cooling on the shelf from where AABW is derived (Fig. 3.6
and 3.7). The mechanism active in this model is therefore consistent with recent evidence
of cooling of dense shelf water across Antarctica from 1958-2010 (Azaneu et al., 2013), as
well as cooling of bottom waters on the shelf in the Weddell and Ross seas (Schmidtko
et al., 2014). Our results provide the first evidence of a positive feedback on dense shelf
water cooling, via changes in the on-shelf/off-shelf exchange flow.
The different abyssal cooling responses between the schemes is due to the contrasting
ways the buoyancy flux components influence the shelf versus the open ocean. Precipita-
tion produces the weakest cooling response on the shelf, yet enhanced deep ocean warming
(Fig. 3.8). Such responses are likely a result of the limited impact precipitation has on
shelf densities compared with the other perturbations (Fig. 3.7b, 3.8b and 3.9b) due to
precipitation fluxes being more dispersed across the Southern Ocean and the persistent
ice barrier near the shelf insulating the ocean surface from atmospheric changes. With
limited density changes there is minimal influence on the on-shelf/off-shelf exchange flow
compared with the other experiments (Fig. 3.11). Hence, precipitation dominantly drives
changes in the open-ocean, leading to an overall warming of the abyssal ocean through
most of the perturbation period (Fig. 3.12).
Runoff, on the other hand, is sourced directly into the ocean shelf region and is not
influenced by the sea-ice condition. Such a distribution leads to a strong shelf cooling
response and minimal open-ocean warming (Fig. 3.8), allowing runoff to cause abyssal
cooling south of 30◦ for the entire perturbation period (Fig. 3.9a and 3.12a). The differing
responses of precipitation to that of runoff highlights the importance of including local
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Figure 3.9: Perturbation minus CTR in bottom cell a), b), c) temperature (◦C) d), e), f) salinity
and g), h), i) potential density referenced to 2000 m (σ2; kg m
−3) averaged over the last decade of
the perturbation experiments for cases R2, P45 and H45 respectively. Contours show depths form
1000 m to 5000 m at 1000 m intervals.
glacial runoff in climate simulations. Many previous studies investigating the influence
of increased freshwater fluxes to the Southern Ocean focus on the impact of changes in
precipitation. Our results highlights a limitation of many climate models, including those
of CMIP5, as they are unable to simulate freshwater flux changes from increased glacial
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Figure 3.10: Bottom grid cell concentration (%) of a passive tracer sourced on the Antarctic shelf,
10 years into the R2 perturbation run where the passive tracer was initialised during the start of
the perturbation. Note: we have not shown the P45 and H45 cases due to strong similarities with
the R2 case for the representation of bottom water pathways.
on-shelf
o-shelf
Figure 3.11: Transport of waters across the Antarctic shelf edge (defined at 1000 m depth), below
500 m for each each of the heat (red) and freshwater (blue) perturbation experiments averaged
over that last 10 years of the experiments, with respect to change in net buoyancy flux of each per-
turbation. Positive transport indicate on shelf flow and negative is off shelf flow. Onshelf indicates
the sum off the mass transport directed up the topographic slope and off-shelf the equivalent mass
transport down slope. Dashed line shows the value of CTR. Details of the precipitation (P#),
runoff (R#) and heat flux (H#) perturbations is given in Table 3.1.
melt (Lavergne et al., 2014; van den Berk and Drijfhout, 2014).
Increased heat fluxes, through influencing the sea-ice condition as well as the ocean
state, maintain significant changes over both the shelf and open ocean (Fig. 3.6c,f,i and
3.7c,f,i). These changes lead to strong shelf cooling and open-ocean warming (Fig. 3.8).
Through driving adjustments on both the shelf and open-ocean, the cooling of the abyssal
ocean is reversed in the final periods of the warming scenarios (Fig. 3.12a), consistent with
increased penetration of warm waters over time. The overflowing shelf waters entrain
the warming deep ocean waters, offsetting shelf cooling. Hence, through the different
responses of the shelf source AABW versus that of the open-ocean processes, a decadal
scale variability of the abyssal ocean is revealed. Such changes highlight the role of shelf
water properties and exchange in driving AABW variability in conjunction with longer
term anthropogenic forcing.
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(a) Temp > 4500 m Argentine Basin (b) Temp > 4500 m Brazil Basin
Figure 3.12: Time series of changes in temperature (◦C) from CTR for waters below 4500 m
within a) the Argentine Basin and b) the Brazil Basin for each of the perturbation experiments.
Observations suggest a warming trend within the bottom water of the Argentine Basin
and Brazil Basins (Figure 1.6 and Coles et al., 1996; Johnson and Doney, 2006; John-
son et al., 2014), however evidence of cooling and freshening on AABW density surfaces
occurred during the 1980s in the Argentine region (Coles et al., 1996). Further, while
a warming trend is evident from 1989/1995-2014 in the Argentine Basin, no significant
warming is observed from 2005-2014 (Johnson et al., 2014). The recent reduced warming
of the Argentine Basin has been proposed as a response to reduced inflow of AABW to the
region (Johnson et al., 2014). Our results suggest an alternative mechanism to produce
a period of reduced warming response in the Argentine Basin, derived from the potential
to cool shelf waters forming AABW (Fig. 3.12); that is, a change in on-shore/off-shore
exchange can drive temporal variability in the Argentine Basin.
Abyssal cooling in our simulations is confined to regions below 4000 m in the Argentine
Basin (R2 Fig. 3.7a). Hence, the warmer waters above may constitute a larger portion
of AABW entering the Brazil Basin as mixing occurs across the relatively shallow Vema
Channel (depth ∼4600 m; Zenk and Morozov, 2007). This mixing allows warming within
the Vema Channel and Brazil Basin (as found in observations; Zenk and Morozov, 2007)
for all simulations, despite the periods of cooling within the Argentine Basin (Fig. 3.7 and
3.12a).
The cooling of dense shelf waters simulated in our model (Fig. 3.8b), provides a
mechanism explaining the observations of Azaneu et al. (2013) and Schmidtko et al. (2014).
Inclusion of this mechanism requires shelf sourced AABW to be correctly represented.
Many climate models, and indeed those of the CMIP5 generation, rely primarily of open
ocean convection for AABW formation (Heuze´ et al., 2013, 2015). The different responses
attainable by including shelf processes indicate a limitation of many climate models and
emphasises the importance of incorporating shelf sourced AABW in the bottom water
formation process.
71
3.3.3 Transport
The strength of the AABW overturning cell in our model is controlled by both open ocean
convection and dense water formation on the continental shelf. Observations indicate that
2-5 Sv of Weddell Sea bottom water (contributing to AABW) is drawn from the shelf, and
1-3 Sv from the Weddell Gyre polynya in periods when open-ocean convection is active
(Gordon, 2001). In our model, we calculate the fraction of open-ocean to shelf sourced
AABW via comparison of vertical transports over which passive tracers sourced separately
in the open ocean and shelf have mixed to depth. Specifically, we calculate the net volume
flux flowing through 2000 m with tracer concentration greater than 10%, averaged over
years 501-503 of CTR (the passive tracer is sourced at the beginning of year 501). We
use only the initial years, as in subsequent years, a significant amount of the shelf sourced
tracer has mixed into the open ocean and vice versa. This diagnostic indicates that open
ocean convection, in our model, contributes to an upper limit of 20% of AABW formation
which is a similar fraction of shelf and open-ocean convection to that observed.
Increased freshwater/heat fluxes to the ocean surface decrease AABW source water
densities and hinder the onset of convection and descent of dense shelf waters. Both
characteristics are derived from changes in the surface buoyancy fluxes and result in a
decrease in AABW overturning. In fact, a near linear reduction in AABW with increasing
surface buoyancy south of 60◦ is found for all perturbation cases (Fig. 3.13a). Decreased
AABW production has been observed in recent decades through a contraction of AABW
density classes (Purkey and Johnson, 2012). In order to understand the potential impact
of reduced AABW transport on the climate, the causes of such changes must be quantified
and correctly attributed. Our results show that surface buoyancy fluxes play a crucial role
in controlling and influencing the lower overturning cell.
The strength of AABW overturning also influences the strength of the Antarctic Cir-
cumpolar Current (ACC; Gent et al., 2001). A reduced northward flow of AABW across
the ACC decreases the Coriolis induced westward flowing waters. The westward flowing
abyssal layer is damped by form stresses and topographic drag. Such damping acts as
an effective eastward momentum source, meaning reduced westward flow (via reduced
northward AABW) acts as a relative sink of eastward momentum (Howard et al., 2015).
The influence of buoyancy in controlling the ACC strength is also well established
(Aiken and England, 2008; Hogg, 2010). In our simulations, increased warming and fresh-
ening south of 60◦S (Fig. 3.7) acts to reduce the meridional pressure gradients across
the ACC fronts. The flattening of pressure gradients decreases ACC flow as a result of
geostrophy (similar results were found in Aiken and England, 2008). Both reduced South-
ern Ocean density and AABW overturning contributes to a reduction in ACC transport
such that greater surface buoyancy flux changes lead to larger reductions in ACC transport
(Fig. 3.13b).
The role of winds in influencing ACC flow has not been considered in this study.
Projected poleward shifts and increased wind stress over the Southern Ocean potentially
increases the ACC strength (though the role of eddy saturation in hindering any such in-
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crease must also be taken into account; Meredith and Hogg, 2006). Despite the potential
influence of changing buoyancy, winds and overturning on the ACC shown through nu-
merous modelling studies, there is as yet no conclusive observational evidence supporting
either an increase or decrease in ACC transport through Drake Passage given the short
observational time-series currently available (e.g. Meredith et al., 2011; Hogg et al., 2015).
(a) AABW (b) ACC
Figure 3.13: a) Magnitude of AABW transport at 30◦S (defined as the minimum below
36.9 kg m−3 of the MOC in σ2-space) and b) total eastward Drake Passage transport for each
of the heat (red) and freshwater (blue) perturbation experiments averaged over that last 10 years
of the experiments, with respect to change in net buoyancy flux of each perturbation. Dashed
line shows the value of CTR. Details of the precipitation (P#), runoff (R#) and heat flux (H#)
perturbations is given in Table 3.1.
3.4 Discussion and Conclusion
The sensitivity of AABW formation, properties and deep stratification to surface buoy-
ancy forcing in a realistic bathymetry, eddy-permitting sector ocean-ice model has been
examined. Both surface heat and freshwater fluxes have been independently considered in
evaluating changes to surface buoyancy. Upper ocean temperature in the Southern Ocean
decreases under increased freshwater fluxes, while enhanced precipitation increases total
sea ice mass. Increased surface heat fluxes, on the other hand, facilitate upper ocean
warming while concurrently reducing total sea ice mass. Further, reduced total sea ice
mass under heating induces an order of magnitude larger change in surface freshwater
fluxes than that produced via precipitation changes. The opposing responses of the differ-
ent buoyancy flux components and the large buoyancy flux change induced under heating
emphasises the importance of including both heating and freshwater fluxes in capturing
the complete, and complex, response of the drivers of AABW formation and properties.
Freshening of shelf and open-ocean water masses (supporting recent observational evi-
dence of AABW freshening; Aoki et al., 2005a; Rintoul, 2007; Purkey and Johnson, 2010,
2013) through increased surface buoyancy fluxes decreases the volume of AABW source
water and hinders the onset of convection (via strengthening of the halocline). Reduced
shelf density and convection decreases AABW transport. The decreased AABW trans-
port is found to be proportional to the net buoyancy flux changes (influenced through
both freshwater and heat flux influences), emphasising the underlying role buoyancy plays
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in defining bottom water properties and the meridional overturning circulation.
Inclusion of shelf-sourced AABW in our model (unlike in many climate models) facili-
tates a cooling of AABW source regions in response to atmospheric warming and increased
glacial runoff. Cooling on the Antarctic shelves occurs due to decreased on-shelf/off-shelf
exchange, reducing the volume of intruding warm Circumpolar Deep Waters (CDW) onto
the shelf. As the overflowing shelf waters descend the slope and entrain CDW, the cooler
shelf waters oppose the deep ocean warming response, leading to periods of decreased
temperatures in the deep Argentine Basin. While runoff perturbations maintain abyssal
cooling, continued deep ocean warming under increased heat fluxes eventually dominates
over the shelf cooling leading to long term net warming. The abyssal ocean response to
the shelf cooling and open ocean warming presents a potential driver of decadal scale
variability of AABW properties.
The simulated shelf cooling matches recent observational trends (Azaneu et al., 2013)
while preserving the observed warming of the densest waters within the Vema Channel
(Zenk and Morozov, 2007). No previous work provides a mechanism that may explain the
observed cooling of dense shelf waters around Antarctica along with continued far-field
warming. Further, freshwater flux increases through precipitation are unable to attain
equivalent responses on the shelf and deep ocean to that of increasing glacial runoff.
Our results show that including both shelf processes and glacial runoff in climate change
simulations is essential to capture the complete spectrum of influences controlling AABW
and abyssal stratification. Both factors are currently absent in most climate models and
indeed those of the CMIP5 generation.
While the importance of shelf processes and the on-shelf/off-shelf exchange is main-
tained, we note that even at 0.25◦ resolution, eddy fluxes and its role in the exchange
process ares not fully resolved (Stewart and Thompson, 2015). The key mechanism con-
trolling shelf exchange within a realistic bathymetry and surface forcing model remains
an important avenue for future work, yet is beyond the scope of this study.
The lack of feedback and regional variability of the glacial runoff in our model presents
a second limitation of our methods. A cooling on the shelf may in fact reduce the enhance-
ment of basal melting, though consideration of ice sheet stability must also be taken into
account. The first steps to including regional varying freshwater fluxes from ice sheets in
climate models is underway (van den Berk and Drijfhout, 2014), however further progress
is needed to allow a fully coupled ice sheet model within climate models.
Finally, since our study focused on buoyancy flux perturbations, the relative role of
wind has not been assessed. We note that this limitation may influence the degree of change
we find. For example, changes in the southern hemisphere westerly winds potentially play
a role in Southern Ocean SST changes and on-shelf CDW flow (e.g. Lefebvre et al., 2004;
Hogg et al., 2008; Thompson et al., 2011; Dinniman et al., 2012). However, the controlling
role of buoyancy forces in inhibiting the shelf and deep ocean warming response alludes
to the possibility that the deep ocean is experiencing a more accelerated state of warming
than previously anticipated. Despite the absence of winds, we maintain that in order to
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suitably assess the oceans state as a result of its response to anthropogenic influences
on the climate, both shelf sourced AABW and glacial runoff changes must be suitably
incorporated into climate models.
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Chapter 4
Controls on Circulation,
Cross-Shelf Exchange and Dense
Water Formation in an Antarctic
Polynya
Abstract
Circulation on the Antarctic continental shelf influence cross-shelf ex-
change, Antarctic Bottom Water formation, and ocean heat flux to floating ice
shelves. The physical processes driving the shelf circulation and its seasonal
and interannual variability remain poorly understood. We use a unique time
series of repeat hydrographic observations from the Ade´lie Land continental
shelf and a box inverse model to explore the relationship between surface
forcing, shelf circulation, cross-shelf exchange, and dense water formation. A
wind-driven northwestward coastal current, set up by onshore Ekman trans-
port, dominates the summer circulation. During winter, strong buoyancy loss
creates dense shelf water. This dense water flows off the shelf, with a com-
pensating on-shelf flow that is an order of magnitude larger in winter than in
summer. The results demonstrate the importance of winter buoyancy loss in
driving the shelf circulation and cross-shelf exchange, as well as dense water
mass formation.
4.1 Introduction
Circulation and the cross-shelf exchange of water masses on the Antarctic continental
shelf influence ice-shelf basal melting and the export of Antarctic Bottom Water (AABW).
AABW forms an important component of the meridional overturning circulation; it sets
the deep ocean stratification, and transports heat, carbon and nutrients throughout the
globe (Johnson, 2008; Kuhlbrodt et al., 2007; R´ıos et al., 2012; Purkey and Johnson, 2013).
Dense Shelf Water (DSW), the precursor to AABW, is formed by strong buoyancy loss in
coastal polynyas resulting from cooling and brine rejection released by the freezing of sea
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Table 4.1: Summary of CTD cruise information including cruise date, name, ship and references.
Name Cruise Date Ship Reference
1999 AU9901 29/07/99-23/08/99 Aurora Australis Rosenberg et al. (2001)
2001 NBP00-08 20/12/00-25/01/01 Nathaniel B Palmer Jacobs (2004)
2008a AU0803 22/12/07-19/01/08 Aurora Australis Rosenberg and Rintoul (2010)
2008b ALBION-2008 10/01/08-19/01/08 Astrolabe Lacarra et al. (2011)
2011 AU1121 04/01/11-06/02/11 Aurora Australis Rosenberg and Rintoul (2011)
2015 AU1402 05/12/14-25/01/25 Aurora Australis Rosenberg and Rintoul (2015)
ice. However, the processes regulating the formation of AABW and resulting cross-shelf
exchange remain poorly understood.
The Ade´lie region, East Antarctica, and the Mertz polynya (located above the Ade´lie
Depression; Figure 4.1) is a significant source of AABW (Rintoul, 1998; Kusahara et al.,
2010; Williams et al., 2010; Lacarra et al., 2011). Polynya activity and seasonality of
buoyancy fluxes potentially influence the seasonal cross-shelf exchange (Snow et al., 2016a),
circulation, and in turn, AABW formation. By assessing the seasonality of the Ade´lie Land
shelf circulation and the role of buoyancy fluxes within the Mertz polynya (recorded as the
third largest sea-ice producer of all Antarctic polynyas; Tamura et al., 2008), we provide
insight into the role of surface forcing in driving the formation of DSW and exchange of
water masses across the Antarctic continental shelf break. Additionally, calving of the the
Mertz Glacier Tongue (MGT; Figure 4.1) in February 2010 significant altered the surface
forcing in the region, reducing sea-ice production by up to 40% (Tamura et al., 2012;
Nihashi and Ohshima, 2015). Little is known about how such changes influenced the shelf
circulation, and in turn, the water mass transport beneath ice-shelves (e.g. see Hellmer
et al., 2012) and subsequent feedbacks on the freshwater budget (Kusahara et al., 2011b;
Lacarra et al., 2014).
Here we exploit a time series of repeat hydrography to explore the response of this
bottom water formation region to seasonal and interannual variations in surface forcing.
The availability of observations spanning a range of forcing conditions (winter and summer,
pre- and post-calving) makes the Ade´lie Land coast a particularly useful case study for
investigating the sensitivity of shelf circulation and water mass formation to changes in
surface forcing.
4.2 Method
4.2.1 Hydrographic data
A total of six Conductivity-Temperature-Depth (CTD) data sets are used to derive the
Ade´lie region circulation, including a single winter realisation (1999) and five summer
datasets (three prior to the MGT-calving and two post-calving; Table 4.1 and Figure 4.1).
All CTD measurements are calibrated with in-situ bottle salinity samples, except 2008a
(Lacarra et al., 2011), which was calibrated before and after the voyage to remove drift.
The calibrated CTD data are processed to 1-2 dbar bins.
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Figure 4.1: CTD locations and boxes for voyages a) 2001 (green), 2008a (red), 2008b (purple)
and b) 1999 (black), 2011 (blue) and 2015 (orange). Dashed lines indicate open borders with
assumed near zero transport. Contours show bathymetry at 125 m intervals and the hatched
region represents the Mertz Glacier Tongue (MGT) before and after the calving.
The three occupations of the box defined by sections S1 and S2 made in 1999 are
averaged to a single box. The two sets of measurements along S2 in 2001 are similarly
averaged. Prior to implementing the box model, temperature and salinity are smoothed
horizontally and vertically. Smoothing removes high-frequency variability, providing a
more robust representation of the regional circulation. A weighted least squares smoothing
is applied in the horizontal (span width of 5 data points weighting by station separation
and decreasing to 0 weighting at outer points), while a moving average filter of width
20 dbar is implemented in the vertical.
4.2.2 The Inverse Box Model
Inverse box models implement conservation constraints within closed volumes defined by
hydrographic sections and land boundaries (Wunsch, 1978). The flow is assumed to be in
hydrostatic and geostrophic balance. Geostrophic velocity relative to a reference level, vr,
is calculated from horizontal density gradients using the thermal wind balance (McDougall
and Barker, 2011). The initial reference velocity (vb = 0 m s
−1 at the deepest common
depth of each station pair) is adjusted to conserve mass, heat and salt, adding to vr to
give the total velocity. To account for water mass transformation within coastal polynyas
we incorporate diapycnal fluxes between layers (Sloyan and Rintoul, 2000, 2001b,a).
The volumes over which the inverse model is applied are shown in Figure 4.1 (dashed
sections are treated as closed walls). The inverse model conserves quantities over the
whole volume, as well as within isopycnal layers. Layers corresponding to the major water
masses are defined by potential density surfaces: Antarctic Surface Waters (AASW; σ0 <
27.75 kg m−3), Modified Circumpolar Deep Water* (MCDW*; 27.75 ≤ σ0 <27.88 kg m−3)
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and Dense Shelf Waters (DSW; σ0 ≥ 27.88 kg m−3), with each water mass separated into
intermediate layers (total 27-34). Note, MCDW* includes water masses of varying tem-
perature and salinity, including the traditional warm salty MCDW (temperatures between
1 > θ > −1.75◦C), and the cooler fresher waters (θ ≤ −1.75◦C) found on the shelf. Ad-
ditionally, we define Ice Shelf Water (ISW) as waters colder than the 50 dbar freezing
temperature (Cougnon et al., 2013).
With more unknown variables than model equations, the model is underdetermined. A
solution is found by minimising a quadratic cost function incorporating a priori estimates
of the solution and equation errors (Wunsch, 1996; Sloyan and Schro¨ter, 2001). Details
of the a priori error specification and the sensitivity of the solution to these errors are
provided in the supporting information.
Transport error estimates are the formal errors of the inverse model, i.e. the sum of the
null space errors and noise (Wunsch, 1978). These errors reflect how well constrained the
inverse model is. Limited winter hydrographic sections and uncertainty in the prescribed
buoyancy fluxes means winter circulation errors are larger than those in summer. The
formal errors are expected to be smaller than the uncertainty arising from temporal and
spatial circulation variability. In addition to the formal model errors, the residuals of the
volume conservation constraints provide a lower bound on the uncertainty.
4.2.3 Surface Buoyancy Fluxes
To account for the influence of winter buoyancy forcing on water mass transformation,
circulation and cross-shelf exchange, surface forcing is included in the inverse model con-
servation equations. We use observations taken during the 1999 winter cruise to estimate
heat and salt fluxes. Sea-ice production is set to 4 cm day−1 (Lytle et al., 2001).
We apply a heat flux of 205±50 W m−2 in the box bounded by S1 and S2. Roberts
et al. (2001) find higher values (249-574 W m−2) in the most active region of the polynya
near the coast, but their values are not likely typical for the Ade´lie shelf. The heat flux we
impose is similar to estimates of heat loss from the Mertz polynya of 204 W m−2 (Williams
and Bindoff, 2003) and 175-200 W m−2 (Marsland et al., 2004) and 249 W m−2 during
calm conditions near the coast (Roberts et al., 2001).
During summer, surface buoyancy losses are minimal while warming, precipitation
and ice melt may lead to buoyancy gain. Such gains occur at the surface layer and do not
influence layer-to-layer mass transfer, we thus assume heat and salt conservation with no
surface heat/salt fluxes in summer.
4.3 Results
The circulation on the Ade´lie shelf is distinctly different in summer and winter (Figure 4.2).
During winter, a cyclonic flow carries 0.46±0.02 Sv of DSW northwest along the depression
towards the Ade´lie Sill, and 0.50±0.01 Sv of MCDW* southeastward from the north
(Figure 4.2a). A significant portion (0.29±0.03 Sv; 62%) of the northwestward flowing
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DSW is formed through water mass transformation of lighter AASW/MCDW* to denser
DSW (diapycnal fluxes; Figure 4.2a inset; where positive fluxes illustrate formation). A
small portion of DSW (0.05±0.01 Sv) also flows southeastward from the depression (Figure
4.2a), towards the MGT (Williams and Bindoff, 2003; Cougnon et al., 2013). Residual
volume transport of DSW and MCDW* accounts for 0.16 Sv error in the calculated total
flux.
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Figure 4.2: Net mass flux transport at station pairs for the a) 1999 winter and b) 2001, c) 2008a,
d) 2008b, e) 2011 and f) 2015 summers, separated into density classes of Dense Shelf Water (DSW;
dark blue), Ice Shelf Water (ISW; light blue), Modified Circumpolar Deep Water* (MCDW*;
yellow/orange), and Antarctic Surface Waters (AASW; red). MCDW* includes warm salty (θ of
1 to -1.75◦C; yellow) and cold and fresher (orange) water masses. Diapycnal fluxes are those over
the polynya region (boxes containing S1 and S2; Figure 4.1). Positive diapycnal fluxes represent
water mass formation and vice versa. Contours show bathymetry at 125 m intervals. 2008a and
2008b differences are possibly a result of different CTD calibration (Section 4.2.1). Note, not all
sections are shown to maintain clarity.
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In winter, the southeastward flow of MCDW* across S1 is dominated by cooler water
classes (Fig 2a, orange), while water as warm as −1.0◦C are expected at the shelf break
(Williams and Bindoff, 2003). We argue that on-shelf flowing waters are cooled by surface
buoyancy loss and the resultant convection, leading to temperatures < −1.5◦C within the
S1 MCDW* layer.
The summer circulation is dominated by a shelf-wide northwestward coastal current,
originating east of the MGT and likely continuing westward along the shelf break (note, the
method only resolves the component of the flow perpendicular to the sections). Only in the
northern areas, near the Mertz Bank and on the eastern side of the Ade´lie Sill, is a weak
southeastward on-shelf flow of MCDW* and AASW evident. Coastal current strength
varies between years, with net northwestward fluxes through S1 and S2 being 0.72±0.04 Sv
in 2001, 0.91±0.03 Sv in 2008a and 0.62±0.03 Sv in 2015. The 2015 northwestward
transport is weaker than observed in 2001 and 2008a, but the change in the circulation
post-calving is small relative to transport variability prior to calving. Most of the summer
coastal current is AASW (38-59% through S1) or MCDW* (37-50% through S1), with
residuals of 0.04 Sv in 2001, 0.01 Sv in 2008a, and 0.05 Sv in 2015 in the box bounded by
S1 and S2.
The warm salty water masses within the MCDW* density class (yellow in Figure 4.2)
are most evident in the northeastern areas, while the coastal current is strongest on the
southwestern side of the shelf. DSW, while widespread prior to the MGT calving, is no
longer present in the 2011 and 2015 sections. Diapycnal mass fluxes between layers are
negligible in all summer cases (no larger than 6% of the northwestward flux through S1;
Figure 4.2b,c,f).
To investigate the vertical structure of the currents, we map current speed into depth
coordinates on the common across-depression section (S1; Figure 4.1) for years 1999, 2001,
2008a and 2015 (Figure 4.3; positive is northwestward). In both summer and winter,
northwestward flow occurs in the southern part of the domain and southeastward flow
occurs further north. However, the strength of the southeastward flow is greatly enhanced
and the northwestward flow transports higher density water during winter. The surface to
mid-depth southeastward flow of MCDW* in winter is compensated by the northwestward
flow of DSW at depth, reflecting the transformation of MCDW* to DSW by surface
buoyancy fluxes (Figure 4.3a). In summer, DSW is no longer formed and the 27.83 kg m−3
isopycnal deepens. While a weak southeastward flow is present in all summer cases,
the northwestward flow dominates. The northwestward current in summer is surface-
intensified in 2015, but is relatively barotropic in 2001 and 2008a (Figure 4.3b-d). The
change in the summer circulation may be a result of the MGT calving in 2010, however,
without a detailed analysis of the momentum budget (beyond the scope of this study) we
cannot determine whether the calving influenced the vertical structure of the flow.
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Figure 4.3: Velocity (m s−1) through section S1 (Figure 4.1) for the (a) 1999 winter and (b) 2001,
(c) 2008a and (d) 2015 summers, where positive is northwestward. Contours show density (σ0;
kg m−3) levels going from 26.75-27.91 at 0.02 kg m−3 intervals, and 27.91-27.95 at 0.01 kg m−3
intervals. Bathymetric resolution in each panel indicates the spacing of CTD sections for each
year.
4.4 Discussion
4.4.1 Wind-Driven Summer Circulation
The katabatic southeasterly winds observed in this region (Williams and Bindoff, 2003;
Wendler et al., 1997; Lytle et al., 2001; Parish and Walker, 2006) drive a southwestward
Ekman transport towards the Antarctic coast. Convergence of water against the coast
creates an offshore pressure gradient that drives a northwestward geostrophic current, the
Antarctic Coastal Current, seen in all summer realisations (Figure 4.2). Surface buoyancy
fluxes during summer reduce surface densities through warming and ice melt, increasing
surface stratification, but have little direct influence on the circulation, as illustrated by
the weak diapycnal fluxes (Figure 4.2b-f). We conclude that winds constitute the primary
atmospheric forcing in summer.
The shelf-wide summer coastal current is inconsistent with the gyre structure produced
by the Ade´lie region model of Kusahara et al. (2011a). The inconsistency likely results
from the MGT being treated as land in the model, meaning no water can enter the region
from the southeast.
Numerical simulations suggest the easterly winds regulate the on-shelf transport of
MCDW* (Spence et al., 2014; Stewart and Thompson, 2012, 2015). We find the wind-
driven circulation in summer transports little MCDW* onto the shelf in this location,
indicating that wind is not the only mechanism influencing cross-shelf exchange (Section
4.4.2).
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4.4.2 Buoyancy-Driven Winter Circulation
In winter, stronger winds (Parish and Walker, 2006) and the influence of drifting sea-ice
in enhancing momentum transfer (Martin et al., 2014, 2016), likely increase the stress
exerted at the sea surface. However, unlike in summer, winter surface buoyancy losses via
cooling and brine rejection represent an available potential energy (APE) input. Part of
the APE is released through convection on the shelf. The remaining APE is released as
the DSW sinks to the abyssal ocean via the Ade´lie Sill. Over the winter polynya, more
than 0.29±0.02 Sv of DSW is formed through diapycnal fluxes (Figure 4.2a); i.e. nearly
two-thirds of the DSW exported to the northwest is produced through surface buoyancy
losses, highlighting the important influence of buoyancy forcing in driving the off-shelf
flow of DSW.
Mass conservation on the shelf necessitates that the buoyancy-driven off-shelf flow be
compensated by an on-shelf flow. The southeastward on-shelf transport of MCDW* nearly
balances the outflow of DSW (Section 4.3), with the Coriolis force setting the cyclonic
sense of the circulation. The on-shelf flow of MCDW* is an order of magnitude larger
in winter and opposes the coastal current found in the wind-driven summer circulation.
These observations suggest that surface buoyancy fluxes that result in diapycnal fluxes to
denser water classes dominate over wind stress in driving the winter circulation.
The winter measurements at the shelf break (Williams and Bindoff, 2003) are too
coarse to suitably constrain an inverse model and we do not provide direct observations
of DSW and MCDW* crossing the shelf break. Both observational and modelling studies
have suggested the primary outflow of DSW occurs in the Adelie Sill and the inflow of
MCDW* occurs at the Sill or west of the Mertz Bank (Marsland et al., 2004; Williams
et al., 2008, 2010; Kusahara et al., 2011a; Cougnon et al., 2013), a pattern consistent
with our measurements. The shallowness of the Mertz Bank (at ≈ 200 m depth) and the
absence of westward flow of MCDW* across S1 (Figure 2a) is consistent with a “local”
source of MCDW*.
Williams and Bindoff (2003) similarly use the 1999 winter CTD measurements, along
with ADCP velocity constraints, to derive winter shelf circulation. They find a cyclonic
circulation broadly consistent with our inverse model. However, the gyre configuration
proposed by Williams and Bindoff (2003) involves recirculation of DSW southeastward in
the northern part of S1. Our results provide no evidence of such a recirculation (Figure 2a).
Williams and Bindoff (2003) conserved total mass only, while our model conserves total
and layer-wise mass, heat and salt, providing a more constrained solution. Furthermore,
surface buoyancy fluxes in Williams and Bindoff (2003) were implicitly derived from the
inverse model, whereas our model includes prescribed buoyancy fluxes derived from direct
observations over the polynya.
The single winter snapshot available does not allow an assessment of variability in
transport, diapycnal fluxes and dense water formation, nor the role of buoyancy fluxes in
driving shelf circulation at interannual time scales. Given the role of buoyancy in driving
the flow in the 1999 winter snapshot, we anticipate that the recently reduced polynya
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activity following the MGT calving (Tamura et al., 2012; Dragon et al., 2014; Nihashi
and Ohshima, 2015), has weakened the winter circulation, cross-shelf exchange and DSW
formation post-calving. DSW volumes reduced in summer following the calving of the
MGT (Figure 4.2 and 4.3) and are consistent with a decline in the formation and outflow
of DSW in winter.
Increased cross-shelf exchange mediated by the release of APE under increased surface
buoyancy losses occurs in both idealised (Stewart and Thompson, 2015) and realistic (Snow
et al., 2016a) models. Numerical simulations by Marsland et al. (2004) also find that the
Ade´lie region cross-shelf exchange depends on polynya strength, and in particular, suggest
surface buoyancy loss drives exchange of MCDW*. Such modelling results support the
hypothesis that winter circulation and the enhanced cross-shelf exchange is a result of
surface buoyancy forcing.
4.5 Conclusion
An inverse box model is used to investigate the drivers of Antarctic shelf circulation and
cross-shelf exchange at a key Antarctic Bottom Water (AABW) formation site. We exploit
a time series of observations from the Ade´lie Land region of East Antarctica to explore the
characteristics of the shelf circulation under seasonal and inter annual changes in surface
forcing. The circulation and cross-shelf exchange are significantly different in summer and
winter. During summer, wind stresses drive a northwestward coastal current with only
a weak on-shelf flow of Modified Circumpolar Deep Water (MCDW*; Figure 4.4a). The
wind-driven coastal current shows no significant changes (that could not be accounted
for through interannual variability) in transport subsequent to the Mertz Glacier Tongue
(MGT) calving.
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(b) Winter Circulation
Cooling
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Figure 4.4: Representation of the (a) summer and (b) winter circulation within the Ade´lie region,
East Antarctica. Red arrows represent AASW, yellow MCDW* and blue is DSW.
During winter, surface buoyancy loss drives a cyclonic circulation and enhanced cross-
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shelf exchange (Figure 4.4b). The buoyancy losses form Dense Shelf Water, which flows
northwestward off the shelf to sink to the abyssal ocean as AABW. Mass conservation
requires a compensating on-shelf flow of MCDW* into the depression. The winter inflow of
MCDW* is an order of magnitude larger than in summer consistent with recent modelling
studies proposing that buoyancy fluxes influence the cross-shelf exchange (Stewart and
Thompson, 2015; Snow et al., 2016a).
Changes in the cross-shelf exchange of DSW and MCDW* have significant ramifica-
tions for ice-sheet melt rates (e.g. Thoma et al., 2008; Dinniman et al., 2012), AABW
formation, properties and variability (Snow et al., 2016a) and the deep meridional over-
turning circulation (Stewart and Thompson, 2012, 2013). Many characteristics of the
Ade´lie region parallel other key AABW formation areas. By highlighting the significance
of surface buoyancy fluxes in controlling the strength of the cross-shelf exchange and cir-
culation, we aid in developing an improved understanding of the drivers of Antarctic shelf
circulation, AABW formation processes and ice-ocean interactions. With the cryospheric
and oceanic response to a changing climate integrally connected to changing surface buoy-
ancy fluxes, improved observations of these fluxes is essential for increased understanding
of future climate change.
4.6 Supporting Information
The supporting material within this document provides details of the specified a priori
errors used to derive the final inverse model solutions, as well as the model sensitivity to
variations in those errors.
4.6.1 a priori errors
The a priori error in the solution, vb, is set to 0.003 m s
−1 (an order of magnitude less
than the calculated vr ≈ 0.03 m s−1), while the a priori error of the diapycnal velocity,
w, is set to 1× 10−5 m s−1 in summer and 5× 10−4 m s−1 in the 1999 winter case. The
diapycnal velocity a priori error is smaller than the horizontal velocity a priori error, in
proportion to the expected velocity magnitude. The larger diapycnal velocity a priori
error in winter reflects the expectation of larger diapycnal fluxes in winter, when surface
buoyancy loss is large. The sensitivity of the solution to the choice of a priori error is
discussed below.
A priori equation errors are set to 0.01×C Sv in each layer (an order of magnitude
below the absolute layer transport; order 0.1×C Sv) and 0.1×C Sv for the total box
conservation in summer cases, where C is the layer-wise/total property concentration of
mass, heat or salt. The a priori error of the total box conservation equations in winter
are: 0.0047 Sv, 0.017 Sv ◦C and 0.00006 Sv psu for mass, heat and salt respectively; the
a priori error for mass in each layer is 0.001 Sv. These errors are not the expected error
in the transport estimates, but are chosen to allow each of the imposed surface buoyancy
fluxes (Section 2.2.1) to remain within 20% of the prescribed values, while maintaining the
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0.1 Sv total box mass flux error, thus ensuring the surface buoyancy flux input to the region
represents that expected for winter conditions. An additional constraint, accounting for
the shallowness of the northern 1999 section is also applied, bounding the total section
transport to ±0.2 Sv.
4.6.2 Solution sensitivity
The sensitivity of the solution has been explored through investigating the circulation
dependence to variations in the a priori errors (Figure 4.5). Changing the a priori errors,
as with any inverse model, has the potential to lead to aphysical solutions, and some
prior understanding of the expected circulation is required to suitably constrain a model.
The large destruction of DSW, rather than formation, in the 1999 case (Figure 4.5a) for
increased a priori error of vb and decreased a priori equation error, is highly aphysical
given the expected strong surface buoyancy losses in winter. Further, under these two a
priori error changes, circulation exists in which large variation occurs over small horizontal
distances (up to 1 Sv over 8 km), illustrating unrealistically large variability. Due to such
intuitively aphysical circulation for the conditions expected in this region, these error
bounds are not considered sufficient to constrain the inverse model. For all other changes
in the a priori errors, the circulation structure and magnitude remain consistent to that
described in Section 3 and 4. That is, a strong northwestward and weak southeastward flow
in summer (2001, 2015), with a nearly balanced northwestward and southeastward flow in
winter (1999). Diapyncal fluxes remain weak in all summer cases and are strongly enhanced
in winter. Hence, within the range of physically realistic solutions, the consistency of the
results suggest our solution is a robust representation of the regions circulation.
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Figure 4.5: (a) Total DSW (1999, black) or net positive (2001, red; 2015, blue) diapycnal flux
and (b) northwestward (positive) and southeastward (negative) transport through S1 for years
1999 (black), 2001 (red) and 2015 (blue) under an order of magnitude change in the a priori error
estimates. The a priori errors of horizontal velocity (vb), diapycnal velocity (w), and the equations
(eq) are increased and decreased by an order of magnitude in each case. Note, the increased vb
error and decreased equation error results for transport through S1 in 1999 are not shown, due to
unrealistically large results (see text for details).
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Chapter 5
Conclusions
5.1 Summary
Antarctic Bottom Water (AABW) is a critical component of the global circulation, oceanic
heat, nutrient and carbon distribution and an integral player in future climate change.
Limited regional observations mean AABW’s heat and carbon uptake remain poorly con-
strained, yet may act over long-time scales of adjustment. Correctly depicting the physical
processes characterising AABW formation and circulation is essential for accurate attri-
bution of AABW’s role in a changing climate. Observational studies of such a broadly
distributed water mass are severely hampered by the physical difficulty of taking measure-
ments in the Southern Ocean and on the Antarctic continental shelf. While observations
remain pertinent to regional case studies, we rely on climate models to encompass the
full range of physical processes and feedbacks AABW experiences under climate change.
However, current generation climate models are unable to represent the dominant mode
of AABW formation, and hence, unable to correctly represent the spectrum of AABW
variations.
Improving AABW’s representation in climate models is an urgent challenge for im-
proving climate assessment and attribution, as well as understanding the effect changing
surface fluxes have on AABW formation and Antarctic shelf processes. However, repre-
senting the inherent small-scale processes fundamental to AABW formation is far from
trivial. Two fundamentally key formation processes, currently not accurately represented
in climate models, include the sub-grid scale polynya processes necessary for Dense Shelf
Water (DSW) formation and the entrainment process during AABW overflows. In or-
der to gain insight into the importance of such physical biases and how they influence
AABW’s response to changing surface fluxes, an increased understanding of the physical
processes controlling DSW formation and Antarctic shelf dynamics is needed, as well as an
evaluation of the effectiveness of current climate model parameterisation used to improve
AABW representation.
Changes in surface buoyancy fluxes directly influences the density and volume of DSW,
the precursor of AABW, on the Antarctic continental shelf. Increased DSW formation and
density enhances the exchange of DSW and Circumpolar Deep Water (CDW) across the
continental shelf break (Chapters 3 and 4). Deriving the seasonal circulation patterns from
a unique set of hydrographic observations on the Antarctic continental shelf, intense surface
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buoyancy losses in winter enhance cross-shelf exchange by an order of magnitude relative
to that in summer. While inverse methods indicate a summer circulation representative
of a wind driven coastal current, the cyclonic circulation in winter shows buoyancy driven
characteristics.
Changes in circulation and properties of DSW may propagate to the abyssal and open
oceans. Through developing a novel ocean-ice sector model of the Atlantic Ocean, at eddy-
permitting and high vertical resolution, assessment of the role of long term (decadal to
centennial time scales) surface flux changes in controlling DSW sourced AABW production
is possible (Chapter 3). Under both heating and freshwater perturbations, emulating a
changing climate on the Antarctic continental shelf and Southern Ocean, DSW density
and volume decreases, reducing the strength of the cross-shelf exchange. The reduced
exchange decreases the on-shelf heat flux from the warm CDW, cooling DSW. The cool
DSW propagates to the abyssal ocean, and in conjunction with open-ocean warming, leads
to a decadal scale variability of the abyssal ocean.
Without correct representation of DSW sourced AABW, climate models are missing
a key formation mechanism and exchange process that feeds back into the global circula-
tion, deep ocean variability, Antarctic shelf circulation and in turn ocean-ice interactions.
Implementing the Atlantic sector model at coarse resolution to represent climate model
dynamics, the capability of overflow parameterisations in improving AABW represen-
tation of DSW sourced AABW is assessed (Chapter 2). With previous assessment of
overflow parameterisations being ad hoc, a systematic study identifying the sensitivity of
AABW to various overflow parameterisation schemes compared to North Atlantic Deep
Water (NADW) is provided. None of the current generation overflow parameterisations
are effective at significantly improving AABW representation, providing insight into the
importance of the dispersed nature of AABW overflows in defining the downslope flow
characteristics, as well as the importance of continued development in climate models if
AABW formation is to be suitably represented.
5.2 Future Work
The importance of AABW in influencing both the overturning circulation and the energy,
carbon and sea-levels budget means it will play a direct role in defining climatic impacts
in future years. Many aspects of our physical understanding of core AABW processes are
still developing. Future development to increase our understanding of the dynamics of
AABW formation, transport and sensitivity, both numerically and observationally, is thus
of paramount importance to assessing future climate.
5.2.1 Overflows
Chapter 2 revealed that no current generation overflow parameterisation tested is able
to significantly improve AABW representation. While the Blobs scheme was the most
promising of the overflow parameterisations (due to its improved dynamical representa-
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tion of the overflow process), numerical adjustment resulting from the transfer of mass
between the Eulerian and the Lagrangian systems hindered its applicability (Chapter 2).
Alternative methods of mass transfer or interaction between the Eulerian and Lagranian
frames may aid in enhancing the downslope flow and provide an avenue for future overflow
parameterisation development.
However, while overflow parameterisations may be an option, the spurious mixing of
overflows is a by-product of the step-like topography inherent to only z-coordinate mod-
els. Neither isopycnal nor sigma models suffer from such a downfall. The Modular Ocean
Model (MOM) version 6 has taken steps to move away from z-coordinates into isopyc-
nal space. Hence, while future work into overflow parameterisations is advantageous to
z-coordinate modelling, development of alternative vertical coordinates is likely the most
direct means of improving overflow representation. Hybrid coordinate structures (e.g. HY-
COM; Wallcraft et al., 2003) take advantage of a number of vertical co-ordinates and their
respective representation of particular ocean regions. Hybrid coordinate ocean models al-
low favourable representation of overflow characteristics as well as open-ocean/mixed-layer
processes. Further development into hybrid coordinate systems is thus important in im-
proving climate model overflow characteristics.
5.2.2 DSW Formation
Many factors limiting DSW formation in climate models result from the sub-grid scale
processes inherent to polynyas. While work has been done to improve katabatic processes
or DSW formation via salinity restoring (see Chapter 1), small scale ice formation, shelf
convection, eddies and topographic forcing, all play a part. Improved parameterisations
may aid in enhancing DSW production, however in order to develop such parameterisa-
tions, increased understanding of the mechanisms influencing DSW and Antarctic shelf
regions is necessary. For example, without correct attribution of the role of buoyancy and
eddies (Stewart and Thompson, 2015) in the cross-shelf exchange, AABW source water
masses will be missing an important control on both their properties and export volumes.
Increased understanding of shelf processes and dynamics is hence the first step towards
improving DSW representation in climate models.
Additionally, the importance of resolution in influencing model representation of shelf
processes and DSW formation needs to be assessed. It is through increased horizontal
and vertical resolution that our Atlantic sector model is able to maintain DSW sourced
AABW as the dominant mode of formation. Vertical resolution influence atmospheric flux
transmission to the ocean (revealed in additional simulations not explicitly shown here).
Hence, detailed sensitivity studies of DSW formation, within a realistic Antarctic shelf
model, considering not only the influence of varying horizontal resolution but also vertical
resolution, are necessary to gain insight into model representation of DSW.
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5.2.3 Ice-Shelf Melt
Most climate models lack any representation of ice sheets/shelves. In Chapter 3 the
influence of glacial runoff changes to DSW and AABW properties is revealed. A caveat in
our study, however, is that the glacial runoff representation is independent of the ocean
state. If DSW cools under increased glacial runoff, the cooling may reduce basal melting
of ice shelves. A series of additional experiments in which the glacial runoff term was given
a temperature dependance to the ocean state, illustrates a negative feedback between the
shelf cooling and glacial runoff. Without accounting for ice-shelf interaction and feedbacks,
climate models lack a significant buoyancy flux input to the Antarctic shelf and hence will
not be able to fully represent the climate’s influence on AABW. Improved representation
of ice-shelves and melting processes in climate models is thus important in AABW model
development.
5.2.4 Cross-shelf Exchange
The importance of buoyancy in controlling the cross-shelf exchange and DSW properties
at both seasonal and decadal time scales was revealed in Chapters 3 and 4. While the
numerical simulations provide realistic forcing, topographic interactions and the influence
of external processes, at 14
◦
horizontal resolution eddy processes are not fully resolved. A
1
10
◦
eddy resolving, high vertical resolution model of the Weddell Sea is currently under
development. The model is based on the Atlantic sector model used in Chapters 2 and 3,
cut-off at 40◦S and applying a northern boundary sponge condition. The model will pro-
vide a high-resolution representation of the shelf seas and abyssal ocean, allowing analysis
of the exchange processes sensitivity to wind and buoyancy under realistic forcing, season-
ality, tidal representation, off-shore influences (such as the Weddell gyre) and topographic
features. Additional process studies at even higher resolutions and continued observations
on the Antarctic shelf are necessary for attaining an increased understanding of AABW
formation processes, and how future climate impacts will influence AABW production.
5.2.5 Observations
AABW source regions around Antarctica are still being discovered (e.g. Cape Darnley;
Ohshima et al., 2013). Speculation that other AABW source regions with similar charac-
teristics to that of Cape Darnley may exist highlights the sparsity of Antarctic shelf and
abyssal ocean observations. The extreme conditions notorious to the Southern Ocean and
Antarctic waters means measurements are often confined to specific regions and seasonally
biased. However, given the important role AABW and Antarctic ice shelves will likely play
in future climate and sea level, model development must not be our only consideration.
Observations are the only means to directly measure AABW changes and develop and
validate model representation. While new technologies, such as autonomous vehicles and
seal tracking, open new avenues of observational research on the Antarctic continental
shelf, large data gaps remain. Hence, increased Antarctic shelf and abyssal observation
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as well as the technological development that allow such measurements to be taken, must
also become a priority.
93
94
Bibliography
Aiken, C. M. and M. H. England, 2008: Sensitivity of the present-day climate to freshwater
forcing associated with Antarctic sea ice loss. Journal of Climate, 21, 3936–3946, doi:
10.1175/2007JCLI1901.1.
Aoki, S., N. L. Bindoff, and J. A. Church, 2005a: Interdecadal water mass changes in the
Southern Ocean between 30◦E and 160◦E. Geophysical Research Letters, 32, L07 607,
doi:10.1029/2004GL022220.
Aoki, S., Y. Kitade, K. Shimada, K. I. Ohshima, T. Tamura, C. C. Bajish, M. Moteki,
and S. R. Rintoul, 2013: Widespread freshening in the Seasonal Ice Zone near 140◦E off
the Ade´lie Land Coast, Antarctica, from 1994 to 2012. Journal of Geophysical Research,
118, 6046–6063, doi:10.1002/2013JC009009.
Aoki, S., S. R. Rintoul, S. Ushio, S. Watanabe, and N. L. Bindoff, 2005b: Freshening of
the Ade´lie Land Bottom Water near 140◦E. Geophysical Research Letters, 32, L23 601,
doi:10.1029/2005GL024246.
Azaneu, M., R. Kerr, M. M. Mata, and C. A. E. Garcia, 2013: Trends in the deep Southern
Ocean (1958-2010): Implications for Antarctic Bottom Water properties and volume ex-
port. Journal of Geophysical Research: Oceans, 118, 4213–4227, doi:10.1002/jgrc.20303.
Baines, P. G. and S. Condie, 1998: Observations and modelling of Antarctic downslope
flows: A review. Ocean, Ice, and Atmosphere: Interactions at the Antarctic Continental
Margin, 75.
Barthe´lemy, A., H. Goosse, P. M., and T. Fichefet, 2012: Inclusion of a katabatic wind
correction in a coarse-resolution global coupled climate model. Ocean Modelling, 48,
45–54, doi:10.1016/j.ocemod.2012.03.002.
Bates, M. L., 2011: A dynamic, embedded lagrangian model for ocean climate models.
Ph.D. thesis, University of New South Wales, 301 pp.
Bates, M. L., S. M. Griffies, and M. H. England, 2012a: A dynamic, embedded Lagrangian
model for ocean climate models. Part I: Theory and implementation. Ocean Modelling,
59-60, 41–59, doi:10.1016/j.ocemod.2012.05.004.
Bates, M. L., S. M. Griffies, and M. H. England, 2012b: A dynamic, embedded Lagrangian
model for ocean climate models, Part II: Idealised overflow tests. Ocean Modelling, 59-
60, 60–76, doi:10.1016/j.ocemod.2012.08.003.
95
Beckmann, A. and R. Do¨scher, 1997: A method for improved representation of dense
water spreading over topography in geopotential-coordinate models. Journal of Physical
Oceanography, 27, 581–591.
Bi, D., et al., 2013: ACCESS-OM: the ocean and sea ice core of the ACCESS coupled
model. Australian Meteorological and Oceanographic Journal, 63, 213–232.
Bindoff, N. L. and W. R. Hobbs, 2014: Oceanography: Deep ocean freshening. Nature
Climate Change, 3, 864–865, doi:10.1038/nclimate2014.
Bindoff, N. L., S. R. Rintoul, and M. Haward, 2011: Position Analysis: Climate change
and the Southern Ocean. ACE CRC Oceans Position Analysis 2011, The Antarctic
Climate and Ecosystems Cooperative Research Centre.
Bindoff, N. L., G. D. Williams, and I. Allison, 2001: Sea-ice growth and water-mass
modification in the Mertz Glacier polynya, East Antarctica, during winter. Annals of
Glaciology, 33, 399–406, doi:10.3189/172756401781818185.
Bindoff, N. L., et al., 2007: Observations: Oceanic Climate Change and Sea Level. Cli-
mate Change 2007: The Physical Science Basis. Contribution of Working Group I to
the Fourth Assessment Report of the Intergovernmental Panel on Climate Changes,
Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA.
Bintanja, R., G. J. van Oldenborgh, S. S. Drijfhout, B. Wouters, and C. A. Katsman,
2013: Important role for ocean warming and increased ice-shelf melt in Antarctic sea-
ice expansion. Nature Geoscience, 6, 1–4, doi:10.1038/NGEO1767.
Bintanja, R., G. J. van Oldenborgh, and C. A. Katsman, 2015: The effect of increased
fresh water from Antarctic ice shelves on future trends in Antarctic sea ice. Annals of
Glaciology, 56 (69), 120–126, doi:10.3189/2015AoG69A001.
Blunden, J., D. S. Arndt, and Eds., 2014: State of the climate in 2013.
Bulletin of the American Mereorological Society, 95 (7), S1–S257, doi:
10.1175/2014BAMSStateoftheClimate.1.
Budillon, G., P. Castagno, S. Alianic, G. Speziea, and L. Padmand, 2011: Thermohaline
variability and Antarctic Bottom Water formation at the Ross Sea shelf break. Deep-Sea
Research I, 58, 1002–1018, doi:10.1016/j.dsr.2011.07.002.
Budillon, G., E. Salusti, and S. Tucci, 2006: The evolution of density currents and neph-
eloid bottom layers in the Ross Sea (Antarctica). Journal of Marine Research, 64,
517–540, doi:10.1357/002224006778715739.
Budillon, G. and G. Spezie, 2000: Thermohaline structure and variability in the Terra
Nova Bay polynya, Ross Sea. Antarctic Science, 12, 492–508.
Campin, J. M. and H. Goosse, 1999: Parameterization of density-driven downsloping flow
for a coarse-resolution ocean model in z-coordinates. Tellus, 51A, 412–430.
96
Casey, F. D., 1980: Microwave observations of the Weddell Polynya. Monthly Weather
Review, 108, 2032–2044.
Cenedese, C., J. A. Whitehead, T. A. Ascarelli, and M. Ohiwa, 2004: A dense current
flowing down a sloping bottom in a rotating fluid. Journal of Physical Oceanography,
34, 188–203.
Chan, W. and T. Motoi, 2003: Effects of stopping the Mediterranean outflow on the
southern polar region. Polar Meteorology and Glaciology, 17, 25–35.
Church, J. A., et al., 2011: Revisiting the Earths sea-level and energy budgets from 1961
to 2008. Geophysical Research Letters, 38 (L18601), doi:10.1029/2011GL048794.
Ciappa, A., L. Pietranera, and G. Budillon, 2012: Observations of the Terra Nova Bay
(Antarctica) polynya by MODIS ice surface temperature imagery from 2005 to 2010.
Remote Sensing of Enviroment, 119, 158–172, doi:10.1016/j.rse.2011.12.017.
Coles, V. J., M. S. McCartney, and D. B. Olson, 1996: Changes in Antarctic Bottom
Water properties in the western South Atlantic in the late 1980s. Journal of Geophysical
Research, 101, 8957–8970, doi:10.1029/95JC03721.
Condie, S. A., 1995: Descent of dense water masses along continental slopes. Journal of
Marine Research, 53, 897–928.
Cougnon, E. A., B. K. Galton-Fenzi, A. J. S. Meijers, and B. Legre´sy, 2013: Modeling in-
terannual dense shelf water export in the region of the Mertz Glacier Tongue (19922007).
Journal of Geophysical Research: Oceans, 118, 1–15, doi:10.1002/2013JC008790.
Couldrey, M. P., L. Jullion, A. C. Naveira Garabato, C. Rye, L. Herra´iz-Borreguero,
P. J. Brown, M. P. Meredith, and K. L. Speer, 2013: Remotely induced warming of
Antarctic Bottom Water in the eastern Weddell gyre. Geophysical Research Letters, 40,
2755–2760, doi:10.1002/grl.50526.
Danabasoglu, G., W. Large, and B. Briegleb, 2010: Climate impacts of parameter-
ized Nordic Sea overflows. Journal of Geophysical Research, 115 (C11005), doi:
10.1029/2010JC006243.
Darelius, E., K. O. Strand, S. Østerhus, T. Gammeslrød, M. A˚rthun, and I. Fer, 2014:
On the seasonal signal of the Filchner Overflow, Weddell Sea, Antarctica. Journal of
Physical Oceanography, 44, 1230–1243, doi:10.1175/JPO-D-13-0180.1.
Deacon, G. E. R., 1937: The hydrology of the Southern Ocean, Discovery reports, Vol. 15.
Cambridge University Press, 124 pp.
Delworth, T. L., et al., 2012: Simulated climate and climate change in the GFDL
CM2.5 high-resolution coupled climate model. Journal of Climate, 25, 2755–2781, doi:
10.1175/JCLI-D-11-00316.1.
97
Dinniman, M. S., J. M. Klinck, and E. E. Hofmann, 2012: Sensitivity of Circumpolar Deep
Water transport and ice shelf basal melt along the West Antarctic Peninsula to changes
in the winds. Journal of Climate, 25, 4799–4816, doi:10.1175/JCLI-D-11-00307.1.
Dinniman, M. S., J. M. Klinck, and W. O. S. Jr, 2011: A model study of Circumpolar
Deep Water on the West Antarctic Peninsula and Ross Sea continental shelves. Deep-
Sea Research II, 58, 1508–1523, doi:10.1016/j.dsr2.2010.11.013.
Do¨scher, R. and A. Beckmann, 2000: Effects of a bottom boundary layer parameterisation
in a coarse-resolution model of the North Atlantic Ocean. Journal of Atmospheric and
Oceanic Technology, 17, 698–707.
Downes, S. M., A. Gnanadesikan, S. M. Griffies, and J. L. Sarmiento, 2011: Water mass
exchange in the Southern Ocean in coupled climate models. Journal of Physical Oceanog-
raphy, 41, 1756–1771, doi:10.1175/2011JPO4586.1.
Downes, S. M. et al., 2015: An assessment of Southern Ocean water masses and sea ice
during 1988-2007 in a suite of interannual CORE-II simulations. Ocean Modelling, 94,
67–94, doi:10.1016/j.ocemod.2015.07.022.
Dragon, A.-C., M.-N. Houssais, C. Herbaut, and J.-B. Charrassin, 2014: A note on the
intraseasonal variability in an Antarctic polynia: Prior to and after the Mertz Glacier
calving. Journal of Marine Systems, 130, 46–55, doi:10.1016/j.jmarsys.2013.06.006.
Dunne, J. P., et al., 2012: GFDLs ESM2 global coupled climate-carbon Earth System
Models Part I: Physical formulation and baseline simulation characteristics. Journal of
Climate, 25, 6646–6665.
England, M. H., 1993: Representing the global-scale water masses in ocean general circu-
lation models. Journal of Physical Oceanogrpahy, 23, 1523–1552.
Ezer, T. and G. L. Mellor, 1994: Diagnostic and prognostic calculations of the North
Atlantic circulation and sea level using sigma co-ordinate ocean model. Journal of Geo-
physical Research, 99, 14 159–14 171.
Ezer, T. and G. L. Mellor, 2004: A generalized coordinate ocean model and a comparison
of the bottom boundary layer dynamics in terrain-following and in z-level grids. Ocean
Modelling, 6, 379–403, doi:10.1016/S1463-5003(03)00026-X.
Fahrbach, E., M. Hoppema, G. Boebel, O. Boebel, O. Klatt, and A. Wisotzki, 2011:
Warming of deep and abyssal water masses along the Greenwich meridian on decadal
timescales: The Weddell gyre as a heat buffer. Deep-Sea Research II, 58, 2509–2523,
doi:10.1016/j.dsr2.2011.06.007.
Fahrbach, E., M. Hoppema, G. Rohardt, M. Schro¨der, and A. Wisotzki, 2004: Decadal-
scale variations of water mass properties in the deep Weddell Sea. Ocean Dynamics, 54,
77–91, doi:10.1007/s10236-003-0082-3.
98
Fan, T., C. Deser, and D. P. Schneider, 2014: Recent Antarctic sea ice trends in the
context of Southern Ocean surface climate variations since 1950. Geophysical Research
Letters, 41, 2419–2426, doi:doi:10.1002/2014GL059239.
Ferreira, D., J. Marshall, C. M. Bitz, S. Solomon, and A. Plumb, 2015: Antarctic ocean
and sea ice response to ozone depletion: A two-time-scale problem. Journal of Climate,
28, 1206–1226, doi:10.1175/JCLI-D-14-00313.1.
Fletcher, S. E. M., et al., 2006: Inverse estimates of anthropogenic CO2 uptake, trans-
port, and storage by the ocean. Global Biogeochemical Cycles, 20 (GB2002), doi:
10.1029/2005GB002530.
Foldvik, A., T. Gammelsrød, E. Nygaard, and S. Østerhus, 2001: Current measurements
near Ronne Ice Shelf: Implications for circulation and melting. Journal of Geophysical
Research, 106, 4463–4477, doi:10.1029/2000JC000217.
Foldvik, A., et al., 2004: Ice shelf water overflow and bottom water formation in the south-
ern Weddell Sea. Journal of Geophysical Research, 109, doi:10.1029/2003JC002008.
Fox-Kemper, B., R. Ferrari, and R. W. Hallberg, 2008: Parameterization of mixed layer
eddies. Part I: Theory and diagnosis. Journal of Physical Oceanography, 23, 301–317,
doi:10.1175/2007JPO3792.1.
Fukamachi, Y., S. R. Rintoul, J. A. Church, S. Aoki, S. Sokolov, M. A. Rosenberg, and
M. Wakatsuchi, 2010: Strong export of Antarctic Bottom Water east of the Kerguelen
plateau. Nature Geoscience, 3, 327–331, doi:10.1038/NGEO842.
Fukamachi, Y., et al., 2000: Seasonal variability of bottom water properties off Ade´lie
Land, Antarctica. Journal of Geophysical Research, 105 (C3), 6531–6540, doi:
10.1029/1999JC900292.
Fukasawa, M., H. Freeland, R. Perkin, T. Watanabe, H. Uchida, and A. Nishina, 2004:
Bottom water warming in the North Pacific Ocean. Letters to Nature, 427, 825–827,
doi:10.1038/nature02337.
Fusco, G., G. Budillon, and G. Spezie, 2009: Surface heat fluxes and thermohaline vari-
ability in the Ross Sea and in Terra Nova Bay polynya. Continental Shelf Research, 29,
1887–1895, doi:10.1016/j.csr.2009.07.006.
Garcia, H., A. Cruzado, L. Gordon, and J. Escanez, 1998: Decadal-scale chemical variabil-
ity in the subtropical North Atlantic deduced from nutrient and oxygen data. Journal
of Geophysical Research, 103, 2817–2830.
Gent, P., W. G. Large, and F. O. Bryan, 2001: What sets the mean transport
through Drake Passage. Journal of Geophysical Research, 106, 2693–2712, doi:
10.1029/2000JC900036.
99
Gent, P. and J. C. McWilliams, 1990: Isopycnal mixing in ocean circulation models.
Journal of Physical Oceanography, 20, 150–155.
Gerdes, R., W. J. Hurlin, and S. M. Griffies, 2006: Sensitivity of a global ocean
model to increased run-off from Greenland. Ocean Modelling, 12, 416–435, doi:
10.1016/j.ocemod.2005.08.003.
Gille, S. T., 2002: Warming of the Southern Ocean since the 1950s. Science, 295, 1275–
1277, doi:10.1126/science.1065863.
Gille, S. T., 2008: Decadal-scale temperature trends in the southern hemisphere ocean.
Journal of Climate, 21, 4749–4765, doi:10.1175/2008JCLI2131.1.
Girton, J. B. and T. B. Sanford, 2006: Descent and modification of the overflow plume in
the Denmark Strait. Journal of Physical Oceanography, 33, 1351–1364.
Goosse, H., J. M. Campin, and B. Tartinville, 2001: The sources of Antarctic Bottom
Water in a global ice-ocean model. Ocean Modelling, 3, 51–65.
Gordon, A. L., 2001: Bottom water formation. Encyclopaedia of Ocean Sciences, J. H.
Steele, K. K. Turekian, and S. A. Thorpe, Eds., Academic Press, 334–340.
Gordon, A. L., 2009: Bottom water formation. Ocean Currents, J. H. Steele, S. A. Thorpe,
and K. K. Turekian, Eds., Elsevier, London, 263–269.
Gordon, A. L., B. A. Huber, H. H. Hellmer, and A. Ffield, 1993: Deep and bottom water
of the Weddell Seas western rim. Science, 262, 95–97.
Gordon, A. L., M. Visbeck, and J. C. Cosimo, 2007: A possible link between the Weddell
Polynya and the Southern Annular Mode. Journal of Climate, 20, 2558–2571, doi:
10.1175/JCLI4046.1.
Gordon, A. L., E. Zambianchi, A. Orsi, M. Visbeck, C. F. Giulivi, T. Whitworth, and
G. Spezie, 2004: Energetic plumes over the western Ross Sea continental slope. Geo-
physical Research Letters, 31 (L21302), doi:10.1029/2004GL020785.
Griffies, S. M., 2012: Elements of the Modular Ocean Model (MOM). GFDL Ocean Group
Technical Report No. 7, NOAA/Geophysical Fluid Dynamics Laboratory, 618 pp.,
http://www.mom-ocean.org/web/docs.
Griffies, S. M. and R. W. Hallberg, 2000: Biharmonic friction with a Smagorinsky viscosity
for use in large-scale eddy-permitting ocean models. Monthly Weather Review, 128,
2935–2946.
Griffies, S. M., et al., 2000: Developments in ocean climate modelling. Ocean Modelling,
2, 123–192.
100
Gruber, N., et al., 2009: Oceanic sources, sinks, and transport of atmospheric CO2. Global
Biogeochemical Cycles, 23 (GB1005), doi:10.1029/2008GB003349.
Gwyther, D. E., B. K. Galton-Fenzi, J. R. Hunter, and J. L. Roberts, 2014: Simulated melt
rates for the Totten and Dalton ice shelves. Ocean Science, 10, 267–279, doi:10.5194/os-
10-267-2014.
Hellmer, H. H., F. Kauker, R. Timmermann, J. Determann, and J. Rae, 2012: Twenty-
first-century warming of a large Antarctic ice-shelf cavity by redirected coastal currents.
Nature, 485, 225–228, doi:10.1038/nature11064.
Heuze´, C., K. J. Heywood, D. P. Stevens, and J. K. Ridley, 2013: Southern Ocean bottom
water characteristics in CMIP5 models. Geophysical Research Letters, 40, 1409–1414,
doi:10.1002/grl.50287.
Heuze´, C., K. J. Heywood, D. P. Stevens, and J. K. Ridley, 2015: Changes in global
ocean bottom properties and volume tansport in CMIP5 models under climate change
scenarios. Journal of Climate, 28, 2917–2944, doi:10.1175/JCLI-D-14-00381.1.
Hirano, D., Y. Kitade, K. I. Ohshima, and Y. Fukamachi, 2015: The role of turbulent
mixing in the modified Shelf Water overflows that produce Cape Darnley Bottom Water.
Journal of Geophysical Research: Oceans, 120, 910–922, doi:10.1002/2014JC010059.
Hogg, A. M., 2010: An Antarctic Circumpolar Current driven by surface buoyancy forcing.
Geophysical Research Letters, 37 (L23601), doi:10.1029/2010GL044777.
Hogg, A. M., H. A. Dijkstra, and J. A. Saenz, 2013: The energetics of a collapsing merid-
ional overturning circulation. Journal of Physical Oceanography, 43, 1512–1524, doi:
10.1175/JPO-D-12-0212.1.
Hogg, A. M., M. P. Meredith, J. R. Blundell, and C. Wilson, 2008: Eddy heat flux in the
Southern Ocean: Response to variable wind forcing. Journal of Climate, 21, 608–620,
doi:10.1175/2007JCLI1925.1.
Hogg, A. M., M. P. Meredith, D. P. Chambers, E. P. Abrahamsen, C. W. Hughes, and
A. K. Morrison, 2015: Recent trends in the Southern Ocean eddy field. Journal of
Geophysical Research, 120, 257–267, doi:10.1002/2014JC010470.
Howard, E., A. M. Hogg, S. Waterman, and D. Marshall, 2015: The injection of zonal mo-
mentum by buoyancy forcing in a Southern Ocean model. Journal of Physical Oceanog-
raphy, 45, 259–271, doi:10.1175/JPO-D-14-0098.1.
Hughes, G. O. and R. W. Griffiths, 2006: A simple convective model of the global overturn-
ing circulation, including effects of entrainment into sinking regions. Ocean Modelling,
12, 46–79, doi:10.1016/j.ocemod.2005.04.001.
101
Huhn, O., H. H. Hellmer, M. Rhein, C. Rodehack, W. Roether, M. P. Schodlok, and
M. Schro¨der, 2008: Evidence of deep- and bottom-water formation in the western Wed-
dell Sea. Deep-Sea Research II, 55, 1098–1116, doi:10.1016/j.dsr2.2007.12.015.
Ilicak, M., S. Legg, A. Adcroft, and R. Hallberg, 2011: Dynamics of a dense
gravity current flowing over a corrugation. Ocean Modelling, 38, 71–84, doi:
10.1016/j.ocemod.2011.02.004.
Ivanovic, R. F., P. J. Valdes, L. Gregoire, R. Flecker, and M. Gutjahr, 2014: Sensitivity
of modern climate to the presence, strength and salinity of Mediterranean-Atlantic
exchange in a global general circulation model. Climate Dynamics, 42, 859–877.
Jackett, D. R., T. J. McDougall, R. Feistel, D. G. Wright, and S. M. Griffies, 2006:
Algorithms for density, potential temperature, conservative temperature, and freezing
temperature of seawater. Journal of Atmospheric and Oceanic Technology, 23, 1709–
1728, doi:10.1007/s00382-013-1680-5.
Jacobs, S. S., 1991: On the nature and significance of the Antarctica Slope Front. Marine
Chemistry, 35, 9–24.
Jacobs, S. S., 2004: Bottom water production and its links with the thermohaline circu-
lation. Antarctic Science, 4, 427–4378, doi:10.1017/S095410200400224X.
Jacobs, S. S. and C. F. Giulivi, 2010: Large multidecadal salinity trends near
the Pacific-Antarctic continental margin. Journal of Climate, 23, 4508–4524, doi:
10.1175/2010JCLI3284.1.
Jacobs, S. S., A. Jenkins, C. F. Giulivi, and P. Dutrieux, 2011: Stronger ocean circulation
and increased melting under Pine Island Glacier ice shelf. Journal of Atmospheric and
Oceanic Technology, 23, 1709–1728, doi:10.1038/NGEO1188.
Johns, W. E., et al., 2011: Continuous, array-based estimates of Atlantic Ocean heat
transport at 26.5◦N. Journal of Climate, 24, 2429–2449, doi:10.1175/2010JCLI3997.1.
Johnson, G. C., 2008: Quantifying Antarctic Bottom Water and North Atlantic
Deep Water volumes. Journal of Geophysical Research., 113 (C05027), doi:
10.1029/2007JC004477.
Johnson, G. C. and S. C. Doney, 2006: Recent western South Atlantic bottom water
warming. Geophysical Research Letters, 33 (L14614), doi:10.1029/2006GL026769.
Johnson, G. C., K. E. McTaggart, and R. Wanninkhof, 2014: Antarctic Bottom Wa-
ter temperature changes in the western South Atlantic from 1989 to 2014. Journal of
Geophysical Research: Oceans, 119, 8567–8577, doi:10.1002/2014JC010367.
Johnson, G. C., S. Mecking, B. M. Sloyan, and S. E. Wijffels, 2007: Recent bottom water
warming in the Pacific Ocean. Journal of Climate, 20, doi:10.1175/2007JCLI1879.1.
102
Joughin, I., R. B. Alley, and D. M. Holland, 2012: Ice-sheet response to oceanic forcing.
Science, 338, 1172–1176, doi:10.1126/science.1226481.
Jourdain, N. C. and H. Galle´e, 2011: Influence of the orographic roughness of glacier
valleys across the Transantarctic Mountains in an atmospheric regional model. Climate
Dynamics, 36, 1067–1081, doi:10.1007/s00382-010-0757-7.
Jullion, L., A. C. Naveira Garabata, M. P. Meredith, P. R. Holland, P. Courtois, and
B. A. King, 2013: Decadal freshening of the Antarctic Bottom Water exported from
the Weddell Sea. Journal of Climate, 26, 8111–8125, doi:10.1175/JCLI-D-12-00765.1.
Katsumata, K. and S. Masuda, 2013: Variability in southern hemisphere ocean circulation
from the 1980s to the 2000s. Journal of Physical Oceanography, 43, 1981–2007, doi:
10.1175/JPO-D-12-0209.1.
Kawano, T., T. Doi, H. Uchida, S. Kouketsu, M. Fukasawa, Y. Kawai, and K. Katsumata,
2009: Heat content change in the Pacific Ocean between the 1990s and 2000s. Deep-Sea
Research II, 57, 1141–1151, doi:10.1016/j.dsr2.2009.12.003.
Kawano, T., M. Fukasawa, S. Kouketsu, H. Uchida, T. Doi, I. Kaneko, M. Aoyama,
and W. Schneider, 2006: Bottom water warming along the pathway of lower circum-
polar deep water in the Pacific Ocean. Geophysical Research Letters, 33 (L23613),
doi:10.1029/2006GL027933.
Khatiwala, S., F. Primeau, and T. Hall, 2009: Reconstruction of the history of an-
thropogenic CO2 concentrations in the ocean. Nature Letters, 462, 346–350, doi:
10.1038/nature08526.
Khazendar, A., M. P. Schodlok, I. Fenty, S. R. M. Ligtenberg, E. Rignot, and M. R.
van den Broeke, 2013: Observed thinning of Totten Glacier is linked to coastal polynya
variability. Nature Communications, 4 (2857), doi:10.1038/ncomms3857.
Killworth, P. D. and N. R. Edwards, 1999: A turbulent bottom boundary layer code for
use in numerical ocean models. Journal of Physical Oceanography, 29, 1221–1238.
Kirkman, C. H. and C. M. Bitz, 2011: The effect of the sea ice freshwater flux on Southern
Ocean temperatures in CCSM3: Deep-ocean warming and delayed surface warming.
Journal of Climate, 24, 2224–2237, doi:10.1175/2010JCLI3625.1.
Kouketsu, S., et al., 2011: Deep ocean heat content changes estimated from observation
and reanalysis product and their influence on sea level change. Journal of Geophysical
Research, 116 (C03012), doi:10.1029/2010JC006464.
Kuhlbrodt, T., A. Griesel, M. Montoya, A. Levermann, M. Hofmann, and S. Rahmstorf,
2007: On the driving processes of the Atlantic meridional overturning circulation. Re-
views of Geophysics, 45 (RG2001), doi:10.1029/2004RG000166.
103
Kusahara, K., H. Hasumi, and T. Tamura, 2010: Modeling sea ice production and dense
shelf water formation in coastal polynyas around East Antarctica. Journal of Geophysical
Research, 115 (C10006), doi:10.1029/2010JC006133.
Kusahara, K., H. Hasumi, and G. D. Williams, 2011a: Dense shelf water formation and
brine-driven circulation in the Ade´lie and George V Land region. Ocean Modelling, 37,
122–138, doi:10.1016/j.ocemod.2011.01.008.
Kusahara, K., H. Hasumi, and G. D. Williams, 2011b: Impact of the Mertz Glacier Tongue
calving on dense water formation and export. Nature Communications, 37, 122–138,
doi:10.1038/ncomms1156.
Lacarra, M., M.-N. Houssais, C. Herbaut, E. Sultan, and M. Beauverger, 2014: Dense
shelf water production in the Ade´lie Depression, East Antarctica, 2004-2012: Impact of
the Mertz Glacier calving. Journal of Geophysical Research: Oceans, 119, 5203–5220,
doi:10.1002/2013JC009124.
Lacarra, M., M.-N. Houssais, E. Sultan, S. R. Rintoul, and C. Herbaut, 2011: Sum-
mer hydrography on the shelf off Terre Ade´lie/George V Land based on the AL-
BION and CEAMARC observations during the IPY. Polar Science, 5, 88–103, doi:
10.1016/j.polar.2011.04.008.
Large, W. G., J. C. McWilliams, and S. C. Doney, 1994: Oceanic vertical mixing: A review
and a model with a nonlocal boundary layer parameterization. Reviews of Geophysics,
32, 363–403.
Large, W. G. and S. Yeager, 2009: The global climatology of an interannually varying
air-sea flux data sets. Tech. rep., 341-361 pp. doi:10.1007/s00382-008-0441-3.
Latif, M., T. Martin, and W. Park, 2013: Southern Ocean sector centennial climate vari-
ability and recent decadal trends. Journal of Climate, 26, 7767–7782, doi:10.1175/JCLI-
D-12-00281.1.
Lavergne, C., J. B. Palter, E. D. Galbraith, R. Bernadello, and I. Marinov, 2014: Cessation
of deep convection in the open Southern Ocean under anthropogenic climate change.
Nature Climate Science, 4, 278–282, doi:10.1038/NCLIMATE2132.
Lee, H. C., A. Rosati, and M. J. Spelman, 2006: Barotropic tidal mixing effects in a
coupled climate model: oceanic conditions in the Northern Atlantic. Ocean Modelling,
11, 464–477, doi:10.1016/j.ocemod.2005.03.003.
Lefebvre, W., H. Goose, and R. Timmermann, 2004: Influence of the Southern Annular
Mode on the sea ice-ocean system. Journal of Geophysical Research, 109 (C09005),
doi:10.1029/2004JC002403.
Legg, S., 2012: Overflows and convectively driven flows. Buoyancy-Driven Flows, Cam-
bridge University Press, Cambridge, United Kingdom and New York, NY, USA.
104
Legg, S., R. W. Hallberg, and J. B. Girton, 2006: Comparison of entrainment in overflows
simulated by z-coordinate, isopycnal and non-hydrostatic models. Ocean Modelling, 11,
69–97, doi:10.1016/j.ocemod.2004.11.006.
Legg, S., et al., 2009: Improving oceanic overflow representation in climate models: The
gravity current entrainment climate process team. Bulletin of the American Meteoro-
logical Society, 90, 657–670, doi:10.1175/2008BAMS2667.1.
Levitus, S., J. Antonov, and T. Boyer, 2005: Warming of the world ocean, 1955-2003.
Geophysical Research Letters, 32 (L02604), doi:10.1029/2004GL021592.
Levitus, S., et al., 2012: World ocean heat content and thermosteric sea level
change (0-2000 m), 19552010. Geophysical Research Letters, 39 (L10603), doi:
10.1029/2012GL051106.
Lytle, V. I., A. P. Worby, R. Massom, M. J. Paget, I. Allison, X. Wu, and A. Roberts, 2001:
Ice formation in the Mertz Glacier polynya, East Antarctica, during winter. Annals of
Glaciology, 33, 368–372, doi:10.3189/172756401781818464.
Ma, H. and L. Wu, 2011: Global teleconnections in response to freshening over the Antarc-
tic Ocean. Journal of Climate, 24, 1071–1088, doi:10.1175/2010JCLI3634.1.
Mantyla, A. W. and J. L. Reid, 1995: On the origins of deep and bottom waters of the
Indian Ocean. Journal of Geophysical Research, 100, 2417–2439.
Marshall, J., K. C. Armour, J. R. Scott, Y. Kostov, U. Hausmann, D. Ferreira, T. G.
Shepherd, and C. M. Bitz, 2014: The oceans role in polar climate change: asymmet-
ric Arctic and Antarctic responses to greenhouse gas and ozone forcing. Philosophical
Transactions of Royal Society, 372 (20130040), doi:10.1098/rsta.2013.0040.
Marshall, J. and F. Schott, 1999: Open-ocean convection: Observations, theory and mod-
els. Reviews of Geophysics, 37 (98RG02739).
Marshall, J. and K. Speer, 2012: Closure of the meridional overturning circulation through
Southern Ocean upwelling. Nature Geoscience, 5, 171–180, doi:10.1038/NGEO1391.
Marsland, S. J., N. L. Bindoff, G. D. Williams, and W. F. Budd, 2004: Modeling water
mass formation in the Mertz Glacier Polynya and Ade´lie Depression, East Antarctica.
Journal of Geophysical Research, 109 (C11003), doi:10.1029/2004JC002441.
Marsland, S. J., et al., 2013: Evaluation of ACCESS climate model ocean metrics in
CMIP5 simulations. Australian Meteorological and Oceanographic Journal, 63, 101–119.
Martin, T., W. Park, and M. Latif, 2013: Multi-centennial variability controlled by South-
ern Ocean convection in the Kiel Climate Model. Climate Dynamics, 40, 2005–2022,
doi:10.1007/s00382-012-1586-7.
105
Martin, T., W. Park, and M. Latif, 2015: Southern Ocean forcing of the North Atlantic
at multi-centennial time scales in the Kiel Climate Model. Deep-Sea Research II, 114,
39–48, doi:10.1016/j.dsr2.2014.01.018.
Martin, T., M. Steele, and J. Zhang, 2014: Seasonality and long-term trend of Arctic
Ocean surface stress in a model. Journal of Geophysical Research: Oceans, 119, 1723–
1738, doi:10.1002/2013JC009425.
Martin, T., M. Tsamados, and D. Schroeder, 2016: The impact of variable sea ice rough-
ness on changes in Arctic Ocean surface stress: A model study. Journal of Geophysical
Research: Oceans, 121, doi:10.1002/2015JC011186.
Masuda, S., et al., 2010: Simulated rapid warming of abyssal North Pacific waters. Science,
329, 319–322, doi:10.1126/science.1188703.
Mathiot, P., B. Barnier, H. Galle´e, J. M. Molines, J. L. Sommer, M. Juza, and T. Pen-
duff, 2010: Introducing katabatic winds in global ERA40 fields to simulate their
impacts on the Southern Ocean and sea-ice. Ocean Modelling, 35, 146–160, doi:
10.1016/j.ocemod.2010.07.001.
McCarthy, G., et al., 2012: Observed interannual variability of the Atlantic meridional
overturning circulation at 26.5◦N. Geophysical Research Letters, 39 (L19609), doi:
10.1029/2012GL052933.
McDougall, T. J., 1987: Thermobaricity and cabbeling and water-mass conversion. Journal
of Geophysical Research, 92 (C5), 5448–5464.
McDougall, T. J. and P. M. Barker, 2011: Getting started with TEOS-10 and the Gibbs
Seawater (GSW) Oceanographic Toolboxs. Tech. rep., 28pp pp.
Meijers, A. J. S., A. Klocker, N. L. Bindoff, G. D. Williams, and S. J. Marsland, 2010:
The circulation and water masses of the antarctic shelf and continental slope between
30◦ and 80◦E. Deep-Sea Research II, 57, 723–737, doi:10.1016/j.dsr2.2009.04.019.
Menviel, L., A. Timmermann, O. E. Timm, and A. Mouchet, 2010: Climate and biogeo-
chemical response to a rapid melting of the West Antarctic ice sheet during interglacials
and implications for future climate. Paleoceanography, 25, doi:10.1029/2009PA001892.
Meredith, M. P. and A. M. Hogg, 2006: Circumpolar response of Southern Ocean eddy
activity to a change in the Southern Annular Mode. Geophysical Research Letters,
33 (L16608), doi:10.1029/2006GL026499.
Meredith, M. P., et al., 2011: Sustained monitoring of the Southern Ocean at Drake
Passage: Past achievements and future priorities. Reviews of Geophysics, 49, doi:
10.1029/2010RG000348.
106
Morrison, A. K., M. H. England, and A. M. Hogg, 2015: Response of Southern Ocean con-
vection and abyssal overturning to surface buoyancy perturbations. Journal of Climate,
28, 4263–4278, doi:10.1175/JCLI-D-14-00110.1.
Morrison, A. K., A. M. Hogg, and M. L. Ward, 2011: Sensitivity of the Southern
Ocean overturning circulation to surface buoyancy forcing. Geophysical Research Letters,
38 (L14602), doi:10.1029/2011GL048031.
Muench, R. D., A. K. Wa˚hlin, T. M. O¨zgo¨kmen, R. Hallberg, and L. Padman, 2009:
Impacts of bottom corrugations on a dense antarctic outflow: NW Ross Sea. Geophysical
Research Letters, 36, doi:10.1029/2009GL041347.
Munday, D. R., H. L. Johnson, and D. P. Marshall, 2013: Eddy saturation of equilibrated
circumpolar currents. Journal of Physical Oceanography, 43, 507–532, doi:10.1175/JPO-
D-12-095.1.
Nakano, H. and N. Suginohara, 2002: Importance of the eastern Indian Ocean
for the abyssal Pacific. Journal of Geophysical Research, 107 (C12), doi:
10.1029/2001JC001065.
Naveira Garabato, A. C., E. L. McDonagh, D. P. Stevens, K. J. Heywood, and R. J.
Sanders, 2002: On the export of Antarctic Bottom Water from the Weddell Sea. Deep-
Sea Research II, 49, 4715–4742, doi:10.1016/S0967-0645(02)00156-X.
Nicholls, K. W., S. Østerhus, K. Makinson, and T. Gammelsrød, 2009: Ice-ocean processes
over the continental shelf of the southern Weddell Sea, Antarctica: A review. Reviews
of Geophysics, 47 (RG3003), doi:10.1029/2007RG000250.
Nihashi, S. and K. I. Ohshima, 2015: Circumpolar mapping of Antarctic coastal polynyas
and landfast sea ice: Relationship and variability. Journal of Climate, 28, 3650–3670,
doi:10.1175/JCLI-D-14-00369.1.
Nikurashin, M. and R. Ferrari, 2013: Overturning circulation driven by breaking in-
ternal waves in the deep ocean. Geophysical Research Letters, 40, 3133–3137, doi:
10.1002/grl.50542.
Ohshima, K. I., et al., 2013: Antarctic Bottom Water production by intense sea-
ice formation in the Cape Darnley polynya. Nature Geoscience, 6, 235–240, doi:
10.1038/NGEO1738.
Orsi, A. H., G. C. Johnson, and J. L. Bullister, 1999a: Circulation, mixing and production
of Antarctic Bottom Water. Progress in Oceanography, 43, 55–109, doi:10.1016/S0079-
6611(99)00004-X.
Orsi, A. H., G. C. Johnson, and J. L. Bullister, 1999b: Circulation, mixing and production
of Antarctic Bottom Water. Progress in Oceanography, 43, 55–109, doi:10.1016/S0079-
6611(99)00004-X.
107
Orsi, A. H., W. M. S. Jr., and J. L. Bullister, 2002: On the total input of Antarctic wa-
ters to the deep ocean: A preliminary estimate from chlorofluorocarbon measurements.
Journal of Geophysical Research, 107 (C8), doi:10.1029/2001JC000976.
Palter, J. B., S. M. Griffies, E. D. Galbraith, A. Gnanadesikan, B. L. Samuels, and
A. Klocker, 2014: The deep ocean buoyancy budget and its temporal variability. Journal
of Climate, 27, 551–573, doi:10.1175/JCLI-D-13-00016.1.
Parish, T. R. and R. Walker, 2006: A re-examination of the winds of Ade´lie Land, Antarc-
tica. Australian Meteorological Magazine, 55, 105–117.
Parkinson, C. L. and D. J. Cavalieri, 2012: Antarctic sea ice variability and trends 1979-
2010. Cryosphere, 6, 871–880, doi:10.5194/tc-6-881-2012.
Price, J. F. and M. O. Baringer, 1994: Outflows and deep water production by marginal
seas. Progress in Oceanography, 33, 161–200.
Pritchard, H. D., S. R. M. Ligtenberg, H. A. Fricker, D. V. Vaughan, M. R. van den
Broeke, and L. Padman, 2012: Antarctic ice-sheet loss driven by basal melting of ice
shelves. Nature, 484, 502–505, doi:10.1038/nature10968.
Purkey, S. G. and G. C. Johnson, 2010: Warming of global abyssal and deep Southern
Ocean waters between the 1990s and 2000s: Contributions to global heat and sea level
rise budgets. Journal of Climate, 23, 6336–6351, doi:10.1175/2010JCLI3682.1.
Purkey, S. G. and G. C. Johnson, 2012: Global contraction of Antarctic Bottom Water
between the 1980s and 2000s. Journal of Climate, 25, 5830–5844, doi:10.1175/JCLI-D-
11-00612.1.
Purkey, S. G. and G. C. Johnson, 2013: Antarctic Bottom Water warming and freshening:
Contributions to sea level rise, ocean freshwater budgets, and global heat gain. Journal
of Climate, 26, 6105–6122, doi:10.1175/JCLI-D-12-00834.1.
Rahmstorf, S., 1998: On the freshwater forcing and transport of the Atlantic thermohaline
circulation. Climate Dynamics, 12, 799–811.
Renfrew, I. A. and J. C. King, 2002: Coastal polynyas in the southern Weddell Sea:
Variability of the surface energy budget. Journal of Geophysical Research, 107 (C6),
doi:10.1029/2000JC000720.
Rignot, E., D. G. Vaughan, M. Schmeltz, T. Dupont, and D. MacAyeal, 2002: Acceleration
of Pine Island and Thwaites Glaciers, West Antarctica. Annals of Glaciology, 34, 189–
194.
Rintoul, S. R., 1998: On the origin and influence of Ade´lie Land Bottom Water. Ocean,
Ice, and Atmosphere: Interactions at the Antarctic Continental Margin, S. Jacobs and
R. Weiss, Eds., AGU, Washington, D. C., 151–172.
108
Rintoul, S. R., 2007: Rapid freshening of Antarctic Bottom Water formed in the Indian and
Pacific oceans. Geophysical Research Letter, 34 (L06606), doi:10.1029/2006GL028550.
R´ıos, A. F., A. Velo, P. C. Pardo, M. Hoppema, and F. F. Pe´rez, 2012: An up-
date of anthropogenic CO2 storage rates in the western South Atlantic basin and
the role of Antarctic Bottom Water. Journal of Marine Systems, 94, 197–203, doi:
10.1016/j.jmarsys.2011.11.023.
Roberts, A., A. Allison, and V. I. Lytle, 2001: Sensible- and latent-heat-flux estimates
over the Mertz Glacier polynya, East Antarctica, from in-flight measurements. Annals
of Glaciology, 33, 377–384, doi:10.3189/172756401781818112.
Roberts, M. J. and R. A. Wood, 1997: Topographic sensitivity studies with a Bryan-Cox-
type ocean model. Journal of Physical Oceanography, 274, 823–836.
Robertson, R., M. Visbeck, A. L. Gordon, and E. Fahrbach, 2002: Long-term temperature
trends in the deep waters of the Weddell Sea. Deep-Sea Research II, 49, 4791–4806, doi:
10.1016/S0967-0645(02)00159-5.
Rosenberg, M., N. L. Bindoff, S. Bray, C. Curran, I. Helmond, J. Miller, D. McLachlan,
and J. Richman, 2001: Mertz Polynya Experiment, Marine Science Cruises AU9807,
AU9801, AU9905, AU9901 and TA0051 - oceanographic field measurements and analy-
sis. Antarctic CRC Research Report No. 25, Hobart, Australia, 88 pp.
Rosenberg, M. and S. R. Rintoul, 2010: Aurora Australis Marine Science Cruise AU0803
and AU0806 - oceanographic field measurements and analysis. ACECRC, Hobart, Aus-
tralia, 2010 unpublished report, 49 pp.
Rosenberg, M. and S. R. Rintoul, 2011: Aurora Australis Marine Science Cruise AU1121
- oceanographic field measurements and analysis. ACECRC, Hobart, Australia, 2011
unpublished report, 45 pp.
Rosenberg, M. and S. R. Rintoul, 2015: Aurora Australis Marine Science Cruise AU1402
- oceanographic field measurements and analysis. ACECRC, Hobart, Australia, 2015
unpublished report.
Rubino, A., G. Budillon, S. Pierini, and G. Spezie, 2003: A model for the spreading and
sinking of the Deep Ice Shelf Water in the Ross Sea. Antarctic Science, 15, 25–30,
doi:10.1017/S0954102003001020.
Rusciano, E., G. Budillon, G. Fusco, and G. Spezie, 2013: Evidence of atmosphere-sea
ice-ocean coupling in the Terra Nova Bay polynya (Ross Sea-Antarctica). Continental
Shelf Research, 61-62, 112–124, doi:10.1016/j.csr.2013.04.002.
Rye, C. D., A. C. Naveira Garabato, P. R. H. M. P. Meredith, A. J. G. Nurser, C. W.
Hughes, A. C. Coward, and D. J. Webb, 2014: Rapid sea-level rise along the Antarctic
109
margins in response to increased glacial discharge. Nature Geoscience, 7, 732–735, doi:
10.1038/NGEO2230.
Sasai, Y., A. Ishida, H. Sasaki, S. Kawahara, H. Uehara, and Y. Yamanaka, 2005: Spread-
ing of Antarctic Bottom Water examined using the CFC-11 distribution simulated by
an eddy-resolving OGCM. Polar Meteorology and Glaciology, 19, 15–27.
Scambos, T., B. Raup, and J. Bohlander, 2001: Images of antarctic ice shelves. National
Snow and Ice Data Center, Boulder, Colorado, USA, doi:10.7265/N5NC5Z4N.
Schmidtko, S., K. J. Heywood, A. F. Thompson, and S. Aoki, 2014: Multidecadal warming
of antarctica waters. Science, 346, 1227–1231, doi:10.1126/science.1256117.
Seidov, D., E. Barron, and B. J. Haupt, 2001: Meltwater and the global ocean conveyor:
northern versus southern connections. Global and Planetary Change, 30, 257–270, doi:
10.1016/S0921-8181(00)00087-4.
Shepherd, A., D. Wingham, and E. Rignot, 2004: Warm ocean is eroding west antarctic
ice sheet. Geophysical Research Letters, 31 (L23402), doi:10.1029/2004GL021106.
Shimada, K., S. Aoki, K. I. Ohshima, and S. R. Rintoul, 2012: Influence of Ross Sea
Bottom Water changes on the warming and freshening of the Antarctic Bottom Water
in the Australian-Antarctic Basin. Ocean Science, 8, 419–432, doi:10.5194/os-8-419-
2012.
Simmons, L., S. R. Jayne, L. C. S. Laurnet, and A. J. Weaver, 2004: Tidally driven mixing
in a numerical model of the ocean general circulation. Ocean Modelling, 6, 245–263, doi:
10.1016/S1463-5003(03)00011-8.
Sloyan, B. M. and S. R. Rintoul, 2000: Estimates of Area-Averaged Diapycnal Fluxes
from Basin-Scale Budgets. Journal of Physical Oceanography, 30, 2320–2341.
Sloyan, B. M. and S. R. Rintoul, 2001a: Circulation, Renewal, and Modification of Antarc-
tic Mode and Intermediate Water. Geophysical Research Letters, 28, 2049–2052.
Sloyan, B. M. and S. R. Rintoul, 2001b: The Southern Ocean limb of the global deep
overturning circulation. Journal of Physical Oceanography, 31, 143–173.
Sloyan, B. M. and J. Schro¨ter, 2001: Correlation of ocean mass and temperature fluxes
among hydrographic sections in the southern oceans. Journal of Physical Oceanography,
31, 1005–1030, doi:10.1029/2000GL012459.
Sloyan, B. M., S. E. Wijffels, B. Tilbrook, K. Katsumata, A. Murata, and A. M. Macdon-
ald, 2013: Deep ocean changes near the western boundary of the South Pacific Ocean.
Journal of Physical Oceanography, 43, 2132–2141, doi:10.1175/JPO-D-12-0182.1.
Smedsrud, L. H., 2005: Warming of the deep water in the Weddell Sea along the Greenwich
meridian: 1977-2001. Deep-Sea Research I, 52, 241–258, doi:10.1016/j.dsr.2004.10.004.
110
Snow, K., A. M. Hogg, S. M. Downes, B. M. Sloyan, M. L. Bates, and S. M. Griffies, 2015:
Sensitivity of abyssal water masses to overflow parameterisations. Ocean Modelling, 89,
84–103, doi:10.1016/j.ocemod.2015.03.004.
Snow, K., A. M. Hogg, B. M. Sloyan, and S. M. Downes, 2016a: Sensitivity of Antarctic
Bottom Water to changes in surface buoyancy fluxes. Journal of Climate, 29, 313–330,
doi:10.1175/JCLI-D-15-0467.1.
Snow, K., B. M. Sloyan, S. R. Rintoul, A. M. Hogg, and S. M. Downes, 2016b: Controls
on circulation, cross-shelf exchange and dense water formation in an Antarctic polynya.
Geophysical Research Letters, 43, 7089–7096, doi:10.1002/2016GL069479.
Spence, P., S. M. Griffies, M. H. England, A. M. Hogg, O. A. Saenko, and N. C. Jour-
dain, 2014: Rapid subsurface warming and circulation changes of Antarctic coastal
waters by poleward shifting winds. Geophysical Research Letters, 41, 4601–4610, doi:
10.1002/2014GL060613.
Spence, P., O. A. Saenko, M. Eby, and A. J. Weaver, 2009: The Southern Ocean over-
turning: Parameterized versus permitted eddies. Journal of Physical Oceanogrpahy, 39,
1634–1651, doi:10.1175/2009JPO4120.1.
Sprintall, J., S. E. Wijffels, R. Molcard, and I. Jaya, 2009: Direct estimates of the In-
donesian Throughflow entering the Indian Ocean. Journal of Geophysical Research,
114 (C07001), doi:10.1029/2008JC005257.
Steinfeldt, R., M. Rhein, J. L. Bullister, and T. Tanhua, 2009: Inventory changes in
anthropogenic carbon from 1997-2003 in the Atlantic Ocean between 20◦S and 65◦N.
Global Biogeochemical Cycles, 23 (GB3010), doi:10.1029/2008GB003311.
Steinfeldt, R., M. Rhein, and M. Walter, 2007: NADW transformation at the western
boundary between 66◦W/20◦N and 60◦W/10◦N. Deep Sea Research Part I, 54, 835–
855, doi:10.1016/j.dsr.2007.03.004.
Stephens, G. L., M. Wild, P. W. S. Jr, T. LE´cuyer, S. Kate, and D. S. Henderson, 2012:
The global character of the flux of downward longwave radiation. Journal of Climate,
25, 2329–2340, doi:10.1175/JCLI-D-11-00262.1.
Stewart, A. L. and A. F. Thompson, 2012: Sensitivity of the oceans deep overturning
circulation to easterly Antarctic winds. Geophysical Research Letter, 39 (L18604), doi:
10.1029/2012GL053099.
Stewart, A. L. and A. F. Thompson, 2013: Connecting Antarctic cross-slope exchange
with Southern Ocean overturning. Journal of Physical Oceanography, 43, 1453–1471,
doi:10.1175/JPO-D-12-0205.1.
111
Stewart, A. L. and A. F. Thompson, 2015: Eddy-mediated transport of warm Circumpolar
Deep Water across the Antarctic Shelf Break. Geophysical Research Letter, 42, 432–440,
doi:10.1002/2014GL062281.
Stocker, T. F., et al., 2013: Climate Change 2013: The Physical Science Basis. Contribu-
tion of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel
on Climate Change. Cambridge University Press, Cambridge United Kingdom and New
York, NY, USA, 1535 pp., doi:10.1017/CBO9781107415324.
Sto¨ssel, A., Z. Zhang, and T. Vihma, 2011: The effect of alternative real-time wind forcing
on Southern Ocean sea ice simulations. Journal of Geophysical Research, 116 (C11201),
doi:10.1029/2011JC007328.
Swingedouw, D., T. Fichefet, H. Goose, and M. F. Loutre, 2009: Impact of transient fresh-
water releases in the Southern Ocean on the AMOC and climate. Climate Dynamics,
33, 365–381, doi:10.1007/s00382-008-0496-1.
Talley, L. D., 2013: Closure of the global overturning circulation through the Indian,
Pacific, and Southern Oceans: Schematics and transports. Oceanography, 26, 80–97,
doi:10.5670/oceanog.2013.07.
Talley, L. D., G. L. Pickard, W. J. Emery, and J. H. Swift, 2011: Descriptive Physical
Oceanography: An Introduction (Sixth Edition). Elsevier, Boston, 560 pp.
Talley, L. D., J. L. Reid, and P. E. Robbins, 2003: Data-based meridional overturning
streamfunctions for the global ocean. Journal of Climate, 16, 3213–3226.
Tamura, T., K. I. Ohshima, and S. Nihashi, 2008: Mapping of sea ice production
for Antarctic coastal polynyas. Geophysical Research Letters, 35 (L07606), doi:
10.1029/2007GL032903.
Tamura, T., G. D. Williams, A. D. Fraser, and K. I. Ohshima, 2012: Potential regime shift
in decreased sea ice production after the Mertz Glacier calving. Nature Communications,
3 (3:826), doi:10.1038/ncomms1820.
Tang, Y. M. and M. J. Roberts, 2005: The impact of a bottom boundary layer scheme
on the North Atlantic Ocean in a global coupled climate model. Journal of Physical
Oceanography, 35, 202–217.
Taylor, K. E., R. J. Stouffer, and G. A. Meehl, 2012: An overview of CMIP5 and the
experiment design. Bulletin of the American Meteorological Society, 93, 485–498, doi:
10.1175/BAMS-D-11-00094.1.
Taylor, P. C., M. Cai, A. Hu, G. A. Meehl, W. Washington, and G. J. Zhang, 2013:
A decomposition of feedback contributions to polar warming amplification. Journal of
Climate, 26, 7023–7048, doi:10.1175/JCLI-D-12-00696.1.
112
Thoma, M., A. Jenkins, D. Holland, and S. Jacobs, 2008: Modelling Circumpolar Deep
Water intrusions on the Amundsen Sea continental shelf, Antarctica. Geophysical Re-
search Letters, 35 (L18602), doi:10.1029/2008GL034939.
Thompson, A. F. and K. J. Heywood, 2008: Frontal structure and transport
in the northwestern Weddell Sea. Deep-Sea Research I, 55, 1229–1251, doi:
10.1016/j.dsr.2008.06.001.
Thompson, A. F., K. J. Heywood, S. Schmidtko, and A. L. Stewart, 2014: Eddy transport
as a key component of the Antarctic overturning circulation. Nature Geoscience, 7,
879–884, doi:10.1038/NGEO2289.
Thompson, D. W. J., S. Solomon, P. J. Kushner, M. H. England, K. M. Grise, and D. J.
Karoly, 2011: Signatures of the Antarctic ozone hole in Southern Hemisphere surface
climate change. Nature Geoscience, 4, 741–749, doi:10.1038/NGEO1296.
Trevena, J., W. P. Sijp, and M. H. England, 2008: Stability of Antarctic bottom water
formation to freshwater fluxes and implications for global climate. Journal of Climate,
21, 3310–3326, doi:10.1175/2007JCLI2212.1.
Turner, J., J. S. Hosking, T. Phillips, and G. J. Marshall, 2013: Temporal and spatial
evolution of the Antarctic sea ice prior to the September 2012 record maximum extent.
Geophysical Research Letters, 40, 5894–5898, doi:10.1002/2013GL058371.
Urakawa, L. S. and H. Hasumi, 2012: Eddy-resolving model estimate of the cabbeling
effect on the water mass transformation in the Southern Ocean. Journal of Physical
Oceanography, 42, 1288–1302, doi:10.1175/JPO-D-11-0173.1.
U.S. Department of Commerce, National Oceanic and Atmospheric Administra-
tion, National Geophysical Data Center, 2001: 2-minute gridded global re-
lief data (ETOPO2). [http://www.ngdc.noaa.gov/mgg/fliers/01mgg04.html],
[http://www.ngdc.noaa.gov/mgg/fliers/01mgg04.html].
van Caspel, M., M. Schro¨der, O. Huhn, and H. H. Hellmer, 2015: Precursors of Antarctic
Bottom Water formed on the continental shelf off Larsen Ice Shelf. Deep-Sea Research
I, 99, 1–9, doi:10.1016/j.dsr.2015.01.004.
van den Berk, J. and S. S. Drijfhout, 2014: A realistic freshwater forcing protocol for ocean-
coupled climate models. Ocean Modelling, 81, 36–48, doi:10.1016/j.ocemod.2014.07.003.
van Sebille, E., P. Spence, M. R. Mazloff, M. H. England, S. R. Rintoul, and O. A. Saenko,
2013: Abyssal connections of Antarctic Bottom Water in a Southern Ocean State Esti-
mate. Journal of Physical Oceanography, 28, 2163–2174, doi:10.1002/grl.50483.
van Wijk, E. M. and S. R. Rintoul, 2014: Freshening drives contraction of Antarctic
Bottom Water in the Australian Antarctic Basin. Geophysical Research Letters, 41,
1657–1664, doi:10.1002/2013GL058921.
113
Wallcraft, A., S. N. Carroll, K. A. Kelly, and K. V. Rushing, 2003:
Hybrid Coordinate Ocean Model (HYCOM) version 2.1. 76 pp.,
http://panoramix.rsmas.miami.edu/hycom/documentation.html.
Weijer, W., et al., 2012: The Southern Ocean and its climate in CCSM4. Journal of
Climate, 25, 2652–2675, doi:10.1175/JCLI-D-11-00302.1.
Wendler, G., C. Stearns, G. Weidner, and G. Dargaud, 1997: On the extraordinary kata-
batic winds of ade´lie land. Journal of Geophysical Research, 102, 4463–4474.
Whitworth III, T., 2002: Two modes of bottom water in the Australian-Antarctic Basin.
Geophysical Research Letters, 29 (5), doi:10.1029/2001GL014282.
Williams, G. D., S. Aoki, S. S. Jacobs, S. R. Rintoul, T. Tamura, and N. L. Bind-
off, 2010: Antarctic Bottom Water from the Ade´lie and George V Land coast,
East Antarctica (140-149◦E). Journal of Geophysical Research, 115 (C04027), doi:
10.1029/2009JC005812.
Williams, G. D. and N. L. Bindoff, 2003: Wintertime oceanography of the Ade´lie Dex-
pression. Deep-Sea Research II, 50, 1373–1392, doi:10.1016/S0967-0645(03)00074-2.
Williams, G. D., N. L. Bindoff, S. J. Marsland, and S. R. Rintoul, 2008: Formation and
export of dense shelf water from the Ade´lie Depression, East Antarctica. Journal of
Geophysical Research, 113 (C04039), doi:10.1029/2007JC004346.
Winton, M., 2000: A reformulated three-layer sea ice model. Journal of
Atmospheric and Oceanic Technology, 17, 525–531, doi:10.1175/1520-
0426(2000)017¡0525:ARTLSI¿2.0.CO;2.
Winton, M., R. Hallberg, and A. Gnanadesikan, 1998: Simulation of density-driven fric-
tional downslope flow in z-coordinate ocean models. Geophysical Research Letters, 40,
2177–2182.
Wunsch, C., 1978: The North Atlantic general circulation west of 50◦W determined
by inverse methods. Reviews of Geophysics and Space Physics, 16, 583–620, doi:
10.1029/2009JC005812.
Wunsch, C., 1996: The Ocean Circulation Inverse Problem. Cambridge University Press,
New York, 441 pp.
Yabuki, T., T. Suga, K. Hanawa, K. Matsuoka, H. Kiwada, and T. Watanabe, 2006:
Possible source of the Antarctic Bottom Water in the Prydz Bay regions. Journal of
Oceanography, 62, 649–655, doi:10.1007/s10872-006-0083-1.
Zelinka, M. D. and D. L. Hartmann, 2012: Climate feedbacks and their implications for
poleward energy flux changes in a warming climate. Journal of Climate, 25, 608–624,
doi:10.1175/JCLI-D-11-00096.1.
114
Zenk, W. and E. Morozov, 2007: Decadal warming of the coldest Antarctic Bottom Wa-
ter flow through the Vema Channel. Geophysical Research Letters, 34 (L14607), doi:
10.1029/2007GL030340.
Zenk, W. and M. Visbeck, 2013: Structure and evolution of the abyssal jet in the
Vema Channel of the South Atlantic. Deep Sea Research II, 85, 244–260, doi:
10.1016/j.dsr2.2012.07.033.
Zhang, J., 2007: Increasing Antarctic sea ice under warming atmospheric and oceanic
conditions. Journal of Climate, 20, 2515–2529, doi:10.1175/JCLI4136.1.
Zhang, R., T. L. Delworth, A. Rosati, W. G. Anderson, K. W. Dixon, H. C. Lee, and
F. Zeng, 2011: Sensitivity of the North Atlantic ocean circulation to an abrupt change
in the Nordic Sea overflow in a high resolution global coupled climate model. Journal
of Geophysical Research, 116 (C12024), doi:10.1029/2010GL044474.
Zhang, Y. and G. K. Vallis, 2013: Ocean heat uptake in eddying and non-eddying ocean
circulation models in a warming climate. Journal of Physical Oceanography, 43, doi:
10.1175/JPO-D-12-078.1.
Zhang, Y., T. Vihma, A. Sto¨ssel, and P. Uotila, 2015: The role of wind forcing from
operational analyses for the model representation of Antarctic coastal sea ice. Ocean
Modelling, 94, doi:10.1016/j.ocemod.2015.07.019.
Zunz, V., H. Goose, and F. Massonet, 2013: How does internal variability influence the
ability of CMIP5 models to reproduce the recent trend in Southern Ocean sea ice extent?
The Cryosphere, 7, 451–468, doi:10.5194/tc-7-451-2013.
115
