Biofuel production in China suffers from many uncertainties due to concerns about the government's support policy and supply of biofuel raw material. Predicting biofuel production is critical to the development of this energy industry. Depending on the biofuel's characteristics, we improve the prediction precision of the conventional prediction method by creating a dynamic fuzzy grey-Markov prediction model. Our model divides random time series decomposition into a change trend sequence and a fluctuation sequence. It comprises two improvements. We overcome the problem of considering the status of future time from a static angle in the traditional grey model by using the grey equal dimension new information and equal dimension increasing models to create a dynamic grey prediction model. To resolve the influence of random fluctuation data and weak anti-interference ability in the Markov chain model, we improve the traditional grey-Markov model with classification of states using the fuzzy set theory. Finally, we use real data to test the dynamic fuzzy prediction model. The results prove that the model can effectively improve the accuracy of forecast data and can be applied to predict biofuel production. However, there are still some defects in our model. The modeling approach used here predicts biofuel production levels based upon past production levels dictated by economics, governmental policies, and technological developments but none of which can be forecast accurately based upon past events.
reserved land resources are explored with substitute planting and unit area yield improvements; bioethanol fuel production can meet the goal set for 2020. Wu [16] , however, concluded that in the current scenario, China's bioethanol production cannot meet domestic demand and that there is a huge gap between supply and demand. They opined that China has a long way to go before meeting its goal of producing 10 million tons of bioethanol fuel by 2020.
Problems with Predicting Production
Generally, the past literature has adopted traditional methods such as linear regression [17] , expert systems [18] , neural networks [19, 20] , and Markov prediction and factor analysis [21] for yield prediction. However, the biofuels system is a complex system, which is easily affected by various factors such as the economy, resources, and social issues. Traditional methods face the problems of sample shortages and difficult and voluminous calculations for production forecasting. Therefore, the traditional methods are not suitable for predicting biofuel production.
The grey system theory was devised by Deng [22, 23] in the 1980s as an effective method to deal with the problems posed by small samples, poor information, and uncertainty. Grey prediction [24] is a prediction method based on the grey system theory, the basic idea being to accumulate the randomness and uncertainty of irregular historical data and then generate the law of exponential sequence followed by the establishment of the forecast model or the grey differential equation. To date, the grey forecasting model GM (1, 1) has been widely used in many fields, such as energy production [25, 26] , electricity consumption, gas consumption [27, 28] , CO2 emissions prediction, coal production [29] , and photoelectric output [30] , because it requires less data and offers certain advantages, including easy computation and high prediction accuracy. Like other mathematical models, the grey model should be used within its application range to avoid producing large errors. An improved GM (1,1) model, as described below, can not only enhance the accuracy of the prediction model but also increase its application potential.
In recent years, Truong and Ahn [31] modified the grey model to create the first-order one-variable modified grey model MGM (1, 1) to predict wave parameters effectively. Liu et al. [32] developed an optimization model by improving the grey model and enhancing prediction accuracy after referring to initial and background values. Xie and Liu [33] proposed a novel discrete grey forecasting model, termed the DGM model, which increased the tendency catching ability of the model. Tien [34] proposed a new grey prediction model, called the first entry grey model or FGM (1, 1) , which inserted an arbitrary number n before the original series to extract messages from the first entry to forecast future data. Li et al. [35] proposed the trend and potency tracking method (TPTM) to construct a new optimized grey model, namely the adaptive grey prediction model or AGM (1, 1) , to obtain higher forecasting quality.
Some scholars have studied the grey prediction model combined with an algorithm such as the genetic algorithm [36] , Verhulst power allocation [37] , technique for order of preference by similarity to ideal solution (TOPSIS) [38] , and particle swarm optimization (PSO) [39] . These studies dramatically improved the simulative error and prediction accuracy of the grey model.
The model proposed in this paper improves the prediction method from two aspects. First, it overcomes the weakness of the traditional grey model, which considers the future status from a static angle.
We use the grey equal dimension new information model and the equal dimension increasing model to create the dynamic grey prediction model. To tackle the influence of random fluctuation data on forecasting accuracy in the Markov chain model and the limitation of weak anti-interference ability, we introduce the fuzzy set theory and improve the traditional grey-Markov model using classifications of states.
The conventional GM (1,1) model can only consider all real-time past data. However, with the passage of time, the old information will produce disturbances in systems intended for future/long-term predictions [40] . These issues cause a decline in prediction accuracy and prediction significance. A readymade GM (1,1) model for long-term forecasts, therefore, results in a reduction of prediction accuracy and fails to reflect changes in the system. Prediction reliability is thus very low. We need to be able to use all the given information comprehensively to reflect changes in the system and state, and if there is no given information, we can use grey information. In the former case, we use the grey equal dimension new information model, and in the latter, we employ the equal dimension grey increasing model [41] . Combining the two models can help us comprehensively utilize the actual data and grey information may be used as a timely supplement when there is no given information. This combination can also improve the prediction precision. Thus, in this article, the Markov chain combination forecast model is adopted to establish a state transition probability matrix and determine the forecast object transfer status to correct the forecasted results. This article first applies the conventional grey model and dynamic grey prediction model to China's biofuel production data for 2002 to 2013 and compares their prediction accuracies. Then, the model with the higher accuracy is used to predict China's biofuel production for the next 6 years (2015 to 2020).
Building the Dynamic Grey Fuzzy Markov Prediction Model
The dynamic grey fuzzy Markov prediction model is an improvement on the conventional grey model.
Conventional Grey Model

GM (1,1) Model Building Process
The GM (1,1) model is the basic grey prediction model, which is composed of a first-order differential equation model with a single variable. The model building process comprises the following steps [22] [23] [24] : I. Accumulated generating operation (AGO) II. Grey modeling III. Inverse accumulated generating operation (IAGO)
Step 1: Establish the initial time sequence:
Here, (0) X is a non-negative sequence, and n is the number of the data.
Step 2: Subject the sequence from Step 1 to the AGO, and obtain sequence (1) X :
Step 3: Establish a first-order grey differential equation: (1) (1)
a is called the development coefficient, and b is called the driving coefficient. Applying the least squares method, coefficients [a, b] can be estimated as follows:
where:
...
(2) 1
Step 4: Conduct the whitenization process using the grey differential equation in Equation (3). The process is essentially a transformation process, which means that it changes the grey system with partial unknown information and partial known information into a white system with completely certain information. It is defined mathematically as follows:
Then, we use the least squares method to solve the above equations and get the GM (1,1) prediction model as follows: (1) (1)
Step 5: Obtain the prediction value of the original sequence by IAGO. The IAGO can be defined as:
Accuracy Considerations
In order to inspect the accuracy of the GM (1,1) model, we need to test the prediction accuracy and posterior error of the model. We set the original sequence
(2) ( )
is denoted as the average relative error. 1   is denoted as the correctly predicted percentage.
is the mean of residual errors,
 is the mean square error ratio, and
is the minimum error probability. Precision inspection levels are shown in Table 1 . 
Dynamic Grey Model
The GM (1,1) model's long-term prediction effectiveness is significantly affected by system time sequence length and data changes. If the data column applied to the system modeling process is too short, it is difficult to obtain a long-term forecast. However, if the data column is too long, the system interference of the ingredients is too high, thus increasing instability and reducing the model's prediction accuracy. Therefore, while conducting a dynamic prediction, we add dimensions constraint conditions; namely, we first fix the length of the interval t, then, we use the special projections method with the actual value followed by the predicted value; we modify the model with every prediction; and last, we produce the predicted value in the dynamic process and improve the degree of the prediction fitting curve.
Assume that the original data is (0)
When t ≤ n, we improve the original GM (1,1) model on the basis of the observed data at time n + 1 (referred to as new interest rates). We take the original sequence (0) X , remove (0) (1) x , add (0) ( 1)
x n and then form a new dynamic
When t > n, we generate (1) X after one AGO and then create the GM (1,1) model. According to Equations (8) and (9) we get the projections (0) ( 1) x n at time n + 1. Then, we delete (0) (1) x , add grey
x n , and reconstitute an equi-dimensional series  
The steps described above are repeated to set up the GM (1,1) model, and we continue substituting predictions one by one to arrive at the dynamic grey prediction model. Through this method, we resolve the problem of bigger errors caused by less data in the equal dimension grey increasing model. At the same time, we also remedy the disadvantages of limited medium-and long-term predictions with limited actual data in the grey equal dimension new information model, thus improving the prediction accuracy.
Dynamic Grey Fuzzy Markov Prediction Model
This article uses the Markov method to correct the results of the predicted data sequence in the dynamic grey prediction model. In doing so, the article chooses relative error sequence as an object.
is the relative magnitude of the residual error; a higher ε k refers to a larger deviation between the actual and tendency values. In this case, the stability worsens. In contrast, a lower. ε k refers to smaller deviations between the actual and tendency values, implying an improvement in stability. We call the resulting model the dynamic grey fuzzy Markov prediction model or DGFM (1,1).
Fuzzy Classifications
The system is divided into a state division as the standard of relative magnitude of the residual, and any state can be expressed as
In the above formula, 1 δ i and 1 δ are the upper and lower boundaries, which are the standards of the relative residual error, whereas and 1 i  and 2 i  are the upper and lower boundaries of the i state value. For a relative residual, (U x U  , (U is the relative residual set)), each membership function of the fuzzy set method (triangle) can be expressed as: 
the relative residual estimate for each membership degree of the fuzzy state at (t + 1). Using the weighted sum method gives us
, and then, the forecast for (n + 1) is 
Feasibility Analysis of the Grey Fuzzy Markov Prediction Model
Data Source
China's biofuel production statistics from 2002 to 2013 are sourced from BP World Energy Statistical Yearbook [42] . The total biofuel output for China shows an increasing trend over the studied period ( Figure 2 ). 
Results of the GM (1,1) Model
First, we apply the biofuel production data for 2002 to 2013 to the traditional GM (1,1) model and compare the analog output with the actual production. The results are shown in Table 2 
The simulation graphics are shown in Figure 3 . 
Results of the Dynamic Grey Prediction Model
We build the dynamic grey prediction model using the known original data sequence for biofuel production from 2002 to 2013. Thus: 148, 398, 493, 622, 846, 901, 1096, 1124, 1441, 1597, 1729, 1680) 
First, we use the dynamic grey prediction model to determine the best dimension and the best dimension prediction effect from multidimensional experiments. As seen from Table 3 , the eighth dimension provides the lowest average relative error using the original statistical data fitting and considering the a posteriori ratios of the other seven dimensions. Thus, we choose the dimension with the highest precision, namely the eighth dimension of the dynamic grey prediction model, to estimate biofuel production. Then, we compare the analog output with the actual production data and report the results (Table 4) . 
The evaluated precision is high. Figure 4 shows the prediction map for biofuel production using the eighth dimension of the DGM (1,1) model. 
Results of the Dynamic Grey Fuzzy Markov Prediction Model
In this article, the biofuels production data column and its prediction residual error data columns are used as time series. Also, the experimental data columns are treated as homogeneous Markov chains with smooth transition probability, and accordingly, we can use the homogeneous Markov chain method to make our predictions.
In the first step, we use the data for 2010 to 2014 corrected by the Markov chain method to divide the information into different states, the target data being production from 2002 to 2009. Depending on our experience, the application of the Markov chain prediction method, and the contrasts in the relative errors of biofuel production, we refer to the following three states. Each state is defined as a fuzzy set, wherein all fuzzy states consist of a fuzzy space: 
We calculate each data point for the state vectors using the fuzzy membership function. This helps us categorize the data in terms of the state they belong to according to the principle of maximum membership ( Table 5) .
From Table 5 , we arrive at the following one-step transition probability matrix for China's biofuel production for the years 2002 to 2009: (1) 1 / 2 1 / 2 0 1 / 3 0 2 / 3
According to the Markov chain prediction model ( ) Next, we conduct additional calculations to arrive at the prediction state vector for 2010 to 2013 (see Table 6 ). Based on the above analysis, we continue making improvements via the Markov chain model using the results of grey dynamic prediction model. The improved results are shown in Table 7 . Table 8 shows the forecast data for China's biofuel production from 2002 to 2013 using the DGFM (1,1) model. 
The precision is high, as seen in Figure 5 . 
Comparison of the Three Methods
Comparison in Terms of Prediction Data
The results in Table 9 clearly indicate that the DGFM (1,1) model provides the closest fit to the actual data compared to the other two methods. Moreover, the DGFM (1,1) curve shown in Figure 6 is a better fit than the traditional GM (1,1) curve. Figure 6 . Comparison map of the three models and actual data.
Comparison in Terms of Prediction Accuracy
Prediction accuracies are usually compared using the following three indicators: correctly predicted percentage, C value, and P value. Table 10 clearly shows that the DGFM (1,1) model outperforms the other models in terms of all three indicators; the DGFM (1,1) model has the lowest prediction error and the highest prediction accuracy. 
Analysis of the Results
Independent reports predict that by 2020 biofuels could account for 15% of the transportation energy consumption in China, with transport biofuels substituting 10% of conventional fuels. However, our forecast results for China's biofuel production in the next five years using the grey dynamic fuzzy Markov prediction model show that between 2015 and 2020, China's biofuel production will reach 2153.107, 2358.021, 2536.649, 2771.073, 3044.584, and 3357.671 ttoe, values which are well below the long-term development goal set for the year 2020 (i.e., 10,000 ttoe). That is, at its current development speed and given the present framework in the sector, biofuel production in China will be unable to achieve, and in fact, fall far short of, the national renewable energy plan target.
Conclusions
We used two kinds of conventional forecasting models, the GM (1,1) model and the grey dynamic fuzzy Markov prediction model, to forecast biofuel production in China for 2010 to 2013. Our results show that:
(1) The grey dynamic fuzzy Markov prediction model can blend in new information in a timely and effective manner. Simultaneously, it can discard outdated information, that is, information declines caused by time lapses. Moreover, compared to the conventional model, the results of the grey dynamic fuzzy Markov prediction model closely mirror the actual data. (2) The grey dynamic fuzzy Markov prediction model is based on the conventional GM (1, 1) prediction model. The proposed model is simple and easy to understand. It has strong applicability and shows high precision as a linear prediction model. Thus, it has important practical significance, as shown in this study, for biofuel production prediction.
Our forecast for biofuel production indicates that China will be unable to achieve its goal for 2020. The presence of state subsidies is likely to ensure that while the first generation of biofuels will gradually reduce, it will be hard to develop second-generation biofuel production technology within such a short time. There will be added pressure on increasing biofuel production in the future. However, appropriate raw materials, technology, and efficiency, especially the acquisition of and transformation technology improvements for second-generation biofuel raw materials, are necessary for breakthroughs. Additional enabling policy efforts are also needed. Otherwise, China will find it difficult to realize the development of alternative energy via biofuel production.
