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Abstrakt
Tato pra´ce se zaby´va´ popisem a implementacı´ metody histogram orientovany´ch gradi-
entu˚ pro detekci rukou v obraze. Cı´lem te´to pra´ce bylo take´ zrychlit tuto metodu pomocı´
vektorovy´ch instrukcı´. Da´le je tato pra´ce rozsˇı´rˇena o metody pro sledova´nı´ objektu˚. Nej-
prve je uveden text, ktery´ se zaby´va´ popisem jednotlivy´ch metod. Poslednı´ kapitola te´to
pra´ce se zaby´va´ dosazˇenou u´speˇsˇnostı´ popisovany´ch metod.
Klı´cˇova´ slova: SVM, histogram, Meanshift, Camshift, gradient, vektorove´ instrukce,
SIMD
Abstract
The aimof this thesis is a description and implementation ofmethodhistogramof oriented
gradients for detection hands in image. The aim of this work was also to speed up this
methodusingvector instructions. In addition thiswork is extended to includemethods for
tracking objects. At first is introduced a basic concept of histogram of oriented gradients
and tracking objects. Part of this work is a chapter dealing with the success achieved by
detecting and tracking hands.
Keywords: SVM, histogram, Meanshift, Camshift, gradient, vector instructions, SIMD
Seznam pouzˇity´ch zkratek a symbolu˚
SVM – Support vector machine
SIMD – Single Instruction, Multiple Data
SSE – Streaming SIMD Extensions
AVX – Advanced Vector Extensions
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11 U´vod
Obor pocˇı´tacˇove´ho videˇnı´ se vyvinul v 60. letech 20. stoletı´ pra´ci veˇdce Larryho Robertse,
ktera´ se zaby´vala extrahova´nı´m 3D informacı´ z 2D perspektivnı´ch pohledu˚. Pru˚lom v
te´to obslati nastal v roce 1978, kdy DavidMarr prˇinesl nove´ prˇı´stupy k porozumeˇnı´ sce´ny
a tı´m uvedl nove´ mozˇnosti k zı´ska´nı´ 3D sce´ny. Mnozı´ veˇdci si vsˇak pozdeˇji uveˇdomili, zˇe
k zı´ska´nı´ informacı´ z 2D sce´ny nenı´ nutne´ vytva´rˇet prˇı´mo 3D modely objektu˚, ale stacˇı´
zna´t pouze 2D informace.
Obor pocˇı´tacˇove´ho videˇnı´ je z mnoha pohledu˚ velice obtı´zˇny´. Te´meˇrˇ zˇa´dny´ vy´zkum
v oblasti pocˇı´tacˇove´ho videˇnı´ nebyl zcela vyrˇesˇen. Na prvnı´ pohled by se mohlo zda´t,
zˇe detekce oblicˇeju˚ je jeden z proble´mu, kde byly odhaleny vsˇechny proble´my. Existuje
vsˇak mnoho ru˚zny´ch obrazu˚ s nevhodny´m natocˇenı´m oblicˇeje nebo sˇpatny´m osveˇtlenı´m,
kde dosud publikovane´ metody nedoka´zaly oblicˇej nale´zt. Mnoho vy´zkumu se proto
zameˇrˇuje na chova´nı´ lidske´ho mozku a ota´zku, jak lidsky´ mozek doka´zˇe rozpoznat dany´
objekt. Z pohledu cˇloveˇka je rozpozna´va´nı´ objektu˚ prˇirozena´ veˇc, doka´zˇou na fotografiı´ch
rozeznat sve´ prˇa´tele´, urcˇit mı´sto porˇı´zenı´ fotografie atd.. Prˇenesenı´ tohoto proble´mu do
strojovy´ch instrukcı´ vsˇak prˇina´sˇı´ nemale´ potı´zˇe. Lidsky´ mozek je podle mnoha vy´zkumu
mnohem vy´konneˇjsˇı´ nezˇ pocˇı´tacˇ. Doka´zˇe za sekundu prove´st mnoha trilionu˚ operacı´ a
ulozˇit neˇkolik tisı´c terabajtu˚ informacı´, cozˇ je mnohem vı´ce nezˇ nejlepsˇı´ soucˇasny´ super-
pocˇı´tacˇ. Hlavnı´ proble´m vsˇak nasta´va´ v ota´zce, jaky´m zpu˚sobem reprezentovat danou
fotografii a jak se tyto informace naucˇit pouzˇı´vat tak, aby vy´sledna´ detekce by byla pro
pocˇı´tacˇ co nejjednodusˇsˇı´.
Vyuzˇitı´ strojove´ho videˇnı´ je dnes velice rozsˇı´rˇene´ a vyuzˇı´va´ se v mnoha oborech.
Zdravotnictvı´ je jeden z oboru˚, kde pocˇı´tacˇove´ videˇnı´ je vyuzˇı´va´no nejvı´ce. Pouzˇı´va´ se
ke stanovenı´ diagno´zy pacientu˚ z obrazovy´ch dat. Tato data mu˚zˇou by´t zı´skane´ z mik-
roskopu˚, rentgenove´ho za´rˇenı´ nebo tomografie. Prˇı´kladem je detekce na´doru˚, zı´ska´va´nı´
dat o velikostech orga´nu˚ atd..
2Obra´zek 1: Detekce aorty na snı´mcı´ch z CT [1]
Vyuzˇı´t strojove´ videˇnı´ lze take´ v pru˚myslu, kde je soucˇa´stı´ vy´robnı´ho procesu. Podı´lı´
se na kontrole vy´robku˚, zda neobsahujı´ neˇjake´ defekty nebo pro zı´ska´nı´ informacı´ z
okolnı´ho prostrˇedı´ pro orientaci robota.
Obra´zek 2: Detekce defektu˚ na vy´kovku [2]
31.1 Detekce ruky
Rozpozna´va´nı´ objektu˚ se v poslednı´ch letech stalo objektem za´jmu˚ mnoha pracı´ a mnoha
vy´zkumu˚ zalozˇeny´ch na hleda´nı´ novy´ch metod. Nejcˇasteˇjsˇı´m objektem pro detekci se v
poslednı´ch letech staly detekce oblicˇeju˚, ktere´ se vyuzˇı´vajı´ v mnoha aplikacı´ch od roz-
pozna´va´nı´ identity azˇ po oznacˇova´nı´ osob na socia´lnı´ch sı´tı´ch. Dalsˇı´ mozˇnosti detekce
cˇa´sti teˇla, ktera´ se take´ stala velmi rozsˇı´rˇenou v pocˇı´tacˇove´m videˇnı´, je ruka. Detekce ru-
kou mu˚zˇe prˇine´st v mnoha oborech velky´ prˇı´nos. Od vyuzˇitı´ v za´bavnı´m pru˚myslu, kde
hlavnı´ vy´znam te´to detekce je v ovla´da´nı´ her azˇ po vyuzˇitı´ v rozpozna´va´nı´ znakove´ rˇecˇi.
Samotna´ detekce rukou vmnoha prˇı´padech nestacˇı´ a je nutne´ prˇine´st mnoho rozsˇı´rˇenı´ pro
rea´lne´ uplatneˇnı´ v praxi. V jı´zˇ zmı´neˇne´ znakove´ rˇecˇi je nutne´ pro spra´vne´ rozpozna´va´nı´
jazyka uplatnit mnoho technik. Od nalezenı´ rukou, prˇes sledova´nı´ trajektorie, azˇ po vy-
hodnocenı´ jejich tvaru˚. Jizˇ prvnı´ krok, ktery´ je hlavnı´m bodem te´to pra´ce, prˇina´sˇı´ mnoha
u´skalı´. V porovna´nı´ s oblicˇejem, kde mu˚zˇeme nale´zt du˚lezˇite´ prvky v detekci naprˇı´klad
ocˇi a pomeˇrneˇ sta´ly´ tvar, tak ruka zˇa´dne´ takove´ vy´znamne´ prvky nenabı´zı´ a mu˚zˇe naby´-
vat mnoha tvaru˚, ktere´ detekci znesnadnˇuji. V poslednı´ch letech vznika´ mnoho zarˇı´zenı´,
ktera´ detekci a sledova´nı´ rukou vy´razneˇ ulehcˇuje. Mezi takove´to zarˇı´zenı´ mu˚zˇeme zarˇa-
dit kinect, ktery´ kromeˇ beˇzˇne´ rgb kamery obsahuje take´ hloubkovy´ sensor a vy´razneˇ tak
prˇispı´va´ ke zjednodusˇenı´ detekce. Na podobne´m principu pracuje take´ zarˇı´zenı´ ASUS
Xtion. Oba tyto na´stroje doka´zˇou kromeˇ detekce a sledova´nı´ ruky, detekovat osobu do
vzda´lenosti 5 metru˚. Leap Motion je zarˇı´zenı´, ktere´ je zalozˇene´ pouze na sledova´nı´ po-
hybu ruky a pohyby prstu˚. Princip Leap Motion je odlisˇny´ od vy´sˇe zmı´neˇny´ch na´stroju˚.
Obsahuje trˇi infracˇervene´ led diody a dveˇ infracˇervene´ kamery, ktere´ doka´zˇou zachytit
odrazˇene´ data a poslat na zpracova´nı´ prˇes USB do pocˇı´tacˇe. Toto zarˇı´zenı´ doka´zˇe snı´mat
pohyby rukou pouze do vzda´lenosti 1 metru.
4Obra´zek 3: Kinect [3], Asus Xtion [4], Leap Motion [5]
Obra´zek 4: Rozpozna´va´ni ruky [6]
52 Soucˇasny´ stav
Existuje mnoho pracı´, ktere´ zkoumajı´ ru˚zne´ techniky detekce rukou nebo jiny´ch cˇa´stı´ teˇla.
Neˇktere´ jsou zalozˇene´ na zkouma´nı´ barvy jednotlivy´ch bodu˚ obrazu˚. Tyto metody jsou
zalozˇeny na sestavenı´ barevne´homodelu ruky a odecˇtenı´m takovy´ch oblastı´ obrazu, ktere´
do tohoto modelu nespadajı´. Tyto metody jsou za´visle´ na jednotne´ barveˇ rukou. Ruce,
ktere´ jsou ovlivneˇny osveˇtlenı´m nebo ru˚zny´mi stı´ny, zpu˚sobujı´ velmi neprˇesne´ detekce.
Mnoho pracı´ je proto zameˇrˇeno na vytva´rˇenı´ takovy´ch metod, ktere´ jsou invariantnı´ vu˚cˇi
osveˇtlenı´ nebo stı´nu˚m. Pra´ce [7] popisuje vytvorˇenı´ modelu pomocı´ Bayesovy rozhodo-
vacı´ teorie. Dalsˇı´ pra´ce [8] popisuje segmentaci ruky pomocı´ samoorganizujı´cı´ se mapy
(SOM), ktere´ jsou zalozˇeny na neuronovy´ch sı´tı´ch. Dalsˇı´ metody mohou by´t zalozˇene´ na
nalezenı´ kontur v obraze a vyhleda´nı´ takovy´ch, ktere´ se nejvı´ce podobajı´ ruka´m. Metoda
pro detekci ruky, ktera´ je zalozˇena na podobne´mprincipu jakometodaHog, je Viola Jones.
Tatometoda bude zde popsa´na z du˚vodu jizˇ zmı´neˇne´ podobnosti smetodouHog vı´ce nezˇ
metody, ktere´ jsou zalozˇeny na segmentaci obrazu. Z du˚vodu vysoke´ variability lidsky´ch
rukou a ru˚znorodosti prostrˇedı´, ve ktere´m si lidska´ ruka mu˚zˇe nacha´zet (pozadı´ obrazu,
sveˇtelne´ podmı´nky), nelze zvolit jedinou metodu, ktera´ by obsta´la ve vsˇech prˇı´padech.
Z tohoto du˚vodu je proto vhodne´ vyuzˇı´t pro robustnost vy´sledne´ detekce kombinace
vy´sˇe zmı´neˇny´ch technik. Takova´ detekce je vsˇak velmi vy´pocˇetneˇ na´rocˇna´ a nelze ji tedy
vyuzˇı´vat v real-time aplikacı´ch.
2.1 Detektor Viola-Jones
Metoda Viola Jones [9] byla vyvinuta v roce 2001 autory Paul Viola a Michael Jones. Tato
metoda je prima´rneˇ urcˇena k detekci oblicˇeje, ale lze ji vyuzˇı´t k detekci ru˚zny´ch objektu˚.
Stejneˇ jako metoda Hog je zalozˇena na zı´ska´va´nı´ prˇı´znaku˚ a jejich na´slednou klasifikacı´.
Na rozdı´l od metody Hog, kde se jako prˇı´znaky pouzˇı´vajı´ histogramy orientovany´ch
gradientu˚, tak zde se pouzˇı´vajı´ Haarovy prˇı´znaky. Zı´ska´nı´ prˇı´znaku˚ je u te´to metody
cˇasoveˇ a vy´pocˇetneˇ mnohemme´neˇ cˇasoveˇ na´rocˇneˇjsˇı´ i dı´ky vy´pocˇtu integra´lnı´ho obrazu.
Hodnota prˇı´znaku˚ je urcˇena jako rozdı´l mezi sumou pixelu˚ pod cˇernou a bı´lou oblasti.
Mozˇne´ tvary prˇı´znaku˚ lze videˇt na obra´zku (5). Pro urychlenı´ vy´pocˇtu teˇchto prˇı´znaku˚
se vyuzˇı´va´ technika integra´lnı´ho obrazu. Integra´lnı´ obraz je definova´n jako soucˇet prˇed-
chozı´ch pixelu˚ doleva a nahoru od pra´veˇ pocˇı´tane´ho bodu obrazu. Pixel dole vpravo je
tedy soucˇtem vsˇech pixelu˚ v obrazu. Vy´pocˇet integra´lnı´ho obrazu je da´n vztahem
I(x, y) =

x′≤x,y′≤y
i(x′, y′) (1)
kde I(x, y) a i(x′, y′) oznacˇujı´ hodnoty jednotlivy´ch pixelu˚. Pomocı´ takto zı´skane´ho
integra´lnı´ho obrazu lze vypocˇı´tat hodnotu jedne´ oblasti prˇı´znaku jenpomocı´ cˇtyrˇ prˇı´stupu˚
do pameˇti.
Dalsˇı´m rozdı´lem proti metodeˇ Hog je vyuzˇı´va´nı´ jine´ho algoritmu pro klasifikaci prˇı´-
znaku˚. Pro tre´nova´nı´ prˇı´znaku˚ se v metodeˇ Viola Jones pouzˇı´va´ algoritmus AdaBoost.
Tento algoritmus byl prˇedstaven roku 1996 autory Freund a Schapire. Pro svou funkci
AdaBoost vyuzˇı´va´ mnozˇinu tzv. slaby´ch klasifika´toru˚. Za slaby´ klasifika´tor lze oznacˇit
6Obra´zek 5: Haarovy prˇı´znaky
metody jako rozhodovacı´ stromnebo perceptron. Prvnı´ klasifika´torma´ u´speˇsˇnost odhadu
kolem 50%. Postupny´m prˇida´va´nı´m novy´ch klasifika´toru zı´ska´va´me u´cˇinneˇjsˇı´ klasifikaci,
ktera´ obsahujeme´neˇ chybovy´ch detekcı´. Vy´sledny´ klasifika´tor je pak da´n va´zˇenou sumou
teˇchto slaby´ch klasifika´toru˚. Du˚lezˇitou podmı´nkou teˇchto slaby´ch klasifika´toru je, aby
chybovost slabe´ho klasifika´toru byla mensˇı´ nezˇ 0,5.
1.stupneň
 kaskády
2.stupneň
 kaskády
N.stupneň
 kaskády
Negativní
vzor
Positivní
vzor
Obra´zek 6: Kaska´dova´ klasifikace
Viola Jones pro hleda´nı´ objektu˚ vyuzˇı´va´ tzv. kaskadovovou klasifikaci (6), ktera´ ma´
za u´kol snı´zˇit cˇasovou na´rocˇnost klasifikace dane´ho pod-okna. Vy´sledna´ klasifikace je
pak slozˇena z neˇkolika stupnˇu˚ kaska´dy. Hlavnı´ mysˇlenka te´to klasifikace je ve vybra´nı´
takovy´ch prˇı´znaku˚ do dane´ cˇa´sti kaska´dy, ktere´ doka´zˇou odhalit negativnı´ okno uzˇ na
zacˇa´tku cele´ kaska´dy. Pod-okno, ktere´ se dostane azˇ na konec te´to kaska´dy, lze oznacˇit za
positivnı´ a odpovı´da´ hledane´mu objektu.
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Zada´nı´ te´to pra´ce mi ukla´dalo implementovat metodu Hog v jazyce C++ pro detekci
rukou, z tohoto du˚vodu bude tato kapitola veˇnova´na teoreticky´m poznatku˚m, ktere´ jsou
pro samotnou implementaci du˚lezˇite´. Kapitola se skla´da´ z neˇkolika cˇa´stı´ popisujı´cı´ ex-
trakci prˇı´znaku˚ z obra´zku pro detekci rukou. Nejprve bude uvedena podkapitola, ktera´
se zaby´va´ obecny´m popisem prˇı´znaku˚, prˇı´klady ru˚zny´ch prˇı´znaku˚, ktere´ lze vyuzˇı´vat
pro detekci ru˚zny´ch objektu˚ a vhodnosti zvoleny´ch prˇı´znaku˚ prezentovany´mi pomocı´
vztahu˚, ktere´ vsˇak nebudou ve vy´sledne´ aplikaci pouzˇity. Da´le bude prˇedstavena sa-
mostatna´ podkapitola, popisujı´cı´ metodu Hog [10]. Tato kapitola je implementova´na
ve vy´sledne´ aplikaci a vy´sledky te´to implementace jsou prezentova´ny v kapitole testy
a experimenty, kde je porovna´na take´ s implementacı´ metody Hog z OpenCV. Spolu s
touto podkapitolou bude uka´za´na take´ metoda pro detekci hran, ve ktere´ budou uvedeny
neˇktere´ vztahy du˚lezˇite´ pro implementaci metodyHog. Da´le bude take´ prˇedstaven samo-
statny´ algoritmus pro extrakci prˇı´znaku˚ metody Hog. Poslednı´ podkapitolou uvedenou
v te´to kapitole je princip tre´nova´nı´ a klasifikace zı´skany´ch prˇı´znaku˚ pomocı´ metody SVM
(Support vector machine).
3.1 Prˇı´znaky
Du˚lezˇity´m prvkem zpracova´nı´ obrazu jsou prˇı´znaky. Prˇı´znaky jsou extrahova´ny z obrazu
za u´cˇelem zı´skat z obrazu du˚lezˇite´ informace. Existuje cele´ spektrum prˇı´znaku˚ a hlavnı´m
cı´lem je vybrat takove´, ktere´ hledany´ objekt popı´sˇi co nejle´pe. Prˇı´znaky, ktere´ popisujı´
dany´ objekt, pak spadajı´ do jedne´ trˇı´dy a naby´vajı´ podobny´ch hodnot. Naopak hodnoty
prˇı´znaku˚, ktere´ dany´ objekt nepopisujı´, musı´ by´t co nejvı´ce vzda´leny od positivnı´ch prˇı´-
znaku˚. Cˇı´m vı´ce doka´zˇeme toto pravidlo dodrzˇet, tı´m le´pe doka´zˇe klasifika´tor oddeˇlit v
prˇı´padeˇ bina´rnı´ho deˇlenı´ dveˇ trˇı´dy a umozˇnı´ tak zı´skat lepsˇı´ detekci objektu˚. Klasifika´tor
je algoritmus, ktery´ prova´dı´ klasifikaci vstupnı´ch prˇı´znaku˚. Mu˚zˇeme je rozdeˇlit na line-
a´rnı´ a nelinea´rnı´. Bina´rnı´ linea´rnı´ klasifika´tory na vstupu ocˇeka´vajı´ data u nichzˇ lze nale´zt
nadrovinu, ktera´ tato data oddeˇlı´. Naopak u vstupnı´ch dat, ktere´ nejsou linea´rneˇ oddeˇ-
litelne´ je nutne´ nale´zt oddeˇlujı´cı´ krˇivku. Klasifika´tor tedy na vstupu prˇijı´ma´ N vektoru˚
(prˇı´znaku˚)(x0 - xn). Klasifikacˇnı´m algoritmem je nalezena ze vstupnı´ch vektoru˚ (x0 - xn)
oddeˇlujı´cı´ nadrovina (funkce d(x)), podle ktere´ lze na vy´stupu klasifika´toru zjistit iden-
tifika´tor trˇı´dy vstupnı´ch prˇı´znaku˚. Pro nalezenı´ rozhodovacı´ funkce d(x) je tedy nutne´
sestavit algoritmus, ktery´ s minima´lnı´ chybou provede zobrazenı´ vektoru xi na hledanou
trˇı´du. V te´to pra´ci bude vy´sledna´ funkce urcˇena pomocı´ metody SVM (support vector
machine).
3.1.1 Vhodnost zvoleny´ch prˇı´znaku
Jak jizˇ bylo zmı´neˇno v prˇedchozı´ podkapitole, je nutne´ volit prˇı´znaky, ktere´ nejle´pe repre-
zentujı´ danou trˇı´du. Vhodnost teˇchto prˇı´znaku lze oveˇrˇit pomocı´ matematicky´ch vztahu˚.
Pro uka´zku vy´pocˇtu vhodnosti teˇchto prˇı´znaku jsou zvoleny pouze dva prˇı´znaky (x, y).
Uvedene´ vztahy zjistı´ vhodnost jednotlivy´ch prvku˚ vektoru prˇı´znaku˚. Pokud budou
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Obra´zek 7: Bina´rnı´ klasifika´tor
podle uvedeny´ch vztahu˚ nevhodne´ nebo nadbytecˇne´ lze je z uvedene´ho vektoru prˇı´-
znaku˚ vypustit. Vhodnost teˇchto prˇı´znaku˚ lze zjistit pomocı´ normalizovane´ kovariance
a vzda´lenosti mezi trˇı´dami. Pro vy´pocˇet je nejprve nutne´ vypocˇı´tat strˇednı´ hodnotu a
varianci teˇchto prˇı´znaku˚ v dany´ch trˇı´da´ch [11].
µx,i =
1
Ni
Ni
j=1
xi,j (2)
σ2x,i =
1
Ni
Ni
j=1
(xi,j − µx,i)2 (3)
kde Ni je pocˇet hodnot v jednotlivy´ch trˇı´da´ch. Z prˇedchozı´ho textu vı´me, zˇe hodnoty
dane´ trˇı´dy musı´ si by´t co nejvı´ce podobne´, proto hodnota variance by meˇla naby´vat co
nejmensˇı´ hodnoty. Normalizovana´ kovariance je definova´na vztahem
σ2xy,i =
1
Niσx,iσy,i
Ni
j=1
(xi,j − µx,i)(yi,j − µy,i) (4)
a uda´va´ za´vislost prˇı´znaku˚. Hodnota 0 urcˇuje neza´vislost. Absolutnı´ hodnota kovariance
veˇtsˇı´ jak 0 urcˇuje za´vislost. Hodnota kovariance 1 znacˇı´ u´plnou za´vislost a je tedy vhodne´
z du˚vodu nadbytecˇnosti jeden z prˇı´znaku˚ x, y vypustit. Dalsˇı´m krite´riem je vzda´lenost
mezi trˇı´dami, ktera´ je definova´na vztahem
Dx,i,j =
|µx,i − µx,j |
σ2x,i + σ
2
x,j
(5)
z prˇedchozı´ho textu je du˚lezˇite´, aby vy´sledna´ hodnota byla co nejveˇtsˇı´ a tedy vy´sledna´
klasifikace by byla co nejprˇesneˇjsˇı´.
Mezi dalsˇı´ vlastnosti, ktere´ jsou pro vy´slednou klasifikaci podstatne´, lze zarˇadit.
1. Rychlost vy´pocˇtu – je vhodne´, aby vy´sledny´ cˇas k zı´ska´nı´ prˇı´znaku netrval prˇı´lisˇ
dlouho. Avsˇak vysˇsˇı´ cˇasova´ na´rocˇnost ve veˇtsˇineˇ prˇı´padu˚ mu˚zˇe znamenat lepsˇı´
9reprezentaci dane´ho objektu. Za vysokou cˇasovou na´rocˇnost mu˚zˇeme povazˇovat
take´ vysoky´ pocˇet nebo velkou dimensi vektoru, ktera´ za´sadneˇ zpomaluje cˇas v
vy´sledne´ klasifikaci. Tento proble´m nastane take´ v me´ pra´ci, kde velka´ dimense
vektoru prˇı´znaku a vysoky´ pocˇet teˇchto prˇı´znaku˚ zpu˚sobı´ za´sadnı´ zpomalenı´ cele´
klasifikace.
2. Invariantnost – vy´sledna´ hodnota prˇı´znaku nesmı´ by´t za´visla´ na zmeˇneˇ jasu nebo
kontrastu.
Z vy´sˇe uvedene´ho textu vyply´va´, zˇe vhodny´ vy´beˇr prˇı´znaku˚ mu˚zˇe znamenat vysokou
u´cˇinnost pro spra´vne´ rozpozna´va´nı´ dane´ho objektu. Jednı´m ze za´kladnı´ch prˇı´znaku˚,
ktere´ lze vyuzˇı´t jsou momenty. Tyto prˇı´znaky jsou snadne´ na vy´pocˇet a doka´zˇou u´cˇinneˇ
od sebe odlisˇit jednotlive´ trˇı´dy. Momenty budou take´ vyuzˇı´va´ny v kapitole pro sledova´nı´
objektu˚. Pro rozlisˇenı´ jednotlivy´ch trˇı´d objektu˚ lze vyuzˇı´t take´ prˇı´znak kruhovost, ktera´ je
definova´na vztahem
C =
P 2
A
(6)
, kde P je de´lka hranice objektu a A jeho plocha. Vy´sledek vztahu (6) urcˇuje tvar vy´sled-
ne´ho objektu. Pro kruh je definova´na hodnota 4π, pro cˇtverec hodnota 16, pro objekty
nepravidelne´ho tvaru jsou hodnoty vysˇsˇı´. Objekty lze rozpozna´vat take´ podle krˇivosti
jeho hranice nebo podle eulerova cˇı´sla. Ve sve´ pra´ci budu k rozlisˇenı´ objektu˚ (ruky) od
jiny´ch objektu˚ vyuzˇı´vat prˇı´znaky zı´skany´ch z gradientu˚ obra´zku.
3.2 Popis meotdy Hog
Histogram orientovany´ch gradientu˚ (Hog) metoda je zalozˇena na zı´ska´va´nı´ prˇı´znaku˚ z
obrazu v podobeˇ histogramu orientovany´ch gradientu˚. Metodu navrhli autorˇi Navneet
Dalal a Bill Triggs a pu˚vodneˇ byla urcˇena pro detekci osob. Za´kladnı´m prvkem te´to
metody je vy´pocˇet gradientu, tedy vektorove´ funkce, urcˇujı´cı´ smeˇr a velikost nejveˇtsˇı´ho
ru˚stu. Zı´skany´ smeˇr a velikost gradientu˚ je za´kladnı´m bodem pro vytvorˇenı´ jednotlivy´ch
histogramu˚. Autorˇi te´to metody take´ navrhli ru˚zne´ metody normalizace pro jednotlive´
histogramy, ktere´ zde budou da´le take´ popsa´ny. Vy´pocˇet prˇı´znaku˚ z velke´ cˇa´sti vycha´zı´
z metody pro detekci hran (Cannyho detektor hran), proto bych chteˇl uka´zat princip te´to
metody ve spojenı´ s metodou Hog.
3.2.1 Cannyho detektor hran
Du˚lezˇity´m prvkem ve zpracova´nı´ obrazu je detekce hran. Na toto te´ma vzniklo jizˇ mnoho
metod avsˇak jako nejrozsˇı´rˇeneˇjsˇı´ lze povazˇovat Cannyho detektor hran.
Hrany v obraze vznikajı´ vmı´steˇ, kde docha´zı´ k na´hle´ zmeˇneˇ jasu. Hranamu˚zˇe vznikat
na hranici dvou objektu˚ nebo mezi sveˇtlem a stı´nem. Takto definovana´ hrana tedy bude
v mı´steˇ na´hle´ zmeˇny jasu vykazovat vysoke´ hodnoty prvnı´ derivace. Cannyho detektor
vyuzˇı´va´ tohoto pozorova´nı´ a pro nalezenı´ hrany prova´dı´ derivaci jasove´ funkce v ob-
raze. Derivaci v prˇı´padeˇ Cannyho detektoru je nahrazena aproximaci derivace pomocı´
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tzv. opera´toru˚. Zvoleny´ opera´tor pomocı´ matematicke´ operace konvoluce (matematicka´
operace ktera´ kombinacı´ dvou signa´lu˚ tedy obrazu a opera´toru vytva´rˇı´ modifikovany´
trˇetı´ signa´l) vytva´rˇı´ novou hodnotu bodu v obraze. Opera´tor je definova´n maticı´, ktera´ se
pokla´da´ na kazˇdy´ pixel vstupnı´ho obrazu a vyna´sobenı´m hodnot v obraze s hodnotami
v opera´toru, zı´ska´me novou hodnotu. Prˇed samotnou derivacı´ (aplikacı´ konvoluce) lze
na obraz aplikovat pro zlepsˇenı´ detekce hran Gaussovy´ filtr (7), ktery´ zamezı´ vzniku
falesˇny´ch hran rozostrˇenı´m obrazu, avsˇak v metodeˇ Hog kvu˚li veˇtsˇı´ rychlosti aplikova´n
nebude.
g(x, y) =
1
2πσ2
· ex
2+y2
2σ2 (7)
−1 −2 −10 0 0
1 2 1
 (8)
Pro aproximace derivace lze vyuzˇı´t neˇkolik opera´toru˚ (Sobel (8), Roberts), ktere´ se od
sebe lisˇı´ velikostı´ nebo jiny´mi hodnotami v matici. Operace konvoluce s teˇmito opera´tory
je cˇasoveˇ na´rocˇneˇjsˇı´ z du˚vodu veˇtsˇı´ho pocˇtu operace na´sobenı´. Proto lze tyto opera´tory
nahradit v metodeˇ Hog filtrem, ktery´ je jednodusˇsˇı´ (rychlejsˇı´) a vykazuje v metodeˇ Hog
lepsˇı´ vy´sledky (12). Vyuzˇitı´m filtru˚ (12) zı´ska´me gradient (9) nebo-li vektor parcia´lnı´ch
derivacı´ vyjadrˇujı´cı´ smeˇr a velikost nejveˇtsˇı´ zmeˇny funkce. Vy´sledna´ hrana je kolma´ ke
smeˇru gradientu. Na obra´zcı´ch (9 - 12) mu˚zˇeme pozorovat profily, ktery´ch hrana mu˚zˇe
naby´vat. V obraze se vsˇak nejvı´ce setka´va´me s profilem na obra´zku (12).
směr gradientu
hrana
Obra´zek 8: Smeˇr hrany vzhledem k smeˇru gradientu
∇f(x, y) =

∂f
∂x
,
∂f
∂y

(9)
Pro zı´ska´nı´ smeˇru hrany vyuzˇijeme vztah
θ = arctan(
Gy
Gx
) (10)
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Velikost (sı´la) hrany je definova´na vztahem
G =

G2x +G
2
y (11)
g
x
Obra´zek 9: Hrana se skokovy´m profilem
g
x
Obra´zek 10: Hrana se strˇechovy´m profilem
g
x
Obra´zek 11: Hrana s linkovy´m profilem
g
x
Obra´zek 12: Hrana se zasˇumneˇny´m profilem
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Pomocı´ hodnot zı´skany´ch ze vztahu (11)(10) jsou v metodeˇ Hog sestaveny histo-
gramy, ktere´ urcˇujı´ vy´sledny´ vektor prˇı´znaku˚. Rozpozna´vany´ objekt je tedy urcˇen smeˇry
a velikostı´ jednotlivy´ch hran v dany´ch mı´stech obrazu.
Dalsˇı´ kroky, ktere´ zde budoupopsa´ny se vmetodeˇHog nevyskytujı´, avsˇak pro u´plnost
Cannyho detektoru je vhodne´ tyto kroky zmı´nit. Pomocı´ konvoluce zı´ska´me tedy ze
vstupnı´ho obrazu tzv. bina´rnı´ obraz, kde veˇtsˇı´ hodnoty jasu pixelu˚ urcˇujı´ veˇtsˇı´ velikost
hrany, tedy veˇtsˇı´ zmeˇnu jasu. K zı´ska´nı´ hran je potrˇeba udeˇlat kroky, ktere´ urcˇı´ vy´sledne´
hrany.
1. Ztencˇenı´ – v te´to fa´zi docha´zı´ k odstraneˇnı´ (k vynulova´nı´) pixelu˚, ktere´ nejsou
maximem (zachova´ny budou pixely s nejveˇtsˇı´m gradientem). Pixely, ktere´ zu˚stanou
zachova´ny jsou nalezeny tak, zˇe hodnoty okolnı´ch pixelu˚ jsou ve smeˇru a proti
smeˇru gradientu (vztah 10) nizˇsˇı´, nezˇ aktua´lneˇ zkoumany´.
2. Prahova´nı´ – dosud je kazˇdy´ pixel s hodnotou veˇtsˇı´ jak nula oznacˇen jako hrana.
Pixely s velmi malou hodnotou gradientu vsˇak hranu neoznacˇujı´. Pro nalezenı´
skutecˇny´ch hran se zvolı´ dva prahy P1 a P2. Pixely s hodnotou gradientu˚ mensˇı´
jak P1 jsou vynulova´ny (nejedna´ se o hrany). Pixely vetsˇı´ jak P2 jsou automaticky
oznacˇeny za hrany a pixely mezi P1 a P2 jsou oznacˇeny jako hrany pouze v prˇı´padeˇ,
zˇe jejich nejblizˇsˇı´ soused je oznacˇen jako hrana, tedy ma´ hodnotu vetsˇı´ jak P2.
3.2.2 Princip Hog
V prˇedchozı´ kapitole byly zobrazeny vztahy pro zı´ska´nı´ velikosti a smeˇru gradientu˚.
Hlavnı´ mysˇlenou te´to metody je vyuzˇı´t vztahu (10) a (11) a popsat pomocı´ nich ob-
raz. Pomocı´ teˇchto hodnot jsou sestaveny histogramy, ktere´ urcˇujı´ vy´slednou strukturu
hledane´ho objektu (ruky).
Před-
zpracování 
obrazu
Výpočet 
gradientu
Výpočet 
velikosti a 
orientace 
mřížek
Normaliza-
ce bloků
Klasifikace 
SVM
Sloučení 
detekčních 
oken
Osoba/
pozadí
Obra´zek 13: Sche´ma HOG
1. Prvnı´m krokem rˇeteˇzce je prˇedzpracova´nı´ obrazu. Nezˇ bude na vstupnı´m obraze
proveden vy´pocˇet pro zı´ska´nı´ prˇı´znaku˚, je nutne´ prove´st se vstupnı´m obrazem
neˇkolik operacı´. Nejprve je vstupnı´ obraz prˇeveden z R, G, B hodnot do jasove´ho
zobrazenı´. Tento prˇevod umozˇnı´ vypocˇı´tat gradient namı´sto ze trˇı´ slozˇek, ze ktery´ch
by byla vybra´na hodnota s nejveˇtsˇı´m gradientem, pouze z jedne´ a tı´m vy´slednou
detekci vy´razneˇ urychlit. Prˇed samotny´m aplikova´nı´m konvoluce mu˚zˇe by´t na
jasovy´ obraz aplikova´n normalizacˇnı´ vy´pocˇet, ktery´ prˇevede jasove´ hodnoty do
rozmezı´ 0− 255 a tı´m vı´ce zvy´raznı´ jednotlive´ hrany.
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Obra´zek 14: Zvy´razneˇne´ hrany pomocı´ normalizace obrazu
2. Po aplikova´nı´ operacı´ z prvnı´ho kroku je mozˇne´ prove´st vy´pocˇet derivace ve smeˇru
osy x a y. Tento vy´pocˇet jak bylo zmı´neˇno vy´sˇe slouzˇı´ pro urcˇenı´ velikosti a smeˇru
gradientu a lze jej prove´st naprˇ. pomocı´ Sobelova opera´toru. Z du˚vodu vysˇsˇı´ cˇasove´
na´rocˇnostı´ tento opera´tor pouzˇit nebude a bude nahrazen jednodusˇsˇı´mi vy´pocˇty
(12). Ve vy´sledku opera´tor (12) vykazuje zlepsˇenı´ a hlavneˇ zrychlenı´ detekce nezˇ za
pouzˇitı´ Sobelova opera´toru.
Gx =

−1 0 1

, Gy =

−1 0 1
T
(12)
Obra´zek 15: Vy´sledek aplikace filtru
3. V te´to fa´zi rozdeˇlı´medetekcˇnı´ okno, ktere´ naobra´zku (16) naby´va´ hodnot (32/64)x128
pixelu˚ (tyto rozmeˇry budou pouzˇity take´ pro hleda´nı´ rukou ve vy´sledne´m testo-
va´nı´), na jednotlive´ mrˇı´zˇky a z kazˇde´ mrˇı´zˇky se vytva´rˇı´ histogram. Velikost mrˇı´zˇek
za´visı´ na typu rozpozna´vany´ch objektu˚. Podle Delal a Triggs optima´lnı´ velikost
mrˇı´zˇky pro rozpozna´va´nı´ osob je 8x8 pixelu˚. V kapitole Testy a experimenty uvi-
dı´me, zˇe tato velikost je vhodna´ take´ pro rozpozna´va´nı´ rukou.
Kazˇda´mrˇı´zˇka bude tedy prˇedstavovat jeden histogram.Histogram je urcˇen smeˇrem
a velikostı´ gradientu˚ podle vztahu˚ (10)(11). Velikost tohoto histogramu je experi-
menta´lneˇ urcˇena na za´kladeˇ testova´nı´ ru˚zny´ch vstupnı´ch obrazu˚. Podle Delal a
Triggs optima´lnı´ velikost histogramu mrˇı´zˇky pro rozpozna´va´nı´ osob je 9 binu˚. Bin
prˇedstavuje pozici v histogramu, ktera´ je da´na smeˇrem na za´kladeˇ vztahu (10).
Prˇed tı´m nezˇ je urcˇen vy´sledny´ bin je potrˇeba hodnotu smeˇru prˇeve´st z gradia´nu
na stupneˇ a normalizovat na rozsah 0− 360◦. Vy´sledna´ pozice v histogramu je pak
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128
64/96
Obra´zek 16: Rozdeˇlenı´ detekcˇnı´ho okna na mrˇı´zˇky a bloky
urcˇena vztahem
P = (smr gradientu ve stupnch/360) ∗ pocet bin (13)
Takto vypocˇtena´ pozice nemusı´ vzˇdy naby´vat cely´ch hodnot, proto k redukova´nı´
aliasingu je nutne´ velikost gradientu˚ interpolovat mezi dva sousednı´ biny. Na-
prˇı´klad pokud hodnota P naby´va´ hodnoty 2.125 bude k binu 2 prˇicˇtena hodnota
velikost gradientu ∗ 0.875 a k binu 3 prˇicˇteme velikost velikost gradientu ∗ 0.125.
H1 H2 H3
H1 H2 H3   Hn
Velikost 
gradientu
H1+H2+H3
Normalizace 
1,2,5,6
Normalizace
3,4,7,8
H5 H5 H7
H4
H8
Obra´zek 17: Uka´zka rozdeˇlenı´ bloku, normalizace, sloucˇenı´ histogramu˚
4. Vlivem osveˇtlenı´ a kontrastu se velikost gradientu˚ mu˚zˇe lisˇit, proto se prova´dı´ se-
skupova´nı´ mrˇı´zˇek do bloku˚. Kazˇdy´ blok tedy obsahuje neˇkolik mrˇı´zˇek, ktere´ jsou
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v ra´mci bloku normalizova´ny pomocı´ vztahu˚ (14)(15)(16). Normalizovane´ bloky
se take´ mu˚zˇou vza´jemneˇ prˇekry´vat tzn. jedna mrˇı´zˇka bude pouzˇita ve vı´ce nor-
malizacˇnı´ch bloku˚. Vy´sledny´ pocˇet prˇı´znaku˚ u takto prˇekry´vajı´cı´ch bloku˚ bude z
du˚vodu vı´cero vyuzˇitı´ stejne´ mrˇı´zˇky veˇtsˇı´, cozˇ mu˚zˇe mı´t za na´sledek zlepsˇenı´ de-
tekce, ale take´ slozˇiteˇjsˇı´ a cˇasoveˇ na´rocˇneˇjsˇı´ vy´pocˇet. Pra´ce autoru˚ Delal a Triggs
popisuje take´ mozˇnost zvolit namı´sto cˇtvercove´ho normalizacˇnı´ho bloku kruhovy´.
Takto provedena normalizace je ovsˇem cˇasoveˇ na´rocˇneˇjsˇı´ a neprˇina´sˇı´ zˇa´dne´ vy´razne´
zlepsˇenı´, proto v te´to pra´ci budou testova´ny pouze cˇtvercove´ bloky ru˚zne´ velikosti.
Normalizovane´ histogramybudouprˇes cele´ detekcˇnı´ okno sloucˇeny do jednoho his-
togramu (pole), ktery´ uda´va´ vy´sledny´ vektor prˇı´znaku˚. Zı´skane´ vektory prˇı´znaku˚
budou pouzˇity jako vstup pro klasifika´tor. V te´to pra´ci bude klasifikace realizova´na
pomocı´ metody SVM.
f =
v
(||v||1 + e) (14)
f =

v
(||v||1 + e) (15)
f =
v
(||v||22 + e2)
(16)
5. V ra´mci u´speˇsˇne´ detekce objektu˚ se mu˚zˇe sta´t, zˇe algoritmus vra´tı´ neˇkolik vza´jemneˇ
posunuty´ch oken. Takto vza´jemneˇ prˇekry´vajı´cı´ nalezena´ detekcˇnı´ okna lze sloucˇit do
jednoho. Vy´sledne´ okno bude naby´vat pozice a velikosti, ktere´ bude zpru˚meˇrova´no
z teˇchto prˇekry´vajı´cı´ch oken.
Obra´zek 18: Sloucˇenı´ vza´jemneˇ prˇekry´vajı´cı´ch oken do jednoho okna
3.3 SVM
Prˇedchozı´ kapitola byla veˇnova´na extrakci prˇı´znaku˚ pomocı´ metody Hog. Tato kapitola
bude veˇnova´na vyuzˇitı´ teˇchto prˇı´znaku˚ v ucˇenı´ a na´sledne´m rozpozna´vanı´ objektu˚.
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Mnoho algoritmu˚ pro nalezenı´ optima´lnı´ hranice mezi dveˇma trˇı´dami jsou velice jed-
noduche´ a srozumitelne´, avsˇak tyto algoritmy jsou schopny nale´zt optima´lnı´ separujı´cı´
nadrovinu pouze pro linea´rneˇ oddeˇlitelne´ trˇı´dy. Algoritmy, ktere´ doka´zˇou oddeˇlit neline-
a´rneˇ separabilnı´ trˇı´dy, jsou cˇasto obklopeny mnoha proble´my. Mezi takove´to algoritmy
lze zarˇadit neuronove´ sı´teˇ. Mezi hlavnı´ proble´m neuronovy´ch sı´tı´ a algoritmu backpropa-
gation je nejen obtı´zˇne´ ucˇenı´, ale take´ mozˇnost uvı´znutı´ v loka´lnı´mminimu. Toto uvı´znutı´
mu˚zˇe zaprˇı´cˇinit horsˇı´ klasifikaci nezˇ v prˇı´padeˇ, zˇe kdyby bylo nalezeno globa´lnı´ mini-
mum. Vy´sledna´ klasifikace je take´ za´visla´ na urcˇenı´ hodnot pocˇa´tecˇnı´ch vah a nevhodne´
vygenerova´nı´ teˇchto vah mu˚zˇe znovu ve´st k uvı´znutı´ v loka´lnı´m minimu.
Metoda SVM [12] patrˇı´ k noveˇjsˇı´m metoda´m, ktera´ pu˚vodneˇ byla urcˇena pouze k
bina´rnı´ klasifikaci. Toto omezenı´ vsˇak lze prˇekonat, ale z du˚vodu vyuzˇitı´ pouze bina´rnı´
klasifikace v ra´mci pra´ce, tutomozˇnost zde nebudu ukazovat. Metoda je urcˇena nejen pro
linea´rneˇ oddeˇlitelne´ trˇı´dy, ale doka´zˇe take´ reprezentovat slozˇite´ nelinea´rnı´ funkce a tı´m
umozˇnit oddeˇlit linea´rneˇ neseparabilnı´ trˇı´dy. Hlavnı´ mysˇlenkou linea´rnı´ho oddeˇlenı´ line-
a´rneˇ neseparabilnı´ch trˇı´d je prˇevedenı´ vstupnı´ho prostoru na vı´ce-dimensiona´lnı´ prostor.
Tı´mto prˇevodem zı´ska´me prostor ve ktere´m je mozˇne´ linea´rneˇ od sebe oddeˇlit dane´ trˇı´dy.
Tento prˇevod lze videˇt na obra´zku (20), kde jsou zobrazeny prˇı´znaky, ktere´ lze oddeˇlit
od sebe do spra´vny´ch trˇı´d pomocı´ nelinea´rnı´ funkce (kruzˇnice), ale po prˇevodu do vysˇsˇı´
dimenze uzˇ existuje nadrovina, ktera´ toto oddeˇlenı´ doka´zˇe vytvorˇit.
Maximální šířka
Support vector
Optimální nadrovina
x1
x2
Obra´zek 19: Uka´zka optima´lnı´ oddeˇlovacı´ nadroviny
17
Oddělující 
nadrovina
Mapování do 
3-rozměrného 
prostoru
Obra´zek 20: Uka´zka mapova´nı´ z dvou-dimensiona´lnı´ho do trˇi-dimensiona´lnı´ho prostoru
Prˇedpokla´dejme, zˇe jako vstup ma´me mnozˇinu xi ∈ R a yi ∈ {−1, 1}, kde xi vstupnı´
vektor a yi oznacˇuje trˇı´du, do ktere´ tento vektor spada´, hodnota i naby´va´ i ∈< 0, n >.
Cı´lem algoritmu SVM je najı´t nadrovinu s maxima´lnı´m okrajem, ktera´ doka´zˇe oddeˇlit
trˇı´dy yi ∈ {−1, 1}. Nadrovinu oddeˇlujı´cı´ prostor lze zapsat takto
w · x− b = 0, (17)
kde w oznacˇuje norma´lovy´ vektor a b/w oznacˇuje vzda´lenost nadroviny od pocˇa´tku.
Pokud ma´me linea´rneˇ oddeˇlitelne´ trˇı´dy, lze najı´t takove´ nadroviny, ktere´ mezi sebou
neobsahujı´ zˇa´dne´ body a jejich vzda´lenost je maxima´lnı´. Nadroviny, ktere´ procha´zejı´
support vectory lze zapsat vztahy
w · x+ − b = 1 (18)
w · x− − b = −1 (19)
Vy´pocˇtem rovnice
w · x+ − b− 1 = w · x− − b+ 1
||x+ − x−|| = 2||w||
(20)
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zjistı´me vzda´lenostmezi nadrovinami, ktery´ naby´va´ hodnoty 2/w.Maximalizova´nı´m 2||w||
nebo minimalizova´nı´m ||w|| dostaneme maxima´lnı´ vzda´lenost nadrovin. Minimalizaci
||w||mu˚zˇeme prˇepsat na minimalizaci
1
2
||w||2. (21)
Prˇicˇemzˇ platı´ omezenı´
yi(w · xi − b) ≥ 1 (22)
U´lohu 21 lze prˇeve´st na hleda´nı´ sedlove´ho bodu Lagrangeovy funkce
L(w, b, α) =
1
2
||w||2 −
n
i=1
αi[yi(w · xi − b)− 1], (23)
kde a jsou Langrangovymultiplika´tory. Cı´lem je najı´t minima´lnı´w a b (musı´ platit ai ≥ 0).
Toho dosa´hneme polozˇı´me-li prvnı´ derivaci podle w a b rovno nule.
∂L(w, b, α)
∂w
= w −
n
i=1
αiyixi = 0 (24)
∂L(w, b, α)
∂b
= w −
n
i=1
αiyi = 0 (25)
Dosazenı´m derivacı´ (25) a (24) dostaneme vy´raz
L(w, b, α) =
1
2
||w||2 −
n
i=1
αi[yi(w · xi − b)− 1]
=
1
2
< w,w > −
n
i=1
αiyi(w · xi − b) +
n
i=1
αi
=
1
2
n
i,j=1
αiαjyiyj < xixj > −
n
i=1
αiyi < w, xi > +b
n
i=1
αiyi +
n
i=1
αi
=
1
2
n
i,j=1
αiαjyiyj < xixj > −1
2
n
i,j=1
αiαjyiyj < xixj > +
n
i=1
αi
= −1
2
n
i,j=1
αiαjyiyj < xixj > +
n
i=1
αi
(26)
Z vy´razu (26) zı´ska´me hodnoty slozˇek ai. Datove´ body, u ktery´ch tyto slozˇky naby´vajı´
nenulove´ hodnoty, jsou oznacˇeny jako support vectory a lezˇı´ nejblı´zˇe oddeˇlujı´cı´ nadroviny.
Du˚lezˇitou vlastnosti SVM je nale´zt co nejvı´ce slozˇek s hodnotou nula, tak aby efektivita
vy´sledne´ho klasifikova´nı´ byla co nejmensˇı´. Vy´sledna´ klasifikace naby´va´ tvaru
f(x) = sign

n
i=1
αiyi(x ∗ xi)

(27)
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Ve vy´razu (26) lze nahradit < xixj > tvarem k < xixj >, ktery´ se nazy´va´ ja´drova´
funkce. Pomocı´ tohoto prˇepisu lze najı´t linea´rnı´ oddeˇlovacˇ u nelinea´rneˇ oddeˇlitelny´ch
trˇı´d ve vı´cerozmeˇrne´m prostoru. Spra´vny´ vy´beˇr funkce za´visı´ na rˇesˇene´m proble´mu. V
te´to pra´ci bylo experimentova´no s funkcemi (28) a (30), avsˇak z du˚vodu te´meˇrˇ totozˇne´
u´cˇinnosti byla pro vy´sledne´ testova´nı´ urcˇena funkce (28). Vyuzˇı´vana´ ja´drova´ funkce musı´
by´t spojita´, symetricka´. Prˇı´kladem ja´drovy´ch funkcı´ jsou [13]
k(x, y) = xT y + c (28)
k(x, y) = (αxT y + c)d (29)
k(x, y) = exp(γ||x− y||2) (30)
k(x, y) = exp(−||x− y||
2σ2
) (31)
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4 Sledova´nı´ objektu˚
V ra´mci te´to diplomove´ pra´ce bude take´ prezentova´no te´ma sledova´nı´ objektu (ruky),
ktere´ nenı´ obsazˇeno v zada´nı´ pra´ce, avsˇak k te´matu nalezenı´ ruky se vztahuje. Kapi-
tola je rozdeˇlena na neˇkolik cˇa´stı´. Prvnı´ cˇa´st se veˇnuje obecny´m popisem metod, ktere´
lze ke sledova´nı´ objektu˚ vyuzˇı´vat. Druha´ cˇa´st histogramy stejneˇ jako trˇetı´ zby´vajı´cı´ se
momenty prezentuje za´kladnı´ vztahy du˚lezˇite´ pro vlastnı´ implementaci metod Mean-
Shift a Camshift. Poslednı´ dveˇ podkapitoly jsou veˇnova´ny samotny´m popisem algoritmu˚
pro sledova´nı´ objektu˚ MeanShift a Camshift. Vy´sledky implementace teˇchto metod jsou
prezentova´ny v kapitole Testy a experimenty.
4.1 Soucˇasny´ stav
Sledova´nı´ objektu˚ lze oznacˇit jako proces, prˇi ktere´m docha´zı´ k lokalizaci objektu v
za´vislosti na cˇase. Vyuzˇitı´ tohoto procesu lze najı´t v mnoha oborech. Odmozˇnosti vyuzˇitı´
v za´bavnı´m pru˚myslu, kde v za´vislosti na pohybu ru˚zny´ch cˇa´sti teˇla docha´zı´ k interakci
s elektronikou prˇes bezpecˇnost azˇ po sledova´nı´ dopravy.
Existuje spoustu metod pro sledova´nı´ objektu˚ a lze je rozdeˇlit do neˇkolika skupin
podle typu sledova´nı´ na siluetove´, bodove´ a ja´drove´.
• Siluetove´ [14] metody pracujı´ na za´kladeˇ modelu, ktery´ je reprezentova´n pomocı´
hran objektu˚ zı´skany´ch pomocı´ neˇktere´ z technik pro detekce hran nebo zı´skane´ho
obrysu sledovane´ho objektu. Sledova´nı´ pak probı´ha´ na za´kladeˇ porovna´va´nı´ mo-
delu (naprˇı´klad model hran) zı´skane´ho v prˇedchozı´m snı´mku s mozˇny´mi modely
objektu v aktua´lnı´m obraze. Podle mı´ry podobnosti je pak vyhodnocen nejlepsˇı´ ob-
jekt v aktua´lnı´m snı´mku a aktua´lnı´ model je nahrazen novy´mmodelem nalezene´ho
objektu.
• Bodove´ sledova´nı´ [15] probı´ha´ na za´kladeˇ nalezenı´ vy´znamny´ch bodu˚ popisujı´cı´ ob-
jekt a korespondenci bodu˚ v na´sledujı´cı´m snı´mku. Nalezenı´ korespondence bodu˚
pak mu˚zˇe probı´hat na za´kladeˇ ru˚zny´ch omezujı´cı´ch podmı´nek, kdy je korespon-
dence bodu˚ urcˇena na za´kladeˇ znalostı´ dane´ho proble´mu. Mezi takove´ podmı´nky
mu˚zˇeme zarˇadit prˇedpoklad velmi male´ zmeˇny polohy bodu v navazujı´cı´ch snı´m-
cı´ch, urcˇenı´ maxima´lnı´ vzda´lenosti pohybu bodu˚ a tı´m prohleda´vat pouze cˇa´st
obrazu nebo vyhleda´va´nı´ bodu˚ v prˇedpokla´dane´m smeˇru a rychlosti. Mezi dalsˇı´
mozˇne´ metody korespondence bodu˚ lze zarˇadit Kalmanu˚v filtr. Predikce polohy
bodu˚ je pak urcˇena pomocı´ statisticke´ho meˇrˇenı´.
• Pro mou pra´ci jsem vybral sledova´nı´ objektu˚ pomocı´ tzv. ja´drovy´ch metod. Tyto
metody pracujı´ pomocı´ modelu vytvorˇene´ho na za´kladeˇ nalezene´ho objektu. Za
reprezentaci modelu lze zvolit histogram, ktery´ bude vyuzˇit i v te´to pra´ci. Polohu
nove´ oblasti objektu pak lze urcˇit na za´kladeˇ mı´ry podobnostı´ modelu. V te´to
pra´ci uvedu dveˇ sobeˇ podobne´ techniky, ktere´ jsou zalozˇeny pra´veˇ na ja´drove´m
sledova´nı´ objektu˚. Prvnı´ algoritmus je nazva´n Meanshift prezentova´n v roce 1975
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autory Fukunaga a Hostetler. Druhy´ algoritmus, ktery´ rozsˇirˇuje mozˇnosti prve
uvedene´ho, se nazy´va´ Camshift.
Poslednı´ metodu, kterou bych zde ra´d zmı´nil, je sledova´nı´ objektu˚ pomocı´ odecˇı´ta´nı´
pozadı´. Nutny´ prˇedpoklad pro spra´vnou funkci te´to metody je staticka´ kamera (nesmı´
by´t ovlivneˇna zˇa´dny´mi otrˇesy) bez artefaktu˚ vznikajı´cı´ch v obraze. Cˇinnost algoritmu je
za´visla´ na zı´ska´nı´ modelu (obra´zku pouze staticky´ch cˇa´stı´) dane´ho prostrˇedı´. Model je
mozˇne´ zı´skat mnoha zpu˚soby. Nejjednodusˇsˇı´ zpu˚sobem pro zı´ska´nı´ modelu je zpru˚meˇro-
va´nı´m neˇkolika po sobeˇ jdoucı´ch snı´mku˚ tak, aby byly co nejvı´ce eliminova´ny meˇnı´cı´ se
cˇa´sti obrazu (naprˇı´klad projı´zˇdeˇjı´cı´ auta). Kromeˇ pru˚meˇrova´nı´ lze zvolit take´ vy´pocˇet
media´nu. Z du˚vodu cˇaste´ zmeˇny pocˇası´ naprˇı´klad u sledova´nı´ dopravy je nutne´ tyto
modely vytva´rˇet v urcˇity´ch intervalech, aby byla odstraneˇna mozˇnost vzniku stı´nu˚ nebo
eliminace meˇnı´cı´ se intenzity osveˇtlenı´. Urcˇenı´ vy´sledny´ch, meˇnı´cı´ch se cˇa´sti obrazu lze
urcˇit pomocı´ vztahu
f(x, y) =

1 if |I(x, y)−B(x, y)| > p
0 else
kde f(x,y) prˇedstavuje vy´slednou hodnotu pixelu tedy obra´zek, kde jsou barevneˇ od
sebe odlisˇeny pohybujı´cı´ se objekty od staticky´ch (pozadı´), I(x,y) uda´va´ intenzitu pixelu
v aktua´lnı´m snı´mku a B(x,y) hodnotu pixelu zı´skane´ho z modelu. Prah p je volen expe-
rimenta´lneˇ. Vy´sledny´ obra´zek mu˚zˇe trpeˇt mnoha artefakty. Od oznacˇenı´ maly´ch shluku˚
pixelu˚, ktere´ jsou oznacˇeny jako poprˇedı´, i kdyzˇ veˇtsˇinou se jedna´ o pouhy´ sˇum, tak po
nesouvisle´ oznacˇene´ pohybujı´cı´ se objekty. Tyto artefakty lze do jiste´ mı´ry minimalizovat
pomocı´ morfologicky´ch opera´toru˚ (eroze, dilatace, otevrˇenı´, uzavrˇenı´ ...), kde sˇum mu˚zˇe
by´t odstraneˇn pomocı´ eroze nebo nesouvisle´ objekty lze upravit pomocı´ dilatace. Jak uzˇ
bylo uvedeno vy´sˇe tato technika mu˚zˇe trpeˇt meˇnı´cı´m se pozadı´m a jı´zˇ zmı´neˇny´m artefak-
tu˚m. MetodaMixtura gaussia´nu˚ se snazˇı´ takovy´m chyba´m prˇedcha´zet a vytva´rˇet modely
na za´kladeˇ distribucˇnı´ch funkcı´ norma´lnı´ho rozdeˇlenı´. Prˇesny´ popis algoritmu lze najı´t
zde [16].
4.2 Histogramy
Pro reprezentaci obrazu nemusı´ by´t vzˇdy vhodne´ pouzˇı´vat samotne´ pixely obrazu. K
reprezentova´nı´ obrazu lze vyuzˇı´vat mnoho technik, ktere´ dany´ obraz budou reprezento-
vat mnohem le´pe a umozˇnı´ tak vyuzˇı´vat ru˚zne´ vlastnosti obrazu. Mezi takove´ techniky
mu˚zˇeme zarˇadit histogramy, ktere´ poskytujı´ informaci o pocˇtu jednotlivy´ch barev (jasu˚).
Histogram lze zobrazit v podobeˇ sloupcove´ho grafu se sloupci stejne´ sˇı´rˇky, ktere´ vyjadrˇujı´
pozici dane´ barvy a vy´sˇka sloupcu˚ urcˇuje cˇetnost teˇchto barev. Pro vytvorˇenı´ histogramu
jedno-kana´love´ho obrazu je potrˇeba zjistit hodnotu dane´ho pixelu. Tato hodnota urcˇuje
pozici na ose x dane´ho histogramu. Osa y dane´ pozice bude inkrementova´na o urcˇitou
hodnotu.
Vy´pocˇet histogramu pro barevne´ obra´zky je komplikovaneˇjsˇı´. Nejprve je nutne´ pro-
ve´st normalizaci (32) jednotlivy´ch slozˇek pixelu. Tato normalizace umozˇnı´ zmensˇenı´ ve-
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likosti dane´ho histogramu. HodnotaN ve vztahu (32) urcˇuje maxima´lnı´ hodnotu dane´ho
kana´lu.
kR = R ∗N/M
kG = G ∗N/M
kB = B ∗N/M,
(32)
kde M je maxima´lnı´ hodnota slozˇek R, G, B. Vy´slednou pozici v histogramu urcˇı´me
pomocı´ vztahu
Pos = kR + kG ∗N + kR ∗N2 (33)
4.2.1 Porovna´va´nı´ histogramu˚
Du˚lezˇitou vlastnosti histogramu je jejich vza´jemne´ porovna´va´nı´. Existuje mnoho technik
ke zjisˇteˇnı´ mı´ry podobnosti histogramu˚. Jednou z nich je pomocı´ vyuzˇitı´ Bhattacharyya
koeficientu
ρ =
m
u=1
√
puqu (34)
kde p a q jsou porovna´vane´ histogramy. Vy´sledek Bhattacharyya koeficientu naby´va´
hodnot 0− 1, kde hodnota 1 znacˇı´ identicke´ histogramy. Vy´pocˇet lze aplikovat pouze na
normalizovane´ histogramy se shodnou velikostı´ N v jednotlivy´ch barevny´ch slozˇka´ch.
4.3 Momenty
Du˚lezˇitou u´lohu v algoritmu Menashift majı´ momenty. Momenty oznacˇujı´ matematicke´
funkce, ktere´ slouzˇı´ pro popis objektu˚ v obraze. Obecna´ definice momentu lze vyja´drˇit
vztahem
Mij =

x

y
xiyjI(x, y) (35)
V na´sledujı´cı´ch algoritmech budou konkre´tneˇ vyuzˇı´va´ny tyto momenty
M00 =

x

y
I(x, y) (36)
M10 =

x

y
xI(x, y) (37)
M01 =

x

y
yI(x, y) (38)
M11 =

x

y
xyI(x, y) (39)
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M20 =

x

y
x2I(x, y) (40)
M02 =

x

y
y2I(x, y) (41)
4.4 Meanshift
Meanshift [17] je technika, ktera´ neslouzˇı´ jen ke sledova´nı´ objektu˚ v obraze, ale hlavnı´ u´kol
tohoto algoritmu spocˇı´va´ v segmentaci obrazu. Meanshift algoritmus je zalozˇen na mini-
malizova´nı´ vzda´lenostı´ funkcı´ hustoty pravdeˇpodobnostı´ mezi cı´lovy´m a kandida´tnı´m
histogramem. Vzhledem k tomu, zˇe tato technika je zalozˇena na barevne´m histogramu
a nezajı´ma´ ji struktura dane´ho objektu, tak lze ji vyuzˇı´vat u objektu˚, ktere´ cˇasto meˇnı´
svu˚j tvar. Pro objekty nebo prostrˇedı´, ve ktere´m docha´zı´ k velke´ zmeˇneˇ barevny´ch slozˇek
obrazu vlivem osveˇtlenı´ nebo stı´nu, tato technika nenı´ vhodna´ a lze zvolit jiny´ zpu˚sob
sledova´nı´ naprˇı´klad pomocı´ jizˇ zminˇovane´ho siluetove´ho sledova´nı´.
4.4.1 Princip
Princip algoritmu Meanshift spocˇı´va´ v nalezenı´ loka´lnı´ho maxima hustoty vzorku˚ (pi-
xelu˚). Algoritmus pracuje iterativneˇ tzn. v kazˇde´m kroku spocˇı´ta´ va´zˇeny´ pru˚meˇr vsˇech
pixelu˚ v okneˇ a na za´kladeˇ histogramu˚ (cı´love´ho a kandida´tnı´ho) zjistı´ smeˇr dalsˇı´ho po-
sunu. Tyto kroky prova´dı´ tak dlouho dokud nedosa´hne loka´lnı´ho maxima hustoty pixelu˚
nebo neprˇekrocˇı´ povoleny´ pocˇet iteracı´.
Oblast zájmu
Mean shift 
vector
Největší 
hustota
Obra´zek 21: Princip konvergence k maxima´lnı´ hustoteˇ
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4.4.2 Algorimus Meanshift pro sledova´nı´ objeku˚
Za´kladnı´ krok algoritmus je vy´pocˇet cı´love´ho histogramu (p) sledovane´ oblasti, ktera´ byla
nalezena pomocı´ libovolne´ techniky detekce objektu˚. Pro dosazˇenı´ lepsˇı´ch vy´sledku˚ je v
algoritmu vyuzˇı´va´n vy´pocˇet pro barevny´ histogram. Vypocˇı´tany´ cı´lovy´ histogram bude
udrzˇova´n v pameˇti po celou dobu sledova´nı´ objektu˚. Da´le je potrˇeba uchova´vat pozici a
velikost poslednı´ho nalezene´ho okna. Druhy´m krokem je nalezenı´ nove´ho kandida´tnı´ho
histogramu (q) z noveˇ prˇı´chozı´ho obra´zku. V tomto kroku je prˇedpokla´da´no, zˇe pozice
objektu bude vu˚cˇi prˇedchozı´mu snı´mku posunuta. Okno pro vy´pocˇet kandida´tnı´ho his-
togramu vsˇak bude umı´steˇno na stejne´ pozici jak v prˇedchozı´m kroku. V te´to fa´zi bude
probı´hat konvergence okna na nejlepsˇı´ mozˇnou pozici (nalezenı´ loka´lnı´ho maxima hus-
toty vzorku˚). Nalezenı´ te´to pozice je da´no urcˇenı´m va´hy kazˇde´ho bodu (x, y) v okneˇ.
Va´ha je da´na vztahem
wi =

pu
qu
, (42)
kde index u urcˇuje pozici v histogramu, ktery´ je zı´ska´n na za´kladeˇ aktua´lnı´ hodnoty
pixelu. Zı´skanou hodnotu ze vztahu (42) dosadı´me za hodnotu I(x, y) do vztahu˚ pro
vy´pocˇet momentu˚ M10 (37) a M01(38). Zı´skane´ hodnoty momentu˚ ze vztahu˚ (37) a (38)
budou vydeˇleny soucˇty vsˇech vah v okneˇ momentM00 (36). Odecˇtenı´m vypocˇtene´ hod-
noty (xc, yc) od strˇedu vy´pocˇetnı´ho okna zı´ska´meMeanshift vektor, tedy vektor uda´vajı´cı´
smeˇr a velikost s nejveˇtsˇı´ hustotou vzorku˚. Posunem vy´pocˇetnı´ho okna o dany´ vektor
zı´ska´me novou pozici okna, na kterou bude toto okno prˇesunuto. Cela´ tato procedura
konvergence se bude opakovat tak dlouho, dokud velikost vektoru nebude pod urcˇitou
hodnotou nebo nebude prˇekrocˇen pocˇet iteracı´.
4.4.3 Vylepsˇenı´ algoritmu Meanshift
Algoritmus popsany´ v prˇedchozı´m kroku ma´ mnoho nedostatku˚. Sledovane´ objekty
veˇtsˇinou naby´vajı´ ru˚zny´ch tvaru˚. Vzhledem k obde´lnı´kove´mu tvaru sledovane´ oblasti
budoudovy´pocˇtuhistogramuzahrnuty i oblasti, ktere´ nejsouoznacˇeny jako cı´lovy´ objekt.
Tyto oblasti znacˇneˇ ovlivnı´ zı´skany´ histogram a mu˚zˇe docha´zet ke ztra´teˇ sledovane´ho
objektu. Rˇesˇenı´m tohoto nedostatku by byla co nejveˇtsˇı´ eliminace pixelu˚, ktere´ neoznacˇujı´
objekt. Aplikova´nı´m kernel funkce lze tomuto proble´mu prˇedejı´t. Tyto funkce urcˇujı´
du˚lezˇitost kazˇde´hopixelu v okneˇ. Pixely ve strˇedu oknanaby´vajı´ nejveˇtsˇı´ch hodnot, a tedy
majı´ nejveˇtsˇı´ vliv na vy´sledne´mhistogramu.Okrajove´ pixely, ktere´ nejspı´sˇ oznacˇujı´ oblasti
pozadı´, naopak naby´vajı´ hodnot co nejmensˇı´ch a tı´m majı´ nejmensˇı´ vliv na histogram.
Prˇı´kladem kernel funkcı´ jsou Epanechnikov kernel
f(n) =

3
4(1− x2) if |x| < 0
0 otherwise
(43)
nebo Gaussian kernel
f(n) = e−
x2
2σ2 (44)
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Dalsˇı´ nevy´hodou algoritmu Meanshift je staticka´ velikost sledovacı´ oblasti. Tento
proble´m mu˚zˇe mı´t za na´sledek ztra´tu objektu, pokud sledovany´ objekt bude vzda´len.
Vy´sledny´ histogram pak bude z veˇtsˇı´ cˇa´sti obsahovat oblasti pozadı´ a bude znacˇneˇ tı´mto
prostrˇedı´mporusˇen.Velikost sledovacı´ lze ovlivnit pomocı´ Bhattacharyyakoeficientu(34).
Koeficient je vypocˇı´ta´n z cı´love´ho a kandida´tnı´hohistogramua lze pomocı´ neˇj urcˇit zmeˇnu
velikosti sledovacı´ oblasti. Tento postup vsˇak nebyl moc u´speˇsˇny´, proto ho zde nebudu
uva´deˇt.
4.5 Camshift
Algorimus Camshift [18] je odvozen od drˇı´ve vynalezene´ho Meanshift algoritmu. Tento
algoritmus byl zaveden roku 1998 autoremGary Bradski a spada´ stejneˇ jakoMeanshift do
tzv. ja´drovy´ch algoritmu˚. Jednu z hlavnı´ch nevy´hod uvedenou v prˇedchozı´ kapitole pro
algoritmus Meanshift byla staticka´ velikost sledovacı´ oblasti tzn. velikost okna nemohla
by´t prˇizpu˚sobova´na velikosti sledovane´ho cı´le. Algoritmus Camshift se snazˇı´ tento nedo-
statek vyrˇesˇit. Hlavnı´m rozdı´lem v algoritmu oproti algoritmu Meanshift je vy´pocˇet tzv.
zpeˇtne´ projekce. Vy´sledkem zpeˇtne´ projekce je pravdeˇpodobnostı´ obraz stejne´ velikosti
Obra´zek 22: Uka´zka zpeˇtne´ projekce
jako vstupnı´ obraz. Tento obraz jednodusˇe rˇecˇeno zobrazuje pixely s veˇtsˇı´ hodnotou,
pokud barva pixelu˚ je obsazˇena ve sledovacı´ oblasti objektu. Pro vy´pocˇet pravdeˇpodob-
nostnı´ho obrazu je nutne´ stejneˇ jako uMeanshift vypocˇı´tat histogrampocˇa´tecˇnı´ sledovane´
oblasti. Tento histogram bude uchova´n po celou dobu sledova´nı´ objektu a bude slouzˇit
k vy´pocˇtu zpeˇtne´ projekce v kazˇde´m prˇı´chozı´m obraze. Stejneˇ jako u metody MeanShift
se zde vyuzˇı´va´ vy´pocˇet histogramu pro barevny´ obra´zek. Da´le je nutne´ pro vy´pocˇet
pravdeˇpodobnostnı´ho obrazu vypocˇı´tat histogram cele´ho vstupnı´ho obrazu. Tento krok
je oproti Meanshiftu rozdı´lny´ a cˇasoveˇ na´rocˇneˇjsˇı´ (u Meanshiftu stacˇilo vypocˇı´tat novy´
histogram jen pro sledovanou oblast). Tyto dva vypocˇtene´ histogramy se budou podı´let
na vy´sledne´ zpeˇtne´ projekci. Pro kazˇdou sourˇadnici bodu vstupnı´ho obrazu bude vy-
pocˇı´ta´na pozice v histogramu. Podı´lem cˇetnostı´ vy´skytu dany´ch pixelu˚ v jednotlivy´ch
histogramech zjistı´me vy´slednou hodnotu, ktera´ bude zapsa´na na stejnou pozici do prav-
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deˇpodobnostnı´ho obrazu. Tento krok se bude prova´deˇt pro kazˇdou sourˇadnici vstupnı´ho
obrazu. Na vy´sledny´ pravdeˇpodobnostnı´ obra´zek je mozˇne´ aplikovat jesˇteˇ operaci nor-
malizace pro roztazˇenı´ hodnot do intervalu 0-255. Vypocˇtena´ zpeˇtna´ projekce se bude
podı´let na vy´pocˇtech jednotlivy´ch momentu˚.
Momenty u algoritmu Meanshift byly vypocˇetny dle vztahu v kapitole 4.3, kde za
funkci I(x, y) byla dosazova´na hodnota odmocniny podı´lu p a q histogramu. U algoritmu
Camshift funkci I(x, y) nahradı´ hodnota zı´skana´ z pravdeˇpodobnostnı´ho obrazu. Po
konvergenci sledovacı´ oblasti je nutne´ prove´st adaptaci sledovacı´ oblasti na velikost
objektu. Pro tuto adaptaci je nutno prove´st vy´pocˇet momentu˚ M20 (40), M02 (41) a M11
(39). Velikost jednotlivy´ch os objektu˚ vypocˇı´ta´me dle vztahu
L =

(A+ C +

B2 + (A− C)2)
2
, (45)
S =

(A+ C −B2 + (A− C)2)
2
, (46)
kdeA = M20M00−x2c ,B = M11M00−xcyc,C = M02M00−y2c . Pro vy´pocˇet natocˇenı´ osyLpouzˇijeme
vztah
θ =
1
2
arctan

2B
A− C

(47)
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5 SIMD
Soucˇa´stı´ te´to pra´ce je take´ paralelizace pomocı´ vektorovy´ch instrukcı´. Instrukce jsou vyu-
zˇı´va´ny pro urychlenı´ neˇktery´ch cˇa´stı´ ko´du obsazˇeny´ch vmetodeˇ Hog a SVM. Samostatne´
cˇa´stı´ ko´du, ktere´ byly urychleny spolu s grafy, jsou prezentova´ny v kapitole testy a experi-
menty. Tato kapitola se skla´da´ z neˇkolika podkapitol. Nejprve bude uvedena podkapitola,
ktera´ se zaby´va´ za´kladnı´m rozdeˇlenı´m paralelnı´ch syste´mu˚ podle Flynnovy klasifikace.
Dalsˇı´ cˇa´st se bude veˇnovat vy´voji od instrukcı´ MMX azˇ po nejnoveˇjsˇı´ AVX. V te´to cˇa´sti
bude take´ zobrazen ko´d s instrukcemi (assembler), ktere´ vygeneruje kompila´tor v rezˇimu
release a debug.
5.1 Flynnova klasifikace
Vstupem mnoha algoritmu˚ mu˚zˇou by´t velice rozsa´hla´ data, nad ktery´mi je nutne´ pro-
ve´st mnohdy velice na´rocˇny´ vy´pocˇet. Veˇtsˇina aplikacı´ je sestavena pro beˇh v real-time
prostrˇedı´, kde je kladen du˚raz na sestavenı´ efektivnı´ho ko´du, ktery´ bude umeˇt pocˇı´tat s
takto velky´mi daty. Ve veˇtsˇineˇ prˇı´padu jsou algoritmy urychlova´ny pomocı´ paralelizace,
kde jsou vyuzˇı´va´ny vsˇechny ja´dra (procesory), ktery´m pocˇı´tacˇ disponuje. Takto sestaveny´
algoritmus doka´zˇe prˇine´st velke´ urychlenı´. Prˇed samotnou paralelizacı´ je nutne´ jesˇteˇ al-
goritmus optimalizovat tak, aby poda´val nejveˇtsˇı´ vy´kon v ra´mci jednoho ja´dra. Takova´
optimalizace mu˚zˇe by´t provedena vyuzˇitı´m vektorove´ho procesoru nebo vektorove´ho
pocˇı´tacˇe vyuzˇitı´m vektorovy´ch instrukcˇnı´ch sad.
Podle Flynnovy klasifikace [19] lze paralelnı´ syste´my rozdeˇlit do neˇkolika skupin.
1. SISD – oznacˇuje skupinu, kdy data jsou zpracova´va´na se´rioveˇ podle jednoho pro-
gramu.
2. MIMD – jedna´ se o vı´ceprocesorovy´ syste´m, kde kazˇdy´ procesor zpracova´va´ jiny´
program nad ru˚zny´mi daty.
3. SPMD– vsˇechny procesory vykona´vajı´ stejny´ program, ale jsou navza´jem neza´visle´.
4. SIMD – vsˇechny procesory pracujı´ nad jednı´m programem se stejnou instrukcı´, ale
nad ru˚zny´mi daty.
5. MSIMD– jedna´ se o neˇkolik neza´visly´ch SIMD. Jednotlive´ podsyste´my zpracova´vajı´
svu˚j program.
Kategorie SISD je oznacˇova´na za nejjednodusˇsˇı´ implementaci procesoru˚ z technicke´ho
hlediska, tak i jednoduchy´mi na´roky na prˇekladacˇ a programa´tora. Do te´to kategorie
mu˚zˇeme zarˇadit mikroprocesory s architekturou CISC a RISC. Princip je zalozˇen na
sekvencˇnı´m nacˇı´ta´nı´ instrukcı´ z pameˇti a sekvencˇnı´m prova´deˇnı´ dany´ch instrukcı´. Dı´ky
tomu je tato architektura z hlediska rychlosti nedostatecˇna´. Pro zvy´sˇenı´ rychlosti se zde
vyuzˇı´va´ instrukcˇnı´ pipeline, pro dosazˇenı´ zpracova´nı´ instrukce alesponˇ za jeden takt.
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Obra´zek 23: Princip SISD instrukce
KategorieMIMD k dosazˇenı´ paralelismu vyuzˇı´va´ vı´ce procesoru˚ narozdı´l od katego-
rie SISD. Kazˇdy´ procesor pakmu˚zˇe vykona´vat ru˚zne´ cˇa´sti ko´du s ru˚zny´mi daty neza´visle
na sobeˇ. Tato kategorie je da´le rozlisˇova´na podle typu pameˇti na sdı´lenou a distribu-
ovanou. Sdı´leny´ pameˇt’ovy´ model vyuzˇı´va´ pro vsˇechny procesory globa´lnı´ pameˇt’, ke
kterou majı´ prˇı´stup vsˇechny procesory. To mu˚zˇe mı´t za na´sledek degradaci vy´konu prˇi
prˇı´stupu procesoru na stejne´ pameˇt’ove´ mı´sto. Narozdı´l od sdı´lene´ho pameˇt’ove´ho mo-
delu u distribuovane´ho pameˇt’ove´ho modelu kazˇdy´ procesor vyuzˇı´va´ ke sve´ cˇinnosti
svou soukromou pameˇt’a nelze tedy prˇistupovat prˇı´mo k pameˇti jine´ho procesoru. Data
pameˇti dane´ho procesoru jsou dostupne´ pro jine´ procesory pouze pomocı´ komunikace
mezi procesory pomocı´ tzv. zpra´v. Nevy´hoda u te´to implementace je cˇasove´ na´rocˇneˇjsˇı´
prˇenos dat z jednoho procesoru na druhy´. Z pohledu programa´tora je sdı´leny´ pameˇt’ovy´
model jednodusˇsˇı´ k implementaci programu.
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Obra´zek 24: Princip MIMD instrukce
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Do kategorie SIMD instrukcı´ lze zarˇadit takove´ architektury, ktere´ pomocı´ jedne´ in-
strukce doka´zˇe zpracovat najednou vı´ce dat. Narozdı´l od kategorieMIMD zde nedocha´zı´
ke skutecˇne´mu paralelismu (vı´ce procesu˚ zpracovany´ch najednou), ale pouze datove´mu
paralelismu (pouze jeden proces v dany´ cˇas). Pro prˇı´klad instrukcˇnı´ sada MMX doka´zˇe
pomocı´ jedne´ instrukce secˇı´st vektor o velikosti osmi osmibitovy´ch nebo cˇtyrˇ sˇestna´ctibi-
tovy´ch hodnot. Takova´ paralelizace mu˚zˇe prˇine´st znacˇne´ urychlenı´ ko´du. Naprˇı´klad prˇi
pra´ci s barevny´m obra´zkem lze nacˇı´st a zpracovat vsˇechny kana´ly pixelu najednou. Za´ro-
venˇ vsˇak prˇina´sˇı´ mnoho nevy´hod, jak z pohledu programa´tora, kde je nutne´ prˇizpu˚sobit
algoritmus pro vyuzˇitı´ vektorovy´ch operacı´, tak z technicke´ho hlediska.
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Obra´zek 25: Princip SIMD instrukce
Tato klasifikace prˇina´sˇı´ mnohonedostatku˚. Kromeˇ zvy´sˇene´ spotrˇebeˇ elektricke´ energie
kvu˚li implementaci novy´ch registru˚, tak i prˇi programova´nı´ teˇchto instrukcı´ je nutne´ da´vat
pozor na mnoho veˇcı´, ktere´ mu˚zˇou by´t velmi omezujı´cı´.
• Data musı´ by´t v poli podle vyuzˇı´vane´ instrukcˇnı´ sady spra´vneˇ zarovnana´.
• Pro vyuzˇı´va´nı´ instrukcı´ je nutny´ prˇesun do vektorovy´ch registru˚. Tato operacemu˚zˇe
by´t v neˇktery´ch prˇı´padech velmi neefektivnı´.
• Instrukcˇnı´ sady neobsahujı´ vsˇechny instrukce potrˇebne´ pro beˇh algoritmu.
5.2 Vy´voj SIMD
Jednı´m z prvnı´ch superpocˇı´tacˇu˚ s vektorovy´m procesorem byl CDC Star 100 prˇedstaven
roku 1964. Superpocˇı´tacˇ CDC Cyber 205, ktery´ vycha´zel z CDC Star 100, byl typu pameˇt’-
pameˇt’ (tento typ vektorove´ho procesoru neobsahoval vektorove´ registry, proto nacˇı´ta´nı´
a na´sledne´ ukla´da´nı´ bylo realizova´no z pameˇti do pameˇti, cozˇ meˇlo za na´sledek mensˇı´
zpozˇdeˇnı´ pro vykona´nı´ operace) a jeho prvnı´ verze byla zkonstruova´na roku 1981. Dalsˇı´ z
u´speˇsˇny´ch rˇad vektorovy´ch superpocˇı´tacˇu˚ byly pocˇı´tacˇe CRAY. Prvnı´ pocˇı´tacˇ byl uveden
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roku 1976 a nesl na´zev CRAY – 1. Tento pocˇı´tacˇ stejneˇ jako CDC Cyber 205 podporoval
operace typu scatter-gather (tyto operace dovolovaly vybrat z vektoru jen cˇa´st prvku˚, se
ktery´mi byla na´sledneˇ provedena operace) a jako prvnı´ podporoval rˇeteˇzenı´ instrukcı´. V
dalsˇı´ch letech docha´zelo k vyda´va´nı´ novy´ch verzı´ pocˇı´tacˇu˚ CRAY, u ktery´ch docha´zelo k
vylepsˇova´nı´ a zrychlova´nı´ operacı´.
Prvnı´ instrukcˇnı´ sada pro desktopove´ pocˇı´tacˇe se nazy´vala MMX a byla vyda´na roku
1996 firmou Intel. Tato sada byla urcˇena pouze pro procesory typu x86 a prvnı´ procesor,
ktery´ meˇl tuto sadu implementovanou, meˇl na´zev Pentium P55C. Instrukce v te´to sadeˇ
doka´zaly prova´deˇt aritmeticke´ a bitove´ operace s celocˇı´selny´mi operandy. Doka´zala vsˇak
take´ zvla´dat operace s pevnou rˇadovou cˇa´rkou. Nejveˇtsˇı´m proble´mem s na´vrhem te´to
instrukcˇnı´ sady byl s registry a tı´m nutnostı´ zvy´sˇit pocˇet registru˚ a plochu cˇipu. Tento
proble´m byl vyrˇesˇen vyuzˇitı´m registru, ktere´ byly vyuzˇı´va´ny matematicky´m koproceso-
rem.
Na instrukcˇnı´ saduMMX zacˇala reagovat konkurencˇnı´ firma AMD a vytvorˇila novou
instrukcˇnı´ sadu 3DNow. Tato sada vycha´zı´ ze instrukcˇnı´ sady MMX a hlavnı´ prˇednostı´
je mozˇnost pracovat s plovoucı´ rˇadovou cˇa´rkou i s vyuzˇitı´m pu˚vodnı´ch MMX registru˚.
Toho bylo mozˇne´ dosa´hnout ulozˇenı´m 32bitovy´ch cˇı´sel s plovoucı´ rˇadovou cˇa´rkou do
64 bitove´ho registru MMX. Kromeˇ novy´ch datovy´ch typu˚ prˇibyly take´ nove´ instrukce
pracujı´cı´ jak s celocˇı´selny´mi hodnotami tak s plovoucı´ rˇadovou cˇa´rkou [20].
Instrukcˇnı´ sady MMX a 3DNow byly vyra´beˇny vzˇdy spolecˇnostı´ jedne´ firmy. Prˇı´chod
nove´ instrukcˇnı´ sady SSE znamenal spolupra´ci dvou firem Intel a AMD. Nejveˇtsˇı´ novin-
kou te´to sady je nova´ sada registru˚, u ktery´ch byla zveˇtsˇena kapacita z 64 bitu˚ (MMX,
3DNow) na 128 bitu˚. Prˇibyly take´ nove´ instrukce zejme´na pro pra´ci s novy´mi registry.
Dosud bylo mozˇne´ pracovat s instrukcemi, ktere´ podporovaly jen cela cˇı´sla nebo plo-
voucı´ rˇadovou cˇa´rkou s jednoduchou prˇesnostı´. Prˇelom prˇisˇel s instrukcˇnı´ sadou SSE2,
ktera´ dovolovala pracovat s plovoucı´ rˇadovou cˇa´rkou s dvojitou prˇesnostı´ (double). To
sebou prˇineslo vznik novy´ch instrukcı´, vyuzˇı´vajı´cı´ pra´veˇ cˇı´sla typu double a instrukce,
ktere´ umozˇnˇovala konverzi tohoto datove´ho typu. V roce 2004 byly na trh uvedeny nove´
procesory s podporou instrukcˇnı´ sady SSE3. Nejveˇtsˇı´ novinkou te´to sady je mozˇnost pra-
covat s registry horizonta´lnı´m zpu˚sobem a umozˇnila tak secˇı´st hodnoty v ra´mci jednoho
registru. Nejnoveˇjsˇı´ instrukcˇnı´ sada, ktera´ byla poprve´ plneˇ podporova´na na procesorech
Sandy Bridge, nese na´zev AVX. Hlavnı´ zmeˇnou oproti prˇedchozı´m sada´m je nova´ sada
registru˚, ktera´ je zveˇtsˇena na dvojna´sobnou velikost proti SSE na 256 bitu˚. Noveˇ byla take´
prˇida´na mozˇnost trˇetı´ho operandu u instrukcı´ a tı´m je mozˇne´ ulozˇit vy´sledek operace
do nove´ho registru. U starsˇı´ch instrukcˇnı´ch sad bylo realizova´no naprˇı´klad scˇı´ta´nı´ dvou
cˇı´sel zpu˚sobem a = a+ b u AVX je mozˇne´ prove´st scˇı´ta´nı´ s ulozˇenı´m do nove´ho registru
zpu˚sobem c = a + b. Rozsˇı´rˇenı´ registru˚ prˇineslo take´ vznik novy´ch instrukcı´ pracujı´cı´ch
s 256 bity.
Vyuzˇı´va´nı´ teˇchto instrukcˇnı´ sad v programu mu˚zˇe v za´vislosti na pouzˇite´ instrukcˇnı´
sadeˇ neˇktere´ algoritmy za´sadneˇ urychlit. Spra´vne´ navrzˇenı´ algoritmu mu˚zˇe umozˇnit
kompila´toru prˇeklad z vysˇsˇı´ho programovacı´ho jazyku do jazyka strojove´ho s vyuzˇi-
tı´m instrukcı´ SIMD bez nutnosti za´sahu programa´tora. Nejvy´znamneˇjsˇı´ uplatneˇnı´ teˇchto
instrukcı´ se nasˇlo v audio a video kodecı´ch, v grafice (raytracing) nebo ve zpracova´nı´
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Obra´zek 26: Uka´zka zrychlenı´ pomocı´ MMX instrukcı´ na ru˚zny´ch prˇı´kladech
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Obra´zek 27: Princip MULPS instrukce
obrazu. V kapitole (7.3) jsou zobrazeny experimenty s instrukcˇnı´ sadou SSE a AVX. Ve
vy´pisu zdrojove´hoko´du je videˇt vy´stupkompila´torupo zkompilova´nı´ skala´rnı´ho soucˇinu
v debug a release rezˇimu. Jak lze z vy´pisu videˇt, release rezˇim poskytnul po zkompilo-
va´nı´ dle ocˇeka´va´nı´ mnohem lepsˇı´ vy´sledky, proto vy´sledne´ testy budou probı´hat pra´veˇ v
tomto rezˇimu. Vy´pis zdrojove´ho ko´du v jazyce assembler take´ poskytuje mozˇnost videˇt
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vyuzˇitı´ SSE instrukcı´. Instrukce MOVAPS slouzˇı´ pro prˇesun 128 - bitu˚ z hlavnı´ pameˇti
do specia´lnı´ho 128 - bitove´ho registru XMM0. Instrukce MULPS a ADDPS slouzˇı´ pro
vyna´sobenı´ respektive secˇtenı´ dvou 128 - bitovy´ch registru˚.
mov eax,dword ptr [k] movaps xmm1,xmmword ptr [edx+eax]
mov ecx,dword ptr [ebp−0ACh] mulps xmm1,xmmword ptr [eax]
movaps xmm0,xmmword ptr [ecx+eax∗4] add eax,10h
movaps xmmword ptr [ebp−210h],xmm0 addps xmm2,xmm1
movaps xmm0,xmmword ptr [ebp−210h] dec ecx
movaps xmmword ptr [X],xmm0
mov eax,dword ptr [k]
mov ecx,dword ptr [features]
movaps xmm0,xmmword ptr [ecx+eax∗4]
movaps xmmword ptr [ebp−1F0h],xmm0
movaps xmm0,xmmword ptr [ebp−1F0h]
movaps xmmword ptr [Y],xmm0
movaps xmm0,xmmword ptr [X]
mulps xmm0,xmmword ptr [Y]
movaps xmmword ptr [ebp−1D0h],xmm0
movaps xmm0,xmmword ptr [ebp−1D0h]
movaps xmmword ptr [X],xmm0
movaps xmm0,xmmword ptr [X]
addps xmm0,xmmword ptr [Z]
movaps xmmword ptr [ebp−1B0h],xmm0
movaps xmm0,xmmword ptr [ebp−1B0h]
movaps xmmword ptr [Z],xmm0
Vy´pis 1: Cˇa´st vy´pisu skala´rnı´ho soucˇinu. Na leve´ pu˚lce jsou instrukce vygenerovane´ v
debug rezˇimu na prave´ v release rezˇimu
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6 Implementace
Hlavnı´m cı´lem te´to pra´ce byla implementace metody Hog pro detekci rukou. V te´to
kapitole se pokusı´m shrnout neˇktere´ du˚lezˇite´ body implementace, ktere´ vedly k vytvorˇenı´
a vylepsˇenı´ cele´ aplikace. Nad ra´mec te´to pra´ce byly v teoreticke´ cˇa´sti prˇedstaveny take´
neˇktere´ metody pro sledova´nı´ objektu˚. Za´kladnı´ body implementace dvou vybrany´ch
algoritmu˚ (MeanShift a CamShift) budou zde take´ uvedeny. Z du˚vodu zjednodusˇenı´
teˇchto sledovacı´ch algoritmu˚ jsem se rozhodl tyto algoritmy implementovat v jazyce C#.
MetodaHogvsˇak byla podle zada´nı´ pra´ce vytvorˇenav jazyceC++ svyuzˇitı´mvektorovy´ch
instrukcı´. V ra´mci aplikace byla take´ vyuzˇita knihovna OpenCV pro za´kladnı´ operace s
manipulacı´ se vstupnı´m obra´zkem (nacˇı´ta´nı´, normalizace). Pro operaci s obra´zky v jazyce
C# byla vybra´na knihovna EmguCV, ktera´ je pouhy´mwrapperem nad knihovnouOpenCV.
6.1 Implementace HOG
V teoreticke´ cˇa´sti te´to pra´ce byly prˇedstaveny neˇktere´ du˚lezˇite´ poznatky, ktere´ jsou pod-
statne´ pro implementaci cele´ te´to pra´ce. Jak uzˇ bylo zmı´neˇno v teoreticke´ cˇa´sti, tak za´-
kladnı´ mysˇlenou cele´ho algoritmu je popsat obra´zek pomocı´ gradientu˚ hran. K tomuto
popisu jsou du˚lezˇite´ dva vztahy pro smeˇr gradientu (10) a pro velikost gradientu (11).
Vy´sledky teˇchto vztahu˚ budou slouzˇit pro sestavenı´ cele´ho histogramu. Cely´ popis jak
probı´ha´ sestavenı´ vy´sledne´ho histogramu je uveden v podkapitole (Popis metody Hog).
Pro orientaci zde uvedu jenom za´kladnı´ kroky implementace algoritmu Hog:
1. Prˇedzpracova´nı´ obrazu
2. Vy´pocˇet gradientu˚ jednotlivy´ch pixelu˚
3. Vy´pocˇet u´hlu a velikosti gradientu
4. Umı´steˇnı´ jednotlivy´ch gradientu do histogramu jednotlive´ mrˇı´zˇky podle velikosti
u´hlu a inkrementace dane´ pozice histogramu o velikost gradientu
5. Normalizaci skupiny mrˇı´zˇek
6. Seskupenı´ vsˇech histogramu˚ do jednoho a na´sledna´ klasifikace
Cely´ algoritmus je pomeˇrneˇ prˇı´mocˇary´ a nelze v neˇm najı´t mnoho zpu˚sobu jak jej
urychlit. Prvnı´ krok cele´ho algoritmu je prova´deˇn pomocı´ knihovny OpenCV. Obra´zek
je nacˇten pomocı´ funkce cvLoadImage. Pote´ je prˇeveden do jedno-kana´love´ho rezˇimu a
na´sledneˇ je normalizova´n do rozsahu od 0-255 pomocı´ funkce cvNormalize. Na´sledujı´cı´
krok vy´pocˇtu˚ gradientu˚ je tedy prova´deˇn na cˇernobı´le´m a normalizovane´m obra´zku. Vy´-
pocˇet gradientu je prova´deˇn pomocı´ filtru (vztah 12). Vy´pocˇet podle zmı´neˇne´ho vztahu je
jednoduchy´ a prˇina´sˇı´ dobre´ vy´sledky. V aplikacı´ch pro detekci hran je vyuzˇı´va´n nejcˇasteˇji
vy´pocˇet gradientu pomocı´ Sobelova opera´toru (8), ale z du˚vodu na´rocˇneˇjsˇı´ho vy´pocˇtu a
stejne´ kvality detekce bylo lepsˇı´ zvolit me´neˇ na´rocˇny´ vy´pocˇet. Provedenı´ kroku˚ 2, 3 a 4 na-
bı´zı´ pomeˇrneˇ lehky´ zpu˚sob vy´razne´ho zrychlenı´ vy´pocˇtu prˇı´znaku˚. Jak uzˇ bylo zmı´neˇno v
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teoreticke´ cˇa´sti pro detekci rukou v obraze je nutne´ prozkoumat pomeˇrneˇ velke´ mnozˇstvı´
oken v obraze, ktera´ se navza´jem prˇekry´vajı´. Da´le bylo take´ zmı´neˇno, zˇe bloky se mu˚zˇou
prˇekry´vat, cozˇ znamena´, zˇe jedna´ mrˇı´zˇka je pouzˇita v neˇkolika blocı´ch. Sˇpatny´ na´vrh
algoritmu by mohl znamenat pomeˇrneˇ cˇaste´ pocˇı´ta´nı´ histogramu stejne´ mrˇı´zˇky v neˇko-
lika ru˚zny´ch oknech nebo blocı´ch. Z tohoto du˚vodu je nutne´ prˇedzpracovat si vy´pocˇet
histogramu˚ v jednotlivy´ch mrˇı´zˇka´ch a v ru˚zny´ch detekcˇnı´ch oknech a blocı´ch vyuzˇı´vat
pra´veˇ tyto prˇedzpracovane´ data. K ulozˇenı´ teˇchto informacı´ je v programu vytvorˇeno
trojrozmeˇrne´ pole, kde osy x a y oznacˇujı´ pozici mrˇı´zˇky. Histogram, ktery´ je vytvorˇen z
dat zı´skany´ch ze vztahu˚ (10) (11), je ulozˇen na ose z prˇı´slusˇne´ x a y sourˇadnice. Pro lepsˇı´
prˇedstavu je princip prˇedzpracova´nı´ zobrazen na obra´zku (28).
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Obra´zek 28: Princip ulozˇenı´ informacı´ do trˇı´rozmeˇrne´ho pole
Kromeˇ jizˇ zmı´neˇne´ho urychlenı´ byla tato cˇa´st prˇevedena take´ do vektorovy´ch in-
strukcı´. V te´to cˇa´sti jsem se prˇi implementaci vektorovy´ch instrukcı´ poty´kal pouze s jed-
nou malou z mnoha neprˇı´jemnostmi, ktere´ byly uvedeny v kapitole SIMD. Pro vy´pocˇet
smeˇru gradientu˚ je potrˇeba vyuzˇı´vat instrukci atan2, ktera´ ovsˇem nenı´ implementova´na v
instrukcˇnı´ sadeˇ SSE ani AVX. Z tohoto du˚vodu bylo nutne´ vytvorˇit vlastnı´ implementaci
te´to instrukce v instrukcˇnı´ sadeˇ SSE. Algoritmus pro vy´pocˇet funkce atan2 byl prˇezvat
ze zdroje [21]. Hlavnı´m krokem v prˇevodu z klasicky´ch do vektorovy´ch instrukcı´ funkce
atan2 byla nutnost odstranit rozhodovacı´ instrukce if a else, ktere´ by v prˇevodu do vek-
torovy´ch instrukcı´ znamenaly velky´ proble´m. Pote´ uzˇ stacˇilo pouze nahradit klasicke´
instrukce vektorovy´mi instrukcemi (funkcemi).
Dalsˇı´m krokem v algoritmu Hog je nutnost normalizace jednotlivy´ch mrˇı´zˇek. V te´to
pra´ci jsou implementovane´ dveˇ normalizacˇnı´ techniky L1-norm(14) a L2-hys(16). V ka-
pitole Testy a experimenty byla vyuzˇita k testova´nı´ normalizace pouze L2-norm, protozˇe
poda´vala lepsˇı´ vy´sledky podle [10] a vlastnı´ho testova´nı´. Tato normalizace byla take´
pomocı´ vektorovy´ch instrukcı´ urychlena a otestova´na spolu se zı´ska´vanı´ prˇı´znaku˚ v ka-
pitole Testy a experimenty. V prˇevodu do vektorovy´ch instrukcı´ nastal nejveˇtsˇı´ proble´m
prˇi velikosti pole, ktere´ nebylo deˇlitelne´ cˇtyrˇmi nebo osmi. Z toho du˚vodu musela by´t
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poslednı´ cˇa´st dane´ho pole vypocˇı´ta´na pomocı´ klasicky´ch instrukcı´, cozˇ zpu˚sobilo vetsˇı´
rezˇii a tudı´zˇ veˇtsˇı´ cˇasovou na´rocˇnost. Poslednı´m krokem cele´ho algoritmu je sesbı´ra´nı´
vsˇech normalizovany´ch histogramu˚ do jednoho a jeho na´sledna´ klasifikace pomocı´ SVM.
Klasifikace pomocı´ SVM byla v ra´mci te´to pra´ce take´ implementova´na a urychlena´ po-
mocı´ instrukcı´ SSE a AVX. V podkapitole SVM byly popsa´ny ru˚zne´ vztahy pro nalezenı´
linea´rnı´ho oddeˇlovacˇe. V ra´mci te´to pra´ce jsem zkousˇel dveˇ ja´drove´ funkce linea´rnı´ (28)
a RBF (30), ale v testova´nı´ byla vyuzˇita pouze funkce linea´rnı´, ktera´ poda´vala podobne´
vy´sledky jako funkce RBF.
6.2 Implementace MeanShift a CamShift
Teoreticka´ cˇa´st zaby´vajı´cı´ se sledova´nı´m objektu˚ popisuje neˇkolik metod vhodny´ch ke
sledova´nı´ ruky. V te´to cˇa´sti byly zmı´neˇne´ take´ du˚vody procˇ je vhodne´ ke sledova´nı´
ruky vyuzˇı´t metody, ktere´ nezkoumajı´ tvar objektu˚, ale zaby´vajı´cı´ se barvou dane´ho
objektu. Da´le jsou v teoreticke´ cˇa´sti uvedeny teoreticke´ poznatky, ktere´ jsou nezbytne´
pro implementaci. Nad ra´mec te´to pra´ce jsem tedy implementoval algoritmy MeanShift
a Camshift, ktere´ jsou na´sledneˇ otestova´ny v kapitole Testy a experimenty. Algoritmus
teˇchto metod je pomeˇrneˇ prˇı´mocˇary´ a nenasˇel jsem v neˇm mı´sta, ktera´ by stejneˇ jak u
metody Hog nabı´zela mozˇnosti urychlenı´. Proto dalsˇı´ text bude popisovat du˚lezˇite´ cˇa´sti
programu ve spojitosti s teoriı´.
Za´kladem cele´ho algoritmu Meanshift je trˇı´daMeanShift, kde jejı´ metoda Track (pseu-
doko´d (2)) je hlavnı´ metoda te´to trˇı´dy a prova´dı´ konvergenci dane´ho sledovacı´ho okna.
Da´le program obsahuje trˇı´duHistogram, ktera´ obsahuje vesˇkere´ metody pro pra´ci s histo-
gramem.Nejdu˚lezˇiteˇjsˇı´ soucˇa´stı´ trˇı´dyHistogram jsoumetody pro vy´pocˇet histogramu. Pro
pra´ci s metodou MeanShift jsou du˚lezˇite´ dveˇ metody pro vy´pocˇet histogramu CreateHis-
togram a CreateHistogramKernel. Prvnı´ zmı´neˇna´ metoda vypocˇı´ta´va´ histogram na za´kladeˇ
vztahu (33). Druha´metoda obsahuje vy´pocˇet, kde jednotlive´ pixely jsou jesˇteˇ ohodnoceny
pomocı´ kernel funkce. Do te´to metody jsme vybral vy´pocˇet pomocı´ Epanechnikova ker-
nelu (43) (pro prˇipomenutı´ kernel zajisˇt’uje vetsˇı´ va´hu pro pixely uprostrˇed okna). V ra´mci
testova´nı´ a porovna´va´nı´ s metodou Camshift jsem zvolil vy´pocˇet histogramu pra´veˇ po-
mocı´ metody CreateHistogramKernel, ktery´ by z du˚vodu˚ zmı´neˇny´ch v teoreticke´ cˇa´sti meˇl
poskytovat lepsˇı´ vy´sledky. Nezbytnou trˇı´dou pro algoritmus Meanshift je trˇı´daMoment a
jejı´ metoda GetMoments, ktera´ prˇijı´ma´ dva histogramy (histogram vytvorˇeny´ na za´kladeˇ
nalezene´ho objektu a histogram noveˇ posunute´ho okna) a vracı´ strukturu MomentData,
ktera´ obsahuje vypocˇı´tane´ jednotlive´ momenty.
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Vstup: Cilovy histogram, pozice okna (X,Y,W,H), min dist, max iter
Vystup: Nova pozice okna
do
{
Vypocitej kandidatni histogram
Vypocitej momenty M10, M01 a M00
Xc = M10 / M00 a Yc = M01 / M00
Nastav stred okna na pozici Xc a Yc
vzdalenost = vzdalenost oken(X,Y,Xc,Yc)
}while(vzdalenost > min dist && iter < max iter)
Vy´pis 2: Pseudoko´d algoritmu Meanshift
Metoda Track (pseudoko´d (2)) vyuzˇı´va´ vsˇechny tyto trˇı´dy a jejich funkce pro konver-
genci okna do mı´sta sledovane´ho objektu. Vstupemmetody Track je odkaz na histogram,
ktery´ je vypocˇten pomocı´ funkce CreateHistogramKernel. Hlavnı´m bodem metody Track je
cyklus, ktery´ prova´dı´ konvergenci dane´ho okna do mı´sta sledovane´ho objektu. Na za-
cˇa´tku cyklu je proveden vy´pocˇet histogramu noveˇ vypocˇı´tane´ pozice okna a na za´kladeˇ
vstupnı´ho a noveˇ zı´skane´ho histogramu jsou vypocˇı´ta´ny jednotlive´ momenty (M10, M01
a M00), ktere´ urcˇı´ vy´sledny´ strˇed okna. Tento cyklus je prova´deˇn tak dlouho dokud je
vzda´lenost oken veˇtsˇı´ nezˇ minima´lnı´ vzda´lenost nebo nenı´ prˇekrocˇen pocˇet iteracı´.
Vstup: Pravdepodobnostni obraz, pozice okna (X,Y,W,H), min dist, max iter
Vystup: Nova pozice okna
do
{
Vypocitej kandidatni histogram
Vypocitej momenty M10, M01 a M00 z pravdepodobnostni obraz
Xc = M10 / M00 a Yc = M01 / M00
Nastav stred okna na pozici Xc a Yc
vzdalenost = vzdalenost oken(X,Y,Xc,Yc)
}while(vzdalenost > min dist && iter < max iter)
Adaptuj velikost okna
Vy´pis 3: Pseudoko´d algoritmu Camshift
Hlavnı´ zmeˇnou oproti algoritmu Meanshift je v algoritmu CamShift vy´pocˇet pravdeˇ-
podobnostnı´ho obrazu, ktery´ probı´ha´ ve trˇı´deˇ CamShift. Tento vy´pocˇet je ze vsˇech cˇa´sti
programu nejna´rocˇneˇjsˇı´, proto alesponˇ zde byla zvolena mozˇnost pro jednoduchou para-
lelizaci. Pro vy´pocˇet algoritmu Camshift byla trˇı´daMoment rozsˇı´rˇena´ o vy´pocˇet momentu˚
pomocı´ pravdeˇpodobnostnı´ho obrazu (kapitola Camshift). Narozdı´l od algoritmu Mean-
shift je v metodeˇ Track po konvergenci okna do mı´sta sledovane´ho objektu provedena
adaptace velikosti okna. Cely´ algoritmus je oproti teˇmto zmeˇna´m totozˇny´ s algoritmem
MeanShift.
37
7 Testy a experimenty
Tato cˇa´st pra´ce bude veˇnova´na vy´sledku˚m implementacı´ jednotlivy´ch kapitol popsany´ch
vy´sˇe. Prvnı´ cˇa´st je veˇnova´na testu˚m metody Hog. Srovna´va´ ru˚zne´ nastavenı´ detekcˇ-
nı´ho okna a porovna´va´ dosazˇene´ vy´sledky vlastnı´ implementace s implementacı´ pomocı´
OpenCV knihovny. Da´le je v te´to cˇa´sti popsa´na metodika pro testova´nı´ jednotlivy´ch me-
tod. Dalsˇı´ cˇa´st te´to kapitoly je veˇnova´na porovna´va´nı´ implementace metod pro sledova´nı´
objektu˚ MeanShift a CamShift. Pro porovna´nı´ vy´sledku˚ te´to cˇa´sti bylo nutne´ take´ prove´st
manua´lnı´ oznacˇenı´ strˇedu sledovane´ho objektu, proto zde mu˚zˇou videˇt male´ odchylky, i
kdyzˇ sledova´nı´ probı´halo v porˇa´dku. Vy´sledky sledova´nı´ objektu˚ jsou vyneseny do grafu,
ktery´ zobrazuje informace o skutecˇne´ a nalezene´ pozici objektu. Poslednı´ podkapitolou v
te´to cˇa´sti je porovna´nı´ vy´sledku˚ urychlenı´ pomocı´ specia´lnı´ch instrukcı´ SSE a AVX. Tato
cˇa´st je rozdeˇlena na neˇkolik u´seku˚. Prvnı´ u´sek zkouma´ mozˇnosti urychlenı´ extrakci prˇı´-
znaku˚. Dalsˇı´ u´sek zobrazuje vy´sledky pro urychlenı´ samotne´ klasifikace pomocı´ metody
SVM. Nakonec je zde zobrazen graf, ktery´ zobrazuje urychlenı´ cele´ho algoritmu Hog a
SVM.
7.1 Hog
V te´to podkapitole budou prezentova´ny vy´sledky detekce rukou pomocı´ metody Hog.
Jelikozˇ cı´lem te´to pra´ce nebylo vytvorˇit detektor, pracujı´cı´ v komplexnı´m prostrˇedı´, ale
zameˇrˇit se pouze na konkre´tnı´ prostrˇedı´, proto tre´novacı´ a testovacı´ snı´mky jsou porˇı´zeny
z jednoho prostrˇedı´.
Pro tre´novanı´ detektoru byl vytvorˇen vlastnı´ dataset obra´zku˚, ktery´ obsahuje 689 posi-
tivnı´ch a 2500 negativnı´ch obra´zku˚ o rozmeˇrech 64x128 a 96x128 pixelu˚. Positivnı´ obra´zky
zachycujı´ v poprˇedı´ ruku v ru˚zny´ch poloha´ch. Pozadı´ teˇchto obra´zku˚ je tvorˇeno ru˚zny´mi
cˇa´stmi dane´ho prostrˇedı´. Pro testova´nı´ byly vytvorˇeny dveˇ kolekce obra´zku. Prvnı´ ko-
lekce obsahuje objekty (ruce), ktere´ se hodneˇ podobajı´ obra´zku˚m vytvorˇeny´m v tre´novacı´
sadeˇ. Druha´ kolekce obsahuje positivnı´ obra´zky, ktere´ jsou sice ze stejne´ho prostrˇedı´, ale
podobnost obra´zku˚ z tre´novacı´ sady je hodneˇ vzda´lena´. Negativnı´ obra´zky te´to kolekce
jsou vytvorˇeny v u´plneˇ odlisˇne´m prostrˇedı´, nezˇ v jake´m byly zı´skane´ tre´novacı´ obra´zky.
V kapitole popisujı´cı´ metodu Hog byl popsa´n algoritmus, ve ktere´m byly popsa´ny
mozˇnosti ru˚zne´ho nastavenı´ pro zı´ska´nı´ prˇı´znaku˚. Toto nastavenı´ bude prˇedmeˇtem zkou-
ma´nı´ ve vy´sˇe popsany´ch kolekcı´ch testovacı´ch obra´zku˚. Kromeˇ vlastnı´ implementace
metody Hog bude testova´na take´ mozˇnost zı´ska´va´nı´ prˇı´znaku ze trˇı´dy HogDescriptor
knihovny OpenCV. U te´to metody se jak pro tre´nova´nı´, tak i pro testova´nı´ vyuzˇı´va´ stejna´
implementace SVM.
Celkova´ u´speˇsˇnost detekce bude pocˇı´ta´na dle vzorce
Acc =
TP + TN
TP + TN + FP + FN
(48)
TP (true positive) oznacˇuje spra´vnou detekci ruky
TN (true negative) oznacˇuje spra´vnou detekci pozadı´
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FP (false positive)oznacˇuje nedetekovanou ruku
FN (false negative) oznacˇuje nedetekovane´ pozadı´
Tabulka (1) obsahuje ru˚zne´ mozˇnosti nastavenı´ detekcˇnı´ho okna. Toto nastavenı´ je
zameˇrˇene´ prˇedevsˇı´m na zmeˇnu velikosti mrˇı´zˇek, normalizovany´ch bloku˚ a pocˇtu binu˚,
ktere´ ze vsˇechmozˇny´ch parametru˚ prˇina´sˇelo nejveˇtsˇı´ zmeˇny detekce rukou. Pro testova´nı´
byla vybrana´ mozˇnost normalizace bloku˚ pomocı´ L2-norm (vztah 16), ktera´ poskytovala
nejlepsˇı´ vy´sledky ze vsˇech uvedeny´ch v kapitole Hog jak podle vlastnı´ho testova´nı´, tak
podle [10]. Tre´nova´nı´ a klasifikace byla testova´na pomocı´ SVM s linea´rnı´m kernelem. Na-
stavova´nı´ ru˚zny´ch kernelu˚ uvedeny´ch v podkapitole SVM neprˇina´sˇelo zˇa´dne´ vy´razneˇjsˇı´
zlepsˇenı´ cˇi zhorsˇenı´ klasifikace.
Tabulka 1: Nastavenı´ parametru˚ detekcˇnı´ho okna
Nastavenı´ parametru˚
Velikost SW Velikost mrˇı´zˇky Velikost bloku Pocˇet binu˚
Konfigurace1 64x128 8x8 4x4 12
Konfigurace2 64x128 8x8 2x2 9
Konfigurace3 64x128 8x8 2x2 12
Konfigurace4 64x128 16x16 2x2 12
Konfigurace5 96x128 8x8 4x4 12
Konfigurace6 96x128 8x8 2x2 9
Konfigurace7 96x128 8x8 2x2 12
Konfigurace8 96x128 16x16 2x2 12
Obra´zek 29: Uka´zky positivnı´ testovacı´ sady prvnı´ kolekce
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Obra´zek 30: Uka´zky negativnı´ testovacı´ sady prvnı´ kolekce
Obra´zek 31: Uka´zky positivnı´ testovacı´ sady druhe´ kolekce
Obra´zek 32: Uka´zky negativnı´ testovacı´ sady druhe´ kolekce
Prvnı´ kolekce (vy´sledky v tabulka´ch (2)(3)) pro testovacı´ u´cˇely obsahovala 82 positiv-
nı´ch a 120 negativnı´ch obra´zku˚. Ve vlastnı´ implementaci metody Hog nejlepsˇı´ vy´sledky
detekce pro prvnı´ kolekci byly dosahova´ny pro konfiguraci 2 a konfiguraci 8. Konfigurace
2 byla prˇevzata od autoru˚ Delal a Trigs, kterˇı´ toto nastavenı´ detekcˇnı´ho okna zkousˇeli pro
detekci osob a prˇinesla jeden z nejlepsˇı´ch vy´sledku˚. U tohoto nastavenı´ je vsˇak veˇtsˇı´ pocˇet
prˇı´znaku˚. To znamena´ delsˇı´ cˇas vy´pocˇtu jak pro zı´ska´nı´, tak i pro vy´slednou klasifikaci
prˇı´znaku˚.
V implementaci OpenCV bylo nejlepsˇı´ch vy´sledku˚ dosazˇeno pro konfiguraci 2 a 4.
Vy´sledky teˇchto konfiguracı´ jsou o neˇco horsˇı´ nezˇ ve vlastnı´ implementaci, ale vy´hodou
je nı´zky´ pocˇet negativnı´ch obra´zku˚ detekovany´ch jako ruka.
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Tabulka 2: Vy´sledky pro kolekci 1
Vy´sledky pro kolekci 1
TP FN FP TN Acc
Konfigurace1 45 37 7 113 0.78
Konfigurace2 71 11 3 117 0.93
Konfigurace3 65 17 3 117 0.9
Konfigurace4 69 13 3 117 0.92
Konfigurace5 34 48 12 108 0.7
Konfigurace6 55 27 6 114 0.83
Konfigurace7 56 26 4 116 0.85
Konfigurace8 72 10 3 117 0.935
Tabulka 3: Vy´sledky pro kolekci 1 (OpenCV)
Vy´sledky pro kolekci 1 (OpenCV)
TP FN FP TN Acc
Konfigurace1 32 50 5 115 0.72
Konfigurace2 42 40 0 120 0.8
Konfigurace3 27 55 1 119 0.72
Konfigurace4 47 35 2 118 0.81
Konfigurace5 11 71 2 118 0.63
Konfigurace6 16 76 1 119 0.66
Konfigurace7 11 71 1 119 0.64
Konfigurace8 15 77 2 118 0.65
Druha´ kolekce (vy´sledky v tabulka´ch (4)(5)) pro testovacı´ u´cˇely obsahovala 65 posi-
tivnı´ch a 117 negativnı´ch obra´zku˚. Tato kolekce na rozdı´l od prvnı´ obsahuje negativnı´
obra´zky porˇı´zene´ z jine´ho prostrˇedı´ nezˇ tre´novacı´ sada. Positivnı´ obra´zky jsou porˇı´zene´
sice ze stejne´ho prostrˇedı´, ale pozadı´ na ktere´m je ruka vyfocena, nenı´ tak cˇasto obsazˇeno
v tre´novacı´ mnozˇineˇ.
Na rozdı´l od prvnı´ kolekce byla jizˇ z vy´sˇe zmı´neˇne´ho du˚vodu mnohem mensˇı´ u´speˇsˇ-
nost klasifikace rukou a take´ veˇtsˇı´ pocˇet negativnı´ch obra´zku bylo oznacˇeno jako ruka.
Nejlepsˇı´ho vy´sledku u vlastnı´ implementace dosahovala konfigurace 3. Tato konfigurace
se lisˇı´ od konfigurace 2, ktera´ byla nejvhodneˇjsˇı´ u prvnı´ kolekce, veˇtsˇı´m pocˇtem binu˚ a
tı´m pa´dem cˇasoveˇ na´rocˇneˇjsˇı´m vy´pocˇtem.
OpenCV implementace prˇina´sˇı´ ve veˇtsˇineˇ prˇı´padu˚ horsˇı´ detekce v jednotlivy´ch konfi-
guracı´ch. Vy´sledky jednotlivy´ch nastavenı´ jsou si hodneˇ podobny a nelze urcˇit jednozna-
cˇne´ho vı´teˇze. Konfigurace 6 vsˇak prˇinesla nejlepsˇı´ pomeˇr mezi u´speˇsˇnou detekcı´ rukou a
detekcı´ pozadı´.
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Tabulka 4: Vy´sledky pro kolekci 2
Vy´sledky pro kolekci 2
TP FN FP TN Acc
Konfigurace1 21 44 22 95 0.64
Konfigurace2 16 49 11 106 0.67
Konfigurace3 22 43 10 107 0.712
Konfigurace4 23 42 29 88 0.61
Konfigurace5 25 40 29 88 0.62
Konfigurace6 13 52 6 111 0.68
Konfigurace7 16 49 6 111 0.7
Konfigurace8 25 40 27 90 0.63
Tabulka 5: Vy´sledky pro kolekci 2 (OpenCV)
Vy´sledky pro kolekci 2 (OpenCV)
TP FN FP TN Acc
Konfigurace1 24 41 30 87 0.61
Konfigurace2 21 44 22 95 0.64
Konfigurace3 20 45 21 96 0.64
Konfigurace4 23 42 23 94 0.64
Konfigurace5 22 43 23 94 0.64
Konfigurace6 23 42 19 98 0.66
Konfigurace7 13 52 12 105 0.65
Konfigurace8 20 45 34 83 0.56
7.1.1 Shrnutı´ vy´sledku˚
Vy´hodou metody Hog je vyuzˇitı´ pro detekova´nı´ mnoha ru˚zny´ch objektu˚ bez vy´razny´ch
za´sahu˚ do algoritmu. Nejcˇasteˇji detekovany´mi objekty u te´to metody jsou automobily
nebo osoby, u ktery´ch se dosahuje nejlepsˇı´ch vy´sledku˚ detekce. Tato metoda v sobeˇ
obsahuje take´ plno nedostatku˚, ktere´ lze urcˇity´mi kroky vyrˇesˇit. Jako hlavnı´ nevy´hodu
bych uvedl nutnost pocˇı´tat vsˇechny prˇı´znaky v ra´mci okna, pokud se objekt v dane´m
mı´steˇ nenacha´zı´. Tento proble´m by se dal vyrˇesˇit podobneˇ jako v metodeˇ Viola Jones
vyuzˇitı´m tzv. kaskadove´ klasifikaci, kde by se pocˇı´tala pouze cˇa´st z uvedeny´ch prˇı´znaku˚
a k zastavenı´ klasifikace by dosˇlo na zacˇa´tku cele´ kaska´dy bez nutnosti pocˇı´tat vsˇechny
prˇı´znaky. Z vy´sledku˚ v tabulka´ch uvedeny´ch vy´sˇe lze videˇt, zˇe univerza´lnı´ nastavenı´ pro
detekci rukou nelze zvolit. U´speˇsˇnost detekce je da´na mnoha faktory od algoritmu˚, prˇes
ru˚zne´ nastavenı´ zı´ska´va´nı´ prˇı´znaku, azˇ po zı´ska´nı´ spra´vny´ch tre´novacı´ch dat. Vsˇechny
tyto faktory vy´razneˇ ovlivnˇujı´ vy´slednou detekci. Detekce rukou je jesˇteˇ ovlivneˇna dalsˇı´m
faktorem, ktery´ u detekce osob nenı´ azˇ tak vy´razny´ a to vysoka´ variabilita poloh nebo
natocˇenı´ rukou. Tato ru˚znorodost mu˚zˇe zpu˚sobit proble´my v detekci, kde ruka mu˚zˇe by´t
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oznacˇena jako pozadı´ a naopak. Z vy´sˇe uvedeny´ch testu˚ lze oznacˇit jako nejvhodneˇjsˇı´
konfigurace pro detekce rukou konfigurace 2 a 3. Konfigurace 2 byla take´ oznacˇena jako
jedna znejlepsˇı´chudetekce osob [10].Obeˇ konfigurace se lisˇı´ pouzevevelikosti pocˇtu binu˚
a tı´m take´ zvy´sˇeny´m pocˇtem prˇı´znaku˚ u konfigurace 3, ktera´ ma´ za na´sledek pomalejsˇı´
detekci. V ra´mci velikosti detekcˇnı´ch okenmajı´ konfigurace 2 a 3 nejveˇtsˇı´ dimensi vektoru
prˇı´znaku˚, proto lze tedy rˇı´ci, zˇe veˇtsˇı´ pocˇet prˇı´znaku˚ prˇina´sˇı´ lepsˇı´ detekce, ovsˇem za cenu
delsˇı´ho vy´pocˇtu jak pro extrakci prˇı´znaku˚, tak i pro klasifikaci.
7.2 Meanshift a Camshift
Pro testovacı´ u´cˇely byly natocˇeny dveˇ videa, kde kazˇde´ bylo natocˇeno v rozdı´lne´m pro-
strˇedı´. Videa byla natocˇena v rozlisˇenı´ 1280 x 720, ale pro sledova´nı´ bylo nutne´ kvu˚li
rychlosti tuto velikost snı´zˇit na polovinu (640x360). Jednotlive´ obra´zky videa byly zı´s-
kane´ pomocı´ knihovny OpenCV. Pro meˇrˇenı´ prˇesnosti sledovane´ho objektu bylo nutne´
zjistit skutecˇnou polohu objektu. Kvu˚li tomu bylo nutne´ vytvorˇit novou jednoduchou
aplikaci, ve ktere´ byl rucˇneˇ oznacˇen strˇed sledovane´ho objektu. Zı´ska´na data z metody
Meanshift a Camshift byla vynesena do grafu, ve ktere´m je porovna´va´na se skutecˇnou
polohou objektu. Jednotlive´ grafy jsou rozdeˇleny podle metod a podle jednotlivy´ch sou-
rˇadnic.
Prvnı´ cˇtyrˇi grafy zobrazujı´ data z prvnı´ho videa. Toto video je z pohledu sledovacı´ch
algoritmu˚ jednodusˇsˇı´, dı´kymale´muprˇekry´va´nı´ sledovacı´ho objektu s podobneˇ barevny´m
objektem v pozadı´. Druhe´ video zaznamenane´ v grafech (38) - (41), je kvu˚li cˇaste´mu
prˇekry´va´nı´ ruky s pozadı´mpodobne´ barvy a prˇı´lisˇ velke´mu osveˇtlenı´ slozˇiteˇjsˇı´. Z obra´zku
(33) mu˚zˇeme pozorovat podobnost sledovane´ho objektu (ruky) s dverˇmi a stoly. Tyto
prˇedmeˇty se kvu˚li velke´ barevne´ podobnosti s rukou staly jednı´m z hlavnı´ch proble´mu
sledova´nı´.
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Obra´zek 33: Uka´zka prostrˇedı´ ve ktere´m byly jednotlive´ videa natocˇena, hornı´ obra´zek
zachycuje prvnı´ (jednodusˇsˇı´) video, dolnı´ zachycuje uka´zku druhe´ho (slozˇiteˇjsˇı´ho) videa
Grafy (34) a (35) zobrazujı´ pru˚beˇh pro sourˇadnici X a Y metody Meanshift. U obou
sourˇadnic byl pru˚beˇh do 200 snı´mku te´meˇrˇ totozˇny´. Nejveˇtsˇı´ odchylka byla zaznamena´na
na snı´mcı´ch 200 – 500, kde dosˇlo ke shodeˇ histogramu ruky s pozadı´m. Pru˚beˇh grafu od
500 snı´mku byl te´meˇrˇ totozˇny´ s idea´lnı´m pru˚beˇhem sledovacı´ho algoritmu.
Grafy (36) a (37) prˇedstavujı´ pru˚beˇh sledovacı´ oblasti skutecˇne´ a nalezene´ prometodu
Camshift. Tato metoda u tohoto videa projevovala mnohem lepsˇı´ vy´sledky nezˇ metoda
Meanshift. Nedocha´zelo zde te´meˇrˇ k zˇa´dny´m odchylka´m od skutecˇne´ polohy objektu.
Veˇtsˇı´ odchylka nastala pouze na sourˇadnici Ymezi 500 a 600 snı´mkem, ale ani zde nedosˇlo
ke ztra´teˇ sledovane´ho objektu.
44
0
100
200
300
400
500
600
0 200 400 600 800 1000
Skutečná pozice X
Nalezena pozice X
Obra´zek 34: Graf nalezene´ pozice v ose X pro MeanShift
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Obra´zek 35: Graf nalezene´ pozice v ose Y pro MeanShift
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Obra´zek 36: Graf nalezene´ pozice v ose X pro CamShift
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Obra´zek 37: Graf nalezene´ pozice v ose Y pro CamShift
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Obra´zek 38: Graf nalezene´ pozice v ose X pro MeanShift
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Obra´zek 39: Graf nalezene´ pozice v ose Y pro MeanShift
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Obra´zek 40: Graf nalezene´ pozice v ose X pro CamShift
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Obra´zek 41: Graf nalezene´ pozice v ose Y pro CamShift
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Pru˚beˇh pro druhe´ video zachycujı´ grafy (38) - (41). Zde mu˚zˇeme oproti grafu˚m z
prvnı´ho videa pozorovat daleko veˇtsˇı´ odchylky. V metodeˇ Meanshift dosˇlo ke ztra´teˇ
sledovane´ho objektu v ose Y na snı´mcı´ch 300 - 380 a v obou osa´ch na snı´mcı´ch 530 azˇ do
konce videa. Obeˇ tyto ztra´ty zpu˚sobila konvergence sledovacı´ oblasti ke dverˇı´m. Nasˇteˇstı´
dosˇlo po snı´mku 380 k znovu nalezenı´ sledovacı´ho objektu.
UmetodyCamshift dosˇlo take´ ke dvojı´ ztra´teˇ sledovacı´ho objektu. Prvnı´ ztra´ta nastala
na snı´mcı´ch 350 - 450 v obou osa´ch. Druha´ ztra´ta nastala po snı´mku 500. Stejneˇ jak u
metody Meanshift tyto ztra´ty zpu˚sobila konvergence sledovacı´ oblasti ke dverˇı´m.
7.2.1 Shrnutı´ vy´sledku˚
Sledova´nı´ ruky je velice obtı´zˇne´ a najı´t proto vhodny´ algoritmus, ktery´ by zvla´dal sle-
dova´nı´ v rea´lne´m cˇase, je velmi na´rocˇne´. Mezi hlavnı´ du˚vody, kvu˚li ktery´m docha´zelo k
cˇasty´m ztra´ta´m sledovane´ho objektu (ruky), je nevy´razna´ barva ruky, kvu˚li ktere´ cˇasto
docha´zelo ke konvergenci k jine´mu objektu nezˇ ruka. Jak mu˚zˇeme pozorovat z vy´sˇe uve-
deny´ch textu˚ a jednotlivy´ch grafu˚, tak lepsˇı´ch vy´sledku˚ dosahoval algoritmus Camshift
prˇedevsˇı´m u prvnı´ho videa, kde nedosˇlo k zˇa´dne´ ztra´teˇ sledovane´ho objektu. U druhe´ho
videa nelze oznacˇit zˇa´dne´ho vı´teˇze. Ke ztra´teˇ sledovane´ho objektu docha´zelo na podob-
ny´chmı´stech. Z vy´sˇe uvedeny´ch textu˚ tedy vyply´va´, zˇe algoritmusCamshift poskytoval o
neˇco lepsˇı´ vy´sledky. Nutno vsˇak podotknou nevy´hodu, kterou algoritmus Camshift obsa-
huje. U jednotlivy´ch videı´ byly nameˇrˇeny take´ jednotlive´ cˇasy vy´pocˇtu a pocˇet iteracı´ pro
jednotlive´ snı´mky a na´sledneˇ byly tyto u´daje zpru˚meˇrova´ny. Vy´sledky jsou zobrazeny
v tabulce (6), kde mu˚zˇeme odecˇı´st jizˇ zmı´neˇnou nevy´hodu a to cˇas potrˇebny´ k vy´pocˇtu
jednoho snı´mku. Tento cˇas je asi 4x horsˇı´ nezˇ u algoritmu Meanshift. Tento negativnı´
vy´sledek je zpu˚soben nutnostı´ pocˇı´tat zpeˇtnou projekci pro kazˇdy´ snı´mek videa.
Tabulka 6: Srovna´nı´ Meanshift a Camshift metody
Vy´sledky pro kolekci 2 (OpenCV)
Pocˇet iteracı´ Vy´pocˇet jednoho snı´mku
Camshift 1. video 3,55 133 ms
Camshift 2. video 4,36 135 ms
Meanshift 1.video 3,47 30 ms
Meanshift 2.video 4,45 33 ms
7.3 SSE a AVX instrukce
V te´to podkapitole budou popsa´ny dosazˇene´ vy´sledky urychlenı´ metody Hog pomocı´
instrukcı´ SSE a AVX. Testy byly prova´deˇny na notebooku s procesorem Intel Core i5-
3230M 2.6GHz. Prvnı´ graf bude zobrazovat vy´sledky urychlenı´ pro SVM klasifikaci,
druhy´ pro zı´ska´nı´ prˇı´znaku˚ a poslednı´ bude kombinacı´ teˇchto dvou implementacı´. Cˇasy
nameˇrˇene´ u prvnı´ho grafu nejsou rea´lny´mi cˇasy beˇhu v programu. Tyto hodnoty cˇasu
byly zı´skane´ simulova´nı´m dany´ch cˇa´sti ve smycˇce.
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V kapitole Experimenty s parametry Hog mu˚zˇeme pozorovat vysokou dimensi vek-
toru prˇı´znaku˚, ktere´ byly vypocˇı´ta´ny z jednotlivy´ch detekcˇnı´ch oken. Podle vztahu (27)
pro vy´sledne´ klasifikova´nı´ je nutne´ prove´st vy´pocˇet skala´rnı´ho soucˇinu pro ru˚zne´ pozice
testovane´ho obra´zku mezi prˇı´znaky nalezene´ v testovacı´m obra´zku a nalezenou nadro-
vinou. Tato operace z du˚vodu vysoke´ho pocˇtu prˇı´znaku˚ je cˇasoveˇ na´rocˇna´, proto vyuzˇitı´
instrukcı´ pro tuto operaci mu˚zˇe prˇine´st urychlenı´ algoritmu Hog. Do vy´sledne´ho porov-
na´nı´ jsem zahrnul take´ urychlenı´ pomocı´ techniky ”loop unrolling”. Cı´lem te´to techniky je
urychlit vykona´va´nı´ programu eliminaci podmı´neˇny´ch skoku˚ u smycˇky prˇi kazˇde´ iteraci.
Eliminace teˇchto kontrol je provedena pomocı´ tzv. rozbalenı´ cyklu. Beˇhem jedne´ iterace
se tedy provede vı´ce operacı´.
double s = 0;
for( k = 0; k <= sizeFeaturestmp − 4; k += 4 )
s += sample[k]∗features[k] + sample[k+1]∗features[k+1] +
sample[k+2]∗features[k+2] + sample[k+3]∗features[k+3];
return s;
Vy´pis 4: Loop unrolling pro skala´rnı´ soucˇin
movaps xmm1,xmmword ptr [ecx+edx]
mulps xmm1,xmmword ptr [edx]
add edx,10h
addps xmm2,xmm1
dec eax
Vy´pis 5: Ko´d vygenerovany´ kompila´torem pro hlavnı´ smycˇku skala´rnı´ho soucˇinu u
instrukcı´ SSE v release rezˇimu
vmovaps ymm1,ymmword ptr [ecx+edx]
vmulps ymm1,ymm1,ymmword ptr [edx]
vaddps ymm0,ymm1,ymm0
lea edx,[edx+20h]
dec eax
Vy´pis 6: Ko´d vygenerovany´ kompila´torem pro hlavnı´ smycˇku skala´rnı´ho soucˇinu u
instrukcı´ AVX v release rezˇimu
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Obra´zek 42:Graf urychlenı´ pomocı´ SIMD instrukcı´ a loopunrollingpro operaci skala´rnı´ho
soucˇinu
Z grafu (42) mu˚zˇeme pozorovat za´sadnı´ urychlenı´ pomocı´ SIMD instrukcı´. Du˚vodem
tohoto zrychlenı´ je vyuzˇitı´ novy´ch registru˚ o ktery´ch bylo zmı´neˇno v kapitole SIMD.
Registry u instrukcˇnı´ sady doka´zˇou pojmout cˇtyrˇi hodnoty typu float a v ra´mci jedne´
instrukce vykonat operace na vsˇech cˇtyrˇech hodnota´ch. Z grafu vyply´va´ dle ocˇeka´va´nı´
cˇtyrˇna´sobne´ zrychlenı´ u instrukcı´ SSE oproti pouzˇitı´ klasicky´ch instrukcı´. U instrukcˇnı´
sady AVX naby´vajı´ registry 256 bitove´ hodnoty tzn. doka´zˇou ulozˇit osm hodnot typu
float. Oproti instrukcˇnı´ sady SSE, ktera´ ma´ polovicˇnı´ velikost registru˚, vyply´va´ z grafu
te´meˇrˇ dvojna´sobne´ zrychlenı´.
Pomocı´ instrukcı´ SIMD byly urychleny take´ dalsˇı´ cˇa´sti metody Hog. Pro vy´pocˇet
prˇı´znaku˚ je nutne´ prove´st vy´pocˇet gradientu˚ ana´sledneˇ vypocˇı´tat smeˇr avelikost.Vy´pocˇet
smeˇru potrˇebuje dle vztahu (10) instrukci atan2, ktera´ nenı´ u visual c++ kompila´toru pro
vektorove´ instrukce podporova´na. Proto bylo nutne´ prˇeve´st implementaci atan2 z [21] na
implementaci pomocı´ SIMD instrukcı´. Implementace ze zdroje [21] poskytuje vy´pocˇet s
chyboumaxima´lneˇ 0,01 radia´nu, cozˇ ve vy´sledne´ aplikaci neudeˇlalo zˇa´dny´ vedlejsˇı´ efekt.
Vy´hodou te´to implementace oproti klasicke´ C++ verze z knihovny math byla take´ veˇtsˇı´
rychlost. Prˇiblizˇneˇ byla tato implementace rychlejsˇı´ 1.5x nezˇ u klasicke´ verze z C++. Dalsˇı´
operace, ktera´ z du˚vodu vysoke´ho pocˇtu detekcˇnı´ch oken, byla cˇasoveˇ velmi na´rocˇna´ je
normalizace bloku˚, ktera´ je v grafu 43 take´ zahrnuta.
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Obra´zek 43: Graf urychlenı´ vy´pocˇtu prˇı´znaku˚ pomocı´ AVX a SSE instrukcı´
Graf (43) zobrazuje vy´sledky pro zı´ska´va´nı´ prˇı´znaku˚ pomocı´ SSE a AVX instrukcı´.
Vy´sledky tohoto urychlena´ uzˇ nejsou tak znacˇne´ jak u grafu (42). Du˚vodem takove´ho
zpomalenı´ je vysoky´ pocˇet operacı´, ktere´ prova´deˇjı´ naplneˇnı´ registru˚ (operace mm set ps)
a operace zpeˇtne´ho kopı´rova´nı´ z registru˚ do pameˇti (operace mm store ps). V grafu jsou
zapocˇı´ta´ny take´ cˇasy pro normalizaci jednotlivy´ch bloku˚. U instrukcı´ AVX je velikost
jednotlivy´ch registru˚ 256 bitu˚ a doka´zˇou pojmout osm hodnot typu float. Pro velikost
bloku˚, ktere´ nebyly na´sobkem osmi, musela by´t zby´vajı´cı´ cˇa´st pole provedena pomocı´
klasicky´ch instrukcı´ a vznikla tedy rezˇie navı´c, ktera´ vy´sledny´ cˇas zhorsˇila. U instrukcı´
dı´ky velikosti pole, ktere´ bylo na´sobkem cˇtyrˇ, nedocha´zelo k zˇa´dne´ rezˇii navı´c.
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7.3.1 Shrnutı´ vy´sledku˚
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Obra´zek 44:Celkove´ urychlenı´ vy´pocˇtuprˇı´znaku˚ a klasifikacepomocı´AVXaSSE instrukcı´
Graf (45) porovna´va´ vy´sledkyurychlenı´ pomocı´ ru˚zny´ch instrukcˇnı´ch sad. Podle grafu
(42), ktery´ zobrazuje vy´sledky urychlenı´ operace skala´rnı´ho soucˇinu, jsou vy´sledky podle
ocˇeka´vanı´ u SSE aAVX 4x respektive 8x rychlejsˇı´ nezˇ u klasicky´ch instrukcı´. Tento prˇı´klad
je vsˇak umeˇle vytvorˇen a neprˇina´sˇı´ zˇa´dne´ proble´my se ktery´ma se mu˚zˇeme rea´lneˇ setkat.
Uzˇ u popisu grafu (43) je zmı´neˇno neˇkolik du˚vodu, ktere´ vedly k mnohem horsˇı´m vy´-
sledku˚m, nezˇ se ocˇeka´valo. Nutne´ je take´ zmı´nit slozˇitost jednotlivy´ch urychleny´ch cˇa´stı´.
Skala´rnı´ soucˇin (klasifikace), u ktere´ho docha´zelo k nejlepsˇı´m vy´sledku˚m urychlenı´, meˇl
v ra´mci jednotlivy´ch metod procentua´lneˇ nejmensˇı´ zastoupenı´, proto tato paralelizace
neprˇispeˇla k vy´razne´mu zrychlenı´. Metoda, ktera´ prova´deˇla normalizaci jednotlivy´ch
bloku˚, meˇla v porovna´nı´ s klasifikacı´ pomocı´ SVM o neˇco vetsˇı´ procentua´lnı´ zastoupenı´ a
tı´m take´ vı´ce prˇispeˇla k cele´mu zrychlenı´ aplikace. Porovna´nı´m te´tometody z pohledu im-
plementace pomocı´ instrukcı´ SSE a AVX uka´zal hlavnı´ du˚vod neprˇı´lisˇ velke´ho urychlenı´
AVX oproti SSE. Proble´m nastal v cˇaste´m vola´nı´ te´to metody z du˚vodu cˇaste´ normalizace
relativneˇ maly´ch bloku˚ a tudı´zˇ veˇtsˇı´ rezˇii, ktera´ se projevila naprˇı´klad prˇi nulova´nı´ regis-
tru˚, kde toto nulova´nı´ u AVX bylo dvakra´t na´rocˇneˇjsˇı´ nezˇ u SSE. Nejveˇtsˇı´ procentua´lnı´
zastoupenı´ bylo u metody pro zı´ska´va´nı´ prˇı´znaku˚, ktere´ ovsˇem z pohledu implementace
vektorovy´ch instrukcı´ neprˇineslo ocˇeka´vane´ zrychlenı´ kvu˚li cˇasty´m vyuzˇı´va´nı´m instrukcı´
mm set ps a mm store ps.
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8 Za´veˇr
Cı´lem te´to pra´ce bylo implementovat metodu Histogram orientovany´ch gradientu˚ pro
detekci rukou. Da´le byla tato metoda rozsˇı´rˇena o vyuzˇı´va´nı´ vektorovy´ch instrukcı´ pro
zrychlenı´ vy´sledne´ detekce objektu˚. Poslednı´m bodem, ktery´ nebyl v zada´nı´ te´to pra´ce,
bylo implementovat metodu pro sledova´nı´ nalezeny´ch objektu˚ (rukou). V pra´ci byly po-
psa´ny parametry, ktere´ nejvı´ce ovlivnˇujı´ vy´slednou detekci rukou a tyto parametry byly
zahrnutydovy´sledny´ch testu˚. Testova´nı´m ru˚zny´ch kombinacı´ byla nalezenanejvhodneˇjsˇı´
kombinace pro detekci rukou. Tyto parametry byly take´ vyzkousˇeny na implementaci,
kterou poskytovala knihovna OpenCV a porovna´ny s vlastnı´ implementacı´. Jelikozˇ cı´lem
te´to pra´ce nebylo implementovat detektor, ktery´ doka´zˇe rozpoznat ruku v jake´mkoliv
prostrˇedı´, ale pouze v omezene´m prostoru, proto testovacı´ snı´mky, ktere´ byly pouzˇity
pro tre´nova´nı´, vznikly pouze v omezene´m (jednom) prostrˇedı´. Jednou z hlavnı´ch nevy´-
hod te´to techniky byla vysoka´ dimenze prˇı´znaku˚ zkoumane´ho detekcˇnı´ho okna, ktera´
vy´znamny´m zpu˚sobem ovlivnˇovala vy´sledny´ cˇas detekce. Tato nevy´hoda by se dala vy-
rˇesˇit zmeˇnou parametru˚ (zmeˇnou velikostı´ mrˇı´zˇky, bloku˚), ale vy´sledna´ detekce by s
takovy´m nastavenı´m neprˇinesla uspokojive´ vy´sledky. Dalsˇı´ nevy´hodou je nutnost testo-
vat pomeˇrne´ vysoke´ mnozˇstvı´ takovy´ch oken. Tento proble´m by se dal vyrˇesˇit vhodnou
implementaci propredikci umı´steˇnı´ sledovany´chobjektu˚ a tı´mbydetekcˇnı´ onamohlapro-
va´deˇt skenova´nı´ pouze na omezene´m prostoru obrazu. Zmı´neˇne´ nedostatky v rychlosti
detekce meˇly by´t eliminova´ny pouzˇitı´m vektorovy´ch instrukcı´. Pouzˇitı´ teˇchto instrukcı´
vsˇak neprˇineslo ocˇeka´vane´ zrychlenı´. V implementaci bylo u neˇktery´ch metod dosazˇeno
pomeˇrneˇ vysoke´ho zrychlenı´, ale tyto cˇa´sti neprˇedstavovaly pro vy´sledny´ cˇas vy´znamne´
zpomalenı´ jako u cˇa´stı´, kde se realizace vyuzˇitı´ vektorovy´ch instrukcı´ nedala tak snadno
realizovat.
Jak uzˇ bylo uvedeno soucˇa´stı´ pra´ce, ktere´ sice nebylo uvedeno v zada´nı´, bylo take´
rozsˇı´rˇenı´ programu o sledova´nı´ objektu˚ (ruky). Na za´kladeˇ prostudovany´ch mozˇnostı´
jednotlivy´ch metod byl vybra´n pro realizaci algoritmus Meanshift. Pro porovna´nı´ u´speˇsˇ-
nostı´ te´to metody byl zvolen jesˇteˇ algoritmus Camshift, ktery´ je rozsˇı´rˇenı´m algoritmu
Meanshift. Vy´sledne´ testova´nı´ probı´halo na dvou videı´ z ru˚zny´ch prostrˇedı´. Vy´sledky
byly vyneseny do grafu, ve ktere´m byla porovna´va´na prˇesnost se skutecˇnou polohou
objektu. Porovna´nı´m algoritmu˚ v kapitole experimenty lepsˇı´ vy´sledky vykazoval algo-
ritmus Camshift, ale za cenu pomeˇrneˇ vysˇsˇı´ cˇasove´ na´rocˇnosti.
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A Diagram trˇı´d
Obra´zek 45: Diagram trˇı´d implementace
