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Der relative Beitrag von freien Radikalen zum Abbaumechanismus von
Dimethylsulfid in der marinen Grenzschicht.
Hydroxylradikale (OH) sind die dominierende photochemische Senke von Dimethylsulfid
(DMS) in der reinen marinen Atmospha¨re und beherrschen den globalen Abbau von DMS. In
Gebieten mit starker Luftverschmutzung kann das Oxidationsvermo¨gen von na¨chtlich gebilde-
tem NO3 jenes von OH am Tage bei Weitem u¨bertreffen. Wa¨hrend so genannter ”Bromexplo-
sionen” kann Bromoxid (BrO) auf lokaler Ebene eine dominerende Senke fu¨r DMS darstellen.
Der Abbau von DMS steht am Anfang eines komplexen Oxidationsmechanismus dessen
Ablauf wesentlich durch die Mischungsverha¨ltnisse von Sticktoffoxiden (NO,NO2,NO3), Ozon,
OH und Peroxyradikalen bestimmt wird.
Im Verlauf dieser Arbeit wurden drei Messkampagnen in der marinen Grenzschicht
durchgefu¨hrt. Das Ziel war der Vergleich der Konzentration von Halogen- und Stickstoffox-
iden sowie weiterer Radikale mit denen von DMS und dessen Oxidationsprodukten DMSO
und MSA. Die Ergebnisse der ersten Messstudie im o¨stlichen Mittelmeer (Kreta) ermo¨glichen
eine ausgiebige Untersuchung der Wechselwirkung von DMS und NO3. Darauf folgende Mes-
sungen in der Hudson Bay (Kanada) stellen den ersten bodengestu¨tzen Nachweis von BrO in
der subarktischen Grenzschicht dar. Die Ergebnisse weisen auf einen erheblichen Einfluss von
Bromoxid auf den Oxidationsprozess von DMS in diesem Gebiet hin. Die gemessenen Mis-
chungsverha¨ltnisse von Halogen und Stickstoffradikalen wa¨hrend der dritten Messkampagne
im su¨dlichen Indischen Ozean sind zu gering um direkte Bezu¨ge zum Abbauprozess von
DMS zu erkennen. Die gemessen Iodoxid-Konzentrationen ko¨nnen jedoch einen zusa¨tzlichen
Beitrag zum Ozonabbau leisten und durch die Proportionalita¨t der OH-Produktionsrate zur
Ozonkonzentration zu einer verringerten OH Bildung fu¨hren.
The relative contribution of free radicals to the oxidation chain of Dimethyl-
sulphide in the marine boundary layer.
Hydroxyl radicals (OH) are the major photochemical sink of Dimethylsulphide (DMS) in
the clean marine boundary layer and may have the largest contribution to DMS depletion on
a global scale. In polluted areas the oxidation capacity of nightly produced NO3 can exceed
by far those reached by OH during daytime. During bromine explosion events, bromine oxide
(BrO) can represent a dominant sink for DMS on a local scale. The depletion of DMS is the
initial step of a complex reaction chain whose course is defined mainly by the mixing rates of
Nitrogen oxides, ozone, OH and peroxy radicals which control the relative yields of methane
sulphonic acid (MSA), Dimethylsulphoxide (DMSO) and SO2.
Within this thesis three field campaigns have been carried out. The aim was the comparison
of concentrations of halogen and nitrogen oxide species among other radicals to those of DMS
and its oxidation products MSA and DMSO. The results of the first study carried out in the
Eastern Mediterranean (Crete), allow an extensive analysis of the DMS-NO3 interaction.
Subsequent measurements at the Hudson Bay (Canada) represent the southernmost and first
direct detection of abundant BrO formation in the subarctic boundary layer. The results
reveal severe implications of BrO in the DMS oxidation process in this area. The third
measurement campaign performed in the remote Southern Indian Ocean delivered mixing
rates of halogen and nitrate radical species too low to establish direct links to the DMS
depletion process. Nevertheless, Iodine Oxide at concentration levels observed on Kerguelen
may enhance ozone depletion and, due to the dependence of OH formation rates on O3
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The change in climate is of great public concern and of enormous global importance. Due to
the progress in environmental research, the importance of aerosols for the global change has
become increasingly evident. Aerosols in general, more than affecting climate, play a role in
the chemistry of the stratosphere and troposphere through heterogeneous reactions. They
are involved in the formation and development of clouds and influence the radiative transfer
properties of the atmosphere. Acid deposition, visibility degradation, damage to plants and
human health, are all phenomena which are related to the presence of aerosols.
Evidence has been presented that sulphate aerosol climate forcing is sufficiently large to
reduce considerably the positive forcing by anthropogenic greenhouse gases regionally, espe-
cially in the Northern Hemisphere [Baker 1997]. Natural sources contribute significantly to
the European sulphate budget and short radiative forcing [Langmann et al. 1998]. Global
models predict that about 30% of the sulphate burden and its short wave radiative forcing
over Europe is caused by sulphate from natural sources. Different predictions of the amount
of clouds by regional and global models modify the forcing significantly, emphasizing the role
of clouds in estimating the direct short wave forcing of sulphate aerosols.
Biogenic reduced sulphur compounds, including dimethyl sulphide (DMS), hydrogen sul-
phide (H2S) and carbon disulphide (CS2) are the major source of sulphur in the marine
atmosphere [Gershenzon et al. 2001]. Their sum is estimated to contribute 15 to 25% of
global sulphur emissions [Lelieveld et al. 1997; Watts 2000]. Of the biogenically produced
species, DMS is the most abundant and widespread in its distribution. The predominant
oceanic source of DMS is the bacterial induced enzymatic cleavage of dimethylsulphoniopro-
prionate (DMSp), a compatible solute synthesized mostly by phytoplankton for osmoregu-
lation and/or cryoprotection [Simo` 2001]. A fraction of the produced DMS crosses the sea
surface and enters the atmosphere where it is readily oxidized by radicals to produce a series
of sulphur compounds including methane sulphonic acid MSA, dimethylsulphoxide DMSO,
DMSO2 and non-sea salt sulphate (NSSS) particles [Liss et al. 1997]. These particles further
degrade to sulphate and sulphonate aerosols and are the main source of cloud condensation
nuclei (CCN) over oceanic areas remote from land.
Thank to the effort of the scientific community in the last decade, the main oxidation path-
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ways of DMS and its oxidation products are mostly understood. However, a large number of
topics concerning DMS still demand further investigation. Although the hydroxyl (OH) and
the nitrate radicals (NO3) have been identified as the main oxidants of atmospheric DMS,
additional sink processes must be taken into account to explain observed DMS oxidation
rates. Among the gas phase reactions the relative contribution of halogen radicals is still
under scrutiny as the rate constants and global distributions of halogen monoxide radicals
are not well defined yet.
The investigation of heterogeneous reactions involved the DMS oxidation cycle is still in the
fledgling stages. According to Lee and Zhou [1994, Gershenzon et al. [2001] the heterogenous
reaction of DMS with ozone in cloud droplets is much faster than the gas–phase reaction
and may be fast enough to contribute to the overall oxidation rate of DMS. Only recently
multiphase reactions of OH, H2O2 and some halogen radicals with DMS and it’s oxidation
products DMSO, MSA and MSIA have been investigated [Bardouki et al. 2002; Barnes 2003;
Barcellos da Rosa et al. 2003]. Some of these reactions may have notable atmospheric impli-
cations particulary inside clouds; although the current understanding of the microphysics of
particle formation in the atmosphere is not sufficiently developed to estimate the rates of
heterogeneous and multiphase reactions with an accuracy comparable with those calculated
for gas-phase reactions.
Given the spatial and temporal variability of aerosol particles in the troposphere, it has not
been feasible so far to develop an observational network to map global distributions at the
resolution needed for climate models. Therefore, accurate assessments of current radiative
forcing due to aerosols presently rely on chemical transport models to generate the needed
global aerosol distributions. While anthropogenic emissions have uncertainty ranges of about
30%, global estimates of natural emissions are associated with uncertainties up to a factor of
2. [Lelieveld et al. 1997]. Due to this uncertainties, current atmospheric models fail to agree
with field observations [James et al. 2000].
Therefore, to generate accurate global distribution, the models must incorporate the physi-
cal and chemical processes that transform natural and anthropogenically induced emissions
of aerosols and their precursors into the heterogeneously dispersed aerosol distributions that
exist in the atmosphere. Natural emissions and the resulting background aerosol are essential
components of both chemical transport models and radiative forcing calculations. Without a
knowledge of the background aerosol properties, it is not possible to accurately quantify the
direct and indirect forcing resulting from anthropogenically derived emissions.
The project EL CID (Evaluation of the Climatic Impact of Dimethyl Sulphide) was directed
at understanding the processes in the DMS oxidation which lead to the formation of CCN
which can modify the radiative budget of the troposphere and consequently climate. This
project will help to quantify the role played by DMS oxidation chemistry in regulating global
climate, which can be seriously perturbed by the release of pollutants. The major benefit of
the investigation should be a clearer understanding of the processes leading to H2SO4 and
MSA in the oxidation of DMS and their variation with meteorological conditions (specially
temperature) and geographical location (latitude, remote marine regions(unpolluted) and
coastal regions (often polluted)). The results may contribute to a better assessment of the
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natural DMS versus anthropogenic SO2 proportion of sulphur to climatic forcing by sulphate
aerosols not only within the European context but also globally. Some benefit may arise in
judging the relative negative forcing effects of greenhouse gases.
The technique of (D)ifferential (o)ptical (a)bsorption (s)pectroscopy (DOAS) [Platt 1994]
delivered a significant contribution to the EL CID project monitoring the concentration of a
large number of trace gases, including the nitrate radical NO3 and halogen oxides, through-
out three intensive field campaigns performed at coastal sites of the Mediterranean Sea, the
Hudson Bay and the Southern Indian Ocean.
1.2 Outline of this thesis
A general introduction to the Chemistry involved in the oxidation of DMS in the marine
boundary layer is given in Chapter 2. After a brief description of the global distribution
and relevance of existing sulphur sources, special emphasis is given to the production of
atmospheric DMS, the main source of marine sulphur emissions. Later on, the oxidation
pathways of DMS are described in detail. Focus is on the Nitrate radical NO3 and halogen
oxides, trace gases measurable with the differential optical absorption spectroscopy (DOAS).
The principles and further details of the DOAS–technique are described in Chapter 3, as
well as some fundamentals about the other techniques employed to obtain the presented
data are presented. Chapter 4 will give an overview of the field campaigns performed for
the EL CID–Project in the eastern Mediterranean at Crete, in the Canadian Hudson Bay
and in the remote Indian Ocean at Kerguelen. General conditions and data from the field
measurements are shown. An Analysis and Discussion of the Data is presented in Chapter
5. The main results of this work are summarised and an outlook to future research is given
in the final chapter 6.
Chapter 2
Chemistry of the DMS initiated
sulphur cycle.
2.1 Global sulphur emissions and the impact on cli-
mate
The cycling of sulphur in the form of numerous compounds plays many important envi-
ronmental roles, particularly with respect to the atmosphere. In the biosphere sulphur
compounds are important as nutrients and electron carriers in metabolic pathways. A small
fraction of the biogenic sulphur (0.04% yr−1) volatilizes to the atmosphere [Crutzen et al.
1985; Charlson et al. 1992].
Over the oceans the release of sea salt sulphate into the atmosphere from sea spray may
amount to several hundred Teragrammes Sulphur per year(Tg S yr−1) [Erickson 1989]. How-
ever, most of it occurs in coarse particles that are removed rapidly by gravitational settling
and therefore are not spread into the atmosphere higher than a few decameters [Lelieveld
et al. 1997].
The principal volatile sulphur species found in seawater are Dimethylsulphide (DMS),
carbonyl sulphide (OCS), carbon disulphide (CS2) and hydrogen sulphide (H2S) (see
Table 2.1). All these gases are oxidized to sulphur dioxide (SO2) in the stratosphere and/or
troposphere. Except for OCS, these gases are efficiently oxidized by OH radicals, which
limits their lifetimes to few days (Table 2.1).
OCS is the most abundant, relatively long–living sulphur gas in the atmosphere. The
chemical lifetime is about 20 years because of slow conversion by OH and photodissociation
in the stratosphere, which is a main source of sulphur at about 20 km altitude [Crutzen
1976]. However, uptake by vegetation and the oceans (Table 2.1) limits the overall lifetime
to a few years [Goldan et al. 1988; Weiss et al. 1995]. Oceanic OCS concentrations are
a result of photochemical and non–photochemical production from organosulphur species,
hydrolysis of dissolved OCS and air–sea exchange [Watts 2000]. The concentrations display
a diurnal and seasonal cycle with a daylight and summer/autumn maximum [Ulshofer et al.
1996]. In general tropical and subpolar waters are richer in OCS and coastal waters display
higher concentrations than open oceans.
There are very few oceanic measurements of CS2, but such as there are seem to follow the
4
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Table 2.1: Mean lifetime and observed mixing ratios of sulphur species in the lower atmosphere in
ppt (Lelieveld et al. 1997).
Concentration range [ppt]
Species average marine air clean polluted free
lifetime continental continental troposphere
H2S 2 days 0–110 15–340 0–800 1–13
OCS 3 years 530± 20 510± 80 520± 80 510± 60
CS2 1 week 30–45 15–45 80–300 ≤ 5
DMS 0.5 day 5–400 7–100 2–400 ≤ 2
SO2 2 days 10–200 70–200 10
2–104 30–260
SO 2−4 5 days 5–300
∗ 10–120 102–104 5–70
∗ refers to non–sea salt sulphate(NSSS)
pattern of OCS with higher concentrations in coastal waters, and less high in open ocean
situations [Xie et al. 1998](see Table 2.1). The main sources of CS2 are thought to be rotting
organic matter and possibly an ocean photosynthetic source [Watts 2000; Xie et al. 1998].
In the atmosphere CS2 is converted into SO2 and OCS.
Estimates for oceanic H2S emissions are the most tenuous, due to the scarce data available.
The main source of H2S in the oceans appears to be the hydrolysis of OCS and possibly
direct emission by marine algae [Watts 2000]. The main sink reaction of H2S in the lower
troposphere is the reaction with OH to form SO2.
From all reduced sulphur compounds emitted from oceanic sources, Dimethylsulphide
has probably largest atmospheric implications as it has the shortest atmospheric lifetime
(12 hours, see Table 2.1) and sulphate aerosols, derived by atmospheric oxidation of
marine-derived DMS, are the main source of cloud condensation nuclei(CCN) in the marine
troposphere remote from land [Liss et al. 1997].
Terrestrial sources of reduced sulphur are comparatively small (Table 2.3). H2S release from
swamps, marshes and estuaries is the most important example for emissions from the conti-
nents, though part of the emissions occurs as DMS and other reduced sulphur compounds.
The dominant source is bacterial decay of organic matter under anoxic conditions below the
water table. Due to the high variability, emissions from volcanoes constitute a very high but
unpredictable source of sulphur. SO2 emitted from hot magna is the main sulphur product,
while a small fraction is released as H2S and even OCS and CS2. Roughly half the emissions
occur from non-eruptive volcanoes such as Mount Etna (Italy) and from other more or less
continuous fumaroles. In addition several dozens of eruptions take place annually all over
the globe. During this nearly unpredictable explosive events large amounts of sulphur are
shot into the free troposphere, where lifetime of sulphur is significantly larger. Therefore
volcanoes play an important role in the global atmospheric sulphur budget.
Since the beginning of the industrial era, anthropogenic sulphur emissions have increased
continuously. In the 1970s, anthropogenic SO2 emissions from fossil fuel combustion (mainly
coal and, to a lesser extent oil) had grown so strongly, that deposition of the oxidation product,
sulphate, reached alarming levels, causing widespread ecosystem acidification (acid rain). In
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Table 2.3: Estimates of global sulphur sources [Lelieveld et al. 1997].




Total natural 24.4 15-72
Biomass burning 2.3 1–4
Fossil fuel use 67 67-103
Total manmade 69.3 69–103
TOTAL 93.7 86–154
our days, human emissions clearly surpass natural emissions [Albritton and Meira Filho 2001]
on a global scale and dominate the atmospheric sulphur cycle(Table 2.2), in particular in the
northern hemisphere (Figure 2.1). About 90% of the man-made emissions occur in northern
latitudes, i.e. from the Eurasian and North American continents. On the other hand, the
10% contribution from southern latitudes accounts for roughly half the atmospheric sulphur
budget in the Southern Hemisphere [Rasch et al. 2000]. Obviously the regional emission rates
Figure 2.1: Total predicted surface SO2 concentrations (Capaldo 1999)
are correlated to the extent of human activity. As depicted in Figure 2.1 the main worldwide
emissions SO2 correspond to the densely populated regions of Northern America, Europe and
Asia. The emissivity of the remaining continents is low and particulary over the oceans in
the southern hemisphere tiniest SO2 mixing rates are predicted. It is important to remark
though, that the contribution to the global sulphate burden is not directly proportional to
the emissions budgets. Meteorology plays a crucial role in the removal of sulphur from the
atmosphere. As the most effective sink of SO2 is the rapid in–cloud oxidation to form SO2−4
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(Table 2.2), wet deposition(rain) of sulphate is the main removal mechanism of sulfur from
the atmosphere. Another important sink of SO2 is dry deposition on ground, which largely
depends on transport patterns controlled by local wind fields. Recent analysis of [Rasch et al.
2000] suggests a significant regional dependence in the destiny of SO2 molecules. A tagging of
the sulphur by emission region (Europe, Asia, North America and rest of the world[ROW]),
chemical pathway(gaseous versus in-cloud) and type of emissions (anthropogenic vs. biogenic)
was used to differentiate the balance of processes controlling the production and loading of
this material. It was found that SO2 molecules emitted from the ROW region have the
greatest potential worldwide to form sulphate, and once formed, the sulphate aerosol has a
longer residence time (it is less readily scavenged). The yield of sulfate from ROW sources
of SO2 is apparently 4 times higher than that of Europe, a region where a substantially
higher fraction of the emitted SO2 is oxidized to sulphate through the ozone pathway(gas
phase oxidation). The analysis also suggests regional differences in the vertical distribution
and horizontal extent of sulphate propagation, pointing out that Asian emissions reach the
farthest from its point of origin.
Indirect effect Global models [Bopp et al. 2003; Boucher et al. 2003] estimate a small
negative feedback of sulphur aerosols on global warming due to the indirect radiative effect,
which is the result of the two–stage process by which (i) increased aerosol concentrations
modify cloud properties and (ii) the modifications in cloud properties result in increased
cloud albedo (the direct radiative effect of aerosol particles is modification of the optical
properties of clear air) [Baker 1997].
However several studies show that the influence of sulphur on climate forcing is still poorly
understood (Figure 2.2 taken fromAlbritton and Meira Filho [2001]). Most modelling studies
of the indirect radiative effect have concentrated on anthropogenic sulphate aerosols. Results
of Global Chemical Model calculations [Boucher and Lohmann 1995] suggest that changes
in sulphate aerosol distributions accompanying the Industrial Revolution have increased the
concentration of cloud particles by ≈ 0 to 20% over the Southern Hemisphere and by ≈ 100%
over the Northern Hemisphere continents. The calculated associated indirect effect to the
short–wave cloud radiative forcing was ∆CRFsw = −1± 1W/m2. In general, however, it is
difficult to isolate and quantify the aerosol indirect effect on the basis of measurements. One
reason for this difficulty lies in measurement limitations. Cloud microphysical parameters
are estimated from in situ (aircraft based) and remote (surface and satellite based) sensors;
in general, the former are extremely limited in time and space but provide information with
spatial resolution on the order of meters, whereas the spaceborne sensors can have near
global coverage but resolutions typically in the order of kilometers. Due to fast deposition
and therefore limited carrying distance of anthropogenic SO2, biogenic emissions will become
the most important source of sulphur in pristine marine environments.
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Figure 2.2: Global, annual–mean radiative forcings (Wm−2). The height of the rectangular bar
denotes a central or best estimate value, while its absence denotes no best estimate is possible. The
vertical line about the rectangular bar with ”x” delimiters indicates an estimate of the uncertainty
range, for the most part guided by the spread in the published values of the forcing. A vertical line
without a rectangular bar and with ”o” delimiters denotes a forcing for which no central estimate
can be given owing to large uncertainties. The uncertainty range specified here has no statistical
basis and therefore differs from the use of the term elsewhere in this document. A ”level of scientific
understanding” index is accorded to each forcing, with high, medium, low and very low levels, respec-
tively. This represents the subjective judgement about the reliability of the forcing estimate. The
well-mixed greenhouse gases are grouped together into a single rectangular bar with the individual
mean contributions due to CO2, CH4, N2O and halocarbons shown. Fossil fuel burning is separated
into the ”black carbon” and ”organic carbon” components with its separate best estimate and range.
The sign of the effects due to mineral dust is itself an uncertainty. All the forcings shown have distinct
spatial and seasonal features such that the global, annual means appearing on this plot do not yield
a complete picture of the radiative perturbation.
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2.2 Free radicals in the marine boundary layer
2.2.1 Hydrogen and peroxy radicals(OH,HO2,RO2)
The hydroxyl radical (OH) is the major tropospheric oxidant and is responsible for the
chemical degradation of many atmospheric trace gases and pollutants [Levy 1971; Logan
et al. 1981; Ehhalt 1999]. Peroxy radicals (HO2 and RO2, where R represents an organic
group) are produced by reactions of OH with CO and volatile organic compounds (VOC) and
play a central role in the photochemical formation of ozone in the troposphere [Chameides
and Walker 1973; Fishman and Crutzen 1978; Trainer et al. 1987].
2.2.1.1 Formation of OH
The most important source of OH–radicals is the photolysis of ozone by UV–light at wave-
lengths below 320 nm and 420 nm:
O3 + hν → O(1D) + O2(a1∆g) (λ ≤ 310 nm) (2.1)
→ O(1D) + O2(3Σ−g ) (λ ≤ 411 nm) (2.2)
→ O(3P) + O2(3Σ−g ) (λ ≤ 1180 nm) (2.3)
where the quantum yield of the spin-forbidden process (2.2) is very low [Moortgat 2001]. The
excited O(1D) atoms can get quenched to ground state and rebuild ozone:
O(1D) M−→ O(
3P) (M = N2, O2,H2O) (2.4)
O(3P) + O2 M−→ O3 (2.5)
A certain fraction F of the excited oxygen atoms will react with water vapour forming two
OH molecules [Sander et al. 2003; Atkinson et al. 2003]
O(1D) + H2O → 2OH (2.6)
Assuming that k2.4A and k2.4B are the rate constants for the reaction of O(1D) with N2 and
O2 and k2.6 the rate for reaction (2.6), the fraction F of OH forming oxygen atoms is:
F = k2.6·[H2O]k2.4A·[N2]+k2.4B ·[O2]+k2.6·[H2O] (2.7)
Typical values for F are in the range of 5–10%, reaching up to 20% at very high ambient
humidity. The production rate of OH radicals can be derived correspondingly from the ozone
concentration and the photolysis frequency of process (2.1):
d
dt [O(
1D)] = [O3] · J(O1D) (2.8)
d
dt [OH] = 2 · F · [O3] · J(O1D) (2.9)
As a consequence, the concentration of OH radicals exhibits a distinct diurnal cycle cou-
pled to solar irradiation and depends largely on ambient ozone levels.
The relation of OH concentrations to J(O1D) rates appears to be linear in all environments
studied so far, reaching from clean marine to moderately polluted rural (Ehhalt and Rohrer
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[2000] and references therein). Although ozone photolysis is the primary source of OH, the
apparent linearity to ozone photolysis is not self–evident. The atmospheric OH concentration
depends on other production terms as well, most of them photolytic, such as photodissociation
of H2O2, nitrous acid (HONO) [Alicke et al. 2003; Zhou et al. 2002; Platt and Janssen 1995]
and carbonyls (mainly HCHO) in the presence of NO [Winer and Biermann 1994]. Because
these molecules absorb UV at higher wavelengths [Kraus and Hofzumahaus 1998], their pho-
tolysis frequencies do not vary linearly with JO1D. In addition to photolytic sources, dark
reactions of NO3 and O3 with alkenes may be an important source at nighttime [Geyer et al.
2001; Paulson et al. 1999; Platt et al. 1990].
Global OH model estimations are frequently based on ”accidental tracers”, i.e. budgets of
chemicals that react with OH (e.g. methyl chloroform). Until now the variability of esti-
mations is large [Jo¨ckel et al. 2003]. However, several measurements of OH and peroxy
radicals performed at site locations ranging from remote marine to urban polluted ([Mihel-
cic et al. 2003] and references therein) give a survey of the global radical distribution. The
largest concentrations of OH are calculated for the industrialized regions in the norther hemi-
sphere in summer near to the ground (about 5 × 106 molec/cm3). Very low concentrations
(< 105 molec/cm3) are calculated poleward of about 50◦ in the winter hemisphere [von
Kuhlmann 2001; Spivakovsky et al. 2000]. For ambient conditions of the three field cam-
paigns described in chapter 4, averaged 24–hour OH radical concentration estimations range
from 15–26×105 in the Mediterranean summer down to 5–8×105 molec/cm3 for the low
arctic in spring. Recent measurements of [Berresheim et al. 2003] in the Mediterranean
boundary layer in August 2001 (based on selected ion chemical ionization mass spectrometry
(SI/CIMS)) reported daily average OH concentrations of 3.6–6.7×106 cm−3 reaching peak
daytime OH mixing ratios between 11–19×106 cm−3.
2.2.1.2 Sinks of OH and production of peroxy radicals
Due to fast reactions with a large number of natural and anthropogenic compounds the
average tropospheric lifetime of OH is less than one second. Carbon monoxide provides
the most important sink for OH, accounting for about 40% of the OH loss in the tropo-
sphere [von Kuhlmann 2001]. The remaining OH is mostly consumed by reactions with
methane (CH4) and the sum of non-methane-hydrocarbons (NMHC’s) and other volatile
organic compounds(VOC’s). Other important sinks of OH are formaldehyde(HCHO or
CH2O), ozone, molecular hydrogen H2 as well as other compounds given in Table 2.4.
A simplified tropospheric reaction scheme of the OH radical in the troposphere is given
in Figure 2.3. Most OH oxidation reactions lead to the formation of peroxy radicals HO2
(hydroperoxy) and RO2 (organic peroxy). Organic peroxy radicals RO2 further react with
NO, NO3 or other peroxy radicals forming alkoxy radicals (RO, OH, or RH-OH-O). To a
major amount alloy radicals react back to peroxy radicals, however with a reduced alkyl
group. This cycle will continue until HOx radicals are formed at last [Go¨lz 1996].
Much attention has been driven to atmospheric chemistry surrounding Peroxy radicals
(ROx = HO2 +RO2) as they can give important information about the oxidation capacity
of the troposphere and play a central role in the only known photochemical production



















































Figure 2.3: Simplified tropospheric reaction scheme of the OH initiated oxidation cycle.
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Table 2.4: Main loss reactions of OH
Reaction k(298)(a) Global (b)
[cm3 molec.−1 s−1] Contribution
2.10 CO+OH →CO2+HO2 2.1e−13 41.2%
2.11 CH4+OH →CH3+H2O 6.4e−15
2.12 →CH3+O2+M→CH3O2+M 1.8e−12
14.2%
2.13 HCHO+OH →HCO+H2O 9.4e−12
→HCO+O2→CO+HO2 5.2e−12
6.6%
2.14 O3+OH →HO2+O2 7.3e−14 4.9%
2.15 HO2+OH →H2O+O2 1.1e−10 4.9%
2.16 H2O2+OH →HO2+O2 1.7e−12 4.5%
2.17 H2+OH →HO2+H 6.7e−15 4.4%
Isoprene+OH→products 1.0e−10 2.4
2.18 NO2+OH+M→HONO2+M 1.2e−11 2.4%
2.19 SO2+OH+M→HOSO2+M 2.0e−12
→HOSO2+O2→SO3+HO2 4.3e−13
(a) Atkinson2003 , (b) vonKuhlmann2001
process of ozone in the lower troposphere [Crutzen 1979; Trainer et al. 1987]. In the
remote troposphere, under low NOx conditions, the main loss processes for RO2 (mainly
CH3O2 and HO2) are their recombination reactions (2.20), (2.21) and the reaction with
ozone (2.22) [Lelieveld et al. 2002]. Reaction (2.22) coupled to O3 photolysis (2.1) may
lead to net photochemical O3 destruction. In more polluted, NOx–rich atmospheres, peroxy
radical oxidation of NO competes with reactions (2.20)–(2.22), resulting in the formation of
ozone via photolysis of the NO2 product (reactions (2.23)–(2.26) in table 2.5). Under this
conditions the reaction of OH with NO2 is a very effective loss process for the sum of HOx
(=OH and HO2) radicals as nitric acid HNO3 is readily removed from the gas phase by
deposition on ground or the sea surface [Platt et al. 2002].
The balance between ozone destruction and production is defined in terms of the so–called
”ozone–nitric compensation point”. The equilibrium is dependent on ambient conditions.
Within the study of [Cox 1999] the compensation point was found to be 20±5 ppt NO at Cape
Grim(Tasmania), slightly below the 60 ± 30 ppt established for Mace Head(Ireland) [Car-
penter et al. 1997].
2.2.2 The Nitrate Radical
Following its first detection in the troposphere [Platt et al. 1980; Noxon et al. 1980],
several measurements of the NO3 concentration have been carried out in polluted and clean
background air under both continental and marine conditions [Platt et al. 1981; Heintz et al.
1996; Allan et al. 2000; Geyer et al. 2001; Geyer et al. 2001; Geyer and Platt 2002].
These measurements and consecutive analysis agree that NO3 plays a crucial role in the
nighttime troposphere as it acts as main oxidizing agent for a number of volatile organic
compounds (VOCs), in particular biogenic monoterpenes and dimethylsulphide (DMS).
Although rate constants of reactions of VOCs with NO3 are generally several orders mag-
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Table 2.5: Main HO2 reactions under low and high NOx conditions [Atkinson et al. 2002]
Reaction k(298)[cm3 molec.−1 s−1]
low NOx
2.20 HO2+HO2 →H2O2+O2 1.6e−12
2.21 CH3O2+HO2 →CH3OOH+O2 5.2e−12
2.22 HO2+O3 →OH+2 O2 2.0e−15
high NOx
2.23 HO2+NO →OH+NO2 8.8e−12
2.24 CH3O2+NO →CH3O+NO2 7.7e−12
2.25 NO2+hν →O(3P)+NO
2.26 O(3P)+O2+M→O3+M
nitude below those involving OH, the nitrate radical is frequently the main oxidizing agent
in the continental boundary layer since typical nighttime concentrations are about 10-100
times higher than daytime OH levels. In addition NO3 is an important intermediate in the
conversion of nitrogen oxides to HNO3 or nitrates and thus in the removal of NOx from the
atmosphere. The contribution of NO3 to VOC and NOx degradation strongly depends on
the local chemical and meteorological conditions and can vary on a short timescale [Heintz
et al. 1996; Geyer et al. 2001].
2.2.2.1 Sources of NO3
The chemistry of the nitrate radical in the atmosphere has been discussed in detail
before [Platt et al. 1981; Wayne et al. 1991]. The only relevant NO3 production mechanism
in the atmosphere is the relatively slow [Sander et al. 2003] oxidation of NO2 by O3:
NO2 +O3 → NO3 +O2 (2.27)
Therefore the production rate of NO3 can easily be determined from known concentrations
of NO2 and ozone:
PNO3 = [NO2][O3]k2.27(T ) (2.28)
In the following sections the most important processes involved in the production and destruc-
tion of the nitrate radical NO3 are listed. The loss mechanisms of NO3 can be divided into
three categories;i.e. photolysis, direct sinks of NO3 , including homogeneous and hetero-
geneous reactions, and indirect sinks via loss mechanisms of N2O5 different from thermal
decomposition, which result in a net loss of NO3.
2.2.2.2 Sinks of NO3
The major direct gas phase loss mechanisms of NO3 tend to be the reactions of the radical
with a number of Non–methane hydrocarbons(NMHC’s). The reactions of NO3 with a large
number of organic compounds including a number of alkanes, aldehydes and aromatic com-
pounds have been studied in detail by [Geyer et al. 2001; Go¨lz et al. 2001; Heintz et al. 1996].
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They proceed dominantly via hydrogen abstraction and lead to the formation of HNO3 and
peroxy radicals. Of particular importance in the marine boundary layer(MBL) is the reaction
with DMS described in section 2.3.2.2. During daytime the lifetime of NO3 is limited to few
seconds due to rapid photolysis [Orlando et al. 1993] and reaction with NO. The preferred
photolysis path (≈ 90%) is reaction (2.29)
NO3 + hν → NO2 +O (2.29)
NO3 + hν → NO+O2 (2.30)
The homogeneous gas phase reaction (2.31) will contribute to rapid loss of NO3 by reconver-
sion to NO2
NO3 +NO → 2NO2 (2.31)
Unless fresh local emissions exist, the importance of this sink reaction decreases steadily
after sunset as NO will be rapidly titrated away by O3 . For conditions in the eastern
Mediterranean (50 ppb O3 at 301K) the NO lifetime at night is limited to some ten seconds,
NO +O3 → NO2 +O2 (2.32)
Due to the absence of photolysis and NO the lifetime of NO3, and thus concentrations are
likely to increase significantly at night. Other homogeneous loss processes like decomposition
of NO3 due to reactions with NO2 (2.33), its self–reaction (2.34) and its thermal decay (2.35)
are supposed to be of minor relevance (Table 2.6). Heterogeneous loss processes of NO3




2.27 NO2+O3 →NO3+O2 1.4e−13 -2470 3.8e−17 a
2.33 NO3+NO2 →NO+NO2+O2 4.5e14 1260 6.8e−16 b
2.34 NO3+NO3 →2NO2+O2 8.5e13 2450 2.3e−16 b
2.35 NO3+M →NO+O2+M 1.4e−4 cm3 c
2.31 NO3+NO →2NO2 1.8e−11 110 2.6e−11 a
2.32 NO+O3 →NO2+O2 1.4e−12 -1310 1.8e−14 a
2.37 NO3+NO2+M→N2O5+M 1.9e−12(T/300)0.2 1.9e−12 a
2.36 N2O5+M →NO3+NO2+M 9.7e14(T/300)0.1exp(−11080/T ) 1.0e−1 a
2.39 N2O5+H2O →2 HNO3 2.5e−22 a∗
Rate constants given in Arrhenius form: k(T ) = A exp(B/T ).
a) Atkinson2003, b) Sander2003(288K), c) Mentel1996(293K)
d)Waengberg1997,e)Sander2000,f)Gershenzon2001
∗ at 298K; M = N2, O2
proceed via deposition on ground or at the surface of aerosol or cloud particles. Although
hydrolysis of NO3 is slow [Rudich et al. 1996], it might react however with anions like Cl− in
solutions [Thomas et al. 1998]. The frequency of heterogeneous NO3 loss is determined by
chemical composition of aerosols and ambient temperature. Following estimations in [Geyer
et al. 2001; Geyer and Platt 2002] the direct loss of nitrate radicals on aerosol surfaces seems
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to be of minor importance unless foggy conditions dominate.
NO3 removal by dry deposition on ground can be estimated using the wind profile, surface
roughness and thickness of laminar boundary layer as described in [Heintz et al. 1996].
Indirect loss of NO3: Another major scavenging process is based on the combination of
NO3 with NO2 to produce N2O5
NO3 +NO2 M←→ N2O5 (2.37)
Owing to the thermal decay of N2O5, a temperature dependent equilibrium (Table 2.6) of
this gas phase reaction is established within few minutes at ambient temperatures [Heintz
et al. 1996], unless the NO2 concentration is very low [Carslaw et al. 1997]. Due to this
property any sink process for N2O5 will affect the NO3 concentration and lifetime.
Presently, very few techniques allow direct measurements of the N2O5 concentration in the
troposphere [Brown et al. 2003]. However, knowing the concentration of the precursors, the
N2O5 equilibrium concentration can be determined from
[N2O5] = [NO2] [NO3]×Keq (2.38)
The equilibrium constant is strongly temperature dependent Keq = 5.5e−27× exp(10724/T )
[Wa¨ngberg et al. 1997]. Due to the inverse exponential proportionality, indirect sinks are
expected to gain influence at continental winter conditions [Geyer and Platt 2002] as the
equilibrium of (2.38) is shifted towards nitrous pentoxide. For the relatively high tempera-
tures about 301 K as encountered in the Mediterranean summer, Keq is by a factor of 5 lower
than for continental conditions with 288 K on average as investigated by [Geyer and Platt
2002] and [Heintz et al. 1996] which estimated an important loss of NO3 via N2O5 depletion.
Possible sinks of N2O5 are its hydrolysis producing HNO3 either in the gas phase or hetero-
geneously on aerosol surfaces:
N2O5 +H2O → 2HNO3 (2.39)
For further detail read [Geyer et al. 2001; Geyer and Platt 2002].
In addition to the first–order reaction (2.39), a second–order process has been observed [Mentel
et al. 1996; Wahner et al. 1998]
N2O5 + 2H2O → 2HNO3 +H2O (2.40)
The rate constant of reaction (2.39) shows a strong increase with temperature [Dimitropoulou
and Marsh 1997].
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2.2.3 Tropospheric Halogen Chemistry
Reactive Halogen Species (RHS) comprise the halogen atoms X, their monoxides XO, higher
oxides XnOm, the hypohalous acids HOX, the halogen molecules X2 and interhalogen com-
pounds XY (X,Y = F, Cl, Br, I). In contrast to RHS the reactivity of reservoir species like
halogen-NOx compounds (XNOx) or hydrogen halides (HX) are comparably slow. As will
be described in this section, there are two main catalytic reaction cycles involving halogens
which can destroy ozone in the troposphere, particularly in the marine boundary layer: Cycle
(I) is based on the XO-self or XO-YO cross reaction, cycle (II) on the reaction of XO with
HOx radicals.
Over the past decade significant amounts of XO have been detected in the marine bound-
ary layer (MBL) at various coastal areas. Several ground-based measurements in the Arctic
[Hausmann and Platt 1994; Tuckermann et al. 1997; Mart´ınez et al. 1999; Ho¨nninger and
Platt 2002] and in the Antarctic [Kreher et al. 1997; Friess 1997; Friess 2001] boundary layer
have shown that strong and sudden release of BrO is a common feature at polar regions in
springtime. The observed Bromine explosion events showed levels up to 30 ppt of BrO and
were always coincident with the destruction of ozone in the boundary layer, indicating that
reactive bromine is responsible for catalytic ozone destruction. Observations from satellite
instruments confirm the presence of huge clouds with highly elevated BrO amounts over
the polar sea ice of both hemispheres, with areas spanning several thousand square kilome-
ters [Wagner and Platt 1998; Richter et al. 1998; Hegels et al. 1998; Hollwedel et al. 2003].
It has been proposed that these boundary layer BrO clouds may also contribute to BrO in
the free troposphere [Mc Elroy et al. 1999; Roscoe et al. 2001].
Observations of BrO are scarce at mid and low latitudes, however significant concentrations
correlated with ozone depletion have been observed over regions with high salt accumulation
as for the Caspian Sea [Wagner et al. 2001], the Dead Sea basin[Hebestreit et al. 1999; Zin-
gler and Platt 2004] and the Salar de Unuji(Bolivia)[Ho¨nninger et al. 2002]. Measurements
of Leser et al. [2003] suggest a background of 1-2 ppt BrO in the marine boundary layer.
Quite amazing amounts of BrO, reaching up to 1 ppb have been detected recently in volcanic
plumes on Montserrat Island and in Italy [Bobrowski et al. 2003; Bobrowski and Lowe 2003].
Iodine oxide (IO) was first observed at Mace Head(Ireland) by Alicke et al. [1999] at levels
up to 6 ppt. Recently IO as well as OIO were found at various coastal sites with mix-
ing ratios of few ppt on Tenerife(Canary Islands,Spain) and Cape Grim(Tasmania) [Allan
et al. 2000; Allan et al. 2001], at Mace Head [Allan et al. 2000; Hebestreit 2001], at Brit-
tany(France) [Peters and Lotter 2003], in the European Arctic [Wittrock et al. 2000] and in
Antarctica [Friess et al. 2001; Friess 2001].
Elevated chlorine oxide (ClO) mixing ratios have been reported mostly for the stratosphere.
First direct spectroscopic observations of up to 15 ppt chlorine oxide (ClO) in the mid-latitude
boundary layer have been reported by [Stutz et al. 2002] from measurements at the Great
Salt Lake(Utah). Due to fast reactions with water and hydrocarbons, fluorine atoms are
rapidly converted to HF, a stable compound which is rapidly removed from the atmosphere
by deposition processes.
Besides DOAS measurements of halogen oxides, photolysable bromine species (mostly HOBr,
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BrO) have been detected by Impey et al. [1999] using a Photolysable Halogen Detector (PHD,
conversion of reactive halogens to chloroacetone and bromoacetone and subsequent GC anal-
ysis). Hydrocarbon Clock measurements to derive chlorine and bromine atom concentrations
have been reported from various locations [Jobson et al. 1994; Ramacher et al. 1999; Solberg
et al. 1996; Ariya et al. 1999]. Chemical amplifier measurements by Perner et al. [1999]
suggest that ClO is present in the Arctic boundary layer during ozone depletion periods.
The same study suggests a tropospheric background of ClO in the order of 1 ppt. Indirect
estimates of chlorine atom concentrations are in the range of 104105 Cl atoms cm−3 in the
Arctic, and below 103 Cl atoms cm−3 on a global scale [Rudolph et al. 1997].
2.2.3.1 Reaction Pathways of Reactive Halogen Species in the Troposphere
The main reaction schemes of the halogens Cl, Br and I are very similar regarding tropo-
spheric chemistry. As will be discussed at the end of this section, the atmospheric relevance
of fluorine is negligible due to fast reactions of fluorine atoms with H2O or hydrocarbons
to HF, and subsequent removal from the gas–phase via deposition processes. Due to the
frequent similarity of reactions involving halogens, X and Y will be used instead of the
chemical symbols Cl, Br or I to summarize reactions pathways if applicable.
The tropospheric lifetime of Halogen atoms is commonly reduced to few milliseconds
(lifetime τ=0.08 s, 0.8 s, 0.8 s for Cl, Br, I) due to fast reactions with ozone leading to the
formation of halogen oxides. The key role of halogen atoms (X, Y) and their monoxides (XO,
YO) in ozone destruction has been described via two ozone destruction cycles described
below [Hausmann and Platt 1994; Le Bras and Platt 1995; Platt and Janssen 1995]. The
corresponding kinetic parameters are listed in table 2.7.
Cycle I:
X +O3 −→ XO +O2 (2.41a)
Y +O3 −→ Y O +O2 (2.41b)
XO + Y O −→ X + Y +O2 (2.41c)
−→ XY +O2 (2.41d)
−→ OXO + Y (2.41e)
2 O3 −→ 3 O2
where X and Y denote the halogen atoms (Cl, Br, or I). An overview of the possible reaction
products and the respective branching ratios for the halogen oxide self- and cross reactions
is given in Table 2.8.
The halogen or interhalogen molecules XY (e.g. Br2 or BrCl) formed in reaction (2.41d) are
rapidly photolyzed during daytime:
XY + hν −→ X + Y (2.42)
Reaction (2.41e) does not lead to a net destruction of ozone, since photolysis of OXO leads
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Table 2.7: List of rate constants and photolysis frequencies for reactions and compounds in both ozone
destruction cycles. Photolysis frequencies are calculated for a solar zenith angle of 70◦ at 80◦N and
surface albedo of 0.9 .
Rate constant k [ cm
3
molec·s ]Reaction
Photolysis frequency j [s−1]
Reference
ClO + ClO →Productsa k=1.2 · 10−14
BrO + ClO→Products k=1.3 · 10−11
IO + ClO →Products k=1.3 · 10−11
BrO + BrO→Products k=3.2 · 10−12
BrO + IO →Products k=6.9 · 10−11
IO + IO →Products k=8.0 · 10−11
Cl + O3 →ClO + O2 k=1.2 · 10−11 [Atkinson et al. 2003]
Br + O3 →BrO + O2 k=1.2 · 10−12
I + O3 →IO + O2 k=1.2 · 10−12
ClO + HO2→HOCl + O2 k=5.6 · 10−12
BrO + HO2→HOBr + O2 k=2.1 · 10−11
IO + HO2 →HOI + O2 k=8.4 · 10−11
Cl2 + hν →2Cl j=0.0021 [Ro¨th et al. 1996]
BrCl+hν →Br+Cl j=0.012 [Ro¨th et al. 1996]
Br2 + hν →2Br j=0.044 [Ro¨th et al. 1996]
I2 + hν →2I j=0.26 [Tellinghuisen 1973]
ClO+hν →Cl+O j=4.2 · 10−6 [Ro¨th et al. 1996]
BrO+hν →Br+O j=0.035 [Ro¨th et al. 1996]
IO+hν →I+O j=0.35 [Lazlo et al. 1995]
HOCl+hν →Cl + OH j=1.8 · 10−4 [Ro¨th et al. 1996]
HOBr+hν →Br + OH j=7.6 · 10−4 [Ro¨th et al. 1996]
HOI+hν →I + OH j=5.9 · 10−3 [Bauer et al. 1998]
a See reactions 2.41c, 2.41d, 2.41e and table 2.8 for the possible products.
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to the formation of oxygen atoms which recombine quickly with O2 to form ozone:
OXO + hν −→ XO +O (2.43a)
O +O2 +M −→ O3 +M (2.43b)
In case of X=I, however, the photo-dissociation of OIO possibly yields I and O2, leading to
a net ozone destruction [Plane et al. 2001; Hebestreit 2001].
The reaction of XO with YO ((2.41c) and (2.41d)) is the rate limiting step of the reaction
cycle. The self reactions (X=Y=Br, X=Y=Cl) are usually slower than the cross reactions
(X=Br, Y=Cl). Particularly reactions involving iodine (X=I, Y=Br or Cl) are very efficient
in destroying ozone.
The second catalytic cycle involves HOx radicals:
Cycle II:
X +O3 −→ XO +O2 (2.44a)
OH +O3 −→ HO2 +O2 (2.44b)
XO +HO2 −→ HOX +O2 (2.44c)
HOX + hν −→ OH +X (2.44d)
2 O3 + hν −→ 3 O2
Reactive bromine is the most important species regarding catalytic ozone destruction in the
troposphere. The branching ratio of both cycles is quite sensitive to mixing ratio of halogen
oxides as the efficiency of cycle II is linearly dependent on the XO concentration, being
quadratic for cycle I. Thus at high XO levels cycle I will dominate, at low XO cycle II.
In the case of bromine, at 15 ppt BrO the net effect of the HOx cycle (cycle II) is comparable
to that of cycle I (assuming a typical level of 1 ppt HO2). At 30 ppt BrO, which are frequently
observed during ozone depletion in the Arctic boundary layer, 66% of the ozone destruction
will take place by cycle I.
The efficiency of both cycles can be enhanced by the presence of other halogen oxide species
(i.e. IO, ClO) due to cross reactions (e.g. reaction 2.41c for BrO + IO) when reaction 2.41b
occurs with IO or ClO instead of BrO.
An important loss channel for the halogen oxide formed in reaction (2.41a) is its photolysis
and the reaction with NO:
XO + hν −→ X +O (2.45)
XO +NO −→ X +NO2 (2.46)
The photolysis of halogen oxides 2.45 leads to a null cycle with respect to ozone destruction,
since the oxygen atom formed quickly recombines with O2 to yield ozone (reaction 2.43b).
Stutz et al. [1999] calculated the importance of the different cycles for the ozone destruction
rate d[O3]/dt as a function of the NOx mixing ratio (Figure 2.4) for given 6 ppt iodine oxide.
Assuming no loss of reactive halogens and all self and cross reactions leading to O3 destruction








































Figure 2.4: Ozone destruction rates of the different catalytic reaction cycles for the case of iodine, as
a function of the NOx concentration. Adapted from Stutz et al. [1999].











where the combined effects of the cycles I (including all self and cross reactions) and cycle II
are taken into account.
At high NOx concentrations, e.g. in the polluted marine boundary layer the exchange reac-
tions with the reservoir species XNO3 can significantly alter the partitioning of reactive
halogen species.
XO +NO2 −→ XNO3 (2.48a)
XNO3 + hν −→ XO +NO2 (2.48b)
However, these reactions represent a null cycle with no net chemistry unless the photolysis
of XNO3 takes place in the XO + NO2 channel. If X + NO3 were formed instead, additional
O3 loss would result.
Apart from its importance for the destruction of ozone the reaction of halogen oxides with
hydroperoxy radicals (2.44c) followed by the photolysis of the product from this reaction, the
hypohalous acids HOX (2.44d), also have a strong influence on the ratio of OH/HO2 [Stutz
et al. 1999; Hebestreit 2001]. In analogy to reaction 2.44c, XO can also react with organic
peroxy radicals (RO2, R = organic group), e.g. the methyl peroxy radical, CH3O2, instead
of HO2. It has been shown in laboratory experiments that this reaction is very efficient for
X=Br, yielding HOBr in about 80% of the reactions. [Aranda et al. 1997].
The efficiency of the catalytic ozone destruction cycles involving halogen radicals strongly
depends on the number of cycles that the reactive compounds X and XO can pass before
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being lost to a reservoir species. Regarding the halogen group from fluorine over chlorine
and bromine to iodine, the reactivity of the halogen atoms decreases strongly. To assess the
role of a halogen species in ozone destruction the branching ratio for the reaction of X with
ozone (2.41a) and the reactions with hydrocarbons RH has to be considered. For bromine
and iodine the reactions with HOx are also important branching reactions:
X +RH −→ HX +R (2.49)
X +HO2 −→ HX +O2 (2.50)
XO +HO2 −→ HOX +O2 (2.51)
• Fluorine atoms released in the troposphere react very quickly with atmospheric water
vapor, which is much more abundant than hydrocarbons (e.g. CH4). HF is stable
against photolysis or reaction with OH. Therefore fluorine will always remain in this
passive form and has no effect on ozone chemistry [Wayne et al. 1995].
• Chlorine atoms react rapidly with CH4 and other hydrocarbons to form HCl. However,
Cl can be reactivated in principle by reaction of HCl with OH and under certain
circumstances it is released as a byproduct of the autocatalytic bromine release (see
section 2.2.3.2).
• Bromine atoms only react with unsaturated hydrocarbons and already oxidized com-
pounds like aldehydes.
• Iodine atoms almost exclusively react with ozone or other radicals.
The relative reaction rate RO3/(RO3 +
∑
RRH+RHO2) is a measure of the probability of the
reaction of a halogen atom with ozone. Table 2.9 gives a survey of the situation for all 4
halogens.
Table 2.9 shows, that fluorine is of no importance in the atmosphere since conversion to HF
is very fast. Therefore, as reactive halogen species in the troposphere only chlorine, bromine
and iodine are considered. In the case of chlorine about half of it is consumed by reactions
with hydrocarbons. For bromine, however, the probability for reaction with ozone is 98%
and reaching almost unity for iodine.
Assuming that all XO radicals formed in the reaction of X with O3 are 100% reconverted to
X atoms by self and cross reactions, the fraction of the rates RO3 of reaction 2.41a and the
sum of the rates RRH + RHO2 of reactions 2.49 and 2.50 is an approximation of the mean
number of catalytic ozone destruction cycles that a halogen atom can pass. This relation is
shown in the last column in Table 2.9. As one can see, the ozone destruction efficiency of
Bromine and especially Iodine outgoes largely that of Cl.
To describe the partitioning between the main RHS X and XO the ratio of the halogen oxide
concentration [XO] and the corresponding halogen atom [X] is determined by the relative
rates of the reactions which convert X into XO (the halogen reaction with ozone 2.41a and
the reaction with hydrocarbons RH and HOx (2.49, 2.50) and the reactions transforming XO




kX+O3 [O3] + kX+RH [RH]
kXO+NO[NO] + 2 · kXO+XO[XO] + kXO+Y O[Y O] + J(XO) (2.52)
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Table 2.9: Comparison of the branching between reaction 2.49, 2.50 and 2.41a. The 6th column is a
measure of the probability of the reaction with ozone, the last column can be seen as a zero order
approximation for the number of ozone destruction cycles a halogen atom can pass before being lost
to the reservoir.
X RH k∗X+RH typ[RH] RRH = kX+RH [RH]








F H2O 1.4 · 10−11 7 · 1016 2.8 · 106 3.5 · 10−6 3.5 · 10−6
CH4 6.3 · 10−11 4.0 · 1013 2.6 · 103∑
RRH = 2.8 · 106
(O3 1.0 · 10−11 1.0 · 1012 10.0)
Cl CH4 1.0 · 10−13 4.0 · 1013 4.0 0.52 0.92
C2H6 5.9 · 10−11 3.0 · 1010 1.7
C3H8 1.4 · 10−10 1.0 · 1010 1.4
HCHO 7.3 · 10−11 1.0 · 1010 0.73
C2H2 2.0 · 10−10 1.0 · 1010 2.1
C2H4 6.0 · 10−10 5.0 · 109 1.5∑
RRH = 11
(O3 1.2 · 10−11 1.0 · 1012 12.0)
Br HCHO 1.1 · 10−12 1.0 · 1010 0.01 0.984 60
HO2 1.7 · 10−12 1.0 · 10−8 2.0 · 10−4∑
RRH = 2.0 · 10−2
(O3 1.2 · 10−12 1.0 · 1012 1.2)
I HO2 3.8 · 10−13 1.0 · 108 3.8 · 10−5 0.99997 3.1 · 104
(O3 1.2 · 10−12 1.0 · 1012 1.2)
∗rate constants taken from [Sander et al. 2003]
Due to the fast photolysis of the IO radical the IO/I ratio is between 1 and 10 for typical
NOx and O3 levels [Platt and Janssen 1995; Vogt et al. 1996], well below ratios found for
BrO/Br and ClO/Cl which are in the order of 100 and 1000 respectively [Barrie et al. 1988].
Figure 2.5 shows a schematic overview of the halogen chemistry in the troposphere adapted
from Platt and Janssen [1995].
2.2.3.2 Sources of Reactive Halogen Species in the Troposphere
Halogen release mechanisms have been the subject of a number of model, laboratory and field
investigations. Despite some still unresolved details, two main sources have been identified:
Halogen release from sea salt and the photolysis of photolabile organohalogens.
Halogen Release from (Sea) Salt The release of halogens from sea salt via heteroge-
neous reactions was introduced by Holland [1978] two decades ago. In the early 1990s the first
release mechanisms were described by Fan and Jacob [1992], Mozurkewich [1995], Platt and
Lehrer [1996], Sander and Crutzen [1996] and Vogt et al. [1996]. Evidence from laboratory
measurements was reported by Oum et al. [1998], Behnke et al. [1997], Fickert et al. [1999]
and Kirchner et al. [1997] in the past years.
By weight, sea salt contains 55.7% Cl−, 0.19% Br− and 2×10−5% I− [Holland 1978]. Through
sea ice surfaces, salt deposits on snow and aerosol particles, sea salt is in contact with the
atmosphere. It represents a large reservoir of halogens, which is available at almost every
coastline and - in form of aerosols - present over the open sea. However, the absolute atmo-
spheric halogen input from sea salt remains uncertain [Platt and Lehrer 1996; Wennberg
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Figure 2.5: Schematic overview of tropospheric halogen chemistry (X = Cl, Br, I), adapted from Platt
and Janssen [1995]. Heavy lines indicate ozone-destruction sequences. Sources of RHS are the release
from sea salt and the photolysis of halocarbons.
1999; Platt and Stutz 1998]. On land, marshes and salt lakes as the Dead-Sea are mostly
very efficient local sources of halogens [Hebestreit et al. 1999].
The most effective release process of reactive halogen species from (Sea) salt is the autocat-
alytic or halogen-catalyzed liberation. This process is based on the uptake of gaseous HOX
(as produced by reactions 2.53a and 2.53b) on acidic salt surfaces [Fan and Jacob 1992;
Tang and McConnell 1996; Vogt et al. 1996], followed by the formation of an (inter-) halogen
molecule in the aqueous phase(reaction 2.53d):
X +O3 −→ XO +O2 (2.53a)
XO +HO2 −→ HOX +O2 (2.53b)
(HOX)g −→ (HOX)aq (2.53c)
(HOX)aq + (Y −)aq + (H+)aq −→ (XY )aq +H2O (2.53d)
(XY )aq −→ (XY )g (2.53e)
XY + hν −→ X + Y (2.53f)
net: X +HO2 + (Y −)aq + (H+)aq +O3
hν−→ X + Y +H2O + 2O2
The (inter-)halogen molecule XY (e.g. Br2 or BrCl) is highly volatile and quickly released to
the gas phase (reaction 2.53e), being readily photolyzed during daytime (table 2.7) to further
react quickly with ozone to form again XO or YO (2.41a or 2.41b).
The above described process is particulary effective regarding bromine and was denominated
as ”bromine explosion events” by Platt and Lehrer [1996] since it can lead to an exponential
growth of the gas phase BrO concentration. Indeed several of this explosion events have
26 CHAPTER 2. CHEMISTRY OF THE DMS INITIATED SULPHUR CYCLE.
been observed in polar regions in springtime, both for the Arctic [Hausmann and Platt 1994;
Tuckermann et al. 1997; Mart´ınez et al. 1999; Ho¨nninger and Platt 2002] and in the Antarctic
[Kreher et al. 1997; Friess 1997; Friess 2001] boundary layer. However, the occurrence of
bromine explosion events is bound to a number of prerequisites described in the separate
paragraph below.
The current understanding is that bromine is mainly released by the autocatalytic process,
while chlorine is a by-product since bromine release is preferred to chlorine, even though it
is much less abundant in a sea salt solution [Fickert et al. 1999]. However, the simultaneous
release of small amounts of BrCl leads to a ’bromine-catalyzed liberation of chlorine’. A
’chlorine explosion’ is much less probable due to very inefficient gas-phase conversion of Cl to
HOCl and the rapid removal of chlorine atoms through the reaction with methane (Table 2.9).
An ’iodine explosion’ is not expected to occur since the concentration of iodine in sea salt
is too small. However, previous reactive iodine chemistry can lead to strong enrichments
in particulate iodine, which are known to occur [Ga¨bler and Heumann 1993]. Additionally,
reactive iodine can accelerate the release of Br and Cl from sea salt due to faster gas phase
reactions [Vogt et al. 1999].
Autocatalytic bromine release - the bromine explosion The mechanism sug-
gested to cause the observed sudden BrO enhancements in the boundary layer is the autocat-
alytic release of bromine involving heterogeneous reactions on acidic sea salt surfaces (aerosols
or ice particles) [Fan and Jacob 1992; Tang and McConnell 1996; Vogt et al. 1996]. The
primary bromine release mechanism as illustrated in figure 2.2.3.2 is started by the the uptake
of gaseous HOBr (process 2.54a):
(HOBr)g −→ (HOBr)aq (2.54a)
(HOBr)aq + (Cl−)aq + (H+)aq −→ (BrCl)aq +H2O (2.54b)
(BrCl)aq + (Br−)aq −→ (Br2Cl−)aq (2.54c)
(Br2Cl−)aq −→ (Br2)aq + (Cl−)aq (2.54d)
(Br2)aq −→ (Br2)g (2.54e)
Br2 + hν −→ 2Br (2.54f)
2(Br +O3) −→ 2(BrO +O2) (2.54g)
2(BrO +HO2) −→ 2(HOBr +O2) (2.54h)
net: HOBr + (Br−)aq + (H+)aq + 2HO2 + 2O3
hν−→ 2HOBr +H2O + 4O2
In the aqueous phase HOBr reacts with ions of chlorine or bromine to forming (inter-)halogen
molecules which are rapidly emitted to the gas phase due to their low solubility. The photol-
ysis of Br2 and BrCl leads to the release of two halogen atoms for each halogen atom taken
up by the sea salt surface as HOBr. This leads to an exponential growth of gaseous reactive
bromine, the bromine explosion [Platt and Lehrer 1996]. The release of Br2 is preferred over
BrCl, even if Br is much less abundant in a sea salt solution [Fickert et al. 1999]. The prin-
cipal mechanisms involved in the autocatalytic bromine release could also be reproduced by
Lehrer [1999] using a 1D model including the above described gas phase and heterogeneous
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Figure 2.6: Overview of the tropospheric bromine chemistry including the bromine explosion
mechanism.
reactions (on the sea ice surface as well as on the aerosol) and turbulent vertical mixing in
the boundary layer.
The following prerequisites are necessary for a bromine explosion to take place:
1. The bromine release from sea salt only occurs for pH<6.5 (due to reaction 2.54b [Fickert
et al. 1999]). The necessary acidity of the salt surface can be supplied by uptake of
gaseous HCl or other strong acids, such as HNO3 and H2SO4 [Keene et al. 1998; Lehrer
1999]. The average pH of sea water lays in the range of 7.3-8.3.
2. The heterogeneous processes only lead to an exponential increase in gaseous reactive
bromine if more than one bromine atom is produced for each scavenged HOBr molecule.
This is the case as long as the release of Br2 is preferred to that of BrCl as e.g. reported
by Fickert et al. [1999].
3. To sustain the high concentrations of the reactive bromine, the meteorological condi-
tions must prevent boundary layer air from mixing with free tropospheric air. During
late winter and early spring, strong inversion layers in the lowermost 1000m of the
polar atmosphere effectively prevent upward mixing of boundary layer air.
4. Since the aerosol usually cannot provide enough surface area to release the observed
amounts of reactive bromine, areas with highly enriched salt concentration are required.
This is obviously given for salt-pans as formed at the dead sea. In polar regions sea
ice surfaces can be strongly enriched in sea salt. These are present as surface brines
(a liquid layer with a high salinity on the frozen sea ice) and frost flowers on freshly
frozen sea ice
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5. The autocatalytic bromine release and the subsequent destruction of ozone requires
light, so bromine explosions only occur after polar sunrise.
6. An initial small amount of reactive bromine is needed to start the heterogeneous
bromine release on these sea salt surfaces.
7. The released bromine causes the destruction of ozone in the marine boundary layer.
When all ozone is consumed, reactive Br is converted into HBr and either taken up by
the aerosol or deposited at the surface as bromide(Br−). It can re-enter the gas phase
during another bromine explosion.
8. After the inversion layer breaks up ozone is mixed in from higher altitudes.
The large accumulation of sea ice and snow at polar regions in winter is a rich source of
halogens in spring, when the emergence of sunlight and the presence of a strong inversion
layer allows the occurrence of bromine catalyzed ozone destruction episodes. Depending on
atmospheric conditions, this cycle can restart several times during polar spring or basically
every day for stable conditions as found in the dead sea region.
Halogen Release from Degradation of Organohalogens More than 3800
organohalogen compounds, mainly containing chlorine or bromine (a few with iodine
and fluorine), are produced by living organisms or are formed during natural abiogenic
processes, such as volcanoes, forest fires, and other geothermal processes. The oceans are
the single largest source of biogenic organohalogens, which are biosynthesized by myriad
seaweeds, sponges, corals, tunicates, bacteria and other marine life. Terrestrial plants, fungi,
lichen, bacteria, insects, some higher animals and even humans also account for a diverse
collection of organohalogens. The breakdown of organohalogen compounds is approximately:
organochlorine, 2200; organobromine, 1950; organoiodine, 95; organofluorine, 100. A few
hundred of these compounds contain both chlorine and bromine [Gribble 2003].
In contrast to the terrestrial environment, where only very low or no concentrations of
volatile brominated and iodinated compounds were found, marine organisms seem to be
negligible contributors for chlorinated compounds [Laturnus et al. 2000]. Global estimates of
organohalogen emission fluxes are associated with significant uncertainty, arising from data
precision and coverage, choice of air-sea exchange parameterizations and model assumptions.
Although an annual atmospheric input of approximately 108−1010 g bromine and 107−108 g
iodine, marine macroalgae are apparently not the major source of halogens on a global scale,
as the release is up to four orders of magnitude lower than a presumed annual flow from the
oceans. The ice algae community, phytoplankton [Tokarczyk and Moore 1994] and other
minor sources contribute significantly to halogen budgets. Despite this, macroalgae may be
more important on a local scale due to their occurrence at a high biomass in the coastal
regions [Ma¨kela¨ et al. 2002; Laturnus 2001; Giese et al. 1999].
Methyl halides (CH3X) are the most abundant form of gaseous halogens, reaching a global
annual source strength about 3.5–5 Teragrammes methyl chlorine (CH3Cl), 0.8 Tg CH3Br
and 3 Tg methyl iodine respectively [Ballschmiter 2003]. However, the regional distribution
of the emissions fluxes is quite inhomogeneous. In the case of CH3Cl about 85% of global
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emissions occur in the equatorial region (ranging from 30◦N to 30◦S) [Keene et al. 1999].
Other measurable organohalogen species include polyhalogenated compounds like bro-
moform (tribromomethane, CHBr3) or iodoform (triiodomethane, CHI3), dibromo- and
diiodomethane (CH2Br2, CH2I2). Also, short-chained organic halogens including different
halogen species such as CH2ClI or CH2IBr [Wayne et al. 1995] have been detected in the
atmosphere in significant amounts (see Table 2.10). The estimated annual oceanic input
from combined algae sources to the atmosphere are 1010 − 1012 grammes Bromine and
1011 − 1012 g Iodine per year respectively [Giese et al. 1999]. Anthropogenic bromine
emissions (1010 − 1012 g Br yr−1) are of similar magnitude as the biogenic sources. Whereas
biogenic emissions seem to consist primarily of CHBr3, the primary compound emitted by
anthropogenic activity is CH3Br [Goodwin et al. 1997]. Fumigation and industrial emissions
and especially in the tropics biomass burning are the most important anthropogenic
sources of halogenated hydrocarbons, which lead to an estimated man–made production of
(10− 50) · 109 g CH3Br/year [Manøand Andreae 1994].
In contrast to CFCs, which are photostable in the troposphere, most brominated and iodi-
nated halocarbons can be photolyzed even at low UV intensity in the planetary boundary
layer or the free troposphere. Table 2.10 shows the typical mixing ratios and photolytic
lifetimes in the troposphere for several halogenated hydrocarbons of importance for the
tropospheric halogen budget.
Due to the relatively long lifetime the most abundant organohalogen compound, CH3Br,
is more likely to play a significant role in the stratosphere compared to CHBr3 (0.8 years
and 1.2 months respectively). Particulary striking are the comparatively short lifetimes of
the iodinated hydrocarbons. Especially as the iodide content of sea salt is only of the order
of 10−5 % [Holland 1978], iodocarbon photolysis deserves more attention as RHS source
than the iodine release from sea salt. As an example the photolytic lifetime of CH3I is
about hundred times shorter than its lifetime with respect to the reaction with OH [Sander
et al. 2003] and photolysis of the alkyl iodides occurs on a much shorter timescale than
for the equivalent bromine or chlorine compounds [Carpenter et al. 1999]. Indeed, the
photochemical breakdown of organic halides such as CH2I2,CH2ICl and CH3I are probably
the major source of reactive iodine in the marine boundary layer.
The atmospheric Iodine cycle The main origin of organic iodine in seawater
appears to be marine algae. The mechanism for production of monohalogenated com-
pounds as CH3I involves a halide ion methyl transferase enzyme [Wuosmaa and Hager 1990],
found in both macroalgae(seaweeds) and microalgae(phytoplankton), whereas di- and tri-
halogenated halocarbon production (as CH2I2,CH2ICl,CHBr2Cl) involves the haloperoxidase
enzyme, present in a wide range of terrestrial and marine organisms [Wever et al. 1991].
Haloperoxidases catalyze the oxidation of halides by hydrogen peroxide, which is released as
part of normal cell metabolism and during defense reactions. The resulting reactive elec-
trophile halogenating species can react with available organic material within the cell via
the iodoform reaction to form volatile organohalogens thtat are released to the surrounding
seawater or air. Under conditions of oxidative stress, e.g. at elevated temperatures or when
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Table 2.10: Lifetime and typical tropospheric mixing ratios of brominated and iodinated hydrocarbons.
Compound Location C oncentration[ppt] Reference Lifetime
Mean Range
CH3Br W.Ireland 13.9 9.3-26.1 CAR99 0.8 years
a
CHBr3 W.Ireland 6.8 1.0-22.7 CAR03 1.2 months
b
Tasmania 2.6 0.7-8.0 CAR03
Spitzbergen 0.45 0.02-0.2 SCH93
Asian Seas 1.2 0.3-7.1 YOK97
Antarctic 6.3±6 1.0-37.4 REI92
CH2Br2 W.Ireland 1.44 0.28-3.39 CAR03 4 months
c
Tasmania 0.43 0.10-1.39 CAR03
C2H5I W.Ireland 0.2 0.1-0.5 CAR99 40 hours
d
CH2BrCl Spitzbergen <0.5 SCH93 5 months
e
CHBr2Cl W.Ireland 0.44 0.13-1.62 CAR03 1.2 months
e
Tasmania 0.19 0.05-0.78 CAR03
Spitzbergen 0.3 <0.01-1 SCH93
CH3I W.Ireland (spring) 0.43 0.12-1.47 CAR99 5 days
d
W.Ireland (summmer) 3.78 1.30-12.03 CAR00
Spitzbergen 1.04 <0.004-2.12 SCH93
Asian Seas 0.63 0.24-2.0 YOK97
Tasmania 2.6 1.0-7.3 CAR03
C2H5I W.Ireland (spring) 0.06 <0.02-0.21 CAR99 40 hours
d
W.Ireland (summmer) 0.16 <0.02-0.50 CAR00
Asian Seas 0.09 0.03-0.31 YOK97
Spitzbergen 0.20 <0.02-2.28 SCH93
CH2ICl W.Ireland (spring) 0.11 <0.02-0.21 CAR99 5 hours
d
W.Ireland (summmer) 0.16 <0.02-0.50 CAR00
Spitzbergen 0.07 <0.004-0.18 SCH93
Alert 0.01 <0.01-0.05 YOK96
Tasmania 0.04 0.0-0.39 CAR03
CH2IBr W.Ireland (spring) 0.08 <0.02-0.32 CAR99 45 minutes
d
W.Ireland (summmer) 0.06 <0.02-0.30 CAR00
CH2I2 W.Ireland (spring) 0.05 <0.02-0.36 CAR99 5 minutes
d
W.Ireland (summmer) 0.10 <0.02-0.46 CAR00
Spitzbergen 0.46 <0.08-1.02 SCH93
CAR99 [Carpenter et al. 1999] CAR00 [Carpenter et al. 2000] CAR03 [Carpenter et al. 2003]
REI92 [Reifenha¨user and Heumann 1992] SCH93 [Schall and Heumann 1993] YOK96 [Yokouchi et al. 1996]
YOK97 [Yokouchi et al. 1997]
a [Colman et al. 1998] b [Moortgat et al. 1993] c [Mellouki et al. 1992]
d [Vogt et al. 1999] e [Bilde et al. 1998]
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exposed to grazing, H2O2 would otherwise build up to high levels with fatal consequences for
the health of the organism [Carpenter 2003].
CH3I is emitted into the atmosphere mainly as a result of biological methylation of iodine and
is readily photolyzed to produce iodine atoms, which may influence the atmospheric ozone
budget. The predominant source of atmospheric CH3I has been considered to be marine
organisms. Considerable evidence has supported the notion that macroalgae (seaweed such
as kelp) are CH3I sources, but many laboratory culture experiments have indicated that
this production (107 to 108 g year−1) is insignificant compared with the global CH3I flux
(1 − 4 × 1011 g year−1). This appears to be due to the limited distribution of macroalgae
only in coastal regions and hence the limited biomass available. Microalgae (phytoplankton)
are widely distributed in the ocean and have a greater biomass than macroalgae. However,
several laboratory studies have shown that microalgal production (109 to 1010 g year−1) also
seems to be insufficient to account for the global flux. Therefore, the involvement of other
organisms such as bacteria has been inferred, but no direct evidence has yet been reported.
The main reaction path for reactive iodine is cycle (2.44) involving HOx radicals which is
more efficient in destroying ozone at the observed iodine levels than the cycle involving the
IO self reaction (2.41). Model calculations have shown that the IO/HOx cycle accounts for
up to 75% of the ozone destruction if 6 ppt of inorganic iodine are present in the MBL [Stutz
et al. 1999] (see Figure 2.4). The importance of reactive iodine on the tropospheric ozone
budget could thus be comparable to the photolytic ozone loss processes involving HOx if only
a few ppt of reactive iodine are present. In contrast to the other halogens I atoms do not
react with hydrocarbons to form HI. However, HI is formed in the reaction of iodine with
HO2,
I +HO2 −→ HI +O2 (2.55)
In case of iodine the reactivation of I from the HI reservoir via the reaction
HI +OH −→ I +H2O k = 3 · 10−11cm3molec−1s−1 (2.56)
can take place, but is slow due to the lifetime of HI due to reaction with OH of about 7 to
9 hours (at typical OH concentrations of 1×106molec/cm3). The iodine compounds IONO2,
I2O2 and INO2 with photolytic lifetimes of less than 1 hour act only as temporary reservoir
species and not as a sink for reactive iodine.
The fate of reactive iodine is presently not completely understood, however, since large
aerosols are usually enriched in iodine (in the form of iodate IO−3 ), irreversible uptake of
inorganic iodine on aerosols seems to be an important loss mechanism for reactive iodine.
Vogt et al. [1999] have suggested the uptake of the IO dimer I2O2 on aqueous aerosol surfaces
or the self- reaction of IO in the aqueous phase, followed by a hydrolysis reaction:
IO + IO −→ I2O2 (2.57a)
I2O2 + (H2O)aq −→ (HOI)aq + (IO2)−aq + (H+)aq (2.57b)
IO + IO +H2O −→ (HOI)aq + (IO2)−aq + (H+)aq (2.57c)
(IO2)−aq + (H2O2)aq −→ (IO3)−aq +H2O (2.57d)
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The formation of iodate (IO−3 ) is a possible loss process for reactive iodine since reactions
(2.57) lead to an accumulation of this compound in the aerosol. Another possible sink are
OIO radicals as products of the IO self reaction (for rate constants and branching ratios see
Table 2.8):
IO + IO −→ OIO + I (2.58)
Although initially it was thought that OIO is photostable, recent studies have shown that
photodissociation of OIO can proceed via two channels [Atkinson et al. 2003]:
OIO + hν → I + O2 (λ ≤ 3987 nm) (2.59)
→ IO + O(3P) (λ ≤ 415 nm) (2.60)
(2.61)
Channel ( 2.59) would enhance O3 depletion, since the combination of reactions (2.58)
and ( 2.59) removes two O3 molecules, whereas channel ( 2.60) would lead to a null
cycle. Several groups [Cox et al. 1999; Ingham et al. 2000] have shown that OIO has a
strong absorption spectrum consisting of sequences of bands grouped in triplets between
480 and 645 nm. However, the bond dissociation energy for OI–O has been calculated
from quantum theory to be 288 ± 16 kJ mol−1 [Misra and Marshall 1998], corresponding
to a photo-dissociation threshold for OIO via channel (2.60) of approximately 415 nm.
Indeed, Ingham et al. [2000] failed to observe O atoms produced from the photolysis
of OIO at 532 nm. In contrast, channel ( 2.59) is close to thermoneutral [Misra and
Marshall 1998], so that absorption in these visible bands could lead to I atom produc-
tion. According to [Ashworth et al. 2002] the photolysis lifetime of OIO is about one
second and almost certainly leads to I+O2. This is in agreement with observations as OIO
has only be detected after sunset so far [Allan et al. 2001; Hebestreit 2001; Plane et al. 2001].
Other sinks for OIO are the rapid reaction with NO (k(300 K) = 6.34× 10−12 cm3 molec.−1 s−1)
and possibly with OH leading to a reconversion of OIO into reactive iodine:
OIO +NO −→ IO +NO2 (2.62a)
OIO +OH −→ IO +HO2 (2.62b)
Measurements of Hebestreit [2001], who observed OIO for the first time in the boundary
layer, suggest that the reaction with NO (2.62a) is the most important loss process for OIO.
The estimated lifetime of OIO with respect to this reaction is approximately 20 minutes. The
NO mixing ratios during the measurements performed at Mace Head, Ireland, were in the
range of 0.25 - 1 ppb.
Hoffmann et al. [2001] pointed out that another possible fate of OIO and IO is the poly-
merization of IO and OIO to higher iodine oxides IxOy forming aerosols as reported from
laboratory experiments[Cox and Coker 1983; Harwood et al. 1997; Ho¨nninger 1999]. Hoff-
mann et al. [2001] argue that this process could be responsible for bursts of new particles
frequently observed in the coastal environment during low tide [O’Dowd 2001]. Furthermore
it could explain the enrichment of iodate in marine aerosols, although the detailed mecha-
nisms are completely unclear to date.
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As a result the formation of OIO can possibly be an important sink for reactive iodine, par-
ticularly under low NOx conditions. Figure 2.7 summarizes the current knowledge of iodine
chemistry in the troposphere.

Figure 2.7: Overview of the tropospheric iodine chemistry: Source gases are shown in brown, red
arrows indicate ozone depleting catalytic reaction cycles, and blue arrows indicate heterogeneous
release processes. Adapted from Platt and Janssen [1995] and Vogt et al. [1999]
Halogen release via the attack of strong acids on halides The attack of strong
acids such as H2SO4 on sea salt aerosols is known to release gaseous halogen compounds as
e.g. HX:
H2SO4 + 2(NaX)aerosol −→ 2HX +Na2SO4 (2.63)
A recycling of gaseous HX via heterogeneous reactions is possible and is supposed to be of
mayor importance in polar regions [McFiggans et al. 2000; Sander et al. 1999; Vogt et al.
1999] and in the remote marine boundary layer [Seisel and Rossi 1997]. On the surface of
sea salt aerosols the reaction of HOX with HX is followed by the release of the (inter)halogen
molecule XY to the gas phase [Abbatt 1994; Abbatt 1995; Abbatt and Nowak 1997] where
it is rapidly photolyzed (reactions 2.53a to 2.53f and Table 2.7). Seisel and Rossi [1997]
discovered a reaction that requires cold and acidified aerosol surfaces. Therefore this reaction
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of nitrous acid (HONO) and Br−
HONO +Br− −→ BrNO +H2O (2.64)
could be of importance in polar regions but not at mid latitudes. Significant HONO produc-
tion from the snowpack by photochemical reactions was found by Zhou et al. [2001] in the
Canadian arctic.
Halogen release via NOy species Anthropogenic emitted species like NO2 and
N2O5 have been found to release halogens from sea salt [Finlayson-Pitts and Johnson
1988; Finlayson-Pitts et al. 1989; Mozurkewich 1995]. In the presence of nitrogen oxides
heterogeneous reactions on aerosol surfaces (like reaction 2.65) are known to produce
halogenated nitrogen oxides which are photolabile (reaction 2.66) or which may also react
directly with sea salt (2.67)[Schweitzer et al. 1999]:
(N2O5)g + (NaX)s −→ (XNO2)g + (NaNO3)s (2.65)
XNO2 + hν −→ X +NO2 (2.66)
(XNO2)g + (NaX)s −→ (NaNO2)s + (X2)g (2.67)
Under atmospheric conditions reaction 2.65 is very slow [Mozurkewich 1995]. However, in
contrast to the other halogen release mechanisms described at the beginning of this section,
the formation of XNO2 and X2 can proceed without light, leading to an accumulation of these
photolabile species before sunrise (’dark source’ of RHS). Nagao et al. [1999] observed O3
depletion events in the sub-tropical marine boundary layer and proposed night-time halogen
release followed by photolysis at sunrise for these events. Nevertheless, this source is the more
effective the higher the NOx values are, i.e. the more polluted the atmosphere is. Therefore
it cannot be expected to be the dominant process of halogen release in the remote marine
boundary layer. The uptake of NO3 by aqueous solutions of NaX leads to another night-time
mechanism [Gershenzon et al. 1999]:
(NO3)g + (NaX)s ←→ (NO3 −NaX)s; (NO3 −NaX)s −→ NaNO3 + (X)s (2.68)
The uptake coefficient was found to be near 0.01 for sea water by Rudich et al. [1996], while
Seisel and Rossi [1997] found 0.05 for dry NaCl.
2.2.3.3 Sinks of Reactive Halogen Species in the Troposphere
The first step in the loss process of RHS in the troposphere is their reaction with hydrocarbons
(RH, e.g. CH4, see reaction 2.49) or peroxy radicals (HO2 and organic peroxy radicals RO2,
see reaction 2.50) to form hydrogen halides HX. The final loss of these compounds from
the atmosphere is due to wet (after uptake on water-droplets of clouds or fog or on aerosol
surfaces) and/or dry deposition (by sedimentation or surface reaction) on the earth’s surface,
including snow and ice surfaces, vegetation, buildings etc. As a result gaseous species are
removed, at least temporarily, from the atmosphere. HX are readily soluble in water, which
leads to efficient wet deposition on the ground or on aerosol surfaces and thus - at least
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temporarily - to a removal of RHS from the atmosphere. The different halogens show different
behavior concerning their reaction with hydrocarbons (cf. table 2.9. Cl reacts fast with all
hydrocarbons, Br only with unsaturated hydrocarbons or oxidized species like aldehydes
and carbonyls leading to the formation of HX. Iodine atoms cannot react with saturated or
unsaturated hydrocarbons [Miyake and Tsnogai 1963]. Additionally, Br atoms can add to
the C=C double bond of olefins leading to brominated organic compounds. The lifetime of
the respective compound with respect to photolysis determines the efficiency of Br loss. For
a detailed description consult the actual reviews of Sander et al. [2003] and Atkinson et al.
[2003]. For chlorine the most important sink is the reaction with hydrocarbons by reaction
2.49. In principle, the reactivation of halogen atoms from the reservoir compound HX is
possible by the reaction with OH
HX +OH −→ X +H2O (2.69)
However, as can be seen from table 2.11 the reaction is endothermic and therefore negligible
for fluorine. For chlorine, bromine and iodine the production rates of X atoms by reaction
2.69 can be estimated using the simple relation:
d
dt [X] = [OH] · k(HX +OH) · [HX] (2.70)
The resulting production rates and rate constants for reaction 2.69 are shown in table 2.11.
Measurements of hydrohalous acids HX reported in literature restrict to the stratosphere
[Douglass and Kawa 1999; Chartrand and McConnell 1998]. Therefore an estimation of
typical values for the remote marine boundary layer was done using the model MOCCA
[Vogt et al. 1999]. The HX concentrations values correspond to highest daytime mixing
ratios of 1 ppt BrO, 0.2 ppt ClO and 0.8 ppt IO in the model respectively.
The calculated halogen atom production rates lead to the conclusion that reaction 2.69 is of
minor importance under tropospheric conditions.
Table 2.11: Enthalpy and rate constants of reaction (2.69) at 298 K [Sander et al. 2003].
Halogen Enthalpy ∆H k(HX+OH) [HX] (a) d
dt
[X] (b)
[kcal mol−1] [cm3molec.−1s−1] molec. cm−3 [atoms s−1]
F 15.0
Cl -18.2 8.0× 10−13 5× 108 4.2× 102
Br -33.7 1.1× 10−11 8× 107 9.1× 102
I -49.9 3.0× 10−11 4× 106 1.3× 102
(a) estimation for remote marine boundary layer using MOCCA[Vogt et al. 1999]
(b) [OH]=106molec.cm−3
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2.3 Dimethylsulphide(DMS)
Since [Lovelock 1972] postulated in 1972 that DMS could account for the ”missing” global
flux of gaseous sulphur from the oceans to the atmosphere, some 150 oceanographic cruises
have compiled data on its ubiquity and supersaturation in surface seawater [Kettle et al.
1999]. Today it is well recognized that Dimethylsulfide (DMS) and its precursor, dimethyl-
sulfoniopropionate(DMSP), along with dimethylsulfoxide(DMSO), form the major pool of
organic sulfur in the marine environment [Andreae and Crutzen 1997; Scarratt et al. 2000].
The production and transformation of these compounds comprise an important part of the
sulfur cycle. DMS is readily oxidized in the atmosphere to form sulfate aerosols which are
thought to be climatically important due to their ability to scatter sunlight and their role
in the formation of cloud condensation nuclei. Both these processes increase the planetary
albedo and exert a cooling influence on the climate. Recent estimates [Kettle and Andreae
2000] of the DMS emission flux range from 15 × 1012 to 33 × 1012gramsSulphuryear−1,
enough to make a major contribution to the atmospheric sulphur burden and, therefore, to
the chemistry and radiative behavior of the atmosphere.
2.3.1 Sources and production of DMS
It was originally thought that phytoplankton produce DMS directly, and many authors
still imply this when describing the oceanic biogeochemical sulfur cycle. Factors controlling
phytoplankton activity (e.g. light, temperature and nutrients) were therefore expected to
control DMS production. This view provided the basis for the hypothesis of a feedback
between oceanic phytoplankton and climate. The CLAW hypothesis proposed by Charlson,
Lovelock, Andreae and Warren [Charlson et al. 1987] in the late 80’s suggested that DMS
is released by marine phytoplankton, enters the troposphere, and is oxidized to sulfate
particles, which then act as cloud condensation nuclei (CCN) for marine clouds. Changes in
CCN concentration affect the formation rate of cloud droplets, which influences cloud albedo
and consequently climate. Large-scale climate change, in turn, affects the phytoplankton in
the oceans and thereby closes the feedback loop (Fig. 2.8). One of the main criticisms of
the CLAW hypothesis was its evolutionary feasibility, as climate regulation would imply an
improbable altruistic behavior of phytoplankton for the biosphere. The authors of CLAW
proposed that the energetic cost of DMS production could be justified by means that
cloud feeding by DMS would favor phytoplankton by enhancing the return of nitrogen (a
generally limiting resource in the surface ocean) through rainfall and by lessening harmful
UV input. However, not all phytoplankton species (not even all clones within species)
produce equivalent amounts of the DMS precursor. Moreover, as many organisms other than
DMS producers have a high Nitrogen demand and are sensitive to UV, the benefits of DMS
production would be shared with concurrent organisms.
In the years since publication of the CLAW hypothesis, over 1000 papers have been published
discussing the biogeochemistry of DMS (and its precursors) and its link to climate. According
to current knowledge there is no need to invoke either altruism or selfish adaptation related
directly to DMS to explain the exhalation of atmospheric sulfur by plankton on an evolution-
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ary basis. It was shown that phytoplankton do not have metabolic pathways for the direct
synthesis of DMS, instead they produce large amounts of non-volatile dimethylsulfoniopro-
pionate (DMSP). This compound performs several important physiological and ecological
functions of benefit for the producer. It is involved in osmoprotection and cryoprotection in
algae, it can act as a methyl donor and is the precursor of cues for chemosensory attraction in
the marine food web [Simo` 2001]. It is now agreed that DMS is produced by the enzymatic
cleavage of DMSP via DMSP-lyase to DMS and acrylate. While phytoplankton are known
to be the principal source of DMSP, bacteria are thought to provide the major mechanism
for transforming DMSP to DMS in seawater [Gabric et al. 1993; Wolfe and Steinke 1996;
Yoch et al. 1997]. There are also a few species of phytoplankton which are known to possess
DMSP-lyase, and it is speculated that there may be others. However, linking phytoplankton
to DMS through DMSP is not straightforward (Figure 2.9). Attempts to correlate DMS
to phytoplankton biomass (chlorophyll–a concentration) or activity (primary production)
on large spatial or temporal scales have failed [Kettle et al. 1999]. This might be not only
because of the taxonomy (some species produce more DMSP than others do) dependence
of DMSP production in algae, but also because most DMSP breakdown into DMS requires
DMSP being released extracellularly. Exudation by healthy algae represents only a small
fraction of DMSP release, which occurs mostly through cell lysis (autolysis and viral
attack [Fuhrman 1999]) and grazing [Wolfe and Steinke 1996]. In grazing, a fraction of the
algal DMSP is assimilated by the grazer. Some of the released DMSP is then converted into
DMS by algal and/or bacterial DMSP lyases, either free in solution, attached to particles
or in the guts and vacuoles of grazers. A second major mechanism of DMSP degradation
by bacteria is demethylation, which does not produce DMS. The ratio of DMSP cleavage to
demethylation is variable and often expressed as a DMS production yield. DMSP cleavage
is generally thought to be the less significant of the 2 processes, and DMS production
yields measured in marine waters fall typically between 5 and 30% [Kiene 1993] which may
decrease as a phytoplankton bloom ages [van Duyl et al. 1998].
Once produced, DMS is consumed biologically [Kiene 1993] within one to several days. With
the exception of very particular conditions, DMS concentrations are generally constrained to
between 0.5 and 10 nM. Such a narrow range suggests that losses occur in tight coupling with
production processes. Indeed, not only biological consumption but also significant photolysis
and ventilation rates have been found coupled to DMS production in the open ocean. Most
studies show that bacteria are a major sink for DMS. Therefore, because bacterioplankton
are involved in both DMSP and DMS utilization (Fig. 2.9), factors controlling bacterial
activity (such as UV-B radiation, temperature, nutrients and dissolved organic matter
quality) ultimately also play a role in controlling DMS concentration in the water.
The atmospheric DMS concentration finally depends on the sea to air flux of DMS (fDMS), a
factor resulting from the DMS concentration in seawater Cw and the gas transfer velocity Kw,
fDMS = Kw ∗ Cw (2.71)
Kw can be derived from wind speed (u) and sea surface temperature (T, in Celsius) using
the relationship given by [Liss and Merlivat 1986]
















Figure 2.8: The feedback system linking oceanic plankton and climate through the production of
atmospheric sulfur. The original CLAW hypothesis postulated that production of dimethylsulfide
(DMSaq) by phytoplankton, and its subsequent ventilation (DMSg) and oxidation in the atmosphere,
feeds cloud condensation nuclei (CCN) in marine stratus, thereby increasing cloud albedo. If the
consequent reduction in solar irradiance made phytoplankton produce less DMS, then a negative
feedback would operate, thus stabilizing climate. Although this hypothesis is still conjecture, recent
advances suggest that it is not only phytoplankton but the whole food web that releases DMS and
that the response of net DMS production to changes in solar radiation might operate through the
profound effects of surface vertical mixing on oceanic biogeochemistry and food-web dynamics.
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Figure 2.9: The fate of phytoplanktonic dimethylsulfoniopropionate (DMSP) in seawater. DMSP is
released from the cell through exudation and, most importantly, by cell lysis and grazing. A fraction
is assimilated by grazers, whereas the rest is either cleaved to dimethylsulfide (DMS) by algal and
bacterial DMSP lyases, or used by heterotrophic bacteria through other pathways. DMSP acts both
as a source of carbon and a source of sulfur for methionine and subsequent protein synthesis. DMS is
also consumed by bacteria, and lost through photooxidation. Only a small fraction (5-30%) escapes
this tight cycling and vents to the atmosphere[Kiene1993]. DMSP cycling is an integral part of the
food web, and foodweb dynamics control DMS emission to the atmosphere.
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Kw = 0.17 · [A(T )]−2/3 · u (2.72)
(u ≤ 3.6 m/s) (2.73)
Kw = 0.17 · [A(T )]−2/3 · u+ 2.68[A(T )]−1/2 · (u− 3.6) (2.74)
(3.6 < u < 13 m/s) (2.75)
Kw = 0.17 · [A(T )]−2/3 · u+ 2.68[A(T )]−1/2 · (u− 3.6) + 3.05[A(T )]−1/2 · (u− 13)(2.76)
(u ≥ 13 m/s) (2.77)
The factor A(T ) = SDMS(T )/SCO2(T ) is the relation of the Schmidt Numbers of CO2 and
DMS at the temperature T, which can be obtained using the equation from [Saltzman et al.
1993]: SDMS = 2674−147.12 T+3.726 T 2−0.038 T 3. At 20 ◦C the factor SCO2(20 ◦C) = 595.
Inserting typical values in the equations given above a rough approximation leads to Kw ∼ u2
and Kw ∼ T , thus wind speed is a crucial factor defining the DMS flux.
2.3.2 The atmospheric oxidation chain of DMS
Local sea–to–air flux of DMS(FDMS), long range transport, marine boundary layer(MBL)
height variation and oxidation by radicals are assumed to be the major factors controlling
atmospheric DMS concentrations. The atmospheric biogenic sulphur cycle, shown schemati-
cally in Figure 2.10, is divided into several steps [Nilsson and Leck 2002].
The residence time of DMS in the atmosphere is in the order of one to a few days under clean
marine conditions. After diffusion from the sea surface the gas–phase oxidation of DMS
is readily started. Hydroxyl radicals (OH) have been identified as the major photochemical
sink of DMS in the clean marine atmosphere [Ayers et al. 1995; Sciare et al. 2000]. However,
model results reveal that the measured OH levels are not sufficient to explain the observed
DMS daytime variation. Other oxidizing species as BrO [von Glasow et al. 2002; Toumi
1994], the heterogeneous reaction of DMS and ozone in the aqueous phase [Gershenzon
et al. 2001; Barcellos da Rosa et al. 2003] and multiphase chemistry in general [Campo-
longo et al. 1999] have been proposed to explain model shortcomings. In polluted areas the
nitrate radical (NO3) when present at nighttime, can exceed by far the oxidation capacity
of OH [Allan et al. 2000], reducing the lifetime of DMS to few hours or even minutes. The
gas–to–particle transformation of the DMS oxidation products, mainly Dimethylsul-
phone(DMSO), Methane sulfinic acid(MSA) and sulphur dioxide SO2, leads to the formation
of aerosols and cloud condensation nuclei(CCN). The cycle is closed by removal of these
products from the atmosphere by dry and wet deposition(Figure 2.10).
Although significant research progress has been achieved within the last decade, the very
complex chemical and physical pathways which lead from gaseous DMS to sulphur particles
remain a challenge for further investigations. An illustration of the oxidation chain lead-
ing from Dimethylsulphide to the presumably final oxidation product, Methane sulphonic
acid(MSA), is given in Figure 2.11. Although a relatively detailed representation of the
chemical pathways was intended, not all investigated chemical reactions involved in the DMS
oxidation chain are shown in Figure 2.11. It becomes evident that nearly all radical species
found in the marine boundary layer contribute to the oxidation process, although their rela-

























tive contribution can change significantly from step to step of the chain. The ramifications
of the oxidation pathways are numerous and their importance is largely dependent on the
concentration of trace gases in the environment, as will be shown in the analysis chapter of
this thesis(Chapter 5).
The corresponding rate constants to the reactions depicted in Figure 2.11 are given in
table 2.12. In spite of the amazing number of publications available so far concerning the fate
of Dimethylsulphide in the atmosphere, most of the kinetic rate constants of its oxidation
chain are based on estimations made by [Yin et al. 1990]. Thank to the abundant labora-
tory studies performed within the framework of the EL CID project, significant knowledge
was won regarding the implication of bromine [Aranda et al. 2002; Ballesteros et al. 2002;
Riffault et al. 2003] and chlorine [Dı´az-de Mera et al. 2002; Mart´ınez et al. 2002; Riffault
et al. 2003; Rodr´ıguez et al. 2003] in the DMS oxidation process. Other achievements have
been the studies on gas phase reactions of OH with DMSO and MSA [Arsene et al. 2002;
Kukui et al. 2003] as well as on a number of heterogeneous reactions involved in the DMS
cycle [Barcellos da Rosa et al. 2003; Bardouki et al. 2002].
In the following a short introduction to the DMS oxidation chain as depicted in Figure 2.11 is
given. The discussion is started with the omnipresent OH radical (section 2.3.2.1). After this
first step, further elucidations will focus on the implication of nitrogen species(section 2.3.2.2)
and halogens (section 2.3.2.3) to the DMS oxidation process and in particular on the nitrate
radical NO3 and bromine oxide BrO whose depletion efficiency can regionally surpass the one
reached by OH. At the end of this section a brief introduction to heterogeneous reactions and
other depletion mechanisms involved in the cycle is given (section 2.3.2.4).
















































































































































































Figure 2.11: The oxidation chain of DMS in the atmosphere.
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Table 2.12: Overview of reactions and corresponding rate
constants involved in the DMS oxidation cycle.
Rate constant[cm3 molec.−1 s−1]
Reaction k(T)=A*exp(B/T) (T=298 K) Ref.
A B
H Abstraction
2.78 DMS+OH →CH3SCH2+H2O 1.13× 10−11 -253 4.8× 10−12 ATK03
2.79 CH3SCH2+O2 →CH3SCH2O2 5.7× 10−12 ATK03
2.80 CH3SCH2OO+NO →CH3SCH2O+NO2 4.9× 10−12 260 1.2× 10−11 ATK03
2.81 CH3SCH2OO+NO2+M→CH3SCH2O2NO2 9× 10−12 ATK03
2.82 CH3SCH2OO+HO2 →CH3SCH2OOH+O2 1.5× 10−12 YIN90
2.83 CH3SCH2OO+CH3O2 →CH3SCH2O+CH3O+O2 1.8× 10−13 YIN90
2.84 2∗CH3SCH2O2 →2 CH3SCH2O+O2 1.0× 10−11 ATK03
2.85 CH3SCH2O+M →CH3S+HCHO 10 YIN90
OH Addition
2.86 DMS+OH →DMS(OH) 1) 1.7× 10−12 ATK03
2.87 DMS(OH)+O2 →DMSO+HO2 2.0× 10−12 KOG96
2.88 DMSO+OH →CH3SO2H+CH3O2 9.0× 10−11 KUK03
2.89 DMS(OH)+O2 →CH3SOH+CH3O2 1.0× 10−12 KOG96
2.90 DMS(OH)+O2 →DMS(OH)O2 1.0× 10−12 KOG96
2.91 DMS(OH)+M →CH3SOH+CH3O2 5.0× 105 YIN90
2.92 DMS(OH)(OO)+NO →DMS(OH)O+NO2 5.0× 10−12 YIN90
2.93 DMS(OH)(OO)+M →DMS(OH)+O2 10 YIN90
2.94 DMS(OH)O+O2 →DMSO2+HO2 1.2× 10−12 YIN90
2.95 DMS(OH)O+M →MSIA+CH3O2 1.5× 107 YIN90
2.96 DMSO2+O3 →products < 1× 10−19 FAL00
2.97 DMSO2+NO3 →CH3S(O)2CH2OO < 2× 10−15 FAL00
2.98 DMSO2+OH →CH3S(O)2CH2OO 1.5× 10−13 FAL00
2.99 CH3S(O)2CH2OO+NO→CH3S(O)2CH2O 5.0× 10−12 YIN90
2.100 CH3S(O)2CH2O →CH3SO2+HCHO 10 YIN90
Other radicals+DMS
2.101 DMS+NO3 →CH3SCH2+HNO3 1.9× 10−13 520 1.1× 10−12 ATK03
2.102 DMS+HO2 →products < 5× 10−15 ATK03
2.103 DMS+O3 →products < 1× 10−18 ATK03
2.104 DMSO+NO3 →DMSO2+NO2 5.0× 10−13 FAL00
Halogens in the DMS oxidation cycle
2.105 DMS+Br →products 4.9× 10−14 BAL02
2.106 DMS+BrO →DMSO+Br 4.4× 10−13 ATK03
2.107 DMS+Cl →products 3.3× 10−10 ATK03
2.108 DMS+ClO →DMSO+Cl 9.0× 10−15 ATK03
2.109 DMS+IO →DMSO+I 1.3× 10−14 ATK03
2.110 DMSO+Br →HBr+products 1.1× 10−14 RIF03
→CH3+products 1.2× 10−15 RIF03
2.111 DMSO+BrO →DMSO2+Br 4.0× 10−14 RIF03
2.112 DMSO+Cl →HCl(90%),CH3(10%) 2.1× 10−11 RIF03
2.113 DMSO+ClO →products < 1.6× 10−14 RIF03
2.114 DMSO2+Br →products 1× 10−15 BAL02
2.115 DMSO2+BrO →products 3× 10−15 BAL02
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Table 2.12: Overview of reactions and corresponding rate
constants involved in the DMS oxidation cycle.
Rate constant[cm3 molec.−1 s−1]
Reaction k(T)=A*exp(B/T) (T=298 K) Ref.
A B
2.116 DMSO2+Cl →products 2.4× 10−14 FAL00
2.117 CH3S+O3 →CH3SO+O2 1.15× 10−12 432 4.9× 10−12 ATK03
2.118 CH3S+NO+M →CH3SNO+M 3.3× 10−29(T/300)−4[N2] 4.0× 10−11 ATK03
2.119 CH3S+NO2 →CH3SO+NO 3.0× 10−11 210 6× 10−11 ATK03
2.120 CH3S+O2 →CH3SOO 1.5× 10−14 BAR95
→CH3O2+SO2 < 3× 10−18 JPL02
2.121 CH3S+CH3O2 →CH3SO+HCHO+HO2 6.1× 10−11 YIN90
2.122 CH3SOO →CH3S+O2 5× 105 CAM99
→CH3SO2 1 SAL95
2.123 CH3SOO+O3 →CH3SO+2 O2 < 8.0× 10−13 JPL02
2.124 CH3SOO+NO →CH3SO+NO2 1.1× 10−11 ATK03
2.125 CH3SOO+NO2 →CH3S+products 2.2× 10−11 ATK03
2.126 CH3SOO+HO2 →MSIA+O2 4× 10−12 YIN90
2.127 CH3SOO+O2 →CH3O2+SO2 2× 10−17 TUR93
2.128 CH3SOO+CH3O2 →CH3SO+HCHO+HO2 5.5× 10−12 YIN90
2.129 CH3SO+O3 →CH3+SO2+O2 3.2× 10−13 BOR03
→CH3SO2+O2 ≈ 0 BOR03
2.130 CH3SO+NO2 →CH3SO2+NO 1.2× 10−11 KUK00
→CH3+NO+SO2 3.5× 10−12 SAL95
2.131 CH3SO+NO+O2 →CH3SO2+NO2 8.0× 10−11 ATK03
2.132 CH3SO+O2 →CH3SOOO 7.7× 10−18 YIN90
2.133 CH3SO+CH3O2 →CH3SO2+HCHO+HO2 3.0× 10−12 YIN90
2.134 CH3S(O)OO →CH3SO+O2 1.7× 102 YIN90
2.135 CH3S(O)OO+NO →CH3SO2+NO2 1× 10−11 JPL97
2.136 CH3S(O)OO+HO2 →CH3S(O)OOH+O2 3.0× 10−12 YIN90
2.137 CH3S(O)OO+CH3O2 →CH3SO2+HCHO+HO2 5.5× 10−12 YIN90
2.138 2CH3S(O)OO →2CH3SO2+O2 6.0× 10−12 YIN90
2.139 CH3S(O)OO+CH3S →CH3SO2+CH3SO 7.0× 10−11 YIN90
2.140 CH3S(O)OO+CH3SO →2CH3SO2 8.1× 10−12 YIN90
2.141 CH3SO2+NO+O2 →CH3SO3+NO2 1.1× 10−11(1) ATK03
2.142 CH3SO2+NO2 →CH3SO3+NO 2.2× 10−11 JPL02
2.143 CH3SO2+O3 →CH3SO3+O2 6.3× 10−13 SAL95
2.144 CH3SO2+HO2 →CH3SO3+OH 2.5× 10−13 YIN90
2.145 CH3SO2+CH3O2+M →CH3SO3+HCHO+HO2 2.5× 10−13 YIN90
2.146 CH3SO2+M →CH3O2+SO2 2.6× 1011 -9056 1.6× 10−2 AYE96
2.147 CH3SO2+O2 →CH3S(O)2OO 2.6× 10−18 YIN90
2.148 CH3SO2 →CH3O2+SO2 1.0× 102 RAY95
2.149 CH3S(O)2OO+NO →CH3SO3+NO2 1.0× 10−11 JPL97
2.150 CH3S(O)2OO+HO2 →CH3SO2OOH+O2 2.0× 10−12 YIN90
2.151 CH3S(O)2OO+CH3O2 →CH3SO3+HCHO+HO2 5.5× 10−12 YIN90
2.152 CH3S(O)2OO →CH3SO2+O2 1.7× 102 YIN90
2.153 CH3SO3 →H2SO4+CH3O2 1.2× 10−3 SAL95
2.154 CH3SO3+M →CH3O2+SO3 1.1× 1017 -12057 0.3 AYE96
2.155 CH3SO3+OH →MSA 5.0× 10−11 YIN90
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Table 2.12: Overview of reactions and corresponding rate
constants involved in the DMS oxidation cycle.
Rate constant[cm3 molec.−1 s−1]
Reaction k(T)=A*exp(B/T) (T=298 K) Ref.
A B
2.156 CH3SO3+HO2 →MSA+O2 5.0× 10−11 YIN90
2.157 CH3SO3+DMS →MSA+CH3SCH2 6.8× 10−14 YIN90
2.158 CH3SO3+HCHO →MSA+HO2+CO 1.6× 10−15 YIN90
2.159 CH3SO3+NO →CH3S(O)2ONO 3.0× 10−15 YIN90
2.160 CH3SO3+NO2 →CH3S(O)2ONO2 3.0× 10−15 YIN90
2.161 CH3SO3+H2O2 →MSA+HO2 3.0× 10−16 YIN90
2.162 CH3SO3+HONO →MSA+NO2 6.6× 10−16 YIN90
2.163 CH3SO3+CH3SH →MSA+HCO 3.0× 10−16 YIN90
2.164 CH3SO3+CH3SOH →MSA+CH3SO 3.0× 10−16 YIN90
2.165 CH3SO3+MSIA →MSA+CH3SO2 3.0× 10−16 YIN90
2.166 CH3SO3+CH3OH →MSA+HO2+HCHO 1.0× 10−16 YIN90
2.167 CH3SO3+CH3OOH →MSA+CH3O2 3.0× 10−16 YIN90
2.168 CH3SOH+OH →CH3SO+H2O 1.0× 10−10 HER94
2.169 CH3SOH+NO3 →CH3SO+HNO3 3.4× 10−12 YIN90
2.170 CH3SOH+HO2 →CH3SO+H2O2 8.5× 10−13 YIN90
2.171 CH3SOH+CH3O2 →CH3SO+CH3OOH 8.5× 10−13 YIN90
2.172 CH3S(O)OH+OH →CH3+SO2+H2O 9.0× 10−11 KUK03
→CH3SO2+H2O 1.6× 10−11 YIN90
2.173 CH3S(O)OH+NO3 →CH3SO2+H2O 1.0× 10−12 YIN90
2.174 CH3S(O)OH+HO2 →CH3SO2+H2O2 1.0× 10−15 YIN90
2.175 CH3S(O)OH+CH3O2 →CH3SO2+CH3OOH 1.0× 10−15 YIN90
SO+O2 →SO2+O 1.6× 10−13 -2280 7.6× 10−17 ATK03
SO+O3 →SO2+O2 4.5× 10−12 -1170 8.9× 10−14 ATK03
SO+NO2 →SO2+NO 1.4× 10−11 ATK03
SO+OH →SO2+H 8.6× 10−11 JPL02
SO2+OH+M →HOSO2+M 1.3× 10−12(T/300)−0.7 1.3× 10−12 ATK03
HOSO2+O2 →HO2+SO3 1.3× 10−12 -330 4.3× 10−13 ATK03
SO3+H2O →H2SO4 5.7× 104s−1 (*) JPL02
SO3+NH3 →products 2× 10−11 JPL02
[Atkinson et al. 2003] (ATK03), [Ayers et al. 1996] (AYE96)
[Barcellos da Rosa et al. 2003] (BAR03), [Ballesteros et al. 2002] (BAL02)
[Barone et al. 1995] at 227K (BAR95), [Borissenko et al. 2003] (BOR03)
[Campolongo et al. 1999] (CAM99), [Falbe-Hansen et al. 2000] (FAL00)
[Hynes and Wine 1996] (HYN96), [Koga and Takana 1996] (KOG96)
[Kukui et al. 2000](KUK00), [Kukui et al. 2003] (KUK03)
[Ray et al. 1995] (RAY95), [Riffault et al. 2003] (RIF03)
[Saltelli and Hjort 1995] (SAL95), [Turnipseed et al. 1993] (TUR93)




(1) only measured until 242K, (*) at 50% relative humidity
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2.3.2.1 In the clean marine boundary layer - the role of OH and ROx
The reaction of DMS with the hydroxyl radical(OH) has been analyzed in several laboratory
studies [Arsene et al. 1999; Barnes et al. 1988; Yin et al. 1990]. It is known that the reaction
of OH radicals with DMS proceeds through two independent channels: H–atom abstraction
from the methyl group and OH radical addition to the Sulphur atom. The initial steps of the
reaction chain are represented below:
Abstraction path
·OH+CH3SCH3 → CH3SCH2· +H2O (2.176)
CH3SCH2· +O2 → products: SO2,MSA, . . . (2.177)
Addition path
·OH+CH3SCH3 → CH3S(OH)CH3 (2.178)
CH3S(OH)CH3 M−→ OH+CH3SCH3 (2.179)
CH3S(OH)CH3 +O2 → products: DMSO, ??? (2.180)
The rate constants of all reactions are given in Table 2.12. The yield of products of
DMS oxidation via OH is strongly dependent on temperature. As shown in Figure 2.3.2.1,
increasing the temperature will favor the abstraction pathway and hence SO2 formation,
whereas the addition channel and thus dimethyl sulphoxide(DMSO) formation is dominant
in cold environments [Arsene et al. 1999]. As a survey, average temperatures prevailing during
the three field studies to be presented in this thesis (Chapter 4) are indicated. It becomes
evident that the abstraction branch should dominate in the hot in the Mediterranean (Crete),
whereas for the subpolar location in the Hudson Bay the yield of DMSO should increase
considerably. After this initial step, the hydroxyl radical has no major contribution to the
abstraction path but plays a crucial role in the formation and depletion of methane sulphinic
acid(MSIA) in the gas phase as in the aqueous phase(section 2.3.2.4).
Reactions of DMS with peroxides are not well established so far, but are expected to be
much slower than reactions with OH. Laboratory results of Mellouki and Ravishankara [1994]
suggest 5e−15 cm3 mol−1 s−1 as an upper limit for the rate constant of DMS with HO2.
However, peroxy radicals reactions have to be considered for nearly all chain links of the
abstraction path and in particular for all transitions between hydroxygenated and oxygenated
species, as for the conversion from CH3SO2 to MSA.
2.3.2.2 The polluted boundary layer – The Nitrate Radical
In polluted coastal environments the nitrate radical NO3, when present at nighttime, can be a
more efficient sink for DMS compared to the hydroxyl radical (OH) during day. The relevance
of the reaction of NO3 and DMS was first noted by Winer et al. [1984] and has a the rate
constant in the same range as the OH+DMS reaction. As the mixing rates reached by the
nitrate radical can surpass those of OH by one or two orders of magnitude, the effects on DMS
can be dramatic. In polluted areas the nitrate radical (NO3), when present at nighttime, can
be a more efficient sink for DMS compared to the hydroxyl radical (OH) during day.
Since its discovery the mechanism of this reaction has received much attention [Andreae et al.
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Figure 2.12: Relative contribution of the addition or abstraction path to the DMS+OH in dependence
of ambient temperature.
1985; Yvon et al. 1996; Ravishankara et al. 1997; Go¨lz et al. 1993] and it is now agreed
that the DMS + NO3 reaction proceeds almost exclusively (≥ 98%) via hydrogen abstraction
followed by recombination of the CH3SCH2 radical with O2 [Butkoskaya and LeBras 1994;
Platt and Le Bras 1997]:
NO3 +CH3SCH3 → HNO3 +CH3SCH2 (2.181a)
CH3SCH2 +O2 M−→ CH3SCH2O2 (2.181b)
CH3SCH2O2 +NO3 → CH3S + CH2O+NO2 +O2 (2.181c)
In the absence of NO during night, reaction (2.181c) will lead to the removal of a second NO3
[Le Bras et al. 1993].
Having a glance on the oxidation chain as depicted in Figure 2.11 and the corresponding rate
constants given in Table 2.12 shows that the cycle is also very sensitive to the abundance of
NO2 and NO. The presence of NO seems to be an unalterable condition for the formation
of dimethyl sulphone DMSO2 and both NO and NO2 together with ozone rule the fate of
the abstraction path. Still little is known about the adduct reactions of NO and NO2 to the
organic compounds formed along the abstraction path. Although most of the compounds
formed are presumably quite sensitive to photolytic and thermal decay, their presence may
inhibit MSA formation particulary during nighttime.
2.3.2.3 Interactions of DMS with reactive halogen species
Due to the numerous laboratory studies named at the begin of this section a more detailed
estimation of the contribution of halogen compounds to the DMS oxidation can be held by
now. The most efficient reactions of DMS, DMSO and DMSO2 correspond to the reaction
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with the Chlorine atom [Dı´az-de Mera et al. 2002; Mart´ınez et al. 2002]. However, due
to the commonly more than 1000 times higher mixing rates found, reactions involving the
Bromine radical (BrO) are probably the most relevant regarding organic sulphur depletion.
The reaction of BrO with DMS can be become a dominant sink for DMS during bromine
events as observed in the arctic in spring.
DMS + BrO → DMSO (2.182)
The exclusive product of this was found to be Dimethylsulphoxide [Ingham et al. 1999].
Reactions of BrO with the oxidation products of DMS are at least one order of magnitude
slower. In NOx free environments the reaction of BrO with DMSO could be the exclusive
source of DMSO2[Riffault et al. 2003; Ballesteros et al. 2002].
The contribution of Iodine to the DMS oxidation chain seems to be quite slow. The only
investigated reaction so far, DMS+IO, is ten times slower than the corresponding BrO reac-
tion. Further investigations on the role of halogens in the sulphur cycle have been performed
by [Aranda et al. 2002], who investigated the kinetics and products of the BrO+CH3SH
reaction and [Rodr´ıguez et al. 2003] with a study of Cl reactions with aliphatic thiols.
In addition to the gase phase reactions, halogen compounds contribute to the production of
sulfate in the aqueous phase [Vogt et al. 1996]:
HOX(aq) + S(IV) → S(VI) (X=Cl, Br) (2.183)
and might have a relevant contribution to the depletion of DMSO and MSIA as derivable
from the rate constants given in section 2.3.2.4.
Model results of von Glasow and Crutzen [2003] for the pristine marine boundary layer have
shown that the inclusion of halogen emissions as expectable for the open ocean, changes the
diurnal cycle of sulphur species by starting the destruction of DMS earlier in the morning
whereby the mixing ratios of the oxidation products (DMSO, MSA and SO2) also peak
earlier in the course of day.
2.3.2.4 Multiphase reactions
Heterogeneous and multiphase reactions on solids and in liquids have the potential to play
a major role in determining the composition of the gaseous troposphere. In the context of
tropospheric chemistry involving condensed species, it is important to distinguish between
heterogeneous chemistry as that which is constrained to the surface of a solid, and multi-
phase chemistry which takes place in the bulk of the liquid medium. A detailed description
of the principles and consequences of heterogeneous and multiphase chemistry can be found
in [Ravishankara 1997].
One of the most notorious and investigated examples for multiphase chemistry in the tropo-
sphere is the oxidation of SO2 to sulfuric acid. Two decades ago [Penkett et al. 1979] showed
that SO2 could be oxidized by H2O2 and O3 in liquid droplets in the atmosphere, and it is
now accepted that a significant fraction of SO2 is oxidized by multiphase reactions [Calvert
1985]. Another notorious example for multiphase chemistry is wet deposition, a mechanism
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Table 2.13: Overview of multiphase reactions involved in the DMS oxidation cycle.
Reaction k [M−1s−1] T [K] Solution Reference
DMS+O3 →CH3S(O)CH3 (4.1± 1.2)× 108 291 pure Water BAR03
→ (1.8± 0.5)× 108 274.4 pure Water BAR03
→ (3.2± 1.0)× 108 288 0.1 M−1 NaCl BAR03
DMS+OH →CH3S(O)CH3 5.2× 109 298 pure Water BAR03
MSI−+H2O2 →MS− (1.2± 0.2)× 10−2 303 pure water BDK02
MS−+H2O2 →products < 1× 10−5 303 pure water BDK02
DMSO+H2O2→MSA < 1× 10−5 303 pure water BDK02
MSI−+OH →MS− 1.2× 1010 295 pure water BDK02
DMSO+OH →MS− 4.5× 109 295 pure water BDK02
DMS+BrO− →products (1.6± 0.1)× 105 275 pH=9.7 BAR03b
DMSO+BrO−→products (0.8± 0.1) 275 pH=9.7 BAR03b
MSI−+HOBr →products (0.35± 0.04)× 103 275 pH=7 BAR03b
MS−+HOBr →products (0.20± 0.04) 275 pH=7 BAR03b
DMS+Br2 →products (0.6± 0.4)× 107 275.5 pH=3.3 BAR03b
DMSO+Br2 →products (2.1± 1.6)× 103 275.5 pH=3.3 BAR03b
MSIA+Br2 →products (1.1± 0.6)× 106 275.5 pH=3.3 BAR03b
MSA+Br2 →products (1.5± 0.9)× 103 275.5 pH=3.3 BAR03b
SO2+O3 →H2SO4 2.4× 104 pure water SEI86
SO2−3 +O3 →H2SO4 1.5× 109 pure water SEI86
SO2−3 +HOCl →H2SO4+Cl 7.6× 108 pH=9-10 VOG96
SO2−3 +HOBr →H2SO4+Br 5.0× 109 pH=9-10 VOG96
Gas phase reactions (for comparison)
DMS+OH →products ≈ 2.6× 109 298 gas phase ATK03
DMS+NO3 →CH3SCH2+HNO3 ≈ 8.5× 108 298 gas phase ATK03
DMS+O3 →CH3S(O)CH3 ≈ 5.0× 102 298 gas phase ATK03
[Atkinson et al. 2003] (ATK03), [Barcellos da Rosa et al. 2003] (BAR03)
[Bardouki et al. 2002] (BDK02), [Betterton 1992] (BET92)
[Seinfeld 1986] (SEI86), [Betterton 1992] (BET92)
[Vogt et al. 1996] (VOG96), [Barnes 2003] (BAR03b)
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for the ultimate removal of chemicals from the atmosphere.
The most visible forms of condensed matter in air are clouds (including fog), which are pri-
marily solid or liquid water. Water is also the most abundant reactant for heterogeneous and
multiphase reactions. Other media for heterogeneous and multiphase reactions available in
the troposphere are organic, sulfate and sea-salt aerosols as well as soot. The sea-salt aerosols
present in the marine boundary layer are formed by bursting bubbles which generally have
the composition of sea water, being therefore highly concentrated solutions of halides at times
enriched in constituents from the sea surface.
The tropospheric multiphase reaction is initiated by diffusion of one or more molecules in
the gas-phase to the surface of a droplet, at a rate determined by pressure, water content of
air, and the gas-phase diffusion coefficient. Subsequently the molecule is incorporated into
the liquid phase at a speed determined by the mass accommodation coefficient α, followed
by diffusion in the liquid droplet, at a rate controlled by liquid phase diffusion and the radial
concentration gradient. The efficiency of the reaction in the liquid phase is then dictated
by the rate coefficient for the reaction and the concentration of the second reactant. Upon
reaction, the products can either remain in the droplet, undergo further reactions, or diffuse
out to the gas phase.
As most of the factors controlling the multiphase reaction are dependent on the considered
chemical species the relative importance of the heterogeneous process will depend on the
reactivity in the gas-phase. If the gas phase removal is fast, heterogeneous reactions are
unlikely to compete.
The role of heterogeneous reactions in the DMS oxidation cycle was not considered in atmo-
spheric models until lately [Campolongo et al. 1999]. The attention to multiphase chemistry
was evoked by the results of [Lee and Zhou 1994], who found the aqueous phase reaction
of DMS and ozone to be largely more efficient than the gas phase reaction and postulated
significant implications for atmospheric chemistry. Later studies of [Gershenzon et al. 2001]
and [Barcellos da Rosa et al. 2003] confirmed this results. The latter study also investigated
the effect of adding salt to the solution, observing a reduction of the rate constant about
25% in 0.1 M−1 NaCl. The overview of rate constants for multiphase reactions involved
in the DMS oxidation cycle given in Table 2.13 also includes the most recent findings from
laboratory studies performed within the framework of the EL CID project.
Studies of the aqueous phase reactions of DMS, DMSO and dissociated MSA and MSIA with
the hydroperoxyl and the hydroxyl radical have shown that reactions of these compounds with
H2O2 are slow. A high efficiency was found for the reaction of OH with the readily soluble
compounds DMSO and MSIA (i.e. MSI−), both yielding MS− as the end product [Bardouki
et al. 2002]. Atmospheric implications of the aqueous phase reactions of DMSO and MSIA
with OH can be quite important in clouds. Assuming OH concentrations in the range of
5 − 50 × 10−14M−1 [Herrmann et al. 2000] the lifetime of DMSO and MSI− would range
from 3–30 and 7–70 minutes for DMSO and MSA respectively. However, according to Jacob
[2000] heterogeneous chemistry of OH is unimportant outside clouds because of the short
chemical lifetime of OH in the gas phase(1 s) relative to the time scale for uptake by the
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aerosol (minutes).
More laboratory results presented in the final EL CID report [Barnes 2003] have shown that
DMS and the anion of MSIA react rapidly with Br2 and HOBr(Table 2.13). It appears that
these sulphur compounds may inhibit halogen activation in the aqueous phase in contrast to
the gas phase, where DMS+BrO leading to DMSO + Br is a catalyst of halogen activation.
The knowledge about other depletion depletion mechanisms of DMS and its oxidation prod-
ucts is quite limited. Dry deposition, i.e. the transport of trace gases and particles to the
earth’s surface, is an important loss process for many reactive and soluble trace gases. A
small collection of literature concerning dry deposition of SO2 can be found in [Nilsson and
Leck 2002]. In general very little is known from direct measurements about the deposition
process of species other than O3, SO2 and NO, so that the major part of global models rely
on a complex parametrization depending on the surface type [von Kuhlmann 2001]. For the
atmospheric box model MOCCA first presented by [Sander and Crutzen 1996] empirically
established values employed are 0.5, 2.0, 1.0 and 1.0 cm/s for SO2, SO3, MSA and DMSO
respectively. Another process which could be taken into account is wet deposition. It should
be most important for the soluble species as DMSO and MSIA and could probably play a
significant role during abundant fog and cloud formation episodes.
Investigations also performed within the framework of the EL CID project have confirmed
that direct photolysis of MSA, DMSO and DMSO2 can be neglected under tropospheric
conditions considering the overlap of the UV spectra with the solar spectrum.
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Chapter 3
Instrumental Setup
3.1 The Active Long Path-DOAS System
The active long path-DOAS systems employed during all three field studies on Crete, Hudson
Bay and Kerguelen (see sections 4.1, 4.2, 4.3) for this work have already been described
elsewhere [Ackermann 2000; Geyer 2000; Alicke 2000; Hebestreit 2001]. Therefore only an
overview of the different components will be given here. Figure 3.1 shows the different
components needed for the LP-DOAS setup.
In the following sections the telescope, the light source, the spectrometer and detector
system and finally the basics of the DOAS-fit are described.
3.1.1 The LP-DOAS Telescope
The telescope of the long path system consists of two coaxial Newtonian telescopes with
transmitting and receiving optics combined in one device. In the optical axis of the telescope
two elliptical plane mirrors are installed to reflect the light of both outgoing and incoming
beams by 90 degrees. The main component is a parabolic mirror of 30 cm diameter and a
focal length of 150 cm (Figure 3.2). The light source is placed in the focal point of the main
mirror. Thus the outgoing light beam is parallel. A retro reflector array in a distance of several
kilometers is used to reflect the parallel light beam exactly back into the telescope, where it
is focussed onto a quartz fiber. The quartz fiber transmits the light into the spectrograph.
The optical image, however, is not perfect. Since the light is not a point source the beam
slightly diverges along its path through the atmosphere resulting in a loss of light depending
on the distance to the retro reflectors. Because of the two plane mirrors in the optical axis
of the telescope only a ring can be sent into the atmosphere leading to a light loss of 50%
compared to a fully illuminated mirror without the shade of the plane mirrors. Altogether
five stepper motors control the telescope and its parts:
• Two motors are used to align the telescope on the retro reflector array (and possibly
at others) in horizontal and vertical direction.
• One stepper motor carries a filter wheel equipped with various filters, e.g. UG5 from
Schott, Germany (in order to remove light at wavelengths above 400 nm to reduce stray
light in the spectrograph) and a baﬄe to record background spectra.
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Figure 3.1: The main components of the LP-DOAS system
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Figure 3.2: Schematic delineation of the employed Longpath-DOAS systems.
• At one motor a mercury emission lamp is mounted which can be positioned in front of
the quartz fiber to determine spectral resolution and wavelength calibration at several
times during the measurements.
• The fifth motor carries the lamp reference system, which can be moved into the outgoing
light beam. The reference system consists of an elliptical plane mirror, which reflects a
part of the light of the outgoing light beam onto a quartz lens from which it is focussed
onto the quartz fiber.
3.1.2 The Light Source
The light sources of all LP-DOAS measurements in this work are Xenon high pressure short
arc lamps(Figure 3.3). Gas discharge induced by high voltage producing a dense plasma
in the Xenon gas bulb between anode and cathode with an extension of the brightest spot
below 1mm. The spectrum of a Xenon arc lamp is the superposition of the thermal emission
according to the Planck function and individual Xenon emission lines, which are pressure
broadened due to the high operating pressure of Xenon arc lamps(up to 107Pa under operating
conditions). The distance of the electrodes is generally small resulting in a short arc length
(thus reducing the divergence of the light beam emitted from the telescope) and high local
light intensity. The color temperature of the used Xenon lamps of ∼ 6000K is similar to
56 CHAPTER 3. INSTRUMENTAL SETUP
CathodeAnode
Quartz bulb
Figure 3.3: Photography of an OSRAM XBO500 Xenon-Arc-Lamp.
Table 3.1: Comparison of the employed Xenon arc lamps
lamp PLI HSA-X5002 Narwa 250W Osram XBO 500W
power [W] 500 250 500
voltage [V] 18 18 18
current [A] 28 14 27
lifetime [h] 200 3000 250
Ø lightspot [mm2] 0.3×0.3 0.4×0.4 0.45×0.45
that of the sun with maximum spectral intensity around 500 nm. The bulb of a Xenon lamp
consists of quartz glass, which is extremely resistant to the pressure and temperature. The
electrode material is tungsten with endowments depending on the lamp type. The cathode
has an edged peak to enhance the electron emission. In contrast the anode is made of
massive material to absorb the kinetic energy of the incoming electrons. In this Ph.D. thesis
mainly one type of Xenon arc lamps (HSA-X5002 supplied by PLI Inc., NJ, lamp design
adapted from Hanovia lamps) was used. Only for the last campaign at Kerguelen the LP–
DOAS system had to be run with the Narwa 250W and Osram XBO 500 W Lamps. For a
comparison see table 3.1. The variability of the emission features of Xenon short arc lamps
caused by flaring lamp plasma was studied by Hermes [1999]. Xenon emission lines were
found at several wavelengths including the red spectral region. The emission strength and
pressure broadening of the Xenon lines was found to change over time and therefore the lamp
structures are difficult to remove from a spectrum. It was found that lamp structures are
more easily removed from a spectrum in the case of the PLI lamp as its Xenon emission
bands are broader and therefore can be better reduced by high pass filter routines.
3.1.3 Spectrograph and Detector Unit
For the measurement of the atmospheric absorption spectra a Czerny–Turner spectrograph
was used. This device is based on a setup originally developed by Czerny and Turner [1930].
The quartz fiber which transmits the light from the telescope to the spectrograph is mounted
in the focal point (entrance slit) of the first convex mirror (collimating mirror). The paral-
lel light from this mirror is then dispersed by a plane diffraction grating. A second convex
spherical mirror unit (focussing mirror) then focusses the dispersed light onto the detector.
The wavelength region observed by the detector can be changed automatically by a computer
controlled stepper motor drive (tolerance 0.5 steps). In order to minimize thermal instability
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the whole spectrograph unit is insulated and temperature stabilized to a few K above max-
imum room temperature (usually 30 ±0.2 ◦C). The used ACTON Spectra Pro 500 with a
focal length of 500mm was equipped with a plane diffraction grating (aperture ratio f/6.9,
entrance slit (fiber exit) width of 200µm, grating 600 grooves/nm, dispersion: 3.08 nm/mm
(or 0.077 nm/pixel), spectral resolution: 0.54 nm). For recording the spectra, a 1024 pixel
photodiode array detector (PDA) was mounted in the focal plane of the spectrograph. A
detailed discussion of the usage of photo diode arrays as DOAS detectors is given by Stutz
1991 and Stutz and Platt 1992. The principal component of the unit is a photo diode array
from Hamamatsu (Type S3904-1024) with 1024 Si photo diodes (n-channel MOSFETs) of
25µm width and a height of 2.5mm. The PDA is placed in a housing that can be evacuated
and filled with 1.2 bar Argon 5.0. Each photo diode consists of a n-p semiconductor junction.
During operation an inverse voltage of 2.06V is applied to the diode inducing a depletion
layer which is almost as large as the whole diode area. Incoming light excites a number of
electrons proportional to the light intensity into the conducting layer of the semiconductor.
The capacity of a diode is 10 pF, the full well depth corresponds to 1.286 ×108 photo elec-
trons. These photo electrons reduce the applied inverse voltage. However this is also possible
by thermally excited electrons. This effect is called dark current and must be considered
and corrected before the evaluation procedure at low light intensities. In order to reduce
dark current the PDA was cooled down to temperatures between -15 and -30 ◦C by a Peltier
cascade. Thereby the dark current decreases exponentially regarding Boltzmann statistics.
After the integration time the PDA is read out by re-charging the photodiodes. The charge
needed is amplified electronically. To prevent negative signals (which cannot be converted
by the used ADC) an offset signal is added to every PDA signal. The offset is proportional
to the number of scans added and must be corrected for during the evaluation process. The
signals are digitized by a 16 bit analog - digital converter (full saturation corresponds to
216 = 65536 counts) and then transferred to the computer. Due to the cooling of the detec-
tor unit water vapor could freeze on the PDA surface and possibly cause etalon structures
due to interference effects. Therefore the detector is evacuated and filled with dry argon as
inert gas. Another effect of PDAs is the so called memory effect. That means that structures
of a former spectrum can be seen in the following spectra. This effect was discussed e.g. in
[Stutz 1996; Leser 2001], however its origin is unclear up to date. Usually the memory effect
can be significantly reduced by multiple scans without light or just waiting for a short time.
3.1.4 The DOAS fit
In the UV spectral range, besides BrO also OClO has strong absorption features. Therefore
OClO was also included in the DOAS fit for BrO. However, including OClO in the BrO fit
did not yield any significant absorptions attributed to OClO. Therefore, the evaluation of
OClO was optimized by narrowing down the fit interval to the range 331.5 nm to 354 nm,
which contains only the three strongest UV absorption bands of the OClO molecule for the
best signal to noise ratio. The mean detection limit of OClO in this analysis was 1.7 ppt
(2σ) on average.
Iodine oxide (IO) was evaluated in the blue spectral range from 423-447 nm comprising the
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three strongest IO absorption bands (2-0, 3-0 and 4-0) of the A2Π3/2 ←X2Π3/2 transition of
the IO radical. Besides IO, reference spectra of water vapor, NO2, O4, OBrO, OClO and a
Xenon lamp spectrum were included in the DOAS fit. The limiting factor for optimizing the
IO analysis was the correct removal of the Xenon lamp emission lines (e.g. at 438 nm and for
λ ≥ 446nm). The lowest residual structures were obtained fitting an average spectrum of
all lamp references recorded throughout the campaign, achieving a mean detection limit of
1.3 ppt for IO. The strongest absorption bands of the halogen dioxides OBrO and OIO are in
the green spectral range between 500 nm (OBrO) and 550 nm (OIO). Therefore an optimized
DOAS evaluation for these species was performed between 541 nm and 565 nm, where both
molecules exhibit four strong absorption bands. Besides the two halogen dioxides OIO and
OBrO, reference spectra of water vapor, NO2, O4 and a lamp reference spectrum were
simultaneously fitted to the measured atmospheric spectra. Variable Xenon lamp structures
were again the limiting factor when analyzing the absorption spectra in this spectral range.
Frequently residual structures of up to 5×10−3 (peak-to-peak value) due to changes of the
shape of the Xenon emission lines could not be adequately described by the reference spectra
included in the analysis.
3.2 Cofer mist chamber and Gas/Ion chromatogra-
phy
Gaseous Dimethylsulphide was collected conjointly by the groups of LSCE-CNRS and
ECPL Crete (J.Sciare, N.Mihalopoulos, H.Bardouki, C.Oiknomou,...) by compressing air
into electropolished stainless steel canisters for variable sampling intervals depending on
ambient DMS concentrations (from 15 min to several hours). The canisters were previously
conditioned by vacuum heating and according to [Nguyen et al. 1990] no significant
variations of sampled DMS concentrations should occur within 24 hours after the sampling.
Nevertheless the sample analysis was performed immediately after collection. DMS was
preconcentrated on a Tenax GC trap immersed in liquid nitrogen. After trapping, DMS was
introduced in a packed column(Chromosil 310) by heating the trap with boiling water(90 ◦C).
The analysis was made by using a Shimadzu Gas-Chromatograph equipped with a Sulfur
Chemiluminescence Detector (Sievers 355 SCD).
Reaction Mechanism
Sulphur compound + O → SO + otherproducts (3.1a)
SO +O3 → SO2 +O2 + hν (3.1b)
The reaction mechanism used to detect sulphur compounds is rather simple. The first step
consist in the high temperature combustion (> 1800 ◦C) of the sampled species within a
stainless steel burner to form sulphur monoxide (SO) (reaction 3.1a). Subsequently, the
burned sample is conducted to a reaction cell(Figure 3.2) where a certain amount of ozone
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is added invoking the chemiluminescent reaction (3.1b) with SO. The produced light passes
through an optical filter and is detected by a photomultiplier tube. The results are in a
linear and equimolar response to the sulphur compounds without interference from most
sample matrices.
The achieved detection limit was 0.1 nanogram of DMS and the dependence of the detectors
signal to the sulphur concentration was linear. DMS quantification was performed by means
of a permeation tube maintained at 30 ◦C, calibrated against liquid standards of DMSP as
described by [Belviso et al. 1993].
Due to the high solubility in water, another technique is used for sampling and analysis of
Figure 3.4: Schematic illustration of the combined Gas-Chromatograph and Sievers 335 Chemilumi-
nescence Detector system employed for DMS measurements.
Dimethylsulfoxide(DMSO). It is based on the nebulization/reflux principle as described by
[Cofer and Edahl 1986] and has been described in detail in [Sciare and Mihalopoulos 2000].
A brief synopsis follows. Using a vacuum-pump a constant air flow (15 lmin−1) is uphold
to drive ambient air through a Teflon filter (to remove aerosol particles) into one of two
nebulizing nozzles of a Cofer-Chamber [Cofer and Edahl 1986]. The gas flowing past the tip
of a second nozzle (see Figure 3.2) aspirates extracting solution into the flowing gas stream
where it is atomized by impaction into small droplets, generating an air/droplet mist. The
solution used for extraction (about 20 ml of pure water, lightly acidified to better stabilize
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the trapped DMSO) is aspirated at a rate of few milliliters per minute from a reservoir.
The resulting vapor/droplet mist moves upward through the reaction chamber to reach a
hydrophobic membrane (PTFE Filter), which offers little resistance to the exiting gas flow
but stops water droplets containing scrubbed gases. The water droplets containing DMSO
collect on the surface of the membrane and coalesce into larger droplets which subsequently
roll back down the collector into the reservoir to be recycled.
Once sampled, DMSO is reduced to DMS by sodium borohydride (NaBH4) and DMS is
subsequently analyzed by gas chromatography. By using a classic flame photometric detector
(FPD) with detection limits of about 1 ng (DMS), atmospheric concentrations of DMSO
down to 0.35 ppt can be achieved for sampling times of 1 h.
The collection of Methane sulphonic acid (MSA) was achieved by sucking air over a period
Figure 3.5: Sampling and analysis settings for atmospheric DMSO (Sciare2000d).
of several through Teflon filters using a vacuum pump with a constant flow rate of 20 l/min.
The Aerosols deposited on the filter surface are extracted in the laboratory by sonication
during 45 minutes in a 20 ml ultra-pure water bath. The solution is analyzed for the main
anions (including MSA) and cations using Ion Chromatography. The reproducibility of these
measurements was commonly better than 2% and the detection limits for all ions corresponded
to 0.04 nmol/m3.
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3.3 The chemical amplifier (ROX–BOX)
ROx, mainly peroxy radicals (HO2 and RO2) were measured at Finokalia during the last
2 weeks of the campaign (24.07-06.08.2000) using chemical amplification. The calibrated
peroxy radical amplifier (PERCA or ’ROX-BOX’) was kindly provided and calibrated by
T.Klu¨pfel (MPI-Mainz) and operated by the IUP–Heidelberg Team. The instrument utilizes
modulated chemical amplification of NO2 by HO2 and RO2 in the presence of NO and CO
as first proposed by Cantrell and Stedman [1982].
HO2 +NO → OH+NO2 (3.2a)
OH + CO → H+CO2 (3.2b)
H + O2 M−→ HO2 (3.2c)
NO + CO+O2 → NO2 +CO2
Addition of a luminol solution will produce chemiluminescence from the reaction with NO2.
The concentration of NO2 at the outflow of the reaction chamber can then be easily deter-
mined from a commercial liquid-phase chemiluminescence detection system.
The ROX–BOX measures the sum of all oxy– and peroxy–radicals (ROx : OH, HO2, CH3O,
CH3O2 etc.). The amplification factor or chain length is proportional to ∆NO2/[ROx]. The
exact conversion factor for the single organic radicals was determined through radical cal-
ibrations performed by T.Klu¨pfel one day before the start of measurements at Finokalia.
Besides HO2 and RO2 active chlorine supports chain amplification in the PERCA instru-
ment as well (Perner et al. [1999]). In addition, the chain length is strongly influenced by
ambient water vapour concentration( Mihele and Hastie [1998]). This dependence can be
corrected for using ambient relative humidity data. Data points are given as running mean
of 10 values, the mean standard deviation is about 3 ppt.
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Chapter 4
Field Measurements
In this chapter the field work carried out within the framework of the EU–project EL–CID1
will be described. In total three intensive field campaigns have been realized within 21
months at locations spread over the globe. The aim of the measurements was to investigate
the oxidation pathways of DMS under different environmental conditions and to establish
the relative contribution of radical species to the oxidation capacity in the marine boundary
layer. During all three field campaigns the DOAS technique was employed by the groups of
the IUP-Heidelberg to establish the concentration of measurable radical species including
a set of halogen and nitrate compounds. These results are complemented by timeseries of
DMS, DMSO and additional data provided by the fieldwork partners from LSCE-CNRS
(France) and UCPL(Greece). The results will be complemented with a general description
of all measurement locations and available meteorological parameters.
The main objectives of the field measurements was to establish the relative oxidation
capacity of free radicals in the marine boundary layer and to investigate the oxidation
pathways of Dimethylsulphide(DMS) under largely different environments.
The location chosen for the first campaign was on the Greek Island of Crete in the southern
Mediterranean. Due to the moderately polluted environment a special emphasis was held
on the investigation of nitrogen species and in essential on the nitrate radical (NO3). The
second campaign was performed in the lower arctic, at the southestern coast of the Hudson
Bay (Canada). The special aim was to investigate the impact of BrO, released during
bromine explosion events, on atmospheric DMS concentrations and to determine the yield
of DMSO formation. The third campaign on the Islands of Kerguelen in the remote Indian
Ocean offered a pristine environment. Although the hydroxyl radical is presumably the
main oxidizing species in this region, the influence of other radical species has not been
established yet. Due to the strong marine biological activity at the plateau of Kerguelen,
DOAS measurements were performed to establish whether degradation of organohalogen
species is an important source of Iodine or bromine oxide.
1EvaLuation of the ClimaticImpact of Dimethylsulfide
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4.1 Field Campaign Crete 2000
The first field campaign of the EL CID–Project was carried out in Summer 2000 on Crete
in the eastern Mediterranean. The objective of the campaign was the identification and
definition of the relative importance of the main radicals (OH, NO3, XO) involved in the DMS
oxidation for mid-latitudes under moderately polluted marine conditions. The additional
aim for our partners was the identification and quantification of the major DMS oxidation
products, aerosol size and quantity distribution under these conditions.
4.1.1 Observation Site
Finokalia (35◦20′N, 25◦40′E) is a rural site located at the northern coast of Crete in the
Eastern Mediterranean(local time=universal time(UT)+ 3 hours). The sampling station for
in situ measurements is placed on top of a hill (130m above sea level) facing the sea in the
north within the sector 270-90◦. The village Finokalia itself has 10 inhabitants and is located
3 km to the south. There are no human activities within a range of 20 km around the station.
The main city of the Island, Heraklion, has 150.000 habitants and is located 70 km west-
ward (Fig. 4.1). Although local pollution is negligible, air pollution standards are exceeded
in the boundary layer throughout the region caused by West and East European pollution
from the north [Mihalopoulos et al. 1997; Kouvarakis et al. 2000; Lelieveld et al. 2002].
Owing to cloud free conditions and high solar radiation intensity, the region is particulary
sensitive to air pollution [Milla´n et al. 2000; Kouvarakis et al. 2000]. Due to the coastal
environment significant concentrations of DMS are expected.
A detailed description of the station is given by Mihalopoulos et al. [1997] and Kouvarakis
et al. [2000]. The station’s suite of measurements includes ion speciation of aerosols, as
well as dry and wet deposition measurements(e.g. sulphur, black carbon) for the past 5
years [Kouvarakis et al. 2001] as well as ozone monitoring [Kouvarakis et al. 2000].
4.1.2 Climatology
The prevailing weather pattern at Crete was clear sky and calm. No precipitation or
clouds were reported during the campaign. Haze formation close to the sea surface reduced
visibility during daytime at weak wind periods. As shown in the meteorological overview
given in Figure 4.4, typical temperatures ranged between 20 ◦C at night and 30 ◦C around
noon, with occasional maxima up to 40 ◦C. The air was usually dry with a relative humidity
around 50% on average, descending occasionally down to 10% during relatively hot periods
and reaching 90% during few nights. The Meteorological parameters state a negative
exponential dependence between humidity and temperature. A linear approach for the
temperature interval from 296 − 308K delivers a decrease of 3.8% relative humidity per
degree temperature. As demonstrated by the relative frequency distribution of the wind
directions shown in Figure 4.2, winds blew from northwesterly directions during the major
part of the campaign period at Crete. The average wind speed was about 36 km/h (Fig. 4.4).
Such a flow is a common pattern not only for Crete [Mihalopoulos et al. 1997], but for
the Eastern Mediterranean in general [Alpert et al. 1990; Kallos et al. 1998]. This general
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Figure 4.1: Finokalia is located at the northern coast of the Greek island Crete in the Eastern Mediter-
ranean Sea. The main city of the island, Iraklion, is located 70km to the west.
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Figure 4.3: Average diurnal variation of
wind direction and speed for the whole
campaign period (excluding 20-24.07 and
28.07-03.08). The error bars represent
the standard error of the averaged val-
ues. The diurnal pattern of Wind direc-
tion and speed may correspond to a sea-
land breeze circulation.



























conditions do not apply for the days ranging from 28.07 to 03.08.2000, when winds were






































Figure 4.2: Frequency distribution of the wind direc-
tion during the measurements at Crete.
Excluding the period from 20-24.07 with
very constant winds and the nearly wind-
less days from 28.07-03.08.2000, a regular
day–night pattern in both wind direc-
tion and speed observed was commonly
observed. On average, the wind direction
changed from 280◦ at night to 320◦ at
noon, while the wind speed decreased
continuously until sunset to reach highest
speeds few hours before dawn(Fig. 4.3).
This pattern could correspond to a
local land-sea breeze circulation. As a
consequence nocturnal entrainment of
pollutants from anthropogenic sources
placed along the coast towards Iraklion in
the west may regularly occur.
Due to the extreme dominance of the
northwestern wind sector, the wind direc-
tion alone is a rather poor criterion to define the origin of trace gases arriving at Finokalia.
Therefore, backward–trajectories of air masses reaching the site have been calculated
employing the HYSPLIT Dispersion model (Hybrid Single–Particle Lagrangian Integrated
Trajectory [Draxler and Hess 1998]) and meteorological data from the FNL and ECMWF
databases. In order to determine the source regions of sampled airmasses, a complete set of 5
day backward–trajectories starting each hour throughout the whole campaign period (08.07-
07.08.2000) was calculated. From this data the relative source distribution was obtained
by gridding a large area around Crete with a bin resolution of 0.5 × 0.5◦ and counting the
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number of times a trajectory crossed each bin. The result of this statistical procedure is
shown in Figure 4.5. As expected from the local wind parameters(Figure 4.2), long range
transport from the continent in the north was a dominant pattern during the 5 weeks of
measurements. The main source regions seem to be the Aegean and Balkan regions and, in
extension, whole central Europe denoting the major role of eastern Europe and southern Italy.



















C o u n t s
Figure 4.5: The Dispersion Model Hysplit was used to determine the origin of air masses reaching the
measurement site for the whole campaign period. The coordinates obtained from hourly calculated
5–day backward trajectories over the whole campaign period have been sorted into 0.5×0.5 degree
bins. Counts represent the number of times a trajectory passed the bin (logarithmic scale). The
statistical result gives evidence that input from the Aegean Sea and the Balkan region has been the
most important within the observed time range, followed by Eastern Europe and the south of Italy.
Pollution from Forest fires Hot, dry weather contributed to the strongest string of
fires of the last decade [fir 2002] throughout southern Europe during summer 2000. The
situation was particulary dramatic for Greece, where nearly 170000 hectares of wooden areas
had become victim of the fires until the end of summer representing 27% of total burnt area
in southern Europe in that year. Extremely intensive fire activity was reported during the
first two weeks of July 2000. On July 10th about 100 fires were burning throughout the
Greek main land and several islands in the Aegean Sea. The main fires were burning in
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Figure 4.6: The image taken from satellite by SeaWiFS, on 14th July 2000 provides a view from
the west on the Peloponnese Peninsula. The Island of Crete is visible slightly to the right of the
image centre. Smoke from the fires on the Greek main land can be seen drifting across the eastern
Mediterranean.
the center of Greece, mainly in the region of the city Lamia. Smaller fires also appeared in
the northern province Macedonia, on the islands of the Ionian and Aegean Sea(strongest on
Samos, also on Crete) and on the Peloponnese Peninsula. During this period strong winds
(cooling ambient temperatures from 41 ◦C to 33 ◦C) spread the emissions of the biomass
burning events throughout the whole region (Fig. 4.6). Vegetation fires are known to be a
major contributor to the global budgets of several trace gases. Andreae and Merlet [2001]
estimated global annual emissions from extratropical forests. Largest emissions correspond
to carbonic matter (1000, 68, 3 and 4 Teragrams/year for CO2, CO, CH4 and non–methane
hydrocarbons respectively). Although the rates for the NOx and SO2 are much lower (1.9
and 0.6 Tg/yr), the relative contribution to local levels can be quite important. An increase
of ozone levels in the order of 10 ppb (coupled to CO rise) has been measured over biomass
burning plumes [Takegawa et al. 2003].
4.1.3 Active Longpath–DOAS Measurements
Measurements of BrO, HCHO, HONO, IO, OIO, NO2, NO3, O3 and SO2 concentrations in
the boundary layer have been performed using Differential Optical Absorption Spectroscopy
(DOAS) as described in section 3.1. For the measurements in Crete, two retro reflector arrays
were positioned at 8.16 km and at 5.18 km distance to build up the main and secondary(for
hazy conditions) absorption light paths along the coastline. The reflectors were set up at 10–
20m above sea level, therefore the measurements yielded concentrations vertically averaged
for the lower 150m of the marine boundary layer at the north coast of Crete (Fig. 4.7). In a
continuous measurement loop atmospheric absorption spectra were taken in the UV (295 nm
- 375 nm), blue (390 nm–470 nm) and green (510 nm - 590 nm) spectral ranges. The selected
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Figure 4.7: The course of the two lightpaths used for DOAS measurements at the northern coast of
Crete.
Table 4.1: Concentrations and detection limits obtained from Active DOAS Longpath Measurements
at Finokalia 2000.
Concentration[ppt] Detection limit[ppt]
Mean (Max) Average (Lowest)
BrO <1.5 (1.8) 1.5 (0.7)
HCHO 1207 (3177) 300 (140)
HONO 36.4 (188.5) 70 (30)
O3 54700 (78900) 2600 (1100)
SO2 937 (5888) 160 (60)
IO <0.8 (8.6) 0.8 (0.2)
NO2 459.4 (4237) 60 (12)
OIO <4.0 4.0 (1.6)
NO3 night: 20.8 (307.7) 1.6 (0.5)
day: <1.6
spectral bands allowed to determine the concentration of the trace gases BrO, HCHO, HONO,
IO, OIO, NO2, O3 and SO2. From dusk till dawn the near infrared (605 nm - 685 nm) was
added to the scanning loop in order to detect NO3.
The detection limit of the DOAS is determined by the statistical error σ multiplied with a
variable factor (depending on accounted wavelength region), to take into account additional
uncertainties of the fit. A general overview of all data obtained with the DOAS instrument is
given in Figure 4.8. Mean and maximum concentrations are resumed in Table 4.1. A detailed
discussion of all trace gases, excepting SO2 and HCHO, is held in the following DOAS section.
The results of the sulphur dioxide measurements will be discussed in a separate section 4.1.4
together with DMS,DMSO and MSA measurements. Due to the close chemical relationship
of formaldehyde(HCHO) and carbon monoxide(CO), the measurements of this trace gases
are both presented in section 4.1.5.
4.1.3.1 Halogen oxides
Except for isolated data points, the concentration of halogen oxides was below or equal to
the detection limit (0.7 ppt for BrO, 0.2 ppt for IO) for the entire measurement period. The
obtained detection limits for the halogen oxides are shown in Table 4.1. However, mean
diurnal BrO and IO concentration plots show flashy features (Fig. 4.9). BrO has slightly
elevated concentration levels around local noon, which could be a consequence of photolytic
destruction of methyl–halides and radical chemistry (HOBr). Taking into account the few
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Figure 4.8: Concentrations of trace gases measured with Long-path DOAS at Finokalia(Crete) from
09.07-07.08.2000.
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existing BrO values over detection limits, leads to the conclusion that average BrO levels at
Crete must be very close to our limit of 0.8 ppt. As far as any argumentation on the diurnal
variation is allowed due to the low concentrations, IO levels grow continuously after sunset
to reach a maximum right before dawn when the average mixing ratio drops significantly due
to the advent of photolytic destruction (λ < 500 nm).
Nocturnal halogen release is known to occur via heterogeneous reactions of nitrogen species
as N2O5 and NO3 on sea salt as described in section 2.2.3.2 on page 32. Laboratory mea-
surements of Seisel et al. [1999] found about one order of magnitude higher NO3 uptake
coefficient for Bromine and Iodine containing salt.
4.1.3.2 Ozone and Nitrogen Species
In this section the DOAS results of nitrogen dioxide (NO2), ozone O3 and the nitrate
radical (NO3) will be presented. The atmospheric concentration of nitrous pentoxide (N2O5)
will be derived from these results. Although measurements provided by our project partners
from the LSCE and ECPL research groups will be presented in a separate section further
below, the recordings of their NO-Monitor will be presented here due to the tight relationship
between all nitrogen species.
The NO2 series (Figure 4.8) acknowledge that Finokalia is a moderately polluted site
with 460 ppt NO2 on average in spite of the remote marine and rural location. Much
higher concentration rates reaching up to 3–4 ppb have been observed during several rather
isolated events with a common duration in the order of 2–3 hours. A peculiar situation is
represented for the period from 13–16 July when NO2 levels remained high from midnight
until early morning hours (Fig. 4.8). This is in contrast to average diurnal variations of NO2
observed throughout the campaign period as depicted in Figure 4.10. In general, nitrogen
dioxide concentrations rise about 0.4 ppb on average within the first two hours of day after
maintaining relatively stable rates during night. After reaching a maximum level of 1 ppb at
about 7:30 local time(LT), the atmospheric gas phase concentration decreased continuously
until sunset, growing slightly again until midnight.
Additional information on the NO2 distribution can be obtained from satellite measurements
as displayed in Figure 4.11. According to expectations, observations from the GOME
instrument state consistently higher NO2 concentrations over land. Apparently the Black
Sea region is the most important source of NO2 in the area, followed by areas with large
industrial activity in Italy and the Aegean. The results show several NO2 accumulation
events above the Black Sea and the Gulf of Corinth around 13th and 23rd July, where
the tropospheric vertical column density nearly doubles on a local scale within few days
to drop again to background levels. These ”hot spot” events are consistent with in-situ
measurements at Finokalia taking into account long range transport processes derived from
modelled trajectory results.
Except for one single event (on 28.07, 23:00 UT), nitric oxide (NO) concentrations remained
close to detection limit (about 50 ppt) during nighttime, indicating that the impact of local
pollution was rather small. During daytime significant NO concentrations were observed
almost daily, exceeding 1 ppb on 15th and 29th July during particulary low wind periods
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Figure 4.9: Mean diurnal variation of BrO and IO concentrations derived from DOAS measurement
results. The increase of BrO levels around noon could have it’s origin in photolytic destruction of
methyl halides emitted by marine algae. However, as IO has the same source, a similar trend should
be observed, which is not the case as the average IO ratio shows a steep decrease after sunrise. The
NO-data measured with a commercial monitor (ECPL–Crete) is shown as the striking anticorrelation
to IO may lead to the conclusion that NO is a direct sink for IO.
























































Figure 4.10: Mean diurnal variation of ozone and NO2,NO3 concentrations derived from DOAS mea-
surement results. The NO-data was measured with a commercial monitor (ECPL–Crete), nighttime
levels represent upper limits(detection limit of monitor was 50 ppt). The errors of the averaged values
are too small to be displayed. Ozone has a minimum between 1–2 hours after sunrise and increases
steadily until dusk. The opposite behavior is observed for NO and NO2. NO3 concentrations grow
continuously during the night until the begin of photolytic destruction at dawn.
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Figure 4.11: Weekly averaged tropospheric NO2 vertical column densities measured by GOME from
09th July to 08th August 2000 (e.g. ”9” means average from 09-16th July). According to expectations,
consistently higher NO2 concentrations are observed over land. Apparently the Black Sea region is
the most important source of NO2 in the area. The results show several NO2 accumulation events,
where the VCD of selected regions nearly doubles within few days to drop again to background levels.
Around 13th and 23rd July ”hot spots” formed above the Black Sea and the Gulf of Corinth which
is consistent with observations at Finokalia taking into account long range transport modelled by the
trajectory results(data kindly provided by Steffen Beirle, IUP Heidelberg).
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probably evoking local pollution events. On a diurnal scale, NO rates rise from below
detection limits during nighttime to about 140 ppt on average within the first 3 hours of day.
As observed for NO2, the atmospheric NO mixing ratio diminishes continuously throughout
the afternoon. After sunset NO concentrations vanish quickly due to the rapid recombination
with ozone and the absence (or minor influence) of local pollution sources. The relative delay
in comparison to the diurnal maximum of NO2 gives rise to the conclusion that is NO formed
mostly from photolytic destruction of NO2. At Finokalia, maximum ozone concentrations of
about 79 ppb were recorded(Fig. 4.8). Even the mean concentration of 55 ppb surpasses the
”ozone alarm” limit of 53 ppb established by the European community.
For ozone, the relative diurnal variation is relatively small, maintaining below 9 ppb.
Nevertheless a remarkable diurnal trend does exist(Fig. 4.10). During the first hours of
night the average ozone mixing ratio remains at a relatively constant level around 52 ppb.
Starting at 1:30, the concentration drops roughly 3 ppb within 2 hours, to attain again a
stable mixing ratio slightly below 49 ppb until dawn. At that time the average ozone level
decreases further to reach the diurnal minimum of 47 ppb at 8:30 local time. After a very
rapid rise within the following two hours, ozone concentrations attain more than 52 ppb and
follow a positive trend until sunset.





























Figure 4.12: Interpolated Ozone concentration and
Wind Speed. The lowest ozone levels appear during
weak wind periods. However, the correlation is far
from being linear and thus transport can not account
for the total ozone variability.
By comparing the diurnal variations of
NO,NO2 and O3 as measured on Crete and
depicted in figure 4.10, it becomes evident
that a link between these species does
exist, leading to the conclusion that pho-
tochemistry plays a major role regarding
atmospheric chemistry in the Mediter-
ranean Region. Therefore, due to the high
concentration of nitrogen monoxide (NO)
an important quantity of ozone is probably
depleted via the NO+O3 reaction within
the first hours of day. Synchronous to the
start of the NO decay at 9:30 LT, ozone
levels rocket upward by roughly 5 ppb, to
attain the diurnal maximum within one
hour. As NO and NO2 concentrations
vanish over the remaining course of the
day ozone levels keep rising slowly, most
likely due to photolytical destruction of NO2 and probably other photochemical processes
involving carbon monoxide and hydrocarbon species. The larger variability of ozone levels
throughout the early afternoon may be a consequence of the local land-sea breeze circulation
(section 4.1.2) and variability of the marine boundary layer height and long range transport
entrainment.
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In addition to the diurnal effect, much larger variations within larger timescales of
several hours, even days, have been observed for O3 mixing ratios. On 10th, 13th, 15–
19th and 28–31st July several ”ozone depletion” events occurred. The stability of the
Mediterranean troposphere, because of subsidence, suppresses entrainment from the free
troposphere [Lelieveld et al. 2002]. Therefore the origin of air masses, as shown before
by Kouvarakis et al. [2000], is expected to have the strongest impact on O3 concentration
variation. Highest ozone levels correspond to periods when strong winds blew from northerly
directions, as for the stable period from 18–27.07. Obviously wind speed biases the influence
of long range transport (Fig. 4.12). For the period from 28.07-01.08.2000 the absence of long
range transport due to low wind speeds diminished ozone levels. The lowest O3 values of
the campaign(37 ppb), observed on July 29th, from 4:20–6:20 UT, may be a result from the
combination of lacking transport and local destruction due to increased NO levels(1.57 ppb).
The dominant marine input from the western (16–17.07.2000) and even southern (10th,
13th July) sector as well as the presence of extensive biomass burning events in the Aegean
region(section 4.1.2) can be accounted for the depletion events in the 2nd and 3rd week of July.
Atmospheric concentration of the nitrate radical (NO3) and nitrous
pentoxide(N2O5) Significant nitrate radical NO3 mixing ratios well above the detection
limit of 1.6 ppt have been measured during almost every night of the 5 week campaign
period. As shown in the overview of DOAS results given above (Figure 4.8) the mixing
rates of NO3 at Finokalia usually reached nighttime maxima in the order of 30–50 ppt,
even above during the nights of 10,11,15,16th July and notably on July 26th when the
campaign maximum of 310 ppt was observed. The average diurnal variation (figure 4.10)
states that NO3 levels commonly began to rise to detectable limits usually within half an
hour after dusk and vanished quickly within few minutes after sunrise due to the advent
of photolysis. The highest levels of NO3 appeared mostly around 4 hours past midnight,
following a notable decay of the precursors O3 and NO2 by 3 and 0.1 ppb (14% and 6%
of total concentration) respectively. The mixing ratio of N2O5 was derived from measured
NO2 and NO3 concentrations using relation (2.38) in section 2.2.2. The resulting nighttime
mixing ratios averaged 18 ppt and ranged from the virtual detection limit 3 ppt up to 795 ppt
(Figure 4.13). The ratio of N2O5 to NO3 was between nearly zero and 2.6 (0.5 on average),
which is significantly below relations established in Geyer et al. [2001] for measurements
near Berlin (northern Germany) in summer. Significantly lower NO2 mixing ratios and
enhanced thermal decay of N2O5 as a result of higher temperatures prevailing for the
Mediterranean site may explain this difference (Geyer et al. [2001] measured 1-15 ppb NO2
and ambient temperatures frequently below 10 ◦C during nighttime). Additionally shown
in figure 4.13 are the production rate PNO3 and the total degradation frequency fNO3,total
derived from measured NO2,NO3andO3 concentrations using equations (2.28) and (5.5).
The average NO3 production rate at Finokalia was PNO3 = 4× 105cm−3 s−1, exhibiting a
variation from 2 × 104 to more than 2 × 106 cm−3s−1 (equivalent to 8.2e−4 − 0.08 ppt s−1)
on the nights of 15–16 and 25–25 July when highest NO3 levels were observed. Therefore,
disregarding nocturnal sinks, detectable levels of NO3 (i.e. above 1.6 ppt) should appear
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Figure 4.13: Time series of calculated N2O5 levels, production rate PNO3 and total degradation
frequency fNO3,total from 08.07-07.08.2000 derived from measured NO3 mixing ratios presented in
Fig. 4.8 following equations (2.38), (2.28) and (5.5) assuming stationary state conditions.
within 20 seconds and 30 minutes after sunset. The total degradation frequency fNO3,total
ranged from roughly 3 to 300 × 10−4s−1 (average 2 × 10−3s−1 corresponding to a mean
lifetime of τ(NO3) = 930 s).
Nitrous acid (HONO) Nitrous acid (HONO), an important nighttime compound in
the urban atmosphere and as a secondary source of OH [Alicke et al. 2002], remained below
the detection limit (66 ppt on average) during most of the campaign. However during the
nights of 15th, 16th as well as 28-31st July, HONO rose above the detection limit attaining a
maximum of 180 ppt on 15th July. These events were followed by unusually high NO levels at
sunrise (e.g. 1 ppb on 15th July). Local pollution is an assignable source for observed HONO,
particulary for the last days of July when wind speeds were extremely low. Indeed, trajectory
results state that air masses reaching Finokalia travelled along the northern coast of Crete
(15,16,28,29.07) and crossed the island on 30th July(Figure 4.14). Long range transport from
forest fires(section 4.1.2) could be an additional source for the high NOx observed on 15th
and 16th July.
4.1.4 Measurements of Sulphur compounds
The mean Dimethylsulphide concentration was 54 ppt, highest levels have been observed on
July 13th and 17th reaching maxima of 745 and 480 ppt respectively. Increased sea–to–air
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Figure 4.14: 3–hour backward trajectory results calculated for nights with HONO events using the
HYSPLIT model. All trajectories ending at Finokalia at 21,23,01,03 and 05 hours local time are shown
on top a route map of the northern coast of Crete. During the nights of 15,16th (purple) and 30th
(orange) of July air masses travel along the northern coast of Crete, where the city of Iraklion and
the arterial road of the Island, ”New national road” (E75), may be important sources of pollution.
During the nights of 28th,29th July (green) air masses arriving at the measurement site originate from
the southwest crossing populated areas.
Table 4.2: Other measurements at Finokalia 2000
Chemical Timeframe(UT) Time resolution Mean Concentration Detection limit
component [min] (Best) [ppt] (Max) [ppt] (Best)
Sievers 355 Chemiluminescence Detector
(J.Sciare et al., LSCE Saclay, Gif–sur–Yvette, France)
DMS 10.07–08.08.2000 53 (20) 54.4 (745.3) 10
Coffer mist Chamber
(N.Mihalopoulos et al., ECPL, University of Crete, Iraklion, Greece)
DMSO 10.07–06.08.2000 120 (100) 2.9 (15.4) 0.2
SO2
Filters & Ion–chromatography (ECPL–Crete)
MSA 11.07–06.08.2000 120 (100) 8.8 (46) 0.1
Commercial Monitors(ECPL–Crete & B.Bonsang et al., LSCE)
NO 09.07–06.08.2000 5 49 (1600) 57.5 (0.7)
NO2 1400 (7300) 127.6
O3 59200 (89100) 1100
Black carbon 628 (4405)∗)
CO 11.07–29.07.2000 6 118600 (205800)
∗) unit: 10−9gramme/m3
flux could account for these observations, as for both periods trajectory results and mete-
orological data acknowledge a dominant input of air masses from the open Mediterranean
sea in the west in combination with very strong winds (16 and 12 m/s). For the rest of the
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Figure 4.15: Results of Mist-Chamber and Gas Chromatograpy measurements of ECPL–Crete and
LSCE–CNRS groups (Sciare et al. 2003). The highest DMS levels on July 13th and 17th coincide
with periods of high input from the open sea due to strong winds blowing from westerly directions.
The relation of the oxidation products DMSO and MSA to DMS, although far from being linear, is
observable. Apparently there is an inverse relationship between this compounds and temperature, as
lowest levels have been observed from 12–13th and 26–28th July when ambient temperature reaches
40 ◦C. The simultaneous dramatic increase of SO2 levels is only reachable by anthropogenic pollution
or biomass burning, which is corroborated by trajectory results reflecting highest SO2 mixing ratios
during periods with dominant input from the continental source. Another striking feature is the
strong increase of MSA during the low wind period, which could be explained by accumulation of OH
radicals.
campaign DMS levels reached nearly 200 ppt on several days with similar conditions.
The average concentration of the most common products of DMS oxidation, Dimethylsulphox-
ide(DMSO), Methane sulphonic acid(MSA) and sulphur dioxide(SO2), amounted to 3, 5.9 and
936 ppt respectively, attaining maxima of 15.3, 34.9 and 5900 ppt. DMSO follows quite well
the DMS variations although DMS and DMSO are not significantly correlated. The observed
DMS to DMSO ratio increases with rising ambient temperature (Fig. 4.16), certainly a con-
sequence of the decreasing DMSO–production yield as discussed in section 2.2.1. For DMS
mixing–ratios below 100 ppt the relation of the DMS/DMSO–ratio to ambient temperature
fits fairly well an exponential growth. A linear approach within the range of 20 − 35 ◦C
leads to a gradient of 2.8 units ratio per degree Celsius. At even higher temperatures the
increase of the DMS/DMSO ratio breaks off from linearity, as on July 13th when the ratio
increased to 260 at 43 ◦C. Apparently this is also the case at DMS mixing–ratios well above
100 ppt, when the DMSO formation yield may decrease due to growing lack of oxidants to
react on present DMS molecules(Fig 4.17). OH concentrations as well as relative humidity
have been identified as the major factors controlling the MSA variations in the gas phase.
80 CHAPTER 4. FIELD MEASUREMENTS






















Figure 4.16: Temperature dependency of DMS/DMSO ratio.






























Figure 4.17: Variation of the DMS/DMSO ratio with temperature.
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Based on the levels of MSA in gas and aerosol phase Bardouki et al. [2003] reached the
conclusion that the DMS+OH reaction could not account for the levels of MSA observed in
the aerosols. Although the formation yield of SO2 from the DMS oxidation via OH is above
50%, ambient DMS levels are far to low to account for the observed SO2 amount. As found
earlier at Finokalia, the biogenic sulphur can account for 0.6 to 28.3% of the total non–sea
sulphate concentrations([Mihalopoulos et al. 1997]). As local pollution (see section 4.1.3.2)
was shown to play a minor role the high sulphur dioxide levels can only be attributed to long
range transport of anthropogenic emissions from northern and eastern Europe.
An enlightening insight into DMS oxidation processes going on at Finokalia, can be
obtained from the calculation of the mean diurnal variation of DMS as shown in Figure 4.18.
When OH is the only significant sink of DMS, assuming a constant DMS evasion flux, the
diurnal cycle of DMS should show a predawn maximum due to nighttime accumulation and
a late afternoon minimum due to daytime oxidation by OH radicals [Ayers et al. 1995;
Sciare et al. 2000]. A quite different diurnal variation was derived from the measurements at
Finokalia. As shown in Figure 4.18 DMS mixing ratios rise continuously during the afternoon
until few minutes after sunset as expected from the decrease of OH radical concentrations.
However, the situation changes rapidly after sunset when DMS ratios start dropping. The
decrease is particulary steep after midnight until dawn just when the presence of the nitrate
radical is strongest.



































Figure 4.18: Average diurnal concentrations of DMS and NO3. The errors are the 1σ distributions
of the averaged datapoints. The very prominent depletion of DMS from midnight till dawn gives
evidence of a nighttime sink of DMS.
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4.1.5 Formaldehyde(HCHO) and Carbon monoxide(CO)
Formaldehyde (HCHO) is the most abundant of the carbonyl compounds in the atmosphere.
It is found both in the remote background atmosphere and in polluted urban atmospheres.
Large amounts of formaldehyde (HCHO) are emitted directly due to industrial activity (fos-
sil fuel combustion) and during biomass burning events [Holzinger et al. 1999]. However,
depending on meteorological factors, photochemical oxidation can contribute as much as 90%
to annual formaldehyde concentrations in ambient air. HCHO is a major intermediate in the
degradation of methane and many other hydrocarbons. In the absence of heterogenous losses,
essentially every methane molecule is converted into HCHO. In continental boundary layers,
non-methane hydrocarbons (NMHCs) emitted by biogenic and anthropogenic sources domi-
nate over methane also as a source of formaldehyde.
Through its decomposition by photolysis and reaction with the hydroxyl radical (OH),
formaldehyde serves as a source of the hydroperoxyl radical (HO2) and carbon monoxide(CO).
In air masses not influenced by anthropogenic emissions, CH2O is the most important direct
precursor of CO. The average formaldehyde concentration measured in Crete was 1.2 ppb
(maximum 3.2 ppb), surpassing by far typical levels for clean marine summer conditions
(0.5 ppb). Diurnal maxima above 2.5 ppb HCHO were regularly observed at daytime, mostly
around local noon. Yet strong fluctuations in the order of 0.5-2 ppb prevent from the defini-
tion of a regular diurnal pattern. In addition to the diurnal production, formation of 0.3-1 ppb
HCHO emerged basically every night of the campaign period. However, HCHO levels and
variability were consistently lower during nighttime. Despite the large solar flux, an important
amount of NMHC’s must be added to common CH4 levels to vindicate the observed pho-
tochemical production. In accordance with the diurnal wind pattern (section 4.1.2) ”local”
pollution sources from the coast leading to Iraklion could account for the nighttime rise of
HCHO mixing ratios. According to trajectory results this is particulary reasonable for the
nights of 9, 15, 16 and 27-30 July. Long range transport from raging biomass burning activity
on continental Crete and Samos(section 4.1.2) could eventually add to the local source on the
nights of 10, 25 and 26th July. In general, although long range transport of HCHO from the
main land is an unlikely source due to typical half-lifetimes in the order of 2 hours around
noon in the summertime Mediterranean (taking J(HCHO)=1.3e−4s−1), entrainment of pho-
tochemical aged air-masses from continental sources is probably the reason for the observed
high levels of HCHO.
Although the diurnal variation of HCHO has to be considered carefully due to the large
variability of concentration levels, a diurnal trends seems to exist. HCHO exhibits an rel-
atively small increase of 0.2 ppb within the first hours of day until noon. As NO levels
are particulary high in the early morning hours (Fig. 4.10) this could be a consequence of
enhanced photochemical production from the methane and NMHC sources outgoing the pho-
tochemical degradation rate. In the progress of day the importance of CH2O sinks(photolysis
rate(JO1D) and OH radical concentration) increases rapidly and NO mixing rates start to
decay after 9:30 LT. Therefore as observed in Fig. 4.19, destruction rates probably surpass
production after 10:30 Local Time(LT). For the rest of the day formaldehyde concentrations
follow a negative trend until sunset. An extremely steep decay is observed around 13:30
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Figure 4.19: Average diurnal variation for the whole campaign period.
LT when JO1D reaches its diurnal maximum. For the late afternoon degradation rates of
formaldehyde fall again, but so does the photochemical production. In addition, NO levels
reach negligible levels(50 ppt). During night HCHO levels grow again, a phenomenon only
explainable by emission sources listed above.
4.1.6 ROX Measurements
ROx, mainly peroxy radicals (HO2 and RO2) were measured during the last 2 weeks of the
campaign (24.07-06.08.2000) at Finokalia. The instrument, a calibrated peroxy radical ampli-
fier (PERCA or ’ROX-BOX’), was kindly provided and calibrated by T.Klu¨pfel (MPI-Mainz)
and was operated by the IUP–Heidelberg Team. The operating method of the PERCA device
is described in section 3.3. The results of the chemical amplifier measurements from 24.07–
07.08 (evaluation and calibration by T.Klu¨pfel) are shown in Figure 4.1.6. For a better
interpretation of the data, measured ozone and DMS levels as well as ambient temperature
are displayed above the peroxy radical (ROx = HO2 +RO2) concentrations. According to
the well known diurnal sources, i.e. reactions of OH with CO and volatile organic com-
pounds(VOCs) (see section 2.2.1), ROx mixing ratios follow the daytime evolution of the
actinic flux (and thus OH production) and reach maximum levels between 30 and 70 ppt one
hour after local noon and decrease continously until sunset. In exception of the period from
25.-28.07.2000, ROx levels vanish from dusk till dawn. Solar radiation is not the only factor
controlling ROx variations. Evidence exists that observed mixing ratios follow ambient ozone
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Figure 4.20: Measured ROx levels for the period from 24.07-06.08.2000 measured with
the ROX–Box from MPI–Mainz operated by IUP-Heidelberg-Team. The measurements
have been evaluated by T.Klu¨pfel, each data point represents a running mean of 10 values.
Daytime levels are correlated to solar radiation input, maxima are observed one hour after
local noon(GMT+3). Nighttime concentrations remain close to the detection limit with
exception of the period from 25–28 July, with significant nighttime levels up to 25 ppt. The
missing data on 25,26 and 31st July is due to instrument failure.
levels and the temperature trend and attain much higher concentrations in the first week
of ROx measurements(Fig. 4.1.6). A closer look at the data suggests a separation in three
periods:
1. 25.07 00h -28.07 17h (nighttime ROX, very high O3 levels, NO3 up to 300 ppt, DMS <
30 ppt)
2. 28.07 17h-01.08 1h (local pollution period with high NO, O3 < 40 ppb, low ROx even
at daytime)
3. 01.-06.08 (low/non existent nighttime ROx, normal O3 levels and ambient conditions).
Trajectory analysis confirm a continuous input from the balkan region and central Europe for
the first period. DMS levels are the lowest of the whole measurement period. It is interesting
to note that rather high ambient temperatures than the DMS-Flux(i.e.wind speed) seem to
influence DMS levels. NO3 mixing ratios are quite high in these days and surpass 50 ppt
each night, reaching 300 ppt during the night of July 26th. Peroxide concentrations are very
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important for this first period and attain more than 10 ppt even at nighttime.
Due to very weak winds, the origin of air masses is predominantly local or southeastern
for the second period. This time interval was marked as local pollution period due to tra-
jectory results and high NO levels observed (sections 4.1.2 and 4.1.3.2). As a consequence
of nighttime NO the NO3 levels are rather low. In spite of the low theoretical flux, DMS
concentrations return to the normal range of several ten parts per trillion. Unfortunately
the PERCA-Instrument failed for several hours on July 29th and whole of 31st July. Never-
theless a transition from the high ROX period to lower daytime levels and vanishing night-
time ROX is observable. Ozone levels are quite low which was attributed to lacking trans-
port(section 4.1.3.2).
For the first week of August, the Black Sea and further northern regions are sources of sam-
pled air at Finokalia and ozone and DMS as well as Temperature and Humidity return to
normal levels. These last days could be representative for the common meteorological sit-
uation in summer on Crete, with continuous input from northern, continental air masses.
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Figure 4.21: Average diurnal variation of ROx is shown for the periods from 01-08.08.2000 (a) and
27-29.07.2000 (b) in this picture. Both shapes show a large peak around local noon following solar
irradiation and thus the OH production rate. However mixing ratios for period (b) are significantly
higher and remain as high as 15 ppt even during nighttime. Additional OH from HONO may explain
the earlier increase of ROx mixing ratios during that period as the photolysis rate of NO2 increases
earlier.

























Figure 4.22: NO3 as a function of ROx for the period of 24.07-06.08.2000. Only values with NO3 and
ROX over detection limit are displayed. The colour of the data points darkens with increasing relative
humidity (see colour map). Highest ROx levels have been observed for the drier periods. Below 45%
rel. humidity, a positive linear correlation between NO3 and ROX is observable.
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4.2 Field Campaign Hudson Bay 2001
The second field campaign of the EL CID project was carried out from 15.04–09.05.2001 at
Kuujjuarapik in the southeastern part of the Hudson Bay, Canada. As shown on several
previous measurement campaigns [Lehrer et al. 1997; Ackermann et al. 1997] the arctic
region shows exceptionally high levels of Bromine oxide radicals in spring within the first
months after the dark winter period. Long term measurements performed with the DOAS
instrument on the GOME satellite [Hollwedel et al. 2003] confirm this observations and
state that significant BrO concentrations must spread further south. In spite of numerous
measurements in polar regions, no ground based measurements have been reported for the
subarctic region. The main objectives of this campaign were once again to establish the
relative impact of reactive species regarding DMS oxidation, although the main effort was
directed on the primary detection of BrO at lower latitudes and the possible interaction with
atmospheric Dimethylsulphide. Furthermore, by comparison with data of the other 2 field
campaigns, the much colder and cleaner environment was chosen to allow an investigation of
the role of temperature in determining the yields of DMS oxidation products.
4.2.1 Observation Site
Kuujjuarapik (Inuit for ”Little great river”) is the southernmost village of the Nunavik
Territorium in Quebec, Canada, and is located at the south eastern coast of the Hudson
Bay at 55.31◦N and 77.75◦W (local time=UT-5 hours) as shown in Figure 4.23. The village
is a bicultural community as the Inuit people share it with the Cree Indians, which have
named the location Whapmagootsui (”where there are whales”). Older maps of the area
occasionally employed the French and English official names which are Poste–de–la–Baleine
and Big Whale River. Kuujjuarapik is nestled in sand dunes at the mouth of the Great
Whale River. Beyond the village, the land is rather flat; a carpet of moss and rock unfold
as far as the eye can see. During the winter months the whole area of the Hudson Bay is
covered under a huge snow and ice layer. The melting starts slowly in spring but the sea
remains iced until the late summer months.
The village (Population 1200) is the biggest settlement in a perimeter of at least 100 km. In
general the whole Nunavik is a sparsely populated region, with close to 10.000 people living
in 14 communities scattered along the coasts of Ungava Bay, Hudson Strait and Hudson Bay.
As there are now firms roads, the local traffic is based mostly on 4-wheel driven motorbikes
and snowmobiles. No local industry is present, whereas local pollution sources reduce to the
local community power plant, the airport(frequented twice per day by small aircrafts) and
other conceivable anthropogenic activities.
Due to technical and operational demands, the DOAS measurements were set up in a
container about 2 kilometers north of the village right at the coast while the instruments of
our colleagues were located in the laboratory of the Centre d’Etudes Nordiques (CEN) at the
opposite site of the village (Figure 4.30).
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Kuujjuarapik    
Figure 4.23: Overview map of the Hudson Bay.
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4.2.2 Meteorological conditions
Meteorological conditions had a particulary important impact on measurements during the
Hudson Bay Field Study as visibility changes determined the DOAS performance and north-
ern winds were found to be rich in Bromine (section 4.2.3). An overview of meteorological
parameters observed throughout the measurement period is given in Figure 4.24. Temper-
ature, Wind and relative humidity have been recorded at the Centre d’Etudes Nordiques
(CEN) weather station. The additional data regarding ambient pressure and visibility have
been kindly provided by the local climate station seated at the airport of Kuujjuarapik.
At the start of measurements in mid-April, ambient temperatures were still as low as -20 ◦C.
The whole area surrounding the site was covered with deep snow and the Hudson Bay was
sealed with ice having a thickness about 2 meters. According to trajectory results, obtained
once again from the HYSPLIT-Model [Draxler and Hess 1998], the input of air masses from
polar regions was particulary important during the first week of measurements. This is in
agreement with observed ambient conditions: high ambient pressure, icy temperatures(-20 ◦C
to 0 ◦C), predominantly northern winds and frequent snowfall/storms. Within the following
weeks low pressure systems usually associated with southerly and easterly winds led to grad-
ually warmer temperatures and continental air masses reaching the site. At the end of the
campaign period temperatures reached 20 ◦C. At that time nearly all snow in the area had
melted, the main land had turned rapidly into a swamp but the sea remained covered with a
blank ice layer until the end of May. Although several drain holes caused by the melted snow
perforated the sea-ice, no crack initiation was observed until departure from Kuujjuarapik.
The frequency distribution of the local wind direction at Kuujjuarapik during the
measurement period is shown as polar diagram in Figure 4.26. Accordingly, the Hudson Bay
to the west and main land to the southeast are the dominant source regions for air masses
reaching the site. In addition to wind parameters, ambient temperature and humidity
seem to be valid criteria to distinguish between arctic and further meridional sources.
Unsurprisingly, the chart displayed in Figure 4.27 relating temperature, humidity and wind
direction, states that the air from the south is commonly dryer and warmer, most likely
due to its continental origin and the improved visibility in absence of snowdrift and fog (see
visibility data in Figure 4.24). Commonly, polar air has a relative humidity above 80% and
is about 10 ◦C colder.
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Figure 4.25: Marine Ice Thickness at the beginning and the end of the field campaign according to the
Polar Ice Prediction System (PIPS 2.0), an operational model run by the Fleet Numerical Meteorology
and Oceanography Center (FNMOC) for sea ice forecasting. Ice concentration data from the Special


































Figure 4.26: Relative frequency distribution


































Figure 4.27: Polar Chart of Wind Speeds at
Kuujjuarapik. The data points are coloured
according to simultaneously measured Tem-
perature and sized proportional two ambient
humidity(small plots=dry air).
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Figure 4.28: 5 day backward trajectories on 23rd
April 2001. Air masses do a small loop southward
before reaching the site.
An interpretation based exclusively on the
above given meteorological parameters can be
quite misleading. A good example could be
based on 23rd April 2001. Having a glance
back on Figure 4.24 will show that winds blew
from the south during almost the entire day,
and the air was comparatively dry and warm.
In spite of this, trajectory results (Figure 4.28)
demonstrate that air masses have polar origin
although they perform a quick loop southward
within the last 12 hours before reaching the
site.
As already done for the Crete campaign, the
whole set of coordinates obtained from mod-
elled 5–day backward trajectories ending at
Kuujjuarapik was used to derive a waypoint
frequency matrix (Figure 4.29). The results
allow a more detailed statement about source
regions. As already predicted from the wind distribution, the Hudson Bay to the west and
south carry the major fraction of the flow reaching Kuujjuarapik. Along April however, the
origin of air masses can often be found in remote regions significantly further poleward reach-
ing up to large frozen sea ice areas of the Arctic Ocean and the Beaufort Sea (Fig. 4.25).
During May a large fraction of entrained air masses have its origin notably further south
reaching down to major Canadian and North American cities as Toronto and Detroit. The
eastern leg of the matrix corresponds exclusively to the second week of may, when 5 day
backward trajectories reached the Atlantic coast at latitudes around 60 degrees. In this area
the sea was still covered with ice, although the thickness in May had decreased well below 1
meter and the sea was open 200 km off the shore(Fig. 4.25).
4.2.3 DOAS Measurements
Active long path DOAS measurements have been performed at Kuujjuarapik for the period
ranging from 15th April to 8th Mai 2001. Starting few days later, and for the first time
since then, a passive (M)ulti (Ax)is–DOAS telescope was operated in parallel to the longpath
DOAS. The combination of both techniques led to a new insight regarding Bromine oxide
distribution in the boundary layer and has been presented in [Ho¨nninger et al. 2004].
The DOAS instruments were set up in a container about 2 km north of the village on a hillock
to allow an unobstructed view to the sea few ten meters afar. The main retro reflector array
was placed few ten meters above sea level close to the southernmost edge of Bill of Portland
Islands, leading to a lightpath of 2*7.6 km heading almost straightly north at an average
altitude of 30m above the sea ice surface. For periods of poor visibility, a secondary reflector
array was placed on shore at a distance of 1.95 km northwest from the DOAS instruments
(Figure 4.30). The MAX–DOAS instrument, mounted on top of the container, received
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Figure 4.29: Frequency distribution of trajectories reaching Kuujjuarapik during the measurement
period. Due to the largely different source regions, the results have been separated in two parts. The
first two weeks of measurements (15.–29.04) are shown onTOP, whereas the rest of trajectories (30.04–
08.05.2001) correspond to the graph on the BOTTOM. Apparently polar regions in the northwest
and notably the iced sea surface of the Hudson Bay have been the major source regions of sampled
air masses during measurements in April. The situation is largely different in May, when the input
flux reaching Kuujjuarapik is prevalently southern and northeastern.
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Table 4.3: DOAS–Longpath–Measurements at Kuujjuarapik(G.Ho¨nninger, H.Leser, O.Sebastia´n)
Chemical Timeframe(UT) Mean Concentration[ppt] Mean Detection limit[ppt]
component (Range) (Minimum)
BrO 15.04–09.05.2001 2 (<0.6–28.6) 1.9 (0.6)
HCHO <0 490 (160)
HONO <200 200 (54)
O3 36.9 ppb (< DL− 61.5 ppb) 3.1 (1) ppb
SO2 <DL (<25–800) 140 (25)
IO <1.3 1.3 (0.7)
NO2 <80 (<80–9300) 250 (80)
NO3 <2.0 2.0 (0.5)
light from the north with different elevation angles above the horizon as well as from zenith
direction in a sequential mode. As for the measurement campaign in Crete (section 4.1.3)
the continuous measurement loop for the active Long-Path-DOAS was programmed to record
absorption spectra in the UV (295-375 nm), blue (390-470 nm), green (510-590 nm) and near
Infrared (605-685 nm) spectral ranges. This allowed the measurement of the trace gases listed
in Table 4.2.3. A special emphasis was held on all halogen oxides to define their influence on
DMS oxidation. The DOAS fit to establish the concentration of trace gases was performed
according to the analysis procedure described in section 3.1.4
Ozone and Bromine oxide The complete time series of BrO and ozone from active
Long-path DOAS measurements at Kuujjuarapik is presented in Figure 4.31. Until the end
of April, several events with BrO mixing ratios reaching up to 30 ppt have been observed.
The measured levels are similar to those reported for the arctic boundary layer during spring
[Hausmann and Platt 1994; Tuckermann et al. 1997; Ho¨nninger and Platt 2002]. Simul-
taneously to all Bromine accumulation events, distinct ozone depletion has been observed.
Commonly, ozone mixing ratios dropped 10-20 ppb below background levels (37 ppb O3 on
average) within few hours. The lowest ozone levels have been observed on 17, 24 and partic-
ularly 27 April 2001, when the atmospheric mixing ratio of ozone fell down to the detection
limit of the LP-DOAS instrument (3 ppb). Unfortunately, the most intensive snowstorm of
the whole measurement period did not only spoil DOAS measurements during the following
night, but led to general technical breakdown, icing of the retro reflector surfaces and the
consequent loss of 13 hours of data.
In general strong winds and snowdrift, a common observation during several BrO enhance-
ment episodes, as well as fog and low cloud formation frequently reduced visibility (Fig-
ure 4.24) obliging us to fall back on the shorter lightpath to put up with a four times lower
detection limit or even to stop measurements. However, most of the gaps in the LP-DOAS
time series are due to arduous alignment sessions of the telescope and failures of the power
generator supplying the container who gave much trouble for the first week of measurements.
Unsurprisingly, 5–day backward trajectory results state that air masses reaching Kuujjuara-
pik during BrO accumulation periods had it’s origin north of the polar circle reaching up to
85◦N . The Hysplit Model results state that during the last two weeks of April, air masses
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Figure 4.30: Local map of Kuujjuarapik showing the location of the CEN-Laboratory and the DOAS
container as well as the two lightpaths used for the DOAS measurements.
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Figure 4.32: For this graph the ozone (TOP) and BrO (BOTTOM) mixing ratios measured at
the ending time of calculated trajectories was assigned to all waypoints of each trajectory. Then the
average concentration within a 0.5×0.5 degree bin was derived for both trace gases from concentrations
assigned to all trajectory points within the bin.
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reaching the site remained within the lowermost 500 m of the boundary layer and travelled
several days right above the frozen Hudson Bay before reaching the site. In Figure 4.32 a
BrO distribution matrix for the last two weeks of April was created by assigning the BrO
mixing ratio measured at the endpoint time of each trajectory to all their waypoints (120
coordinates=5days*24hours). Then all trajectory coordinates within a 0.5×0.5 degree bin
were summed up to get a mean BrO concentration matrix. The results show that the, grey
shaded, areas south and east of Kuujjuarapik do not assert detectable BrO levels. Although
the most adjacent thought is that this areas are negligible sources of bromine, one has to
keep in mind that removal of BrO from the gaseous phase via deposition or other depletion
processes may occur as well. As the gas phase reaction with ozone is presumably the most
efficient sink of BrO, the distribution matrix of ozone (Fig. 4.32) can support the localiza-
tion of BrO source regions. Indeed, areas with lowest average O3 mixing ratios correspond
largely to matrix bins with highest BrO levels. For the areas with no detectable BrO the
region west of 100◦ W and north of the arctic circle (66◦ N) features significantly lower O3
levels than areas east and south of the measurement site. Therefore, it is conceivable that
BrO molecules formed in the arctic have been consumed by the reaction with ozone before
reaching the sampling site.
Due to the entrainment of air masses from the south (Big Lake region) starting on 30th
April 2001 (at 18UT), meteorological conditions at Kuujjuarapik began to change widely.
Ambient temperature rose above 10 ◦C and abundant rainfall within the first days of May
began to melt the snow cover in the area. Since the end of April, the stability of the inversion
layer apparently fades as trajectory results state subsidence from higher atmospheric layers
reaching up to 4000 m north of the arctic circle. Indeed, subsidence could explain ozone lev-
els surpassing 60 ppb at the end of April. Nevertheless, throughout May BrO mixing ratios
exceeded daily the detection limit of 1.3 ppt reaching levels within the range of 2-4 ppt and
about 6 ppt on 8th May 2001. Although less evidently, simultaneous ozone decrease of 5 to
10 ppb was still observed (Fig. 4.31).
Other halogen oxides Besides BrO, OClO was included in the fit for the UV spectral
range. The evaluation for the blue region included IO,OBrO and OClO. Within the green
spectral range the evaluation was focussed on the detection of OIO and OBrO. Yet neither
of these other halogen trace gases was found at concentrations above detection limits. The
fitting procedure for all these trace gases has been described in section 3.1.4 and led to upper
limits (i.e. detection limits) listed in table 4.4
Nitrogen species and SO2 As expected for the remote polar region, the content of
nitrate radical species in air masses sampled at Kuujjuarapik was tiny. The concentrations
of the nitrate radical NO3 and nitrous acid HONO, remained below detection limits (2 and
200 ppt respectively) over the whole measurement period. During the first two weeks of mea-
surements, even the typically most abundant nitrogen species, NO2, remained mostly below
detection limits (250 ppt on average). For the first two weeks of measurements significant
concentrations of NO2 appeared only during the nights of 16th to 17th and 22nd to 23rd April
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Figure 4.33: Diurnal mean vertical column density of BrO as measured with the DOAS instrument
on the GOME satellite. The location of Kuujjuarapik is denoted by a small circle. GOME BrO maps
kindly provided by J.Hollwedel, IUP Heidelberg.
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Table 4.4: Detection limits of the investigated halogen oxides during the Hudson Bay campaign in
April/May 2001. The values can be considered as upper limits of the atmospheric mixing ratios.







b taking the cross section by [Bloss et al. 2001]
(Figure 4.2.3). Due to the extreme strength (over 7 ppb) and short duration, both NO2 events
must be related to local pollution sources. The most conceivable local source was the gasoline
engine of the power supply generator placed at the eastern side of the DOAS-container. As
shown in Table 4.5 particulary weak southwestern winds obviously blew important amounts
of NOx through the lightpath of the DOAS instrument. In order to further evaluate the envi-
Table 4.5: Observations during NOx events
Period NO2 Wind ∆O3 initial O3 T[ ◦C] rHum modelled
(UT) [ppb] Dir. Speed [ppb] [ppb] [%] NO3[ppt]
17.04 2:50–4:30 8 128◦ 1.0 m/s -6 20 -17 90 0.15
23.04 3:14–5:00 7 129◦ 1.5 m/s -8 35 -14 87
ronmental impact of the observed NO2 events, a simple 0D-Box-Model was created including
reactions listed in table 2.6 with rate constants adapted to ambient conditions. As both
NO2 events in April occurred right before midnight, photolytical sinks can be disregarded
until dawn (at 4:45 local time). The results of the model (Figure 4.34) expose that about
the same amount of NO is required to reach highest observed NO2 levels. The model states
that 7 ppb NO2 can build up within 10 minutes by simultaneous depletion of roughly 6 ppb
ozone. Indeed, the measurements show an ozone decrease during both NO2 events as shown
in Table 4.5. However, one has to keep in mind that during both events about 2 ppt BrO
have been measured as well and measured air may have been low in ozone before.
The use of the model also gives a suitable answer why the mixing ratio of NO3 remained
below detectable limits in spite of the abundance of its precursor species NO2 and O3. The
important formation of N2O5 gives evidence that the major part of NO3 is lost through
reaction (2.37) described in section 2.2.2.2. This is not surprising as the equilibrium of both
compounds is shifted three orders of magnitude towards N2O5 due to the much colder envi-
ronment as encountered in Crete (section 4.1). In turn N2O5 is largely converted to HNO3,
which is one of the most important sinks for gaseous nitrates due to efficient removal from
the atmosphere via deposition processes on ground.
Since the end of April, NO2 pollution was observed almost regularly at night and the
first/last hours of day. All increases of NO2 coincide with the appearance of southerly winds
as demonstrated in Figure 4.2.3 showing the relation of NO2 and SO2 to the wind direction.
The levels of sulphur dioxide, a compound which could be formed during the oxidation pro-
4.2. FIELD CAMPAIGN HUDSON BAY 2001 101



























Figure 4.34: Results of a simple 0D-box
model including elemental NOx reactions
listed in table 2.6. Excepting the empiri-
cally established value for NO, all initial
trace gas concentrations have been set to
observed background levels at 03:00UT
on 23.04.2001.
cess of Dimethylsulphide, remained below detection limits (140 ppt on average) throughout
the campaign period excepting 7th and 8th May 2001, when mountains of waste amassed
during the winter months were lit at the local incineration field located 1 km further south.
The power generator, so productive in NOx, was not a traceable source of sulphur as the
levels of SO2 do not follow those of NO2 (Figure 4.2.3). Indeed the generator was run with
unleaded gasoline which commonly has a low sulphur content. In general the NO2 and SO2
levels measured by DOAS are representative for clean background air, especially during BrO
events which were always associated with north-westerly wind and arctic air masses reach-
ing Kuujjuarapik. According to long term measurements from the GOME satellite [Beirle
et al. 2003] the whole area of the Hudson Bay is among the poorest in NO2 worldwide.
The most contiguous major source region of NO2 is found more than 1000 km further south,
notably southeast of the Big Lakes where a belt of large Canadian and US cities (including
Chicago,Detroit,New York and Toronto) provides a large NOx emission rate. Although dur-
ing the month of May air masses reaching Kuujjuarapik occasionally cross the Big Lake area
(Fig. 4.29), the contribution of long range transport to background NOx levels in the arctic is
presumably small. Unless local sources exist, the levels of NO2 and particulary SO2 (do the
very effective deposition in wet environments) are probably well below upper limits derived
from the DOAS measurements.
4.2.4 DMS and the oxidation products DMSO and MSA
Simultaneously to the LP- and MAX DOAS measurements, the atmospheric concentrations
DMS, DMSO and MSA have been established by our project partners from the LSCE-CNRS
and ECPL-Crete. The emplacement of all required instruments was the laboratory of the
Centre d’e´tudes nordiques(CEN), located about 2 km southeast of the DOAS measurement
container, on the opposite site of the village (Figure 4.30). The time series of all three
compounds are presented in Figure 4.2.4.
Atmospheric DMS was sampled into stainless steel canisters and analyzed several minutes
after using the classical technique of cryotrapping and consequent gas-chromatographical
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analysis as described in section 3.2. During the measurement period ranging from 15.04 to
01.05.2001, the atmospheric concentration of Dimethylsulphide did not exceed 7.72 ppt and
remained as low as 1.45 ppt on average. To reach detectable levels, the sampling time for
each air probe was increased to 4 hours (between 30 and 90 minutes in Crete). Atmospheric
DMSO measurements using the Cofer mist chamber (section 3.2) started already on 12th
April and ended at 1st May. The analysis revealed DMSO concentrations about 0.1 ppt on
average, reaching a maximum of 0.8 ppt at the first day of measurements and remaining
below 0.3 ppt thereafter. Methane sulphonic acid (MSA) concentrations ranged from below
the detection limit to 3.75 ppt (mean of 0.62 ppt).
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Figure 4.35: Nitrogen and sulphur dioxide levels in Kuujjuarapik measured from 15.04–
09.05.2001. The red line shows the detection limit of the DOAS measurement. With excep-
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Figure 4.36: NO2 and SO2 concentration as a function of wind direction.
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Figure 4.37: Concentrations of DMS, DMSO and MSA measured by LSCE-CNRS and
ECPL groups.
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4.3 Field Campaign Kerguelen 2002
For the third EL CID campaign a pristine marine site in the remote Indian Ocean was
selected to offer complementary data to previous results obtained under semi-polluted (Crete)
and sub-arctic (Hudson Bay) conditions. The measurements have been carried out in sum-
mertime due to the high seasonal DMS production and to allow to identify and quantify
the influence of polluted/clean atmosphere on the processes controlling the DMS oxidation
chain. The aim of the IUP Heidelberg Team was to establish whether halogen or other
measurable radical interactions with DMS play a major role in this environment.
Besides the measurements at Kerguelen were of particular significance for model descriptions
planned within the framework of the EL CID project, since any link between DMS and
cloud condensation nuclei (CCN) will be best discovered in the most remote and natural
environment where anthropogenic influences and other continental aerosol inputs are minimal.
4.3.1 Observation Site
The Kerguelen Islands are an archipelago located between 48–50◦ south and 68–70◦ east
in the southern Indian Ocean. The archipelago, of volcanic origin, has a total surface of
7250 km2 (120 × 130 km) and consists of a large Island (La Grande Terre, Ile Kerguelen
or Desolation Island: 6700 km2) and hundreds of smaller islands, islets and reefs (550 km2).
The coastline of the main island is highly irregular with a number of large peninsulas linked
to the island by low narrow isthmuses. These large features are further sub-divided by fjords
into smaller peninsulas.
The nearest main land to Kerguelen is the Antarctic continent about 2300 km southward.
The African continent, and thus any major human settlement, is located about 3900 km fur-
ther north (Fig. 4.23). Placed at the south of the subtropical convergence zone, the islands
have a subantarctic climate and rain, sleet or snow falls on over 300 days a year. Due to the
exposure to the winds of the ”Roaring Forties” strong westerly gales are common and the
average wind speed is still as high as 9 m/s in the relatively calm summer months. Due to
the oceanic climate the annual range of temperatures experienced on the island is unusually
low.
The inland of Kerguelen is rich in valleys and ridges with the highest point, the glaciated
Mount Ross, reaching a height of 1850 m. Ice covers nearly one third of the island and the
abundant rainfall combined with glacial meltwater keeps numerous streams and lakes full of
water. Due to the strong winds vegetation is reduced mainly to tussock grass, mosses and the
tasty Kerguelen cabbage. In spite of unfortunately effective sealing activity in the previous
centuries the Kerguelen Islands are settled by a large number of sea-birds, sea-elephants, seals
and other mammals.
The archipelago forms part of the autonomous French Overseas Territory of ”Territoire des
Terres Australes et Antarctiques Franc¸aises (TAAF)”, due to this status a permanent settle-
ment named Port–aux–franc¸ais (49◦ 21’S, 70◦ 13’E) is maintained at the south-eastern coast
of the main Island (Fig. 4.3.1). The base has a total population of 120 including military
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Figure 4.38: Region map around the island of Kerguelen.
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Figure 4.39: Local map of the island of Kerguelen.
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and research staff in summer. All instruments were set up in an old military building at the
western edge of the station, few meters off the shore at about 10m over sea level, facing the
Bay of Morbihan in the South within the sector 160–270◦.
4.3.2 Meteorological conditions
Figure 4.43 gives an overview of the most relevant meteorological parameters recorded dur-
ing the measurement period on Kerguelen kindly provided by the permanent Meteorological
Station at Port–aux–franc¸ais (Meteo France). Due to the remote marine condition and the
emplacement inside the subtropical convergence zone the meteorology of Kerguelen is ruled
by the non ceasing interaction of tropical high and sub-Antarctic low pressure systems (Fig-
ure 4.3.2). As a consequence the most common meteorological observation at Kerguelen were
strong (north)westerly winds with an average speed of 9 m/s reaching 23 m/s as a maximum
(Fig. 4.3.2). Trajectory results obtained using the Hysplit Model [Draxler and Hess 1998]
state a dominant westerly flux of air masses reaching the measurement site having its origin
within the belt from 40-60◦ South. Low wind episodes (below 6 m/s) were characterized by
input from the northern and eastern sector which may be a source of local pollution.
Due to the high speed of clouds the weather situation at Kerguelen exhibited a large variabil-
ity from blue sky to overcast conditions within few hours. Haze formation, probably due to
turbulent mixing, condensation and aerosol formation, frequently reduced the visibility right
above the marine surface. On days with blue sky, low level clouds occasionally formed above
the water surface of the bay of Morbihan, crossing the absorption light path of the DOAS,
deranging measurements(see Figure 4.40. The air humidity increased from 60% at noon to
nearly 80% at night on average.
Mean temperatures ranged between 7 ◦C at night and 13 ◦C during noon, raising up to
21 ◦C on the low wind period from 11-12.02.2002 and falling down to 3 ◦C in the rainy and
stormy week of 20-26 February.
4.3.3 Active Longpath–DOAS Measurements
The longpath DOAS was operated over a period of more than 4 weeks, ranging from 21st
January to 21st February 2002. Apart from few technical emendations the LP-DOAS instru-
ment was the same as applied in the Hudson Bay(section 4.2.3). Due to a delivery bottleneck,
Xenon Arc Lamps of the types Osram XBO 500RT and Osram Narwa 250W replaced the
commonly used PLI 500 lamps(section 3.1.2). Two light paths with retro reflector arrays at
4.5 km(Pointe Du Harem) and 9 km(Pointe Guite) distance from the Laboratory were set up
initially. Due to the exposure to strong wind blow, the arrays were additionally sheltered
inside large wooden cargo boxes anchored to the ground (Fig. 4.45). Both boxes were set up
at few meters from the shore and at approximately 10 m above sea level(Fig. 4.3.3). There-
fore the absorption path was nearly horizontal an measurements yielded concentrations right
above the sea surface. Probably due to the abundant aerosol formation or/and the minor
performance of the applied Xenon Lamps the yield of light coupled back into the DOAS
telescope was rather poor on the longer light path. Due to the strength and variability of the
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Figure 4.41: Left: Frequency distribution of wind direction during the Kerguelen campaign.
Right: Sea level pressure on 20th February 2002 at 00 Universal time. The displayed chart is
representative for the commonly observed Meteorological situation in the area.
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Figure 4.42: Gridded distribution of the origin of air masses during the Kerguelen campaign. The
distribution is based on 5day backward trajectory results from the Hysplit model. Count denotes the
number of times a trajectory crossed the 0.5x0.5 degree bin.
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Table 4.6: DOAS–Longpath–Measurements at Kerguelen 2002(O.Sebastia´n, J.Zingler)
Chemical Timeframe(UT) Mean Concentration[ppt] Mean Detection limit[ppt]
component (Range) (Minimum)
BrO 21.01–21.02.2002 <1.4 1.4 (0.4)
HCHO <380 (<100–730) 380 (100)
O3 11900 (1200–17600) 3100 (800)
SO2 <50 (<14–920) 50 (14)
IO <1.4 (< 0.3–5.5) 1.4 (0.3)
NO2 <100 (< 23–5130) 100 (23)
NO3 <2 2 (1.5)
Xenon-Emission lines of the initially employed Osram XBO 500 Watt lamps, a switch to the
Narwa 250W type was done after the first 2 weeks of measurements. The Narwa 250Watt
lamps have minor total power, but should allow a higher light-yield due to the minor extension
of the lamp spot. In the second week of February the array on the long lightpath was shifted
few meters further south to the top of a rocky ridge(total pathlength: 2*10 km) , roughly
50 m above sea level in an attempt to reduce excessive absorption in the water surface layer.
In spite of this efforts the major part of the measurements had to be performed on the shorter
lightpath facing Pointe du Harem forcing us to put up with a higher detection limit. Due to
technical blackouts of the stepper motors of the DOAS instrument no automatic alignment
was possible, leading frequently to the loss of data between the last check after midnight and
the first one hour after dawn(about 6:00 local time). Due to the breakdown of the remaining
stepper motors and the controller unit, the DOAS measurements ended on 21st February.
An overview of all measurements performed using the Longpath-DOAS system is given in
Table 4.6. As for the previous campaigns in Crete and Kuujjuarapik (sections 4.1.3 and
4.2.3) the DOAS instrument recorded absorption spectra in the UV(295-375 nm) and visible
blue (395-475 nm) as well as green (510-590 nm) spectral ranges. During night scans of the
near infrared (605-685 nm) were added to the measurement loop. Due to the primary goal
to detect any relation of ambient DMS levels with iodine oxide concentrations, the routine
was modified to scan preferably the blue region. Therefore concentration data of trace gases
fitted in that region (i.e. NO2,IO) have a much higher time resolution (15 min) in compari-
son to other data (aprox. 30 min). The evaluation procedure was carried out using the same
procedure applied on previous campaigns. In addition to the MFC programm, an analogous
evaluation using WinDOAS was performed leading to similar results.
Halogen oxides The measured time series of iodine and bromine oxide (IO and BrO) are
shown in Figure 4.3.3. Other measurable halogen compounds as OIO and ClO remained below
detection limits (1.8 and 2.5 ppt respectively). Due to the confinement to the short lightpath
the detection limits are notably worse than those obtained on previous campaigns(about
double). Bromine oxide observations above the detection limit of 1.6 ppt are restricted to
few single events reaching 2 ppt as maximum. This is in agreement with expectations as
under present conditions bromine sources reduce to the release from sea salt aerosols and the
degradation of organohalogens(see section 2.2.3). Although local emissions of organobromines
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Figure 4.44: Lightpaths at Kerguelen
Figure 4.45: Set up of retro reflectors arrays at Pointe Guite for the long ligthpath for DOAS mea-
surements. The left picture shows the initial setup of the retro reflector array inside a sheltering cargo
box. On the right the second set up with the array attached to a shipping pallet fixed on top of the
Pointe Guite (about 50 m above sea level) is shown.
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Figure 4.46: Concentrations of the halogen oxides of Iodine and Bromine measured with
the longpath DOAS instrument for the period of 21.01-21.02.2002.
might be important, their photolytic lifetime is long enough to be blown away before any
reactive bromine formation can be observed. Therefore measurements of bromine at Kergue-
len presumably represent marine background concentrations in agreement with observations
of [Leser et al. 2003] on board the research vessel Polarstern in the Atlantic Ocean.
Iodine monoxide was detected notably within the first two weeks of measurements up to
levels of 5.5 ppt. After the begin of February, IO measurements above detection limits reduce
to single events (Fig. 4.3.3). The measured concentrations are too low to play a major role
in DMS oxidation (section 2.3.2.3) which, as shown before by [Sciare et al. 2000], is dom-
inated by the DMS+OH reaction pathway. However the results of a photochemical box
model incorporating the recycling of iodine through marine aerosol [McFiggans et al. 2000]
indicates that, assuming IO levels in the order as observed in Kerguelen, the direct iodine-
catalyzed destruction of ozone in the boundary layer may well be similar to the losses caused
by odd-hydrogen photochemistry and dry deposition. Most of the enrichment should be due
to the accumulation of iodate(e.g. NaIO3), although other iodine species may also be present,
depending on the rate of aerosol recycling(section 2.2.3.2). Another possible role of iodine is
the denoxification of the MBL which could be significantly enhanced as a result of aerosol
uptake of IONO2, formed from recombination of IO and NO2.
Measurements of NOx and SO2 – Impact of local pollution sources For the
most part of the measurement period the atmospheric mixing ratio of nitrogen and sulphur
dioxide remained below their respective detection limits (100 ppt for NO2 and 50 ppt for
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Figure 4.47: Mixing ratios of NO2, SO2, HCHO and ozone measured with DOAS recorded
from 21.01-21.02.2002. Note that NO2 data was taken from measurements in the visible
wavelength region with significantly higher scanning frequency.
SO2). However, several spikes of both compounds are present in the measured time series
(Fig. 4.3.3). As the chemical lifetime of NOx is only a few days, long range transport from
continental sources can not account for measured levels. The simultaneous appearance, short
duration and, for remote conditions, unusual strength of NO2 and SO2 accumulation events
indicate the presence of local pollution sources. The most likely source are the power genera-
tors of the base at Port-aux-Franc¸ais at roughly 100 m distance northeast of the measurement
building and the ships ”Curieuse” and ”Aventure” which occasionally anchored and operated
in front of the harbor few meters southeast.
In spite of sporadic NO2 blasts no formation of nitrate radicals NO3 was observed. The
measured mixing ratios remained below the detection limit of 2 ppt over the whole campaign
period.
Ozone and CO Ozone concentrations are available from the longpath DOAS instrument
and a commercial O3 Monitor (LSCE Group). Excluding single values assignable to instru-
ment failures, both time series agree fairly well within errors. O3 ranged within 1.2 and
17.6 ppb (average 11.9 ppb), thus notably below levels observed at Crete and the Hudson Bay
(sections 4.1 and 4.2).
A large set of previous measurements, all over the southern hemisphere reaching from Antarc-
tica [Oltmans and Levy II 1994] over mid-latitudes (Cape Grim 41◦S [Ayers et al. 1995],
Amsterdam Island 37◦S [Gros et al. 1998]) up to tropical regions(Samoa 14◦S [Oltmans and
Levy II 1994]) report a seasonal cycle in ozone mixing ratios with a pronounced summer
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Figure 4.48: Comparison of NO2 results for the UV and VISIBLE wavelength region. Note
that time resolution in the VIS is about three times narrower(average 34min for VIS, 100min
for UV).
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minimum (around 15 ppb in January) and a winter maximum (around 30 ppb in July). It
has been suggested that this O3 seasonal variation mainly reflects increased contribution of
stratospheric O3 during winter [Roelofs and Lelieveld 1997] and enhancement of the photo-
chemical destruction of ozone during summer in NOx-poor air [Ayers et al. 1992].
According to the low mixing ratios of nitrogen compounds measured with DOAS (NO2,NO3,
HONO) and assuming that levels of NO are commonly up to one order of magnitude below
those of NO2, total NOx (=NO+NO2) levels should commonly remain below 50-100 ppt. In
such ”low NOx” environments, carbon monoxide(CO) and hydrocarbons will contribute to
the destruction of ozone:
CO +OH → CO2 +H (4.1a)
H + O2 M−→ HO2 (4.1b)
HO2 +O3 → OH+ 2 O2 (4.1c)
CO +O3 → CO2 +O2
However, photochemical destruction processes are insufficient to explain observed variations
of the ozone mixing ratios. The average diurnal (photochemically induced) variation of O3
is less than 1 ppb (section 5.4), far below changes of more than 5 ppb measured on a 1-2 day
scale. The impact of the numerous local pollution events is difficult to quantify due to fast
transport processes and unstable meteorology.
A particulary strong ozone depletion event was observed on 12th February, when O3 dropped
from 15 ppb to nearly zero within 24 hours. As the lowest concentration was observed about
1 hour after local midnight, other than photochemical sinks have to be considered for this
event. Simultaneously to the ozone depletion the strongest local pollution event was observed
(NO2 > 5 ppb and SO2 > 900 ppb). Considering simultaneous NO emissions of 100-200 ppt
(25-50 times lower than NO2), the lifetime of ozone molecules would be reduced to 2.5-5
hours. Another interesting point is that, although halogen oxide levels remained fairly low
throughout the campaign, the maximum level of BrO (2 ppt) was observed at the end of
the ozone depletion period. The recorded data is insufficient to constrain any link between
halogens and ozone. However, the frequent observation of halogen oxides throughout the
campaign period requires the presence of a continuous background of halogen precursors. It
is conceivable that photochemical destruction of ozone in the Indian ocean is enhanced by
reaction with halogen atoms at concentrations around 1 ppt.
4.3.4 Measurements of project partners
The entire DMS-DMSO-MSA dataset obtained during the campaign at Kerguelen is pre-
sented in Figure 4.3.4. Unlike observations of [Sciare et al. 2001] at Amsterdam Island
(37◦S 77◦E) for similar conditions (i.e. pristine summertime Indian ocean), the variations
of DMS (and DMSO) at Kerguelen do not show an evident correlation to the wind speed
or direction(Figure 4.3.4). Different lifetime of DMS between Amsterdam and Kerguelen
Islands together with different oceanic sources can induce a more pronounced atmospheric
transport of DMS at Kerguelen and explain this difference. Due to the location further
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Table 4.7: Measurements of project partners at Kerguelen 2002(LSCE-CNRS, ECPL-Crete)
Chemical Measurement Timeframe(UT) Time resolution Concentration range[ppt]
component technique [minutes] (Mean)





CO 17.01-21.02.2002 4 (30–85) ppb 40.3
C2H4 21.01-21.02.2002 30 33–660 131.5
isoC4H8 21.01-21.02.2002 3–270 44.3































Figure 4.49: Gas phase concentrations of DMS, DMSO and MSA measured from 22.01 to
21.02.2002 at Kerguelen.
south (Kerguelen 49◦S 69◦E) the estimated zonal mean 24-hour average OH at Kerguelen is
below half the concentration at Amsterdam (14× 105molec.cm−3 vs. 6× 105moleculescm−3
[von Kuhlmann 2001]). Taking additionally into account the ambient temperature difference
between both islands (about 8 ◦C in January) the average lifetime of DMS against oxidation
via OH is about 2 days at Kerguelen and 1 day at Amsterdam.
During the cruise from La Reunion to Kerguelen Island in the first and second week of Jan-
uary, seawater samples were taken to determine the spatial distribution of DMSp. In 3 hour
intervals the concentration of both, total and dissolved DMSp was determined allowing a
statement about the dilution rate of this compound. As shown in Figure 4.52 the total con-
centration of DMSp in seawater was rather low at La Reunion and became quite important
around Amsterdam Island increasing to maximum levels within the first half of the crossing
towards Kerguelen (40–45◦S) to decrease slightly again further south. Apparently there is
no mayor link to Chlorophyll A emissions presented in section 4.3.2. However, the drop of











































Figure 4.50: Statistical distribution of DMS concentrations measured from 22.01 to
21.02.2000 against Wind speed and direction. Apparently atmospheric DMS concentra-
tions are nearly independent on wind speed. The high variability of DMS levels in the
eastern sector is a consequence of poor statistics due to the low relative frequency of mea-
surements(denoted by fat orange lines). A similar argumentation could apply to the wind
speed dependency due to the overweight of the 9-11 m/s range.
the sea surface temperature along the cruise reduces distinctly the percentage of dissolved
DMSp, which is above 60% in the proximity of La Reunion and decreases below 30% in the
20 ◦C colder waters at Kerguelen (Figure 4.53).
Following equations given in section 2.3.1, the variation of sea surface temperatures(SST)
from 18.8 ◦C at Amsterdam to 4.9 ◦C at Kerguelen (Fig. 4.52) is expected to reduce the sea
to air flux of DMS by a factor of 1.5 (assuming identical seawater DMSp concentrations).
On the other hand, the sea surface temperature plays a minor role when considering that
the average wind speed measured at Kerguelen (9 m/s) in January/February 2002 is about
3 m/s higher than those at Amsterdam Island for the same period. Due to the quadratic
dependence on wind speed, the overall DMS flux would be 2 times larger at Kerguelen. Tak-
ing average meteorological conditions described above and dissolved DMSp concentrations
of 67.3 nM and 25 nM for Amsterdam and Kerguelen Island respectively, the resulting DMS
flux is 14.6 and 8.2 µmolm2day. The 1.8 times greater flux at Amsterdam is in agreement
with atmospheric measurements, as average gaseous DMS mixing ratios for the period from
22.01-21.02.2002 amount to 366 ppt (AMS) and 211 ppt (KER) respectively, i.e. 1.7 more at
Amsterdam (Table 4.8).
Unlike observations in Crete (section 4.1.4, the factors controlling DMS levels in the austral
ocean seem to be more related to the source strength and location as the concentration of
radical species was too low to account for observed DMS concentration changes.
Carbon monoxide and hydrocarbons (gas phase) The variation of carbon monox-
ide and several non methane hydrocarbons (NMHC’s) is reported in Figure 4.3.4. The level
of CO was typically in the range of 30-40 ppb and presented a very regular diurnal varia-
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Table 4.8: Comparison of parameters defining the sea-to-air flux of DMSp and measured DMS con-
centrations at Kerguelen(KER) and Amsterdam(AMS) Islands.
Windspeed SST DMSP [nM] Sea to air flux[µmolm2day] Mean DMS
[m/s] [ ◦C] dissolved total dissolved total [ppt]
AMS 6 18.8 67.3 120.4 14.6 366
KER 9 4.9 25 69.0 8.2 211




























Figure 4.51: Average diurnal variation of the DMS mixing ratio using the available dataset
from 17.01-21.02.2002.
tion with maxima around 16 hours local time. This is in agreement with background levels
previously observed at similar latitudes. For non methane hydrocarbons and particularly for
alkenes, significant mixing ratios of the order of 10 to 200 ppt were observed, all featuring
a very regular diurnal variability reaching maximum mixing ratios in the early afternoon
(Figure 4.3.4). A remarkable exception represents the period extending from 17-20 February
2002 where CO and NMHC levels rise notably ( CO reaching up to 60-70 ppb).
Knowing the processes of alkene formation in the marine environment by photodegradation
of dissolved organic matter in the sea surface, the variations of NMHC concentrations can
be perfectly explained by the influence of UV radiation at the sea surface, and subsequent
outgassing of alkenes into the atmosphere. The comparison of the diurnal variation of alkenes
and UV radiation (J(O1D) actinic flux) shows a very clear correlation, which suggests that
the dominant source of alkenes is of photochemical origin. In spite of the high seawater super-
saturation in the summer months, marine sources, i.e. sea-to-air flux of CO have a minor
impact on the the marine boundary layer CO burden [Bates et al. 1995]. Instead, atmospheric
CO levels at Kerguelen are most likely controlled by oxidation of naturally emitted methane
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Figure 4.52: Total dimethylsulfoniopro-
pionate(DMSp) concentration in seawa-
ter measured from 05.-13.01.2002 on the
cruise from La Reunion to Kerguelen
Islands on board the research vessel
”Marion Dufresne” by J.Sciare and col-
leagues from LSCE and ECPL research
groups. The labelled horizontal curves
expose the sea surface temperature in
degrees Celsius (Reynolds SST dataset,
PODAAC Product 119).
Figure 4.53: Variation of the percentage
of dissolved DMSp. The dilution rate
follows a distinct negative trend towards
lower temperatures.




























and NMHC and occasional input from continental sources. As a matter of fact, during the
exceptional period from 17-20 February 2002, trajectory results state a dominant input of air
masses reaching Kerguelen after travelling several days at latitudes much further north (even
below 30◦S). Continental sources may have added CO and NMHC to these air masses which
remained few meters above sea level during the whole 10–day simulation period and reached
Kerguelen in the order of 3-4 days after passing potentially polluted sectors(Figure 4.55).
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Figure 4.54: Variation of carbon monoxide and non-methane hydrocarbons along the mea-
surement period from 19.01-21.02.2002 on Kerguelen Islands.
Figure 4.55: 10 day backward trajectory
result (using the Hysplit model) end-
ing at Kerugelen on 19th February at
10 hours universal time.
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Chapter 5
Analysis of Results and Discussion
5.1 The oxidation pathways of DMS for average
conditions in Crete
To elucidate the implication of trace gases in the oxidation chain of Dimethylsulphide a
suitable method is to follow the reaction steps depicted in Figure 2.11. The rate constants
given in Table 2.12 allow an estimation of the lifetime of DMS and the intermediate products
until the formation of Methane sulphonic acid (MSA) in the end. For gas phase reactions
this calculation is rather simple as in addition to the rate constant only the concentration of
the reaction partner(trace gas) is needed:
τ(species) = ([tracegas] ∗ k)−1 (5.1)
For heterogeneous reactions the estimation of lifetimes less simple, as one requires to know
the concentration of the considered trace gas in the aqueous phase. As already described
in section 2.3.2.4 the mass transfer in to the aqueous phase is highly dependent on the
trace gas species and the composition of the aerosol. When assuming conditions of gas–
liquid equilibrium, i.e. that the species is well mixed in the aqueous phase, the fractionation
between the bulk gas and the aqueous phase is given by the Henry’s law solubility constant
H(T) [Jacob 2000]:
H(T ) = [X(aq)]/Px (5.2)
where Px is the partial pressure of X in the gas phase. The equilibrium fractionation f of a
species between the gas and the aqueous phase is:
f = [X(aq)]/[X(g)] = H(T ) ∗ L ∗R ∗ T (5.3)
where H is the Henrys law solubility constant (in [M atm−1]), L the liquid water content
(cm3/cm3), R the gas constant (0.082 dm3atmK−1mol−1) and T the temperature (in Kelvin).
The gas phase concentration has to be converted from the common unit molecules/cm3 to
mol/l.
To concentration of species X in the aqueous phase can then be obtained by solving equa-
tion 5.3 to obtain [X(g)]. Over the range of typical values of L in cloud 10−6 − −10−8 a
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species is dominantly in the gas phase if H(T ) < 104Matm−1 and dominantly in the cloud-
water H(T ) > 106Matm−1. For a non-cloud aerosol (L< 10−9cm3/cm3), only species with
a very high Henry coefficient as HNO3 (H = 4.3× 1011) still partitions preferentially in the
aqueous phase.
Although the above described equilibrium fractionation applies to most species of interest,
this is not true for short-lived species as the hydroxyl radical OH with lifetimes below one
second as no equilibrium can be reached before destruction. Other species as ozone and NO3
have too low solubility to be well mixed in the aqueous phase before being expelled again
out of the aerosol. For these species the mass transfer limitation produces an accumulation
at the surface of the aerosol. If the Henry’s Law equilibrium is not achieved, chemical rate
calculations require that concentration gradients within the droplets are taken into account.
Another point is that, depending on the trace gas species, the Henry constants given in
Literature show a significant variability [Sander et al. 2003; Sander 1999]. As an example,
the uncertainty range for the Henry constant of O3 in pure water according to Sander et al.
[2003] is in the range between 50%–100%, whereas for DMS an uncertainty factor between
10–100 is given.
As notably for OH and O3 a determination of aqueous phase concentrations is not possible
without further knowledge about aerosol characteristics, typical concentrations of H2O2 and
OH radicals and ozone, reported for the liquid phase in clouds are taken [Herrmann et al.
2000; Lelieveld and Crutzen 1991; Jacob 1986]. Outside of clouds a 300 times smaller value
is taken according to the decrease of the liquid water content from the average in clouds
3 × 10−7cm3/cm3 to a non-cloud aerosol (L < 10−9cm3/cm3). In Table 5.1 mean concen-
trations of trace gases as measured with DOAS, chemical amplifier and other instruments as
indicated are given. The values for OH are taken from measurements reported by [Berresheim
et al. 2003] at Finokalia in Summer 2001. Concentrations of other halogen species and H2O2
not retrievable from literature have been estimated using the most recent version 7.0 of the
chemical box model MOCCA(Model Of Chemistry Considering Aerosols) kindly provided by
Jana Moldanova´ and first presented in Sander and Crutzen [1996, Vogt et al. [1996]. Recent
results using this version of MOCCA have been presented in Pszenny et al. [2004]. The model
was constrained by averaged meteorological parameters and measured trace gas mixing ratios
as well as photolysis rates of NO2, NO3 and ozone (JO1D) obtained during the campaign
period on Crete. The applicability of the MOCCA to simulate conditions in Crete, and in
particular for halogens, has been shown before [Ho¨nninger 2002]. Figure 5.1 and Figure 5.1
represent the fate of the DMS oxidation chain in Crete during day and night respectively.
Both Figures are based on the complete reaction scheme depicted in Figure 2.11, but only
the most effective reactions for each chain step are shown. During daytime, the OH radical
initiates DMS oxidation preferably on the abstraction path (DMS Lifetime 8 hours) as a
consequence of the high ambient temperatures in prevailing in Crete(section 2.3.2.1). As no
cloud formation was observed during the entire campaign period (section 4.1.2) the average
OH and O3 concentrations in the aqueous phase as given in Table 5.1 have been divided
by a factor 300 as indicated before. Nevertheless, the aqueous phase concentration of O3
appears to be largely overestimated as the aqueous phase reaction of ozone with DMS would
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Table 5.1: Average trace gas concentrations at night (20-06 hours Local time) and day, derived from
measurements, taken from literature or estimated using the MOCCA Model.
Trace gas Mean Concentration [molec./cm3] Source
Night (20-06 LT) Day
BrO < 2× 107 < 2× 107 DOAS
HCHO 2.9× 1010 2.8× 1010
HONO 3.9× 108 2.4× 106
IO < 1.3× 107 < 1.3× 107
NO2 1.3× 1010 9.6× 109
NO3 4.7× 108 < 4.0× 107
O3 1.3× 1012 1.3× 1012
SO2 2.2× 1010 2.4× 1010
ROx 3.2× 106 6.0× 108 Chem. Ampl.
HO2 2/3 ROx
RO2 1/3 ROx
DMS 1.1× 109 1.5× 109 GC
DMSO 7.1× 107 7.6× 107 Mist chamber
MSA 1.2× 108 1.5× 108 IC
CO 2.9× 1012 2.9× 1012 Monitor
NO 0 1.6× 109 Monitor
Br 3.7 1.9× 105 MOCCA
Cl 64 2.1× 104
ClO 1.3× 106 1.2× 107
H2O2 3.0× 1010 3.0× 1010
OH 7.7× 102 9.3× 106 BER03
Mean diurnal Concentration [M]∗)
H2O2(aq) 10−−200× 10−6 a)
OH(aq) 5−−50× 10−14 a)
O3(aq) 5−−50× 10−14 a)
[Herrmann et al. 2000; Lelieveld and Crutzen 1991; Jacob 1986]
[Berresheim et al. 2003]
∗) divided by 300 if no clouds present
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produce significant amounts of DMSO all over the day. This is not realistic in consideration
of the quite low levels of DMSO observed (below 4 ppt on average). Particulary at night
DMSO levels would be significantly enhanced due to the absence of sinks for DMSO as the
OH radical. Due to extremely dry environment it is quite likely that multiphase chemistry
can only occur right at the sea surface or within the first hours of night when condensation
and slight fog formation was occasionaly observed.
At nighttime concentration levels observed, the nitrate radical outranges by far the efficiency
achieved by the OH radical during day regarding depletion of DMS. During night the oxida-
tion of DMS should occur exclusively along the abstraction path. As a consequence of the
high levels of O3 attained in Crete, the reaction of CH3SO with ozone in addition to the
thermal decay and 3rd body reaction of CH3SO2 and CH3SO3 clearly inhibit MSA formation
both during day and night. During day MSA will be formed preferentially by the relatively
fast reaction of CH3SO3 with the hydroperoxy radical HO2 (Lifetime 50 s), whereas at night
the formation rate is several orders of magnitude lower and may not even occur as CH3SO2
decomposes readily and contributes rather to sulfuric acid formation. A contrary effect is
induced by NO and NO2 which should enhance the yield of MSA formation notably during
day.
























































































































































Figure 5.1: Oxidation chain of Dimethylsulphide for average daytime mixing ratios established during
the measurement campaign at Crete during Juli-August 2000.


























































































Figure 5.2: Oxidation chain of Dimethylsulphide during night for average mixing ratios established
during the measurement campaign at Crete (Juli-August 2000).
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5.2 Analysis with a focus on NO3
5.2.1 NO3 lifetime
The most common method to determine the relative importance of indirect or direct depletion
of NO3 is a correlation plot of its lifetime, τ(NO3), against the concentration of its precursor
NO2. Since the island of Crete is at several hundred kilometers distance from the main land,
transport of pollutants to the measurement site takes several hours. For average campaign
conditions (301 K and 0.5 ppbNO2) the lifetime of NO3 against conversion to N2O5 is 71
seconds, while the lifetime of N2O5 before thermal decay is as short as 13 s. As under this
conditions an equilibrium of NO3 and N2O5 will be attained within few minutes, the chemical
system is assumed to have reached steady state. Then the total degradation frequency ftotal
of NO3 can be derived from its measured mixing ratio and correspondent production rate
PNO3(using equation 2.28):
d





The inverse of the degradation frequency, τ(NO3), can be associated with the 1/e life-
time of the nitrate radical. Because of the thermal equilibrium (2.38) between NO3 and
N2O5, any loss processes of dinitrous pentoxide (combined to the total degradation frequency
fN2O5−total) are indirect sinks of NO3. The corresponding indirect degradation frequency
findir is given by
findir = Keq[NO2]fN2O5−total (5.6)
The concentrations of NO3 and N2O5 can be related using a simplified reaction scheme
consisting of the NO3 production reaction (2.27), the thermal equilibrium (2.38) between
NO3 and N2O5 as well as definitions of the total degradation frequencies of both compounds:
k2.27[NO2][O3] + k2.36[N2O5] = fdir[NO3] + k2.37[NO2][NO3] (5.7)
k2.37[NO2][NO3] = fN2O5−total[N2O5] + k2.36[N2O5] (5.8)
Comparison of the latter to equation (2.38), allows to infer an ”effective steady state” constant
KSS among all three nitrate compounds,
KSS = k2.37/(k2.36 + fN2O5−total) (5.9)
which will decrease slightly below the thermodynamic equilibrium level in the presence of
N2O5 sinks. Equations (5.7) and (5.8) can be combined to




The term simplifies significantly when indirect loss via N2O5 can be neglected(i.e.
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In the case of negligible direct sinks (fdir = 0) an reciprocal relationship of τ(NO3) and NO2






It has to be remarked though, that the steady state assumption may not apply for local
pollution events.
5.2.2 Relative contribution of NO3 sinks
Equations (5.11) and (5.12) give us a criterium to determine the importance of indirect
sinks by simply plotting the lifetime of NO3 against the contemporaneous NO2 mixing ratio
as shown in Figure 5.3. According to equation (5.12) the presence of indirect sinks would














Figure 5.3: The NO3-lifetime as a function of NO2 mixing ratio. No evident correlation has been
observed, which is an indicator that the importance of indirect sinks is rather small or even negligible.
lead to an inverse proportionality of τ(NO3) and the NO2 concentration. As no consistent
correlation between both terms has been observed over the whole campaign period, indirect
sinks via N2O5 are assumed to play a minor role in the depletion of NO3. In the case of
negligible indirect sinks the degradation frequency is given by (5.11). Combining equation
(5.11) with (5.5) leads to
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As in this case the direct degradation frequency will not be zero, the production rate and
concentration of NO3 must be linearly related. This evidence is clearly acknowledged by the
measured data as shown in Figure 5.4.











P(NO3) [106 * cm-3s-1]
Linear Regression Y = A + B * X
Parameter Value Error------------------------------------------------------------A -11.70107 1.4381B 5.6091E-5 1.85562E-6------------------------------------------------------------
R     SD              N            P------------------------------------------------------------0.84931   16.35277 355 <0.0001------------------------------------------------------------
Figure 5.4: NO3 mixing ratio as a function of its production rate. Only nighttime values over the
detection limit have been considered for the fit. The linear relationship gives evidence that direct
sinks must be the dominant loss mechanism for NO3 at Finokalia.
5.2.2.1 Gas phase reactions with DMS and other VOCs
As discussed previously in section 2.2.2 among the numerous degradation mechanisms of NO3,
gas–phase reactions with NMHC’s tend to be the major loss mechanism. Dimethylsulphide,
at the important levels measured in the area (section 4.1.4) is surely a reaction partner to
be accounted for. A comparison of measured DMS and NO3 concentrations shows a striking
anticorrelation at relatively high mixing ratios( 5.5). However, this relationship is less evident
for the median concentration range. Therefore rapid reactions between DMS and NO3 are
expected to influence significantly the lifetime of both compounds.
The degradation frequency of NO3 due to the reaction with DMS is given by the concen-
tration of DMS and the rate constant of reaction (2.181a).
fNO3−DMS = [DMS] ∗ k2.181a (5.14)









Figure 5.5: The concentration of DMS is plotted against NO3. An inverse relationship of both
compounds can be observed at higher mixing ratios, which is more diffuse in the median concentration
range.
To quantify the importance of the DMS sink the resulting DMS initiated degradation fre-
quency must be compared to the total degradation frequency of the nitrate radical as given
in (5.5). This was done in Figure 5.6 by applying a linear fit on the data. The gradient of
the fit result tells the relative importance of the DMS oxidation path which was found to
be as high as 60.5%. Although this results, it is quite important to remark that there are
obviously other factors controlling the NO3–DMS interaction. Due to its localized sources
on land, the origin of air masses should strongly define levels of NO3. This is not true for
DMS as the source regions are homogeneously distributed around the island. Higher wind
speeds should increase sea-air exchange but enhance long range transport as well. Highest
DMS ratios have been observed above 8 m/s, although no linear increase of DMS with wind
speed was observed. Another point is that the marine boundary layer exhibits a very stable
stratification in the summertime Mediterranean ( [Berresheim et al. 2003] and trajectory
results done for this study). The inhibition of vertical mixing limits the height of the bound-
ary layer and thus vertical distribution. It is conceivable that the largest fraction of DMS
remains near its source right above the sea surface. The distribution may be largely different
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Linear Regression Y = A + B * X
Value Error--------------------------------------------------A 1.32892E-4 1.71042E-4B 0.6055 0.12432--------------------------------------------------
Figure 5.6: Total vs DMS initiated degradation frequency. The elevation of the linear fit states that
60.5% of the direct sink reactions if NO3 occur via reactions with DMS.
for the NOx due to its continental origin. As a matter of fact, model results of the boundary
layer height(BLH) show an important variability over continental areas. Particulary over
(semi)arid regions with large surface albedo a dramatic growth of this layer is consistently
observed in the late afternoon(Fig. 5.7). A quite evident explanation for this observation
is Penetrative convection, a process which is less pronounced over the sea at is reduced to
areas of cold advection (which are scarce in the summertime Mediterranean). Therefore
anthropogenic trace gas emissions (like NO2 or NO3) potentially distribute throughout the
boundary layer. It is therefore possible that DMS and NO3 remain in separated layers until
reaching the coast of Crete. The sampled air at the station may represent a very recent mix-
ing of the lower boundary layer (caused by the orography). While DMS is measured in-situ
at 130m ASL, the DOAS measurements (i.e. NO3) represent an average value of the lower
130 m of the BL. Assuming the separation of DMS and NO3 in two layers, e.g. DMS at 10 m
and NO3 at 130 m, DOAS measurements may underestimate concentration levels at the site.
This could explain as well lower NO3 levels observed by [Vrekoussis et al. 2003] as the shorter
lightpath used for that study includes a lower fraction of the NO3 rich upper layers due to
the much lower elevation angle. Another aspect is that the steady–state assumption may
not be applicable for the whole dataset as in–situ mixed air masses may not have reached an
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Surface:  boundary layer height
Saturday 15 July 2000 12UTC ECMWF Forecast t+  6  VT: Saturday 15 July 2000 18UT
Figure 5.7: Boundary layer height forecast for 15.07.2000 at 06 and 18UT for the European Area.
It is quite evident, that the mixing layer height increases significantly over the continents in the late
afternoon. The effect is particulary dramatic in areas with large surface albedo and high radiation
input, i.e. the saharan desert and arid regions in central Spain.
equilibrium when observed at the measurement site.
Other organic compounds, in particular isoprene and terpenes, react rapidly with NO3.
Despite none of this compounds was measured simultaneously to our measurements at
Finokalia, the impact is expected to be minor. As both species are emitted largely by
vegetation, their levels are expected to be low due to the marine condition of the site and
since the surrounding vegetation is sparse and consists mainly of dry herbs(thyme) and
bushes. Gros et al. [2003] reported Isoprene levels below 7 ppt for the same season. If
supported by long range transport, emissions from forest fires could influence local VOC
levels.
5.2.2.2 Heterogeneous loss of NO3 and N2O5
Under conditions of high relative humidity, the effective lifetime of NO3 was observed to be
relatively short, i.e., on the order of a few minutes [Platt et al. 1981; Platt et al. 1984; Heintz
et al. 1996; Geyer et al. 2001], a fact that was associated with heterogeneous losses of NO3
and/or N2O5 on aerosol surfaces. The velocity of this process is ruled by three following
steps:
1. Molecular diffusion in the gas–phase through the barrier to the particle surface and
collision.
2. Phase–transition.
3. Diffusion in the liquid phase away from the barrier or chemical conversion.
The third step is particulary fast for N2O5 in aqueous aerosols and leads to the formation
of nitric acid.
N2O5(aq) + H2O(l) → 2 HNO3(aq) (5.15)
The reactive uptake of NO3 on aqueous aerosols has been investigated by several laboratory
studies( [Rudich et al. 1996; Thomas et al. 1998; Poskrebyshev et al. 2001]) and is known
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to proceed via the liquid phase reaction:
NO3(aq) + H2O(l) 
 HNO3(aq) + OH(aq) (5.16)
(5.17)
Because of its small solubility, heterogeneous removal of NO3 is only important under condi-
tions were dissolved NO3 is removed quickly from the equilibrium, for example by reactions
with Cl− or HSO−3 ions in the liquid phase( [Ravishankara et al. 1997; Poskrebyshev et al.
2001]). Otherwise, heterogeneous removal should mainly proceed via N2O5.
Due to the high concentration of Cl− (0.1−1M) in sea salt aerosols, the heterogeneous uptake
of NO3 on aerosols may be a very efficient process in the marine boundary layer. However,
measurements of the tropospheric aerosol ionic composition at Finokalia ([Mihalopoulos et al.
1997; Bardouki et al. 2003] report a Cl−/Na+ ratio well below the the seawater rate through-
out the summer. This deficit of Cl− relative to Na+ appears to be quite common at coastal
areas and is explained by reactions of acids with sea salt. The frequency of the heterogeneous
loss can be estimated using the formula of [Fuchs and Sutugin 1971]






n : Aerosol number concentration
r : Radius of aerosol particles
Dmol: molecular diffusion D ' (1− 1.5)−5m2s−1




γ : Uptake coefficient
The three terms of the sum correspond
to the three steps of the uptake process described above. The uptake coefficient γ is a surface
specific, temperature dependent factor, which describes the number of collisions needed for
the phase transition and successional chemical conversion of the considered substance. At
values of γ < 0.1, as measured for NO3 and N2O5, the lifetime τhet is determined by the
slow diffusion and the other terms of equation (5.18) are negligible small. The diffusion
velocity through the gas–phase (1st term) is only important for large particles, i.e. r >
4Dmolv−1γ−1. which corresponds to particles larger than 2µm for N2O5 and 15µm for NO3
on sea salt aerosols(γ = 0.01). The assumption of both conditions (γ < 1 and small particles)
reduces (5.18) to:
τhet = 4γSv = f
−1
het (5.19)
where S(= 4pir2n) is the total aerosol surface per unit volume. Due to the frequently observed
haze formation during daytime, a large number of aerosols must be present in the accumula-
tion mode (r ' 0.1 µm). This is confirmed by the number size distribution profile recorded
by [Schneider et al. 2003] at Crete in August 2001, which presents the classical marine
distribution but shows a clear maximum in the range of 0.1 − 0.3 µm. In the same study
condensation particle counter measurements revealed unusually high particle concentration
levels (2000−5000 particles/cm3) for a remote region. The total surface density S was found
to decrease from about 350 µm2cm−3 down to around 100 µm2cm−3. Particles in the accu-
mulation mode (< 2 µm) consisted mostly (> 95%) of ammonium sulfate ((NH4)2SO4) and
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carbonaceous aerosols produced by fossil fuel combustion(lignite) in Eastern Europe. The
sea–salt content was very low. The low nitrate content was attributed to the hot environ-
ment, since ammonium nitrate, in contrast to ammonium sulfate, becomes unstable at higher
temperatures. In the coarse mode (> 2 µm) mainly mineral dust particles, but also sea salt,
both of local origin were observed.
In spite of numerous studies carried out so far, the uptake coefficients of both NO3 and
N2O5 remain encumbered with large uncertainties. In addition, most of the reported measure-
ments were carried out at temperatures well below average conditions at Crete (T=301K).
Table 5.2: Uptake coefficients of NO3 and N2O5 on aerosol surfaces
Surface rH[%] T[K] γ ∗ 103 Reference
NO3
H2O 273 0.2± 0.1
NaCl 0.02–0.5 M 273 3− 6 [Rudich et al. 1996]
NaCl 0.1 M 293 ≥ 2 [Thomas et al. 1998]
NaCl solid 46± 40
NaI solid 330± 90
KBr solid 200± 100 [Seisel et al. 1999]
soot aerosol 0.3 [Saathoff et al. 2001]
organic liquids 1.4-15 [Moise et al. 2002]
N2O5
H2O 262 30± 2
277 13± 8 [George et al. 1994]
271 57± 3
282 36± 4 [Van Doren et al. 1990]
(NH4)2SO4 50–93 297 20− 50 [Hu and Abbatt 1997]
H2SO4 (50%)
1) 301 41± 6 [Robinson et al. 1997]
NaCl 80–90 293 30 [Behnke et al. 1997]
soot aerosol 0.04 [Saathoff et al. 2001]
1) weight percentage of H2SO4 in Aerosol
For the uptake coefficient of NO3 on water droplets with varying molar salt content, the
studies of [Rudich et al. 1996] and [Thomas et al. 1998] discern significantly (see Table 5.2).
Using the more recent value of [Thomas et al. 1998] (γ ≥ 2e−3 at [Cl−] = 0.1 M) and S =
350 µm2cm−3, the degradation frequency according to (5.19) is f = 0.61e−4 s−1. Laboratory
studies of [Moise et al. 2002] report uptake coefficients in the range of 1.4 − 15 × 10−3 for
organic liquids serving as proxies for organic aerosols. These proxies are relevant since the
absorption of semivolatile organics by aerosols can lead to the formation of aerosols coated
by an organic liquid layer.
The rate of heterogeneous uptake is about a factor of ten higher for N2O5 as a consequence
of the higher coefficients(Table 5.2). For the uptake on pure water we have f = 8.3e−4 s−1
(γ = 36e − 3 at 282 K). Even higher rates are expected at a 50%H2SO4 content on the
aerosol and for NH4HSO4 at 69% relative humidity (f = 9.5e−4 s−1 and f = 1.2e−3 s−1
respectively).
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5.2.2.3 Other sink mechanisms
Other sink processes for nitrogen compounds is deposition to the open sea surface. Unfor-
tunately the knowledge about this topic seems to be mostly restricted to model estimations.
Within the Research Project MEAD the atmospheric flux of nitrogen to surface waters was
investigated to determine the impact on marine algae growth near Denmark. It was found
that approximately 70% of the deposition consists of wet deposition of highly episodic nature.
Dry deposition is an order of magnitude smaller than the wet deposition on a daily scale and
about a quarter smaller as accumulated values. The one-year return of extreme atmospheric
wet and dry deposition was found to be around 70 and 1 mgNitratem−2day−1 respectively
([Hasager et al. 2003] and reports of the MEAD project). However, wet deposition should
be negligible in our case as no rainfall was observed in Crete for the whole campaign period.
In July 2000 and January 2001 [Bardouki et al. 2003] measured concentrations of several
ions at Finokalia, including NO−3 whose concentration decreased from 2700 ng m
−3 in July
to about half in winter. Therefore wet deposition can be considered much more important
as dry deposition in the Mediterranean as well. Furthermore, the absence of fine mode for
particle-bound nitrate was attributed to absorption of HNO3 on sea–salt particles. This reac-
tion moves nitrate aerosols from the fine mode (< 1µmdiameter) to the coarse mode (> 1µm)
enhancing aerosol nitrate deposition. As gas phase nitric acid has a higher deposition velocity
than aerosol nitrate, this reaction actually decreases the total nitrate flux to surface waters.
Homogeneous hydrolysis of N2O5 on water vapour could be important near the water
surface due to the high evaporation rate. Mentel et al. [1996] and Wahner et al. [1998]
observed homogeneous reactions of second and third order,
N2O5 +H2O → 2HNO3 (5.20)
N2O5 + 2H2O → 2HNO3 +H2O (5.21)
The reaction constants are k5.20 = 2.5× 10−22 and k5.21 = 1.8× 10−39[H2O] respectively.
fN2O5,homo = k5.20[H2O] + k5.21[H2O]2 (5.22)
The concentration of water can be derived from measured relative humidity, temperature and
atmospheric pressure (taken from Wunderground) or by DOAS (e.g. in the 605 − 685 nm
wavelength region). Degradation frequencies of N2O5 due to this process were in the range
of 2.9e−8 − 5.1e−5 s−1.
5.2.2.4 Total lifetime and degradation frequency of NO3
An overview of all relevant NO3 degradation rates, i.e. direct loss via reactions with DMS
(fDMS), heterogeneous loss on salt particles f(het,NaCl) and the indirect processes (homoge-
neous and heterogeneous reaction of N2O5), is shown in Figure 5.8. This results demonstrate
once again that DMS plays an important role in NO3 depletion. However, the sum of all
degradation rates can hardly explain the total NO3 variation. A large number of factors
remain still quite uncertain. The largest uncertainty may issue from the role of NO in the
nighttime troposphere. As the lifetime of the nitrate radical can be drastically reduced by
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the presence of even few ppt of NO, a lower detection limit for this molecule (50 ppt for this
study) would be desirable to allow further investigation. The other aspect is the presence of
NO3 and DMS in two separated layers as discussed in section 5.2.2.1. An underestimation of
NO3 levels would lead to overestimated degradation rates. Occasionally the DMS–initiated
(fDMS) is larger than the total degradation frequency. A reasonable explanation for this
observation is that the equilibrium was not reached at the time of the measurement. This
would imply that a fraction of both, DMS and NO3, will be consumed until reaching steady–
state conditions. Further on, lower concentrations of both compounds lead to a decrease
of fDMS and increase of ftotal respectively and thus to a convergence of both degradation
frequencies.

















 f(DMS)  f (het,NaCl)  fN2O5(het)  fN2O5(homo)
Figure 5.8: Degradation rates of relevant loss mechanisms of NO3. The bars represent average night-
time values for the dates given below(from dusk till dawn, as far data was available). For the first two
and the last night of measurements the DMS concentration was not measured. Due to an instrument
failure no data exists for July 24th.
Table 5.3: Relative contribution of all relevant NO3 sink mechanisms during nighttime.
Sink process Degradation frequency [s−1] relative contribution [%]
Average (Max)
DMS 1.1e−3 (1.8e−2) 55
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5.2.3 Influence of radicals on DMS oxidation. The oxidation
capacity of NO3,OH,ROx,O3 and XO
The large set of measured radical concentration data gives us a chance to quantify the impor-
tance of known radicals in the DMS oxidation chain. An estimation of ambient OH radical
concentrations can be derived from the measured ozone photolysis rate JO1D by the formulas
given in Berresheim et al. [2003]. An average diurnal radical profile derived from the DOAS
measurements is shown in Figure 5.10.
The diurnal variation of the DMS degradation frequency is clearly dominated by the OH
radical during daytime. At night the nitrate radical is the most important oxidant of DMS.
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Figure 5.9: Diurnal variation of the DMS degradation frequency.
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Figure 5.10: Mean diurnal radical profiles derived from the measurement data. As BrO was under
detection limit, values are set to the upper limits(0.8 ppt). The OH data was calculated from the
measured JO1D photolysis rate using recommendations given in (Berresheim2003).
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5.3 Dimethylsulphide oxidation in the Hudson Bay
As for the Crete campaign a DMS reaction scheme corresponding to mean diurnal and night-
time trace gas concentrations was created for the field campaign at Kuujjuarapik. The mea-
sured values correspond to the period from 15.-30.04.2001 when DMS measurements have
been performed simultaneously with DOAS measurements. As the mixing rates of NO2 and
SO2 remained below detection limits (excepting local pollution events, section 4.2.3) through-
out the campaign period, these values as well a number of other compounds not measured
have been taken from literature [Wang et al. 2003; Ferek et al. 1995] reporting measurements
in arctic and subarctic regions. The values taken from Wang et al. [2003] and are an extrap-
olation of monthly mean vertical profiles for April from 500 m to ground height. Therefore
this additional values have to be regarded with care, as the presence of a stable boundary
layer may lead to a significant underestimation of surface trace gas mixing ratios if strong
local sources exist. However, the extrapolation should be sustainable for trace gases bound to
anthropogenic activity as NOx and Carbon Monoxide(CO) considering that the population
density is sparse in the whole region of the Hudson Bay. Some difficulties may arise for the
estimation of H2O2 and HCHO as snow surfaces can be respectively a considerable sink or
source of these trace gases as described in [Jacob 2000]. Due to the almost exclusive arctic
origin of sampled air masses throughout April (see section 4.2.2), the vertical profiles from
[Wang et al. 2003] corresponding to the area within 60-80◦N have been taken in spite of the
further southern location of Kuujjuarapik at 55◦N .
The levels of peroxides HO2 and RO2 have been estimated according to the relation of Pho-
tolysis Rates measured at Crete and the Hudson Bay (5 times smaller). As the concentration
of the main compounds leading to nighttime production of peroxy radicals, NO3 and volatile
organic compounds (VOC) [Geyer et al. 2003], in nighttime air at Kuujjuarapik is presum-
ably negligible compared to Crete the mixing rates of ROx and in extension those of the OH
radicals have been set to zero. Once again the levels of the halogen radicals, Br, Cl and
ClO were estimated using MOCCA and the aqueous phase concentrations are taken from
literature [Herrmann et al. 2000; Lelieveld and Crutzen 1991; Jacob 1986]. An overview of
all values employed to establish the typical DMS oxidation scheme at Kuujjuarapik is given
in Table 5.4.
All measured parameters have been employed once more to run the MOCCA Model, this time
for conditions in the subarctic boundary layer. The model results allowed a raw estimation
of the mixing rates of a number of halogen compounds listed in Table 5.4.
The nighttime scheme presented in Figure 5.3 shows that the oxidation of DMS is rather
slow after sunset. Only the nitrate radical at the estimated upper limit concentration is con-
ceivable as a sink for DMS in the gas phase. The aqueous phase reaction of DMS with ozone is
probably more significant in the Hudson Bay than in Crete during the frequent fog formation
events occuring before dawn. However, snowfall and rain which was also observed on several
days of the measurement period, probably removed a large fraction of radicals in the aqueous
phase by deposition to ground. The knowledge about halogens in the aqueous phase is too lim-
ited to allow precise indications. Due to its higher solubility, HOBr (H = 6.1×103 M atm−1)
could be more abundant in the aqueous phase than OH (H = 7.8 × 103 M atm−1) which
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Table 5.4: Average trace gas concentrations at Kuujjuarapik during the measurement period ranging
from 15.-30.04.2001 derived from measurements, taken from literature or estimated using the MOCCA
Model.
Trace gas Mean Concentration [molec./cm3] Source
Night (19-05 LT) Day (05-19 LT)
BrO < 1.3× 107 1.2× 108 DOAS
HCHO < 2.8× 109 < 2.8× 109
HONO < 1.4× 109 < 1.4× 109
IO < 1.3× 107 < 1.3× 107
NO3 < 1.4× 107 0
O3 9.9× 1011 9.8× 1011
DMS 4.0× 107 4.0× 107 GC
DMSO 1.9× 106 2.5× 106 Mist chamber
MSA 1.4× 107 1.9× 107 IC
NO2 5.5× 108 2.8× 108 WAN03
CO 4.0× 1012 4.0× 1012 WAN03
NO 0 1.4× 108 WAN03
SO2 4.1× 108 6.9× 108 FER96
OH 0 9.5× 105 WAN03,KUH01
H2O2 6.9× 109 6.9× 109 WAN03
HO2 0 8.0× 107 b)
RO2 0 4.0× 107
Br 3.9× 102 3.3× 106 MOCCA
Cl 3.6 2.5× 103
ClO 1.9× 106 5.0× 106
HOBr 5.4× 106 3.0× 107
Br2 2.2× 107 3.4× 106
Mean diurnal Concentration [M]∗)
H2O2(aq) 10−−200× 10−6 a)
OH(aq) 5−−50× 10−14 a)
O3(aq) 5−−50× 10−14 a)
[Herrmann et al. 2000; Lelieveld and Crutzen 1991; Jacob 1986]
(WAN03) [Wang et al. 2003], (FER95) [Ferek et al. 1995], (KUH01) [von Kuhlmann 2001]
∗) divided by 300 if no clouds present
b) estimated from Photolysis Rate Relation Crete/Hudson Bay
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could partly compensate the lower rate contants (Table 2.13) towards DMS and its oxidation
products DMSO and MSA.
Due to the very low levels of NO and the absence of peroxy radicals, the reaction chain of
DMS along the abstraction path probably stops after the second reaction step as the most
rapid reaction pathway would correspond to the self reaction of CH3SCH2OO assuming con-
centrations levels ten times below those of DMS (4× 106molec./cm3).
In contrast to the daytime DMS reaction scheme established for Crete(section 5.1), the addi-
tion path is clearly dominant for conditions encountered in Kuujjuarapik(Figure 5.3). This
is firstly caused by the 35 degrees colder average ambient temperature shifting the yield of
products of the DMS+OH reaction clearly to the addition path (Figure 2.3.2.1 on page 46).
However, at the mixing rates measured in the Hudson Bay, the reaction of BrO with DMS
should be largely more effective than the OH reaction. The mean lifetime of DMS against
reaction with BrO is about 5 hours, falling notably below during the several BrO events
observed throughout the campaign period. For comparison note that the average lifetime
of DMS against reaction with OH was about 8 hours in the Mediterranean (Figure 5.1), a
region attaining worldwide highest OH levels in summer [von Kuhlmann 2001]. Considering
that the OH production in the area of the Hudson Bay and the arctic in general is rather
low throughout the year (excepting summer months), it becomes obvious that the Bromine
Radical probably has a key role regarding DMS oxidation in the Arctic Boundary layer.
The exclusive product of the DMS+BrO reaction is DMSO. On the OH initiated reaction
channel, the initial DMS-OH adduct reacts quickly with oxygen to form preferably DMSO
as well. Formation of DMSO2 is probably negligible as due to the low levels of NO, the
compound initiating the DMSO2 formation branch, DMS(OH)(O2), will decompose before
reaction with NO is possible.
The comparison of the mean MSA to DMS ratio obtained from Crete and Kuujjuarapik
results (0.12 and 0.44 respectively), states that the MSA formation yield is somewhat higher
in the Hudson Bay. As the gas-phase oxidation of DMSO by means of OH is slow and MSIA
preferably decomposes to form SO2, heterogeneous reactions may have a significant contribu-
tion regarding MSA formation. As the high levels of bromine in the gas phase can probably
be extended to the aqueous phase, it is likely that compounds as HOBr or BrO− enhance the
efficiency of multiphase chemistry. The other channel initiating MSA formation goes along
the intermediate product CH3SOH. Due to fast reaction of CH3SO with ozone SO2 will be
an important product here, but MSA formation can occur as a concurrent process within few
minutes.
5.3.1 Localizing the sources of DMS in the arctic spring
Given the low amount of ice free surface during winter and early spring, the expectable local
flux of DMS to the air in the arctic is small. According to [Leck and Persson 1996] the
fraction of open water is about 4% in the Canadian Arctic Archipelago in winter(October
to April) leading to an estimated DMS flux of 0.045 µ molm−2day−1. This is more than 2
orders of magnitude below the one in summer (May to September), estimated to be about
6.7 µ molm−2day−1. As shown previously in Figure 4.25 on page 91, the whole area of
































































































Figure 5.11: Oxidation chain of Dimethylsulphide for average daytime mixing ratios established during
the measurement campaign at Kuujjuarapik in April 2001.
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Figure 5.12: Oxidation chain of Dimethylsulphide during night for average mixing ratios established
during the measurement campaign at Kuujjuarapik (Hudson Bay) in April 2001.
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the Hudson Bay was covered with ice along the measurement period at Kuujjuarapik. The
nearest open sea areas were located over 1000 km to the northwest, 200 km off the coast of
New Foundland in the Labrador Sea (Northern Atlantic Ocean). In spite of this scenario,
although tiny, still detectable amounts of DMS and its oxidation products have been mea-
sured at Kuujjuarapik(section 4.2.4). The measured mixing ratios of DMS were in the same
range as those reported by Ferek et al. [1995] for April 1992 at the northern coast of Alaska.
Due to the evident inhibition of local sources, it is conceivable that long range transport
from open sea areas may contribute to background levels of Dimethylsulphide. However, as
already shown in Figure 4.29 in section 4.2.2, trajectory results state that throughout the
period of DMS measurements (i.e. last to weeks of April) air masses did not even approach
the open sea sector in the northwest within 5 days before reaching Kuujjuarapik. Considering
that Nilsson and Leck [2002] and Chen et al. [1999] derived DMS turnover times below 2.5
days in the Arctic Ocean through all seasons, the contribution from open sea areas to local
DMS levels is probably negligible.
An interesting detail is given in the publication of Ferek et al. [1995], who collected a seawater
sample from a 50 cm ice core hole about 270 km off shore. The sample was found to contain a
dissolved DMS concentration of 23 ngSulphurl−1 which is nearly equal to amounts found in
the Indian Ocean near Kerguelen in the austral summer 2002 (section 4.3.4) simultaneously
to atmospheric DMS mixing ratios above 200 ppt. Therefore, significant amounts of DMS
are probably present in seawater under the ice even as early as in April probably due to the
contribution from ice algae [Laturnus 2001; Ferek et al. 1995]. As the biological growth is
linked to the amount of available light, solar radiation must have reached the sea until a given
depth. This gives evidence that the ice layer is transparent to a certain extent. In addition
to the seasonal reduction of thickness, the formation of melt pools and notably the removal
of snow are factors favoring the transparency of the ice layer.
Although there is no definite link to DMS production, the emission of chlorophyll from sur-
face waters is an undeniable hint of biogenic activity. Chlorophyll A concentrations measured
from satellite instruments allow a localization and quantification of marine biogenic activity
throughout the globe. Figure 5.3.1 shows the Chlorophyll A emission in milligrams per cubic
meter for the area of the Hudson Bay as obtained from satellite provided by the SeaWiFs
Project. The measurements state that the Hudson Bay and regions further poleward are not
productive at all in winter, starting tiny biogenic activity at coastal areas of the Bay and
the Hudson Strait in April increasing gradually in amount and extension as the ice recedes
towards summer. The most important chlorophyll flux in the area around Kuujjuarapik
corresponds to the eastern coast of the Hudson Bay and notably James Bay, the southern
appendix of the Hudson Bay.
In order to identify possible source regions for gaseous DMS sampled during our mea-
surements, the local chlorophyll flux and the trajectory distribution matrix as presented in
section 4.2.2 (Figure 4.29), both for the last to weeks of April, have been overlaid in Fig-
ure 5.14. Although the major sources of DMS to the atmosphere are the open waters of the
seas surrounding the mostly ice covered central Arctic Ocean, the comparison of trajectories
and chlorophyll flux gives evidence that these areas do not contribute to local DMS levels.
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Figure 5.13: Biogenic activity (chlorophyll emission) for the area of Hudson Bay provided by
the SeaWiFS Project, NASA/Goddard Space Flight Center and ORBIMAGE. The average
emissions for April, May and Summer 2001 are shown from above to below.
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Figure 5.14: Overlaid in this figure are the Chlorophyll production measured by the SeaWifs satellite
instrument and the frequency distribution matrix of air masses reaching Kuujjuarapik (Fig. 4.29) for
the last two weeks of April 2001.
This is consistent with DMS measurements, as residence times of DMS in the Arctic MBL
reach at least 2-3 days [Leck and Persson 1996] and advection over the pack ice area would
lead to significantly higher DMS levels. Another conclusion derivable from Figure 5.14 is
that neither biogenically productive areas south of the Hudson Bay, as the Big Lake region
and the St. Lorenz Gulf, influenced local DMS. Therefore, the sources of DMS reaching the
measurement site seem to be restricted to the coastal production of the Hudson Bay.
Another possibility to gain knowledge about DMS source regions is the DMS distribution
matrix derived from trajectory results and atmospheric measurements. The procedure to
create this matrix is analogous to all previous ones and has been described elsewhere (sec-
tion 4.2.3). As expectable in consideration of the chlorophyll emissivity, the highest average
DMS mixing ratio, surpassing 5 ppt, corresponds to air masses having travelled along the
southern edge of the James Bay. Other areas with slightly superior DMS levels are found
north of the Hudson Bay and on the way to the Beaufort sea.
5.3.2 What controls DMS in the arctic BL ?
In spite of the evidence that the extensive ice cover is the main reason for low DMS lev-
els measured at Kuujjuarapik, depletion processes are surely an additional factor reducing
atmospheric mixing rates of this compound. The contribution of dry and wet deposition is
presumably minor regarding DMS depletion, but has to be considered for its oxidation prod-
ucts as DMSO and notably SO3.Radical species such as OH, NO3 and BrO are assumed to
determine widely the atmospheric lifetime of DMS, motivating the now following discussion.
When talking about the relationship of Dimethylsulphide and radical species, one of the fun-
damental parameters to derive is the specific atmospheric lifetime, i.e. what would be the
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Figure 5.15: Distribution matrix of average DMS concentrations related to trajectory results.
lifetime of a DMS molecule assuming the exclusive reaction with a certain radical species at
given mixing ratio ? The lifetime can be derived using the simple relationship
τDMS(species) = 1/[species]× kDMS+species (5.23)
In Table 5.5 the lifetime of DMS for the exclusive reaction with a series of radical species
has been derived. The denoted concentration ranges correspond to the DMS sampling
period from 15.04. until 30.04.2001. The concentrations of atomic Chlorine (Cl) [Platt and
Ho¨nninger 2003] and chlorine oxide (ClO) [Tuckermann et al. 1997] should be considered as
upper limits as they correspond to typical levels found in the arctic. The OH concentration
is a diurnal mean value for the month of April derived from aircraft measurements of
the TOPSE Project [Wang et al. 2003] which is in the same range as the value of 0.5
molecules/cm3 derived from model results of von Kuhlmann [2001]. Also taken from [Wang
et al. 2003] is the diurnal mean value given for HO2, which in fact was given for RO2
radicals, therefore representing an upper limit for this radical species.
According to the results of Table 5.5, the nitrate radical at concentrations levels of the lowest
DOAS detection limit (2 ppt) would be the most efficient sink of DMS. However, one has
to take into consideration that background levels of NO2, the main precursor species of the
nitrate radical, remained below 80 ppt unless local pollution events occurred(section 4.2.3).
According to the large set of measurements presented by [Wang et al. 2003], the levels
of NO2 in the Arctic range between 10 and 20 ppt on average in April. A more realistic
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Table 5.5: Calculated DMS lifetimes for observed or derived mixing ratios during the Hudson Bay
field campaign from 15.04-01.05.2001. All reaction rates derived from Atkinson2003 at T=268K if not
indicated otherwise.
Reactive Rate constant k268 Concentration Range(Mean) DMS lifetime (Mean)
species [cm3molecule−1s−1] [ppt]
BrO 6.1e−13 (a) <0.6 - 28.6 (2.8) 0.6 - 30 hours (6.5 hours)
ClO 4.5e−15 (b) <1.3 - 3.3 (1) 28-72 days
IO 1.3e−14 <0.8 25 days
Cl 5.8e−11 (b) 0.4-4 ×10−3 (2) 2 days
OH 1.5e−11 16×10−3 (3) (noon: 50×10−3) 26 hours (noon: 14 hours)
HO2 5.0e−15 14 (3) 7 days
O3(g) 1.0e−18 36200 - 61400 8 - 15 days
O3(aq) 6.34e−12 (c) 30000 5 days
NO3 1.1e−12 <2 >4 hours(?)
(1) DOAS measurements of Tuckermann et al. [1997] in the Arctic
(2) Platt and Ho¨nninger [2003], (3) diurnal mean values Wang et al. [2003]
(a) Ingham et al. [1999], (b) Dı´az-de Mera et al. [2002],
(?) see comments in text below
estimation of applicable NO3 levels can be obtained from the chemical box model MOCCA
to be presented in the following section. According to the model the ratio of NO3 is expected
to be around 0.6 ppt, which would lead to a DMS-lifetime about 3days. Therefore, Bromine
oxide has to be considered the most efficient species regarding DMS oxidation during the
measurement period at Kuujjuarapik. This statement is substantiated by the fact that the
origin of air masses reaching the site was mostly polar, whereby average OH mixing ratios
may be even below estimated values.
Nevertheless, a direct comparison of the concentrations of DMS and BrO does not show
any tight relationship (Figure 5.16). This was not expected anyway as the sampling time
of 4 hours required for each DMS and DMSO measurement does not allow the observation
of short term variations expectable for highest BrO levels observed. Another point is that
the strength of the reaction between DMS and BrO is significantly below the one found for
DMS and the nitrate radical in Crete(section 5.2). A meaningful step to investigate the
relation of DMS and BrO is the calculation of the DMSO to DMS ratio. As the the major
product of the reaction of DMS with halogens is supposed to be DMSO, the DMSO to DMS
ratio should grow accordingly. In Figure 5.16 the mixing rates of BrO and ozone have been
related to the DMSO/DMS ratio. The NO2 photolysis (JNO2) rate has been included in the
figure to allow an estimation of OH radical formation as no measurements of this radical
species neither of the ozone photolysis rate have been performed. The time series presented
for ozone correspond to in situ measurements provided by Laurier Poissant, Meteorological
Service of Canada. Although recorded at the Centre d’Etudes Nordiques at few kilometers
distance from the DOAS container(section 4.2.1) the data is in good agreement with DOAS
measurements [Ho¨nninger 2002]. The continuity of the ozone monitor recordings allows an
estimation of BrO levels during DOAS blackout periods due to low visibility or technical
reasons (anticorrelation of BrO and O3). The comparison of the DMSO to DMS ratio to
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Figure 5.16: Comparison of the mixing ratio of BrO and the DMSO/DMS rate. For completion the
ozone, DMS and DMSO levels are shown(see text).
Bromine oxide does not allow definitive conclusions, but as on 20,22,25,28 and 29 April the
highest DMSO to DMS ratios seem to correspond to the early morning measurement at
08:00 local time. The exceptionally high DMSO levels observed on 29th April can hardly be
assigned to DMS oxidation via BrO as at that time the mixing ratios of the halogen radical
had decreased to background levels.
The diurnal mean variations of DMS, DMSO, BrO and ozone are shown in Figure 5.3.2. A
striking observation is the strong decrease of DMS within the first hours of day, unlike the
common observation in pristine marine environments depicting a minimum around noon
corresponding to highest OH formation rates. Along the DMS depletion period appreciable
amounts of DMSO are formed. As the highest mixing ratio of OH radicals is not achieved
until noon, BrO radicals are the most suggestive species to account for the early morning
depletion. As described in section 2.2.3, bromine oxide is formed rapidly after sunrise due
to photolytical destruction of the nighttime reservoir species (Br2,BrCl) and the reaction of
bromine atoms with ozone whose decay is still enhanced due to photolysis until noon. The
experimental observation is in agreement with model results of von Glasow and Crutzen
[2003] for the pristine marine boundary layer, stating that the inclusion of halogens changes
the diurnal cycle of sulphur species by starting the destruction of DMS earlier in the morning
whereby the mixing ratios of the oxidation products (DMSO, MSA and SO2) also peak
earlier in the course of day.
After the early morning minimum the concentrations of gaseous DMS and DMSO increase
continuously until sunset. The pitch for DMS is significantly weaker until noon, when
strongest depletion rates via the OH radical are achieved and mixing rates of BrO decrease
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slightly due to photolytical destruction. The increase of DMS grows in strength as the
photolytic flux and consequently the concentration of OH radicals recedes throughout the
afternoon. The significantly slower regrowth of ozone after the rapid destruction until
midday can be related to the simultaneous increase of BrO which achieves highest mixing
rates right before sunset.





















Figure 5.18: Average diurnal progression of the soil
temperature from 15.-30.04.2001 at Kuujjuarapik
(error margins displayed as pattern around curve).
A reasonable argumentation explaining the
simultaneous increase of BrO and DMS
throughout the afternoon could be based
on the existence of a DMS source that
grows in strength throughout the day and
vanishes after sunset. As we know from
the previous section, the sources of DMS
are probably melt ponds and drain holes on
the ice around Kuujjuarapik which should
even increase in strength further southward
(James Bay). The ponds will certainly
grow in extension as long as exposed to
solar radiation and the consequent warm-
ing of the surface layer. According to
the average diurnal soil temperature pro-
file shown in Figure 5.18, thaw is possible throughout sunlit hours of day and seems to be
strongest in the afternoon in conformity to the observed DMS formation. After sunset the
decrease of temperatures should lead to a refreeze of the puddles and perforations on the sea
ice cover sealing the DMS emission source. The freezing source would explain the second
increase of the diurnal DMSO to DMS ratio depicted in Figure 5.3.2 as DMS is depleted
forming DMSO as long as BrO radicals are available in the night. During the rest of the
night no oxidizing radicals are present and both DMS and DMSO concentrations decrease
conjointly throughout the night probably as a result of deposition processes.
The comparison of the base run and the model run including halogen emissions shows
a decrease of NOx in general when including halogens. The highest NO3 concentration
reached right before dawn would be 0.8 ppt in a halogen free atmosphere and reduce to
0.5 ppt for background halogen concentrations (max. 1 ppt BrO during day). At this levels,
the calculated DMS lifetime would be around 10 and 17 hours respectively.
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Figure 5.17: Average diurnal variation of the atmospheric mixing ratios of BrO, ozone, DMS and
DMSO for the period from 15.-30.04.2001. For completion, the averaged NO2 photolysis rate is
shown in both graphs. The error bars for the DOAS results are mean errors. For DMS and DMSO
the standard deviation is given.
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5.4 The DMS oxidation chain at Kerguelen
As the mixing rates of most trace gases measured with DOAS on Kerguelen remained below
detection limits, the established DMS oxidation schemes for the final campaign are based to
an important extent on concentration levels estimated with the MOCCA model or have been
extracted from the model study of [von Kuhlmann 2001]. Contrary to Amsterdam Island,
atmospheric trace gas measurements reported for Kerguelen restrict to the one day study
presented in [Ho¨nninger 2002]. The results of field measurements at Cape Grim and Antarc-
tica may be representative for the southern ocean and apply in general terms for the study
in Kerguelen as well. Therefore a maximum level of NO typical for the remote Indian ocean
was fed into MOCCA to obtain the correspondent diurnal variation. The concentration of
OH radicals was estimated by comparison of the photolysis rates of ozone (JO1D) measured
at Crete and Kerguelen using the same sensor. An overview of employed parameters is
given in Table 5.6. Due to the pristine environment poor in NOx, the concentrations of
the nitrate radical NO3 are presumably too low to have any significant effect regarding
nightime oxidation of Dimethylsulphide. The mean lifetime of DMS against the reaction
with NO3 is about 35 days and unless heterogeneous reactions contribute to DMS depletion,
we can assume that no nighttime sinks exist. Estimations about heterogeneous chemistry
are extremely difficult for Kerguelen, due to the high variability of weather conditions,
frequent rain and strong winds blowing clouds quickly past over the Islands. According to
the diurnal variation of DMS derived from measurements attaing highest mixing rates right
before dawn (section 4.3.4) the role of heterogeneous chemistry at night is probably negligible.
During daytime the weight of the abstraction and addition path for the DMS+OH reac-
tion is about equal. BrO radical concentrations at the upper limit established by the DOAS
measurements would significantly accelerate DMSO formation. Further on the addition path,
the yield of DMSO2 is once again probably negligible due to low NO levels. The reaction of
DMSO+OH and the formation of CH3SO seem to be concurrent processes ocurring on a sim-
ilar time scale(3 hours). Whereas MSIA has probalby no contribution to CH3SO2 formation
and will decay to SO2, reaction of the DMS-OH adduct with oxygen could contribute upon
a certain extent to the addition path and thus to MSA formation.
After the bottleneck of the initial DMS+OH reaction the progress on the abstraction path is
much faster than on the addition path and can lead to MSA formation within 15 Minutes on
average. However, due to the low levels of NOx, as already stated for the arctic(section 5.3)
the 10 times higher efficiency of the CH3SO reaction with ozone and the thermal decay of
CH3SO2 will inhibit strongly MSA formation.
An overall conclusion of the DMS oxidation schemes at Kerguelen is that this location proba-
bly attains the lowest DMS oxidation rates among all three field campaigns discussed in this
thesis. This is certainly a consequence of absent pollution (nitrate compounds) and the low
levels of oxidsing species, as OH and ozone, in general. A comparison of the DMSO to DMS
and MSA to DMS rates of all three field campaigns confirms this results(Table 5.7.
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Table 5.6: Average trace gas concentrations at Kerguelen over the period from 21.01.-21.02.2002,
derived from measurements, taken from literature or estimated using the MOCCA Model.
Trace gas Mean Concentration [molec./cm3] Source
Night (19-05 LT) Day (05-19 LT)
BrO < 3.5× 107 < 3.5× 107 DOAS
IO 1.1× 106 1.8× 107
O3 3.2× 1011 3.0× 1011
SO2 9.7× 108 1.1× 109
DMS 5.5× 109 5.3× 109 GC
DMSO 7.5× 107 9.4× 107 Mist chamber
MSA 2.2× 108 2.6× 108 IC
CO 1.0× 1012 1.1× 1012 Monitor
NO2 3.6× 108 2.1× 108 DOAS/MOCCA a)
NO 7.8× 105 1.1× 108 estimated
OH 2.5× 103 8.3× 105 b)
H2O2 3.9× 109 3.9× 109 KUH01
HCHO 2.6× 109 2.6× 109 KUH01
HO2 3.4× 106 1.2× 108 MOCCA
RO2 3.9× 107 1.3× 108
NO3 2.7× 105 2.6× 101 MOCCA
Br 2.5× 103 2.5× 106 MOCCA
Cl 1.2× 101 4.8× 103
ClO 6.5× 105 4.1× 106
Mean diurnal Concentration [M]∗)
H2O2(aq) 10−−200× 10−6 c)
OH(aq) 5−−50× 10−14
O3(aq) 5−−50× 10−14
a) nighttime values from DOAS, daytime values from MOCCA
b) derived from JO1D rate comparison Crete/Kerguelen
c) [Herrmann et al. 2000; Lelieveld and Crutzen 1991; Jacob 1986]
∗) divided by 300 if no clouds present
Table 5.7: Comparison of the ratios of MSA and DMSO relative to DMS for the field campaigns at
Crete, Kuujjuarapik and Kerguelen.
Crete Kuujjuarapik Kerguelen
(Mediterranean Summer) (Subarctic Spring) (Austral Summer)
MSA / DMS 0.12 0.44 0.05
DMSO / DMS 0.06 0.06 0.02











































































































































Figure 5.19: Oxidation chain of Dimethylsulphide for average daytime trace gas mixing ratios estab-
lished during the measurement campaign at Kerguelen (Indian Ocean) from 21.01-21.02.2002.















































Figure 5.20: Oxidation chain of Dimethylsulphide at nighttime for mean trace gas concentrations
established during the measurement campaign on Kerguelen (21.01-21.02.2002).
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5.4.1 Source distribution and possible influences of halogen
oxides at Kerguelen
The results of sections 4.3 and 5.4 have shown that the atmospheric concentration of halogen
oxides at Port aux franc¸ais is too low to have a notable impact on gaseous DMS on short
time scales. Due to the increased detection limit (compared to previous measurements at
Crete and Kuujjuarapik), the existence of halogen radicals in the marine boundary layer
at Kerguelen can be acknowledged only for singular values. Most important concentrations
of all radical species have been found for IO which is not an efficient direct sink for DMS
but can have severe implications in the oxidation process as halogens in general influence
the HOx cycle and ozone destruction rates in the MBL [Vogt et al. 1999]. As OH radicals
presumably are the main oxidizing species in the whole area of the remote Indian Ocean,
any parameter influencing the atmospheric concentration of this radical will have an effect
on the atmospheric lifetime of DMS. Due to the poorness in NOx and in extension NO3
around Kerguelen the role of halogen radicals gains additional importance.
The mixing rates of halogens measured at Kerguelen seem to be slightly above of those
published by Allan et al. [2000] for Cape Grim(40◦41′S144◦41′E) who measured maximum
IO levels of 0.9 ppt in the same season. This is in agreement with significantly higher mixing
rates of Alkenes measured at Kerguelen(section 4.3.4) compared to Cape Grim [Lewis et al.
2001]. According to model results presented by B.Bonsang in the final report of the EL CID
project(Website: http://www.physchem.uni-wuppertal.de), the marine production of alkenes
deduced from the comparison of measured and simulated variations is about one order of
magnitude greater than the usual figures reported at these latitudes. This is not a surprising
result when looking at Chlorophyll A measurements provided by the SEAWIFS Satellite
project(Figure 5.4.1) which states high biogenic activity around all islands located on the
Kerguelen-Gaussberg ridge, including the Kerguelen Islands in the north and the Heard and
McDonald Islands further southeast. Within an area ranging from roughly 45 − 70◦S and
60− 85◦E, called the Kerguelen plateau, the ocean depth decreases below 700 meters which
should allow abundant algae growth. The Chlorophyll measurements state that the highest
productivity is achieved in December, at the begin of the austral summer probably as a
consequence of algal bloom and decreases continuously in the following months.
One of questions one might have when looking on Figure 5.4.1 is whether the abundant
chlorophyll production observed in December takes place in open sea waters or is just the
outflow of coastal production at Kerguelen transported further eastward due to the wind
induced sea surface current. Studies of the local distribution of marine carbon emission have
shown that the convergence zone, i.e. the coast of Kerguelen, has the maximum productivity
in this geographical region (up to 30 mgCarbonm−2day−1), in particular at surface waters.
The land effect induces a phytoplankton enrichment, associated to a change in composition.
Studies of water masses around and south of Kerguelen [Ducheˆne 1989] show an amazing
decrease of carbon emissions (around 2.7 mgCarbonm−2day−1) once leaving the coast.
The relative poorness of planktonic organisms is corroborated by measurements of water
transparency: the euphotic layer (wherein surface light decreases to 1%) oscillates between
70− 80 m depth in open waters and decreases to 20 m in the coastal range.
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Figure 5.21: Chlorophyll A distribution in surface waters around Kerguelen Islands (48–
57◦ S, 65–95◦ E) provided by the SeaWiFS Project, NASA/Goddard Space Flight Center
and ORBIMAGE. The highest biogenic activity was observed at the start of the austral
summer in December and decreased steadily during the following months. The large pro-
ductive areas correspond with the marine plateaus surrounding Kerguelen and the Heard
and McDonald Islands further southeast. All black areas on the graph correspond to regions
where no Chlorophyll A was detected, including the Kerguelen Islands highlighted by a red
circle.

















Figure 5.22: Bathymetric map of the sea around Ker-
guelen(GMC Map).
The highest productivity of algae carbon
emissions was found at the northeast of
the main island and is probably a conse-
quence of the larger extension of the Ker-
guelen plateau to the north and a complex
mixing process of ocean currents explained
in detail in [Ducheˆne 1989]. The measure-
ments state that the integrated production
of this area is two times higher than the
average productivity found for the Antarc-
tic ocean. This is in perfect agreement with
Chlorophyll–A emissions detected by the
SEAWIFS instrument(Figure 5.4.1) which
also state that the strongest sources cor-
respond to the northeastern part of the
island. The large amounts of Chlorophyll
detected east of the Kerguelen can not orig-
inate from local algal emissions as the sea depth increases to more than 1000 meters within
few hundred kilometers further east(Figure 5.22), leading to the conclusion that algae emis-
sions from Kerguelen and probably phytoplankton formed in the coastal layer are transported
quickly off the island by the surface water flux.
Another aspect which has to be taken into consideration is that Chlorophyll–A emissions
and thus algal growth must not be directly related to high halocarbon emissions. First
of all, Chlorophyll–A has a different formation mechanism than most of the investigated
halogenated compounds. It is commonly chosen as an indicator for the biomass of phy-
toplankton because chlorophyll can be determined more easily than can other relevant
biological parameters. Simultaneous measurements of organohalogens and chlorophyll in sea
water [Schall et al. 1997] have shown that the latter could be used as an indicator for the
biogenic formation of brominated compounds, whereas the correlation between chlorophyll-A
and the iodinated substances was not of the same quality.
Another point is that from all organohalogen species, only bromoform(CH3Br) and
dibromomethane(CH2Br2) seem to have a positive correlation, indicating that both com-
pounds share a common origin (enzymatic bromination). The studies of Schall et al. [1997]
on a crossect of the Atlantic ocean found no correlation either between the iodinated
and the brominated substances or between the different iodinated compounds. This is
consistent with findings of [Laturnus et al. 1998] and many other studies, suggesting that
a large number of different biological formation mechanisms for all these substances exists.
Although the halogenation of organic matter in marine macroalgae are basically understood,
the formation mechanisms for the variety of halogenated C1 to C4 compounds remain poorly
known. Extensive laboratory studies of phytoplankton [Tokarczyk and Moore 1994] and
macroalgae [Laturnus et al. 1998; Laturnus et al. 2000; Laturnus 2001] have shown that
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emission rates of the different halogenated compounds depend largely on the contemplated
algal species. For tribromomethane(CHBr3), the most abundant organobromine compound,
highest emission rates have been found at day, nighttime or for dead, decaying algae
dependent on algae species [Ma¨kela¨ et al. 2002]. Whereas measurements of iodinated
hydrocarbon emissions from macroalgae species mostly show the direct and significant input
of these compounds into the atmosphere during periods of low tide [Ma¨kela¨ et al. 2002;
Giese et al. 1999]. The most abundantly emitted iodine species released from macroalgae
seems to be diiodomethane(CH2I2), followed by other iodine hydrocarbon compounds as 1
or 2-iodpropane and chloroiodomethane(CH2ClI) in varying sequential order, depending on
algal species.
Due to the largely different photolytic lifetimes, ranging from 5 (CH2I2) and 45 minutes
(CH2BrI) to several hours (CH2ClI) or days (CH3I), atmospheric mixing rates of iodocarbon
species often do not correspond to marine emissions. Indeed, Carpenter et al. [2003] detected
exclusively CH3I and CH2ClI at Cape Grim during the same season as DOAS measurements
in Kerguelen. The measurability of the short living iodine compounds as CH2I2 and CH2BrI
is bound to strong emission sources as found in intertidal regions.
Due to the extremely strong winds, the fast weather variability and the open ocean envi-
ronment the measurements at Kerguelen probably can’t be compared to measurements in
coastal continental areas as Mace Head or Brittany. The location at Cape Grim could be
a reference, although it’s emplacement 10 degrees further north, the possible influence of
the Australian continent and different meteorology do not allow a straightforward correla-
tion. Most likely the measurements at Kerguelen represent marine background conditions
occasionally influenced by coastal emissions enhancing the levels of IO if halocarbons are
photolyzed quickly enough to allow IO formation before being blown off to the open ocean.
The role of iodine As the obtained datapoints of IO above detection limits at Kerguelen
are too few to allow any statistical evaluation based on measurement results, only general
considerations can be made.
It is known from Literature that unlike chlorine and bromine atoms, which react with a
range of organic molecules, the major fate of iodine atoms is the reaction with O3, forming
the iodine monoxide (IO) radical. However, due to the rapid photolysis of IO a daytime
steady state exists between I and IO(collectively termed IOx) whereas this cycle has no net
effect on IOx or O3 chemistry. Several years ago Vogt et al. [1999] presented a theoretical
study using MOCCA considering iodine chemistry and its role in halogen activation and
ozone loss in the marine boundary layer. The addition of iodine chemistry to the reaction
scheme of the model had the effect of accelerating photochemical Br and Cl release from sea
salt, causing an enhancement in ozone destruction rates in the marine boundary layer. In
low NOx environments, an important sink for ozone may arise from the reaction of IO with
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Figure 5.23: Estimation of ozone depletion rates using formula (2.47) presented in section 2.2.3. All
rate constants at 282 Kelvin. The rapid increase of hourly ozone depletion rates shows that the
lifetime of ozone is quite sensitive on IO mixing ratios. The assumed concentrations of all halogens
are indicated. Variation of BrO within expectation limits will vary the O3 depletion rate within
10-20%, whereas ClO has no effect on this rate.
HO2 forming hypoiodous acid (HOI):
I +O3 −→ IO +O2 (5.24a)
IO +HO2 −→ HOI +O2 (5.24b)
HOI + hν −→ OH + I (5.24c)
net: O3 +HO2 −→ OH + 2 O2
Indeed, HOI is believed to be the major compound of gas phase inorganic iodine [Davis
et al. 1996] and an important route to the aerosol phase. Under high NOx conditions ozone
is regenerated through the reaction of IO with NO and NO2, whereas at NOx levels below
500 ppt the above described cycle has been suggested as the dominant O3 loss cycle. As
discussed already in section 2.2.3 the ozone destruction destruction potential of this cycle in
dependence NOx has been investigated by Stutz et al. [1999]. As NOx levels in Kerguelen
(about 10–15 ppt) correspond to the lowermost edge of the scale of Figure 2.4, the calculated
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ozone loss would be about 0.3 ppb per hour from the HOI cycle.
Stutz et al. [1999] calculated the ozone depletion rate for 6 ppt IO. As this rate is too
high for Kerguelen, a more suitable estimation was done using equation (2.47) presented in
section 2.2.3. All concentrations of halogen species correspond to those given in Table 5.6.
The rapid increase of hourly ozone depletion rates as shown in Figure 5.23 states that the
lifetime of ozone is quite sensitive on IO mixing ratios. The assumed concentrations of all
halogens are indicated. Variation of BrO within the expectable limits (double or half) will
vary the O3 depletion rate within 10-20%, whereas ClO has no effect on this rate. Surely the
cycle is very sensitive on HO2 variations. Doubling the mixing rate changes the amount of
ozone depletion in the range of 20-50%.
For comparison, the diurnal variation of ozone established from measurements at Kerguelen
is shown in Figure 5.24. Ozone shows a decrease of roughly 0.8 ppb within 4 hours starting
about 10:30 in the morning and reaching the diurnal minimum in the early afternoon around
14:30 local time. The recuperation is similarly fast afterwards and ozone regrows to original
levels right before dawn. After sunset ozone concentrations drop quickly within the first 2
hours of darkness to continue decreasing slowly until the early morning. The diurnal variation
of NO2 established from DOAS measurements (Figure 5.25) delivers an easy explanation for
the nighttime ozone depletion. It has been noted before (section 4.3.3) that local pollution
from the power generators of the base and ships at the peer was common. Due to the
regularity of ozone depletion and the minimum shortly after noon, photochemistry obviously
plays an important role in the oxidation process of ozone in Kerguelen. Yet ozone photolysis
alone and OH cannot account for the observed depletion amount. Considering IO mixing
rates in the order of 1–2 ppt as average for this area of measurements, from Figure 5.23 we
obtain an ozone depletion rate of 200 ppt per hour. This rate will be even higher at noon,
as both IO and HO2 will attain highest concentrations around noun and thus significantly
pronouncing the drop of ozone levels. Another method to establish the influence of IO on
ozone offers the model MOCCA, which was run with starting parameters given in Table 5.6
under 4 different starting conditions. First, a base run, without with no sea salt emissions
and no halocarbons (i.e. no halogens at all). Second, including sea salt aerosol and thus
bromine and chlorine emissions typical for the remote boundary layer. Third, including sea
salt aerosols and iodocarbon emissions leading to maximal rates of approximately 1 ppt. And
Fourth, multiplying iodine emissions by a factor of 10. The comparison of the model runs
states that the presence of Iodine consistently reduces ozone levels leading to a decrease of
roughly 500 ppt ozone per day at IO mixing rates expectable at Kerguelen (about 1 ppt on
average). According to IO+HO2 cycle presented above, the model results state that mixing
rates of HO2 are reduced in the presence of Iodine and HOI formation exceeds slightly those
of IO. As already found by [Vogt et al. 1999] the production of BrO can be enhanced in the
presence of iodine. However this seems to be dependent on the levels of IO as for the high
iodine environment simulated in the fourth model run, BrO concentrations drop continuously
after the initial ”bromine explosion”. For both emission levels of iodine, DMS concentrations
fall significantly and strong peaks of DMSO are observed in the morning, indicating that the
additional DMS depletion is probably a consequence of enhanced BrO levels. The influence
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Figure 5.24: Mean diurnal variation of ozone mixing ratios established from measurements performed
on Kerguelen from 21.01 to 21.02.2002.
















Figure 5.25: Mean diurnal variation of NO2 as obtained from DOAS measurements performed on
Kerguelen from 21.01 to 21.02.2002.
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Figure 5.26: Comparison of 4 model runs of the model MOCCA [Sander and Crutzen 1996] including
a base run with no halogens, a second including sea salt aerosol production of Bromine and Chlorine,
a third run including iodine emissions and finally a last with tenfold iodine.
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of iodine on NO and NO2 is less clear. Obviously the presence of iodine changes the shape
of the diurnal variation profile of both species but the mixing rates of NOx do not change
proportional to Iodine levels. Finally, sulphur dioxide remains nearly unchanged when iodine
is added to the model, which is in agreement with expectations as the additional depletion
of DMS started by halogens will occur on the addition path where no SO2 is formed.
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