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Abstract
Graph theory provides a language for studying the structure of relations, and it is
often used to study interactions over time too. However, it poorly captures the both
temporal and structural nature of interactions, that calls for a dedicated formalism.
In this paper, we generalize graph concepts in order to cope with both aspects in a
consistent way. We start with elementary concepts like density, clusters, or paths, and
derive from them more advanced concepts like cliques, degrees, clustering coefficients,
or connected components. We obtain a language to directly deal with interactions
over time, similar to the language provided by graphs to deal with relations. This
formalism is self-consistent: usual relations between different concepts are preserved.
It is also consistent with graph theory: graph concepts are special cases of the ones
we introduce. This makes it easy to generalize higher-level objects such as quotient
graphs, line graphs, k-cores, and centralities. This paper also considers discrete versus
continuous time assumptions, instantaneous links, and extensions to more complex
cases.
Keywords— stream graphs, link streams, temporal networks, time-varying graphs, dy-
namic graphs, dynamic networks, longitudinal networks, interactions, time, graphs, net-
works
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1 Introduction
Friendship, dependencies, similarities, or connections are typical examples of relations
modeled by graphs or networks, i.e. sets of nodes and links: nodes represent individuals
and two individuals are linked together if they are friends; nodes represent companies and
they are linked together if they signed contracts with each other; nodes represent documents
like web pages or articles, and they are linked together if they are similar; nodes represent
computer devices and they are linked together if there is a wire between them; etc.
For decades, graph theory, social network analysis and network science have developped
a wide set of tools for the study of such graphs. In particular, they developed a language
for describing networks, with elementary yet powerful concepts such as node degree (their
number of links), paths (sequences of links going from one node to another one), density
(the fraction of pair of nodes actually linked together), or cliques (sets of nodes all pairwise
linked together). This language forms the basis of network studies, and there is a global
consensus on a wide set of concepts that are used in the field; with few variations, all
courses and reference books on graphs and networks start with them, see for instance
[4, 8, 85, 87, 17, 50, 18, 1, 64]. Then, more advanced and specific concepts are defined on
this common ground.
Contacts, shopping, travels, or traffic are typical examples of interactions that take
place over time, i.e. streams of nodes and links active during specific periods of time:
nodes are individuals linked together whenever they call each other; nodes are clients and
products linked together when a client buys a product; nodes are places linked together
when someone moves from one place to another; nodes are internet devices linked together
when they exchange data; etc.
Such sequences of interactions play a key role in many areas, and they have been studied
for a long time, see related work in Section 21. Although many variations exist, the most
common approach is to model them by sequences of graphs (each graph then aggregates
the interactions that occurred during a period of time), by labeled graphs (each link being
labeled with its presence times), or other augmented graphs. This makes it possible to
use graph theory to study these sequences of graphs, labeled graphs, and other variants.
Other works deal directly with higher-level methods for studying graphs, like stochastic
block models for instance, and extend them to cope with the dynamics. Finally, a few
works define specific properties combining temporal and structural information, such as
centrality measures for instance.
In this paper, we propose a different approach: we develop a formalism to directly
cope with interactions over time, in a way similar to what graph theory does
for relations. This means that we do not transform interactions into graphs, but rather
transform graph theory into a theory of interactions over time. We model them as link
streams and stream graphs (depending on whether the dynamics is on links only, or on both
nodes and links), so named in order to emphasize their streaming nature and the fact that
they are not graphs or networks. Then, we start with the most elementary graph concepts
and we define their equivalent for stream graphs and link streams. Finally, we elaborate
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on these basic concepts to extend more complex graph concepts. With the aim to make
our formalism as intuitive as possible, we put much effort in proposing simple definitions,
explaining them with different points of view (especially combinatorial and probabilistic
ones), and to provide illustrations and detailed examples of all key concepts we introduce.
In addition to these subjective features, we also put much emphasis on two more ob-
jective features to ensure the relevance of our definitions. First, we want our formalism
to be a generalization of graph theory in a very precise sense: when the stream has no
dynamics, it is equivalent to a classical graph and its properties should be the same as
those of this graph (see the end of Section 3). Second, we want the relations that exist
between various graph properties (between density and degree for instance) to still hold
for stream properties. Similarly, if a graph concept is derived from another one (like clus-
tering coefficient from density for instance) we want the corresponding stream concept to
be derived from the corresponding other stream concept. These features ensure both
the self-consistency of our formalism and its consistency with graph theory.
After Section 2 that introduces a few notations needed in the whole paper, we present
our framework from Section 3 to Section 17. Each of these sections is devoted to a key
concept of graph theory that we redefine in the stream context. Therefore, they all have
the same structure: first we recall the relevant graph concepts and their key properties, in
italics; then we introduce equivalent concepts for stream graphs with detailed examples and
discuss their properties; we introduce additional related concepts specific to stream graphs;
we discuss the case of link streams, i.e. when there is no dynamics on nodes; and we show
that the newly introduced stream concepts are equivalent to the graph ones, whenever this
makes sense. After these core sections, we show how our framework may be used under
either discrete and continuous modeling of time in Section 18; we show how it generalizes
∆-analysis and may be used with instantaneous links in Section 19; we show how it may
be extended to bipartite streams and other particular cases in Section 20; and we present
related work in Section 21. We discuss our contributions and future work in Section 22.
2 Preliminary notations
In this paper, we rely on a few notations that we introduce below.
Given two finite sets X and Y , one may consider the ordered pairs (x, y) with x ∈ X
and y ∈ Y . Then, (x, y) 6= (y, x) and (x, x) exists if x ∈ X and x ∈ Y . One may also
consider unordered pairs xy with x ∈ X and y ∈ Y , with x 6= y. Then, xy = yx and xx
does not exist. The set of ordered pairs is denoted by X × Y , and one often uses this
notation for the set of unordered pairs too. In this paper, however, we use both notions
intensively and need to make a clear distinction between them. We therefore denote the
set of unordered pairs of distinct elements by X ⊗ Y .
Throughout this paper, we deal with set sizes, denoted by |X| for a given set X, but
the meaning of this notation depends on the type of X. If X is an interval [α, ω] of R,
then |X| = ω−α. If it is an interval [α, ω] of N then |X| = ω−α+ 1. If X is the union of
disjoint intervals of R, then |X| is the sum of these intervals’ sizes. The same holds if it is
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the union of disjoint intervals of N. If X is the product of sets of these types, then its size
is the product of their sizes. Notice that, if X contains just one element then depending
on the context it may be seen as a (degenerate) interval of R or N, thus having size 0 or 1,
respectively. For instance, the union of the intervals [1, 2] and [3, 3] of R has size 1, while
the union of the same intervals of N has size 3.
Notice that |X × Y | = |X| · |Y |, and so |X ×X| = n2 if |X| = n. This is different from
|X ⊗ Y | = |(X \ Y )× Y |+ |(Y \X)×X| − |(X \ Y )× (Y \X)|+ |X∩Y |2−|X∩Y |
2
, leading to
|X ⊗X| = n·(n−1)
2
if |X| = n, and |X ⊗ Y | = |X| · |Y | if X and Y are disjoint.
3 Stream graphs and link streams
A (simple undirected 2) graph G = (V,E) is defined by a finite set of nodes V and a set of
links E ⊆ V ⊗ V : uv ∈ E means that u and v are linked together in G.
Graphs model relations between nodes. For instance, nodes may represent individuals
and links may represent friendship relations. Nodes may represent computers and links
may represent physical connections between them. Examples are countless, making graphs
the key formalism for studying network structures.
We define a (simple undirected 2) stream graph S = (T, V,W,E) by a finite set of
nodes V , a set of time instants T , a set of temporal nodes W ⊆ T × V , and a set of links
E ⊆ T × V ⊗ V such that (t, uv) ∈ E implies (t, u) ∈ W and (t, v) ∈ W . The set of time
instants T may be continuous or discrete, which has little influence on the following, as we
explain in Section 18. Until then, all the examples we give assume that T is an interval of
R+.
We define vt = 1 if (t, v) ∈ W and vt = 0 otherwise, as well as uvt = 1 if (t, uv) ∈ E
and uvt = 0 otherwise. When vt = 1 we say that node v is involved in S at time t or that
v is present at time t, and when uvt = 1 we say that nodes u and v are linked together
at time t, or that link uv is present at time t. We denote by Tv the set of time instants
at which v is present, by Tuv the set of time instants at which uv is present, by Vt the set
of nodes present at time t, and by Et the set of links present at time t: Tv = {t, vt = 1},
Tuv = {t, uvt = 1}, Vt = {v, vt = 1}, and Et = {uv, uvt = 1}. Notice that Tuv ⊆ Tu ∩ Tv.
If all nodes are present all the time, i.e. Tv = T for all v or, equivalently, Vt = V for all
t, then we say that S is a link stream and we denote it by L = (T, V,E) (with W = T ×V
implicitly). Indeed, there is no dynamics on nodes in this case, and S is fully defined by
this triplet. Link streams play an important role in many situations, and so we pay special
attention to this case in all this paper.
We illustrate these definitions in Figure 1 with drawings designed as follows. We
display node names on a vertical axis on the left of the figure, and time on an horizontal
axis at the bottom of the figure. Each node presence times are represented by an horizontal
dotted line in front of its name, whenever the node is present. Each link presence times are
2Unless explicitly specified, we always consider simple and undirected graphs and stream graphs; we
discuss more general cases in Section 20.
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represented by an horizontal solid line parallel to the two dotted lines of involved nodes,
and a vertical solid line joining these two dotted lines (marked with bullets) when the
two nodes start interacting. In Figure 1, for instance, in S (leftmost example) the node a
arrives at time 0 and stays until time 10, and so [0, 10]× {a} ⊆ W , i.e. Ta = [0, 10]. This
is represented by a dotted line from time 0 to 10 in front of a in the drawing. Likewise, b
arrives at time 0, then leaves at time 4, joins again at time 5 and stays until time 10, and
so ([0, 4] ∪ [5, 10])× {b} ⊆ W , i.e. Tb = [0, 4] ∪ [5, 10]. This is represented by a dotted line
from time 0 to 4 and another one from time 5 to 10 in front of b. These two nodes interact
from time 1 to time 3 and from time 7 to time 8, and so ([1, 3] ∪ [7, 8]) × {ab} ⊆ E, i.e.
Tab = [1, 3] ∪ [7, 8]. This is represented by a solid line at time 1 between the dotted lines
of a and b, with an horizontal line starting from its middle until time 3, and another such
solid line at time 7 with an horizontal line until time 8.
a
b
c
d
0 2 4 6 8 time
a
b
c
d
0 2 4 6 8 time
Figure 1: Simple examples of stream graphs and link streams. Left: a stream
graph S = (T, V,W,E) with T = [0, 10] ⊆ R, V = {a, b, c, d}, W = [0, 10]× {a} ∪ ([0, 4] ∪
[5, 10]) × {b} ∪ [4, 9] × {c} ∪ [1, 3] × {d}, and E = ([1, 3] ∪ [7, 8]) × {ab} ∪ [4.5, 7.5] ×
{ac} ∪ [6, 9] × {bc} ∪ [2, 3] × {bd}. In other words, Ta = [0, 10], Tb = [0, 4] ∪ [5, 10],
Tc = [4, 9], Td = [1, 3], Tab = [1, 3] ∪ [7, 8], Tac = [4.5, 7.5], Tbc = [6, 9], Tbd = [2, 3], and
Tad = Tcd = ∅. Right: a link stream L = (T, V,E) with T = [0, 10] ⊆ R, V = {a, b, c, d},
and E = ([0, 4] ∪ [6, 9])× {ab} ∪ [2, 5]× {ac} ∪ [1, 8]× {bc} ∪ [7, 10]× {bd} ∪ [6, 9]× {cd}.
In other words, Ta = Tb = Tc = Td = T and Tab = [0, 4] ∪ [6, 9], Tac = [2, 5], Tbc = [1, 8],
Tbd = [7, 10] and Tcd = [6, 9].
Given a stream graph S = (T, V,W,E), we define Gt = (Vt, Et), the graph induced
by S at time t. In Figure 1, for instance, we obtain for S at time 2 the graph G2 =
({a, b, d}, {ab, bd}).
We also define G(S) = ({v, Tv 6= ∅}, {uv, Tuv 6= ∅}) = (
⋃
t∈T Vt,
⋃
t∈T Et) the graph
induced by S: its nodes are those present in S and they are linked together in G(S)
if there exists a time instant in T such that they are linked together in S. In other
words, it is the graph where there is a link between two nodes if they interacted at
least once. In Figure 1, for instance, G(S) = ({a, b, c, d}, {ab, ac, bc, bd}) and G(L) =
({a, b, c, d}, {ab, ac, bc, bd, cd}). One may in addition associate to each node v or link uv a
weight capturing a quantity of interest, like for instance their presence duration |Tv| and
|Tuv|.
Stream graphs model interactions between nodes over time, as well as the dynamics of
nodes themselves. For instance, nodes may represent individuals present in a given building
and links may represent contacts between them. Nodes may represent on-line computers
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and links may represent data exchanges between them. Examples are countless, and we
aim at making stream graphs the key formalism for studying jointly the dynamics and
structure of interactions.
Since in a stream graph S = (T, V,W,E) nodes are not present all the time in general,
W may differ significantly from T × V . To capture this, we define the coverage of S as
follows:
cov(S) =
|W |
|T × V | .
For instance, in Figure 1 the stream graph S has coverage cov(S) = 26
40
= 0.65.
Notice that cov(S) = 1 if and only if all nodes are present all the time, and so it is
equivalent to saying that S is a link stream.
If in addition for all u and v in V , Tuv ∈ {∅, T}, i.e. all existing links are present all
the time, then there is no significant distinction between S and G(S), and we say that S
is a graph-equivalent stream. This gives a formal ground to our wanted feature that
stream graphs generalize graphs: we extend graph concepts to stream graphs in a way such
that, if a stream graph has a given stream graph property and happens to be a graph-
equivalent stream, then this graph has the corresponding graph property. In the following,
we systematically check that this feature holds.
4 Size, duration, uniformity and compactness
The number of nodes of a graph G = (V,E) is denoted by n = |V | and its number of links
by m = |E|.
Given a stream graph S = (T, V,W,E), we now define its number of nodes and links,
as well as its duration. First notice that, unlike in graphs, some nodes may be present for
much longer than others. In order to capture this, we define the contribution of node v
as nv =
|Tv |
|T | , which may be seen as the notion of coverage restricted to a node v. We then
define the number of nodes in S as follows:
n =
∑
v∈V
nv =
|W |
|T | .
Then, each node contributes to the total number of nodes proportionally to its involvement
in S: v in V accounts for 1 node only if it is present in S all the time.
We define similarly the contribution of a pair of nodes uv as muv =
|Tuv |
|T | and the
number of links in S:
m =
∑
uv∈V⊗V
muv =
|E|
|T | .
Like nodes, each link then contributes to m proportionally to its presence in S: uv in V ⊗V
accounts for 1 link only if it is present in S all the time.
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Finally, we define the node and link contributions of a time instant t as kt =
|Vt|
|V |
and lt =
|Et|
|V⊗V | , leading to the following definition of the node duration k in S and the
link duration l in S:
k =
∫
t∈T
kt dt =
|W |
|V | and l =
∫
t∈T
lt dt =
|E|
|V ⊗ V | .
Like the number of nodes n and the number of links m, the node duration k may be seen
as a duration of S where each time contributes proportionally to the number of nodes
present at this time, and the link duration l as a duration of S where each time contributes
proportionally to the number of links present at this time.
Notice that n is the expected value of |Vt| when one takes a random time t in T .
Likewise, m, k and l are the expected value of |Et|, |Tv| and |Tuv| when one takes a random
time t in T , a random node v in V or a random pair of nodes in V ⊗ V , respectively.
The following relation also hold: cov(S) = |W ||T×V | =
n
|V | =
k
|T | , n · |T | = k · |V | = |W |,
and m · |T | = l · |V ⊗ V | = |E|.
For the examples in Figure 1, we obtain for S the following values: n = |Ta|
10
+
|Tb|
10
+ |Tc|
10
+
|Td|
10
= 1+0.9+0.5+0.2 = 2.6 nodes, m =
|Tab|
10
+ |Tac|
10
+
|Tbc|
10
+
|Tbd|
10
= 0.3+0.3+0.3+0.1 = 1
link, k = 26
4
= 6.5 time units, and l = 10
6
= 1.66... time units. For L, we obtain n = 4
nodes, m = 0.7 + 0.3 + 0.7 + 0.3 + 0.3 = 2.3 links, k = 10 time units and l = 23
6
= 3.833...
time units.
In a link stream L = (T, V,E), by definition Tv = T for all v in V , and so nv = 1 and
n = |V |. Likewise, for all t, Vt = V and so kt = 1 and k = |T |. In a graph-equivalent
stream, in addition Tuv ∈ {∅, T} for all uv in V ⊗ V and Et is the same for all t. Then,
the number of nodes and links in the stream are equal to the number of nodes and links
in the corresponding graph.
Notice now that, in a given stream graph, for two nodes u and v such that |Tu| = |Tv|
both Tu = Tv or Tu ∩Tv = ∅ are possible, as well as all intermediary situations. This has a
crucial influence on the possible existence of links between u and v, and so on the structure
of S. In order to capture this, we define the uniformity of S as follows:
uniondbl(S) =
∑
uv∈V⊗V |Tu ∩ Tv|∑
uv∈V⊗V |Tu ∪ Tv|
.
If S has uniformity 1, then we say that it is uniform: for all u and v in V , Tu = Tv, i.e. all
nodes are present at the same times.
We also define for any pair of nodes u and v in V the uniformity uniondbl(u, v) = |Tu∩Tv ||Tu∪Tv | . It
measures the overlap between the presence times of u and v, thus their ability to be linked
together.
Given a stream graph S = (T, V,W,E), we define S ′ = (T ′, V ′,W,E) such that T ′ =
[min{t, ∃(t, v) ∈ W},max{t,∃(t, v) ∈ W}] and V ′ = {v,∃(t, v) ∈ W}. We then define the
compactness of S as follows:
c(S) =
|W |
|T ′ × V ′| = cov(S
′).
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If S has a compactness of 1, then we say that it is compact: for all v in V , Tv = [b, e] ⊆ T ,
i.e. the presence times of all nodes is the same interval of T .
For the examples in Figure 1, S has uniformity uniondbl(S) =
|Ta∩Tb|+|Ta∩Tc|+|Ta∩Td|
+|Tb∩Tc|+|Tb∩Td|+|Tc∩Td|
|Ta∪Tb|+|Ta∪Tc|+|Ta∪Td|
+|Tb∪Tc|+|Tb∪Td|+|Tc∪Td|
=
(4+5)+5+2
+4+2+0
10+10+10+10
+(4+4)+(2+5)
=
22
55
= 0.4 and compactness c(S) = cov(S) = 26
40
since on this particular case T ′ = T and
V ′ = V , and so S ′ = S.
If S is a link stream, then its uniformity and compactness are necessarily equal to 1,
like L in Figure 1.
5 Density
The density of graph G = (V,E) is the probability when one takes a random element uv in
V ⊗ V that there is a link between u and v in E: δ(G) = 2m
n(n−1) . If n ∈ {0, 1} then δ(G)
is defined to be 0.
We define the density of stream graph S = (T, V,W,E) as the probability when one
takes a random element (t, uv) of T × V ⊗ V such that (t, u) and (t, v) are in W , that
(t, uv) is in E:
δ(S) =
∑
uv∈V⊗V
|Tuv|∑
uv∈V⊗V
|Tu ∩ Tv|
=
∫
t∈T
|Et| dt∫
t∈T
|Vt ⊗ Vt| dt
If
∑
uv∈V⊗V |Tu ∩ Tv| =
∫
t∈T |Vt ⊗ Vt| dt = 0 then we define δ(S) to be 0.
In other words, the density is the probability when one takes a random time and two
random nodes such that a link may exist between them at this time, that the link indeed
exists. It is the fraction of possible links that do exist.
Notice that
∑
uv∈V⊗V |Tuv| =
∫
t∈T |Et| dt = |E|. Also,
∑
uv∈V⊗V |Tu ∩ Tv| =
∫
t∈T |Vt ⊗
Vt| dt is related to the uniformity uniondbl(S) of S, but it cannot be directly derived from |T |,
|V |, |W | and |E|.
For S defined in Figure 1 (left),
∑
uv∈V⊗V |Tuv| = |Tab|+|Tac|+|Tbc|+|Tbd| = 3+3+3+1 =
10,
∑
uv∈V⊗V |Tu ∩ Tv| = |Ta ∩ Tb|+ |Ta ∩ Tc|+ |Ta ∩ Td|+ |Tb ∩ Tc|+ |Tb ∩ Td|+ |Tc ∩ Td| =
9 + 5 + 2 + 4 + 2 + 0 = 22, and we obtain δ(S) = 10
22
∼ 0.45. For L defined in this figure
(right),
∑
uv∈V⊗V |Tuv| = 7 + 3 + 7 + 3 + 3 = 23,
∑
uv∈V⊗V |Tu ∩ Tv| = |V ⊗ V | · |T | = 60
and we obtain δ(L) = 23
60
∼ 0.38.
Notice that there is in general no relation between the density δ, the number of nodes
n and the number of links m in a stream graph, see Figure 2.
However, the classical graph relation δ = 2m
n(n−1) holds for a link stream L = (T, V,E).
Indeed, we then have Tu = Tv = |T | for all u and v, and n = |V |, which leads to:
δ(L) =
∑
uv∈V⊗V |Tuv|∑
uv∈V⊗V |T |
=
2 ·∑uv∈V⊗V |Tuv|
n · (n− 1) · |T | =
2 ·m
n · (n− 1)
9
ab
c
0 1 time
a
b
c
0 1 time
Figure 2: Two stream graphs with n = 2 nodes, m = 1 link, but with different
densities: Left: δ = 0.75. Right: δ = 1.
In addition, δ(L) is equal to the average density of Gt:
1
|T |
∫
t
δ(Gt) dt =
1
|T |
∫
t
|Et|
|Vt⊗Vt| dt =
1
|T |·|V⊗V |
∫
t
|Et| dt =
∫
t |Et| dt∫
t |Vt⊗Vt| dt
= δ(L), since, in L, Vt = V for all t.
Finally, if we consider a graph-equivalent stream, then its density is equal to the density
of the corresponding graph.
In addition to the global concept of density introduced above, we define the density
of a pair of nodes uv in V ⊗ V , the density of a node v in V , and the density at a
time instant t in T respectively as follows:
δ(uv) =
|Tuv|
|Tu ∩ Tv|
, δ(v) =
∑
u∈V,u 6=v |Tuv|∑
u∈V,u6=v |Tu ∩ Tv|
and δ(t) =
|Et|
|Vt ⊗ Vt|
.
If |Tu ∩ Tv| = 0,
∑
u∈V,u6=v |Tu ∩ Tv| = 0 or |Vt⊗ Vt| = 0, respectively, then we define δ(uv),
δ(v) and δ(t) to be 0.
The density of uv is the probability that there is a link between u and v whenever this
is possible, i.e. when they are both present. The density of v is the probability that a link
between v and any other node exists whenever this is possible, and the density of t is equal
to δ(Gt), the density of the graph Gt, i.e. the probability that a link exists between any
two nodes present at time t.
For S defined in Figure 1 (left), for instance, we obtain δ(ab) =
|Tab|
|Ta∩Tb|
= 3
9
= 1
3
and
δ(bd) =
|Tbd|
|Tb∩Td|
= 1
2
= 0.5. We also obtain δ(d) =
|Tda|+|Tdb|+|Tdc|
|Td∩Ta|+|Td∩Tb|+|Td∩Tc|
= 0+1+0
2+2+0
= 0.25 and
δ(2) =
|E2|
|V2⊗V2| =
2
3·2/2 =
2
3
.
Notice that uvt is strongly related to the concept of density: it is the probability that
u and v are linked together at time t, which is equal to 1 or 0 depending on whether
(t, uv) is in E or not. We then have δ(uv) =
∫
t∈T uvt dt∫
t∈T ut·vt dt
, δ(v) =
∑
u∈V
∫
t∈T uvt dt∑
u∈V
∫
t∈T ut·vt dt
, and
δ(t) =
∑
uv∈V⊗V uvt∑
uv∈V⊗V ut·vt . Likewise, δ(S) =
∑
uv∈V⊗V
∫
t∈T uvt dt∑
uv∈V⊗V
∫
t∈T ut·vt dt
.
In a link stream L = (T, V,E), Tv = T for all v and Vt = V for all t, and so δ(uv) =
|Tuv |
|T | = muv, δ(t) =
|Et|
|V⊗V | = lt, and, as shown above, δ(L) is equal to the average of δ(t). In
a graph-equivalent stream, δ(uv) ∈ {0, 1}, and δ(t) is equal to the density of the induced
graph.
The density δ(v) of node v is strongly related to its degree, that we introduce in Sec-
tion 8.
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6 Substreams and clusters
A graph G′ = (V ′, E ′) is a subgraph of G = (V,E) if V ′ ⊆ V and E ′ ⊆ E. This is denoted
by G′ ⊆ G.
Given two graphs G = (V,E) and G′ = (V ′, E ′), their intersection is the graph G∩G′ =
(V ∩ V ′, E ∩ E ′). It is their largest (with respect to inclusion) common subgraph. Their
union is G ∪ G′ = (V ∪ V ′, E ∪ E ′); it is the smallest graph having both G and G′ for
subgraphs.
A cluster C of G = (V,E) is a subset of V . The set of links between nodes in C is
E(C) = {uv ∈ E, u ∈ C and v ∈ C}, and G(C) = (C,E(C)) denotes the subgraph of G
induced by C.
Given a cluster C, the properties of its induced subgraph are said to be the properties
of C; for instance, δ(C) denotes δ(G(C)).
We say that a stream S ′ = (T ′, V ′,W ′, E ′) is a substream of S = (T, V,W,E) if
T ′ ⊆ T , V ′ ⊆ V , W ′ ⊆ W , and E ′ ⊆ E. We denote this by S ′ ⊆ S.
Given two stream graphs S = (T, V,W,E) and S ′ = (T ′, V ′,W ′, E ′), their intersection
is the stream graph S∩S ′ = (T ∩T ′, V ∩V ′,W ∩W ′, E∩E ′). It is their largest (with respect
to inclusion) common substream. Their union is S∪S ′ = (T ∪T ′, V ∪V ′,W ∪W ′, E∪E ′);
it is the smallest stream graph having both S and S ′ for substreams.
We define a cluster C of S = (T, V,W,E) as a subset of W . We define the set of links
between nodes involved in C as E(C) = {(t, uv) ∈ E, (t, u) ∈ C and (t, v) ∈ C}, and we
denote by S(C) = (T, V, C,E(C)) the substream of S induced by C. See Figure 3.
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Figure 3: An example of cluster with its induced substream. Left: the cluster,
displayed in blue, is C = ([1, 4]∪[5, 8])×{a}∪[5, 9]×{b}∪[3, 8]×{c}. Right: the substream
induced by C is S(C) = ([0, 10], {a, b, c, d}, C, E(C)) with E(C) = [6, 8] × {ab} ∪ [3, 4] ×
{ac} ∪ [5, 8]× {bc}.
Given a cluster C, we say that the properties of its induced substream are the properties
of C; for instance, we denote δ(S(C)) by δ(C). For any v in V , we also denote by TCv the
set of times at which v is in C, and for any u and v in V we denote by TCuv the set of time
instants at which u and v are in C and are linked together. For any t in T , we denote by
V Ct the set of nodes present at time t in C and by E
C
t the set of links between nodes in C
at time t.
In Figure 3, for instance, TCa = [1, 4] ∪ [5, 8], TCb = [5, 9], TCc = [3, 8] and TCd = ∅;
TCab = [6, 8], T
C
ac = [3, 4] ∪ {5}, and TCbc = [5, 8]; V C7 = {a, b, c} and EC7 = {ab, bc}.
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Notice that the substreams of S induced by its clusters are defined over the same set
of nodes V and the same time space T as S. We therefore define the substream of S
induced by a subset V ′ of V as the substream induced by the node cluster (T × V ′) ∩W ,
i.e. (T, V ′, (T × V ′) ∩W, (T × V ′ ⊗ V ′) ∩ E) of S. Likewise, we define the substream of S
induced by a subset T ′ of T as the substream induced by (T ′ × V ) ∩W , i.e. (T ′, V, (T ′ ×
V ) ∩W, (T ′ × V ⊗ V ) ∩ E) of S.
For the example in Figure 3, for instance, the substream induced by {a, b, c} and [6, 9]
is ([6, 9], {a, b, c}, [6, 9]× {a, b, c}, E ′) with E ′ = [6, 9]× {ab} ∪ [6, 8]× {bc}.
7 Cliques
A clique of graph G is a cluster C of G of density 1. In other words, all pairs of nodes
involved in C are linked together in G. A clique C is maximal if there is no other clique
C ′ such that C ⊂ C ′.
We define a clique of stream graph S as a cluster C of S of density 1. In other words,
all pairs of nodes involved in C are linked in S whenever both are involved in C. A clique
C is maximal if there is no other clique C ′ such that C ⊂ C ′.
We say that a clique is compact (resp. uniform) if its induced substream is compact
(resp. uniform). It is then fully defined by a set of nodes and a time interval (resp. a time
set) meaning that all pairs of nodes are linked together at all these times.
a
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Figure 4: Examples of maximal compact cliques. We display the two maximal com-
pact cliques involving three nodes of the link stream L of Figure 1 (right): [2, 4]×{a, b, c}
and [7, 8] × {b, c, d}. Its other maximal compact cliques are [0, 4] × {a, b}, [6, 9] × {a, b},
[2, 5]× {a, c}, [1, 8]× {b, c}, [7, 10]× {b, d}, [6, 9]× {c, d} (involving two nodes each).
For instance, in Figure 4 the cluster [0, 1] × {a, b} is a compact clique. However, it is
not maximal, as it is included in [0, 4] × {a, b}, which is a maximal compact clique. This
clique intersects another maximal compact clique, [2, 4]×{a, b, c}. There is a unique other
maximal compact clique involving three nodes, [8, 9] × {b, c, d}. The maximal compact
clique [0, 4]×{a, b} is not a maximal clique because it is for instance included in the clique
[0, 4]×{a, b} ∪ [6, 9]×{c, d} (which is not compact). This clique is not maximal either, as
it is for instance included in the clique [0, 4]× {a, b} ∪ [6, 9]× {c, d} ∪ [5, 6]× {d}.
A clique in S does not in general induce a clique in G(S): for instance, [0, 1]×{a, b} ∪
[8, 9] × {c, d} is a clique for the example in Figure 4 but {a, b, c, d} is not a clique in its
induced graph. Instead, for any [b, e] ⊆ T and X ⊆ V , if [b, e] × X is a compact clique
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in S then X necessarily is a clique in G(S). However, if [b, e] × X is maximal in S then
X is not necessarily maximal in G(S), see for instance [0, 4] × {a, b} in Figure 4 ({a, b}
is a clique in G(S) but it is included in its other clique {a, b, c}). Conversely, if a cluster
X of G(S) is a clique then in general there is no [b, e] such that [b, e] × X is a compact
clique in S. Finally, if one considers a graph-equivalent stream, then its maximal cliques
are necessarily compact, and they correspond exactly to the maximal cliques of its induced
graph.
8 Neighborhood and degree
In the graph G = (V,E), the neighborhood N(v) of v ∈ V is the cluster N(v) = {u, uv ∈ E},
and the degree d(v) of v is the number of nodes in this cluster, which is equal to the number
of links involving v. We then have
∑
v∈V d(v) = 2 ·m.
The average degree in G is d(G) = 1
n
·∑v∈V d(v), and the following relation between
density and average degree holds: δ(G) = d(G)
n−1 .
In a stream graph S = (T, V,W,E), we define the neighborhood of a node v as the
following cluster:
N(v) = {(t, u), (t, uv) ∈ E}
and the degree d(v) of v as the number of nodes in this cluster. As with graphs, this is
equal to the number of links involving v:
d(v) =
|N(v)|
|T | =
∑
u∈V
|Tuv|
|T | =
∑
u∈V
muv.
With this definition, each node u contributes to the degree of v proportionally to the
duration of its links with v. See Figure 5 for an illustration.
As with graphs, the sum of the degree of all nodes in S is equal to twice the number of
links in S:
∑
v∈V d(v) =
∑
v∈V
∑
u∈V
|Tuv |
|T | = 2 ·m.
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Figure 5: Two examples of neighborhoods and degrees of nodes. We display
in black the links involving the node under concern, and in grey the other links. Left:
N(a) = ([1, 3] ∪ [7, 8]) × {b} ∪ [4.5, 7.5] × {c} is in blue, leading to d(a) = 3
10
+ 3
10
= 0.6.
Right: N(c) = [2, 5]×{a} ∪ [1, 8]×{b} ∪ [6, 9]×{d} is in blue, leading to d(c) = 13
10
= 1.3.
We now define the average node degree of S as follows:
d(V ) =
1
n
·
∑
v∈V
nv · d(v) =
∑
v∈V
|Tv|
|W | · d(v)
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In this definition, the contribution of each node v to the average node degree of S is
weighted by its presence duration |Tv|.
As a consequence, there is no direct relation between the average node degree and the
total number of links of S, as illustrated in Figure 6. Likewise, the usual relation between
average node degree and density does not hold in general.
a
b
c
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Figure 6: These two stream graphs have density 1 (all possible links exist), 2 nodes, and
1 link. However, the leftmost one has average node degree d(V ) = |Ta||W |d(a) +
|Tb|
|W |d(b) +
|Tc|
|W |d(c) =
2
8
0.5 + 4
8
1 + 2
8
0.5 = 0.75 and the rightmost one has average node degree 1.
Instead, in a link stream L = (T, V,E) we have nv = 1 for all v, and so the following
relation holds: d(L) = 1
n
·∑v∈V d(v) = 2·mn . We have seen in Section 5 that δ(L) = 2·mn·(n−1)
therefore the relation δ(L) = d(L)
n−1 also holds. Going further, we have δ(v) =
∑
u∈V,u6=v |Tuv |∑
u∈V,u6=v |T | =
|N(v)|
(|V |−1)·|T | =
d(v)
n−1 .
Finally, if we consider a graph-equivalent stream, then the degree of any of its nodes is
equal to the degree of this node in the corresponding graph, and the average node degree
is preserved.
The definitions above generalize graph concepts to stream graphs. However, the tem-
poral features of stream graphs make it natural to consider other generalizations, that we
now introduce.
Given a stream graph S = (T, V,W,E), we define the instantaneous neighborhood
of a node v at time t as Nt(v) = {u, (t, uv) ∈ E}, and the instantaneous degree of v at
time t as the number of nodes in Nt(v). If v is not involved in S at time t, then Nt(v) = ∅
and dt(v) = 0. If v is involved in S at time t, then Nt(v) and dt(v) are nothing but the
neighborhood and the degree of v in the graph Gt induced by S at time t.
The degree of v is exactly the average instantaneous degree of v at time t for all t in
T : d(v) =
∫
t
dt(v)
|T | dt. It is also natural to consider the average only for t in Tv, which is
the expected instantaneous degree of v when it is involved in S; we call it the expected
degree of v and denote it by d̂(v) =
∫
t
dt(v)
|Tv | dt.
We also consider these two ways to average instantaneous degrees over nodes; either
over all nodes in V , leading to
∑
v
dt(v)
|V | which we call the degree at t and denote by d(t),
by analogy with d(v) =
∫
t
dt(v)
|T | dt; or over nodes in Vt only, leading to d̂(t) =
∑
v
1
|Vt|dt(v),
the expected degree at time t, which is exactly the average degree of Gt.
Let us now consider ways to average d(v) and d(t) over S as a whole.
The weighted average of d(v),
∑
v∈V
|Tv |
|W |d(v) =
1
n
∑
v∈V nv · d(v), is the average node
degree of S, denoted by d(V ) and introduced above. Similarly, we introduce the weighted
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average of d(t),
∫
t
|Vt|
|W |d(t) dt =
1
k
∫
t
kt · d(t) dt, which we call the average time degree of
S and denote by d(T ). Notice that, in general, d(V ) 6= d(T ), as illustrated in Figure 7.
a
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Figure 7: A simple stream graph S = (T, V,W,E) such that d(V ) 6= d(T ). Indeed, we
compute d(V ) with n = 2.5, na = nb = 1, nc = 0.5, d(a) = 0.5, d(b) = 1, and d(c) = 0.5,
leading to d(V ) = 1
n
∑
v∈V nv · d(v) = 12.5(1 · 0.5 + 1 · 1 + 0.5 · 0.5) = 0.7; and we compute
d(T ) with k = 25
3
, kt = 1 for t ∈ [0, 5], kt = 23 for t ∈]5, 10], and d(t) = 23 for all t, leading
to d(T ) = 1
k
∫
t
kt · d(t) dt = 325(
∫ 5
0
1 · 2
3
dt+
∫ 10
5
2
3
· 2
3
dt) = 3
25
(5 · 2
3
+ 5 · 4
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dt) = 3
25
· 50
9
= 2
3
.
For averages over all V and T , we obtain a unique quantity:
∑
v
1
|V |d(v) =
2|E|
|T×V | =∫
t
1
|T |d(t) dt, which is the average instantaneous degree of v at time t for a random (t, v) in
T × V ; we call it the degree of S and denote it by d(S).
Finally, it is also natural to consider the average instantaneous degree for (t, v) in W
only:
∑
v
∫
t dt(v) dt
|W | =
∫
t
∑
v dt(v) dt
|W | =
2|E|
|W | =
2m
n
. We call it the average expected degree of
S and denote it by d̂(S).
In a link stream, we have d(v) = d̂(v), d(t) = d̂(t), and d(V ) = d(T ) = d(S) = d̂(S). In
a graph-equivalent stream, we have in addition d(t) = d(V ), and, as already said, d(V ) is
the average degree in the corresponding graph and d(v) is the degree of v in this graph.
9 Clustering coefficient and transitivity ratio
In the graph G = (V,E), the clustering coefficient of a given node v is the density of its
neighborhood: cc(v) = δ(N(v)). In other words, cc(v) is the probability that two randomly
chosen neighbors of v are linked together in G. By definition of the density, if d(v) < 2 then
cc(v) = 0. The clustering coefficient of G as a whole is the average clustering coefficient of
all its nodes: cc(G) = 1
n
·∑v∈V cc(v). It is the probability when one takes a random node v
that this node has more than one neighbor and that two of its neighbors chosen at random
are linked together.
In G, the triplet (u, v, w) in V × V × V with u 6= v 6= w is a connected triplet if there
is both a link between u and v and between v and w, i.e. uv ∈ E and vw ∈ E. The set of
all connected triplets of G is denoted by ∨. If in addition there is a link between u and w,
i.e. uw ∈ E, then (u, v, w) is a triangle and the set of all triangles of G is denoted by O.
The transitivity ratio of G is the probability, when one takes a random connected triplet,
that it is a triangle: tr(G) = |O||∨| .
In a stream graph S = (T, V,W,E), we define the clustering coefficient of a given
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node v as the density of its neighborhood:
cc(v) = δ(N(v)) =
∑
uw∈V⊗V |Tvu ∩ Tvw ∩ Tuw|∑
uw∈V⊗V |Tvu ∩ Tvw|
In other words, cc(v) is the probability when one takes two random neighbors u and w of
v at time t, i.e. a random (t, uw) in T × V ⊗ V such that (t, vu) and (t, vw) are in E, that
u is linked to w in S at time t, i.e. that (t, uw) is in E. By definition of density, if there
is no such triplet then cc(v) = 0. See Figure 8 for an illustration.
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Figure 8: An example of clustering coefficient. Left: we display in lack the links
involving node c, in grey the other links, and in blue the neighborhood of c, like in Figure 5.
Right: the substream induces by N(c). The clustering coefficient of c, cc(c), is the density
of this substream. Here, we obtain cc(c) = 3
5
= 0.6.
We define the node clustering coefficient of S as the average clustering coefficient
of all its nodes, weighted by their presence in S:
cc(V ) =
1
n
·
∑
v∈V
nv · cc(v) =
∑
v∈V
|Tv|
|W | · cc(v)
In S, we say that (t, (u, v, w)) in T × (V ×V ×V ) with u 6= v 6= w is a connected triplet
if at time t there is both a link between u and v and between v and w, i.e. (t, uv) ∈ E and
(t, vw) ∈ E. We denote by ∨ the set of all connected triplets of S. If in addition there is a
link between u and w at time t, i.e. (t, uw) ∈ E, then we say that (t, (u, v, w)) is a triangle
and we denote the set of all triangles of S by O. We define the transitivity ratio tr(S)
of S as the probability, when one takes a random connected triplet, that it is a triangle:
tr(S) = |O||∨| .
In Figure 8 for instance, the set ∨ of all connected triplets contains [2, 4]×{(b, a, c), (c, a, b)}
because for all t in [2, 4] the links (t, ba) = (t, ab) and (t, ac) = (t, ca) are in E. The
set O of all triangles also contains [2, 4] × {(b, a, c), (c, a, b)} since for all t in [2, 4] the
link (t, bc) = (t, cb) also is in E. This leads to ∨ = [2, 4] × {(b, a, c), (c, a, b)} ∪ ([1, 4] ∪
[6, 8])× {(a, b, c), (c, b, a)} ∪ [7, 8]× {(c, b, d), (d, b, c)} ∪ [7, 9]× {(a, b, d), (d, b, a)} ∪ [2, 5]×
{(a, c, b), (b, c, a)} ∪ [6, 8] × {(b, c, d), (d, c, b)} ∪ [7, 9] × {(b, d, c), (c, d, b)} and O = [2, 4] ×
{(b, a, c), (c, a, b), (a, b, c), (c, b, a), (a, c, b), (b, c, a)}∪[7, 8]×{(c, b, d), (d, b, c), (b, c, d), (d, c, b),
(b, d, c), (c, d, b)}. We thus obtain tr(S) = 2·6+1·62·2+(3+2)·2+1·2
+2·2+3·2+2·2+2·2
= 9
17
∼ 0.52.
In a link stream L = (T, V,E), nv = 1 for all v, and so cc(V ) =
1
n
∑
v cc(v). In a graph-
equivalent stream, cc(v) in the stream is equal to cc(v) in the corresponding graph G, and
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cc(V ) is equal to cc(G). Likewise, the transitivity ratio of a graph-equivalent stream is
equal to the one of its corresponding graph.
Like with degrees in Section 8, the temporal features of stream graphs make it natural
to consider other generalizations of clustering coefficient, that we now introduce.
Given a stream graph S = (T, V,W,E), we define the instantaneous clustering
coefficient of v at time t as cct(v) =
∑
uw vut·vwt·uwt∑
uw vut·vwt . If v is not involved in S at time
t, then cct(v) = 0. If v is involved in S at time t, then cct(v) is exactly the clustering
coefficient of v in Gt.
Like for degrees, it is natural to consider the following ways to average the instantaneous
clustering coefficient:
∫
t
cct(v)
|Tv | dt,
∫
t
cct(v)
|T | dt,
∑
v
cct(v)
|Vt| = cc(Gt), and
∑
v
cct(v)
|V | .
Notice that cc(v) 6= ∫
t
cct(v)
|T | dt, but cc(v) is related to cct(v) by: cc(v) =
∑
uw |Tvu∩Tvw∩Tuw|∑
uw |Tvu∩Tvw| =∑
uw
∫
t vut·vwt·uwt dt∑
uw
∫
t vut·vwt dt
=
∫
t cct(v)
∑
uw vut·vwt dt∫
t
∑
uw vut·vwt dt . It is then natural to define cc(t) as such: cc(t) =∑
v cct(v)
∑
uw vut·vwt∑
v
∑
uw vut·vwt , which is exactly tr(Gt).
One may then consider the following ways to average cc(v) and cc(t):
∑
v
1
|V |cc(v),∫
t
1
|T |cc(t) dt, cc(V ) =
∑
v
|Tv |
|W |cc(v), cc(T ) =
∫
t
|Vt|
|W |cc(t) dt, and cc(S) =
∫
t
1
|T |
∑
v
cct(v)
|V | dt =∑
v
1
|V |
∫
t
cct(v)
|T | dt =
1
|T×V |
∑
v
∫
t
cct(v) dt, thus introducing the time clustering coefficient
of S, cc(T ), and the clustering coefficient of S, cc(S), by extending the definition of
cc(V ), like we did for d(T ) and d(S) from d(V ) in Section 8.
Finally, notice that cc(t), cc(v) and tr(S) may be obtained from the definition of
cct(v) =
∑
uw vut·vwt·uwt∑
uw vut·vwt as follows:
∑
v
∑
uw vut·vwt·uwt∑
v
∑
uw vut·vwt = cc(t);
∫
t
∑
uw vut·vwt·uwt dt∫
t
∑
uw vut·vwt dt = cc(v);
and
∫
t
∑
v
∑
uw vut·vwt·uwt dt∫
t
∑
v
∑
uw vut·vwt dt = tr(S).
10 Neighborhoods and degrees in and of clusters
Given a graph G = (V,E) and a cluster C of G, the internal neighborhood of v in C is
NC(v) = N(v)∩C = {u ∈ C, uv ∈ E} and its external neighborhood is NC(v) = N(v)\C =
{u 6∈ C, uv ∈ E}. The internal and external degree of v in C, denoted respectively by dC(v)
and dC(v), are the number of nodes in NC(v) and NC(v). The internal neighborhood and
the internal degree of v in C are also its neighborhood and degree in G(C).
The average degree in C, denoted by dC(C) or simply dC, is the average degree of G(C);
it is equal to the average internal degree of nodes in C.
The neighborhood N(C) of a cluster C is N(C) = ∪v∈CN(v). Notice that N(C) may
intersect C but it is not included in C in general. The numbers of nodes in N(C)∩C and
N(C) \ C are often called the internal and external degrees of C, respectively, denoted by
d(C) and d(C).
Given a stream graph S = (T, V,W,E) and a cluster C of S, we define the internal
neighborhood of v involved in C as NC(v) = ∪(t,v)∈C{(t, u) ∈ C, (t, uv) ∈ E} and the
external neighborhood of v as NC(v) = ∪(t,v)∈C{(t, u) 6∈ C, (t, uv) ∈ E}. Notice that,
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unlike for graphs, NC(v) 6= N(v)∩C and NC(v) 6= N(v)\C, and so NC(v)∪NC(v) 6= N(v)
in general. Indeed, we take into account the neighbors of v only when v is involved in C.
See Figure 9 for an illustration.
We define the internal and external degree of v involved in C, denoted respec-
tively by dC(v) and dC(v), as the number of nodes in NC(v) and NC(v). The internal
neighborhood and the internal degree of v are its neighborhood and degree in S(C).
We define the average node degree in C, denoted by dC , as the average node degree
of S(C); it is the average internal degree of nodes involved in C, weighted by their presence
in C: dC =
∑
v
|TCv |
|C| dC(v).
We define the neighborhood N(C) of cluster C as N(C) = ∪(t,v)∈C{(t, u), (t, uv) ∈
E}, see Figure 9. Notice that N(C) may intersect C but it is not necessarily included in
C. We call the numbers of nodes in N(C)∩C and N(C) \C the internal and external
degrees of C, respectively, denoted by d(C) and d(C).
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Figure 9: An example of cluster (in blue) with its neighborhood (in red).
C = ([1, 3] ∪ [6, 10]) × {b} ∪ [7, 9] × {a}. We then have NC(a) = [7, 9] × {b}, NC(a) = ∅,
NC(b) = [7, 9]×{a}, NC(b) = ([1, 2]∪ [9, 10])×{a} ∪ [2, 3]×{c}, NC(c) = NC(c) = ∅, and
N(C) = ([1, 2]∪ [7, 10])×{a} ∪ [7, 9]×{b} ∪ [2, 3]×{c}. The intersection of N(C) with C
appears as overlaps between blue and red areas, leading to d(C) = |[7,9]×{b}∪[7,9]×{a}|
10
= 0.4
and d(C) = |([1,2]∪[9,10])×{a}∪[2,3]×{c}|
10
= 0.3.
In a graph-equivalent stream, any compact cluster C = TC × VC induces the cluster
VC in the corresponding graph, and the internal (resp. external) neighborhood of any
node involved in C is equal to TC times its internal (resp. external) neighborhood in VC .
Likewise, the neighborhood of C in the stream is equal to TC times the neighborhood of
VC in the graph.
11 Relations between clusters and quotient stream
Let us consider a family F = (C1, C2, . . . , Ck) of k clusters of G = (V,E). The quotient
graph induced by F is the graph Q = ({1, 2, . . . , k}, E ′) where ij is in E ′ if i 6= j and there
is a u in Ci and a v in Cj such that uv is in E. Notice that, if F = ({v})v∈V then Q is
equivalent to G.
The intra-cluster density δ(F ) of F is the probability, when one takes a random pair
of distinct nodes in a same cluster of F , that there is a link between them in G: δ(F ) =∑
i |(Ci⊗Ci)∩E|∑
i |Ci⊗Ci| . The inter-cluster density δ(F ) of F is the probability, when one takes a
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random pair of distinct nodes in two different clusters of F , that there is a link between
them in G: δ(F ) =
∑
i6=j |(Ci⊗Cj)∩E|∑
i 6=j |Ci⊗Cj | .
The density δ(C) of C is equal to the intra-cluster density of the family composed of C
alone, or the inter-cluster density of the family (C,C). The external density of C, denoted
by δ(C), is defined as the inter-cluster density of the family (C, V \C). It is the probability
when one takes a random node u in C and a random node v outside C that there is a link
between them in G.
Given a family F = (C1, C2, . . . , Ck) of k clusters of S = (T, V,W,E), we define the
quotient stream induced by F as the stream graph Q = (T, {1, 2, . . . , k},W ′, E ′) where
(t, i) is in W ′ when there is a v such that (t, v) is in Ci, and (t, ij) is in E ′ when i 6= j
and there is a (t, u) in Ci and (t, v) in Cj such that (t, uv) is in E. See Figure 10 for an
illustration. Notice that, if F = (Tv × {v})v∈V then Q is equivalent to S.
a
b
c
d
0 2 4 6 8 time
A
B
C
0 2 4 6 8 time
Figure 10: Example of quotient stream induced by a family of clusters. Left: a
stream graph and a family F = (A,B,C) of clusters with A = [0, 3] × {a} ∪ [7, 10] × {b}
(in red), B = [2, 6] × {b} ∪ [8, 10] × {d} (in blue), and C = [3, 8] × {c} ∪ [0, 5] × {d} (in
green). Right: the induced quotient stream. For instance, there is a link between A and
C from time 7 to time 8 because there is a link between b and c at these times, and b is in
A and c is on C at these times.
The intra-cluster density δ(F ) of F is the probability, when one takes a random
element (t, uv) of T × V ⊗ V such that (t, u) and (t, v) are in a same cluster of F , that
there is a link (t, uv) in S:
δ(F ) =
∑
i
∑
u6=v |TCiu ∩ TCiv ∩ Tuv|∑
i
∑
u6=v |TCiu ∩ TCiv |
The inter-cluster density δ(F ) of F is the probability, when one takes a random
element (t, uv) of T × V ⊗ V such that (t, u) and (t, v) are in different clusters of F , that
there is a link (t, uv) in S:
δ(F ) =
∑
i 6=j
∑
u6=v |TCiu ∩ TCjv ∩ Tuv|∑
i 6=j
∑
u6=v |TCiu ∩ TCjv |
As with graphs, the density δ(C) of C is equal to the intra-cluster density of the
family composed of C alone, or the inter-cluster density of the family (C,C). We define
the external density of C, denoted by δ(C), as the inter-cluster density of the family
(C,W \ C). It is the probability when one takes a random (t, u) in C and a random (t, v)
in W but outside C that there is a link (t, uv) between them in S.
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12 Line streams
The line-graph Ĝ of G = (V,E) is the graph Ĝ = (E, Ê) where each node is a link of G
and two nodes are linked together if they have an extremity in common: if A = uv and
B = xy are two elements of E then AB is in Ê if {u, v} ∩ {x, y} 6= ∅. In general, ̂̂G 6= G.
The set of links in G involving a given node v corresponds to a cluster in Ĝ and this
cluster has density 1. If instead we consider a set C of independent links (i.e. if uv and
xy are in C then {u, v} ∩ {x, y} = ∅) then the corresponding cluster in Ĝ has density 0.
Finally, if we consider a clique of G, then the cluster of Ĝ corresponding to the links of
this clique has density lower than 1, and it tends to 0 when the size of the clique grows.
We define the line-stream Ŝ of S = (T, V,W,E) as the stream graph Ŝ = (T, V̂ , Ŵ , Ê).
The set V̂ = {uv,∃(t, uv) ∈ E} is the set of links in G(S). The set Ŵ is such that each
node A = uv is present in Ŝ during the times at which the link uv is present in S, leading
to Ŵ = E. Finally, for all A = uv and B = xy in V̂ there is a link (t, AB) in Ê if
{u, v} ∩ {x, y} 6= ∅ and {(t, uv), (t, xy)} ⊆ E. In other words, A and B are linked together
at time t if they have an extremity in common and are both present at time t. See Figure 11
for an illustration. As with graphs, in general
̂̂
S 6= S.
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Figure 11: A stream graph and its line stream. For instance, the node ab is present
in the line stream from time 1 to time 6 because a and b are linked together from time 1 to
time 6 in the original stream. There is a link between nodes ab and bc in the line stream
at time 4 because {a, b} ∩ {b, c} = {b} 6= ∅ and (4, ab) and (4, bc) are both present in the
original stream.
The set of links in S involving a given node v corresponds to a cluster in Ŝ, and this
cluster has density 1. If instead we consider a set C of independent links (i.e. if (t, uv) and
(s, xy) are in C then {u, v} ∩ {x, y} = ∅ or t 6= s) then the corresponding cluster in Ŝ has
density 0. As with graphs, the density of a cluster of Ĝ corresponding to the links of a
clique of G tends to 0.
For all t, the graph induced by Ŝ at time t is the line graph of Gt. As a consequence,
the line-stream of a graph-equivalent stream is a graph-equivalent stream too, and its
corresponding graph is the line graph of the graph corresponding to the initial stream.
13 k-cores
The k-core of the graph G = (V,E) is its largest cluster Ck ⊆ V such that, for all v in Ck,
d(v) ≥ k in the sub-graph G(Ck) of G induced by Ck. This cluster is unique for a given k,
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and Ck+1 ⊆ Ck for all k. The k-core may be computed by iteratively removing from G all
elements of V of degree lower than k. The 0-core of G is V , and the k-core contains all
cliques of size k + 1 of G. The core number of v in V is the largest k such that v ∈ Ck.
The k-shell of G is Ck+1 \ Ck.
We define the k-core of the stream graph S = (T, V,W,E) as its largest cluster Ck ⊆ W
such that, for all (t, v) in Ck, dt(v) ≥ k in the sub-stream S(Ck) of S induced by Ck. See
Figure 12 for an illustration.
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Figure 12: A link stream L, its k-shells and its 2-core. Each color corresponds to a
k-shell of L: its 0-shell in blue, its 1-shell in green, and its 2-shell in red. In this example,
the 2-shell also is the 2-core of L. For instance, (2, a) is not in the 2-core since d2(a) = 1
in L. As a consequence, although d2(c) = 2 in L, since (2, c) is linked to (2, a), it cannot
have instantaneous degree 2 in the 2-core, and so (2, c) is not in the 2-core either.
This cluster is unique for a given k, and Ck+1 ⊆ Ck for all k. The k-core may be
computed by iteratively removing from S all elements of W of instantaneous degree lower
than k. The 0-core of S is W , and the k-core contains all compact cliques of S involving
k+1 nodes. We define the core number of (t, v) in W as the largest k such that (t, v) ∈ Ck,
and the k-shell of S as Ck+1 \ Ck.
Notice that, for all t, the set of nodes v such that (t, v) ∈ Ck is exactly k-core of Gt.
As a consequence, the k-core of a graph-equivalent stream is T times the k-core of the
corresponding graph.
14 Paths and distances
In a graph G = (V,E), a path P from u ∈ V to v ∈ V is a sequence (u0, v0), (u1, v1),
. . . , (uk, vk) of elements of V × V such that u0 = u, vk = v, and for all i, ui = vi−1 and
uivi ∈ E. The path P involves u, v, and vi for all i ∈ [1, k − 1], and the integer k + 1 is
the length of P . If there exists a path from u to v in G then v is reachable from u, which
is denoted by u— v. Reachability is symmetric: u— v implies v—u.
A subpath Q of P is a subsequence (ui, vi), (ui+1, vi+1), . . . , (uj, vj) of the sequence
defining P , with j ≥ i. Then, Q is a path from ui to vj.
The path P is a cycle if k > 0 and u = v. In other words, it is a nonempty path from v
to itself. If P has no subpath that is a cycle, then P is a simple path. If P is a cycle and
has no subpath other than P itself that is a cycle, then P is a simple cycle. If there exists
no simple cycle in G then G is acyclic. If Q is a subpath of P and is a cycle from ui to vj
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(hence vi−1 = ui = vj = uj+1) then P ′ = (u0, v0), . . . , (ui−1, vi−1), (uj+1, vj+1), . . . , (uk, vk)
also is a path from u to v. If one iteratively removes the cycles of P in this way, one
eventually obtains a simple path from u to v.
The path P is a shortest path from u to v if there is no path in G of length lower than
k. Then, k is called the distance between u and v and it is denoted by ∂(u, v). If there is
no path between u and v then their distance is infinite. The diameter of G is the largest
finite distance between two nodes in V .
In a stream graph S = (T, V,W,E), a path P from (α, u) ∈ W to (ω, v) ∈ W is a
sequence (t0, u0, v0), (t1, u1, v1), . . . , (tk, uk, vk) of elements of T ×V ×V such that u0 = u,
vk = v, t0 ≥ α, tk ≤ ω, for all i, ti ≤ ti+1, vi = ui+1, and (ti, uivi) ∈ E, [α, t0]× {u} ⊆ W ,
[tk, ω]× {v} ⊆ W , and for all i, [ti, ti+1]× {vi} ⊆ W .
We say that P involves (t0, u), (tk, v), and (t, vi) for all i ∈ [1, k − 1] and t ∈ [ti, ti+1].
We say that path P starts at t0, arrives at tk, has length k + 1 and duration tk − t0.
See Figure 13 for an illustration.
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Figure 13: Paths in a stream graph. Left: a path P1 from (1, d) to (9, c):
P1 = (2, d, b), (3, b, a), (5, a, c). This path has length 3 and duration 3. Center:
another path P2 from (1, d) to (9, c): P2 = (2, d, b), (3, b, a), (7.5, a, b), (8, b, c). This
path has length 4 and duration 6. Right: a path P3 from (0, b) to (8, a): P3 =
(2, b, a), (5, a, c), (6.5, c, b), (7.5, b, a). This path has length 4 and duration 5.5.
If there exists a path from (α, u) to (ω, v) in S, we say that (ω, v) is reachable from
(α, u), which we denote by (α, u) 99K (ω, v). Notice that reachability is asymmetric: if
(α, u) 99K (ω, v) then in general (ω, v) X99K (α, u) (in particular this is always true if α 6= ω).
We say that v is reachable from u if there exists α and ω such that (α, u) 99K (ω, v), which
we also denote by u 99K v. Reachability is asymmetric in this case too: in Figure 13, for
instance, d 99K c (through P1) but c X99K d. We discuss reachability in more details and we
give more complex examples in Section 15.
A subpath Q of path P is a subsequence (ti, ui, vi), (ti+1, ui+1, vi+1), . . . , (tj, uj, vj) of
the sequence defining P , with j ≥ i. Then, Q is a path from (ti, ui) to (tj, vj). In Figure 13,
for instance, Q1 = (5, a, c), Q2 = (3, b, a), (7.5, a, b) and Q3 = (5, a, c), (6.5, c, b), (7.5, b, a)
are subpaths of P1, P2 and P3, respectively.
The path P is a cycle if u = v and [α, ω]×{v} ⊆ W . In other words, it is a path from
v at time α to itself at time ω such that v is present at all times from α to ω. This means
that there is a path of length and duration 0 (i.e. the empty sequence) from (α, v) to (ω, v)
in S. For instance, Q3 defined above is a cycle, but Q2 is not since b is not present from
time 3 to time 7.5.
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If P has no subpath that is a cycle, then we say that P is a simple path. If P is a
cycle and has no subpath other than P itself that is a cycle, then P is a simple cycle. If
there exists no simple cycle in S then S is acyclic.
If Q is a subpath of P and is a cycle from (ti, ui) to (tj, vj) (hence tj ≥ ti, vi−1 =
ui = vj = uj+1, and [ti−1, tj+1] × {ui} ⊆ W ) then P ′ = (t0, u0, v0), . . . , (ti−1, ui−1, vi−1),
(tj+1, uj+1, vj+1), . . . , (tk, uk, vk) also is a path from (α, u) to (ω, v). If one iteratively re-
moves the cycles of P in this way, one eventually obtains a simple path from (α, u) to
(ω, v). In Figure 13, for instance, P1 and P2 are simple paths but P3 is not. Instead, the
path (2, b, a) obtained by removing Q3 from P3 is simple path.
Paths in stream graphs are quite different from paths in graphs. First, as already said,
their temporal nature makes them asymmetric: the existence of a path from u to v does
not imply the existence of a path from v to u. In addition, paths in stream graphs have
a length like in graphs but also a duration. This leads to the following set of definitions,
that capture different notions for the cost of reaching a node from another one.
We say that P is a shortest path from (α, u) to (ω, v) if it has minimal length, and
we call this length the distance from (α, u) to (ω, v), denoted by ∂((α, u), (ω, v)). The
distance ∂(u, v) from u to v is the minimal such distance for all α and ω in T , and a shortest
path from u to v is a path from u to v with length ∂(u, v). For instance, in Figure 13, the
path P1 is a shortest path from (1, d) to (9, c) but P2 is not. It is impossible to reach c
from d with a shorter path, therefore P1 also is a shortest path from d to c and ∂(d, c) = 3.
We say that P is a fastest path from (α, u) to (ω, v) if it has minimal duration, and
we call this duration the latency from (α, u) to (ω, v), denoted by `((α, u), (ω, v)). The
latency `(u, v) from u to v is the minimal such latency for all α and ω in T , and a fastest
path from u to v is a path from u to v with duration `(u, v). For instance, in Figure 13,
the path P1 is not a fastest path from (1, d) to (9, c) since it has duration 3 and there is
another path from (1, d) to (9, c) having duration 1.5, namely (3, d, b), (3, b, a), (4.5, a, c).
This is a fastest path from (1, d) to (9, c) as no faster path exists. Since there is no other
path from d to c with lower duration, it also is a fastest path from d to c and `(d, c) = 1.5.
We denote by Tα(u, (t, v)) the time to reach (t, v) from u at time α as follows:
Tα(u, (t, v)) = ω−α where ω ≤ t is the minimal value such that there is a path from (α, u)
to (ω, v) in S and [ω, t] ⊆ Tv. We call such a path a foremost path from (α, u) to (t, v).
For instance, in Figure 13, the times to reach (5, a), (3, b), (10, b), and (5, c) from (1, d)
are 1, 1, 5 and 3.5, respectively. Corresponding foremost paths are F5,a = (2, d, b), (2, b, a),
F3,b = (2, d, b), F10,b in {(x, d, b), (y, b, a), (z, a, c), (6, c, b), x ∈ [2, 3], y ∈ [x, 3], z ∈ [4.5, 6]},
and F5,c in {(x, d, b), (y, b, a), (4.5, a, c), x ∈ [2, 3], y ∈ [x, 3]}.
If there is no path from (α, u) to (ω, v) then we assert that ∂((α, u), (ω, v)), `((α, u), (ω, v)),
and Tα(u, (ω, v)) are infinite. We respectively define the diameter, the lapse, and the
flood time of S as the largest finite distance, the largest finite latency, and the largest
finite time needed to reach an element of W from an element of W .
One may combine the notions above by considering for instance fastest shortest paths
(the ones of minimum duration among those of minimal length) or shortest fastest paths
(the ones of minimal length among those of minimal duration). For instance, in Figure 13,
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the unique fastest shortest path from (1, d) to (9, c) is (3, d, b), (3, b, a), (4.5, a, c). The
fastest shortest paths from (0, a) to (9, c) are (x, a, c) for x in [4.5, 7.5]. The fastest shortest
paths from (7.6, a) to (9, c) are (x, a, b), (x, b, c) for x in [7.6, 8]. The fastest shortest paths
from (0, b) to (6, b) are (3, b, a), (x, a, c), (6, c, b) for x in [4.5, 6]. We discuss shortest fastest
paths in more details and consider more complex examples in Section 17 for betweenness
definitions.
Many extensions of the concept of path in streams make sense and have been considered
in the literature (see Section 21 for references). We present two of the most common ones
below.
First, one may capture the fact that transmission through a link has a cost, leading
to the following notion: for a given γ, a γ-path P from (α, u) ∈ W to (ω, v) ∈ W is a
sequence (t0, u0, v0), (t1, u1, v1), . . . , (tk, uk, vk) of elements of T ×V ×V such that u0 = u,
vk = v, t0 ≥ α, tk ≤ ω − γ, for all i, ti ≥ ti−1 + γ, ui = vi−1, [ti, ti + γ]× {uivi} ⊆ E, and
[ti, ti+1]×{vi} ⊆ W . The paths discussed since the beginning of this section are equivalent
to γ-paths with γ = 0, and concepts like reachability, cycles, distances, latencies, and
others may easily be extended to this more general case. Notice also that γ may be a
function of the links, involved nodes, time, and other complex features, thus capturing the
fact that different links may induce different delays, that delay may vary over time, etc.
Another natural generalization consists in capturing the fact that nodes cannot forward
information without delay. One then needs to add the constraint ti+1 ≥ ti + γ′ to the
previous definition, where γ′ captures the delay induced by node forwarding. Similarly,
one may want to impose non-null delays on links and/or nodes but without bounds on
these delays. The condition above then becomes ti+1 > ti.
If P = (t0, u0, v0), . . . , (tk, uk, vk) is a path of length k in S, then (u0, v0), . . . , (uk, vk)
is a path of length k in the induced graph G(S). If it is a cycle in S, it is also a cycle in
G(S). However, the converse claims are false: paths in G(S) do not correspond to paths
in S, and in particular a node may be reachable from another node in G(S) but not in
S. Notice also that the distance between two nodes in G(S) is bounded by the size of V ,
whereas it is unbounded in S. For instance, if T = [0, x] for a given integer x, V = {a, b},
Ta =
⋃
i=0,1,...[2i, 2i+1], Tb =
⋃
i=0,1,...[2i+1, 2i+2], and Tab = {i, i = 1, . . . }, then the path
(0, a, b), (1, b, a), (2, a, b), . . . of length x is a shortest path from (0, a) to (x, a) or (x, b).
In a link stream L = (T, V,E), since nodes are always present, the definition of path is
much simpler: a path P from (α, u) ∈ T × V to (ω, v) ∈ T × V is a sequence (t0, u0, v0),
(t1, u1, v1), . . . , (tk, uk, vk) of elements of T × V × V such that u0 = u, vk = v, t0 ≥ α,
tk ≤ ω, ti ≥ ti−1, ui = vi−1, and (ti, uivi) ∈ E. In this case, as with graphs, the distance is
bounded by the size of V . In addition, if (α, u) 99K (ω, v) then for all α′ ≤ α and ω′ ≥ ω,
(α′, u) 99K (ω′, v). However, the existence of a path between two given nodes in G(L) still
does not imply in general the existence of a path between them in L. For instance, if
T = [0, 1], V = {a, b, c, d}, and E = {(0, ab), (0, cd), (1, bc)} then there is a path between a
and d in G(L) but not in L.
In a graph-equivalent stream, there is a path from a node to another one in the stream
if and only if there is a path between them in the corresponding graph, and the shortest
24
paths have the same length. As a consequence, the distance between two nodes is the same
in the stream and its corresponding graph, and a path is a cycle in the stream if and only
if the corresponding path is a cycle in the graph.
15 Connectedness and connected components
A graph G = (V,E) is connected if for all u and v in V there is a path between u and v in G.
A cluster C is connected if G(C) is connected, and it is a maximal connected cluster if it is
included in no other connected cluster. These clusters are called the connected components
of G, and they form a partition 3 of V . The reachability graph of G is the graph R = (V,E ′)
where uv ∈ E ′ if u— v in G. The connected components of G are exactly but the cliques
of R.
Given a stream graph S = (T, V,W,E), we say that (ω, v) is weakly reachable from
(α, u), which we denote by (α, u) - - - (ω, v), if there is a sequence (t0, u0, v0), (t1, u1, v1),
. . . , (tk, uk, vk) of elements of T × V × V such that u0 = u, vk = v, for all i, vi = ui+1, and
(ti, uivi) ∈ E, [α, t0] × {u} ⊆ W , [tk, ω] × {v} ⊆ W , and for all i, [ti, ti+1] × {vi} ⊆ W .
This sequence is similar to a path from (α, u) to (ω, v), except for time constraints: we do
not necessarily have t0 ≥ α, ti+1 ≥ ti, nor ω ≥ tk. As a consequence, weak reachability
is symmetric: if (α, u) - - - (ω, v) then (ω, v) - - - (α, u). In Figure 14 for instance, we have
(9, d) - - - (3, g) through the sequence (8, d, e), (3, e, f), (1, f, g).
We say that S is weakly connected if for all (α, u) and (ω, v) in W , (α, u) - - - (ω, v).
We say that a cluster C ⊆ W is weakly connected if its induced substream S(C) is weakly
connected. It is a weakly connected component of S if it is a maximal weakly connected
cluster of S. Intuitively, this corresponds to the disconnected parts of a drawing of S, see
Figure 14 for an illustration.
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Figure 14: Weakly connected components of a stream graph. This stream graph
has four weakly connected components, each displayed with a different color: [5, 7]×{a, b}
in blue, ([0, 3] ∪ [8, 10])× {b} ∪ [0, 10]× {c} ∪ [3, 7]× {d} in pink, ([0, 2] ∪ [8, 10])× {d} ∪
[0, 10]× {e} ∪ [0, 4]× {f, g} in green, and [7, 10]× {f} ∪ [5, 10]× {g} in orange.
3A partition of a set X into k parts is a family (P1, P2, · · · , Pk) of k subsets of X such that ∪iPi = X
and Pi ∩ Pj = ∅ for all i 6= j.
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We say that S = (T, V,W,E) is strongly connected if for all (α, u) and (ω, v) in
W with α ≤ ω there is a path from (α, u) to (ω, v) in S. We say that a cluster C is
strongly connected if S(C) is strongly connected. We say that C is a maximal strongly
connected cluster if it is included in no other strongly connected cluster. See Figure 15 for
an illustration. The examples in this figure show that the maximal connected clusters of
S do not in general lead to a partition of W .
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Figure 15: Strongly connected clusters in a link stream (left) and a stream
graph (right). Left: this link stream is not strongly connected, since (0, a) X99K (0, d), for
instance. It has only two maximal strongly connected clusters, namely [0, 10]× {a, b, c} ∪
[5, 10]× {d, e} (in blue) and [0, 10]× {d, e} ∪ [5, 10]× {a, b, c} (in pink), which overlap. It
also contains an infinity of strongly connected clusters which are not maximal and may
have an intricate structure, like for instance [0, 4]× {a, b, c} ∪ [4, 5]× {c} ∪ [5, 9]× {a, b} ∪
[9, 9.5] × {c} ∪ [9, 10] × {d}. Right: this stream graph is not strongly connected, since
(0, a) X99K (1, d), for instance. The cluster [2, 3] × {a, b, d} is strongly connected but not
maximal as it is included in [2, 3] × {a, b, d} ∪ [1, 2] × {a, b}, which is strongly connected
too. This cluster is not a maximal strongly connected cluster either, as it is included in
[2, 3]×{a, b, d}∪ [1, 2]×{a, b}∪ [0, 1]×{a} and [2, 3]×{a, b, d}∪ [1, 2]×{a, b}∪ [0, 1]×{b}
which are both strongly connected. Notice however that the union of these two clusters is
not strongly connected, as (0, a) X99K (0, b) for instance. They are not maximal either, but
they are included (among others) respectively in [2, 3]×{a, b, d} ∪ [1, 2]×{a, b} ∪ [0, 10]×
{a} ∪ [7, 8]× {a, b, c} (in blue) and [2, 3]× {a, b, d} ∪ [1, 2]× {a, b} ∪ [0, 4]× {b} (in pink)
which both are maximal strongly connected clusters of this stream graph.
If S is strongly connected then there is a path between u and v in Gt for all (t, u)
and (t, v) in W , i.e. Gt is a connected graph for all t. However, Gt may be connected for
all t even though S is not strongly connected. This happens for instance if T = [0, 3],
V = {a, b}, W = [0, 1]× {a} ∪ [2, 3]× {b} and E = ∅.
If S is compact, though, it is strongly connected if and only if Gt is connected for all t
in T . Indeed, as already said, if S is strongly connected then Gt necessarily is connected.
Conversely, if Gt is connected for all t in T then S necessarily is strongly connected: assume
there exist (α, v) and (ω, u) in W with ω ≥ α such that (α, v) X99K (ω, u); since S is compact,
(α, v) 99K (ω, v), and so this implies that (ω, v) X99K (ω, u), which contradicts the fact that
Gω is connected.
A cluster C is a maximal strongly connected compact cluster if it is compact,
strongly connected, and included in no other strongly connected compact cluster. For
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instance, the link stream of Figure 15 (left) has three maximal strongly connected compact
clusters, namely [0, 10]×{a, b, c}, [0, 10]×{d, e}, and [5, 10]×{a, b, c, d, e}. These clusters
overlap, and so maximal strongly connected compact clusters do not result in partition of
W .
If C = TC×VC is a maximal strongly connected compact cluster, then, even though VC
necessarily is a connected cluster of Gt, it is not in general a connected component of Gt.
In Figure 15 (left) for instance, {a, b, c} is not a connected component of G6 (it is included
in the connected component {a, b, c, d, e} of G6), although [0, 10] × {a, b, c} is a maximal
strongly connected compact cluster.
This leads to the following definition of strongly connected components of S: a
strongly connected component C of S is a maximal compact cluster C = TC × VC such
that VC is a connected component of Gt for all t in TC . This implies that C is a (not nec-
essarily maximal) strongly connected compact cluster. For instance, the maximal strongly
connected compact cluster [0, 10] × {a, b, c} of the link stream of Figure 15 (left) is not a
connected component because {a, b, c} is not a connected component of G6. We display in
Figure 16 the connected components of our two examples.
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Figure 16: Connected components in a link stream (left) and a stream
graph (right). We indicate each component C = TC × VC with a rectangle. Left:
in this link stream, the connected components are [0, 5[×{a, b, c}, [0, 5[×{d, e}, and
[5, 10] × {a, b, c, d, e}. Right: in this stream graph, the connected components are
[0, 1[×{a}, [0, 1[×{b}, [1, 2[×{a, b}, [1, 2[×{d}, [2, 3] × {a, b, d}, ]3, 4] × {b}, ]3, 4.5[×{a},
[4, 4.5[×{c}, [4.5, 6[×{a, c}, [5, 6[×{b}, [6, 8] × {a, b, c}, ]8, 10] × {a}, ]8, 9] × {b, c}, and
]9, 10]× {b}.
The set of all strongly connected components of S is a partition of W . Indeed, each
(t, v) in W clearly is in a connected component of S. Conversely, if (t, v) is in two distinct
connected components C = TC × VC and D = TD × VD of S, then it means that VC and
VD are two connected components of Gt to which v belongs, which implies that VC = VD.
But then, (TC ∪ TD) × VC also is a strongly connected component, which contradicts the
hypothesis.
Notice that the maximal clusters of S such that for all t the set of nodes involved in
them at time t is a connected component of Gt (but are not necessarily compact) do not
lead to a partition of W . For instance, the two maximal strongly connected clusters of the
link stream of Figure 15 (left) both have these properties but they overlap.
Given a stream graph S = (T, V,W,E), we define its reachability stream graph
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R = (T, V,W,E ′) where E ′ is the set of all (t, uv) in T × V ⊗ V such that v—u in Gt. In
other words, there is a link between u and v at time t in R if there is a path in S from
u to v at time t. The strongly connected compact clusters of S are exactly the compact
cliques of R.
In a link stream L = (T, V,E), the weakly connected components of L are exactly the
compact clusters C = T × VC such that VC is a connected component of G(L). However,
strong connectivity in link stream has only a few additional properties compared to strong
connectivity in stream graphs in general, as illustrated in the figures of this section (the
leftmost example is a link stream). Just notice that for all v in V , for all α and ω in T
with ω ≥ α, (α, v) 99K (ω, v) (thanks to an empty path). As a consequence, for all (α, u)
and (ω, v) in T × V , if (α, u) 99K (ω, v) then for all α′ ≤ α, (α′, u) 99K (ω, v) and for all
ω′ ≥ ω, (α, u) 99K (ω′, v).
In a graph-equivalent stream, the strongly connected components are equivalent to the
connected component of the corresponding graph.
16 Trees and cascades
A graph G = (V,E) is a tree of root r, with r ∈ V , if for all v in V there is a unique simple
path from r to v in G. Then, G is connected and acyclic, and any connected acyclic graph
(with a distinguished node r) is a tree (of root r). This also implies that for all v 6= r in V
there is a unique u 6= v such that u is the last node before v on the simple path from r to
v, called the predecessor of v and denoted by p(v). In addition, the predecessor of the root
is the root itself: p(r) = r.
Given a graph G = (V,E), a subgraph G′ = (V ′, E ′) of G is a shortest-path tree of root
r if it is a tree of root r and for all v in V ′, the simple path from r to v in G′ is a shortest
path from r to v in G. A cascade is a maximal shortest-path tree.
We say that a stream graph S = (T, V,W,E) is a tree of root r, with r ∈ W , if for
all (t, v) in W there is a unique simple path from r to (t, v) in S. Then, S necessarily is
weakly connected and acyclic, but the converse is not true. Notice also that a tree is not
strongly connected in general. See Figure 17 for an illustration.
If S = (T, V,W,E) is a tree of root r, then for all (t, v) 6= r in W either there is a
unique last (t′, u) with u 6= v before (t, v) involved in the simple path from r to (t, v), and
we call it the predecessor of v at time t, or the simple path from r to (t, v) is the empty
sequence, and we say that the predecessor of v at time t is r. We denote the predecessor by
p(t, v). In Figure 17, for instance, p(5, c) = (4.5, a), p(6, b) = (6, c), and p(1, b) = (0, b) = r
in S1 and p(9, c) = (7, b) in S2.
If S is a tree of root r and α is the first time at which any node is involved in S, i.e.
α = min{t, (t, v) ∈ W}, then necessarily r is in ({α} × V ) ∩W . In other words, the root
of S necessarily is one of the very first node occurrences in S. Moreover, it also is a tree
of root r′ for all r′ in ({α} × V ) ∩W . In Figure 17 (right), for instance, S2 also is a tree
of root (2, a) and a tree of root (2, d).
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Figure 17: Examples of trees. We consider a stream graph S = (T, V,W,E) and display
two of its substreams that are trees. Left: the tree S1 = (T, V,W1, E1) (in blue) of root
(0, b) (in pink), with W1 = [1, 4.5] × {a} ∪ ([0, 2] ∪ {6}) × {b} ∪ [4.5, 6] × {c} ∪ {(2, d)}
and E1 = {(1, ab), (2, bd), (4.5, ac), (6, bc)}. Right: the tree S2 = (T, V,W2, E2) (in blue)
of root (2, b) (in pink), with W2 = ([2, 6] ∪ [8, 9]) × {a} ∪ ([6, 7] ∪ [8, 10]) × {b} ∪ ([5, 6] ∪
[7, 9])× {c} ∪ [2, 3]× {d} and E2 = {(2, ab), (2, bd), (5, ac), (6, bc), (7, bc), (8, bc), (8, ab)}.
Given a stream graph S = (T, V,W,E), we say that a substream S ′ = (T, V,W ′, E ′)
of S is a shortest-path tree of root r if it is a tree of root r and for all (t, v) in W ′,
the simple path from r to (t, v) in S ′ is a shortest path from r to (t, v) in S. We define
similarly fastest-path trees and foremost-path trees. In Figure 17, for instance, S1 is
a foremost-path tree of S.
For a given r in W , we denote by R(r) the cluster of all elements of W reachable from
r, and we call it the reachable cluster of r. We say that the substream S ′ is a cascade
of root r if it is a maximal foremost-path tree, in the sense that it is included in no other
foremost-path tree with the same root.
If S is a graph-equivalent stream and S ′ ⊆ S is a tree of root r = (t, v), then its induced
graph G(S ′) is a tree of root v. If S ′ is a shortest path tree of S then G(S ′) is a shortest
path tree of G(S). The same holds for cascades.
17 Closeness and betweenness centralities
In a graph G = (V,E), the closeness of a node v measures its proximity to other nodes:
C(v) =∑u6=v 1∂(v,u) . The betweenness of v measures how frequently v is involved in shortest
paths in G: B(v) = ∑u∈V,w∈V σ(u,w,v)σ(u,w) where σ(u,w,v)σ(u,w) is the fraction of all shortest paths
from u to w that involve v if there is a path from u to w, 0 otherwise. In other words, the
betweenness of v in V is the number of pairs of elements u and w of V , each counted with a
weight equal to the fraction of shortest path between them that involve v. The betweenness
of any cluster X ⊆ V is B(X) = ∑u∈V,w∈V σ(u,w,X)σ(u,w) where σ(u,w,X)σ(u,w) is the fraction of all
shortest paths from u to w that involve an element of X, if u—w, 0 otherwise. Notice
that B(v) = B({v}).
In the stream graph S = (T, V,W,E), we define a general concept of closeness of a
node v at a time instant t, with (t, v) ∈ W , as follows:
Ct(v) =
∑
u∈V
∫
s∈T
(s,u) 6=(t,v)
1
ct(v, (s, u))
ds
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where ct(v, (s, u)) represents the cost to reach (s, u) from v at time t.
The cost ct(v, (s, u)) may be captured in various ways, the most basic being the time
to reach (s, u) from v at time t: ct(v, (s, u)) = Tt(v, (s, u)). Notice however that we must
have ct(v, (s, u)) 6= 0 for all (s, u) 6= (t, v). To ensure this, one may for instance define
ct(v, (s, u)) as the length of a non-empty shortest foremost path from (t, v) to (s, u), i.e.
∂((t, v), (t+Tt(v, (s, u)), u)) if it is different from 0. One may also combine both approaches
by assuming that traversing a link has a cost γ, leading to the following cost function:
ct(v, (s, u)) = Tt(v, (s, u)) + γ · ∂((t, v), (t+ Tt(v, (s, u)), u)).
We now define the betweenness of a node v ∈ V at a time instant t ∈ T , with
(t, v) ∈ W , as follows:
B(t, v) =
∑
u∈V,w∈V
∫
i∈Tu,j∈Tw
σ((i, u), (j, w), (t, v))
σ((i, u), (j, w))
di dj
where σ((i,u),(j,w),(t,v))
σ((i,u),(j,w))
is the fraction of all shortest fastest paths from u at time i to w at
time j that involve v at time t if there is a path from (i, u) to (j, w), 0 otherwise. In other
words, the betweenness of (t, v) in W is the number of pairs of elements (i, u) and (j, w)
of W , each counted with a weight equal to the fraction of shortest fastest paths between
them that involve (t, v).
We extend the definition to any cluster X ⊆ W as follows:
B(X) =
∑
u∈V,w∈V
∫
i∈Tu,j∈Tw
σ((i, u), (j, w), X)
σ((i, u), (j, w))
di dj
where σ((i,u),(j,w),X)
σ((i,u),(j,w))
is the fraction of all shortest fastest paths from (i, u) to (j, v) that involve
at least an element of X if (i, u) 99K (j, w), 0 otherwise. Then, B(t, v) = B({(t, v)}). We
also use this approach to define the betweenness of node v as B(v) = B(Tv ×{v}), and the
one of time t as B(t) = B({t} × Vt).
Instead of shortest fastest paths, one may consider the fraction of fastest shortest paths,
of shortest paths, of fastest simple paths, or other classes of paths. However, considering
shortest fastest paths has the advantage of putting more emphasis on time than distance,
and to avoid considering as equivalent fastest paths with very different lengths (in particular
the non-simple ones).
In a graph-equivalent stream, the betweenness of any node v is equal to |T |
2
2
times its
betweenness in the corresponding graph. Indeed, for any (i, u) and (j, w) with j ≥ i, the
fraction of paths involving T × {v} in a graph-equivalent stream is the fraction of paths
between u and w in the corresponding graph that involve v.
The rest of this section is devoted to detailed examples of betweenness centralities in
various link streams, representative of what happens in stream graphs in general, in order
to illustrate this concept in concrete situations.
Let us consider for instance the case of L1 defined in Figure 18 (left), and let us compute
the betweenness B(t, v) of (t, v) for all t. To do so, we consider successively all possible
pairs of nodes.
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Let us begin with u and w. There is a path from (i, u) to (j, w) only for i in [0, 2]
and j in [2, 4]. Then, there is a unique shortest fastest path, and it is (2, u, v), (2, v, w). It
involves v at time 2 and only at this time. Therefore for all i ∈ [0, 2] and j ∈ [2, 4], the
value of σ((i,u),(j,w),(t,v))
σ((i,u),(j,w))
is 1 if t = 2, and 0 otherwise. These values are the same for paths
from w to u.
For all times i and j, all shortest fastest paths from (i, u) to (j, v), if any, are of the
form (k, u, v) for k ∈ [max(1, i),min(2, j)]. For i < j, there is an infinity of such paths and
at most one involves (t, v), leading to σ((i,u),(j,v),(t,v))
σ((i,u),(j,v))
= 0. If i = j then there is a unique
shortest fastest path, and it involves (t, v) only when i = j = t. Therefore, σ((i,u),(j,v),(t,v))
σ((i,u),(j,v))
is different from 0 only for i = j = t, while i ∈ [0, 2] and j ∈ [max(1, i), 4], and so the
contribution to B(t, v) of paths from u to v is 0. The same reasoning holds for paths from
v to u, from w to v, and from v to w.
Finally, shortest fastest paths from v to v are empty sequences and so they do not
involve (t, v) for any t.
This leads to B(2, v) = 2 · ∫ 2
0
∫ 4
2
1 dj di = 8 and for all t 6= 2, B(t, v) = 0.
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Figure 18: Basic examples for betweenness centrality computations in link
streams. Left: L1 = (T, V,E) with T = [0, 4], V = {u, v, w}, and E = [1, 2] × {uv} ∪
[2, 3] × {vw}. We display in blue the unique shortest fastest path from u to w. Center:
L2 = (T, V,E) with T = [0, 10], V = {u, v, w}, and E = ([1, 2] ∪ [5, 6]) × {uv} ∪ ([3, 4] ∪
[8, 9])×{vw}. We display in blue and in green the two shortest fastest paths from u to w (for
different starting and arrival times), and in red the unique shortest fastest path from w to u.
Right: L3 = (T, V,E) with T = [0, 6], V = {u, v, w}, and E = [1, 3]×{uv}∪ [2, 4]×{vw}.
We display in blue an instance of shortest fastest path between u and w.
Let us now consider the case of L2, defined in Figure 18 (center), and let us first focus
on the paths from u to w. For any i, if j < 3 then (i, u) X99K (j, w). For i ∈ [0, 2] and
j ∈ [3, 10], the unique shortest fastest path from (i, u) to (j, w) is (2, u, v), (3, v, w), in blue
in the figure. For i ∈]2, 10] and j ∈ [0, 8[, (i, u) X99K (j, w). For i ∈]2, 6] and j ∈ [8, 10], the
unique shortest fastest path from (i, u) to (j, w) is (6, u, v), (8, v, w), in green in the figure.
Finally, for i ∈]6, 10] and any j, (i, u) X99K (j, w). Therefore, σ((i,u),(j,w),(t,v))
σ((i,u),(j,w))
is different from
0 only when t ∈ [2, 3], i ∈ [0, 2], j ∈ [3, 10] and when t ∈ [6, 8], i ∈]2, 6], j ∈ [8, 10]. It is
then equal to 1.
Regarding paths from (i, w) to (j, u), the unique shortest fastest path is (4, w, v), (5, v, u)
and it exists for i ∈ [0, 4] and j ∈ [5, 10]. It involves (t, v) when t ∈ [4, 5], leading to
σ((i,w),(j,u),(t,v))
σ((i,w),(j,u))
= 1 for t ∈ [4, 5], i ∈ [0, 4], j ∈ [5, 10], and 0 otherwise.
Like for L1, the contribution of other pairs of nodes to B(t, v) is 0, and so we finally
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obtain B(t, v) = ∫ 2
0
∫ 10
3
1 dj di = 14 for t ∈ [2, 3], B(t, v) = ∫ 6
2
∫ 10
8
1 dj di = 8 for t ∈ [6, 8],
B(t, v) = ∫ 4
0
∫ 10
5
1 dj di = 20 for t ∈ [4, 5], and B(t, v) = 0 otherwise.
In the case of L3 defined in Figure 18 (right), first notice that all shortest fastest paths
from (i, u) to (j, w) and from (i, w) to (j, u), if any, are of the form (k, u, v), (k, v, w) or
(k, w, v), (k, v, u), respectively, with k ∈ [2, 3], k ≥ i and k ≤ j. Therefore, B(t, v) = 0 if
t 6∈ [2, 3]. Moreover, σ((i,u),(j,w),(t,v))
σ((i,u),(j,w))
= σ((i,w),(j,u),(t,v))
σ((i,w),(j,u))
.
If t ∈ [2, 3], in the same way as for paths from u to v in L1, we are in one of two cases:
either there is an infinity of shortest fastest paths from (i, u) to (j, w) and at most one of
them involves (t, v), or the fraction of values of i and j such that σ((i,u),(j,w),(t,v))
σ((i,u),(j,w))
6= 0 is 0.
Since, like in previous cases, the contribution of other pairs of nodes is 0, and so we
obtain B(t, v) = 0 in L3 for all (t, v).
However, let us consider the cluster X = [2, 3]×{v}. Then, σ((i,u),(j,w),X)
σ((i,u),(j,w))
= σ((i,w),(j,u),X)
σ((i,w),(j,u))
is equal to 1 for i ∈ [0, 2] and j ∈ [2, 5], for i ∈ [2, 3] and j ∈ [i, 5], and it is equal to 0 in all
other cases. Moreover, σ((i,u),(j,w),X)
σ((i,u),(j,w))
= σ((i,w),(j,u),X)
σ((i,w),(j,u))
is equal to 1 for i ∈ [2, 3] and j ∈ [i, 5],
to 0.5 for i ∈ [0, 1] and j ∈ [3, 5], to j−2
j−1 for i ∈ [0, 1] and j ∈ [2, 3], to j−2j−i for i ∈ [1, 2] and
j ∈ [2, 3], to 1
3−i for i ∈ [1, 2] and j ∈ [3, 5], and it is equal to 0 in all other cases. Likewise,
σ((i,w),(j,v),X)
σ((i,w),(j,v))
= σ((i,v),(j,w),X)
σ((i,v),(j,w))
is equal to 1 for j ∈ [2, 3] and i ∈ [0, j], to 0.5 for i ∈ [0, 2] and
j ∈ [4, 5], to 1
j−2 for i ∈ [0, 2] and j ∈ [3, 4], to 3−ij−i for i ∈ [2, 3] and j ∈ [3, 4], to 3−i4−i for
i ∈ [2, 3] and j ∈ [4, 5], and it is equal to 0 in all other cases.
We therefore obtain B(X) = 2 · (∫ 2
0
∫ 5
2
1 dj di +
∫ 3
2
∫ 5
i
1 dj di) + 2 · (∫ 3
2
∫ 5
i
1 dj di +∫ 1
0
∫ 5
3
0.5 dj di +
∫ 1
0
∫ 3
2
j−2
j−1 dj di +
∫ 2
1
∫ 3
2
j−2
j−i dj di +
∫ 2
1
∫ 5
3
1
3−i dj di) + 2 · (
∫ 3
2
∫ j
0
1 di dj +∫ 2
0
∫ 5
4
0.5 dj di +
∫ 2
0
∫ 4
3
1
j−2 dj di +
∫ 3
2
∫ 4
3
3−i
j−i dj di +
∫ 3
2
∫ 5
4
3−i
4−i dj di) = 17 + (2 ln(2) + 10) +
(2 ln(2) + 10) ∼ 39.77.
Now let us consider L4 defined in Figure 19 (left). We compute the contribution of u
and w to the betweenness of (3.5, v), displayed in red in the figure, i.e. σ((i,u),(j,w),(3.5,v))
σ((i,u),(j,w))
for all i and j. There is a shortest fastest path from (i, u) to (j, w) only for i ∈ [0, 1] and
j ∈ [6, 8], and it is always of the form (1, u, x), (k, x, v), (l, v, y), (6, y, w) with k ∈ [2, 4],
l ∈ [3, 5], and l ≥ k. Among them, the ones involving (3.5, v) are exactly those such that
k ∈ [2, 3.5] and l ∈ [3.5, 5]. This leads to the fraction |[2,3.5]×[3.5,5]||[2,3]×[3,5]|+ 1
2
|[3,4]|2+|[3,4]×[4,5]| ∼ 0.64.
Let us finally consider L5 defined in Figure 19 (right). We compute the contribution
of u and w to the betweenness of (t, v), for a t in [b, c], like the one displayed in red in the
figure. There are two families of shortest fastest paths from u to w in this link stream:
(2, u, x), (k, x, v), (l, v, y), (7, y, w) with k ∈ [a, b] and l ∈ [c, d], that we call the blue family;
and (10, u, x), (m,x, v), (n, v, y), (15, y, w) with m ∈ [e, f ] and n ∈ [g, h], that we call the
green family. Notice that (t, v), for a t in [b, c], is involved in all blue paths and in no green
path. For i ∈ [0, 2] and j ∈ [7, 15[ the shortest fastest paths from (i, u) to (j, w) are the blue
ones (they all involve (t, v)); for i ∈ [0, 2] and j ∈ [15, 17] they are both the blue and green
ones (a fraction (b−a)·(d−c)
(b−a)·(d−c)+(f−e)·(h−g) of them involve (t, v)); for i ∈]2, 10] and j ∈ [15, 17]
they are the green ones (none of them involve (t, v)); and for all other values i and j there is
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Figure 19: More examples for betweenness centrality computations in link
streams. Left: L4 = (T, V,E) with T = [0, 8], V = {u, x, v, y, w}, and E = [0, 1]×{ux}∪
[2, 4]×{xv}∪ [3, 5]×{vy}∪ [6, 7]×{yw}. We display in blue an instance of shortest fastest
path from u to w and in red the element (3.5, v). Right: L5 = (T, V,E) with T = [0, 17],
V = {u, x, v, y, w}, and E = ([1, 2] ∪ [9, 10]) × {ux} ∪ ([a, b] ∪ [e, f ]) × {xv} ∪ ([c, d] ∪
[g, h]) × {vy} ∪ ([7, 8] ∪ [15, 16]) × {yw}, for given values of a, b, c, d, e, f , g, and h such
that 2 < a ≤ b < c ≤ d < 7 and 10 < e ≤ f < g ≤ h < 15. The shortest fastest paths
from u to w all belong to two families: (2, u, x), (k, x, v), (l, v, y), (7, y, w) with k ∈ [a, b]
and l ∈ [c, d] (an instance is displayed in blue); and (10, u, x), (m,x, v), (n, v, y), (15, y, w)
with m ∈ [e, f ] and n ∈ [g, h] (in green). We display in red an element (t, v) with t ∈ [b, c].
no path from (i, u) to (j, w). This leads to
∫ 2
0
∫ 15
7
1 dj di+
∫ 2
0
∫ 17
15
(b−a)·(d−c)
(b−a)·(d−c)+(f−e)·(h−g) dj di =
16 + 4 · (b−a)·(d−c)
(b−a)·(d−c)+(f−e)·(h−g) .
In the computations above, we however assumed that a 6= b, c 6= d, e 6= f and g 6= h
when we wrote that the fraction of blue paths in the set of all green and blue paths is
(b−a)·(d−c)
(b−a)·(d−c)+(f−e)·(h−g) . If a = b or c = d, but e 6= f and g 6= h this still holds, as there are
infinitely less blue paths than green ones ; the fraction of blue paths is 0. If a = b and
e = f , but c 6= d and g 6= h, however, the fraction above is undefined and the fraction of
blue paths becomes (d−c)
(d−c)+(h−g) . Going further, if a = b, c = d, e = f and g = h then there
is exactly one blue path and one green path, leading to a fraction of blue paths of 1
2
.
18 Discrete versus continuous time
All our examples and illustrations until now assumed that the set of time instants used
in the definitions of stream graphs is an interval [α, ω] of R, thus bounded, infinite and
continuous. When we defined stream graphs in Section 3, we however claimed that our
formalism is much more general, and may be used with different kinds of time modeling:
bounded or unbounded, finite or infinite, continuous or discrete, and all combinations.
Even with these various types of time sets, the formalism we developed in this paper
applies directly (one just has to switch from integrals to sums in the case of discrete time).
We illustrate this in this section by considering the situation where the set of time instants
is an interval of N instead of R, thus bounded, finite and discrete. See Figure 20 for an
illustration. We discuss more complex cases by the end of this section.
Let us consider S = (T, V,W,E) with T = [α, ω] ⊆ N. The definitions of cov(S) =
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Figure 20: An example S = (T, V,W,E) of stream graph with discrete time. It is
defined by T = [0, 13] ⊆ N, i.e. T = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13}, V = {a, b, c, d},
Ta = T , Tb = {1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13}, Tc = [5, 12] = {5, 6, 7, 8, 9, 10, 11, 12},
Td = [1, 3] = {1, 2, 3}, Tab = [1, 4] ∪ [9, 10] = {1, 2, 3, 4, 9, 10}, Tac = [6, 9] = {6, 7, 8, 9},
Tbc = [8, 12] = {8, 9, 10, 11, 12}, Tbd = [2, 3] = {2, 3}, and Tad = Tcd = ∅.
|W |
|T×V | , nv =
|Tv |
|T | , n =
|W |
|T | , muv =
|Tuv |
|T | , m =
|E|
|T | , kt =
|Vt|
|V | , k =
|W |
|V | , lt =
|Et|
|V⊗V | , l =
|E|
|V⊗V | , and
uniondbl(S) =
∑
uv∈V⊗V |Tu∩Tv |∑
uv∈V⊗V |Tu∪Tv | are directly applicable. For the example in Figure 20, we obtain for
instance cov(S) = 37
14·4 ∼ 0.66, na = 1, nd = 314 ∼ 0.21, n = 3714 ∼ 2.6, k0 = 0.25, k1 = 0.75
and l10 =
2
6
∼ 0.33.
The definition of density also holds (the node-based definition is identical and in
the time-based definition the integral just needs to be replaced by a sum): δ(S) =∑
uv∈V⊗V
|Tuv |∑
uv∈V⊗V
|Tu∩Tv | =
∑
t∈T
|Et|∑
t∈T
|Vt⊗Vt| . In our example in Figure 20, δ(S) =
0+1+2+2+1+0+1
+1+2+3+2+1+1+0
0+3+3+3+1+3+1
+3+3+3+3+3+3+1
= 0.5.
Going further, the definitions of substreams and clusters also apply. For instance,
C = {(1, a), (1, b), (2, a), (2, b), (2, d)} is a cluster of S defined in Figure 20, and it induces
the substream S ′ = (T, V, C,E ′) with E ′ = {(1, ab), (2, ab), (2, bd)}.
As a consequence, the concepts of cliques, neighborhoods, degrees, and clustering co-
efficients, which depend only on the concepts above (cluster, density, number of nodes),
are also directly applicable to this case. For instance, {9}×{a, b, c} is a maximal compact
clique of S defined in Figure 20, as well as {1, 2, 3, 4} × {a, b}, the neighborhood of d is
{(2, b), (3, b)} and so d has degree 2
14
∼ 0.14.
The quotient stream and the line stream of a discrete stream graph are also discrete
stream graphs, with unchanged definitions. Likewise, the definition of k-cores is unchanged.
Paths in S are now discrete objects, but this does not call for new definitions. For
instance, in Figure 20, (7, a, c), (8, c, b) is a path from (0, a) to (9, b). It involves exactly
(7, a), (7, c), (8, c), and (8, b). It has length 2 and duration 1. It is not a shortest path from
(0, a) to (9, b) since path (9, a, b) is shorter. It is not a fastest path either, because path
(9, a, b) is faster. However, the path (8, a, c), (8, c, b) has length 2 and duration 0, therefore
it is a fastest path from (0, a) to (9, b) but not a shortest one.
Likewise, the definitions of connected clusters and components, as well as those of trees
and cascades, that rely only on the concept of paths, directly translate to the discrete case.
The concepts of closeness and betweenness also do, but the betweenness relies now on a
counting of discrete sets of (discrete) paths. Replacing the integral in its definition by a
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sum, it becomes:
B(t, v) =
∑
(i,u)∈W,(j,w)∈W
σ((i, u), (j, w), (t, v))
σ((i, u), (j, w))
where σ((i, u), (j, w)) is now the (finite) number of shortest fastest paths from (i, u) to
(j, w), and σ((i, u), (j, w), (t, v)) is the number of these path that involve v at time t.
Therefore, as before, σ((i,u),(j,w),(t,v))
σ((i,u),(j,w))
is the fraction of all shortest fastest paths from (i, u)
to (j, w) that involve (t, v).
In the case of Figure 20, for instance, σ((0, a), (3, d)) = |{((2, a, b), (2, b, d)), ((3, a, b), (3, b, d))}| =
2 paths. One of them involves (2, b), and so σ((0,a),(3,d),(2,b))
σ((0,a),(3,d))
= 0.5.
Finally, we have shown that considering a bounded discrete time interval does not call
for new definitions and any change in our formalism: it directly applies to this case in a
way very similar to the bounded continuous time case. This also holds for more complex
time sets, including unbounded ones (then, a node v has to be present a finite fraction of
this infinite time set to satisfy nv 6= 0) and/or discontinuous ones (T may for instance be a
collection of intervals of R or N, or even parts of Q). As such cases have limited practical
and theoretical interest, we do not give more details here.
19 ∆-analysis and instantaneous links
In some situations, directly studying the stream graph induced by a dataset makes little
sense. If one considers phone calls or sexual contacts, for instance, nodes generally have
only zero or one link at a time, leading to an instantaneous degree of 0 or 1. In the case of
instant messaging or sensor-based measurements of proximity between individuals, links
are instantaneous, leading to a density equal to 0.
In such cases and in many others, one is generally interested in the fact that nodes
interact regularly, typically at least once every ∆ units of time, for a given ∆. For instance,
two individuals call each-other at least once a day, two sensors detect each-other at least
once every ten seconds, etc.
Then, the usual approach consists in using this value of ∆ as a parameter to define
notions to describe the data, an approach that we call ∆-analysis. For instance, one defines
n∆ and m∆ as the expected number of nodes and links, respectively, present in a randomly
chosen time interval of duration ∆ in T . One defines the ∆-degree d∆(v) of a node v as
its expected number of neighbors during a randomly chosen time interval of duration ∆
in T . The ∆-density is defined as follows 4. Assume one takes a random time interval of
duration ∆ and two nodes involved in S at some time during this interval, i.e. a random
triplet (I, u, v) with I = [t− ∆
2
, t+ ∆
2
] ⊆ T , u and v in V such that Tu ∩ I and Tv ∩ I are
nonempty. The ∆-density of S is the probability that these two nodes are linked together
during this interval, i.e. that Tuv ∩ I is nonempty.
4This is a generalization to stream graphs of the ∆-density introduced in [82] for link streams.
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The formalism we developed in this paper provides a more general way to deal with
such cases, that we now present.
Given a stream graph S = (T, V,W,E) with T = [α, ω] and a value ∆ ≤ ω − α,
we define S∆ = (T∆, V,W∆, E∆) as the stream graph such that T∆ = [α +
∆
2
, ω − ∆
2
],
W∆ = (T∆×V )∩
⋃
(t,v)∈W [t−∆2 , t+ ∆2 ]×{v} = {(t′, v), t′ ∈ T∆, ∃(t, v) ∈ W s.t. |t′−t| ≤ ∆2 }
and E∆ = (T∆ × V ⊗ V ) ∩
⋃
(t,uv)∈E[t − ∆2 , t + ∆2 ] × {uv} = {(t′, uv), t′ ∈ T∆,∃(t, uv) ∈
E s.t. |t′ − t| ≤ ∆
2
}. See Figure 21 for an illustration.
In other words, a node is present at time t′ in S∆ whenever it is present in S at a time
t in [t′ − ∆
2
, t′ + ∆
2
], i.e. T∆v = T∆ ∩ {t′,∃t ∈ Tv, |t′ − t| ≤ ∆2 }. Likewise, any two nodes
are linked together at time t′ in S∆ whenever they are linked together in S at a time t in
[t′ − ∆
2
, t′ + ∆
2
], i.e. T∆uv = T∆ ∩ {t′,∃t ∈ Tuv, |t′ − t| ≤ ∆2 }.
a
b
c
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b
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Figure 21: ∆-analysis of a stream graph. We display a stream graph S = (T, V,W,E)
(left) and the stream graph S∆ = (T∆, V,W∆, E∆) (right) derived from it with ∆ = 2.
Here, T = [0, 10], V = {a, b, c}, W = ([0, 4] ∪ [6, 10])× {a} ∪ ([0, 2] ∪ {3} ∪ [4, 10])× {b} ∪
[4, 8] × {c}, and E = ({0, 2, 3, 6} ∪ [7, 8]) × {ab} ∪ [4, 8] × {bc}, leading to T∆ = [1, 9],
W∆ = [1, 9] × {a, b} ∪ [3, 9] × {c} and E∆ = ([1, 4] ∪ [5, 9]) × {ab} ∪ [3, 9] × {bc}. Notice
that S contains instantaneous links, like for instance (0, ab), and instantaneous nodes, like
(3, b).
We now show that the properties of S∆ actually are equivalent to the ∆-properties of
S, and so one may conduct ∆-analysis of S by transforming it into S∆ first, and then by
using the formalism of this paper.
Let us define instantaneous versions of the ∆-properties of S cited above: for all t in
[α+ ∆
2
, ω − ∆
2
], n∆t is the number of distinct nodes present at some time in [t− ∆2 , t+ ∆2 ]:
n∆t = |{v ∈ V, ∃t′, |t′ − t| ≤ ∆2 and (t′, v) ∈ W}|. We define m∆t similarly, and d∆t(v) as
the number of distinct nodes linked to v at some time in [t− ∆
2
, t+ ∆
2
].
First notice that n∆t in S is equal to |Vt| in S∆. Indeed, |Vt| in S∆ is equal to |{v ∈
V, ∃t′ ∈ T, (t′, v) ∈ W and |t′ − t| ≤ ∆
2
}| = n∆t. Likewise, m∆t in S equals |Et| in S∆, and
d∆t(v) in S equals dt(v) in S∆.
Notice now that n∆ =
1
|T∆| ·
∫
t∈T∆ n∆t dt in S. Therefore, it is equal to
1
|T∆| ·
∫
t∈T∆ |Vt| dt
in S∆, which is exactly n in S∆. Similar reasoning lead to the facts that m∆ in S is equal
to m in S∆, and that d∆(v) in S is equal to d(v) in S∆ for all v.
Going further, we have δ∆(S) = δ(S∆). Indeed, δ(S∆) is the probability that a random
(t, u, v) with t ∈ T∆, (t, u) ∈ W∆ and (t, v) ∈ W∆ satisfies (t, uv) ∈ E∆; and δ∆(S) is
the probability that a random (I, u, v) with I an interval of T of duration ∆, u ∈ V and
v ∈ V such that Tu ∩ I 6= ∅ and Tv ∩ I 6= ∅ satisfies Tuv ∩ I 6= ∅. A triplet (t, u, v) satisfies
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the first set of constraints if and only if the triplet (I, u, v) with I = [t − ∆
2
, t + ∆
2
] fits
the second set of constraints. In addition, it satisfies (t, uv) ∈ E∆ if and only if (I, u, v)
satisfies Tuv ∩ I 6= ∅. Therefore, the two probabilities are equal.
Finally, our approach makes it easy to conduct the ∆-analysis of a stream graph S: it
is equivalent to analyzing the stream-graph S∆ with the general methods developed here,
which go much further than the previously considered ∆-properties.
This approach has another strength: one may use variable values of ∆, which may be
a function of time, depend on the involved nodes or links, or any other property. One
may for instance consider that two colleagues are in contact whenever they meet each
other at least once a week, but for holidays they remain in contact if they meet in the
week before holidays and in the week after. It is easy to capture such modeling choice
within our framework: they only change the way one builds S∆ from S, and the analysis
of S∆ remains unchanged. Defining properties that would directly take into account such
variations of ∆ would be much more complex.
20 Bipartite streams and other generalizations
An important strength of the graph formalism is that it may easily be extended to en-
compass richer, more complex cases. For instance, one may consider directed links by
defining directed graphs G = (V,E) with E ⊆ V × V instead of E ⊂ V ⊗ V . One may
allow loops (vv ∈ E is possible), and/or consider multigraphs (E is a multiset, thus sev-
eral links between the two same nodes are possible). Going further, one may capture link
strength or cost using weighted graphs, in which a weight is associated to each element
of E and/or V . One may combine these extensions by considering for instance directed
weighted multigraphs.
Dealing with such graph generalizations calls for an update of classical graph concepts.
For instance, the density of directed graphs must take into account the fact that the number
of possible links changed; it also leads to notions of in- and out-degrees (the number of
links towards and from a given node); etc. Some properties are non-trivial to extend (like
for instance the density for weighted graphs) but most just need to be patched, thus giving
a great expressivity and wide areas of applications to graphs.
Bipartite graphs are a particularly pervasive graph extension, and this sec-
tion details this case as an illustration: we show how a few key extensions of graph
concepts to the bipartite case [39] lead to similar extensions for bipartite stream graphs.
A bipartite graph G = (>,⊥, E) is defined by a set of top nodes >, a set of bottom
nodes ⊥, and a set of links E ⊆ >×⊥: links may exist only between top and bottom nodes.
This models data like client-product relations or affiliation networks: the considered nodes
belong to two different sets and links may exist only between nodes in one set and nodes in
the other set.
In G, n> = |>| and n⊥ = |⊥| denote the number of top and bottom nodes. The
definition of the number of links m is the same as in classical graphs. The (bipartite)
density of G is then δ(G) = m
n>·n⊥ : it is the probability when one takes two nodes that may
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be linked together that they indeed are. Node neighborhoods and degrees are defined like in
a classical (non-bipartite) graph. The average top and bottom degrees d> and d⊥ of G are
the average degrees of top and bottom nodes, respectively.
The top and bottom projections G> = (>, E>) and G⊥ = (⊥, E⊥) of G are defined by
E> = ∪v∈⊥N(v)⊗N(v) and E⊥ = ∪v∈>N(v)⊗N(v), respectively. In other words, in G>
two (top) nodes are linked together if they have (at least) a (bottom) neighbor in common
in G, and G⊥ is defined symmetrically. If v ∈ > (resp. v ∈ ⊥) then N(v) always is a (not
necessarily maximal) clique in G⊥ (resp. G>).
Given a top node v ∈ > (the case of bottom nodes is symmetrical), let us denote by
G \ v the (bipartite) graph obtained by removing node v and all its links from G: G \ v =
(> \ {v},⊥, E \ ({v} ×⊥)). The redundancy rc(v) of v ∈ > is the density of the subgraph
of (G \ v)⊥ induced by its neighborhood N(v) in G. In other words, it is the fraction of its
pairs of neighbors that have (at least) another neighbor in common.
We define a bipartite stream graph S = (T,>,⊥,W,E) from a set of top nodes >, a set
of bottom nodes ⊥, a time span T and two sets W ⊆ T × (>∪⊥) and E ⊆ T ×>×⊥ such
that (t, u, v) ∈ E implies (t, u) ∈ W and (t, v) ∈ W . See Figure 22 (left) for an illustration.
a
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Figure 22: Left: a bipartite link stream L = (T,>,⊥, E) with T = [0, 10], > = {u, v},
⊥ = {a, b, c}, and E = ([0, 2]∪ [3, 9])×{(u, a)}∪([4, 5]∪ [8, 10])×{(u, b)}∪ [1, 5]×{(u, c)}∪
[2, 7] × {(v, b)} ∪ [0, 8] × {(v, c)}. Right: its ⊥-projection L⊥. For instance, a and c are
linked together from time 3 to 5 because they both have u in their neighborhood for this
time period in S.
In S, we extend n = |W ||T | into n> =
|W∩(T×>)|
|T | and n⊥ =
|W∩(T×⊥)|
|T | , the numbers
of top and bottom nodes, respectively. We extend k = |W ||V | into k> =
|W∩(T×>)|
|>| and
k> =
|W∩(T×>)|
|⊥| similarly, and we define m and l like for classical (non-bipartite) stream
graphs.
We define the (bipartite) density of S as δ(S) =
∑
u∈>,v∈⊥ |Tuv |∑
u∈>,v∈⊥ |Tu∩Tv | : it is the probability
when one takes two nodes when they may be linked together that they indeed are. We
define node neighborhoods and degrees like in a classical (non-bipartite) graph. We define
the average top and bottom degrees d> and d⊥ of S as the average degrees of top and
bottom nodes, respectively, weighted by their presence time in the stream.
We define the top and bottom projections S> = (T,>,W>, E>) and S⊥ = (T,⊥,W⊥, E⊥)
of S by W> = W ∩ (T × >), W⊥ = W ∩ (T × ⊥), E> = ∪(t,v)∈W⊥{(t, uw) s.t. (t, u, v) ∈
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E and (t, w, v) ∈ E} and E⊥ = ∪(t,v)∈W>{(t, uw) s.t. (t, v, u) ∈ E and (t, v, w) ∈ E}, re-
spectively. In other words, in S> two (top) nodes are linked together at a given time instant
if they have (at least) a (bottom) neighbor in common in S at this time, and S⊥ is defined
symmetrically. See Figure 22 for an illustration. Notice that, if v ∈ > (resp. v ∈ ⊥) then
N(v) always is a (not necessarily maximal) clique in S⊥ (resp. S⊥).
Given a top node v ∈ > (the case of bottom nodes is symmetrical), let us denote by
S \ v the (bipartite) stream graph obtained by removing node v and all its links from S:
S \v = (T,>\{v},⊥,W \ (T ×{v}), E \ (T ×{v}×⊥)). The redundancy rc(v) of v ∈ > is
the density of the substream of (S \ v)⊥ induced by its neighborhood N(v) in S. In other
words, it is the fraction of its pairs of neighbors and time instants that have (at least)
another neighbor in common at this time.
If S is a graph-equivalent bipartite stream, then its corresponding graph also is bipartite.
Moreover, the projections of S are also graph-equivalent streams, and their corresponding
graphs are the projections of the graph corresponding to S. In addition, the bipartite
properties of S are equivalent to the bipartite properties of its corresponding bipartite
graph.
21 Related work
Studying interactions over time is crucial in a wide variety of contexts, leading to a huge
number of papers dealing with various cases of interest. We cite for instance studies of
phone calls [37, 6], contacts between individuals [2, 45, 83], cattle exchanges [20, 54],
messaging [26, 23], or internet traffic [29, 82], but we could cite hundreds more. In
each practical context, researchers and engineers face the challenge of analyzing the both
temporal and structural nature of interactions, and they develop ad-hoc methods and
tools to do so. Several surveys of these works are available from various perspectives
[46, 66, 78, 68, 31, 25, 32, 19].
The most classical approach consists in splitting time into slices and then building a
graph, often called snapshot, for each time slice: its nodes and links represent the inter-
actions that occurred during this time slice. One obtains a sequence of snapshots (one
for each slice), and may study the time-evolution of their properties, see for instance
[65, 43, 61, 27, 7, 79], among many others. In [3], the authors even design a general frame-
work to combine and aggregate wide classes of temporal properties, thus providing a unified
approach for snapshot sequence studies. However, these approaches need time slices large
enough to ensure that each snapshot captures significant information. But large slices lead
to losses of temporal information, since all interactions within a same slice are merged.
In addition, several or even varying slice durations may be relevant. As a consequence,
choosing appropriate time slices is a research topic in itself [41, 58, 38, 63, 10]. More im-
portantly, key concepts like paths make little sense in this framework: paths within a slice
do not respect the dynamics of interactions, and paths over several time slices are difficult
to handle [41].
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To avoid these issues, several authors propose to encode the full information into various
kinds of augmented graphs. In [12, 3, 61] for instance, authors consider the graph of all
nodes and links occurring within the data, and label each node and link with its presence
times. In [86, 35, 48, 73], the authors duplicate each node into as many copies as its
number of occurrences (they assume discrete time steps); then, an interaction between two
nodes at a given time is encoded by a link between the copies of these nodes at this time,
and each copy of a node is connected to its copy at the next time step. In [88, 52] and
others, the authors build reachability graphs: two nodes are linked together if they can
reach each other in the stream. With such encodings, some key properties of the stream
are equivalent to properties of the obtained graph, and so studying this graph sheds light
on the original data. However, concepts like density or clusters make little sense on such
objects, and authors then resort to the time slicing approach [61].
All these approaches have a clear advantage: once the data is transformed into one
or several graphs, it is possible to use graph tools and concepts to study the interactions
under concern. In the same spirit, various powerful methods for graph studies are extended
to cope with the dynamics. This leads for instance to algebraic approaches for temporal
network analysis [3, 57], dynamic stochastic block models [90, 47, 14, 15], dynamic Marko-
vian models [69, 70, 67, 68], signals on temporal networks [28], adjacency tensors [72, 24],
temporal networks studies with walks [71, 59, 62], dynamic graphlets [33, 29] and temporal
motif counting approaches [36, 53]. Clearly, these works extend higher-level methods to
the temporal setting, whereas we focus here on the most basic graph concepts, in the hope
that they will form a unifying ground to such works.
Complementary to these approaches that extend methods, some works extend various
graph concepts to deal with time, in a way similar to what we do here [3, 32, 51].
In particular, path-related concepts received much attention because of their impor-
tance for spreading phenomena and communication networks, see for instance [31, 88, 75,
54]. Interestingly, although paths defined in these papers are similar to those we consider
here, most derived concepts remain node-oriented. For instance most authors define the
centrality of a given node and connected components as sets of nodes (without time infor-
mation) [3, 51, 61, 88, 52, 75]. In [16], the authors introduce a centrality for time instants.
Since the centrality of nodes may greatly change over time [44], it is important to define
centralities of each node at each time instant. Some authors did so for various kinds of
centralities [77, 21, 73, 76, 66] but, up to our knowledge, we are the first ones to consider
paths from all nodes at all time instants to all other nodes at all other time instants. This
has the advantage of fully capturing the dynamics of the data, in particular the fact that
nodes are not always present.
Some works go beyond path-related notions and study dynamics of node and link
presence, link repetitions, instantaneous degree, and triadic closure [92, 30, 69, 13, 74,
56, 42, 49, 81, 3]. However, up to our knowledge, there exists no previous generalization
of density, neighborhood, or clustering coefficient that avoids time slicing. Interestingly,
a notion of degree very close to the one we propose here was introduced in the context
of medical studies [80]. A notion close to average degree is introduced in [60] for dense
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dynamic sub-graphs searching. We also studied preliminary notions of density, cliques,
quotient streams, and dense substreams in our own previous work [84, 22, 23, 83, 82].
Finally, although there is a very rich body of works on temporal networks, dynamic
graphs, longitudinal networks, time-varying graphs, relational event models, etc, none of
these works aims at extending the basic graph theoretic language to the situation where
time and structure are equally important, like we try to do here.
22 Conclusion
In this paper, we introduce a formalism to deal directly with the both tem-
poral and structural nature of interactions over time. We first define elementary
concepts like numbers of nodes and links, density, clusters, and paths (Sections 3 to 6 and
Section 14). From them, we derive more advanced concepts like cliques, neighborhoods, de-
grees, clustering coefficients, and connected components (Sections 7 to 10 and Section 15),
and we show how to go further by introducing quotient streams, line streams, k-cores and
centralities (Sections 11 to 13 and Section 17). Our formalism is able to cope with both
discrete and continuous time (Section 18), with both instantaneous links and links with
durations (Section 19), and we also consider the case where nodes have no dynamic, that
we call link streams. Last but not least, our formalism may be extended to incorporate
various features of the data, and we illustrate this with bipartite streams in Section 20.
The strength of our approach is to rely on very basic (but non-trivial) innovations like
non-integer numbers of nodes and links, symmetric roles for time instants and nodes, a
simple and intuitive concept of density, an elementary definition of clusters, and paths that
connect a node at a given time to a node at a given time. These basic concepts make
it easy to define more advanced objects: neighborhoods are clusters, degrees are
fractional numbers of nodes in the neighborhoods, clustering coefficients are densities of
neighborhoods, betweenness centralities are fractions of paths from any node at any time
to any node at any time, etc. We demonstrate the strength of this approach by extending
more advanced graph concepts such as quotient graph, trees, line graph, and k-cores,
among others. Their definitions are mere retranscriptions of classical graph definitions
into our formalism for stream graphs and link streams, and one may easily extend many
other notions in this way.
In addition to this self-consistency, our formalism is consistent with graph theory
in a very strong and precise way: if one considers a stream graph with no dynamics (nodes
are present all the time, and two nodes are either linked all the time or not at all), then
the stream graph is equivalent to a graph and its stream properties are equivalent to the
properties of the corresponding graph. As a consequence, our formalism is a generalization
of graph theory, which provides a solid ground for generalizing other graph notions.
With our formalism, one is equipped with a wide set of concepts for describing data
modeled as a stream graph or a link stream. It is natural to start with the description
of how elementary metrics like kt (the fraction of nodes present at time t) evolve over
time, and of distributions of values of nv (the fraction of time at which v is present) for all
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nodes. One may then study the instantaneous degree distribution, the degree distribution
of nodes, and the time-evolution of the time degree. More advanced metrics and properties,
such as connectedness, clustering coefficient or centralities, give finer insight on the data.
Finally, just like graph concepts do for relations, our formalism provides a language
for describing interactions over time in an intuitive way, both at global and more
local levels. Importantly, it does not require to choose a specific time scale for conducting
such studies.
Data that would benefit from such an approach are countless, but we believe
that analysis of network traffic, mobility traces, and financial transactions are among the
most promising ones, and we are working on such applications. Indeed, modeling such data
with (directed, weighted) stream graphs and link streams captures most of their features,
and progress in these fields is currently limited by the lack of appropriate modeling.
In order to conduct such real-world applications, it is crucial to design and implement
convenient software able to efficiently compute the properties of large stream graphs. Work
in this direction is in progress for the properties presented in this paper. However, it must
be clear that some concepts raise serious algorithmic challenges. We worked for instance
on clique and dense substream computations [84, 23], and previous work exists on various
problems, see for instance [9, 11, 12, 5, 89]. In particular, the authors of [12] define a first
complexity hierarchy for stream graphs. Still, most remains to be done in the design of
efficient algorithms for stream graphs and the understanding of their complexity.
Another important direction is the design of models of stream graphs and link streams,
which play a crucial role for simulations and proofs. In particular, an important approach
in graph studies consists in generating uniformly at random graphs that have a prescribed
set of properties. For instance, the Erdo¨s-Renyi model generates graphs with prescribed
size and density, while the configuration model generates graphs with prescribed size and
degree distribution. The definitions we introduce in this paper (in particular for density
and degree) open the way to the definition of models for generating stream graphs with
prescribed properties, and to a more unified understanding of already existing models, like
the ones defined in [91, 40, 67, 42, 68, 27, 34] for instance.
Last but not least, one may notice that stream graphs are not only generalizations of
graphs. They actually lie at the crossroad of two very rich and powerful scientific areas:
graph theory, as we have seen, and time series analysis. Indeed, if a stream graph has no
dynamics then it is equivalent to a graph; if it has no structure then it is equivalent to a
time series. As a consequence, we consider that a very promising direction for future work
is to generalize time series concepts to stream graphs, in a way similar to what we did with
graph concepts in this paper.
Acknowledgments. This work is funded in part by the European Commission H2020 FET-
PROACT 2016-2017 program under grant 732942 (ODYCCEUS), by the ANR (French National
Agency of Research) under grants ANR-15-CE38-0001 (AlgoDiv) and ANR-13-CORD-0017-01
(CODDDE), by the French program ”PIA - Usages, services et contenus innovants” under grant
O18062-44430 (REQUEST), and by the Ile-de-France program FUI21 under grant 16010629
(iTRAC). We warmly thank the many colleagues and friends who read preliminary versions
42
of this work and provided invaluable feedback.
References
[1] Albert-La´szlo´ Baraba´si and Ma´rton Po´sfai. Network science. Cambridge University
Press, Cambridge, 2016.
[2] Alain Barrat and Ciro Cattuto. Temporal Networks of Face-to-Face Human Interac-
tions, pages 191–216. Springer Berlin Heidelberg, Berlin, Heidelberg, 2013.
[3] Vladimir Batagelj and Selena Praprotnik. An algebraic approach to temporal network
analysis based on temporal quantities. Social Netw. Analys. Mining, 6(1):28:1–28:22,
2016.
[4] Claude Berge. The Theory of Graphs and Its Applications. Methuen, 1962.
[5] Sandeep Bhadra and Afonso Ferreira. Computing multicast trees in dynamic networks
and the complexity of connected components in evolving graphs. J. Internet Services
and Applications, 3(3):269–275, 2012.
[6] Vincent D. Blondel, Adeline Decuyper, and Gautier Krings. A survey of results on
mobile phone datasets analysis. EPJ Data Science, 4(1):10, Aug 2015.
[7] Benjamin Blonder, Tina W. Wey, Anna Dornhaus, Richard James, and Andrew
Sih. Temporal dynamics and network analysis. Methods in Ecology and Evolution,
3(6):958–972, 2012.
[8] John Adrian Bondy. Graph Theory With Applications. Elsevier Science Ltd., Oxford,
UK, UK, 1976.
[9] Binh-Minh Bui-Xuan, Afonso Ferreira, and Aubin Jarry. Computing shortest, fastest,
and foremost journeys in dynamic networks. Int. J. Found. Comput. Sci., 14(2):267–
285, 2003.
[10] Rajmonda Sulo Caceres and Tanya Berger-Wolf. Temporal Scale of Dynamic Net-
works, pages 65–94. Springer Berlin Heidelberg, Berlin, Heidelberg, 2013.
[11] Arnaud Casteigts, Paola Flocchini, Bernard Mans, and Nicola Santoro. Shortest,
fastest, and foremost broadcast in dynamic networks. Int. J. Found. Comput. Sci.,
26(4):499–522, 2015.
[12] Arnaud Casteigts, Paola Flocchini, Walter Quattrociocchi, and Nicola Santoro. Time-
varying graphs and dynamic networks. IJPEDS, 27(5):387–408, 2012.
43
[13] Vania Conan, Je´re´mie Leguay, and Timur Friedman. Characterizing pairwise inter-
contact patterns in delay tolerant networks. In Proceedings of the 1st International
Conference on Autonomic Computing and Communication Systems, Autonomics ’07,
pages 19:1–19:9, ICST, Brussels, Belgium, Belgium, 2007. ICST (Institute for Com-
puter Sciences, Social-Informatics and Telecommunications Engineering).
[14] Marco Corneli, Pierre Latouche, and Fabrice Rossi. Modelling time evolving interac-
tions in networks through a non stationary extension of stochastic block models. In
Pei et al. [55], pages 1590–1591.
[15] Marco Corneli, Pierre Latouche, and Fabrice Rossi. Block modelling in dynamic net-
works with non-homogeneous poisson processes and exact icl. Social Network Analysis
and Mining, 6(1):55, Aug 2016.
[16] Eduardo Chinelate Costa, Alex Borges Vieira, Klaus Wehmuth, Artur Ziviani, and
Ana Paula Couto da Silva. Time centrality in dynamic complex networks. Advances
in Complex Systems, 18(7-8), 2015.
[17] Easley David and Kleinberg Jon. Networks, Crowds, and Markets: Reasoning About
a Highly Connected World. Cambridge University Press, New York, NY, USA, 2010.
[18] Reinhard Diestel. Graph Theory, 4th Edition, volume 173 of Graduate texts in math-
ematics. Springer, 2012.
[19] Patrick Doreian and Frans Stokman. Evolution of Social Networks. 1997.
[20] Bhagat Lal Dutta, Pauline Ezanno, and Elisabeta Vergu. Characteristics of the spatio-
temporal network of cattle movements in France over a 5-year period. Preventive
Veterinary Medicine, 117(1):79–94, 2014.
[21] Julio Flores and Miguel Romance. On eigenvector-like centralities for temporal net-
works: Discrete vs. continuous time scales. Journal of Computational and Applied
Mathematics, 2017.
[22] Noe´ Gaumont, Cle´mence Magnien, and Matthieu Latapy. Finding remarkably dense
sequences of contacts in link streams. Social Netw. Analys. Mining, 6(1):87:1–87:14,
2016.
[23] Noe´ Gaumont, Tiphaine Viard, Raphae¨l Fournier-S’niehotta, Qinna Wang, and
Matthieu Latapy. Analysis of the Temporal and Structural Features of Threads in
a Mailing-List, pages 107–118. Springer International Publishing, Cham, 2016.
[24] Laetitia Gauvin, Andre´ Panisson, and Ciro Cattuto. Detecting the community struc-
ture and activity patterns of temporal networks: A non-negative tensor factorization
approach. PLOS ONE, 9(1):1–13, 01 2014.
44
[25] Betsy George and Sangho Kim. Spatio-temporal Networks: Modeling and Algorithms.
2013.
[26] Luiz H. Gomes, Virgilio A. F. Almeida, Jussara M. Almeida, Fernando D. O. Castro,
and Lu´ıs. A. Bettencourt. Quantifying social and opportunistic behavior in email
networks. Advances in Complex Systems, 12(01):99–112, 2009.
[27] La´szlo´ Gulya´s, George Kampis, and Richard O. Legendi. Elementary models of dy-
namic networks. The European Physical Journal Special Topics, 222(6):1311–1333,
Sep 2013.
[28] Ronan Hamon, Pierre Borgnat, Patrick Flandrin, and Ce´line Robardet. Duality be-
tween temporal networks and signals: Extraction of the temporal network structures.
CoRR, abs/1505.03044, 2015.
[29] Christopher R. Harshaw, Robert A. Bridges, Michael D. Iannacone, Joel W. Reed,
and John R. Goodall. Graphprints: Towards a graph analytic method for network
anomaly detection. In Proceedings of the 11th Annual Cyber and Information Security
Research Conference, CISRC ’16, pages 15:1–15:4, New York, NY, USA, 2016. ACM.
[30] Enrique Herna´ndez-Orallo, Juan Carlos Cano, Carlos T. Calafate, and Pietro Man-
zoni. New approaches for characterizing inter-contact times in opportunistic networks.
Ad Hoc Networks, 52:160 – 172, 2016. Modeling and Performance Evaluation of Wire-
less Ad Hoc Networks.
[31] Petter Holme. Modern temporal network theory: a colloquium. The European Physical
Journal B, 88(9):234, Sep 2015.
[32] Petter Holme and Jari Sarama¨ki. Temporal networks. Physics Reports, 519(3):97 –
125, 2012. Temporal Networks.
[33] Yuriy Hulovatyy, Huili Chen, and Tijana Milenkovic. Exploring the structure and
function of temporal networks with dynamic graphlets. Bioinformatics, 32(15):2402,
2016.
[34] M. Karsai, M. Kivela¨, R. K. Pan, K. Kaski, J. Kerte´sz, A.-L. Baraba´si, and
J. Sarama¨ki. Small but slow world: How network topology and burstiness slow down
spreading. Phys. Rev. E, 83:025102, Feb 2011.
[35] Vassilis Kostakos. Temporal graphs. Physica A: Statistical Mechanics and its Appli-
cations, 388(6):1007 – 1023, 2009.
[36] Lauri Kovanen, Ma´rton Karsai, Kimmo Kaski, Ja´nos Kerte´sz, and Jari Sarama¨ki.
Temporal motifs in time-dependent networks. Journal of Statistical Mechanics: The-
ory and Experiment, 2011(11):P11005, 2011.
45
[37] Lauri Kovanen, Kimmo Kaski, Ja´nos Kerte´sz, and Jari Sarama¨ki. Temporal motifs
reveal homophily, gender-specific patterns and grouptalk in mobile communication
networks. 02 2013.
[38] Gautier Krings, Ma´rton Karsai, Sebastian Bernhardsson, Vincent D. Blondel, and
Jari Sarama¨ki. Effects of time window size and placement on the structure of an
aggregated communication network. EPJ Data Science, 1(1):4, May 2012.
[39] Matthieu Latapy, Cle´mence Magnien, and Nathalie Del Vecchio. Basic notions for the
analysis of large two-mode networks. Social Networks, 30(1):31–48, 2008.
[40] Guillaume Laurent, Jari Sarama¨ki, and Ma´rton Karsai. From calls to communities: a
model for time-varying social networks. The European Physical Journal B, 88(11):301,
Nov 2015.
[41] Yannick Le´o, Christophe Crespelle, and Eric Fleury. Non-altering time scales for
aggregation of dynamic networks into series of graphs. In Felipe Huici and Giuseppe
Bianchi, editors, Proceedings of the 11th ACM Conference on Emerging Networking
Experiments and Technologies, CoNEXT 2015, Heidelberg, Germany, December 1-4,
2015, pages 29:1–29:7. ACM, 2015.
[42] Jure Leskovec, Lars Backstrom, Ravi Kumar, and Andrew Tomkins. Microscopic
evolution of social networks. In Ying Li, Bing Liu, and Sunita Sarawagi, editors, Pro-
ceedings of the 14th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, Las Vegas, Nevada, USA, August 24-27, 2008, pages 462–470. ACM,
2008.
[43] Jure Leskovec, Jon M. Kleinberg, and Christos Faloutsos. Graph evolution: Densifi-
cation and shrinking diameters. TKDD, 1(1):2, 2007.
[44] Cle´mence Magnien and Fabien Tarissan. Time evolution of the importance of nodes
in dynamic networks. In Pei et al. [55], pages 1200–1207.
[45] Lucie Martinet, Christophe Crespelle, and Eric Fleury. Dynamic Contact Network
Analysis in Hospital Wards, pages 241–249. Springer International Publishing, Cham,
2014.
[46] Naoki Masuda and Renaud Lambiotte. A Guide to Temporal Networks, volume 4 of
Series on Complexity Science. 2016.
[47] Catherine Matias and Vincent Miele. Statistical clustering of temporal networks
through a dynamic stochastic block model. Journal of the Royal Statistical Society:
Series B (Statistical Methodology), pages n/a–n/a, 2016.
[48] Othon Michail. An Introduction to Temporal Graphs: An Algorithmic Perspective,
pages 308–343. Springer International Publishing, Cham, 2015.
46
[49] M. E. J. Newman. Clustering and preferential attachment in growing networks. Phys.
Rev. E, 64:025102, Jul 2001.
[50] Mark Newman. Networks: An Introduction. Oxford University Press, Inc., New York,
NY, USA, 2010.
[51] Vincenzo Nicosia, John Tang, Cecilia Mascolo, Mirco Musolesi, Giovanni Russo, and
Vito Latora. Graph Metrics for Temporal Networks, pages 15–40. Springer Berlin
Heidelberg, Berlin, Heidelberg, 2013.
[52] Vincenzo Nicosia, John Tang, Mirco Musolesi, Giovanni Russo, Cecilia Mascolo, and
Vito Latora. Components in time-varying graphs. Chaos: An Interdisciplinary Journal
of Nonlinear Science, 22(2):023101, 2012.
[53] Ashwin Paranjape, Austin R. Benson, and Jure Leskovec. Motifs in temporal networks.
In Maarten de Rijke, Milad Shokouhi, Andrew Tomkins, and Min Zhang, editors,
Proceedings of the Tenth ACM International Conference on Web Search and Data
Mining, WSDM 2017, Cambridge, United Kingdom, February 6-10, 2017, pages 601–
610. ACM, 2017.
[54] Aurore Payen, Lionel Tabourier, and Matthieu Latapy. Impact of temporal features
of cattle exchanges on the size and speed of epidemic outbreaks. In Osvaldo Gervasi,
Beniamino Murgante, Sanjay Misra, Giuseppe Borruso, Carmelo Maria Torre, Ana
Maria A. C. Rocha, David Taniar, Bernady O. Apduhan, Elena N. Stankova, and
Alfredo Cuzzocrea, editors, Computational Science and Its Applications - ICCSA 2017
- 17th International Conference, Trieste, Italy, July 3-6, 2017, Proceedings, Part II,
volume 10405 of Lecture Notes in Computer Science, pages 84–97. Springer, 2017.
[55] Jian Pei, Fabrizio Silvestri, and Jie Tang, editors. Proceedings of the 2015 IEEE/ACM
International Conference on Advances in Social Networks Analysis and Mining,
ASONAM 2015, Paris, France, August 25 - 28, 2015. ACM, 2015.
[56] Patrick O. Perry and Patrick J. Wolfe. Point process modelling for directed interaction
networks. Journal of the Royal Statistical Society: Series B (Statistical Methodology),
75(5):821–849, 2013.
[57] Selena Praprotnik and Vladimir Batagelj. Semirings for temporal network analysis.
CoRR, abs/1603.08261, 2016.
[58] Bruno Ribeiro, Nicola Perra, and Andrea Baronchelli. Quantifying the effect of tem-
poral resolution on time-varying networks. Scientific Reports, (3), 2013.
[59] Luis E C Rocha and Naoki Masuda. Random walk centrality for temporal networks.
New Journal of Physics, 16(6):063023, 2014.
[60] Polina Rozenshtein, Nikolaj Tatti, and Aristides Gionis. Finding dynamic dense sub-
graphs. ACM Trans. Knowl. Discov. Data, 11(3):27:1–27:30, March 2017.
47
[61] Nicolas Santoro, Walter Quattrociocchi, Paola Flocchini, Arnaud Casteigts, and
Fre´de´ric Amblard. Time-varying graphs and social network analysis: Temporal indi-
cators and metrics. In 3rd AISB Social Networks and Multiagent Systems Symposium
(SNAMAS), pages 32–38, 2011.
[62] Jari Sarama¨ki and Petter Holme. Exploring temporal networks with greedy walks.
The European Physical Journal B, 88(12):334, Dec 2015.
[63] Ingo Scholtes, Nicolas Wider, and Antonios Garas. Higher-order aggregate networks
in the analysis of temporal networks: path structures and centralities. The European
Physical Journal B, 89(3):61, Mar 2016.
[64] J. Scott. Social Network Analysis. SAGE Publications, 2017.
[65] Sandipan Sikdar, Niloy Ganguly, and Animesh Mukherjee. Time series analysis of
temporal networks. CoRR, abs/1512.01344, 2015.
[66] Ann E. Sizemore and Danielle S. Bassett. Dynamic graph metrics: Tutorial, toolbox,
and tale. NeuroImage, 2017.
[67] Tom A. B. Snijders. The statistical evaluation of social network dynamics. Sociological
Methodology, 31(1):361–395, 2001.
[68] Tom A.B. Snijders, Gerhard G. van de Bunt, and Christian E.G. Steglich. Introduction
to stochastic actor-based models for network dynamics. Social Networks, 32(1):44 –
60, 2010. Dynamics of Social Networks.
[69] Christoph Stadtfeld and Per Block. Interactions, actors, and time: Dynamic network
actor models for relational events. Sociological Science, 2017.
[70] Christoph Stadtfeld, James Hollway, and Per Block. Dynamic network actor models:
Investigating coordination ties through time. Sociological Methodology, 2017.
[71] Michele Starnini, Andrea Baronchelli, Alain Barrat, and Romualdo Pastor-Satorras.
Random walks on temporal networks. Phys. Rev. E, 85:056115, May 2012.
[72] Jimeng Sun, Dacheng Tao, and Christos Faloutsos. Beyond streams and graphs:
dynamic tensor analysis. In Tina Eliassi-Rad, Lyle H. Ungar, Mark Craven, and
Dimitrios Gunopulos, editors, Proceedings of the Twelfth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, Philadelphia, PA, USA, August
20-23, 2006, pages 374–383. ACM, 2006.
[73] Takaguchi, Taro, Yano, Yosuke, and Yoshida, Yuichi. Coverage centralities for tem-
poral networks. Eur. Phys. J. B, 89(2):35, 2016.
[74] J. Tang, S. Scellato, M. Musolesi, C. Mascolo, and V. Latora. Small-world behavior
in time-varying graphs. Phys. Rev. E, 81:055101, May 2010.
48
[75] John Tang, Mirco Musolesi, Cecilia Mascolo, and Vito Latora. Characterising tem-
poral distance and reachability in mobile and online social networks. SIGCOMM
Comput. Commun. Rev., 40(1):118–124, January 2010.
[76] John Tang, Mirco Musolesi, Cecilia Mascolo, Vito Latora, and Vincenzo Nicosia.
Analysing information flows and key mediators through temporal centrality metrics.
In Proceedings of the 3rd Workshop on Social Network Systems, SNS ’10, pages 3:1–3:6,
New York, NY, USA, 2010. ACM.
[77] Dane Taylor, Sean A. Myers, Aaron Clauset, Mason A. Porter, and Peter J. Mucha.
Eigenvector-based centrality measures for temporal networks. Multiscale Modeling
and Simulation, 15(1):537–574, 2017.
[78] William Hedley Thompson, Per Brantefors, and Peter Fransson. From static to tem-
poral network theory: Applications to functional brain connectivity. Network Neuro-
science, 1(2):69–99, 2017.
[79] Mohammed Shahadat Uddin, Piraveenan Mahendra, Kon Shing Kenneth Chung, and
Liaquat Hossain. Topological analysis of longitudinal networks. In HICSS, 2013.
[80] Shahadat Uddin, Liaquat Hossain, and Rolf T. Wigand. New direction in degree
centrality measure: Towards a time-variant approach. International Journal of Infor-
mation Technology and Decision Making, 13(4):865, 2014.
[81] Shahadat Uddin, Arif Khan, and Mahendra Piraveenan. A set of measures to quantify
the dynamicity of longitudinal social networks. Complexity, 21(6):309–320, 2016.
[82] Tiphaine Viard and Matthieu Latapy. Identifying roles in an IP network with temporal
and structural density. In 2014 Proceedings IEEE INFOCOM Workshops, Toronto,
ON, Canada, April 27 - May 2, 2014, pages 801–806. IEEE, 2014.
[83] Tiphaine Viard, Matthieu Latapy, and Cle´mence Magnien. Revealing contact patterns
among high-school students using maximal cliques in link streams. In Pei et al. [55],
pages 1517–1522.
[84] Tiphaine Viard, Matthieu Latapy, and Cle´mence Magnien. Computing maximal
cliques in link streams. Theor. Comput. Sci., 609:245–252, 2016.
[85] Stanley Wasserman and Katherine Faust. Social network analysis: Methods and ap-
plications, volume 8. Cambridge university press, 1994.
[86] Klaus Wehmuth, Artur Ziviani, and Eric Fleury. A unifying model for representing
time-varying graphs. In 2015 IEEE International Conference on Data Science and
Advanced Analytics, DSAA 2015, Campus des Cordeliers, Paris, France, October 19-
21, 2015, pages 1–10. IEEE, 2015.
49
[87] Douglas B. West. Introduction to Graph Theory. Prentice Hall, 2 edition, September
2000.
[88] John Whitbeck, Marcelo Dias de Amorim, Vania Conan, and Jean-Loup Guillaume.
Temporal reachability graphs. In O¨zgu¨r B. Akan, Eylem Ekici, Lili Qiu, and Alex C.
Snoeren, editors, The 18th Annual International Conference on Mobile Computing
and Networking, Mobicom’12, Istanbul, Turkey, August 22-26, 2012, pages 377–388.
ACM, 2012.
[89] Huanhuan Wu, James Cheng, Silu Huang, Yiping Ke, Yi Lu, and Yanyan Xu. Path
problems in temporal graphs. Proc. VLDB Endow., 7(9):721–732, May 2014.
[90] Kevin S. Xu and Alfred O. Hero. Dynamic Stochastic Blockmodels: Statistical Mod-
els for Time-Evolving Networks, pages 201–210. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2013.
[91] Kun Zhao, Ma´rton Karsai, and Ginestra Bianconi. Models, Entropy and Informa-
tion of Temporal Social Networks, pages 95–117. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2013.
[92] Matteo Zignani, Sabrina Gaito, Gian Paolo Rossi, Xiaohan Zhao, Haitao Zheng, and
Ben Y. Zhao. Link and triadic closure delay: Temporal metrics for social network
dynamics. In Eytan Adar, Paul Resnick, Munmun De Choudhury, Bernie Hogan, and
Alice H. Oh, editors, Proceedings of the Eighth International Conference on Weblogs
and Social Media, ICWSM 2014, Ann Arbor, Michigan, USA, June 1-4, 2014. The
AAAI Press, 2014.
50
