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摘要:社区结构是复杂网络的重要特征，社区发现就是为了挖掘复杂网络中的社区结构．为了提高基于教与学的多目
标社区发现算法(MODTLBO/D)的准确率，降低时间复杂度，提出了一种在多种群进化策略下的 MODTLBO/D(E-
MODTLBO/D)．在 E-MODTLBO/D中，采用自适应学习因子加强在教学阶段的探索与搜索能力;在学习阶段，每个个体在
各自的子种群内采用随机学习策略或者是改进的量子行为学习策略．在每次迭代更新后，子种群间进行信息交流，维持
算法的多样性与避免早熟收敛．实验表明，E-MODTLBO/D 在时间复杂度与发现高质量的社区结构方面要优于
MODTLBO/D等一些经典社区发现算法．
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现实世界有许多复杂网络体系，例如社交网络、
生物网络、万维网等．在数学与计算机领域中，复杂网
络被定义为图，包括一系列的节点与连接节点的边，
节点代表个体，边代表个体与个体之间的联系．一般而
言，社区是指复杂网络中联系较为紧密的子网络［1］，
社区发现就是为了找到复杂网络的内部特征，便于更
加了解复杂网络中的内在信息．社区发现问题通过发
现节点之间的相似度或其他相关属性，对复杂网络进
行社区划分．它可以被看作是一种最优化问题［2］．
基于教与学的最优化算法(TLBO)［3］是一种种群
智能优化算法，分为两个阶段:1)学生向老师学习
(称为教学阶段) ;2)学生之间的相互学习(称为学习
阶段)．通过这两个阶段的共同作用提高学生成绩．
TLBO具有简单、易于理解、算法参数少、优化精度高
和收敛速度快等优点，广泛运用于各个领域中的最优
化问题［4-7］．Keesari等［8］用 TLBO解决车间作业调度问
题，Xia 等［9］提出简化的 TLBO 解决拆分序列问题，
Baykasoglu 等［10］ 分别分析了 TLBO 在流水车间
(FSSP)与车间作业调度(JSSP)的表现．与此同时，
Dede［11］把 TLBO运用于离散化的桁架结构最优化问
题，Li 等［12］提出离散化 TLBO 解决流水车间调度
问题．
从本质上来看，复杂网络中的社区发现问题是一
种聚簇最优化问题． Chen 等［13］提出了一种基于教与
学的多目标社区发现算法(MODTLBO /D)来解决社区
发现问题．该算法中，每个个体从邻居的平均值处进行
学习，算法时间复杂度高，且在学习阶段，个体仅仅从
邻居处进行学习，容易陷入局部最优．因此，本文中提
出一种在多种群进化策略下的 MODTLBO /D(E-
MODTLBO /D)．采用多种群并进的进化策略，在不同
种群中采用不同的进化规则．在教学阶段，采用自适应
学习因子;在学习阶段，每个个体在各自的子种群内
可以采用随机学习策略或者是改进的量子行为学习
策略．在每次迭代更新后，子种群间进行信息交流，维
持算法的多样性与避免早熟收敛．把改进后的算法带
入真实网络中进行实验发现，本文中提出的 E-MODT-
LBDO/D算法在时间复杂度与发现高质量的社区结构
方面比 MODTLBO /D等算法表现更好．
1 社区发现
1. 1 相关工作
近年来发现，很多现实世界的复杂系统可以由复
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杂网络来表示，发现复杂网络中的社区结构问题就是
社区发现问题，该问题已经越来越受到人们的广泛关
注．许多来自不同领域的算法被提出来解决社区发现
问题，这些算法大致可以分为以下 3类:
1)基于图划分的算法:在这类算法中，节点通过
预定义的方法被划分到不同社区，使得社区之间的连
接尽可能少．Ezhilarasi等［14］提出一种基于图划分的算
法，该算法定义社区之间连接与内在连接差异的评价
函数，旨在最小化评价函数． Pothen 等［15］利用拉普拉
斯矩阵的特征进行社区划分，实现社区发现．但这两种
方法都需要预先定义划分准则，最小化划分准则将会
导致划分效果不佳．因此，又出现了一些其他准则，例
如平均划分［16］、比率划分［17］、标准化划分［18］等．基于
图划分的算法存在需预定义社区大小等规则的缺点，
这表明该种算法并不是理想的社区发现算法．
2)基于分层的算法:这类算法的核心思想是运用
相似度度量不同节点对之间的相似程度来解决社区
发现问题．分层算法包括凝聚分层算法和分裂分层算
法．典型的凝聚分层算法是标签传播算法(LPA)［19］．
典型的分裂分层算法是由 Girvan 与 Newman 提出的
GN算法［20］．这些方法自然生成了网络的社区划分，但
是它们需要一个停止的规则．
3)基于模块度的算法:此类算法在社区发现问题
中被广泛运用．模块度 Q 是由 Newman 等［1］提出的用
来评价社区划分质量的评价函数． Fast Newman(FN)
算法［21］是一个经典的模块度算法，该算法从一些独立
的节点开始，用贪心策略将原始图的连接信息反复加
入到图中，获得最大可能的模块度增长．Blondel 等［22］
提出一种快速多步贪心策略(BGLL)来实现模块度最
优，找到最优社区划分．除此之外，有一些单目标进化
算法［23-27］被用来最优化模块度 Q．由于单目标算法存
在分辨率限制等缺陷，还有许多多目标进化算法被提
出，其中包括 Shi 等［28］提出的多目标社区发现算法
(MOCD)、Pizzuti 等［29］ 提出的多目标遗传算法
(MOGA-Net)、Gong等［30］提出的基于分解的多目标遗
传算法(MOEA /D-Net)．与此同时，Gong 等［31］还提出
一种基于分解的多目标离散粒子群智能算法来解决
社区发现问题．除此之外，还有一些多目标进化算法解
决社区发现问题［32-36］，它们都是同时最优化两个互相
矛盾的目标函数实现社区发现．
1. 2 社区定义
一个复杂网络可以抽象为一个图 G =(V，E) ，其
中 V为节点的集合，E为连接节点的边的集合．在复杂
网络中的社区是指具有密切关系的节点的集合［37］，也
就是说在社区内部节点连接紧密，而在社区之间节点
连接稀疏．复杂网络中的社区发现问题是一个聚类问
题，旨在把图 G 划分成若干子图 Gi(i = 1，2，…，k) ，满
足∪1≤i≤kGi =G且∩1≤i≤kGi =．
1. 3 评价指标
为了找到更好的社区划分与评价社区划分的质
量，必须采用恰当的质量评价指标．本文中采用标准互
换信息(normalized mutual information，NMI)与模块度
Q这两个最常见的评价指标．近些年来，这两个评价指
标被广泛运用于社区发现问题．
由 Danon等［38］提出的 NMI 是用于评价所得社区
划分与真实网络社区划分相似度的评价指标，给出一
个网络的两种划分 p1 与 p2，C 为混淆矩阵，Cij代表 p1
中属于社区 i的节点也属于 p2 中属于社区 j的节点的
数目总和，NMI(p1，p2)为:
NMI(p1，p2)=
－ 2∑ Cp1i = 1∑
Cp
2j = 1
log(CijN /CiCj)
∑ Cp1i = 1Ci log(Ci /N)+∑
Cp
2j = 1
Cj log(Cj /N)
，
其中，Cp
1
(Cp
2
)表示 p1(p2)中的社区数目，Ci(Cj)表示
混淆矩阵 C 的第 i 行(第 j 列)的元素和，N 指节点总
数．如果 p1 = p2，则 NMI(p1，p2)= 1，如果 p1 与 p2 完全
不同，则 NMI(p1，p2)= 0．NMI 值越大代表 p1 与 p2 的
相似度越高．
由 Newman 等［1］提出的模块度 Q 是一个非常受
欢迎的用来评价社区划分质量的评价函数，假设 K 为
复杂网络中的社区划分数目，则模块度 Q 值定义
如下:
Q =∑ KS = 1
lS
m
－
dS
2m( ) 2[ ] ，
其中，m表示网络中的边总数，lS 与 dS 分别表示社区 S
中的边总数与节点总数．当 Q值越接近 1，表示网络的
社区划分质量越好．在实际例子中，Q 值一般为 0. 3 ～
0. 7．
2 预备知识
在 E-MODTLBO /D 中，由于学习规则的改变，本
文中需要重新定义 Chen等［13］提到的一些变量．
定义 1 设 Y = (y1，y2，…，yN) ，X = (x1，x2，…，
xN) ，则定义函数 Y = S(X)如下:
yi =
1，当 rand(0，1)＜ sigmoid(xj) ，
0，其他，{
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其中，j= 1，2，…，N，sigmoid函数［39］定义如下:
sigmoid(x)=
1
1 + e －x
．
定义 2 假设Y =(y1，y2，…，yN) ，X =(x1，x2，…，
xN) ，Z = (z1，z2，…，zN) ，则定义函数 Z = XθY如下:
zj =
xj，yj = 0，
SBest j，其他，
{
其中，SBest j是代表个体所有邻居中第 j 个节点的最多
标签数．
3 改进的 E-MODTLBO /D
3. 1 离散化个体表示
本算法采用整数值编码规则［13］，个体向量代表社
区划分结果．假设一个节点的社区值与另一个节点的
社区值相同，代表着两个节点属于同一社区，反之则
属于不同社区．假设网络共有 C 个社区，N 个节点，则
第 i个个体向量 Xi 定义如下:
Xi = (xi1，xi2，…，xiN) ，
其中，xij(1≤j≤N，1≤i≤p)代表第 i 个个体的第 j 个
节点所属的社区值，p为种群大小．若 xij = xik，则第 i 个
个体的第 j个节点与第 k个节点属于同一社区内．除此
之外，本算法采用 Gong 等［40］提出的一种启发式算法
获得初始个体向量．
3. 2 多种群进化策略
本算法采用一种改进的多种群进化策略［47］．种群
内所有个体以相同概率被均等地分到各个子种群内，
不同子种群内部进化规则不同，以维持算法的探索能
力与提高算法多样性．在每一轮迭代中，每个个体通过
教学阶段与学习阶段在各个子种群内进行学习更新，
子种群间进行信息交流，把种群内部表现最优的个体
传给其他子种群，维持种群的多样性，避免陷入局部
最优．多种群进化策略不仅可以提高算法的多样性，还
可以降低时间复杂度．
3. 3 自适应教学因子
在 Chen等［13］提出的 MODTLBO /D 中，教学因子
(TTF)决定平均值的改变程度与平均值对生成新解的
影响程度，其值随机取为 1 或 2，分别反映学员什么也
没学到，或者是学到老师的全部知识两种情况．但在实
际教学中，情况随着学习时间的推移有所不同．在教学
阶段的前期，学员与教师之间的知识存在较大差距，
这是由于此时学员对所学知识掌握很少，所以学员学
习效率较高，学到的知识多而且快;而在教学阶段的
后期，经过一段时间的学习，学员掌握的知识越来越
多，与教师之间的差距越来越小，学习效率会显著下
降，学到的知识少而且慢．
在优化算法中，TTF值小，则代表算法探索能力强，
但搜索能力弱;反之则代表算法探索能力弱，但搜索
能力强．考虑到此问题，本算法参考 2015 年 Yue 等［41］
提出的自适应教学因子，改进本算法的教学因子，使
得 TF 随着迭代次数的增加而呈线性递减，表达式
如下:
TTF(t)=
1
2 [(TTFmax － TTFmin)( tmax － titmax )
2
+
(TTFmax － TTFmin)( tmax － titmax ) ] + TTFmin，
其中，TTFmax与 TTFmin分别表示 TTF的最大值与最小值，
tmax表示算法的迭代总次数，t表示当前迭代次数．从上
式可以看出，在搜索前期，TTF值大;在搜索后期，TTF值
小．这表明在算法搜索前期，学员学习效率高，学到的
知识多且快，TTF值大有利于增强算法的全局探索能
力，加快算法的收敛速度．随着迭代不断进行，学习效
率下降，学到的知识少且慢，此时 TTF值小有利于增强
算法的局部探索能力，使算法搜索逐步向最优解靠
拢，获得更高精度的解．
3. 4 E-MODTLBO/D教学阶段
在实际教学中，教师给学生传播知识提高全班的
知识水平，帮助学生得到较好的分数，因此全班的平
均成绩也可提高，个体基于全班平均成绩与教师进行
更新．本算法把每个个体分配到不同种群内，个体从种
群内最优个体(STeacheri)与平均值 SMeani学习更新．
STeacheri与 SMeani定义如下:
STeacheri = BBest(Xi 1，Xi 2，…，Xik，…，XiK) ，
SMeani = (∑
K
k = 1
Xik1，∑
K
k = 1
Xik2，…，∑
K
k = 1
XikD)，
其中，Xi1，Xi2，…，Xik，…，XiK 代表个体 Xi 所在种群的
个体集合，且 Xik = (xik1，xik2，…，xikD)．
在教学阶段，教师的任务是提高全班的成绩，通
过对最优个体的学习来提高整体水平，因此，对社区
发现问题重新定义对第 i个个体 Xi 的更新规则:
newXi =Xiθ Differencei，
Differencei =S(rand(0，1)×(STeacheri
(TTF(t)×SMeani) ) ) ，
其中，rand(0，1)是 0 与 1 之间的随机数，TTF(t)是前
文 3. 3节提到的自适应教学因子，(STeacheri)与 SMeani分
别是个体 Xi 所在种群的最优个体与平均值，是异或
算子．
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3. 5 E-MODTLBO/D学习阶段
在学习阶段，学生随机向种群内的其他学生学习
知识，学生从其他学生那里学习他们还未掌握的新知
识．在这一阶段，个体通过以下规则更新:
newXi =Xiθ Differencei，
Differencei =S(XiX j) ，
其中，是异或算子，X j 代表 Xi 所在种群内部的任意
个体，这种策略被称为随机学习策略．
为了提高算法的表现效果，本算法提出一种改进
的量子行为学习策略［42］．在学习阶段，每个个体在各
自的子种群内可以采用随机学习策略或者是改进的
量子行为学习策略．给出学习概率 pl，决定个体在学习
阶段采用的学习策略．随机产生一个介于 0 与 1 之间
的随机数 r，当 r＜pl 时，采用传统的随机学习策略;否
则采用改进的量子行为学习策略．事实上，pl 值越大则
算法中的个体多样性越好，pl 值越小则算法的收敛速
度越快．
假设产生的新个体 newXi =(z1，z2，…，zN) ，改进
的量子行为学习策略规则如下:
zj =
STeacher j，当 rand (0，1)＜sigmoid (TempX j) ，
GTeacher j，其他．
{
其中，STeacher与 GTeacher分别表示个体 Xi 所在种群内的
最优个体与全局最优个体，且 TempX定义如下:
TempX = β × (X SMeani)× (－ log(u) ) ，
其中，u为介于 0 与 1 之间的随机值，SMeanj是个体 X j
所在种群内的平均值．在传统的学习阶段，个体只是在
种群中随机选择个体进行学习，而本算法中，个体有
两种不同的学习策略．在一定概率下，个体采用传统的
随机学习策略;但在一定概率下，个体通过向全局最
优个体与种群内最优个体学习知识，使得个体可以在
其他个体、全局最优个体与种群内最优个体的共同帮
助下学习，使学习效率明显提高，加快算法收敛速度．
3. 6 变异规则
当算法中存在完全相同的两个解，则必须修改它
们以避免陷入局部最优，维持种群多样性．采用 Gong
等［40］提出的基于邻居的变异算子，对每个个体随机生
成一个介于 0 与 1 之间的数，如果小于变异概率 pm，
则执行变异算子．这里需要指出每次教学阶段或者学
习阶段完成后，都需进行一次变异操作．
3. 7 算法框架
3. 7. 1 基于分解的多目标优化算法(MOEA/D)
MOEA /D［43］是基于传统的多目标最优化策略的
算法，该算法把多目标优化问题分解为一系列单目标
子问题，同时最优化这些子问题，每个子问题通过其
邻居子问题进行优化，而子问题的邻居关系通过子问
题之间的距离与聚合多目标权重向量定义．不同于传
统的帕累托分级方法，该算法通过实现每个子问题的
最优化来获得最优解．
在 MOEA /D中，有许多方法可以把多目标最优化
算法分解为一系列子问题，其中一种是通过构造聚合
函数实现分解．至今为止，有许多方法可以构造聚合函
数，其中最受欢迎的是权重求和法与切比雪夫法．本算
法采用切比雪夫法，因为所研究的问题中两个目标函
数是不连续的，所以不能简单判断铂累托前沿(PF)是
不是凹的．如果 PF是凸的，权重求和法的效果就会不
佳．切比雪夫法把问题分割为一些具有单目标子问
题［43］，最优化问题可以表示为
ming(x | λ，z* )= max1≤i≤mλ i fi(x)－ z
*
i ，
其中，权重向量 λ =(λ 1，λ 2，λ 3，…，λm)且 λ i ≥ 0，i =
1，2，…，m，且∑mi = 1λ i = 1，z* 代表参考点，m是目标函
数的数目．
3. 7. 2 目标函数
采用 Gong等［30］提出的两个目标函数 NＲA 与 ＲC，
目标是最小化这两个函数．定义一个无向图 G = (V，E)，
定义邻接矩阵A，一种划分方法S = (V1，V2，…，Vm)，Vi是
社区 Gi 的节点集合，i = 1，2，…，m．定义 L(V1，V2)=
∑ i∈V1，j∈V2Aij，L(V1，V2)= ∑ i∈V1，jV2Aij ．目标函数如下:
minf1 = NＲA = －∑
m
i = 1
L(Vi)Vi
| Vi |
，
minf2 = ＲC = －∑
m
i = 1
L(Vi) ，Vi ^
| Vi |
．





一般而言，NＲA 可看作是社区内部连接的密度，
ＲC可看作是社区之间连接的密度．最小化 NＲA 趋向
于把网络切割成很多的小型社区，而最小化 ＲC 趋向
于把网络切割成大型社区，这两个目标函数有着权衡
对方对于社区数目增加或者减少的趋势的潜力．通过
权衡最小化这两个目标函数，可以获得高质量的网络
划分．
3. 7. 3 E-MODTLBO/D伪代码
本文中采用 MOEA /D的主要框架，加入多种群进
化策略，在每个种群内部，个体通过种群内部信息进
行更新进化．因此，NTeacheri与 NMeani代表第 i个个体所在
种群内部最优值与平均值． E-MODTLBO /D 的伪代码
如下:
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算法:E-MODTLBO /D
输入:初始化个体 X，个体数目 N，迭代次数 gen-
max，变异概率 pm，学习概率 pl，种群数目 Sp，种群内个
体数目 SN，权重向量 W，初始化最优参考点 z
* ;
输出:最优个体
Begin
for t= 1:genmax
把个体 X随机分入不同种群内，更新全局最优个
体与种群内最优个体;
for每个种群 do
通过教学阶段与学习阶段更新每个个体 Xi，计算
个体与全局最优参考点的距离 z* ;
保留每个种群内表现最优的 SN 个个体;
更新全局最优参考点 z* ;
end for
把种群内最优个体传给其他种群，并保留前 SN
个个体在种群内;
end for
End
4 实验结果
4. 1 参数设置
所有实验都在 2. 3 GHz CPU，4 GB ＲAM 的处理
器上运行，操作系统为 Windows7，软件版本为
MATLAB 8. 3．为了减少系统误差，每个函数都被单独
运行了 20次．对于所有的方法，种群大小 popsize 设置
为 100，更新迭代次数 ggenmax设置为 100，变异概率 pm =
0. 06，种群数目设置为 20，种群内个体数目为 5．为了
维持算法多样性与收敛性的平衡，设置学习概率 pl
= 0. 5．
4. 2 真实网络
采用 Zachary空手道俱乐部网络、Bottlenose 海豚
网络、美国大学足球队网络和 Krebs 美国政治书网络
这 4个真实的复杂网络对本算法进行验证．
空手道俱乐部网络由 Zachary 提出［44］，通过观察
在一段时期内空手道俱乐部 34名成员的活动所获得．
在研究期间，俱乐部管理者与俱乐部开发者之间存在
分歧，这个分歧最终导致开发者离开并且成立新的俱
乐部;与此同时，开发者带走原俱乐部近 1 /2 成员，网
络自然分成了两个大小相近的社区．
Bottlenose海豚网络由 62 只海豚构成［45］，海豚们
住在新西兰的一个神奇峡湾中，它们的行为活动被
Lusseau等学者所观察．学者们花了 7 年时间观察它们
的行为活动，定义如果有两只海豚发生固定且频繁的
协作行为，则认为这两只海豚之间有联系．这个网络中
的海豚自然的分成 2组，共有 159组联系．
美国大学足球队网络来自于对美国大学足球队
的观察［20］，网络代表在 Fall 2000 常规赛赛季中不同
球队之间的比赛场次，网络中的节点代表足球队，而
边则代表两个足球队会进行比赛．比赛队伍会被分到
几个不同的联盟中去，每队平均进行 4 场联盟间比赛
与 7 场联盟内比赛，该网络包含 115 个节点与 616
条边．
Krebs的政治书网络中，节点代表 105 本购自亚
马逊的关于美国政治的书，边代表经常由同一个买家
买的书之间具有关联关系．不同的书按不同的政治取
向被分类［46］．
4. 3 实验结果分析
为了评价本算法在复杂网络的社区发现问题中
的表现，把本算法与其他一些经典的算法进行比较．
首先，与两个经典的单目标算法:FM 算法［21］(采
用贪心策略实现模块度 Q 最优) ，BGLL 算法进行比
较，结果如表 1所示．
表 1 4个真实网络的模块度 Q值
Tab. 1 The modularity values
obtained on four real-world networks
单目标算法
Zachary
空手道
俱乐部
Battlenose
海豚
美国大学
足球队
Krebs
美国
政治书
FM 0. 380 79 0. 494 80 0. 581 40 0. 512 36
BGLL 0. 421 08 0. 518 79 0. 604 38 0. 518 64
E-MODTLBO/D 0. 419 79 0. 519 04 0. 604 47 0. 525 43
从表 1可以看出:在 Zachary 空手道俱乐部网络
中，BGLL算法表现最优，可以获得最大的模块度 Q 值
为0. 421 08;而对于另外 3 个网络，E-MODTLBO /D 算
法表现最优，比其他两个单目标算法表现都要好．
其次，把 E-MODTLBO /D 与一些多目标进化算法
进行比较，分别为 MOCD［28］、MOGA-Net［29］、MOEA /D-
Net［30］、MODPSO［31］和 MODTLBO /D［13］，所得结果如
表 2所示．
从表 2可以看出:从模块度 Q 值的角度比较，在
Zachary 空手道俱乐部网络中，E-MODTLBO /D 与
MOEA /D-Net、MODPSO、MODTLBO /D表现同样好;但
在另外 3 个网路中，E-MODTLBO /D 比其他算法表现
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表 2 4个真实网络的模块度 Q值与标准互换信息 NMI
Tab. 2 Ｒesults obtained on four real-world networks
算法
Q NMI
Zachary空手道
俱乐部
Battlenose
海豚
美国大学
足球队
Krebs
美国政治书
Zachary空手道
俱乐部
Battlenose
海豚
美国大学
足球队
Krebs
美国政治书
MOCD 0. 418 76 0. 521 95 0. 595 86 0. 525 74 0. 837 18 1. 000 00 0. 893 32 0. 594 98
MOGA-Net 0. 414 94 0. 514 17 0. 526 48 0. 517 42 0. 837 18 1. 000 00 0. 801 16 0. 594 19
MOEA/D-Net 0. 419 79 0. 521 18 0. 603 98 0. 526 55 1. 000 00 1. 000 00 0. 926 79 0. 596 42
MODPSO 0. 419 79 0. 526 05 0. 604 55 0. 526 62 1. 000 00 1. 000 00 0. 928 85 0. 615 83
MODTLBO /D 0. 419 79 0. 522 01 0. 604 55 0. 526 72 1. 000 00 1. 000 00 0. 926 68 0. 617 27
E-MODTLBO/D 0. 419 79 0. 526 80 0. 604 57 0. 526 94 1. 000 00 1. 000 00 0. 924 20 0. 677 10
更优．从 NMI这个评价指标来看，在 Zachary 空手道俱
乐 部 网 络 中，E-MODTLBO /D 与 MOEA /D-Net、
MODPSO、MODTLBO /D 表现同样好;在 Battlenose 海
豚网络中，所有算法的 NMI值都可以达到 1;在美国大
学足球队网络中，MODPSO 表现最优，NMI 值为
0. 928 85，本算法的 NMI 值为0. 924 20．在 Krebs 美国
政治书网络中，本算法表现最优，可以获得最大的
NMI值，为 0. 677 10，远大于其他算法．
从与这些算法比较中更可以看出，本算法在解决
社区发现问题时是很有潜力的．在 NMI 值上来看，它
可以在 Zachary空手道俱乐部网络、Bottlenose 海豚网
络与 Krebs美国政治书网络中都表现优于其他算法;
从 Q值来看，它在 4个网络中的表现都优于其他算法．
5 结 论
本文中提出了一种高效的在多种群进化策略下
的 E-MODTLBO /D．不同于 MODTLBO /D，本算法采用
多种群进化策略来降低时间复杂度并且增加算法的
多样性．种群内所有个体以相同概率被均等地分到各
个子种群内，不同子种群内部进化规则不同，以维持
算法的探索能力．每个个体在教学阶段与学习阶段在
各个种群内进行学习更新，每次迭代后，种群间进行
信息交流，把种群内部表现最优的个体传给其他种
群，以维持种群的多样性，避免陷入局部最优．在教学
阶段，每个个体从种群内学习，同时采用自适应教学
因子．在学习阶段，每个个体在各自的子种群内采用随
机学习策略或者是改进的量子行为学习策略，以保证
算法的收敛性与多样性．在每代更新完成后，子种群之
间的信息交流可以维持算法的多样性与避免早熟
收敛．
为了验证提出该算法的有效性，把该算法运用于
不同的真实网络中，并与其他算法进行比较．实验结果
表明，该算法在时间复杂度与发现高质量的社区结构
方面要优于 MODTLBO /D等一些经典社区发现算法，
在解决复杂网络中的社区发现问题方面高效且有广
泛应用前景．
为了让该算法更加高效，未来的工作将致力于研
究基于特殊问题的更新策略与如何维持多样性与收
敛性的方法．进而将离散性基于教与学最优化的方法
运用于限制性的、动态的复杂网络中，这有助于解决
各种各样的真实复杂网络的最优化问题．
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An Efficient Multi-population Community Detection Algorithm
Using Teaching-learning-based Optimization
LI Peixi，FENG Shaorong*
(School of Information Science and Engineering，Xiamen University，Xiamen 361005，China)
Abstract:Community structure is an important feature of complex networks，and community detection aims at mining the community struc-
ture of complex networks．In order to improve the multi-objective optimization of community detection using discrete tea-ching-learning-based
optimization with decomposition(MODTLBO/D) ，and decrease time complexity，we propose an efficient tea-ching-learning-based optimization
algorithm combined with multi-population evolutionary strategy for community detection． In this study，we adopt adaptive learning factor in
teacher phase to enhance the ability of exploration and search．In learner phase，each learner employs the random learning strategy or modified
quantum-behaved learning strategy in corresponding subpopulation．After each generation，subpopulations exchange information to maintain the
diversity and discourage premature convergence．The experiments results demonstrate that our proposed algorithm has an advantage of time
complexity and is highly efficient at discovering quality community structure．
Key words:community detection;teaching-learning;multi-objective;multi-population evolutionary algorithm
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