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Abstract
We propose deep Reinforcement Learning (RL)
algorithms inspired by mirror descent, a well-
known first-order trust region optimization
method for solving constrained convex prob-
lems. Our approach, which we call as Mirror
Descent Policy Optimization (MDPO), is based
on the idea of iteratively solving a ‘trust-region’
problem that minimizes a sum of two terms:
a linearization of the objective function and a
proximity term that restricts two consecutive up-
dates to be close to each other. Following this
approach we derive on-policy and off-policy
variants of the MDPO algorithm and analyze
their performance while emphasizing important
implementation details, motivated by the exist-
ing theoretical framework. We highlight the
connections between on-policy MDPO and two
popular trust region RL algorithms: TRPO and
PPO, and conduct a comprehensive empirical
comparison of these algorithms. We then derive
off-policy MDPO and compare its performance
to existing approaches. Importantly, we show
that the theoretical framework of MDPO can be
scaled to deep RL while achieving good perfor-
mance on popular benchmarks.
1 Introduction
Policy Optimization (PO) is among the most successfully
used methods in Reinforcement Learning (RL) (Peters
and Schaal, 2008; Deisenroth and Rasmussen, 2011; Lil-
licrap et al., 2015; Levine et al., 2016; Gu et al., 2017).
In this class of algorithms, the policy is directly opti-
mized based on the gradient of the objective. Many works
consider an additional surrogate objective which aims
at constraining consecutive policies to be close to each
other. This approach includes the Trust Region Policy
Optimization (TRPO) (Schulman et al., 2015a) and Proxi-
mal Policy Optimization (PPO) (Schulman et al., 2017),
among other algorithms, which are usually being referred
to as trust region or proximity-based methods, resonating
the fact they make the updated policy lie within a trust
region around the former policy.
Trust region methods in RL are usually motivated in allow-
ing policy improvement in the presence of uncertainty and
estimation errors, by using conservative updates (Kakade
and Langford, 2002; Schulman et al., 2015a). Relying
on this reasoning Schulman et al. (2015a) suggested to
iteratively solve a constraint optimization problem to as-
sure consecutive policies remain ‘close’ to one another.
This, however, comes in stark contrast to the interpre-
tation of trust region methods in convex optimization –
there, an unconstrained optimization problem is itera-
tively solved (Beck, 2017). Recently, several authors de-
rived policy optimization methods by applying the frame-
work of Mirror Descent (Blair, 1985; Beck and Teboulle,
2003) to the RL objective and supplied theoretical guar-
antees for such algorithms (Neu et al., 2017; Geist et al.,
2019; Liu et al., 2019; Shani et al., 2020). Relying on their
algorithms we test an umbrella approach for performing
Mirror Descent optimization on the RL objective when
using neural networks as the function approximators.
Mirror Descent (MD) (Blair, 1985; Beck and Teboulle,
2003) is a general trust region method that attempts to
keep consecutive iterates close to each other. In the tabu-
lar RL case, solving the trust region problem has a closed
form solution. However, when the policy is parameter-
ized by a function class, a closed form solution does not
usually exist. We test a natural solution to this problem:
solving the trust region problem with gradient descent.
To this end, we develop a method called Mirror Descent
Policy Optimization (MDPO), where we propose and em-
pirically evaluate performing multiple gradient updates
at each MD step. We derive on-policy and off-policy
variants of MDPO and perform a thorough empirical eval-
uation against multiple well established algorithms.
In addition, we note that most contemporary approaches
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tend to differ drastically from each other in terms of
their implementation and thus add an unwanted extra
layer of complexity in understanding the underlying al-
gorithms (Henderson et al., 2018; Engstrom et al., 2020).
In our work, we strip down our method and the corre-
sponding baseline approaches from any differences that
may arise due to their implementation. We achieve this
by reporting results on the most natural version of all al-
gorithms, excluding any code level optimizations and use
of non-standard hyperparameter values. In doing so, we
are able to provide a much more coherent understanding
of both MDPO and related methods.
We start by deriving a simple, unconstrained, on-policy
version of MDPO, based on the theory presented in (Shani
et al., 2020). On-Policy MDPO is a multi-step gradient
based algorithm and thus bears resemblance to TRPO,
PPO and Natural Policy Gradient (NPG) (Kakade, 2002)
techniques. In correspondence to theory, we show that
approximately solving the MD based updates requires
performing several gradient steps and empirically identify
this number as an important hyper parameter. Finally, we
show that our approach works better than or on par with
current on-policy trust region algorithms, TRPO and PPO.
Together with the theoretical guarantees that our work is
based on, these results argue against the common belief
that the trust region problem should be solved using a con-
straint optimization formulation, which is believed to en-
hance robustness, as claimed in (Schulman et al., 2015a).
Instead, it is more natural to follow the unconstrained for-
mulation of MDPO – it is not only well motivated from a
theoretical point of view, but, as an additional benefit, it
greatly reduces the computational complexity, by averting
the need to invert a matrix of the parameters space size or
approximate it using, for instance, the conjugate gradient
method as done in TRPO.
Then, we propose an off-policy version of MDPO, based
on an actor critic framework. Off-policy methods are
known to be more sample efficient, by allowing to reuse
data from a replay buffer, as was observed in Lillicrap
et al. (2015); Haarnoja et al. (2018). Indeed, we compare
off-policy MDPO with the on-policy MDPO and observe
significant performance improvement for most tasks.
Finally, we introduce a Soft MDPO version by incorpo-
rating entropy regularization to off-policy MDPO. The
use of entropy regularization has been shown to allow
more exploratory behavior through the policy actions
(Fox et al., 2016; Haarnoja et al., 2018) and make the
learning process ‘smoother’ (Dai et al., 2018; Nachum
et al., 2018; Shani et al., 2020) at the expense of biasing
the optimal solution (Dai et al., 2018). While some PO
algorithms only consider this technique as an implemen-
tation detail (Mnih et al., 2016), algorithms such as Soft
Actor-Critic (SAC) (Haarnoja et al., 2018) directly aim at
solving this problem. Following this reasoning, we com-
pare both the hard and soft versions of off-policy MDPO
with SAC. Surprisingly, our results show that the three
algorithms perform similarly, suggesting that the ‘soft’
entropy-regularization mechanism of SAC may not be the
reason behind its good performance.
2 Preliminaries
In this paper, we assume that the agent’s interaction
with the environment is modeled as a discrete time γ-
discounted Markov Decision Process (MDP), denoted by
M = (S,A, P,R, γ, µ), where S andA are the state and
action spaces; P ≡ P (s′|s, a) is the transition kernel;
R ≡ r(s, a) is the reward function with the maximum
value of Rmax; γ ∈ (0, 1) is the discount factor; and µ
is the initial state distribution. Let pi : S → P(A) be a
stationary Markovian policy, where P(A) is a probabil-
ity distribution on the set A. The discounted frequency
of visiting a state s, following a policy pi is defined as
ρpi(s) ≡ (1− γ)E[
∑
t≥0 γ
tI{st = s} | µ, pi]. The value
function of a policy pi at any state s ∈ S is defined as
V pi(s) ≡ E[∑t≥0 γtr(st, at)|s0 = s, pi], where the ex-
pectation is over all the randomness in the policy, dy-
namics, and rewards. Similarly, the action-value function
of pi is defined as Qpi(s, a) = E[
∑
t≥0 γ
tr(st, at)|s0 =
s, a0 = a, pi]. The difference between the action-value
function Q and the value function V is defined as the
advantage function Api(s, a) = Qpi(s, a)− V pi(s). Since
the rewards are bounded byRmax, both V andQ functions
have the maximum value of Vmax = Rmax/(1− γ). The
objective is to find an optimal policy pi∗, i.e., a policy with
the maximum value at every state.
Since finding an optimal policy for a MDP involves solv-
ing a non-linear system of equations and the optimal
policy may be deterministic (less explorative), many re-
searchers have proposed to add a regularizer in the form
of an entropy term to the reward function, and solve
the entropy-regularized (or soft) MDP, e.g., (Kappen,
2005; Todorov, 2006; Neu et al., 2017). In this for-
mulation, the reward function is modified as rλ(s, a) =
r(s, a)+λH(pi(·|s)), where λ is the regularization param-
eter and H is an entropy-related term, such as Shannon
entropy (Fox et al., 2016; Nachum et al., 2017b), Tsallis
entropy (Lee et al., 2018; Nachum et al., 2018), or relative
entropy (Azar et al., 2012; Nachum et al., 2017a). Setting
λ = 0, we return to the original formulation, also referred
to as the hard MDP. In what follows, we use the terms
’regularized’ and ’soft’ interchangeably.
2.1 Mirror Descent
Mirror Descent (MD) (Beck and Teboulle, 2003) is a
first-order trust region optimization method for solving
constrained convex problems:
x∗ ∈ arg min
x∈C
f(x), (1)
where f is a convex function and the constraint set C is
convex compact. At each iteration k + 1, MD minimizes
a sum of two terms: 1) a linear approximation of the
objective function f at the previous estimate xk, and 2)
a proximity term that measures the distance between the
updated, xk+1, and the previous, xk, estimates. MD is
considered a trust region method because the proximity
term keeps the updates, xk and xk+1, close to each other.
We may write the MD update as
xk+1 ∈ arg min
x∈C
〈∇f(xk), x−xk〉+ 1
tk
Bψ(x, xk), (2)
where Bψ(x, xk) := ψ(x)−ψ(xk)−〈∇ψ(xk), x− xk〉
is the Bregman divergence associated with a strongly
convex function ψ, and tk is a stepsize that is determined
by the analysis of MD. When ψ = 12‖·‖22, the Bergman
divergence is the Euclidean norm Bψ(x, xk) = 12‖x −
xk‖22, and (2) becomes the Projected Gradient Descent
algorithm (Beck, 2017). On the other hand, when ψ is the
negative Shannon entropy, the Bregman divergence term
takes the form of the KL divergence, i.e., Bψ(x, xk) =
KL(x, xk). In this case, when the constraint set C is the
unit simplex, C = ∆, MD becomes the Exponentiated
Gradient Descent algorithm and (2) has the following
closed form (Beck and Teboulle, 2003):
xik+1 =
xik exp
(− tk∇if(xk))∑n
j=1 x
j
k exp
(− tk∇jf(xk)) , (3)
where xik and ∇if are the ith coordinates of xk and ∇f .
3 Mirror Descent Policy Optimization
The goal in reinforcement learning (RL) is to find an
optimal policy, pi∗, for a MDP. The following shows two
distinct ways to formulate RL as an optimization problem:
pi∗(·|s) ∈ arg max
pi
V pi(s), ∀s ∈ S, (4)
pi∗ ∈ arg max
pi
Es∼µ
[
V pi(s)
]
. (5)
In (4), the value function is optimized over the entire
state space S. This formulation is mainly used in value-
function based RL algorithms. On the other hand, the
formulation in (5) is more common in policy optimization
algorithms in which a scalar that is the value function at
the initial state (s ∼ µ) is optimized.
The objective function is not convex in pi in neither of
these two optimization problems (unlike the MD opti-
mization problem in Eq. 1). Yet, it has been shown that
we can still use the general MD update rule (Eq. 2) and de-
rive RL algorithms with the following update rules (Geist
et al., 2019; Shani et al., 2020):
pik+1(·|s)← arg max
pi
Ea∼pi
[
Apik (s, a)
]− 1
tk
KL(s;pi, pik),
(6)
pik+1 ← arg max
pi
Es∼ρpik
[
Ea∼pi
[
Apik (s, a)
]− 1
tk
KL(s;pi, pik)
]
.
(7)
for the objective functions of Eqs. 4 and 5, respectively.
Unlike the update rule (6), in (7), the policy is optimized
over the measure ρpik , the state frequency induced by the
current policy pik.
In (Geist et al., 2019; Shani et al., 2020), the authors
proved O˜(1/√K) convergence rate to the global opti-
mum of the (finite/tabular) MDP for these MD-based
RL algorithms, where K is the total number of itera-
tions. They also showed that this rate can be improved to
O˜(1/K) in soft (regularized) MDPs.1 These results are
promising, since they provide the same rates as for the
MD algorithm in convex optimization (Beck, 2017).
Considering the above theoretical results on using MD
update rule to optimize RL objectives, together with some
empirical work in this area (e.g., (Nachum et al., 2017a;
Mei et al., 2019)), led us to derive RL algorithms based
on the MD update rules (6) and (7). We refer to these
algorithms as MD policy optimization (MDPO). In our on-
policy MDPO algorithm, described in Section 4, we use
the update rule (7) and perform the updates using Monte-
Carlo estimates of Apik gathered by following the current
policy, pik. Our off-policy MDPO algorithm, described in
Section 5, is based on the update rule (7), uses samples
from a replay buffer to estimate Apik and then performs
the update to optimize the policy.
4 On-Policy MDPO Algorithm
In this section, we derive an on-policy RL algorithm based
on the mirror descent (MD) update rule (7), whose pseudo-
code is shown in Algorithm 1. We define our policy space,
Π, as a class of smoothly parameterized stochastic polices
Π = {pi(·|s; θ), s ∈ S, θ ∈ Θ}. From now on, we will
use pi and θ to represent a policy, and Π and Θ to represent
the policy class, interchangeably. Therefore, we can write
the MD update rule (7) as
θk+1 ← arg max
θ∈Θ
Ψ(θ, θk), where (8)
Ψ(θ, θk) = Es∼ρθk
[
Ea∼piθ
[
Aθk (s, a)
]− 1
tk
KL(s;piθ, piθk )
]
.
1Note that here the convergence is to the global optimum of
the soft MDP (a biased solution).
Algorithm 1 On-Policy MDPO
1: Initialize V -network Vφ, Policy networks pinew and piold;
2: for k = 1, . . . ,K do
3: Simulate the current policy piθk forM steps and calculate
the following two returns for every step t = 1, . . . ,M :
4: Rt =
∑M
j=t γ
j−trj ;
5: Estimate A(st, at) using Rt and Vφ(st);
6: # Policy Improvement
7: θ(0)k = θk;
8: for i = 0, . . . ,m− 1 do
9: θ(i+1)k ← θ(i)k + η ∇θΨ(θ, θk)|θ=θ(i)
k
; (see Eq. 9)
10: end for
11: θk+1 = θ
(m)
k ;
12: # Policy Evaluation
13: Update φ by minimizing the N -batch loss function
LVφ =
1
N
∑N
t=1
[
Vφ(st)−Rt
]2;
14: end for
As shown in Eq. 8, each policy update requires solving a
constraint (over Π) optimization problem. In Algorithm 1,
instead of solving this optimization problem, we update
the policy by performing multiple steps of stochastic gra-
dient descent (SGD) on the objective function Ψ(θ, θk).
The reason for performing multiple steps of SGD is that
∇θKL(·;piθ, piθk)|θ=θk = 0, and thus, there is no contri-
bution from the KL-term in a single step of SGD, i.e.,
∇θΨ(θ, θk)|θ=θk = Es∼ρθka∼piθ
[∇ log piθk (a|s)Aθk (s, a)].
Thus, a single-step SGD is basically equivalent to vanilla
policy gradient. As a result, at each iteration k, we use
the following policy update that involves m SGD steps:
θ
(0)
k = θk, for i = 0, . . . ,m− 1
θ
(i+1)
k ← θ(i)k + η ∇θΨ(θ, θk)|θ=θ(i)
k
, θk+1 = θ
(m)
k ,
where we estimate the gradient
∇θΨ(θ, θk)|θ=θ(i)
k
= Es∼ρθk
a∼piθk
[
pi
(i)
θk
piθk
∇ log pi
θ
(i)
k
(a|s)Aθk (s, a)
]
− 1
tk
Es∼ρθk
[
∇θKL(s;piθ, piθk )|θ=θ(i)
k
]
(9)
in an on-policy fashion using the data generated by the
current policy piθk . Since the policies are Gaussian, we
use the closed-form of KL in this estimation.
Our on-policy MDPO algorithm resembles two popular
on-policy RL algorithms: Trust Region Policy Optimiza-
tion (TRPO) (Schulman et al., 2015a) and Proximal Policy
Optimization (PPO) (Schulman et al., 2017). We now dis-
cuss the similarities and differences between on-policy
MDPO and these algorithms.
Comparison with TRPO: At each iteration k, TRPO
takes a (constrained) step in the direction of the natural
gradient of the objective function of the following con-
strained optimization problem:
max
θ∈Θ
Es∼ρθk
a∼piθk
[
piθ(a|s)
piθk (a|s)
Aθk (s, a)
]
,
s.t. Es∼ρθk
[
KL(s;piθk , piθ)
] ≤ δ. (10)
The TRPO update is a step in the direction of the natural
gradient of the objective function and is in the form of
θk+1 ← θk + ηF−1Es∼ρθk
a∼piθk
[
∇ log piθk (a|s)Aθk (s, a)
]
,
where F = E s∼ρθk
a∼piθk
[∇ log piθk(a|s)∇ log piθk(a|s)>] is
the Fisher information matrix. This update is followed
by strictly enforcing the trust region constraint, which is
done by computing the KL-term in (10), for θ = θk+1,
and checking if it is larger than the threshold δ. If this
is the case, the step size is reduced until the constraint is
satisfied.
In comparison, 1) On-policy MDPO does not strictly en-
force the trust region constraint, but approximately satis-
fies it by performing multiple steps of SGD on the objec-
tive function of the optimization problem (8). We say it
approximately satisfies the constraint because instead of
fully solving (8), it takes multiple steps in the direction
of the gradient of its objective function. 2) It uses simple
SGD instead of natural gradient, and thus, does not have
to deal with the computational overload of computing the
inverse of the Fisher information matrix.2 3) The direc-
tion of KL in on-policy MDPO, KL(pi, pik), is consistent
with the MD update and is different than that in TRPO,
KL(pik, pi). This does not cause any problem (sampling
issue) for either algorithm, as both calculate the KL-term
in closed-form (Gaussian policies). 4) While TRPO uses
multiple heuristics to define the step size and to reduce it
in case the trust region constraint is violated, on-policy
MDPO uses a simple schedule for the step size, motivated
by the theory of mirror descent (Beck and Teboulle, 2003),
and set tk = K/
√
k, where K is the maximum number
of iterations. This way we anneal the step size 1/tk from
0 to 1 over the iterations of the algorithm.
Comparison with PPO: At each iteration k, PPO per-
forms multiple steps of SGD on the objective function of
the following unconstrained optimization problem:
max
θ∈Θ
Es∼ρθk
a∼piθk
[
min
{ piθ(a|s)
piθk (a|s)
Aθk (s, a), (11)
clip
( piθ(a|s)
piθk (a|s)
, 1− , 1 + )Aθk (s, a)}],
2TRPO does not explicitly invert F , but instead, approx-
imates the natural gradient update using conjugate gradient
descent.
Algorithm 2 Off-Policy MDPO
1: Initialize Replay buffer D = ∅; Policy networks pinew and
piold; and Value networks Vφ and Qψ;
2: for k = 1, . . . ,K do
3: Take ak sampled from the current policy piθk , observe rk
and sk+1, and add (sk, ak, rk, sk+1) to D;
4: Sample a batch {(sj , aj , rj , sj+1)}Nj=1 from D;
5: # Policy update
6: Set the new policy θk+1 by performing m policy updates
w.r.t. the objective function Lpi(θ, θk);
7: # Q and V updates
8: Update φ and ψ w.r.t. the following objective functions:
LVφ =
1
N
∑N
j=1
(
Vφ(sj)−Qψ(sj , piθk+1(sj))
)2;
LQψ =
1
N
∑N
j=1
(
r(sj , aj)+γVφ(sj+1)−Qψ(sj , aj)
)2;
9: end for
in which the hyper-parameter  determines how the pol-
icy ratios, piθ/piθk , are clipped. It is easy to see that the
gradient of the objective function in (11) is zero for the
state-action pairs at which the policy ratio is clipped, and
is non-zero, otherwise. However, since the gradient is
averaged over all the state-action pairs in the batch, the
policy is updated even if its ratio is out of bound for
some state-action pairs. This phenomenon that has been
reported by Wang et al. (2019); Engstrom et al. (2020)
shows that clipping in PPO does not prevent the policy ra-
tios to go out of bound, but it only reduces its probability.
This means that despite using clipping, PPO does not guar-
antee that the trust region constraint is satisfied. In fact,
recent results, including those in Engstrom et al. (2020)
and our experiments in this paper (see Section 6.1), show
that most of the improved performance exhibited by PPO
is due to code level optimization techniques, such as learn-
ing rate annealing, observation and reward normalization,
and in particular, the use of Generalized Advantage Esti-
mation (GAE) (Schulman et al., 2015b). Although both
on-policy MDPO and PPO take multiple SGD steps on
the objective function of an unconstrained optimization
problem, (8) and (11), respectively, the way they handle
the trust region constraint is completely different.
Another interesting observation is that the policy updates
in the adaptive and fixed KL algorithms suggested in the
PPO paper (Schulman et al., 2017) are exactly the single
step SGD update of our on-policy MDPO algorithm. As
discussed earlier in this section (right after Eq. 8), the
single step SGD update of on-policy MDPO is equivalent
to vanilla policy gradient, due to the fact that the gradi-
ent of the KL-term is zero. We conjecture that this is
why Schulman et al. (2017) reported that these algorithms
do not work as well as PPO.
5 Off-Policy MDPO
In this section, we derive an off-policy RL algorithm
based on the mirror descent (MD) update rule (6), whose
pseudo-code is shown in Algorithm 2. We first recall
from Section 2.1 that if the constraint set in MD is the
unit simplex, i.e., C = ∆, the MD update has a closed
from as shown in Eq. 2. Therefore, if the constraint set
in the update rule (6) is the entire simplex, instead of the
considered policy space Π (or equivalently Θ), then we
can write it in closed form as (see e.g., (Mei et al., 2019;
Shani et al., 2020))
pik+1(a|s)← pik(a|s) exp
(
tkQ
pik (s, a)
)
Z(s)
, (12)
where Z(s) = Ea∼pik(·|s)
[
tkQ
pik(s, a)
]
is a normaliza-
tion term. Now to impose the policy space constraint
and also to avoid computing (estimating) the normaliza-
tion term that can be costly when the number of actions
is large or infinite, we update the policy by solving the
following optimization problem:
θk+1 ← arg min
θ∈Θ
Lpi(θ, θk), (13)
Lpi(θ, θk) := Es∼D
[
KL
(
s;piθ,
piθk exp
(
tkQ
θk (s, ·))
Z(s)
)]
,
where D is a distribution over the states. In our algorithm,
this distribution is defined by the content of the replay
buffer. This means that instead of updating the policy by
applying (12), Eq. 13 updates the policy by finding one in
the policy space Θ with minimum KL distance to the RHS
of (12). Note that this update is quite similar to the one
used by the Soft Actor-Critic (SAC) algorithm (Haarnoja
et al., 2018). We will further highlight this connection
later in this section.
The main idea in Algorithm 2 is to estimate the advantage
or action-value function of the current policy, Aθk or Qθk ,
in an off-policy fashion, using the content of the replay
buffer, D, and then update the policy by taking multiple
SGD steps on the objective function of (13) by keeping
piθk fixed (in a similar manner to the policy update of
our on-policy MDPO algorithm, described in Section 4).
Algorithm 2 uses two neural networks Vφ and Qψ to esti-
mate the value and action-value functions of the current
policy. Note that advantage function is just the difference
of these two functions. The Qψ update is done in a TD(0)
fashion. For policy update, Algorithm 2 uses the repa-
rameterization trick and replaces the objective function
L(θ, θk) in (13) with
L(θ, θk) = Es∼D
∼N
[
log piθ
(
a˜θ(, s)|s
)
(14)
− log piθk
(
a˜θ(, s)|s
)− tkQθkψ (s, a˜θ(, s))],
where a˜θ(, s) represents the action generated by  sam-
pled from the zero-mean normal distribution N .
We can easily modify Algorithm 2 to optimize soft (en-
tropy regularized) MDPs, described in Section 2. In this
Figure 1: Performance of MDPO-LOADED for different
values of m for Walker2d-v2.
case, the Vφ update (Line 8 of Alg. 2) remains unchanged,
while in the Qψ update the reward function is replaced by
its soft version rλ(s, a) = r(s, a) − λ log piθ(a|s). The
policy update of (14) is also modified by adding a term
λtk log piθk(a˜θ(, s)|s) inside the expectation.
Comparison with SAC: The update rules of our hard and
soft off-policy MDPO algorithms resemble those used by
DDPG (Lillicrap et al., 2015) and SAC (Haarnoja et al.,
2018), respectively. The main difference with SAC is the
absence of the current policy, piθk , in its policy update,
compared to ours shown by Eqs. 12 and 13. To be more
precise, the policy update in SAC is of the form
LSACpi (θ, θk) = Es∼D
∼N
[
λ log piθ
(
a˜θ(, s)|s
)−Qθkψ (s, a˜θ(, s))],
(15)
which clearly shows the absence of log piθk , from the
MDPO update rule (13). This absence is mainly due to
the fact that the SAC update does not contain a term that
keeps the new policy close to the old one. Instead its
update encourages the new policy to stay close uniform
(remain explorative), and thus, SAC can be considered as
a trust region algorithm w.r.t. the uniform policy.
6 Experiments
In this section, we empirically evaluate all versions of
MDPO and compare them with state-of-the art meth-
ods such as TRPO, PPO and SAC. In previous sections,
we have established similarities to these methods and
therefore, they form a natural baseline for our work. We
evaluate all algorithms OpenAI Gym (Brockman et al.,
2016) based continuous control tasks, including Hopper-
v2, Walker2d-v2, HalfCheetah-v2, Ant-v2, Humanoid-v2
and HumanoidStandup-v2. All experiments are run for
10 million environment time steps, across 5 random seeds.
Each plot shows the empirical mean of the random runs
while the shaded region represents a 95% confidence in-
terval. We report results in both figure and tabular forms.
The tabular results denote the average performance across
the whole training period, i.e. 10M time steps. This
allows a comparison between any two methods both in
terms final performance and the sample complexity.
The widely available OpenAI Baselines (Dhariwal et al.,
2017) based PPO implementation uses the following five
major modifications to the original algorithm presented
in (Schulman et al., 2017) – value function clipping, re-
ward normalization, observation normalization, orthogo-
nal weight initialization and the Adam optimizer. These
are referred to as code level optimization techniques (as
mentioned in above sections) and are originally noted in
(Engstrom et al., 2020). Following the original notation,
we refer to the vanilla or minimal version of PPO, i.e.
without these modifications as PPO-M. On the other hand,
the PPO version including all such code level optimiza-
tions, with the hyperparameters given in (Schulman et al.,
2017) is referred to as PPO-LOADED. This version, al-
though being far from the theory, has been shown to be the
best performing one, and so forms as a good baseline. We
do a similar bifurcation for TRPO and on-policy MDPO.
We report all details of our on-policy experiments includ-
ing hyperparameter values in Table 3 of the Appendix.
Similarly, for the off-policy and soft off-policy MDPO
versions, we again restrain from using the optimization
tricks mentioned above. However we do employ three
techniques that are common in actor-critic based algo-
rithms, namely: using separate Q and V functions as
in (Haarnoja et al., 2018), using two Q functions to re-
duce overestimation bias and using soft target updates
for the value function. Prior work (Fujimoto et al., 2018;
Lillicrap et al., 2015) has shown these techniques help
improve stability. Finally, for the soft off-policy MDPO
case, we performed a scan over the entropy coefficient
and fix λ = 0.1 across all tasks. For SAC, we use λ = 0.2
across all tasks, which is the recommended value for most
tasks in (Haarnoja et al., 2018). We report all details
of our off-policy experiments including hyperparameter
values in Table 4 of the Appendix. Finally, for all experi-
ments, we use a theoretically motivated schedule for the
KL coefficient (see line-4 in section 4 for details).
6.1 On-policy Results
For on-policy MDPO, there are different possibilities in
how the multi-step update can be implemented. We stick
to the simplest case, wherein we sample trajectories from
the old policy, generate estimates for the advantage func-
tion and perform m gradient steps using the same set of
trajectories.
Figure 2: Performance of the multi-step SGD version (MDPO-M), compared against vanilla PPO, TRPO on Hopper-v2,
Walker2d-v2, HalfCheetah-v2, Ant-v2, HumanoidStandup-v2 and Humanoid-v2.
MDPO-M TRPO-M PPO-M Off-policy MDPO Soft MDPO SAC
Hopper-v2 1893 (±134) 2010 (±169) 1313 (±339) 932 (±141) 1017 (±100) 960 (±104)
Walker2d-v2 1941 (±77) 1644 (±247) 724 (±128) 1934 (±365) 1947 (±171) 1803 (±310)
HalfCheetah-v2 2060 (±584) 1120 (±460) 857 (±299) 5712 (±1963) 7216 (±596) 7544 (±333)
Ant-v2 333 (±230) 606 (±191) -46 (±27) 1574 (±348) 1495 (±413) 1083 (±284)
Humanoid-v2 528 (±12) 397 (±6) 446 (±43) 2687 (±164) 1802 (±239) 2363 (±118)
HumanoidStandup-v2 108257 (±7678) 82550 (±4153) 87739 (±7912) 139575 (±4724) 135995 (±5433) 139646 (±6165)
Table 1: Averaged cumulative returns for minimal versions of MDPO and baselines (TRPO, PPO, SAC)
We first perform an evaluation for multiple values of the
number of gradient steps m used at each MD iterate (see
Figure 1). We observe a clear trade-off between m and
performance. Since m = 10 seems to be a reasonable
value for all environments, we use that to report all our on-
policy results. Moreover, we clearly see that using m = 1
leads to inferior performance as compared to when m
is set to 10, reaffirming the theory which suggests that
solving the trust region problem requires several gradient
steps. Finally note that just performing multiple gradient
steps at each iteration of TRPO and PPO does not lead to
any improvement. In fact our initial experiments showed
that in some cases, it even leads to worse performance
than when performing a single step update.
The averaged cumulative training scores for all six result-
ing methods, i.e. TRPO-M, PPO-M, MDPO-M and TRPO-
LOADED, PPO-LOADED, MDPO-LOADED are reported in
Table 1 and Table 2 respectively. We show the training
plots for the minimal versions in Figure 2 and include
the remaining plots (’LOADED’ version) in the Appendix
(Figure 4). Our results elicit the following observations:
• On-policy MDPO performs better or on par with
TRPO and better than PPO across all tasks.
• TRPO performs better than PPO consistently. Note
that these implementations do not incorporate Gen-
eralized Advantage Estimation (GAE) (Schulman
et al., 2015b) in them. This is since we aim to test
the most native version of all algorithms. Therefore,
without GAE and the code level optimizations, i.e.
in the minimal case, TRPO is consistently better per-
forming than PPO. In the case when we do add the
code level optimizations, i.e. the loaded case, we
do see some improvement in PPO performance but
not enough to beat TRPO. Although the authors of
(Engstrom et al., 2020) use GAE, they show a similar
trend and our experiments reinforce this observation.
Figure 3: Performance of off-policy MDPO compared with on-policy MDPO (Top) and soft off-policy MDPO compared
with SAC (Bottom) on HalfCheetah-v2, Ant-v2, and Humanoid-v2.
MDPO-LOADED TRPO-LOADED PPO-LOADED
Hopper-v2 2318 (±75) 1941 (±335) 1568 (±291)
Walker2d-v2 2967 (±298) 2882 (±191) 610 (±115)
HalfCheetah-v2 2385 (±655) 1942 (±575) 659(±316)
Ant-v2 1845 (±219) 1519 (±267) -164 (±37)
Humanoid-v2 976 (±143) 865 (±102) 468 (±10)
HumanoidStandup-v2 128221 (±4532) 116711 (±1876) 70166 (±2643)
Table 2: Averaged cumulative returns for loaded versions of MDPO, TRPO and PPO.
6.2 Off-policy Results
For off-policy MDPO, we sample a minibatch and per-
formm gradient updates w.r.t to the policy loss. The value
of m that worked best for most the tasks considered was
50 and so we set m = 50 for all cases. For all off-policy
algorithms, the averaged cumulative training scores for all
three methods, i.e. off-policy MDPO, soft off-policy MDPO,
SAC are reported in Table 1.
We first show the performance of off-policy MDPO and
compare it with on-policy MDPO in figure 3. The plots for
the remaining tasks are presented in the Appendix (Figure
6). We see that off-policy MDPO results in a performance
increase in most tasks, both in terms of sample efficiency
and final performance. This is a common observation
when comparing on and off-policy methods. The use of
a replay buffer helps improve sample efficiency while
using a separate function approximator for the critic, i.e.
Q function improves the stability.
We then show a comparison of soft off-policy MDPO with
SAC in figure 3. The plots for the remaining tasks are
presented in the Appendix (Figure 5). We see that adding
entropy regularization stabilizes training, in that the vari-
ance across random seeds is reduced as compared to the
unregularized case. We observe that off-policy MDPO
(both regularized and unregularized versions) performs
slightly better or on par with SAC in most tasks. Although
we see some improvement, the ‘hard’ and ‘soft’ versions
are still pretty similar in terms of final performance. This
result shows that entropy based regularization does not
correspond to an improvement in performance over the
‘hard’ case. We emphasize another important point here–
since we use the same hyperparameters (ex. entropy pa-
rameter λ) for all tasks, it is conceivable that fine-tuning
our algorithms with respect to the task in hand will result
in better performance. However, since our aim here is
to present the most vanilla versions of all algorithms, we
do not use non-standard (ex. (Haarnoja et al., 2018) use
larger neural network and batch sizes) or task-dependent
hyperparamater values (ex. different λ value for each
task). We believe presenting the results in such a way
allows for understanding the algorithms better.
7 Related Work
Recently, several works (Neu et al., 2017; Geist et al.,
2019; Shani et al., 2020) established theoretical conver-
gence guarantees for this class of algorithms by drawing
connections between them and the mirror descent (MD)
algorithm. Although the close relation between MD and
policy optimization has been studied, to the best of our
knowledge, there is only a single work that empirically
studied the practical outcomes of this relation (Mei et al.,
2019). This work focuses on the off-policy case and
proposes an algorithm, called Exploratory Conservative
Policy Optimization (ECPO), that resembles our soft off-
policy MDPO algorithm, except in the direction of the
KL term. Although changing the direction of KL from
mode seeking (used by off-policy MDPO) to mean seek-
ing has the extra overhead of estimating the normalization
term (see Eqs. 12 and 13), Mei et al. (2019) argue that
it results in better performance. They show this by com-
paring ECPO with a number of algorithms, including
one that is close to our off-policy MDPO and they refer
to as Policy Mirror Descent (PMD). They specifically
report poor performance for PMD in their experiments.
Although we did not use their code-base and their exact
configuration, we did not observe such poor performance
for our off-policy MDPO algorithm (that uses the mode
seeking KL direction). In fact, our experimental results in
Section 6.2 show that off-policy MDPO performs better
than or on-par with SAC in six commonly used MuJoCo
domains. More experiments and further investigation are
definitely required to explain this discrepancy and identify
the settings suitable for each algorithm.
8 Conclusion
In this work, we tested policy optimization algorithms
derived from the theoretical framework of MD applied
to the RL objective. The empirical results lead to the
following conclusions:
In on-policy MDPO multiple gradient steps should be
used. Figure 1 reveals the importance of the number
of gradient steps used to solve the trust-region problem.
Indeed, the theoretical framework of MDPO suggests that
ignoring this hyper-parameter results in solving a naive
vanilla policy gradient algorithm, instead of the required
trust region problem. Figure 1 shows that the performance
saturates once we set the number of gradient step to ∼ 5.
Surprisingly, using a small amount of gradient steps is
sufficient for a good performing trust region algorithm.
The constrained objective of TRPO can be replaced with a
non-constraint objective. Figure 2 establishes that the per-
formance of on-policy MDPO, in which non-constrained
trust-region problems are iteratively solved, is on-par or
superior to that of TRPO. Replacing the constraint ob-
jective of TRPO with a non-constraint one reduces an
unnecessary level of algorithmic complexity; solving a
constraint optimization problem w.r.t. the parameters of a
neural network as in TRPO.
Off-policy, On-policy, and entropy regularization. Fig-
ure 3 shows that off-policy MDPO achieves better per-
formance than the on-policy version. This is with acc
ordance to common belief that off-policy approach works
better for than on-policy approach for policy optimiza-
tion algorithms. Surprisingly, our results show that there
is no significant advantage for using entropy regulariza-
tion. Off-policy MDPO achieves on-par performance to
both SAC and soft off-policy MDPO in which entropy
regularization is used.
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9 Appendix
Hyperparameter TRPO-M TRPO-LOADED PPO-M PPO-LOADED MDPO-M MDPO-LOADED
Adam stepsize - - 3× 10−4 Annealed from 1 to 0 3× 10−4 Annealed from 1 to 0
minibatch size 128 128 64 64 128 128
number of gradient updates (m) - - - - 5 10
reward normalization 7 X 7 X 7 X
observation normalization 7 X 7 X 7 X
orthogonal weight initialization 7 X 7 X 7 X
value function clipping 7 X 7 X 7 X
horizon (T) 2048
entropy coefficient 0.0
discount factor 0.99
total number of timesteps 107
#runs used for plot averages 5
confidence interval for plot runs ∼ 95%
Table 3: Hyperparameters of all on-policy methods.
Hyperparameter Off-policy MDPO Soft Off-policy MDPO SAC
entropy coefficient 0.0 0.1 0.2
number of gradient updates (m) 50 50 -
Adam stepsize 3× 10−4
minibatch size 64
reward normalization 7
observation normalization 7
orthogonal weight initialization 7
value function clipping 7
replay buffer size 106
target value function smoothing coefficient 0.005
number of hidden layers 2
number of hidden units per layer 64
discount factor 0.99
total number of timesteps 107
#runs used for plot averages 5
confidence interval for plot runs ∼ 95%
Table 4: Hyperparameters of all off-policy methods.
9.1 On-policy MDPO Results
Here, we report the results for all ‘LOADED’ on-policy algorithms, i.e. TRPO, PPO and MDPO. We see that the overall
performance increases in most cases as compared to the minimal versions, i.e. TRPO-M, PPO-M, MDPO-M. However,
the trend in performance between these algorithms remains consistent to the main results.
Figure 4: Performance of the multi-step SGD version (MDPO-LOADED), compared against code implementa-
tions of PPO and TRPO (PPO-LOADED, TRPO-LOADED) on Hopper-v2, Walker2d-v2, HalfCheetah-v2, Ant-v2,
HumanoidStandup-v2, Humanoid-v2
9.2 Off-policy MDPO Results
Figure 5: Performance of soft off-policy MDPO, compared with SAC on Hopper-v2, Walker2d-v2, HalfCheetah-v2,
Ant-v2, HumanoidStandup-v2 and Humanoid-v2.
Figure 6: Performance of off-policy MDPO, compared with on-policy MDPO on Hopper-v2, Walker2d-v2, HalfCheetah-
v2, Ant-v2, HumanoidStandup-v2 and Humanoid-v2.
