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High-throughput microfluidics-based assays can potentially increase the speed and quality
of yeast replicative lifespan measurements that are related to aging. One major challenge is to
efficiently convert large volumes of time-lapse images into quantitative measurements of yeast cell
lifespan measurements. To address these issues, we developed several deep learning methods to
analyze a large number of images collected from microfluidic experiments. First, we compared
three deep learning architectures to classify microfluidic time-lapse images of dividing yeast cells
into categories that represent different stages in the yeast replicative aging process. Second, we
evaluated convolutional neural networks for detecting cells from microfluidic images. The YOLO
and Mask R-CNN are trained with yeast microfluidic images and tested for object detection, and
features extraction. The results indicate that YOLO had better performance in terms of object
detection and accuracy. In contrast, the Mask R-CNN had better performance in terms of cell area
and better detection when the number of cells inside the trap is less than 3 cells. Third, prototyping
an algorithm that can evaluate cell division events through family trees of cells. We generated a
null distribution using single cells inside microfluidic traps. Based on this null distribution, we
prototyped a likelihood algorithm for cell tracking between images at different time-points. We
inferred cell family trees through a trace-back method. The replicative lifespan of a mother cell
can be counted as the number of bifurcating branches of its family tree. Linear regression showed
that predictions of our prototype correlated with experimental observations. Forth, since it is
iv
challenging to visualize and interpret the time-series data gathered through time-lapse microscopy
images, we have developed a circular plotting software tool, µPolar, to visualize the trends and
patterns of the cell movements, and cell division events in a time-series. Overall, our methods
have the potential to accelerate the efficiency and expand the range of quantitative measurement
of yeast replicative aging experiments. This work lays a useful framework for sophisticated deep-
learning processing of microfluidic-based assays of yeast replicative aging.
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In the current ”genomics era” high-throughput experiments can generate massive data that
are often challenging to investigate and analyze [1]. The data could be metadata or images that are
essential in the biomedical field (e.g., genetics, molecular, and cell biology) including research,
medicine, diagnosis, and offer valuable insight into the fundamental biology of the aging process
[2].
Aging is the natural result of entropy on the cells (e.g. yeast to mammals). As the cell
ages, the transnational defects and entropy progressively increase the amount of cellular damage,
clearance, and quality control mechanisms grow less effective [3]. For instance, the biological
processes of cell lineage family tree that deployed in spatial and temporal are important in aging.
The quantitative analysis of cell behavior constructed on lineage tree tagged with appropriate
measurements for the individual cell is the imperative basis for understanding the dynamics and
structure of organisms [4]. Two different paradigms of aging contain chronological lifespan (CLS)
and replicative lifespan (RLS) which are challenging tasks in biology.
Yeast has some surprising similarities (homologues and orthologues) with mammalian
(including human) cells, which makes it effective to model human diseases [5]. The budding yeast
Saccharomyces cerevisiae is an effective model for studying cellular aging. The chronological
lifespan is the survival rate of the mother cell, and the replicative lifespan of a yeast mother cell
is defined as the total number of cell divisions accomplished, or the number of daughter cells
produced throughout its lifetime. Fig 1.1 shows an example of a yeast cell with a representation
of CLS and RLS. Fig 1.1a illustrates yeast cells in dynamic shape and size at the different
development stage [6]. Fig 1.1b shows the cell cycle of budding yeast and Fig 1.1c represents
a family tree of a mother cell from initial generation to death with produced daughter cells. These
1
evolvements have ordinarily been analyzed by dissection cells manually which is a tedious and
time-consuming method [7].
Yeast Cells – Chorological and Replicative Lifespan 
(a) (b)
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Figure 1.1 Chronological and r plicative lifespan. Yeast cell cycle is approximately 100 minutes
One way to improve this process is to analyze the image of cells [8]. For example,
microscopic images are critical to perceive biological systems and cellular processes. In many
microscopic images, the comprehensive and detailed information considering cell locality position,
pathway, nucleus, and formation can potentially be concluded from an image by data analysis and
image processing algorithms [9]. However, many of the experimental results from microscopic
images are based on numerical numbers, hence, they require expertise to verify the validation of
the outcome. Techniques like image classification and segmentation, generating cell family trees,
and visualization can offer an efficient path to overcome this issue.
In general, the cell cycle of budding yeast progression has different phases that depend on
underlying cell proliferation, whereby a single cell grows over time and divides into two cells [10].
Yeast reproduces by budding, first, a bud appears on the outside of the cell wall. The nucleus of
the parent yeast cell then divides into two parts and one part of the nucleus moves into the bud.
2
Ultimately, the bud separates off from the parent yeast cell and forms a new yeast cell (Fig 1.1b).
As a cell grows, there are several checkpoints that are based on features such as shape, spindle
alignment, size, and DNA damage [11]. Most of this information (Apart from damaged DNA) can
be extracted from the microscopic image by image classification which is useful to identify each
phase. Consequently, classifying each image based on each phase is essential in the determination
of cell lifespan (CLS and RLS).
In intricate obstacles of image classification extracting essential features of an image must
be carried out without prior knowledge of the image. Therefore, modeling by traditional techniques
is quite problematic in particular, the complexity of non-linear image systems. Neural Network
has widely been utilized for many applications such as complex classification problems including
image classification [12]. The distinct advantage of a neural network is that the algorithm could be
generalized to solve different kinds of problems using similar designs. In addition, Convolutional
Neural Network (CNN) is a successful example of attempt to model mammal visual cortex using
an Artificial Neural Network.
The baseline CNN model has two convolutional layers and the convolutional kernels in
each layer are taken from the original input image and fed to the next layer as an aggregation of all
previous kernels in a higher-dimensional space [13]. As the network gets deeper and deeper, there
is an increasing level of abstraction from the original input image that can be learned. In other
words, early layers detect simple features like edges and corners, while following layers detect
complex features such as shapes and objects. It is essential to have a large amount of training
dataset for CNN models because the pooling layer is required to convert a higher dimensional
tensor into a scalar that can throw out valuable information [14]. This feature makes CNN models
relatively efficient to train; however, more data is required to offset the inefficient use of training
datasets, compared to other image classification models. There are a few basic principles used
to maximize the model capacity while minimizing the overall complexity [15]. Many models
have been developed to improve the accuracy and minimize miss-classification by adding more
layers, using more training datasets, manipulating hyperparameters and dataset augmentation,
or introducing new approaches to overcome these issues (more details covered in chapter 3).
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However, it becomes more challenging in some applications where there is limited data available
(e.g., medical images), or adding more deep layered convolutional networks to the model could
improve the overall accuracy at the expense of substantially more computing cost.
The image classification complexity could potentially be increased when an image has a
poor resolution. For instance, in Fig 1.1b, it is difficult to distinguish the phase t2 and phase t3.
A similar situation happened in phases t5 and t6. Therefore, many classification algorithms could
have miss-classification errors due to cell similarity. One way to improve these errors is to utilize
the right segmentation method. The image segmentation method is to classify all of the picture
elements (e.g., pixels) from an image into different clusters that represent similar features [16]. A
variety of techniques have constantly been developed and proposed to improve the segmentation
by using image properties such as intensity, color, edge, texture.
In a very general sense, image segmentation can be categorized into two parts; semantic
segmentation and instance segmentation. The purpose of semantic segmentation is to obtain
distinguished inference by predicting labels for each image at the pixel level. Every pixel is labeled
according to the object or region within which it is enclosed in the image. The purpose of instance
segmentation is to provide various labels for separate instances of objects belonging to the same
object in a related class. Accordingly, instance segmentation can be described as a combination
method of object detection and semantic segmentation [17]. Fig 1.2 highlights the differences
between image classification, object detection, semantic segmentation and instance segmentation.
In Fig 1.2a, the whole image is classified with three labels (bottle, cubes, and cup), while in Fig
1.2b, each object is additionally localized with a bounding box. In Fig 1.2c, all the corresponding
pixels of objects (bottle, cubes, cups) are identified with mask, while in Fig 1.2d, each object
can be identified in each class separately. Instance segmentation has been a challenging task in
computer vision and there is no general segmentation method that works autonomously on many
applications.
In recent years, deep learning has broadly been used approaches for image segmentation
in many applications [18]. The deep learning-based segmentation is an incremental step from the
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Figure 1.2 Computer Vision and Pattern Recognition
offers the object location in form of the bounding box, centroid, and mask. For example, deep
learning detectors such as RCNN [19], Fast RCNN [20], FASTER RCNN [21], and YOLO [22]
are common models for object detection and semantic segmentation.
Mask RCNN [23] is another deep neural network that aimed to solve the semantic
segmentation problem by offering the mask of the object. It is conceptually based on Faster
RCNN with additional output. In other words, the model outputs for each object are object class,
object bounding box, and object mask. Fig 1.3 shows an architecture comparison between Faster
RCNN and Mask RCNN which gives a better understanding of the two models. Mask RCNN has
relatively good generalizations concerning other related tasks. The model has outperformed other
models on COCO data in 2016 [24]. However, an image in small dimensions and poor quality








Faster RCNN Vs. Mask RCNN
Figure 1.3 Methods comparison between Faster RCNN and Mask RCNN
Therefore, segmentation is the one key element for small objects such as cells in a
microscopic image. For instance, time-series microfluidic images normally suffer from poor
quality and low resolution, hence, it is important to choose a suitable model for cell segmentation
and cell labeling which can be useful for accurate feature extraction, generating cell family tree,
estimate RLS, cell tracking and visualization for interpreting the dynamic development of cells
over time.
1.1 Outline
The remainder of this dissertation is organized as follows. Chapter 2 provides background
and review of relevant literature surrounding segmentation methods and model comparison.
Chapter 3 provides some information on microfluidic devices, time series microfluidic images,
and steps for data collection. Chapter 4 covers deep learning model comparison for microfluidic
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image classification with a suggesting model for better classification. Chapter 5 introduces an
algorithm to generate a cell family tree from a feature extraction dataset and produce ID for an
individual cell. Chapter 6 introduces a visualization tool based on the R package. It visualizes
time series microscopic images in 2D interactively. Chapter 7 discusses the future works, and the
conclusion of the work covers in chapter 8.
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CHAPTER 2
MICROFLUIDIC DEVICE AND TIME SERIES IMAGES
2.1 Introduction
At present, medical images are playing an important role, in particular, using medical
images for the diagnosis, treatment, monitoring the process of ongoing illness, and recovery
prediction. In biology, microscopic images have been utilized to study microorganisms, cellular
behavior, molecular structure, etc. One type of these images is a microfluidic image captured
from a microfluidic device. Considerably, microfluidics has been a growing field, and many
modules are designed and introduced for applications related to chronological and replicative
lifespan (chapter 1). Microfluidic device pertains to fluid manipulation at the microscale level
by loading protocol and geometry of micro-chips. A microfluidic device offers morphological and
phenotypical monitoring during aging. Some of the advantages of the microfluidic device over the
traditional method are high-throughput, faster dissection, and higher scale which help single-cell
analysis. Fig 2.1 represents a comparison between conventional cell dissection and microfluidic
device dissection methods. Fig 2.1a shows the aging process for young mother cell to old mother
cell with several separated daughter cells. Fig 2.1b shows the conventional dissection method using
a needle (microscope-mounted glass) for separating daughter cells from a mother cell on a ”petri
dish” which is mainly a manual process. Fig 2.1c shows the microfluidic dissection method for
separating daughter cells from a mother cell automatically.
Fig 2.2 displays an example of a microfluidic trap from the initial step to the dissection
step when the daughter cell is washed away in a medium flow direction as the mother cell is
aging. It also illustrates a different pattern of microfluidic devices. Patterns in Fig 2.2 (a, b and
c) and Fig 2.2 (d, e, and f) are considered as low-throughput and high-throughput microfluidic
device respectively. A microfluidic device generally contains several traps which the dimension
8





Figure 2.1 Comparison between conventional and microfluidic dissection methods. (a) A sample
of yeast family tree. (b) Conventional dissection method. (c) Microfluidic
dissection method
and location based on the purpose of single-cell analysis. For instance, a yeast mother cell has
an average size of 4 micrometers [25]. Hence, the trap inlet should be around 6 micrometers and
the trap outlet should be around 3 micrometers for the occurrence of cell dissection. Microfluidic
devices are typically made of glass or polydimethylsiloxane (PDMS). PDMS belongs to a category
of polymeric organosilicon compounds, also known as silicone which has widely been used in
many applications due to its properties and versatility.
In the following chapter 2, the dataset collection and image partitioning are covered in the
method section. The results and discussion section introduces challenges and classifying images
into different categories. The conclusion section gives a summary of data collection for chapters
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Figure 2.2 The generic type of microfluidic devices. Patterns a, b and c are considered as
low-throughput. Patterns d, e, and f are considered as high-throughput
2.2 Method
In this work, the data collected from recent high-throughput yeast aging analysis (HYAA)
chips [25] experimental results of yeast cells. The time-lapse grayscale microfluidic images were
obtained by an Olympus inverted microscope (IX-81) equipped with an Olympus camera (DP72
CCD) and cellSens Olympus software. The environmental temperature was set at 86◦F (30◦C).
The image recording process took 96 hrs at 10-minute sequential intervals. Fig 2.3 shows the
camera position on HYAA chips divided image based on label guide numbers.
Fig 2.4a illustrates the HYAA microfluidic device that contains 4 modules and each module
has 4 mico-channels. Fig 2.4b shows each pair of micro-channels shared an inlet and outlet for the
medium flow. Cells are loaded just before the medium reached micro-channels. Fig 2.4c represents
the zoom-in of HYAA micro-channel including rows of traps and traps dimensions. Since the
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Figure 2.3 Olympus camera positioned on HYAA chips and divided output images
experimental is based on yeast cells, the inlet, outlet, and height of the trap are 6 micrometers, 3
micrometers, and 5 micrometers respectively. Fig 2.4d shows a graphical representation of HYAA
where mother cells (green) are moving in direction of flow and trapped. The daughter cells (pink)
are then washed away and become mother cells until reaching the end of the channel. During this
process, the mother cell and daughter cell separation can occur in direction of medium flow and in
the opposite direction of medium flow which is a challenging task in some cases (Fig 2.4e).
The data labeled as ”beacon” experimental containing 391 time-lapse microfluidic images
(Fig 2.5a) and each of these images has 16 rows and 104 traps. Each row either has 7 odd or 6
even columns from top to bottom of microfluidic devices as shown in Fig 5.1. The resolution of
these microfluidic images is relatively low (1280x960) in comparison to other microscopic images.
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Figure 2.4 HYAA microfluidic chips and trap locations
.
In addition, some of these images have some alignment and contrast issues from time-point 1 to
time-point 391. Fig 2.5b represents some of the image irregularity where the first image versus the
last image has some vertical and horizontal shift as well as changes in contrast and brightness.
2.3 Results and Discussion
2.3.1 Direct Image Segmentation
We initially applied a direct conventional segmentation using the watershed method on all
microfluidic images. However, due to low image resolution, small cell size, and overcrowded
cells, there were many segmentation errors. Fig 2.6 demonstrates some of the miss detection
where in many cases, 2 cells in a close distance are considered as one cell. Therefore, the number
of detection was less than the ground-truth at least by 1 cell.
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Figure 2.5 Time-lapse microfluidic images and alignment errors
.
2.3.2 Partitioning Images
To prevail over these challenges, each image is partitioned into sub-images at 60x60
dimensions generating a new time-lapse dataset for individual traps from time-point 1 to time-
point 391. All sub-images are labeled into a set of sub-images corresponding to the trap number
and time-points.
Fig 2.7 explained the flowchart of partitioning images including image alignment steps. To
overcome the image alignment problem, some of the well-contrasted images are manually selected
and used for the initial alignment step which is based on ”pixel-to-pixel transformation” The
second and third alignment steps are used for image and sub-image ”centralization” respectively.
The adjust traps interval elements are utilized to regulate the bounding box around each trap. This
was because of a variation in the distance between traps at the top, middle, and bottom of the
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Figure 2.6 Direct microfluidic image segmentation and miss segmentation error. The red circles
are representing miss segmentation
to camera angle and vibration. Fig 2.8 demonstrates the alignment and partition process, from
microfluidic image to sub-images.
Since this research is focused on cell RLS estimation from microfluidic images and
biologists are mainly investigating microfluidic traps with less than 3 cells for counting RLS, we
decided to classify each sub-image in a different category. For instance, traps without cells denoted
as ”non-cell” (nC), traps with single mother cell denoted as ”mother cell” (mC), traps with only 2
cells denoted as ”mother and daughter cells” (mdC), and traps with more than 2 cells denoted as
”extra cells” (exC). However, the classification of these traps is a challenging task due to variation
in the number of cells, overcrowded cells around traps, dynamic shape of cells, and low resolution
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Figure 2.7 Partitioning steps including image alignment
2.3.3 Categorising Sub-images for Classification
After partitioning all images into sub-images, each sub-image is segmented in binary
format. This process was implemented by Matlab ToolBox using the watershed method. Objects
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Figure 2.8 Alignment and partition steps. (a) Original image. (b) Aligned image , (c) Detected
trap and bounding box, (d) Sub-images from partitioned images
in sub-images are identified by their coordinates and areas. Since the position of traps is stationary
and coordinate can be estimated; any object size greater than the threshold level (140 pixels) is
considered as a trap, otherwise classified as a cell. All collected features of binary images were
used for new dataset generalization by dedicating each row of the dataset to an individual cell or
blank trap. In other words, each row of the dataset corresponds to an individual time-point orderly
and the number of rows for each time-point depends on the number of detected cells.
This method mainly suffered from miss-segmentation that affected the classification
results. For example, Fig 2.9a shows some of the sub-images with corresponding binary images.
Binary images display some segmentation errors where a trap is also considered as some cells
which subsequently increases the classification errors.
These classification errors are increased exponentially when the trap and a cell are of similar
size or many cells located around a trap (overcrowded cells). In many cases, this situation is caused
by a single cell becoming stationary inside the trap blocking oncoming cells as shown in Fig 2.9b.
This situation can be gradually developed the cell volume in the wrong direction of medium flow
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Cell variation and detection errors 
(b) Overcrowded examples 
(a)  Binary errors
Figure 2.9 Examples of sub-image segmented in binary format and overcrowded cells. (a) Miss
segmentation in binary format. (b) Overcrowded cells around a trap
and surrounding traps. Thus, the oversized cell is segmented partially from one trap image and
other neighboring trap. Therefore, it significantly becomes problematic for classification.
2.3.4 Categorize Greyscale Images
Part of this research is to work on image classification comparing machine learning models
(see chapter 3). These models normally require a categorized dataset for training and validation
datasets.
For these reasons, all sub-images are categorized and denoted as nC, mC, mdC and exC.
Fig 2.10 represents steps which are mainly relied on the threshold, cell size, and watershed method.
Fig 2.11 shows initial classification results for sub-images without using machine learning.
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Figure 2.10 Image classification steps after segmentation
2.4 Summary
This chapter covered the data collection that contains image alignment, image partitioning,




Figure 2.11 Initial image classification results
are provided from lab experimental results. Initially, all images are segmented directly using the
conventional segmentation method. The outcome indicated several miss segmentation errors due
to image low resolution. Therefore, all time-lapse images are partitioned into sub-images based
on time-point and trap numbers. The watershed segmentation method is applied to all sub-images
producing binary images. Due to the segmentation and the classification errors and intention to
minimize errors, we categorized all sub-images into 4 categories based on estimated threshold
level and object size. Each category denoted as ” non cell” (nC), ”mother cell” (mC), ”mother and
daughter cells” (mdC) and ”extra cells” (exC). Further, this data is utilized as a dataset for training,





Microfluidic devices are the partially automatic methods to monitor cells development
and counting. Classifying cell development can speed up the manual process of cells lifespan
estimation [26]. Typically, microfluidic images have relatively low resolution compared to
confocal microscopic images that are often of high resolution [27], rendering unique challenges for
microfluidics image processing [28]. For instance, microfluidic device materials, device coating,
device volume, and area limitations increase capturing errors such as blurring, shifting focus,
and trap deformation. Capturing the full progression of cellular replicative lifespans requires
identifying both mother cells and daughter cells in full cell cycles [29, 30, 7]. Low image resolution
hinders the automation of this process, demanding time-consuming, manual classifications of yeast
replicative lifespans. Machine learning—specifically deep learning—could simplify this process.
Deep learning is a sub-field of machine learning that has been applied in a wide range
of applications [31], and its developments are mostly driven by computational capacity and
the accessibility of datasets [32]. In recent years, deep learning has increased in efficacy for
image classification and is now a popular method for parsing image information [33, 34]. Many
innovations have been driven by creating models that perform well on benchmark datasets such
as MNIST [35] (60,000 handwritten digits for training in a 28x28-dimensional vector space),
CIFAR10 [36] (60,000 commonly used images in a 32x32-dimensional vector space), CIFAR100
[37] (500 training images grouped into 100 classes), ImageNet [38] (over 15M high-resolution
images in over 22,000 classes), etc. The basic idea of deep learning is to create or “learn” a
function that can map a high-dimensional input space into an output vector. For example, a
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high-dimensional image can be filtered through neuron layers aiming for image classification and
segmentation.
The Convolutional Neural Network (CNN) is one of the most frequent architectures used
in image classification applications (e.g., medical images) where the output vector depends on the
number of classes [39]. A variety of CNN approaches have proven useful for image classification
because they are mainly designed for 2-dimensional (or higher) input tensors. The proximity of
pixels in the input images is also taken into consideration, which helps CNNs learn how pixels
are oriented relative to each other, and leads to more accurate classification. One of the major
drawbacks of CNNs is that they require a large number of training samples, a characteristic rooted
in the architectural designs of CNNs [40]. The performance of a CNN model sometimes can be
ameliorated by increasing the number of convolutional layers, which is computationally expensive.
This requires some investigation and comparison between a CNN model with a low number of
convolutional layers and a CNN model with a higher number of convolutional layers.
A different type of deep learning architecture, named CapsNet [41], was proposed to learn
from fewer training samples than its traditional CNN counterparts. The recently proposed CapsNet
architecture is known as capsule networks with dynamic routing. The model appears promising in
image classification applications involving small datasets and still reaches a high level of accuracy
[42]. The success of CapsNet lies in its ability to preserve additional information from input
images by utilizing convolutional strides and dynamic routing instead of a max pooling layer. It
has been argued that the spatial information of data has not been utilized in CNN models, including
in the pooling function used to connect convolutional layers. For example, max pooling layers take
only the most prominent values (e.g., pixels) from a previous convolutional kernel as input to the
next layer. This issue considerably increases model inefficiency. In other words, CapsNet uses
additional features of the dataset (e.g, spatial information) to improve the accuracy of a small
dataset. These features are valuable especially in a medical dataset where there is a data limitation
(e.g., images). CapsNet has illustrated improvement in accuracy on datasets such as MNIST, yet it
is computationally expensive as training time increases substantially. In [41], the authors claimed
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that CapsNet can achieve near state-of-the-art performance on the MNIST dataset using 10 % of
the whole dataset.
The purpose of this chapter is to compare deep-learning classification models of microflu-
idic images of dividing yeast cells. We compare three deep-learning neural network approaches to
classify microfluidic trap images into 4 biological categories. This comparative study focuses on
the performance of three models: two convolutional neural networks and a capsule neural network.
The two convolutional neural networks contain 2 and 13 convolutional layers respectively. We
also investigated ensemble models built from these three models. Due to dataset limitations, we
investigated the effect of data augmentation on all three models.
3.2 Materials and Methods
3.2.1 Hardware and Hyperparameters
All models were trained and tested on NVIDIA Tesla P100 GPU. We performed a basic
grid search on six hyper-parameters: (1) the number of routing iterations, (2) learning rate, (3)
batch size, (4) whether to add noise to training images, (5) the number of epochs in training and
(6) whether data augmentation was applied or not. The options of the hyper-parameter grid search
are listed in SI A.4 from the Supplemental Information (SI). In general, a total of 108 combinations
were initially tested.
3.2.2 Dataset
The dataset is collected from chapter 2 and the initial classification results are shown
in Fig 2.11. We initially used all 4 categories for the training dataset on some deep learning
models. However, most of the models had misclassification of the mdC category with mC and exC
categories. In fact, misclassification results indicated that most of the models are sensitive to the
mdC category when a mother cell is inside a trap and another cell is above the mother cell or below
the mother cell.
Therefore, we trained the deep learning models using 5 categories based on cell numbers
and their relative positions: a trap with no cell (nC), a trap with a single mother cell (mC), a
trap with one mother and one upward-oriented daughter cells (mduC), a trap with one mother and
one downward-oriented daughter cells (mddC), and a trap with more than two cells (exC). We
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called all of these categories “5 deep learning classes,” as illustrated in Fig 3.1a. The exC class
is a holding category for any images that do not fall into nC, mC, mddC, or mduC. Although the
mddC and mduC classes represent the same biological situation, their spatial patterns differ from
each other such that separating these two situations leads to more consistent patterns when training
deep learning models. Examples of mddC and mduC classes with an indication of cell positions
are shown in Fig 3.1c. For biological purposes, when we constructed the confusion matrix, we
merged the mddC and mduC classes that represent the same biological situation. Consequently,






























Figure 3.1 Class categories with indication of results labeling for each class. (a) 5 computed
categories including nC, mC, mddC, mduC, and exC classes. (b) 4 biological
categories including nC, mC, mdC, and exC classes. (c) An example of mddC
and mduC for daughter cell orientation around a trap-center mother cell
3.2.3 A 2-layered Architecture, CNN-2
The two-layered architecture CNN that has two convolution layers represents one of the
most simplified CNN models, and it is also referred to as the baseline CNN architecture [43]. We
chose this model for its simplicity, and we refer to it as the CNN-2 in the present work. The kernel
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size is 3x3 and batch normalization is applied to both layers [44]. The strides for the first and
second layers are 1 and 2 respectively, and the activation function is ReLU for this model. The
input image size is 60x60 pixels and no image enhancement method is applied. A 2x2 kernel size
was used for max-pooling and 25% dropout applied for the second layer as the model architecture
is shown in Fig 3.3a. We trained the model for 5, 10, and 20 epochs, respectively; after 20 epochs
there was no more improvement in accuracy and loss as shown in SI A.2a and SI A.2b.
3.2.4 A 13-layered Architecture, CNN-13
We are aware of popular examples such as AlexNet [45], VGGNet [46], GoogleNet [47],
etc. Each of these networks has tens to hundreds of millions of parameters (e.g., neural network
weights) to learn and requires large training datasets. We chose a deep learning architecture termed
the SimpleNet model [48], since it has additional 11 convolutional layers in comparison with CNN-
2. HasanPour et al. [48] chose to think of the SimpleNet architecture in groups of layers, where
each group of layers is homogeneous and thus can control overall network size and perform specific
tasks well, such as classification and object detection. For clarity, we refer to SimpleNet as CNN-13
in our work. The CNN-13 architecture (see Fig 3.3b) is a convolutional neural network architecture
with 13 layers. CNN-13 has 2–25 times fewer parameters than the popular models. We chose 2x2
and 3x3 kernels for pooling and convolutional layers respectively. The batch normalization and
25% dropout were applied to all layers. We trained the CNN-13 model for 5, 10, and 20 epochs,
and after 20 epochs there was no more improvement in accuracy and loss as shown in SI A.2c and
SI A.2d.
3.2.5 Capsule Networks Architecture
Capsule networks (CapsNet) is a novel architecture for deep learning. Basic versions
of CapsNet have been shown to outperform extremely sophisticated CNN architectures [49]. A
previous study showed that CapsNet could classify fluorescent microscopic images [50]. CapsNet
replaces the typical pooling layer of CNNs with a more sophisticated weight-routing mechanism.
As shown in Fig 3.2, instead of generating a scalar output as used in CNNs, a capsule layer in
CapsNet generates a vector as output from convolutional kernel inputs.
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Figure 3.2 CapsNet output comparison. (a) The output of a CNN is a scalar. CNNs are
transitionally invariant (shifting of an object does not affect output) and the
the learning becomes an enigmatic task when objects should be positioned
relative to one another. (b) The output of a CapsNet is considered to be a vector.
This renders additional information which the model can more easily learn the
orientation of objects
The length of the vector represents the probability that a feature from the previous layer is
present, and the values of the vector are an encoding of all the affine transformations of the kernel
inputs. With a more data-efficient architecture (i.e., less information loss), fewer samples are
required to train CapsNet models [49]. A non-linear “squashing” (Sj) function is used to minimize











Ci jÛ j|i (3.2)
where Cij is a coupling coefficient and Û j|i is a vector prediction for the output of the
parent capsule. This vector can be calculated by
Ûj|i =Wi jUi (3.3)
where Wi j and Ui are the weight matrix and the capsule output of the lower layer,
respectively. We used the baseline CapsNet model as in previous works [41] for our comparison
studies. Fig 3.3c shows the architecture of the baseline CapsNet, which contains a convolution
layer, primary capsule convolution, and primary capsule reshape, DigitCaps (squash function),
and decoder. In general, CapsNet contains two parts: the encoder that takes an input image and
learns to encode it into 16D instantiating vector parameters, and the decoder that takes a correct
DigitCap from a 16D vector and learns to decode it into an original-like image. The kernel size is
9x9 and the stride is 2 for primary capsule convolution. The dimension for primary capsule reshape
is 22x22x32 with 8 capsules. A grid search of the hyper-parameters (SI A.4) led to 108 trained
CapsNet models, from which we picked 10 top-performing models. We then examined these 10
models and picked the best-performing CapsNet model for further studies.
3.2.6 Data Augmentation
Due to the tedious process of manual annotation, we have a relatively small number
of training images. Several affine transformations were applied to augment training images
[51]. Affine transformations on the original images are a popular and simple data augmentation
method [52]. The data augmentation table for this work is available in SI A.4. In general,
noise added to images and applied feature center, Std normalization, rotation, width shift, height
shift, brightness, horizontal flip, and vertical flip on the training images. The total number of
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Figure 3.3 Architectures of three models. (a) CNN-2: A total of 2 convolutional and densely
connected layers. (b) CNN-13: A total of 13 convolutional layers plus a densely
connected layer. (c) Capsule Network: A convolutional layer plus a high-level
capsule layer and a densely connected layer
training (1,026 images for validation), and 896 images for testing. The training data augmentation
resulted in 99,380 training images. The codes and dataset of this work are available from
https://github.com/QinLab/GhafariClark2019.
3.2.7 Performance Metrics
Three key metrics have been used in the model analysis [53]. The first is accuracy, e.g.,
the number of true positive and true negative exC predictions versus all of the exC examples.
The second metric is precision, e.g., the true positives prediction of the mC class versus all true
positives and false positives of mC. Lastly, we are concerned with a metric called recall [54]. One
example of recall is the true positives prediction of the mdC class versus all true positives and
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false negatives of mdC. Each of these three metrics has its purpose, and they are oftentimes used
together to determine the overall performance of a model [55], written as
Accuracy =
T P+T N










where TP, TN, FP, and FN refer to true positives, true negatives, false positives, and false





In this work, F1 values can be calculated from the result of precision and recall using
equation 3.7.
3.3 Results and Discussion
3.3.1 Extension of Classes Improved the Accuracy of Predicted Biological
Categories
At the initial stage, all models were trained and tested with 4 deep learning classes: nC,
mC, mdC, and exC. Here, mdC refers to any traps with two cells without merging any classes, as
in Fig 3.1c where all orientation of daughter cell around the mother cell (inside or outside trap)
is considered as class mdC. However, early in the process of model selection and tuning, many
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training images were misclassified when two cells were observed inside the same trap. Some of
the best models struggled to reach 60% test accuracy. One approach to reducing misclassification
is to use transfer learning [56]. The other concept is splitting classes and using pre-trained weight.
This method has some similarities to transfer learning as both methods attempt to make it easy for
the models to learn weights; however, these approaches come from different angles. For instance,
there are size, pattern, and orientation similarities between the exC class and the mdC cell class.
In many cases, a single mother cell appears as two cells (due to dynamic shape and low image
resolution) when the daughter cell is above or below the mother cell. Based on these observations,
we split all images with two cells (mdC) into two separate classes; in the first class, the daughter
cells are on top of mother cells (upward-oriented, mduC class), and in the second class the daughter
cells are below the mother cells (downward-oriented, mddC class), as illustrated in Fig 3.1c.
Overall, creating mddC and mduC classes improved the homogeneity of the two classes
and helped the situation where the neural networks were able to more easily learn the differences
of the mduC class and the exC class without having to learn that the mddC and mduC class are the
same.
It is important to notice that all training and testing activities are based on the computed 5
classes dataset. Since there is no biological difference between mddC and mduC classes, the results
for mddC and mduC classes are merged and labeled as mdC for easier biological understanding as
shown in Fig 3.1b.
3.3.2 CNN-2 performance Was Improved by Training Data Augmentation
CNN-2 exhibited instability and did not perform well when it was trained with non-
augmented training datasets as shown in SI A.2a and SI A.2b. Fig 3.4 represents the overall
performance of the CNN-2 model without data augmentation in green bars. Initially, CNN-2
model trained without data augmentation performed poorly in the mC, with precision at 71%
and recall at 66%. The comparison results in Fig 3.5 indicate that data augmentation mainly
improved the accuracy of prediction over the mdC class in this model. As a result of the training
data augmentation, the overall accuracy of CNN-2 was improved from 87% to 90.29% (Fig 3.5d).
The misclassification results show that two common types of misclassification occurred in CNN-2
29
while there were only two cells observed inside the trap. For SI A.8 CNN-2 (a), the model wrongly
predicted two cells instead of three cells due to blurred boundaries. Cases in SI A.8 CNN-2 (b)
and SI A.8 (c) were a little more problematic because the CNN-2 model did not recognize the
daughter cells above or below the mother cells. Interestingly, for SI A.8 CNN-2 (d), the mother
cell is almost entirely transparent and ends up not being a problem after recombining the mddC
and mduC classes.
3.3.3 CNN-13 Performance and Impact of Training Data Augmentation
CNN-13 showed substantial improvement in average accuracy in comparison to CNN-2,
and this improvement occurred for CNN-13 models trained with and without augmentation of
training datasets, as shown in Fig 3.4 and Fig 3.5. Augmentation of the training dataset also
led to more stable CNN-13 models as seen when changes of the cost functions during training
became more smooth with augmented datasets as shown in SI A.2c and SI A.2d. Surprisingly, data
augmentation had a marginal effect on the accuracy, precision, and recall of CNN-13 (Fig 3.5).
Without data augmentation, the model predicted 100% in nC class (precision and recall) and
exC class (precision). Most of the misclassification appears to be in the mC and mdC classes.
With data augmentation, prediction for the nC did not change (100%) and the mC recall improved
from 93% to 96% (precision had the opposite reaction). Furthermore, SI A.5 shows that data
augmentation had a slight improvement in the mC and exC classes but a negative effect in the mdC
class. The overall accuracy for this model was 97% without data augmentation and 98% with data
augmentation as shown in purple bars (Fig 3.5).
Considering misclassification for CNN-13, SI A.8 CNN-13 (a) shows several cells
clustered together. After further inspection, this image was classified with near 100 % certainty.
Although this instance is uncommon, it still poses problems in cell type identification. The mistake
on SI A.8 CNN-13 (b) is more understandable since there is a mother cell with seemingly two
daughter cells on top. The algorithm did not classify this example in the exC class and instead
predicted it as the mduC. Since one of these cells could be a true daughter cell, this image may not
be as problematic. Image SI A.6 CNN-13 (c) is similar to the previous image, but the boundary
between the two cells on top of the mother cell are so thin that it is reasonable to think that it is a
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deformed single daughter cell to the untrained eye. Lastly, SI A.8 CNN-13 (d) illustrates a mistake
that was common in the CNN-2 model where the mduC or mddC were predicted as the mC due to
blurred boundaries.
3.3.4 CapsNet Performance and Impact of Training Data Augmentation
The performance of CapsNet was more sensitive to hyper-parameters than were the CNN-
2 and CNN-13 models, based on grid searches on the hyper-parameters detailed in SI A.4. We
picked the best-performing CapsNet model for this study. The training data augmentation mainly
improved CapsNet accuracy of the mC category but not of other categories (Fig 3.5). The overall
accuracy of CapsNet reached 90% with data augmentation. In Zhang et al. [57], a close range of
accuracy was reported on fluorescent images with a different number of images for training and
test sets.
In one case of misclassification, SI A.8 CapsNet (a) shows that there is a small cell on the
top right portion of the mother cell that seemed to be overlooked by the CapsNet model. One
potential cause for this misclassification is that the two cells on top of the mother cell are quite
different in size. SI A.8 CapsNet (b) is one of the problematic misclassifications that CNN-13 was
good at detecting. SI A.8 CapsNet (c) shows a transparent cell that could be a senescent cell or
dead cell. This type of image is unlikely to happen often enough for the model to learn effectively.
SI A.8 CapsNet (d) shows another interesting example. The oversized mother cell that appears
almost at the outlet of the trap is reproducing a daughter that flows over the outside edge of the
trap, which increases the probability of misclassification.
3.3.5 Deeper Layers Bring Moderate Improvement and Challenging Performance
of the CapsNet
SI A.7 presents the test accuracy results without and with an augmented training dataset
for individual biological classes. The table shows that the CNN-13 performed well and most of
the predictions are above 92% for all classes without and with data augmentation. The CNN-2
and CapsNet had a weaker performance, as the accuracy for one of the classes are below 70%
(e.g., mC). In contrast, CNN-2 can predict the nC category with 100% accuracy (SI A.6). The
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Figure 3.4 Test set results of models classification without data augmentation based on 4
biological classes. (a) The table represents the correct and misprediction
results of the mddC and mduC classes without data augmentation for all
three models. The orange color indicates the predicted mduC class, and the
blue color indicates the predicted mddC class based on correct prediction and
misprediction. (b) The bar graph represents the highest precision for the exC
class and lowest prediction for the mdC class based on 4 biological classes. (c)
The graph represents the highest recall for the nC class and lowest recall for the
mC class based on 4 biological classes. (d) It shows that the overall precision,
recall, and accuracy for CNN-13 are higher than the other two models. (e) It
illustrates the total number of test set images, total predicted images, and total
mispredicted images for each model
layers. As expected by the increased number of convolutional layers, CNN-13 had greater
overall accuracy than CNN-2, as shown by its confusion matrix (SI A.6). With the additional 11
convolutional layers and much more training time, CNN-13 improved the overall accuracy to 98%,
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Figure 3.5 The test set results of classification models with data augmentation based on 4
classes. (a) The table presents the correct and misprediction results of the
mddC and mduC classes with data augmentation for all three models. The
orange color indicates the predicted mduC class, and the blue color indicates
the predicted mddC class based on correct prediction and misprediction. (b)
The bar graph represents the highest precision for exC class and the lowest
prediction for the mdC class with a similar ratio without data augmentation.
(c) The bar graph represents the highest recall for the nC class and the
lowest recall for the mC class. (d) It shows that the overall precision, recall,
and accuracy for the ensemble model are higher than the other three models.
(e) It illustrates the total number of test set images, total predicted images,
and total mispredicted images for each model with data augmentation. The
misprediction results for CNN-2, CNN-13, and CapsNet were one of the
motivations to generate ensemble models. In the bar graphs, the precision
and recall show noticeable improvement for all models after data augmentation.
Every single well-performing model had an augmented dataset. Overall, the
data augmentation mainly improved CNN-2 and CapsNet models
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of CNN-13 is not substantially changed by applying data augmentation. Fig 3.5 shows that data
augmentation improved the total prediction of CNN-13 by 0.22%, which is around 16 times lower
than CNN-2, and decreased the total misprediction by 8.3%, which is considerably lower than
CNN-2. On the other hand, CapsNet was the weakest model in terms of average accuracy, and
training time was twice of CNN-13. According to the confusion matrix (SI A.6), the model
only had a great prediction for the nC (180/180). Surprisingly, the model had the best prediction
(354/360) for the mdC class without data augmentation where both CNN-2 and CNN-13 struggled
with the prediction (with or without data augmentation). Still, CapsNet had a poor predictions for
the mC and exC classes. Fig 3.5 illustrates that the data augmentation was an effective approach
that improved the total prediction by 7% (better than the CNN-2 model) and decreased the total
misprediction by 30.8% (better than the other two CNN models). CapsNet is much more sensitive
to data augmentation than the other two CNN models are, and it can perform well on a specific
class.
3.3.6 Each Deep Learning Model Has Its Own Profiles of Misclassifications
We also investigated the misclassification behavior of individual models for the mC, mdC,
and exC classes as illustrated in Fig 3.4 and Fig 3.5. In terms of correct-prediction balance between
the mddC and mduC, Fig 3.4a and Fig 3.5a demonstrate that all the models had a relatively close
range of prediction for the mddC and mduC (without and with data augmentation). In terms of
misprediction, the CNN-2 model had the opposite behavior of the CNN-13 and CapsNet models.
For CNN-2, the mduC class had a higher percentage of misclassification for the mC class, and the
exC class had higher misclassification for the mddC class. For CNN-13 and CapsNet, the mddC
class had a higher percentage of misclassification for the mC class, and the exC class had a higher
misclassification for the mduC. These comparisons indicate that why we consider an ensemble
model as an alternative.
3.3.7 Ensemble Models Performance
In machine learning, minimizing bias and variance errors is a challenging task. The
weighted average ensemble model is one of the methods to overcome this issue that relies on
two properties in machine learning [58]: creating an ensemble model such that the bias can be
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decreased at expense of increased variance, and creating an ensemble model such that the variance
can be decreased at no expense to bias [59]. In general, there are two simple methods to combine
several machine learning models and create an ensemble model with better performance. First,
train a model (e.g., classifier) over multiple subsets of the training dataset, which leads to different
models. Then, the individual model can have a prediction on the test dataset and the results can
be averaged as an ensemble model. This method is useful when there is no other model available.
The other method is to train various models on the same dataset and average the results on the
test dataset. An ensemble model attains a synergistic betterment in overall performance including
reproducibility and stability.
Inasmuch as each single deep learning model had an uneven performance in the 4 biological
classes, we considered investigating the combination models to achieve greater performance.
There are four different possibilities to combine these three single deep learning models (SI A.3).
We tested the combinations with data augmentation since it improved the performance of the
individual models. The results from all three models indicate that weighting the predictions
by overall model accuracy achieves slightly better performance [50]. Thus, models in the
ensembles presented are weighted by their overall validation set accuracy and applied to the test
set. The CNN-13 predictions had the highest weight, the CNN-2 was weighted slightly lower,
and CapsNet had the lowest prediction weights. Therefore, the three-member ensemble, No.4 (SI
A.3), outperformed all of the two-member ensembles. Since the result of ensembles, 1 to 3 was
almost similar to the individual models, we only represent the result of ensemble No. 4 here. The
ensemble model results in yellow color (bar graphs) from Fig 3.5 show that the overall accuracy of
ensemble No.4 is 98.5% (better than the CNN-13). The precision result is better than other models
for the nC, mdC, and exC classes except for the mC class in comparison to the CNN-13 model.
Similarly, the model had greater recall results for all biological classes. In terms of ensemble No.4




We compared three deep learning models for the classification of microfluidic images of
dividing yeast cells. Microfluidic images are typically low resolution, which poses challenges
for computational analysis. We discovered that data augmentation of training data can improve
the performance of both convolutional and capsule networks. In addition, splitting a class into
two classes could be an effective approach for some models based on the type of dataset and
model architecture. We evaluated that a baseline architecture of a convolutional network with
two layers could give 90+% overall accuracy and deep layered convolutional networks could
improve the overall accuracy at the expense of substantially more computing cost. Moreover, the
baseline architecture of capsule neural networks did not outperform the deep-layered convolutional
networks in terms of overall accuracy, though the baseline capsule networks could detect a specific
type of data with better performance. Consequently, an ensemble model reached 98.5% overall
accuracy by combining the strengths of different models. We showed that an ensemble of the
top three models performs better than using each model alone, leading to a good “collaboration”
among these models. Overall, convolutional and capsule neural networks have complementary





Computer Vision (CV) approaches in recent years have led to great advancements in many
fields including medical, civil, surveillance, auto, etc [60]. There is a tremendous demand in
healthcare as many diagnoses and disease treatments have been relying on medical images [61].
The visual appearance of an object can represent the object features such as visualization volumes
dimensionally, color, resolution, and demeanor for moving object [62]. Detecting objects (e.g.,
cells) could be a challenging task when there are similarities between objects or when objects are
at a close distance with overlap. Distinguishing object boundaries and identifying the differences
of the objects require a segmentation model to make a region of the image meaningful. For
instance, segmenting microscopic images containing hundreds of cells with different foreground
and background intensities requires precise analysis [63]. In general, segmentation relies on image
pixels‘ characteristics and can be sub-sectioned into local and global regions [64, 65]. Hence,
various methods and approaches have been constantly implemented to improve segmentation
efficiency. In addition, many algorithms have been developed with great segmentation proficiency.
In contrast, uneven illumination, poor boundary, low contrast, low resolution, and out-of-focus
images are still problematic for image segmentation in particular for cell detection and tracking
[66, 67]. Many of these models are based on a convolutional neural network (CNN). Chapter
3 covered some of CNN models with architecture comparison which can be categorized in
classification systems. More recently, some CNN models such as You Only Look Once (YOLO)
[22] and Mask-RCNN [68] shown better performance in comparison with other models.
The purpose of this chapter is to identify cells from traps since we did trap classification in
the chapter 3. For this reason, we compare the performance of the YOLO and Mask-RCNN object
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detection models on microfluidic images. It is noticeable that these object detection models are
intentionally chosen based on model sensitivity on a small object (e.g., cells). In further sections,
section II is devoted to methods. Section III covers comparison and discussion. The final section
VI is dedicated to the summary of this chapter.
4.2 Methods
4.2.1 YOLO
The YOLO is considered one of the state-of-the-art object detection methods. The YOLO
detection process is evaluated as a single reversing obstacle in which the model input takes an
image and dedicates a confidence level to each object in the image. The approach is to reframe the
object detection as a single regression problem, directly from image pixels to bounding box and
classifying probabilities. This system uses a single convolutional network concurrently, predicts
multiple bounding boxes, and dedicates class probability for each bounding box. The YOLO is
a considerably fast system and does not need a complex pipeline, since it relies on regression
problems. The model can run at 45 frames per second (FPS) without any batch processing
requirements, meaning it is also capable of processing stream video in real-time with around 25
milliseconds latency. The model uses a simple down-sampling method which is advantageous to
learn complex features of image network depth increases with residual blocks. Fig 4.1a shows the
YOLO network architecture where the input image is 60x60 which is scaled up to 448x448x1. The
next section is DarkNet Architecture which is mainly written in C program for its convolutional
neural network and based on GoogleNet architecture [69]. The DarkNet architecture reduces the
image dimensions from 448x448x1 to 7x7x1024. Further, 2 full connected neural networks were
applied to the model with 2 outputs (4.1b); object bounding box including object score and class
probability. In the entire YOLO network, the down-sampling of the network is based on setting the
stride (hyperparameters) of convolution to 2 without applying the pooling layer. The loss function
consists of classification loss for the class probability and localization loss for the confidence level
and bounding box which are both based on the squared error (sum).
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Network architecture of YOLO
Input image 
60 x 60 448
x 448
x 1 
Bounding Box & Score
Map of Class Probability
Two Class DetectionInput Image 
(a)
(b)
Figure 4.1 YOLO architecture
The improved version of this model are YOLOv2 [70], YOLOv3 [71], and YOLOv4 [72].
This work mainly focuses on the YOLOv3 model, and all results are based on version 3 of this
model.
4.2.2 Mask-RCNN
In a broad view, Region-Based Convolutional Neural Network (R-CNN) has widely been
driven by baseline convolutional network models such as Fast R-CNN [73], Faster R-CNN [74]
and Fully Connected Network (FCN) [75] for semantic segmentation and object detection. These
baseline models offer robustness, pliability, fast training, and conceptually intuition.
Mask R-CNN baseline is a developed version of the Faster R-CNN baseline. The model
outperformed traditional semantic segmentation models by offering instance segmentation which
includes the mask of the object. Fig 4.2 demonstrates some of mentioned the R-CNN model
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architectures. The salient features of each model can be summarized as follows.
(a)  R-CNN                       (b)  Fast R-CNN                           (c)  Faster R-CNN                            (d)  Mask R-CNN
Input image 
60 x 60 
Input image 
60 x 60 
Input image 
60 x 60 
Input image 








Figure 4.2 Development of R-CNN network architectures
• R-CNN: The Box offset regressor (bounding box) is offered by the “selective search”
algorithm (computing hierarchical grouping of analogous regions based on size, shape,
texture, and color), and features are extracted via a deep convolutional neural network (
e.g., AlexNet [76]). The final set of object classifications are produced with linear Support
Vector Machines(SVMs).
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• Fast R-CNN: Simplified design of the R-CNN model with a single model which the Box
offset regressors (bounding box) is still specified as input, but a Region-Of-Interest (ROI)
pooling layer is used after the deep CNN to consolidate regions. The model mainly predicts
both class labels and regions of interest directly as it was independently in the R-CNN model.
The major contribution is the refinement of ROI.
• Faster R-CNN: The Region proposal was removed in this model. The improvement is
applied by a Region Proposal Network (RPN) that interprets features extracted from the
deep CNN and learns to propose ROI directly similar to the Fast R-CNN model.
• Mask R-CNN: An extension of the Faster R-CNN with enhancement in the output of the
model predicting a mask for the individual detected object. The main difference between the
Mask R-CNN and Faster R-CNN is the replacement of ROI pooling with ROI align which
improved the model accuracy and was capable of achieving the state-of-the-art results on a
range of object detection tasks.
The RPN predicts the presence of any object in the region. The ROI pooling introduced in
Fast R-CNN and is related to the spatial pyramid pooling layer for visual recognition. The main
purpose of ROI pooling is to reshape arbitrary input size into fixed length for a fully connected
network. Fig 4.3 explains an example of ROI pooling where selected ROIs contain 3 rectangular
objects and 1 square object which by selecting maximum intensity pixel from each ROI, all selected
ROIs are reshaped to a square shape. This approach also improves the training and test time
performing as a Max pooling layer.
Since the Faster R-CNN was not constructed for pixel-to-pixel alignment between inputs
and outputs of a network, the ROI Align pooling layer (quantization-free Layer) was introduced in
the Mask R-CNN to preserve precise spacial pixel locations and minimize misalignment. The ROI
Align pooling layer is based on a bilinear interpolation system, each step of the process relies on a
linear system, however, the whole operation is a non-linear system.
These comparisons are illustrated in Fig 4.4 where p1, p2, p3, p4 are key elements to
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Figure 4.4 A comparison between linear and bilinear interpolations methods
Fig 4.5 illustrates each step of the ROI align stage of the Mask R-CNN. Initially, it divides
the grid of the feature map into 2x2 bins and calculates the distance of selected pixel location to
closest grid intersections (d1, d2, d3, and d4). Once these values are computed, it applies bilinear
interpolation (Fig 4.4) for individual pixel values.
In this example (Fig 4.5), the interpolation pixel value can be calculated by the below
equation:
Interpolation = g(4,4)∗d1+g(4,3)∗d2+g(3,4)∗d3+g(3,3)∗d4 (4.4)
where g is grid pixel value at corresponding row and column and d is calculated distance.
Here is an example of interpolation pixel value calculation by applying values from Fig 4.5:
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Figure 4.5 ROI align layer operation
Pred.value = 0.1∗0.42+0.9∗0.18+0.2∗0.28+0.2∗012 = 0.284 (4.5)
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The Pred. value is the predicted pixel value using bilinear interpolation. The author [76] et
al. claim that this technique improved the Mask accuracy by 10 to 50 percent.
4.3 Results and Discussion
4.3.1 Dataset
The dataset is explained in chapter 2 (Fig2.11). We used 2 sets of the dataset; the first
dataset contains 100 images for the training and 30 images for the test using for cell detection, and
the second dataset contains 100 images for the training and 40664 images for the test using for
features extraction. All images for the first dataset were randomly selected from a batch of images
that contained a maximum of 5 cells per image. We utilized ”Microsoft VoTT Tool” and ”Image-
J” for image annotation. The image dimension for all of the training datasets (cell detection and
feature extractions) was 60x60. The test dataset for the cell detection was evaluated with images
in the dimension of 60x60 and 512x512 respectively. We scaled up the 30 test images (60x60 to
512x512) using linear ”cubic interpolation”. The hardware for this work was an Ubuntu 18.04.4
Virtual Machine (VM) with 32GB of ram, Intel Xeon processor with 6 cores, and NVIDIA GeForce
RTX 2080 GPU.
4.3.2 Cell Detection
The performance of the YOLO and Mask R-CNN models was assessed for object detection
with 60x60 and 512x512 test datasets. We trained the YOLO model for 200 epochs and Mask
R-CNN for 100 and 400 epochs respectively. In addition, we evaluated the model performance
by applying dataset augmentation. The YOLO performance was only evaluated with dataset
augmentation and the Mask R-CNN model was evaluated without and with dataset augmentation.
Fig 4.6 demonstrates the detection results for two models. The test dataset is based on 60x60
image dimensions, 200 epochs for the YOLO, and 100 epochs for the Mask-R-CNN (without
dataset augmentation).
The ground truth result indicates 4 cells, the Mask R-CNN and YOLO detected 5 and 4
cells respectively. The Mask R-CNN detected an extra cell at the trap outlet(blue cell). Fig 4.7
shows that the Mask R-CNN detected the number of cells correctly, however, the cell size is larger
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Original Image Mask RCNN YOLO 
Detection : 5 cells Detection : 4 cellsGround truth : 4 cells
Detection comparison (Mask R-CNN error) 




Figure 4.6 Model detection comparison when 4 cells are available inside a trap. Mask R-CNN
detected an extra cell. YOLO detection matched the ground truth
than ground truth. The error can be eliminated by applying dataset augmentation as detected cell
size become more precise and similar to actual cell size.
Fig 4.8 illustrates that the Mask R-CNN improved the cell detection by applying dataset
augmentation and 400 epochs. The number of detected cells and mask images are similar to the
corresponding original image. However, the YOLO model did not detect all cells and there is 1
cell miss detection (purple cell).
Since the initial model evaluation performance was based on the test images in 60x60
dimensions, we also evaluated the YOLO and Mask R-CNN performance with the test images in
512x512 dimensions. This is because of the nature of the YOLO and Mask R-CNN architectures
which are designed to detect objects in higher image resolution. Fig 4.9 represents this results
comparison with 2 examples. The top-row images display that the Mask R-CNN model the YOLO
model has similar performance when dataset augmentation and 400 epochs applied to the Mask
R-CNN. The bottom-row shows that the YOLO model detected 2 cells, however, the bounding box
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Original Image Mask RCNN YOLO 
Detection : 1 cells 
Detection : 2 cells Ground truth : 2 cells 
Detection comparison (augmentation) 
Image Dimension ( 60x60)
Augmentation = False
Augmentation = True
Detection : 2 cells Different size
Similar size
Figure 4.7 Detection with dataset augmentation. The YOLO and Mask R-CNN detection are
matched the ground truth. Dataset augmentation improved the accuracy of
mask area for Mask R-CNN
on the cell below the trap outlet covered only half the cell area. In this example, Mask R-CNN
over-performed the YOLO model when dataset augmentation and 400 epochs were applied.
4.3.3 Features Extraction
In this section, the performance of the YOLO and Mask R-CNN models are evaluated
with a dataset that contains 100 images for the training and 40664 images for the test. The YOLO
trained for 200 epochs and Mask R-CNN model trained with 400 epochs, and dataset augmentation
was applied for both models. The collected features for both models are ”area”,”total objects”,
”confidence rate” and ”coordinates”. Fig 4.10 shows cell size comparison between two models.
The gray color represents the YOLO results, and the orange color represents the Mask R-CNN
results. The average cell area for the YOLO is higher than the Mask R-CNN. The average cell size
for the YOLO model is in the range of 80 to 100 (pixels), and the confidence rate is from 10 % to
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Detection comparison (YOLO error) 
Epoch = 400
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Figure 4.8 Modification of the Mask R-CNN including YOLO detection error
100 %. On the other hand, the Mask R-CNN average detected cell size is in the range of 50 to 80
(pixels), and the detection rate is from 90 % to 100 %.
Furthermore, we compared the cell area variation for some traps. The YOLO and Mask
R-CNN performance are evaluated for ”Trap1”, ” Trap20” and ”trap60”. Fig 4.11 represents the
cell size variation and number of detection for both models. The YOLO model results indicate that
there are many cells with the same cell size (represented as a row) which highlights less accuracy
in detected cell size. Correspondingly, the Mask R-CNN has more cell size variation portends
greater cell size accuracy.
Fig 4.12 shows the performance of models focusing on the number of cell detection for the
different number of cells inside traps. The overall number of cells detected are 87908 and 81842
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Mask R-CNN YOLO
Image Dimension (512x512)
Figure 4.9 Comparison of YOLO and Mask R-CNN models with higher image resolution
4.3.4 Models Comparison
As shown in Table 4.1, the model performances for the YOLO and Mask R-CNN
determinate that the TP and FP for the YOLO are 74 and 7, and for the Mask R-CNN are 53
and 11 respectively. This indicates that the YOLO outperformed the Mask R-CNN in terms of
cell detection achieving mAP 90.6 % better than the Mask R-CNN with mAP 73 %. Fig 4.13
exhibits the mAp variation for 30 images indicating the YOLO has less fluctuation in comparison
with the Mask R-CNN. In addition, the YOLO and the Mack R-CNN total cell detection are 81
and 64 respectively. This indicates that the YOLO is more sensitive for object detection and has
less variation in the cell area. The YOLO cell area is based on bounding box which decreases
the accuracy of cell area. In this work, we hypothesized the cell area as an ellipse and calculated
the cell area by using bounding box information. Both models had the highest performance when
there were 2 cells inside traps and had poor performance when there were more than 3 cells inside
traps. The Mask R-CNN performed much better than the YOLO when the number of cells inside
the trap is less than 3 cells. Although Mask R-CNN has a lower mAP result, it has more accurate
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Figure 4.10 Cell area comparison for the YOLO and Mask R-CNN models
cell area detection, close to the ground truth cell area. Since the Mask R-CNN generates a mask of
the detected cell, the cell area accuracy is much higher than the YOLO. Overall, the YOLO model
could be useful for feature extraction and object detection, however, the cell area is less accurate
and the output data is noisier. On another hand, the Mask R-CNN offers the mask of detected cells
and the performance can potentially be improved by applying data augmentation and increasing
the number of epochs (400), however, the training model can be computationally expensive.
The metric elements are calculated based on equations in 3.4, 3.5, 3.6 and 3.7. Fig 4.13
shows the mAP of each models for the first set of image dataset(30 images).
4.4 Summary
We evaluated convolutional neural networks for detecting cells from microfluidic images.
The YOLO and Mask R-CNN were trained with 100 yeast microfluidic images, tested for object
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Figure 4.11 Area variation for individual trap
detection containing 30 images, and features extraction containing 40664 images. The results
indicate that the YOLO had better performance in terms of object detection and accuracy. The
YOLO detected more cells and was very sensitive to noise. however, the estimated cell area from
the bounding box was not accurate. In contrast, the Mask R-CNN had better accuracy in teams
of cell area and better detection when the number of cells inside a trap is less than 3 cells. The
performance of the Mask R-CNN improved by applying data augmentation affecting cell area
and increasing the number of epoch affecting the detection accuracy. This comparison infers that
the YOLO and Mask R-CNN models can be useful for small objects and detecting objects from







































Figure 4.12 Cell counting comparison for individual model
Table 4.1 Models performance comparison






Total Detection 81 64
Total Image 30 30


































Figure 4.13 mAP comparison for YOLO and Mask R-CNN
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CHAPTER 5
DESIGN AN ALGORITHM TO ESTIMATE YEAST REPLICATIVE LIFESPAN
5.1 Introduction
The budding yeast Saccharomyces cerevisiae is an effective model for studying cellular
aging [77]. It is a model to investigate the interaction between proteins and genes with effects on
cells functionalities [78, 79]. Many important genes that are known to influence lifespans, such
as SIR2 and TOR1, are first reported in the budding yeast [80, 81]. Advantages of yeast as the
model organism include short lifespan, genetic manipulability, high-throughput genomic tools for
systems biology studies [82]. Recently, a new network model of cellular aging was proposed based
on the cellular aging process of yeast cells.
One measurement of the lifespan of the budding yeast is the number of cell divisions that
single mother cells can accomplish before ceasing to be inactive, also known as the replicative
lifespan (RLS). Traditionally, determining the lifespan of yeast cells had been assayed through
tedious and time-consuming manual operations, such as microdissections [83], which limits the
number of strains and cells of the studies. In addition, statistically investigating cells RLS in two
strains or more would be potentially a challenging task [84, 85].
Recently, microfluidics-based assays of RLS have been developed for yeast RLS assays.
Microfluidic devices are fast and relatively inexpensive compared to conventional methods [86].
In a typical yeast RLS microfluidics trap, the constant flow of liquid media would wash away
smaller daughter cells whereas retaining the larger mother cells [87]. Common challenges of
microfluidics-based assay include low-scalability, cells-overflowing, and data analysis. For these
yeast RLS assays, it is particularly challenging to distinguish mother cells from daughter cells.
Under precise controls of growth medium and temperature, cell division events in the
yeast microfluidics assays can be monitored by automated time-lapse microscopy. One of the
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microfluidic-based assays is the high-throughput yeast aging analysis (HYAA) chips [25]. Time-
lapse images generated by HYAA chips can be used to infer the frequency and the total number of
cell divisions that occurred for each of the trapped mother cells. Currently, accurate identifications
of cell division events from time-lapse images is a technique bottle-neck in yeast RLS study using
microfluidics assays, and this challenge is the focus of present work.
Here, we design a family tree-based algorithm to estimate cell division events from
time-lapse microscopic images. Our method could potentially enhance the data analysis of
microfluidics-based yeast RLS assays and has a family tree representation for both mother cells
and daughter cells. Our algorithm is useful to effectively extract the RLS data from microfluidic
assays of the budding yeast, one of the important model organisms for aging studies [29].
In the following, we summarize the dataset collection and images segmentation in the
method section. The results and discussion section introduces the null distribution of cells
movement and operation of the developed likelihood algorithm for cell family trees. This section
covers the construction of the family trees and evaluation of the yeast replicative lifespans with
comparisons to known experimental results. The conclusions section gives a summary of the
present work and proposes the future directions.
5.2 Method
5.2.1 Dataset
The time-lapse microfluidic images are obtained from chapter 3 (Fig 2.11). Since the
dataset contains 4 categories, we mixed all categories and generated a new dataset. Then, we
randomly labeled 100 sub-images for the training dataset. The selected sub-images are categorized
into two types of classes: traps with cells (cell class) and empty traps (trap class).
5.2.2 Segmentation and Features Extraction
We consider several models for segmentation and features extraction [88]. For instance,
the efficient, state-of-the-art object detection systems include Faster R-CNN, Single Short Detector
(SSD), and You Only Look Once(YOLOv3) [22, 89]. Based on comparison results, we considered
YOLOv3 for segmentation and feature extractions. We tested 391 images for each trap and the
average accuracy was 93% for cell and trap detection. The YOLOv3 output contains image
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number, trap number, time-point number, objects number, coordinate, cell area, and accuracy.
All collected features are used for generalization by dedicating each row of the new dataset to an
individual cell or blank trap. It is worth noting that there are certain overflowing traps in which
a trapped cell at the inlet blocked the movement of other cells, leading to opposite flow (upward















Trap    Cell
Time-lapsed Images Time-lapsed  sub-Images
Microfluidic
Device 
Figure 5.1 An overview of features extraction from time-lapse microfluidic images. Images
are collected from 4 channel microfluidic devices, each channel contains
two chips. Microfluidic images are partitioned into time-lapse sub-images
classified into two classes. Using the sub-images as inputs, YOLOv3 is
applied to generate features for individual segmented object
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Table 5.1 Dataset information after segmentation
Data Zero-Cell 1-Cells 2-Cells Multi-Cells
Traps 5.8 % 12.2 % 48.4 % 33.6%
Total sub-Images 40564
Total elements 87257
5.3 Results and Discussion
An overview of the number of segmented objects is presented in Table 5.1. The total
number of sub-images is 104x391. Since all segmented elements are labeled by both trap number
and time-point corresponding to a detected feature of an object (cell or trap), effectively the total
number of new dataset (csv) rows reached 87257, 8884 of which are a total single cells. We
categorized the segmented traps based on the number of cells inside sub-images: zero-celled traps
(5.8%), single-celled traps (12.2%), two-celled traps (48.4%), and multiple-celled traps (33.6%).
5.3.1 Null Distribution for Cell Movement
At first glance, we visualized all traps cell movement to have a better understanding of
the dataset (SI B.1 and SI B.2). Then, a null distribution is used to estimate the randomness
of cell movement. Since there is less ambiguity for cell identification in single-cell traps at
consecutive time-points, we used these kinds of single-celled traps to generate the null distribution
for cell movement. Eventually, the Euclidean distances were calculated from cells coordinate
(x-axis, y-axis) between each pair of cells in single-cell traps at two consecutive time-points.
Alternatively, the histogram of these obtained Euclidean distances is used as the null distribution
of cell movement (Fig 5.2).
To illustrate how to probabilistically track cells between time-points, an example is given
for observed moving distance, ∆dobs = 2.0 pixels (Fig 5.2). Based on the histogram of single-
cell movement, 98.16% of measured distances are below observation and 1.83% beyond it. Hence,
this example of observed movement at 2.0 pixels distance has a very small chance of assigning two












𝑃 	∆𝑑 > 	∆&'(	 ∶ 		0.0184∆&'(	
Figure 5.2 The obtained null distribution for random cell movement. An example of moving
distance of 2.0 pixel is presented
illustrated in Fig 5.3. Moreover, we found that this empirical null distribution approach performs
better than approaches using parametric distributions such as log-normal or Gamma distributions.
5.3.2 Proposed Maximum Likelihood Algorithm for Generating a Cell
Family Tree
We developed a maximum likelihood algorithm (Algorithm 1) to construct a cell family
tree and estimate the RLS of yeast cells. Conceptually, our algorithm uses the backtracking
method. As represented by the k loop, the algorithm starts from the last time-point (391) to the
second time-point (2). Accordingly, the null distribution of cell movement is used to track cells
between the current time-point (k) and the previous time-point (k− 1). All possible cell lineages
between the two time-points are evaluated based on the null distribution of cell movement. The
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cell lineage with the highest probability score is chosen to generate an edge for the cell family
tree. Specifically, Euclidean distances between all possible cell pairs at the two points were first
calculated, and corresponding probabilities are then computed using the empirical null distribution
of cell movement. The cell object at k−1 time-point with the highest probability score is assigned
as the predecessor for the i− th cell at the k-th time-point.
In other words, the i-th cell at k-th time-point is the same cell at (k−1)-th time-point that
can give the highest probability based on random cell movement. In implementation, cell lineages
are specified assigning IDs from (k− 1)-th time-point as predecessor IDs for each cell at k-th
time-point which has accountable value for generating family trees. The lineages from all time-
points constitute a cell family tree that covers all mother cells and daughter cells. The likelihood
algorithm was been written in the R programming language.
Algorithm 1: Maximum likelihood Algorithm
1 n← [ Total time-points ] ;
2 k← [ Current time-point ] ;
3 k−1← [Previous time-point] ;
4 (x,y)ik← [ i-th object in k-th time-point ] ;
5 (x,y) jk−1← [ j-th object in (k-1)-th time-point ] ;
6 for k in (n to 2 ) do
7 for i-th object in k-th time-point do
8 for j-th object in (k-1)-th time-point do
9 ∆dobsi, j ← ||(x,y)ik− (x,y)
j
k−1|| ;
10 Pi, j← P[∆d ≥∆dobsi, j |H∆d0 )] ;
11 end




5.3.3 Cell Family Tree and RLS estimation
An example of the generated cell family tree is presented in Fig.5.3. For the purpose
of developing this initial version of our algorithm, we chose microfluidic traps with typical cell
division events. In Fig 5.3, each cell is labeled with two numbers connected with dots. The first
number (left) represents the trap time-point, and the second number (right) represents the cell
predecessor ID. For instance, 57.1 indicates the first cell object at the 57-th time-point, and 57.2
indicates the second cell object at the 57-th time-point. Both 57.1 and 57.2 cells are connected to
56.1 cell, indicating that a cell division occurred between the 56-th and 57-th time-points. Since
57.1 is on the longest branch, and 57.2 is on a short branch, we can visually identify that 57.1 is the
mother cell and 57.2 is the daughter cell. Overall, the longest branch in yellow color represents the
mother cells at different time-points. The 15 short-branches in green color represent daughter cells
at different time-points before they were washed away during experiments. Hence, the number of
short-branches bifurcating from the the longest branch of a cell family tree indicates the number
of cell divisions, i.e. RLS, of this yeast mother cell.
Fig 5.4 illustrates a sample of the example family tree which is belongs to time-point 27
to time-point 48. It contains 3 parts of a combination results including grayscale image of the
microfluidic device, data analysis results, and a generated family tree. All gray scale images are
related to partitioned sub-images and segmentation results from time-point 27 to time-point 48
orderly. The statistical results determine the estimated predecessor ID for the range of time-points.
The predecessor ID (1) represents that there is only one cell available at the corresponding time-
point. For instance, predecessor IDs at time-points 27, 28, 34, 40, 41, and 48 show that there is only
a single cell available without any occurring division. In another event, the predecessor ID becomes
(1, 1) when a single cell is starting a division, and the number of available cells can potentially
increase by the two in next time-point. This situation happened three times at time-points 28, 34,
and 41 respectively. As the result of this development, the predecessor ID becomes (1, 2) for the
following time-points meaning that the cell division has already happened and two available cells
are labeled as mother cell (M-cell) for number (1) and daughter cell (D-cell) for number (2). This
predecessor ID occurred at time-points 29 to 33, 35 to 39, and 42 to 47 respectively. In any events
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Figure 5.3 An example cell family tree generated by proposed probabilistic likelihood algorithm
where the predecessor ID changes from (1, 2) to (1) means that the daughter cell was washed away
already, and there is only the mother cell available for the next division. The overview of Fig 5.4
demonstrates a summary of a family tree that mother cell and daughter cells are labeled and can
be identified easily. Furthermore, the occurrence of divisions shows that the RLS of yeast cells
for this particular sample happened three times and can be visualized through trap‘s time-points.
The accountability of RLS of this method is the main advantage of our approach in comparison to
other methods. In addition, the present algorithm mainly focuses on traps that offer unambiguous
information for cell divisions.
5.3.4 Prototype Evaluation
To evaluate our prototype algorithm for estimating RLS from microfluidic images, we


















































































Figure 5.4 A portion of the example family tree with sub-images at their corresponding time-
points. Predecessor assignments of cells are also provided. Gray scale sub-
images are segmented from microfluidic images at time-points 27 to 48. Mother
cells and daughter cells are colored as yellow and green respectively and tree
divisions occurred within time-points
Using linear regression, we found a significant positive correlation between the computational
predictions and experimental results as shown in Fig 5.5. The R square of this linear correlation is
0.052 with a p-value of 0.0265.
The Fig 5.6 shows the computational and experimental [90] RLS results for traps. The
histogram and box plot indicates that the computational result is in a similar range to the
experimental result. The average RLS for computational and experimental results are 17 and
20 respectively. This correlation illustrates that the prototype algorithm is a promising method,
however, there is space to improve the estimation.
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Figure 5.5 Linear regression between computational predictions and experimental results
Based on our results and investigation, one way to improve the prototype is to integrate cell
sizes into the cell family tree estimation. The Fig 5.7 shows variation and average cell size. The
variation is approximately below 120 (pixels) and any value above the threshold is considered as
noise including an over-sized cell or trap. The average cell size is approximately 48 (pixels). This
comparison represents that the younger cells have more size variation at early time-points than
older cells at later time-points which can be useful in future work.
5.4 Summary
Here, we present a likelihood algorithm that can generate cell family trees from time-lapse
microfluidic images of trapped yeast cells. In these family trees, the longest branches represent
dividing mother cells, and short branches bifurcating from the main mother-cell branch represent




Figure 5.6 Histogram and box plots for Computational and experimental results
total number of short branches. We used empirical distributions to describe random cell movement
and generate probabilistic scores to track cells between different time-points. Predictions of our
prototype algorithm correlated with the experimental observations. Owing to the easy genetic
manipulation, yeast replicative aging will remain a powerful model to understand cellular aging.






















Figure 5.7 Cell size and variation over time-lapse
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CHAPTER 6
µPOLAR - VISUALIZATION TOOL FOR MICROSCOPIC TIME-SERIES IMAGES
6.1 Introduction
Cell lineages and cell behavior are important in biological and biomedical research
[91, 92, 93]. Cell divisions and cell family lineages are often monitored by time-lapse microscopic
imaging experiments. From time-lapse microscopic image data sets, we can monitor intra-cellular
and inter-cellular changes, cell division events, and cell growth and migration [94]. These
inferences are often assisted with image analysis software tools [95, 96, 97]. Microfluidics is
a high-throughput approach that generates a large volume of time-lapse images of cells. A
microfluidic device is an ultra-small structure with microfluidic channels offering fast and reliable
results in comparison to traditional methods [90, 98]. Time-lapse microfluidic images amplify
biologists’ ability to experimentally image live cells during their development [99]. Due to
these images’ functionality and micro-scale dimension, they can be used in many applications
such as drug delivery, cell monitoring, cell division, and virus inspection [100, 101]. Currently,
however, there is a need for visualization tools for time-lapse microscopic images that can facilitate
biological interpretation and provides interactive access.
In particular, microfluidics have become a high-throughput method for analysis of dividing
yeast cells [90]. The budding yeast is an effective model for cellular aging [7]. Yeast replicative
lifespan (RLS) is defined as the number of cell divisions that a single mother cell can accomplish
before it ceases to divide [102]. In the study of cellular aging, time-lapse microfluidic microscopic
imaging has provided unprecedented quantitative details on changes in cell characteristics during
aging. Determining the replicative lifespan of dividing yeast cells is time-consuming and is
traditionally measured through manual micro-dissection [83]. The microfluidic approach generates
hundreds of time-lapse microscopic images, converting the old challenge of manual dissection into
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a new challenge of time-series image data analysis [103, 104]. One way to tackle this challenge is
data visualization, a need that this work aimed to address.
Here, we present µPolar (pronounced “[mu] Polar”), an R package that provides circular
plots to visualize time series of cell behavior and cell division events. We demonstrated the utility
of our method to visualize the division events of dividing cells over a time period in two types of
cells: budding yeast cells and mouse fibroblasts.
6.2 Implementation and Features
6.2.1 Design of µPolar
The goal of µPolar is to visualize time-series data generated by time-lapse microscopic
images in a region of interest (Fig 6.1). The basic idea is to use a circular plot to represent the
change of time, where points on the radius represent cellular events and/or characteristics at each
time point. A sequence of microfluidic images is shown in Fig 6.1a from time-point 1 to time-
point 40. For instance, the image (60x60 pixels) at time-point 40 illustrates two cells inside a
microfluidic trap. The plot representation is based on cell centroid points [e.g., (x1, y1) and (x2,
y2)] and areas (e.g., A1, A2), which can be obtained by an image processing tool (e.g., ImageJ,
Fiji) or procedures such as YOLO or MaskRCNN [88, 105, 106, 107]. The input files of µPolar
are in comma-separated values (CSV) format (Fig 6.1b).
6.2.2 Distance Calculation
Since the cell time-points and coordinates are available from the dataset (e.g., Fig 6.1b),
the cell distance from the reference point can be calculated by using the Euclidean equation
di =
√
(xi− xr)2 +(yi− yr)2
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Figure 6.1 The design of µPolar. (a) A sequence of microfluidic sub-images (60x60 pixels).
The front image was labeled with cell numbers, coordinates, cell, boundaries
and the reference point. (b) A sample of µPolar dataset format with optional
features of area and RLS, which correspond to the front image in a. (c)
µPolar plot with a representation of cell location on the plot and cell color
tag. Black arrows track the same cell objects at subsequent time-points
where di is the calculated distance at the time-point i corresponding to the image number as shown
in Fig 6.1a and Fig 6.1c in light green color. xi and yi are cell coordinates at each image. Coordinate
(xr, yr) is the reference point, which need to be specified by the user as required for the µPolar
function. m is the maximum time-point equivalent to the total number of images. The reference
point could be chosen at any point of the image based on the region of interest. For instance, in
Fig 6.1a, the reference point was chosen at xr = 30 and yr = 1 based on cell movement and the
position of the trap.
6.2.3 Time to Angular Degree Conversion
The next step is to convert the image time-points to angular degrees, suitable for circular











where Dmax is the maximum degree (360◦) and Tmax is the maximum time-point (e.g., last time-
point). Aacc is the accumulative angles of each radius vector (θ ) and n is the maximum plot degree.
All cell distance values at each time-point are mapped on the radius of a circular plot with a
corresponding Aacc value.
The µPolar schematic plot in Fig 6.1c illustrates microfluidic images at time-point 1 (zero
cells), time-point 10 (one cell), time-point 20 (two cells), time-point 30 (three cells), and time-
point 40 (two cells). The color tag method represents the number of the cell corresponding to the
number of cells in the image. We found this color-tagging useful to track mother cells and daughter
cells at different time-points, and identify cell division events.
6.2.4 The µPolar R Function
The µPolar package, written in R language, utilizes three other R libraries including
tidyverse, utils, and plotly. The µPolar function has 10 arguments: the first argument is the
input dataset, and the remaining arguments are required for visualization adjustment. Table 6.1
demonstrates an overview of µPolar function arguments. Argument (I) is the time-lapse dataset
and should include Time and coordinates, which are required for basic visualization. The Area
and RLS are optional features of the µPlot function and can be added to the visualization function
if they are available from the dataset. Argument (II) is the reference point (xr,yr) that can be
chosen by the user. The reference point mainly depends on the type of image and the purpose
of the investigation (e.g., edge coordinate of the image in the direction of the cells’ movement).
Argument (III) is to select a particular range of time-points for plot visualization. The starting and
ending time-points can be given by the user; otherwise, µPolar visualizes all time-points. This
option is useful to analyze a specific range of time-points (e.g., overcrowded cells). Argument (IV)
displays the plot title; otherwise, the default is no title. Argument (V) is to evenly divide the angle
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line on the plot. This functionality is similarly useful to analyze a range of time-points when there
is an overcrowded region on the plot. Argument (VI) is a numeric value that indicates the reference
line on the plot. Argument (VII) is a numerical value that adjusts the cell area when available. It
represents the cell with actual size (pixels), which is useful to visualize cell movement. Argument
(VIII) is vector dot colors associated with the individual cell, and the default is set to 12 colors.
This option is effective to visualize cell tracking identification at each time-point. In addition, it is
very beneficial for RLS analysis when the cell development can be visualized based on cell size
over time. Argument (IX) is vector line colors associated with a number of cells at each time-point.
This gives a good overview of a number of cells variations over time. Argument (X) adjusts the
cell distance from the edge of the plot when there is overcrowding.
6.2.5 Representation of Cell Events and Characteristics
We provide 8 examples to illustrate how µPolar represent typical types of cell events and
characteristics of dividing cells in microfluidics time-lapse experiments (Fig 6.2): traps without
cells, traps with a yeast mother cells and a budding daughter cell, a cell division event in a time
series, growing mother cells with daughter cells downward, growing mother cells with daughter
cell upward, senescent and dead cells in a time series, and traps with multiple cells. Fig 6.2a uses
a white dot on the reference line (red line) to represent a trap without cells. The red reference
line is defined here at the bottom of the trap. The event in Fig 6.2b portrays the initial stage after
division occurs, where the mother cell is located inside the trap with a bud at the trap outlet. Purple
dots represent the mother cell inside the trap, and the dark red dots represent the bud. The mother
and daughter cells in the images are connected to their corresponding dots in the plot by arrows.
In the next event Fig 6.2c, we highlighted a mother cell without daughter bud in the middle of a
time series of mother cells with buds, indicating the moment that one daughter cell has just been
separated from the mother cell, and another daughter cell is too small to be detected. Fig 6.2d
describes a trap with 5 cells (purple line pointed by a black arrow), and an overcrowding situation
that frequently occurs with growing yeast cells. In Fig 6.2e, a mother cell is dividing with daughter
cells budding toward the bottom of the trap. The mother cells at each time point with budding
daughters are in purple, and mother cells without daughters are in black. Daughter cells budding
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toward the bottom of the trap are in red. Fig 6.2f illustrates similar cell division events except that
daughter cells were budded toward the upper opening of the trap. In this case, daughter cells are
in purple and mother cells are in red. Fig 6.2g demonstrates a situation where the mother cell and
daughter cell remain attached for a long period of time without detectable cell divisions. Fig 6.2h
represents a senescent mother cell that has stopped dividing. In this case, there is a single mother
cell, represented in a dark dot, at each time point. This situation typically happens at the end of the
cell lifespan.
(a) No cell (c) Division points
(h) Dead cells(e) Cell growing down (g) Senescence






















Figure 6.2 Typical cell events visualized by µPolar. Any events that occurred below the
reference line (red) are denoted as “down,” and any events that occurred
above the reference line (red) are denoted as “up.” (a) There is no cell at the
presented time-point (white dot). (b) The two cells represented by dark red
dots and purple dots are close to each other, and division already happened.
(c) The black dots represent a division after the cell completed its separation
cycle. (d) Indication of overcrowded cell events. (e) Representation of steady
cells in the up region (purple color) and developing cells in the down region
(red color). (f) Representation of steady cells in the up region (dark red color)
and developing cells in the up region (purple color). (g) Two cells are in a steady
situation for some time, an indication of senescent cells. (h) The representation
of a cell that has been dead for some time
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6.3 Package Availability
The package installation can be done in R either using the install github function in the
‘devtools’ or using the githubinstall function in the ‘githubinstall’ package. The package µPolar is
an open-source package freely available on Github at:
htt ps : //github.com/merang/uPolar.
6.4 Data Used
To demonstrate µPolar’s utility, we plotted two sets of time-lapse microscopic images: one
set of dividing yeast cells and the other of migrating mouse fibroblasts. The original microfluidic
images contain many traps , we partitioned these images into 391 sub-images in 60x60 pixels
dimensions based on the cell traps. The mouse fibroblast dataset is publicly available and contains
37 time-lapse microscopic images [104]. Since the number of fibroblast in each image (307x306
pixels) was more than 50, we cropped a section of time-lapse images in 121x121 pixels dimensions.
Based on image size and resolution, the µPolar function can be applied to any time-lapse cellular
microscopic images by cropping the region of interest. Image feature extraction (e.g., coordinates,
area) can be done via many methods. We used “Fiji - ImageJ” tools to obtain cell coordinates and
cell area. This process can be automatic; however, it often need manual verification especially for
images with low resolutions. The obtained data can be exported in CSV format, which is suitable
as inputs for µPolar.
6.5 Results
6.5.1 Application for Microfluidic Yeast Cell Images
We present 10 µPolar plots for Trap No. 2, 12, 22, 41, 50, 59, 73, 82, 98 and 100 (SI C.1).
These 10 plots represent a range of cell division events. In each image, we use color to represent
the number of cells in each trap. The white, black, light blue, pink, green, purple, and orange
colors represent 0 cells, 1 cell, 2 cells, 3 cells, 4 cells, 5 cells, and 6 cells, respectively.
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Additionally, we provided three zoomed-in examples. In SI C.2, we highlighted time-point
30 of Trap No. 8, which contains 4 cells above the tap, represented in a green line. At this time-
point, all cells are above the reference line and a cell division happened outside the trap due to the
oversized mother cell (#4). In another example, SI C.3 demonstrates Trap No. 33 at time-point 11
when there are 2 cells available in the image. This is an early stage of cell division when 2 cells
(sky blue line) are very close to each other. In SI C.4, we show the oscillating plotting patterns
that represent regular cell division intervals of an healthy yeast mother cells in the initial one-third
of the plot. SI C.4 also shows a scenario of likely senescent cell in Trap No. 63 at time-point
340, in which a single mother cell has remained undivided for almost two-third of the microfluidic
experiment period.
In SI C.5, we illustrate how we can change the reference point (xr,yr) to visualize the
time series from different perspectives, using Trap No. 44 as an example. SI C.5a represents
a µPolar plot when the reference point is (0, 0). This representation is only based on the cell
centroid point coordinates without the distance calculation. SI C.5b represents a µPolar plot when
the reference point is (30, 60). This representation is based on the distance calculation. The
comparison of selected regions (black box) portrays that cell variations are more visible in SI
C.5b. Therefore, selecting the right reference point is an effective factor to improve the division
time-points countability on the plot.
6.5.2 Application for Microscopic Mouse Fibroblast Images
To demonstrate its general utility, we applied µPolar to a data set of time-lapse microscopic
images of migrating mouse fibroblasts (Fig 6.3a). The number of available cells in each image is
in a range of 50 to 70 depending on the time-point. The average cell size is bigger than the average
yeast cell size. For simplicity, we focused on a section of these images as illustrated in Fig 6.3b.
Correspondingly, feature extraction is applied to these images, collecting cells coordinate of each
image in order of time. According to our observations, cells gradually migrate from the right side
to the left side in these images over time. Thus, we chose the reference point at the left side of the
image edge (xr = 2 pixels, yr = 60 pixels) for distance calculation. In Fig 6.3c, we used a unique
color to represent the same cell object at each time point. We like to emphasize that the changing
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diameters of colored dots represent the changing cell shapes during migration. In addition, each
color represents the cell number at each time-point. For example, the orange color at time-point






























Figure 6.3 µPolar plot for migrating mouse fibroblast cells in time-lapse microscopic images.
Cell areas are represented by dots with variable diameters, and the same cell
objects in each time point are marked by a unique color
6.5.3 Representation of Cellular Characteristics and Movement
Cellular characteristics such as cell sizes and movements are informative to illustrate
biological processes such as aging. µPolar function has an option to import cell size information
(area) for visualization. In general, there are two sets of color representation in the µPolar plot:
colored lines and colored dots. The colored lines represent the numbers of cells detected at each
time-point and are often displayed in lighter colors. The colored dots representing individual cells
at each time-point and are often displayed in darker colors.
Fig 6.3c is an example of cell size variation. The cell movement and development can be
determined by following a cell with the same color at each time-point. For instance, the comparison
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between the closest cell to the center-point at time-point 1 (dark red dot) and the closest cell to the
plot center-point at time-point 37 (dark red dot) shows that the cell migration from time-point 1 to
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Figure 6.4 A µPolar plot with cell area representation and cell tracking for Trap No. 98. The
line color represents the number of cells at each time-point, and dot color
represents a color tag for individual cell at each time-point, respectively
Fig 6.4 is a µPolar plot with cell area and color tracking for time-lapse microfluidic images
of dividing yeast cells. Here, the numbers of cells at each time-point are in a range of 1–5 cells
Cells can be visually tracked based on colored dots and cell size variation, which can assist the
determination of cell division events. The #1 scenario shows that there was a single cell (black
dot) in the previous time-point and there is a mother cell (purple dot) with developing bud (dark
red dot) at the present time-point. The #2 scenario illustrates a single mother cell with a daughter
cell growing upward. The #3 scenario indicates an empty trap. In this case, the previous yeast
mother cell has been washed away. Scenario #4 represents the transition 2 cells to 1 cell, indicating
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a completion of a cell division. Scenario #5 shows that a daughter cell (dark red dot) is growing
below a mother cell (purple dot). Scenario #6 represents an overcrowded situation. Scenario #7
is an example of a senescent mother cell whose cell division took a long period of time, probably
because the daughter cell is extremely elongated. Scenario #8 represents a single cell inside the
trap close to the end of the experimental work and is likely a dead cell.
We would like to emphasize that other cellular characteristics, such as morphological aspect
ratio, can be visualized in µPolar as well.
6.5.4 Counting RLS and Interpretation of Experimental Results
µPolar has an additional option to visualize the replicative lifespan. This feature can be
added to the plot if RLS data is available from the dataset. The RLS division point is represented
as a red star at corresponding time points. Circular plots of dividing cells can visualize the cell
division events in oscillating patterns. Fig 6.5 demonstrates the RLS comparison between given
RLS information and counting RLS from µPolar plot division points without prior information.
We previously collected the experimental RLS data for each trap and applied this information to
the µPolar plot. The red stars in Fig 6.5 represent 21 cell divisions from experimental results. The
black arrows inside the plot represent the cell division events estimated from µPolar plot analysis,
counting 22 cell division events. The estimation based on the circular plot is nearly identical to the
experimental result except at one time-point indicated by a question mark. The oscillating patterns
of the first 17 cell divisions are visually striking, representing that daughter cells gradually grow
larger in size and then separate from the mother cells at regular intervals – a characteristic of a
healthy yeast mother cell. Although there are some overcrowded time-points and large cells in the
second half of the plot, this plot demonstrates the utility of circular plots in RLS estimation.
6.6 Discussion
Overall, µPolar is a useful tool for visualizing cell migration, cell monitoring, and
estimating cell division events from time-lapse microscopic images. The µPolar interpretation
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21             Division
Figure 6.5 Identifying RLS measurements from µPolar plot for Trap No. 1. The black arrows
indicate the potential number of yeast cell division time-points from µPolar
plot estimating 22 divisions. The red stars indicate the 21 cell division events
identified from the experimental results
comparison between yeast cell time-lapse microfluidics images and mouse fibroblast cell time-
lapse microscopic images demonstrates that µPolar can be a general tool for visualizing time-lapse
images.
Visualizing cell division events can offer biological insights. For instance, in the
microfluidic images, it can be seen that when yeast cells become older, interestingly, the cell
division cycle becomes longer. It can also be seen that there is a relationship between cell size
and cell division time-length. Similarly, visualizing and tracking mouse fibroblast cells show how
cell sizes change during their migration.
6.7 Summary
Time-lapse microscopy is becoming an increasingly popular research tool to monitor
cellular events in biomedical research. One such application is the microfluidics-based high-
throughput analysis of dividing yeast cells. It is challenging to visualize and interpret the large
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volumes of data gathered through microfluidics-based microscopy. Here, we developed a circular
plotting method, µPolar, to visualize cell movements and cellular division events at hundreds of
time points. Our method is interactive and easy to use. We demonstrated the utility of our method to
describe the events of dividing yeast cells and migrating mouse fibroblast cells. Our method could
be applied to other types of microfluidic devices and time-lapse microscopic imaging experiments.
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(I) sFilename Input dataset containing Time, X, Y, Area
(optional), and RLS (optional)
(II) nBaseXY Given reference point (xr, yr)
(III) nSecBEt Given plot began and end time-points
(IV) sTitle Plot title (default = no title)
(V) nNumAtics Number of evenly spaced angle tic lines
(VI) nRefVal Numerical value for reference line
(VII) nDotAdjust Factor for multiplying dot size
(VIII) vDotColors Vector of dot colors associated with cell
(IX) vLineColorsVector of line colors associated with linked cells




7.1 Recommendation for Future Work
The main aim of this research was to create a cloud-based platform for researchers and
biologists. The initial thought was that the input takes time-lapse microfluidic or microscopic
images, and after processing all images, the output offers a family tree and an estimated RLS. The
process would include image classification, cell segmentation, generating cell-ID by algorithm
maximum likelihood, and graph analysis. For this reason, we have simultaneously been working
on graph analysis to generate cell family tree and RLS estimation. Fig 7.1 illustrates an early stage
of the cloud platform. The platform is still under development and requires some modifications.
In chapter 3 (classification), while correctly classifying images into one of the four
discussed categories was the focus in that chapter, there are still improvements to be made in
image pre-processing (e.g., image resolution). In addition, we could improve the overall ensemble
by adding more diversity to the set of models. For example, the sequential nature of the problem
could lend itself nicely by applying convolutional LSTM architectures. A temporal convolutional
network may also be considered to analyze sequential images or videos. Both LSTM and TCNs
have achieved outstanding results in sequential image classification.
In chapter 4 (segmentation), the overall result indicates that image resolution plays as one of
the key elements to improve the YOLO and Mask R-CNN detection models. generative adversarial
networks (GANs) can be one of the machine learning methods to improve microfluidic image
quality which is suffering from low resolution.
In chapter 5 (algorithm and graph analysis), we also plan to include more variables to
the algorithm such as confidence rate, sum area per image, periodic division time-point which
will accommodate more cell divisions, such as multiple-chained cell divisions in single traps. In
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Online free platform (https://yolo-dash.herokuapp.com)
















Figure 7.1 Cloud-base platform for microfluidic image analysis
addition, the deep learning method utilizing spatial relationships would be an important direction
in our future work.
Finally, we plan to improve the µPolar visualization tool (chapter 6) by adding an option
to export the results and eventually submit the package to CRAN as an R programming library for




This work discussed the purpose of the yeast microfluidic time-lapse images include image
challenges ( e.g., resolution, alignment, segmentation) and image pre-processing steps. Various
classification models were selected and compared (based on the number of layers and architecture)
for performance evaluation. In the next step, we utilized the results of the classifier model with
high accuracy for training and test YOLO and Mask R-CNN models. We compared these models
for object detection and features extraction purposes. In a further step, We applied the results of the
features extraction of both models on our algorithm(maximum likelihood) to generate a cell family
tree, count RLS, and compare the computational results with experimental results. Moreover, for
visualization purposes, we wrote an R package to visualize time-lapse microscopic images in 2D,
called µPolar. It is circular plot-based and cells are countable and tractable at each time-point, and
RLS can be estimated visually. In the following, a summary of each chapter is covered briefly.
Chapter 2 covered the data collection that contains image segmentation and image
classification. Time-lapse microfluidic images are provided from lab experimental results. Initially,
all images are segmented directly using the conventional segmentation method. The outcome
indicated several miss segmentation errors due to image low resolution. Therefore, all time-lapse
images are partitioned into sub-images based on time-point and trap numbers. The watershed
segmentation method is applied to all sub-images producing mask images. Due to the segmentation
and the classification errors and intention to use machine learning models in order to minimize
these errors, we categorized all sub-images into 4 categories based on estimated threshold level
and object size. Each category denoted as ” non cell” (nC), ”mother cell” (mC), ”mother and
daughter cells” (mdC) and ”extra cells” (exC). Further, this data is utilized as a dataset for model
training, validation, and test.
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Chapter 3 compared three deep learning models for the classification of microfluidic images
of dividing yeast cells. Microfluidic images are typically low resolution, which poses challenges
for computational analysis. We discovered that data augmentation of training data can improve
the performance of both convolutional and capsule networks. In addition, splitting a class into
two classes could be an effective approach for some models based on the type of dataset and
model architecture. We evaluated that a baseline architecture of a convolutional network with
two layers could give 90+% overall accuracy and deep layered convolutional networks could
improve the overall accuracy at the expense of substantially more computing cost. Moreover, the
baseline architecture of capsule neural networks did not outperform the deep-layered convolutional
networks in terms of overall accuracy, though the baseline capsule networks could detect a specific
type of data with better performance. Consequently, an ensemble model reached 98.5% overall
accuracy by combining the strengths of different models. We showed that an ensemble of the
top three models performs better than using each model alone, leading to a good “collaboration”
among these models. Overall, convolutional and capsule neural networks have complementary
performances for the classification of microfluidic images of dividing yeast cells.
Chapter 4 also compared YOLO and Mask R-CNN models for cells detection and features
extraction. We trained each model with 100 microfluidic images tested for object 30 images
for cell detection. The test dataset applies for images in dimensions of 60x60 and 512x512.
Correspondingly, we trained each model with 100 microfluidic images and tested with 40664
images for feature s extractions. The results demonstrate that the YOLO detected more cells and
over-performed the Mask R-CNN for object detection, however, cells area (bounding box based)
were not accurate. In contrast, the Mask R-CNN over-performed YOLO for estimating cell area
(mask-based) and better cell detection when the number of cells inside a trap is less than 3 cells.
The Mask R-CNN improved its performance by applying data augmentation and increasing the
number of epoch. The comparison infers that the YOLO and Mask R-CNN models are useful
models for small object detection(e.g., cells).
Chapter 5 presented a likelihood algorithm that can generate cell family trees from time-
lapse microfluidic images of trapped yeast cells. In these family trees, the longest branches
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represent dividing mother cells, and short branches bifurcating from the main mother-cell branch
represent histories of daughter cells. The replicative lifespan of the mother cells can be calculated
as the total number of short branches. We used empirical distributions to describe random
cell movement and generate probabilistic scores to track cells between different time-points.
Predictions of our prototype algorithm correlated with the experimental observations. Owing to
the easy genetic manipulation, yeast replicative aging will remain a powerful model to understand
cellular aging. Hence, we presented an algorithm that is useful for aging research.
Chapter 6 introduced an R package tool for visualization of time-lapse microfluidic images.
Since it is challenging to visualize and interpret the large volumes of data gathered through
microfluidics-based microscopy, we developed a circular plotting method, µPolar, to visualize
cell movements and cellular division events at hundreds of times points. Our method is interactive
and easy to use. We demonstrated the utility of our method to describe the events of dividing
yeast cells and migrating mouse fibroblast cells. Our method could be applied to other types of
microfluidic devices and time-lapse microscopic imaging experiments.
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Figure A.1 Microfluidic Images. (a) Time-lapsed images from time-point 001 to time-point
391. Black circles with connected dash-lines indicate that some of the traps
become overcrowded over time. (b) Each image partitioned to 60x60 pixels sub-
images, and individual trap image is highly variable. While traps and cells have
a limited number of orientations, the contrast, brightness, and image quality all
add great complexity to the dataset. There are often shadows, depending on the
lighting conditions of the experiment
98
CNN-2  without data augmentation CNN-2 with data augmentation
CNN-13 with data augmentation
(a) (b)
(d)CNN-13 without data augmentation(b)
Figure A.2 CNN-2 and CNN-13 training and test plots. (a) and (b) are plots for the CNN-2 model
without and with data augmentation. (c) and (d) are plots for CNN-13 model
without and with data augmentation
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Ensemble # 1 
Ensemble # 4 
Ensemble # 2 
Ensemble # 3 
CNN – 2                 CNN -13 CNN – 13              CapsNet 
CNN – 2                CapsNet CNN – 2                  CNN- 13             CapsNet 
Figure A.3 Ensemble Models Combination. Results of CNN-2, CNN-13, and CapsNet models
indicated that there are numerous ways to ensemble (i.e., combine) models
together to create a single aggregate model. We explored the results from




Iterations Learning Rate Batch Size Epochs Augmentation
3 0.001 128 5 False / True
5 0.0005 64 10 False / True






Width  Shift (pixel) 0.2
Height Shift (pixel) 0.2






Figure A.4 Grid search and data augmentation options. The grid search option table used for all
models and data augmentation features applied when the data augmentation in
grid search option was set to “True”
101
Without data augmentation With data augmentation
Figure A.5 All models comparison. The results of each model for individual biological class with
effect of data augmentation
180
Without data augmentation With data augmentation
Figure A.6 Models confusion matrix. Three models confusion matrix with indication of data
augmentation effectiveness
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Test accuracy without data augmentation
Biological class CNN-2 CNN-13 CapsNet Count
nc 100% 100% 100% 180
mC 66.40% 92.60% 39.20% 176
mdC 86.90% 98.30% 99.70% 360
exC 94.40% 97.20% 78.80% 180
Test accuracy with data augmentation
Biological class CNN-2 CNN-13 CapsNet Count
nc 100% 100% 100% 180
mC 66.20% 93.80% 70.20% 176
mdC 96.30% 96.60% 95.00% 360
exC 93.80% 98.30% 86.6.8% 180




Ensemble No.4   
Models (a)                     (b) (c) (d)
Figure A.8 Sample image of most common miss classifications
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Figure B.1 Cell movement for trap 1 to trap 64
105
Figure B.2 Cell movement for trap 65 to trap 104
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Beacon 8 experimental results
Figure B.3 Experimental results for Beacon 8-1 and 8-2
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Figure C.1 Time-lapse full microfluidic images with µPolar plots for Trap No. 2, 12, 22, 41,50,
59, 73, 82, 98 and 100
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Figure C.2 Visualization of Trap No. 8 with a corresponding microfluidic image
𝝁𝑷𝒐𝒍𝒂𝒓 𝑷𝒍𝒐𝒕
Trap : 33
Time  : 11 




Time :  11
Cells  : 2   
1
2
Figure C.3 Visualization of Trap No. 33 with a corresponding microfluidic image
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𝝁𝑷𝒐𝒍𝒂𝒓 𝑷𝒍𝒐𝒕
Trap   : 63
Time  : 340 
Cells   :  1
Microfluidics Image
Trap  : 63
Size   : 60x60
Time : 340
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1
Figure C.4 Oscillating patterns of cell divisions are evident in the circular plot of Trap No. 63
Reference point adjustment 
(a) (b)nBaseXY = c(0,0) nBaseXY = c(30,60)
Figure C.5 Illustration on how reference points can be changed to emphasize different aspects of
cellular events, with Trap No. 44 as an example
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