Abstract: Differential geometry (DG) based solvation models have shown their great success in solvation analysis by avoiding the use of ad hoc surface definitions, coupling the polar and nonpolar free energies, and generating solvent-solute boundary in a physically self-consistent fashion. Parameter optimization is a key factor for their accuracy, predictive ability of solvation free energies, and other applications. Recently, a series of efforts have been made to improve the parameterization of these new implicit solvent models. In this work, we aim at studying the role of dispersion attraction in the parameterization of our DG based solvation models. To this end, we first investigate the necessity of van der Waals (vdW) dispersion interactions in the model and then carry out systematic parameterization for the model in the absence of electrostatic interactions. In particular, we explore how the changes in Lennard-Jones (L-J) potential expression, its decomposition scheme, and choices of some fixed parameter values affect the optimal values of other parameters as well as the overall modeling error. Our study on nonpolar solvation analysis offers insights into the parameterization of nonpolar components for the full DG based models by eliminating uncertainties from the electrostatic polar component. Therefore, it can be regarded as a step towards better parameterization for the full DG based model.
Introduction
Almost all important biological processes in nature, including signal transduction, DNA recognition, transcription, post-translational modification, translation, protein folding and protein ligand binding, naturally occur in water, which comprises 65-90% of cellular mass. The understanding of solvation is an elementary prerequisite for the quantitative description and analysis of the above-mentioned processes. Solvation involves the energetics of interactions between solute molecules and solvent molecules or ions in aqueous environment. Solute-solvent interactions are typically described by solvation energies (or closely related quantities), which are physical quantities that can be measured experimentally.
Although millions of organic compounds are known now, only several thousands of compounds have experimental data being reported for the solvation free energy. It is mainly due to the experimental difficulty associated with precise measurement, in particular, for those compounds with low solubility or low volatility [1, 2] . Because of low solubility or low volatility, accurate measurement with highly sensitive instruments is time-consuming. Unfortunately, many important organic compounds belong to this category. Moreover, attentions need to be paid to the chemical stability of solute under investigation. Therefore, the experimental study of solvation free energy remains expensive, laborious and sometimes inaccurate.
Computational approaches provide an alternative method for obtaining the solvation free energy. Solvation free energies can be calculated by a variety of computational methods, ranging from very timeconsuming quantum mechanical approaches [3] [4] [5] [6] to simple phenomenological modifications of Coulomb's law. Solvation models can be roughly divided into two main classes [7] [8] [9] [10] : explicit solvent models that describe the solvent in molecular or atomic detail [11] , and implicit solvent models that generally replace the explicit solvent with a dielectric continuum [7, [12] [13] [14] [15] [16] . Explicit solvent models provide detailed information on molecular constitutions, and generally require extensive sampling to extract meaningful thermodynamic, statistical or kinetic properties of interest. Whereas, implicit solvent models focus on the biomolecules of interest, and take a mean field approximation for solvent properties. Because of their fewer degrees of freedom, implicit solvent methods have become popular for many applications in molecular simulation [17] [18] [19] [20] .
The separation of discrete and continuum domains in implicit solvent models requires an interface to indicate the separation of solute atoms from the surrounding solvent. Naturally, such an interface can be regarded as the surface or the profile of a molecule. Commonly used interface definitions in implicit solvent models include the van der Waals surface, the solvent accessible surface [21] , and the molecular surface (MS) [22, 23] . In certain sense, these interface definitions determine the performance of implicit solvent models, for those physical properties of interest are very sensitive to these interface definitions, including electrostatic free energies, biomolecular surface areas, molecular cavitation volumes, solvation free energies, and pKa values [24] [25] [26] [27] .
Recently, differential geometry (DG) based multiscale models have been developed for the multiscale analysis of solvation, electrostatic field and transport of complex chemical and biological systems [28] . One essential feature of such models is the use of the differential geometry of surfaces as a natural means to dynamically couple spatially separate discrete description and continuum description. The main idea is to construct a total energy functional of the system to encompass the polar and nonpolar free energies of solvation, and other energies of interest. These models incorporate solvent-solute van der Waals interactions and thus, partially take care of solvent size effects near the interface. Intensive efforts have been made to practically implement differential geometry based solvation models in the Eulerian representation [29] , Lagrangian representation [30] , and quantum formulation [31] . They have been extensively validated by experimental data of solvation free energies [29, 31, 32] . While these solvation models are similar to those of Dzubiella et al. in spirit [33, 34] , the discription of surface tension, nonpolar solvation free energy and the treatment of the solute-solvent interface are different in these two approaches.
Key parameters involved in the full DG based sovation models include surface tension, pressure, LennardJones parameters for the nonpolar part , solvent and solute dielectric constant, and the force-field charge for polar components. Some parameters, like bulk solvent density, can be obtained directly from experimental measurements. Other parameters may be obtained from ab initio or empirical based force fields. Model validation and appropriate parameterization can determine the applicability, predictability and robustness of these new implicit solvent models. Our original parameterization was implemented in a very simple way. We only considered surface tension as the only fitting parameter, assuming that the ratio between pressure and surface tension p is fixed. For the L-J parameters, 0.65 Å was chosen for solvent radius σs. Moreover, the AM1-Bccv1 partial charegs and radius σ i were used for the simulation. For simplicity, the well depth parameter ϵ is was calculated by ((
The solute dielectric coefficient was 1.0 and 80 for solvent. With the one-parameter-fitting scheme, we obtained the root mean square (RMS) error which is 1.76 kcal/mol between computed solvation free energy (∆G cal )and experimental (∆Gexp) data for 17 drug-like molecules of SAMPL0 dataset. A series of efforts have been made to improve the parameterization for the DG based solvation model in the past few years. Thomas et al [35] tried to develop systematic parameterization of a DG based solvation model with respect to changes in pressure, surface tension, solute dielectric coefficient with different choices of force-field charges and radii. Using the same set of 17 molecules, they explored the optimal values of pressure and surface tension at which the RMS error takes a minimum value. They showed that the optimal values depend on the force-field, radii parameters, and the solute dielectric coefficient. Moreover, it was demonstrated by Daily et al [36] that experimental values of pressure and surface tension can be used for the DG based solvation model. As a result, the number of free parameters can be reduced in the DG based model. However, there was no much improvement achieved on both previous work regarding the overall agreement with experiment of the 17 molecules as well as other expanded sets. Recently, Wang et al [37] pointed out that the stability of the solution of the strongly-coupled nonlinear Laplace-Beltrami and Poisson-Boltzmann equations can be a cause of reducing the numerical accuracy of the full DG based model. Therefore, new parameter learning algorithms was introduced to stabilize the numerical solution. By doing so, they were able to provide very accurate solvation free energy predictions for a large number of polar and non polar molecules in a unified formulation. This clearly indicates the potential power of the DG based solvation models.
There are variations in the formulation of the van der Waals dispersion attraction term. The full LennardJones potential can be decomposed into repulsive and attractive parts either with the 6/12 method or with Weeks-Chandler-Andersen (WCA) scheme . Even within the same decomposition approach, the distance value can be calculated in different ways [29, 35, [37] [38] [39] ]. This will be described in details later. As a result, chosen parameters involved in the dispersion attraction vary widely. For example, 0.65 kcal/mol was used in the Wagoner and Baker's work [39] as an optimal fitting value of solvent radius. Thomas et al [35] took 1.5828 Å as their solvent radius in the vdW term. Recently, Wang et al [37] found that solvent radius plays a crucial role for full DG based solvation models in terms of total RMS error in their parameter optimization. With different solvent radius, RMS error varies from 0.6 kcal/mol to 1.54 kcal/mol for a set of 17 molecules. The optimal value of solvent radius that they obtained was 3.0 Å . Moreover, the optimal parameter values of pressure and surface tension also change with different choices of dispersion attraction formulation and involved parameters [35] [36] [37] 39] .
Therefore, it is desirable to study the role of dispersion attractions in the DG based solvation models and their parameterization. Actually, the model validation and parameterization of the full DG based multiscale models become very complex due to the fact that they involve polar and nonpolar solvation components and chemical potential type of energies. All of these can contribute to physical uncertainties and numerical complexities. As a result, it is neccessary to firstly carry out systematic parameterization for the DG based nonpolar solvation model in which physical and numerical uncertainties from the coupling of polar and non polar components can be eliminated. In a nonpolar solvation model, a relatively isolated situation was considered in which the electrostatic between solvent and solute are negligible so that the modeling and numerical uncertainties can be minimized. This will serve as an essential step towards improving parameter optimization schemes of the full DG based models.
In fact, previously we have already used nonpolar solvation model to verify our DG variational framework. In the work, we demonstrated that our DG based nonpolar solvation model outperforms other models in solvation energy predictions for a large number of non polar molecules. Meanwhile, a better parameter optimization scheme was implemented in comparison to our earlier work [29] [30] [31] . In particular, the experimental value of ρs = 0.033428 1/(Å 3 ) was used for solvent density. In addition, the surface tension, pressure and a well-depth related parameter were considered as three fitting parameters. It turned out that our optimized fitting parameter values were very close to experimental measurement data. Pressure p=0.0191 kcal/(mol Å 3 ) is comparable to experimental measurement which is 0.0248 kcal/(mol Å 3 ). Surface tension = 0.0806 kcal/(mol Å 2 ) is also comparable to its experimental measurement which is 0.103 kcal/(mol Å 2 ).
However, systematic parameterization was not pursued in the paper. For instance, parameter optimization for Lennard-jones (L-J) potential term was not addressed. What we did is the following: inspired by Wagoner and Baker [39] , we utilized WCA decomposition scheme for the L-J attractive term and fixed solvent radius to be 0.65 Å, which is different from the traditional water probe radius of 1.4 Å. Our solute atom σ i radii were taken from AM1-Bccv1 force field. Moreover, for simplicity well-depth parameters were calculated via the formula ϵ i [(
where V vdW is the only fitting constant parameter for L-J attractive energy term. Note that our L-J potential formula is different from the one used in the OPLS-AA force field and others [38] . The objective of the present work is to study the role of dispersion attractions in the DG based nonpolar solvation models and their systematic parameterization. First of all, we attempt to assess the importance of van der Waals dispersive attraction term in our DG based models in the absence of electrostatic field. Because it is always desirable for a specific implicit solvent model that the nonpolar free energy can be described by purely geometrical parameters, such as surface area and volume, rather than by involving the solute-solvent dispersion attraction term which is related to density, location, the nature of the solute atoms and so on. Then we examine the optimal value of σs for the present parameterization approach to find out whether 0.65 Å is a good choice to provide the best overall agreement with experiment. Moreover, we investigate how changes in L-J potential expression, repulsive and attractive decomposition scheme and parameter value affect the optimal values of other fitting parameters and the accuracy of model prediction. In this work, particular parameterization will be evaluated from two aspects. First, models should be able to reproduce total solvation free energies together with its repulsive and attractive components by comparing with experimental data or results from explicit solvent models. Second, the optimal physically measurable parameters should be comparable to experimental measurement. In the present implicit solvent nonpolar model, physically measurable parameters are pressure P, surface tension and solvent density ρs.
Model and Method
Model description Based on the differential geometry theory, the present implicit solvent model defines the solvent-solute boundary via the variation of the solvation free energy. The solvation free energy functional of the system is constructed based on a continuum description of the solvent and a discrete description of the solute. The first variation of the energy functional gives rise to governing equations. A brief description of DG based nonpolar solvation model is given here and more details can be found in Ref. ([30, 32] ) where Laplacian formulation is applied. In our model, the calculation of solvation free energy can be decomposed into two basic processes: a "nonpolar" process of inserting the uncharged solute into solvent and a "polar" process of charging the solute in vacuum and solvent. Therefore, the total solvation free energy functional can be expressed as
The polar portion of solvation originates Gp from electrostatic interactions, which are ubiquitous for any system of charged or polar molecules, such as biomolecules (proteins, nucleic acids, lipid bilayers, sugars, etc.) in their aqueous environment [17] [18] [19] . The nonpolar portion Gnp describes the remaining contributions, including the surface tension, mechanical work, and attractive solvent-solute dispersion interactions. For nonpolar molecules, partial charges are so small that electrostatic interactions can be negligible as well as their associated electrostatic solvation free energy Gp. To study the nonpolar solvation free energy, we employ the following model [38, 39] :
where is the surface tension, Area is the solvent-excluded area of the solute, p is the hydrodynamic pressure, Vol is the solvent-excluded volume of the solute, ρs is the solvent density, Ωw denotes the solvent accessible region, and U vdW (r) is the solvent-solute van der Waals (vdW) interaction potential. The vdW potential U vdW is computed pairwisely for each atom
In particular, we express the surface area and volume as the following integrals
where Ξ is the manifold of the solvent-solute interface. Ωm is molecular region. dσ represents the infinitesimally small surface element on the solute-solvent interface. One form of 6-12 L-J pair potential is given as follows:
Equation (4) is used in OPLS-AA force field [38, 40] where well depth parameter ϵ is = √ ϵs ϵ i , and σ is = 2 √ σ i σs in which σ i and σs are solute atomic and solvent radii, respectively. Here r is the position variable and r i is the position of the ith atom. Another form of L-J potential used in the work can be written as:
where σ is = σ i + σs in this work and others [39] . To make equation (4) equivalent to equation (5), σ is should be equal to 2 7 6 √ σ i σs in equation (5). Moreover, the L-J potential can be divided into attractive U att i and repulsive U rep i in different ways. It can be a "6-12" decomposition as follows:
Or it can also be a Weeks-Chandler-Andersen (WCA) decomposition based on the original WCA theory [38] 
.
By taking variation on the solvation energy functional in equation (2) with respect to the surface variable, a potential-driven geometric flow equation for the surface formation and evolution was derived [30] 
where X ∈ Γ ⊂ R 3 is a position vector on the evolving manifold Γ, N is the outward unit normal direction at X, and the potential Wn ≡ −2 H + p − ρs U vdW where H is the mean curvature of the solvent-solute interface.
To practically compute the solvent-solute interface and then perform the nonpolar solvation analysis with the free energy functional (2), we adopt a Eulerian formulation approach by considering a hypersurface function S(r) with r ∈ R 3 . Then the desired surface can be represented as a set of points with a constant value
where L is a pre-set isosurface value and turned out to be optimally 0.5 for our models [30] . By the Chain Rule
The normal direction at r is given as a function of S
Moreover, the explicit form of mean curvature can be obtained according to the equality 2H = ∇ · N
Finally, Eulerian formulation for the solute-solvent interface was derived.
Note that the detailed process of extracting desired solute-solvent sharp interface was described previously and readers can be refered to Ref. ( [30, 32] ) Parameterization procedure Essentially, the nonpolar solvation model involves parameters including the surface tension , hydrodynamic pressure p, the L-J well-depth parameters ϵ is , solvent density ρs, solvent radius σs and solute radii σ i . The parameter optimization is measured by root mean square (RMS) error between the calculated and solvation experimental data. In this work, the solvent density is fixed at 0.0334 1/Å 3 .
A grid-based parameter optimization was performed for the solvent radius over a range from 0.45 Å to 1.85 Å, as well as for the carbon atom radii ranging from 1.58 Å to 1.87 Å. Note that those ranges and increments can be adjusted. Moreover, , p and ϵ is are considered as fitting parameters. Therefore, an iterative procedure is designed to optimize them as follows:
(1) Choose a trial set of molecules with given atomic coordinates, radii, and experimental data of solvation free energies. Fix the solvent density and choose a solvent radius and carbon radius. Then take an initial set of parameters , p and well depth parameters for the trial set. 
np are experimental data of solvation free energies. (4) All Parameters p, and well depth parameters are updated by resolving a nonnegative least-squares problem to determine non-negative parameters. The iterative procedure continues until convergence reaches within a pre-set tolerance for the above three parameters. A test set of 11 Alkanes In this work, a previously used set of 11 alkanes is taken to facilitate our studies based on some considerations. First of all, it includes linear, branched, and cyclic apolar compounds so that subtle differences are expected in the solvation free energy for the compounds with the same molecular formula. Second, experimental data is available [41] for this test set of hydrophobic solute [39, 42] . Third, with an explicit solvent model and an OPLS all-atom force field, Gallicchio et al [42] provided a detailed decomposition of solvation free energies into attractive and repulsive components for the 11 alkane. This allows a direct comparison of our results of implicit solvent model with their explicit solvent computational models.
Results and Discussion
The importance of dispersion interaction Recent work by Levy [38] , Gallicchio [42] and Wagoner [39] has demonstrated the importance of solvent-solute van der Waals dispersive attraction term in nonpolar solvation analysis and force calculation. For our differential geometry based solvation model, Thomas et al [35] numerically showed that whether the inclusion of dispersive term make differences or not depends on the use of force fields: it made no difference to AM1-BCCv1 parameter systems while it showed improved solvation analysis using the OPLS-AA force field. Here without physical and numerical uncertainties probably introduced by the electrostatic eld, we examine the importance of dispersion interactions in the solvation analysis by carrying out simulations with and without the vdW term in our model. Table ( 1) lists computed solvation results for the set of 11 alkanes with and without the vdW dispersion term. The error in total free energy is computed according to experimental data [41] . It turns out that the inclusion of dispersion interactions substantially improves the performance of our nonpolar solvation model. This is consistent with conclusions drawn by other studies [38, 39] and indicates that dispersion interaction is necessary for our DG based solvation model. In particular, the DG based model with U vdW reproduces solvation free energies perfectly for the whole set of 11 alkanes containing linear, branched and cyclic compounds, while the exclusion of dispersion interaction produces relatively large errors especially for cyclic compounds and methane whose numerical error is more than 0.8 kcal/mol. Moreover, in the absence of U vdW term, the optimal value of surface tension and pressure p are 0.02 kcal/(mol Å 2 ) and 0.00 kcal/(mol Å 3 ), respectively.
Both parameters are deviated greatly from their experimental measurement. It is seen that is much smaller than that with U vdW which is 0.077 kcal/(mol Å 2 ). This is due to the cancellation of partial positive repulsive energy with negative attractive vdW energies. In addition, our results show that without the vdW term the contributions of pressure-volume to the nonpolar free energy for these 11 alkanes can be negligible. This directly supports those nonpolar solvation models of the surface-area-only type in which the dispersion attraction is not taken into consideration. However, linear surface-area-only formulation in our framework are unable to predict solvation free energies as accurately as ones with the solute-solvent vdW dispersion attraction. In other words, the dispersion attraction term plays a important role in our DG based solvation model. Choice of solvent radius σs In the Lennard-Jones potential of our DG based model the solvent radius σs varies in different research work. In our previous simulations it was fixed to be 0.65 Å [29] [30] [31] [32] , which was taken from Wagoner and Baker's PNAS paper as an optimal fitting value. It is different from the commonly used value 1.4 Å. Wang et al [37] found that σs plays a crucial role for full DG based solvation models in terms of total RMS error. Therefore, it seems that the choice of sovlent radius σs in the vdW term is still under investigation for the DG based models.
Here we attempt to investigate the optimal value of solvent radius σs for current parameterization process and the factors having impacts on its choice. To first study the optimal value of σs , we apply a brute force approach for the selection of solvent radius whose range is from 0.45 Å to 1.85 Å. We employ the set of 11 alkanes as a benchmark. Figure 1 depicts the RMS errors with the change of solvent radii. It appears that in the present model with the WCA decomposition scheme of L-J potential expression, 0.65 Å is the optimal fitting value of solvent radius providing the best overall agreement with experiment. Although this optimal solvent radius is relatively smaller than commonly used one, it is the same optimal solvent radii as that found in calculating force by Wagoner and Baker [39] who used the same pressure-volume and dispersion interaction term as ours.
Our explanation for small optimal solvent radius is the following: in the attractive term from WCA decomposition of L-J potential, the smaller solvent radius, the smaller absolute value of total summation of (︁ σ is ‖r−r i ‖ )︁ 6 . With relatively small solvent radii, the optimal value of well depth parameter ϵ is become much bigger than commonly used ones. For example, for σs =0.65 Å, ϵcs between carbon and the implicit solvent is 0.44 kcal/mol which is bigger than 0.1 kcal/mol [40] in the OPLS-AA force field. Note that in the OPLS-AA force field, ϵc = 0.066 kcal/moland ϵs = 0.155 kcal/mol so that ϵcs ≈ 0.1 kcal/mol. The increased values of well depth parameters compensate for the energy loss caused by the small solvent radius. Consequently, it makes final vdW attractive energies ϵcs perfectly fit those obtained by explicit solvent models [42] . This can be seen from Figure 2 and indicates the accuracy of our parameterization approach. Therefore, σs = 0.65 Å can be considered as a optimal fitting parameter for the present parameterization of the DG based nonpolar model. However, the optimal value of solvent radius σs in the vdW term depends on the L-J potential expression, energy decomposition scheme and choice of other parameter values like solute atomic radii. These influences are investigated in the following. Effects of L-J potential expression As we have described in the model section, the van der Waals dispersion attraction term has different versions of formulation. Even Within the same decomposition approach, the value of σ is can be calculated in different ways. It can be σ is = σs + σ i or σ is = 2 7 6 √ σs σ i or σ is = 2 √ σs σ i .
For instance, in the explicit solvent model with parameters from the OPLS-AA force field, equation (4) and WCA decompositon scheme with σ is = 2 √ σs σ i were applied. However, in Wagoner and Baker's nonpolar analysis [39] , equation (5) and the WCA scheme with σ is = σs + σ i are implemented. Note that our model formulation utilized the latter. To examine the effects of L-J potential expression on the parameter optimization, We apply different combinations of decomposition scheme (6/12 or WCA) and σs formula in equation (5) to search for the optimal σs value by using above-mentioned brute force approach for the selection of solvent radius changing from 0.45 Å to 1.85 Å. It turns out that the optimal value of σs, which minimizes the root mean square (RMS) error, shifts with different combinations of decomposition scheme and σs expression. The calculated results are shown in the table (2) . When σ is = σs + σ i is used, σs = 0.65 Å is the optimal value for both 6/12 and WCA scheme. Their corresponding RMS errors are 0.07 kcal/mol and 0.12 Kcal/mol, respectively. In contrast, the optimal solvent radius becomes 0.85 Å if σ is = 2 √ σs σ i is applied. Given the limitation of any implicit solvent model, e.g. that the L-J potential is of half discrete and half continuum, it is not surprising to see that our optimal σs in the DG based model is different from traditional water radius 1.4 Å. Actually, our results also illustrates that σs can be changed into a value around 1.4 Å with only a modest increase in RMS error, which increases from 1.20 kcal/mol to 1.60 kcal/mol when σs changes from 0.65 Å to 1.45 Å (See table 5 ). Therefore, it is possible that a value of more than 1 Å for σs can be used in our model without a substantial increase in the overall model error. This can also be seen in the Figure 3 in which various combinations of energy decomposition schemes and σ is expressions were shown together with total RMS errors. The impact of L-J energy decomposition schemes and σ is expression on the optimal value of σs (Å), which minimizes the root mean square (RMS) error σ is 6/12 WCA σ is = σs + σ i 0.65 0.65 σ is = 2 √ σs σ i 0.85 0.85 σ is = 2 7 6 √ σs σ i 0.65 0.75
To further assess the accuracy of various energy decomposition scheme and their resulting optimal parameters, we facilitate decomposition analysis for the set of 11 alkanes. A detailed decomposition of hydrocarbon solvation free energies by Gallicchio et al [42] , in which an explicit solvent model was used, allows us to make direct comparison between our DG based implicit solvent model and explicit solvent model with respect to repulsive and attractive parts. For the solvent-solute dispersion interaction, both models utilize the L-J potential formula. Difference between them lies in the description of solvent region. Figure 2 indicates that our calculated results provides perfect agreement with the explicit solvent model regardless of decomposition schemes. This supports the accuracy of the present parameter optimization for the L-J attractive term. Note that the 6/12 decomposition, whose data is shown in Table ( 3), is slightly better than WCA in the calculation of the dispersion term. It is probably due to the fact that the explicit solvent model also used 6/12 decomposition. Therefore, it is not surprising that the results of 6/12 scheme is better than those of WCA scheme. In addition, our DG based solvent-solute interface description leads to better repulsive term compared with the explicit solvent model. This gives us more accurate and reliable prediction of solvation free energies than the explicit solvent model when compared directly with experimental data of 11 alkanes. A more detailed comparison can be found in Table ( 3). Moreover, optimal pressure p and surface tension vary with different combinations of energy decomposition schemes and σ is expressions. (5), which gives out a separately optimized p and and ϵcs for different σs under WCA scheme and σ is = σs + σ i , demonstrates the dependence of p and on σs. When σs becomes bigger, optimal p value becomes bigger while optimal surface tension becomes smaller. At the same time, well depth parameter value decreases with the increase of σs. In addition, it is evident in Table (5) that when both σs and ϵ is approaches commonly used values, p and parameters are still comparable with the experimental measurement, and there is no substantial increase in the overall modeling RMS error. However, as far as decomposition analysis is concerned, good-to-fit attractive part is away from those obtained by explicit solvent model. In particular, 6/12 decomposition overestimates the attractive and repulsive components of solvation free energies while WCA scheme underestimates both. Details are seen in Table ( 6) . Therefore, although σs = 1.4 Å and ϵcs =0.17 kcal/mol can be used in our model with only a modest increase in the overall modeling error, the decomposition analysis favors σs =0.65 Å in which the calculation of attractive terms in our DG based model perfectly matches numerical data from the explicit solvent model [42] . Impact of solute radii Solute radii slightly vary in different force fields and models. For instance, carbon atom radius σc in current calculations is fixed to be 1.87 Å while it can be 1.70 Å in other places [37] . To check the influence of σc value on the optimal value of other parameters as well as total RMS error, we make σc vary in the present parameterization process via the brute force approach. It turns out that the optimal σs depends on choices of σc. Table (7) demonstrates dependence of optimal σs and RMS on the solute carbon radius for the set of 11 alkanes. For instance, the optimal σs becomes 1.05 Å when σc is 1.59 Å while it is 0.65 Å if σc increases to 1.87 Å . Regarding overall modeling error, our results shows that a range from 1.68 Å to 1.87 Å can be a good choice for σc. Atom-dependent well-depth parameter fitting Previously, a simple treatment for calculating welldepth parameter was implemented under the assumption that LJ potentials are the same on the surface of vdW surface for different atom types in the implicit solvent models. By doing so, the total number of fitting parameters for L-J potential can be reduced to one when one fixes σs and solute radii. To check the impact of the above assumption on the nonpolar analysis, we removed the constraint by considering each atomic well-depth parameter ϵ is as a fitting parameter in nonpolar solvation analysis. In particular, for the set of 11 alkanes, we set carbon and hydrogen well depth parameters ϵcs and ϵ hs as two fitting parameters. The numerical results are listed in Table ( 8) with the WCA scheme and σ is = σ i + σs. Our results demonstrate that there is no much difference made in this new fitting process. The RMS error between calculated and experimental solvation energy is 0.12 kcal/mol which is the same as previous one. Moreover, the optimal parameters are as follows: pressure p=0.0231 kcal/(mol Å 3 ); surface tension = 0.0717 kcal/(mol Å 2 ); ϵcs=0.5388 kcal/mol and ϵ hs =0 kcal/mol . It is seen that optimal values of pressure and surface tension parameters remain comparable to experimental measurement. In addition, ϵ hs = 0 kcal/mol is consistent with the hydrogen well depth parameter in the OPLS-AA force field. The reason for big ϵcs can be the same as that described before.
Conclusion
Differential geometry (DG) based solvation models have shown to be successful in solvation analysis. It is able to provide some of the most accurate solvation energy predictions for various nonpolar molecules [32] as well as polar molecules [37] . Parameter optimization is a key factor for its potential power in the blind prediction of solvation free energies and further applications. Parameterization for nonpolar solvation model with less uncertainty can be considered as a necessary step towards better parameter optimization schemes of the full DG based model. In this work, we have demonstrated that the inclusion of van der Waals (vdW) dispersion interaction term plays an important role in the considerable success of DG based model in solvation predic- tion. For the parameters involved in the vdW term, σs=0.65 Å has shown to be a good choice for both 6/12 and WCA decomposition schemes. This is supported not only by the very small overall root mean square error in the solvation calculation of a set of 11 alkanes, but also by its accurate decomposition analysis. With current small σs and its corresponding relatively big well-depth parameter values, the present parameterization approach is able to perfectly reproduce the attractive component of 11 alkanes which were generated by an explicit solvent model [42] . Our results also show that a parameter value of σs, close to traditionally popular 1.4 Å, can be used for the 11 alkanes without substantial increase in the total modeling error. However, it may overestimate or underestimate the attractive energy part depending on the use of decomposition schemes.
Moreover, our results demonstrate that Lennard-Jones (L-J) potential expression in equation (5), its decomposition scheme, and choices of some fixed parameter value have influences on the optimal values of other parameters and the overall modeling error. For instance, the WCA scheme gives rise to optimal pressure P and surface tension both of which are comparable to experimental measurement, while the 6/12 approach generates much smaller optimal value of P than experimental measurement. In addition, different combinations of nonpolar energy decomposition schemes and detailed expression of σ is in equation (5) can lead to different optimal value of σs. Furthermore, optimal fitting parameters vary with different solute atomic radii.
Overall, with less uncertainties from electrostatic effects, our study on nonpolar solvation analysis is able to offer insights into the parameterization of nonpolar components for the full DG based model. Therefore, it can serve as a necessary step towards better parameterization for the full DG based model in the future.
