Abstract. Subgrid variab ility introduces non-negligible scale effects on the GIS -based representation of snow. This heterogeneity is even more evident in semiarid regions, where the high variability of the climate produces various 10 accumulat ion melt ing cycles throughout the year and a large spatial heterogeneity of the snow cover. This variability in a watershed can often be represented by snow depletion curves (DCs). In this study, terrestrial photography (TP) of a cellsized area (30x30 m) was used to define local snow DCs at a Mediterranean site. Snow cover fraction (SCF) and snow depth 
long melting cycle during the year. Nevertheless, in warm mid and low-latitude locations, such as the mountainous areas in Mediterranean-type regions, the changeable climate condit ions make the allocation of the snow highly variable and irregular.
There may be several accumu lation-melting cycles throughout the year, and a wide range of snow-depth states can occur even within small areas. Micro-topography plays an important role in this high spatiotemporal variability , and this effect should be included in gridded representations (Anderton et al. 2004) . 5
Accumulation-snowmelt models tackle this problem fro m different approaches. Wigmosta et al. (1994) include the effects of local topography and vegetation cover in physical snow modelling in the Distributed Hydrology Soil Vegetation Model (DHSVM). In contrast, the Co ld Regions Hydro logical Model (CRHM ) (Po meroy et al., 2007) , which includes a full range of modules that represent hydrological processes in cold regions, emp loys a single conception of cascading hydrological response units (HRU) . Neither of these models, however, considers the effects of the interaction between micro -topography 10 and snow. This could be a constraint for their application on smaller scales.
Isnobal (Mark and Do zier, 1992) introduces the effect of topography interaction on snow-wind redistribution by determining the format ion of drifts and scour zone at the element scale. However, it does not address the effect of low relief on the cell size. Luce et al. (1999) take a snow physically based model and enrich it with the concept of the depletion curve (DC), previously used in runoff p rediction based on temperature-index-based melting estimates (Ferguson, 1984; Buttle and 15 McDonnel, 1987) . They use DCs for parameterizing subgrid variab ility in a physical model, which considered the study area as a single model element to reduce the area involved in mass and energy balance as snow regression progresses. These DCs relate a snow state variable, such as snow water equivalent (SWE) or snow depth (h), to the snow cover fraction (SCF) in a selected area. Following this approach, Luce and Tarboton (2004) define a DC in a watershed based on in situ SWE measurements. In addition, Kolbert et al. (2006) used remote sensing information and a Bayesian approach to parameterize a 20 DC on watershed scale. These results show the applicability of this approach to reproduce sn ow regression in mediu m to large-sized areas.
Nevertheless, the heterogeneous spatial and temporal snow d istribution in semiarid environ ment s makes it d ifficu lt to define a single DC for a whole watershed because the evolution of the different snow accumulation-melting cycles that usually occur during the snow season in these regions can differ considerably. A distributed applicat ion of DCs could be used to 25 capture this variability, and thus provide a better representation of the physical processes underlying the evolution of snow cover and snow quantity in a given area. This is the approach that was followed in this research study.
A general sig mo id shape is representative of these cycles: (1) an asymptotic t rend at the end/beginning of the accu mulat ionmelting processes, respectively, when most of the cell area is covered by snow; (2) a increasing/decreasing trend, corresponding to the period in wh ich snow is falling/melting in the accu mulat ion/melting processes; and (3) a final phase, in 30 which the accumulation/melting begins/finishes and small isolated areas can be found with snow patches.
The basic snow variable needed to define a DC is the snow cover fraction over the area to be scaled . Remote sensing is the most common and powerful extended source to obtain this information in mediu m and large-sized areas. However, to represent the snow distribution at subgrid scales, higher temporal and spatial resolutions may be required. Terrestrial Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -426, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci.photography (TP) of a snow-covered scene is an efficient alternative because its temporal and spatial resolution can be adapted to the scale of the processes driving the snow evolution (Corrip io, 2004; Rivera et al., 2008; Farinotti et al., 2010; Pimentel et al., 2012; Pérez-Palazón et al., 2014) . Moreover, TP at this scale also provides snow depth measurements at selected points within the images. This is accomplished by means of coloured rods located in the area that can be clearly identified and differentiated from the rest of the image. 5
This study used an innovative approach for incorporating the effects of the spatial variability of the snow distribution at the subgrid scale into snow modelling by means of TP, based on previous work . For this purpose, a 4-yr series of TP images of a 30x30m scene at a snow monitoring site in Sierra Nevada (South Spain) was used to derive DC parameterizations representative of different snow accumu lation/melting cycles. The resulting DCs were included in the snow model developed by Herrero et al. (2009) and Herrero and Polo (2012) , and the performance of this DC-model was 10 finally tested against field observations.
Study site and available data
This study was carried out in the Sierra Nevada Mountains , Southern Spain (37ºN lat itude), where the highest altitudes in the Iberian Peninsula can be found (3479 m.a.s.l.). Sierra Nevada is a linear mountain range, wh ich runs 90 km parallel to the Mediterranean coast. The interaction between the semiarid Mediterranean climate and the alpine conditions in this area 15 results in a highly variab le snow regime . The snow usually appears above 2000 m.a.s.l. during winter and spring even though the snowmelt season generally lasts from April to June. The typically mild Mediterranean winters produce several snowmelt cycles before the final melting phase, which d istributes the snow in patches over the terrain. Precipitation is heterogeneously distributed over the area because of the steep orography, with a high annual variab ility (400-1500 mm). The average temperature during the snow season can range from -5 ºC to 5 ºC, reaching values as low as -20 ºC at certain times in the 20 winter (Pérez-Palazón et al., 2015) .
A control area of 900 m 2 was selected and sized, according to a grid cell area of 30x30 m. Th is cell size corresponds to the resolution of Landsat TM scenes, which are used to monitor snow extension over long time periods. This area is located near the weather monitoring station, Refugio Poqueira (Figure 1 ), at 2500 m.a.s.l. Th is plot is co mposed of rocks as well as of compact, low densely-branched shrubs, main ly Genista versicolor and Festuca indigesta, which act as insulators between the 25 soil and the snowpack. They constitute the main representative elements of the low relief of Sierra Nevada above 2000 m.a.s.l., where there are only isolated patches of reforested pine trees.
The weather station has been operating since 2004. It generates 5-minute data records pertaining to precipitation, solar radiation, longwave radiation, wind velocity, temperature, air hu midity, and at mospheric pressure. In the summer of 2009, an automatic CC640 Campbell Scientific camera was also installed and programmed to obtain five images per day, every two 30 hours between 8.00 a.m. to 4.00 p.m. of the control area with a resolution of 640 x 504 pixels. This camera is able to capture both the rapid snow melting cycles and the spatial heterogeneity exhibited by the snow cover at the study site in relat ion to Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -426, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. its micro-topography. Additionally, two snow measuring rods were installed in the photographe d area to measure snow depth. Thus, the TP was ab le to mon itor SCF and a representative snowpack depth (href) at the study site with a high recording frequency. The SCF and href series in Pimentel et al. (2015) , which extend up to the summer of 2013, were used in this work. Tables 1 and 2 show representative climate and snow variables in the control area during the study period.
A digital elevation model (DEM) with a resolution of 0.05x0.05 m was derived fro m topographic surveys of the control area. 5
This DEM was used to project the TP images and analyse their information.
Methods
Four consecutive hydrological years (2009) (2010) (2011) (2012) (2013) were analysed at the study site. The DCs at subgrid scale were derived fro m the SCF and average snow depth ( ℎ ̅ ) values obtained fro m the TP images during the study period, and were parameterized by means of flexible sig mo id functions. These DCs were incorporated into the point model of the study site, 10 elaborated by Herrero et al. (2009) . This section describes the steps in this process: (i) the defin ition of DCs; (ii) the way that SCF and h values were obtained from TP; (iii) the point snowmelt-accu mulat ion model; (iv) the inclusion of DCs in the model.
Depletion curves
The ℎ ̅ over the control area, and the SCF values were selected to exp ress the DCs representative of accumu lating -melting 15 cycles. Each cycle corresponds to the time period between the beginning of a snowfall and the end of the associated melt ing. This function has three parameters, The time evolution of the SCF during the study period was analysed to define the set of accumulation/ melting cycles. The accumulat ion phase exhib ited lo w variability whereas the melting phase of the cycles showed considerable variat ion.
Consequently, a single sigmoid function fits all the accu mulation phases in the selected cycles, whereas different curves were fitted for each snowmelt phase. The fitting procedure was iterative to cluster the DCs after cycles with a similar reg ime.
DCs with close fitted values (10% difference) were clustered, and then a second fit was performed for the whole d ata set, 5 and so on. Finally, five parameterizations were selected: one for the accu mulation phase and four for the different types of melting phase.
Terrestrial photography analysis: SCF and snow depth measurements
The SCF and ℎ ̅ series used in this work were obtained by following the methodology proposed by Pimentel et al. (2012; and Pérez-Palazón et al. (2014) , which consists of a two-step method involving georeferencing and snow detection. 10
Firstly, georeference provided the photo with spatial references in o rder to identify a function that related the 3D-point in the DEM to the associated 2D-p ixel in the image. For this purpose, standard automatic co mputer vision algorith ms were applied (Fiu me et al. 1989; Fo ley et al. 1990 ). Secondly, the snow detection was performed with a clustering algorith m, namely, a Kmeans algorith m (MacQueen, 1967) , which classified pixels into two clusters: snow covered and non-covered. Following this pixel classification, the SCF in each image was easily calculated by the sum of pixels in each cluster (Pimentel et al., 15 2012 ).
The average snow depth, ℎ ̅ , was obtained in each image using the rods installed in the plot. They were painted bright red, which made them easy to distinguish fro m the other elements in the photo. The same clustering algorith m was applied to determine rod and no-rod pixels. A previously defined linear equation was applied to the thus identified rod-pixels to transform them into a reference snow-depth value (href). The associated ℎ ̅ value for the whole control area was estimated for 20 each image by assuming the uniform horizontal accu mulation of snow (Luce et al., 1999) 
where S WE is the water mass in the snow co lu mn, and u is the internal energy per unit of mass (U for total internal energy). 10
In the mass balance, P defines the precipitation flu x; E is the flu x of water vapour diffusion (evaporation/condensation); W represents the mass transport flu x due to wind; and M is the melt ing water flu x. On the other hand, regarding the energy flu xes, K is the solar or short-wave radiation; L, the thermal or long-wave rad iation; H, the flu x o f sensible heat exchange with the atmosphere; G, the flu x of heat exchange with the soil; and uR, uE, uW, and uM are the advective heat flu x terms associated with each of the mass fluxes in Eq. (3), respectively. 15
In the mass balance Eq. (3), W was disregarded because of the rapid snow metamorphosis, which co mpacts the snow and reduces its mobility. G was not considered in the energy balance equation Eq. (4) since it is regarded as a secondary term per se in this balance (Kuusisto, 1986) . The calculat ion of the s hort-wave radiation (K) was based on the measured downwelling short-radiation flu x and the albedo Aguilar et al., 2010) . The calcu lation of the longwave rad iation was based on the formulation for at mospheric longwave emissivity. developed in the Sierra Nevada area by Herrero and 20 Polo. (2012) . Finally, the H term was modelled as a diffusion process (Ding man, 2002) . A detailed description of the formulation of each term can be found in Herrero et al. (2009) .
Incorporati on of depletion curves in the point model
The point model described in the prev ious section was expanded to perform calculations for a 30x30 m cell by including the DCs obtained from TP. In this way, SCF became a new state variable in the snow model. In time step t1, when a snowfall 25 event begins, the mass and energy balances are solved for the whole cell, and the snow state variables are calculated per unit of area. SCF at this time (SCF1) is estimated fro m the ℎ ̅ calculated at this time (ℎ ̅ 1 ) and by using the associated DC. In the next time step (t2), SCF1 is used as a reduction factor of the area affected by the mass and energy balance. Th is iterat ive process is repeated in the model whenever snow is still present in the cell.
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -426, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. (Cline, 1999) , the sensible-heat transfer coefficient in windless conditions ( 0 ), and the value of snow surface roughness ( 0 ) are the calibrat ion parameters in the snow model by Herrero et al. (2009) . A fourth year of data (2012-2013) was used to validate the prev ious results. The mean error (M E), mean-absolute error (MA E), and root-mean-squared error (RMSE) were emp loyed in the calibration and 5 validation process as an objective function to be minimized and tested in the validation step with SCF and ℎ ̅ as test variables. Figure 3 shows some representative examp les of the SCF maps obtained fro m the TP georeferencing and snow detection 10 processes . As can be observed, the detection algorithm was able to capture snow presence even under adverse atmospheric conditions such as foggy and extremely cloudy days.
Results

Terrestrial photography measurements
The temporal evolution of ℎ ̅ and SCF, both measured fro m the TP images, is represented in (Table 2) . 20
In order to analyse subgrid variability, 16 of the 53 cycles during the three calibration years (2009 -2010, 2010-2011, 2011-2012) were finally selected. Those cycles that either had a short duration of less than 5 days, or took place when the study area was comp letely covered by snow, were not considered in the study since they did not provide a significant amount of information. The events finally selected are those marked with a red circle in Figure 4 .
The formulation of depletion curve and snow processes 25
The DC g iven by Eq. (1) was fitted to each of the cycles in Figure 4 , as exp lained in Sect. 3. Since the duration of the accumulat ion phase showed a low deviation when compared to that of the melting phase in each cycle, the data of this phase were jo intly considered in the procedure. In contrast, the melting phases were individually treated for each event. Table 3 shows the fitted values of the parameters associated with the melt ing phase of each event. As explained in Sect. 3.1, these individually fitted parameters during the melt ing phase were used to cluster the melt ing phases and identify common patterns within the cycles. The final results clustered the melt ing phases in four groups (identified as curves 1-4 in Table 3 ). The associated values of their fitted parameters are shown in Table 4 together with those corresponding to the accumulation phase (curve 0).
Regarding the five DCs given by the values in Table 4 , their shape can be associated with the description of the evolution of 5 the snowpack within the control area ( Figure 5 ). More specifically, Curve 0, which describes the accumulation phase of the selected cycles, produces a very fast initial accu mulation that covers almost half of the maximu m snow area during the accumulat ion phase. This rapid accumulation is followed by a somewhat slower increase, wh ich finishes with a dimensionless snow depth value of 0.7, a maximu m threshold beyond which the area is co mpletely covered. As for the melting phases, Curve 1 is representative of cycles with a large amount of snow (a high ℎ ̅ * value) resulting fro m a long 10 accumulation phase, and it is associated with a very compact state of the snow with a high level of metamorphism.
Curve 2 also represents melting phases with a large quantity of snow, with high initial values of snow depth. In this case, they are preceded by a short, non-persistent accumulation phase. Moreover, since melting occurs directly after the accumulat ion process ends, this snow is only slightly compacted. Finally, both Curve 3 and Curve 4 represent snowmelt cycles with significantly lower snow depth values . In these cases, the micro-topography is very likely the direct and main 15 driver of the melt ing process from the beginning of this phase. In fact, the length of the snow season is the main difference between both curves, autumn or winter cycle (Curve 3) in co mparison to the spring cycle (Curve 4). In the cold months, the snowmelt rate has a fast in itial value fo llo wed by a slowdown in its final stage. In contrast, in the warmer spring months, the snow decay is faster and approximately constant throughout the melting phase.
This difference in dynamics is described by the fitted parameters values in the associated DCs (Table 4) . More specifically, 20 ℎ ̅ * defines the beginning of the melting phase in each cycle. It is lo wer in Curve 1 than in Curve 2 (0.823 vs 0.905) and reflects the effect of snow consolidation, which delays the beginning of the melting phase. Furth ermore, its value is 1 in Curves 3 and 4, as corresponds to cycles in which the melting phase immediately occurs after the accumulation maximu m.
Regarding ℎ ̅ * , which determines the mo ment with maximu m melting rates, it drops to zero in Cu rves 1 and 4, which are associated with quasi-stationary melting rates during this phase. In contrast, melting phases represented by Curve 2 (ℎ ̅ * = 25 0.488) and Curve 3 (ℎ ̅ * = 0.727) exhib it two different rates: a fast value and a slow value, associated with the initial and final melting stages, respectively.
Based on the previous data, a decision-tree was defined to incorporate the corresponding depletion curve given by the fitted parameters in Table 4 into the snowmelt -accumu lation point model. Figure 6 shows this decision tree, which answers this sequence of questions: (1) the duration of the snow (number of days greater or lesser than 30) in the control area when the 30 melting phase begins to discriminate the effects on the compaction of the snowpack; (2) maximu m snowpack depth during a given cycle (a threshold value of 0.60 m was identified as representative of the topography of the control area); and (3) month when the cycle occurs to discriminate between autumn-winter and spring. 
Calibration and Validation
Once the decision-tree was implemented into the snow point accumulation-melt ing model with the DCs given by the fitted parameter values in Eq. (1) (Tab le 4), different simulat ions were performed to optimize the performance of the model in regard to the daily ℎ ̅ and SCF values during the calibration period. Table 5 shows selected simu lations for both variables with different calibration hypotheses, and the comparative statistics for each of the variables. 5
The simulat ions reflect the expected sensitivity of the model to the d ifferent calibrat ion parameters. As can be observed, the use of null values of the factors together with high values of both 0 and 0 accelerate the melt ing stage (reflected in the positive values of ME in Simu lations 1, 2 and 3 in Table 5 ). Furthermo re, this sensitivity is more enhanced for ℎ ̅ estimation than for SCF estimation (e.g. the reduction of the RMSE value fro m 214.9 mm to 126.7 mm between Simulat ions 1 and 3).
In the same way, low values of these two parameters also delay the extinction of the snow and result in more mis matching 10 between observed and simulated values (e.g., Simu lation 5). The optimal calibrat ion values selected for the snow model modified by DCs were those for Simu lation 7 (Table 5) [2012] [2013] in the form of a validation period (graph b in both figures) of the parameters calibrated in Simulat ion 7 (Table   5 ). Table 6 shows the results and the statistics of this validation for both variables, ℎ ̅ and SCF, respectively. The results 30 generally reproduced statistics similar to those achieved for the calibration period with the same behaviour observed during calibrat ion: a general overestimation of SCF during short cycles and a mis match in the simulated snow depth values for certain states.
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -426, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 19 September 2016 c Author(s) 2016. CC-BY 3.0 License.
Discussion
The 5 DCs exp lain the accu mulat ion-melt ing snow behaviour with the four melting patterns observed during the study period: (a) cycles with a large amount of consolidated snow; (b) cycles with a large amount of recent snow; (c) cycles with a small amount of snow during autumn or winter; and (d) cycles with a s mall amount of snow during spring. Fu rthermore, they succeeded in parameterizing the spatial distribution of the snow patches with the same type of curve. To illustrate this, 5 Figure 9 shows three images during each of the three cycles represented by the same curve (Curve 2). They correspond to three SCF states during the cycle (90%, 50%, and 20% of the snow coverage in the control area).
A different snow distribution can be observed in images fro m d ifferent dates but with the same SCF value. These differences stem fro m the driving at mospheric conditions during the accumu lation phase and the beginning of the melting stage, and their interaction with the micro-topography. For examp le, in the images for 2011-2012, Cycle 13, the effect that wind 10 produced on the snow distribution can be clearly observed, with small accumulation areas close to the largest rocks.
However, all of these distributions can be accurately represented with the same curve. Hence, th is parameterizat ion captures the subgrid variability without further need to physically model the process at this scale, such as the interaction between wind and micro-topography, among others. Similar effects on the snow distribution can be observed in the sequence of states associated with the other curves. This means that this parameterization can be extended to other control areas with similar 15 micro-topography and conditions. The inclusion of this 5-curve set of DCs improved the perfo rmance of the snow model obtained in previous work, wh ich tested both a general DC formu lation and data assimilation by using Ensemble Kalman Filter methods . Therefore, th is semi-emp irical appro ximation showed itself to be powerful and at the same t ime, less computationally costly than those data assimilation techniques. 20
In spite of the general accuracy of these results, some mismatches occurred in certain cycles during the study period, identified as A to H and I to K, respectively, for the calibrat ion and validation periods in Figure 8 . They can be classified according to the following error sources: 1) An incorrect determination o f the precipitation fraction occurring in the fo rm of rain or snow (blue circles in Figure 8 ). In this regard, the model considers precipitation as snow whenever the wet -bulb temperature is under 0ºC, an assumption that 25 generally leads to a correct representation of snowfall events. However, in certain events , this threshold overestimates the amount of snowfall, such as in cycles A and E at the beginning of winter (Figure 8) , and in all likelihood, it also underestimates this amount in the spring cycles (D, G, H and K in Figure 8 ).
2) The apparently insufficient representation of the effects of the rain -over-snow events (green circles in Figure 8) by the model. 30
3) The impossibility of capturing the effects of the blowing snow associated with high gusts of wind (red circles in Figure 8 ).
The model does not incorporate snow transport by the wind (section 3.2). Despite the fact that DCs can capture this wind Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -426, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. TP images facilitate the analysis of the previously mentioned error sources of error since the three factors can be identified fro m the orig inal images during a g iven accu mulation-melt ing cycle. This has the additional advantage of imp lementing this technique in snow monitoring networks, especially in high ly variab le conditions , such as those characterizing the climate and 5 snow regime of Mediterranean regions.
Conclusions
This study analysed the subgrid variability of the snow distribution in a Mediterranean region and formu lated a parametric approach that includes these scale effects in the physical modelling of snow by means of depletion curves associated with snowmelt patterns. The use of terrestrial photography permitted a continuous monitoring of the snow distribution that can be 10 easily adapted to both the spatial and temporal s mall-scale effects of the physical processes governing the accumulat ionmelting cycles. In this wo rk, TP economically mon itored the evolution of SCF and ℎ ̅ over a 30x30m control area in o rder to study the subgrid variability of the snow, which cannot be captured by other more conventional remote sensors.
The TP-informat ion provided the data for the definit ion of depletion curves corresponding to different patterns of snow accumulat ion-melt ing cycles within the annual snow season, which is a usual feature of Mediterranean environments. The 15 five g roups of DCs succeeded in capturing the subgrid variability of different drivers at this scale, which have a direct effect on snow distribution, mainly the interaction between wind and microtopography. The results show the importance of including different DC patterns instead of a single one to accurately represent snow behaviour during the d ifferent cycles within a snow season. Moreover, greater variability was found in the melting phase patterns in the cycles than in those of the accumulat ion phase. All of the patterns of the accumulation phase were almost the same, whereas up to four patterns were 20 found for the melting phase.
These four DCs were found to be associated with the age of the snow, and the dominant atmospheric conditions during the melting. These data were used to derive a decision tree, which was included in the snow model (Herrero et al. 2009 ) used in the study. The tree had the three following decision indicators: (i) the nu mber of antecedent days with snow; (ii) the amount of accumulated snow previous to melting; and (iii) the month of the snow season. 25
The final optimal ca libration of the DC-snow model imp roved the results previously obtained at the study site by . These include assimilat ion techniques in the modelling, especially for the simu lated snow depth values, with a global erro r of less than 84.2 mm, and a similarly satisfactory representation of SCF values with an error of less than 0.18 m 2 m -2 .
Despite this imp rovement, the performance of the DC-snow model was not always satisfactory since certain cycles were not 30 explained by the modelling. However, the in formation provided by the TP images permitted the analysis of potential error sources as well as the identification of addit ional drivers of the subgrid scale effects, such as the occasionally incorrect determination by the model of the prec ipitation fraction in the form o f rain or snow, the net transport of snow fro m adjacent Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -426, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. areas by strong gusts of wind and rain, and a poor representation of the rain-over-snow effects. Further work is currently being carried out to improve the rep resentation of these modelling conditions. TP is a valuable data source that complements standard weather observations (i.e. overestimation of rain/snow measurements) and contributes toward a better understanding of the snow behaviour under certain drivers (i.e. wind advection).
The results confirm that the use of DCs on a cell scale, as proposed in this work, provides a solid foundation for the 5 extension of point snow models to larger areas by means of a gridded distributed calculation. 
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