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Abstract
Missing data are ubiquitous in many social and medical studies. A naive complete-case
(CC) analysis by simply ignoring the missing data commonly leads to invalid inferential
results. This thesis aims to develop statistical methods addressing important issues con-
cerning both missing data and casual inference problems. One of the major explored con-
cepts in this thesis is multiple robustness, where multiple working models can be properly
accommodated and thus to improve robustness against possible model misspecification.
Chapter 1 serves as a brief introduction to missing data problems and causal inference.
In this Chapter, we highlight two major statistical concepts we will repeatedly adopt in
subsequent chapters, namely, empirical likelihood and calibration. We also describe some
of the problems that will be investigated in this thesis.
There exists extensive literature of using calibration methods with empirical likelihood
in missing data and causal inference. However, researchers among different areas may not
realize the conceptual similarities and connections with one another. In Chapter 2, we
provide a brief literature review of calibration methods, aiming to address some of the
desirable properties one can entertain by using calibration methods.
In Chapter 3, we consider a simple scenario of estimating the means of some response
variables that are subject to missingness. A crucial first step is to determine if the data
are missing completely at random (MCAR), in which case a complete-case analysis would
suffice. We propose a unified approach to testing MCAR and the subsequent estimation.
Upon rejecting MCAR, the same set of weights used for testing can then be used for esti-
mation. The resulting estimators are consistent if the missingness of each response variable
depends only on a set of fully observed auxiliary variables and the true outcome regression
model is among the user-specified functions for deriving the weights. The proposed testing
procedure is compared with existing alternative methods which do not provide a method
for subsequent estimation once the MCAR is rejected.
In Chapter 4, we consider the widely adopted pretest-posttest studies in causal infer-
ence. The proposed test extends the existing methods for randomized trials to observational
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studies. We propose a dual method to testing and estimation of the average treatment ef-
fect (ATE). We also consider the potential outcomes are subject to missing at random
(MAR). The proposed approach postulates multiple models for the propensity score of
treatment assignment, the missingness probability and the outcome regression. The cali-
brated empirical probabilities are constructed through maximizing the empirical likelihood
function subject to constraints deducted from carefully chosen population moment condi-
tions. The proposed method is in a two-step fashion where the first step is to obtain the
preliminary calibration weights that are asymptotically equivalent to the true propensity
score of treatment assignment. Then the second step is to form a set of weights incorporat-
ing the estimated propensity score and multiple models for the missingness probability and
the outcome regression. The proposed EL ratio test is valid and the resulting estimator
is also consistent if one of the multiple models for the propensity score as well as one of
the multiple models for the missingness probability or the outcome regression models are
correctly specified.
Chapter 5 extends Chapter 4’s results to testing the equality of the cumulative dis-
tribution functions of the potential outcomes between the two intervention groups. We
propose an empirical likelihood based Mann-Whitney test and an empirical likelihood ra-
tio test which are multiply robust in the same sense as the multiply robust estimator and
the empirical likelihood ratio test for the average treatment effect in Chapter 4 .
We conclude this thesis in Chapter 6 with some additional remarks on major results
presented in the thesis along with several interesting topics worthy of further exploration
in the future.
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Chapter 1
Introduction
Missing-data and causal inference are two major research focuses in statistics. There has
been extensive literature studying these two problems both separately and simultaneously.
There also exists substantial amount of overlap between the two topics. Most of the research
focuses on how to handle the missing data or more general biased sampling problems to
provide valid inferential results. And less work has been focused on robustness against pos-
sible model misspecification. In this thesis, we consider problems concerning both missing
data and causal inference. Achieving multiple robustness against model misspecification
will be our primary research goal. This Chapter serves as a brief introduction to missing
data problems and causal inference. It provides a roadmap to the research problems we
will address in depth in later chapters.
1.1 Missing Data Problems
Missing-data often present in many disciplines such as medical and social science studies.
For example, in survey sampling, the reluctance to provide information to government
census and questionnaires typically leads to nonresponses. In causal inference, due to
the adoption of the counterfactual framework (Rubin 1974; Rosenbaum and Rubin 1983),
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estimating the average treatment effects (ATE) can be treated as estimating the population
means of two samples with missing data. Statistical analysis based on simply ignoring the
missing-data could be invalid since the observed data, often known as the complete cases,
are usually a biased sample and not representative of the population of the study.
Missing-data have not been systematically treated as a statistical problem until Rubin
(1976). One of the major contributions of their paper is the formulation of the process
of causing missing-data, thereupon referred as the missingness mechanisms. In general,
missingness mechanisms are mainly classified into the three well-known categories (Little
and Rubin 2002): missing completely at random (MCAR) where the missingness does not
depend on either the observed or the missing data; missing at random (MAR) where the
missingness depends on the observed but not the missing data; and missing not at random
(MNAR) where the missingness depends on both the observed and the missing data. De-
spite that the description of these missingness mechanisms is rather straightforward, the
mathematical establishment could be problematic under specific problems. For example,
in longitudinal studies, subjects may simply miss some of the admissions so that the miss-
ingness pattern is often irregular. However, MAR typically assumes the missingness of a
univariate measurement at a specific time point only depends on the previous observed
measurements, but not the current or the future data. Modeling the missingness mecha-
nisms becomes extremely undesirable when the missingness patterns are intermittent, also
known as the Swiss Cheese pattern nonresponses. But it is possible to reasonably assume
some subjects have every variable observed and can thus be used as the benchmark for
further inferences. Although in general MAR and MNAR are not verifiable, MCAR is.
And under MCAR, data analysis becomes fairly easy since a complete case analysis would
be sufficient. We will address this issue in depth later on.
Most researchers and practical users are enthusiastic to adopt the MAR assumptions
to make valid inferential results. Since then, a tremendous amount of methods have been
proposed to handle missing-data for different estimation purposes. This thesis mainly
focuses on the semiparametric approach where the full specification of the joint distri-
bution is usually not essential. One of the earliest development of semiparametric ap-
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proaches is the inverse probability weighting (IPW) estimator, also commonly known as
the Horvitz-Thompson estimator (Horvitz and Thompson 1952) in survey sampling litera-
ture. It re-weights the complete cases using the inverse of their selection probability. IPW
estimator only requires the specification of the missingness mechanism, or the propensity
score (Rosenbaum and Rubin 1983) in the context of casual inference, but not the data dis-
tribution. The advantage of IPW estimator is that it corrects the selection bias in a sense
that each observed unit represents the number of the inverse of its selection probability
units in the population. Since then the IPW estimator has become one of the most studied
frameworks for dealing with incomplete data. Some recent development of the IPW-type
methods in medical researches can be found in Chen et al. (2010); McIsaac and Cook
(2017). Nonetheless IPW estimator is inconsistent if the missingness probability model is
incorrectly specified. To improve both robustness and efficiency of the IPW estimators, one
of the major milestones is the class of augmented inverse probability weighting (AIPW)
estimators. It was first proposed by Robins et al. (1994) in the setting of estimating the
regression coefficients, and followed by Robins et al. (1995); Robins and Rotnitzky (1995);
Rotnitzky and Robins (1995, 1997); Bang and Robins (2005). The augmentation term is
usually taken to be the outcome regression of the response given corresponding covariates,
and is combined with the missingness probability model so that if either model is correctly
specified, consistency of the estimator is guaranteed. This is the notable double robust-
ness property in missing-data literature. The AIPW estimator is also more efficient than
the IPW estimator such that if both models are correctly specified, the AIPW estimator
achieves the maximum efficiency. A comprehensive coverage of the AIPW methods can be
found in Tsiatis (2006) and references therein.
During the past thirty years, empirical likelihood (EL) theory has been widely adopted
to deal with missing-data and more broad biased sampling problems. Empirical likelihood
was first introduced by Owen (1988, 2001), for the purposes of estimating and constructing
confidence intervals for the population means of certain variables. It does not require the
specification of the full-data distribution and is completely an analogy to the parametric
likelihood framework. There have been a considerable amount of developments using em-
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pirical likelihood theory in survey sampling context. We will briefly describe the empirical
likelihood theory in the next subsection.
This thesis will focus on one of the most popular approaches, namely, to embed the cal-
ibration idea into empirical likelihood when some auxiliary information is available. First
introduced by Deville and Sa¨rndal (1992), sampling weights are calibrated in a sense that
the weighted average of some fully-observed auxiliary variables based on the sampled sub-
jects is equal to the population counterpart. The usage of auxiliary information facilitates
efficiency gain if the variables of interest are highly correlated with the auxiliary variables.
Notable works include the pseudo empirical likelihood and optimal model-calibration for
complex surveys (Chen and Qin 1993; Chen and Sitter 1999; Wu and Sitter 2001; Chen
et al. 2002; Tan and Wu 2015). A comprehensive investigation of the popular calibration
weighting methods can be found in Tan and Wu (2015); Wu and Lu (2016).
Recently, by using empirical likelihood and calibration, construction of multiply ro-
bust estimators has been brought to attention. The term multiple robustness emerged in
comparison to the preceding double robustness in missing-data literature, where several
working models are postulated so that desirable properties such as consistency only re-
quire the correct specification of one of the multiple models. Several estimators have been
proposed (Chan 2013; Chan and Yam 2014; Han and Wang 2013; Han 2014a,b, 2016a,b,
2018a; Chen and Haziza 2017). For estimating the population mean of certain response
variables that are subject to missing at random (MAR), Han and Wang (2013) proposed to
accommodate multiple working models for both the missingness probability and the data
distribution given the existence of fully-observed auxiliary variables. Consequently the es-
timator, which is a weighted average of the complete cases, is guaranteed to be consistent
if one of the working models is correctly specified. Generalization to regression analysis
has been developed by Han (2014b). Further works include combining inverse probabil-
ity weighting (IPW) and multiple imputation to improve robustness of estimation (Han
2016a), achieving intrinsic efficiency and multiple robustness simultaneously in longitudi-
nal studies with drop-out (Han 2016b), and accomplishing multiple robustness when data
are assumed to be the more arduous scenarios of missing not at random (MNAR) (Han
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2018a).
1.2 Causal Inference
In causal inference, a major interest is to assess the effect of a treatment or an intervention.
Pretest-posttest study (Leon et al. 2003; Davidian et al. 2005) is a commonly seen example.
Subjects are selected from a target population and first measured before assigned to dif-
ferent treatment arms. After the treatment assignment, subjects are then measured again
for the response of interest. There exists extensive literature focus on assessing the average
treatment effect (ATE), which is expressed as the difference between the marginal means
of the potential outcomes of the two intervention groups. However, due to the adoption
of the counterfactual framework (Rosenbaum and Rubin 1983), causal inference problems
can be considered as missing-data problems in a sense that we can only observe one of
the two potential outcomes under treatment or control for a particular subject, but not
both simultaneously. Although randomization is often considered as a golden standard in
causal inference, where subjects participate in one of the two treatment arms completely
at random, randomized clinical trials are rarely attained in reality. Subjects are often self-
selected so that the treatment assignment probability is usually expressed as a function of
the baseline measurements. In such a case, the randomization assumption is violated and
the propensity score matching method may no longer be suitable. Instead, the MAR-type
assumptions can be still imposed for estimating the ATE. One of the most primitive as-
sumptions adopted for causal inference is the strongly ignorable treatment assignment. It
basically assumes the treatment assignment is conditionally independent of the potential
outcomes given the fully-observed baseline auxiliary covariates. If the potential outcomes
are also subject to missingness, further assumptions regarding the missingness mechanisms
can be accordingly characterized and existing methods dealing with missing-data will be
naturally committed to the estimation of the ATE. Some remarkable coverage of causal
inference and missing-data problems can be found in Kim and Shao (2013); Imbens and
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Rubin (2015); Qin (2017); Herna´n and Robins (2018) and references therein.
1.3 Empirical Likelihood
One of the major statistical methods we will repeatedly adopt for our research is the
empirical likelihood theory. It was first introduced by Owen (1988), for estimating and
constructing confidence intervals for a statistical functional of interest. To briefly describe
the idea, consider a sample of univariate independent and identically distributed observa-
tions (y1, . . . , yn), from the same distribution FY (y). Owen (1988) proposed the empirical
likelihood function L(F ) =
∏n
i=1 pi where pi = P(Y = yi). It has been well-known that
the empirical distribution function Fn(y) = n
−1∑n
i=1 1(yi ≤ y) is the nonparametric max-
imum likelihood estimator of FY (y) based on L(F ). They defined the empirical likelihood
ratio statistic R(F ) = L(F )/L(Fn) =
∏n
i=1 npi. Suppose the parameter of interest is the
population mean µ = E(Y ), then the profile empirical likelihood ratio function (Qin and
Lawless 1994), for a given value µ, is then
RE(µ) = sup
p1,...,pn
{
n∏
i=1
npi
∣∣∣∣pi ≥ 0, n∑
i=1
pi = 1,
n∑
i=1
piyi = µ
}
. (1.1)
It has been shown (Owen 1988) that under the null hypothesis H0 : µ = µ0, the empirical
likelihood ratio statistic −2 log{RE(µ0)} has an asymptotic χ2-distribution with one degree
of freedom. Such a formulation is completely an analogy to the Wilks’ theorem in the
parametric likelihood framework and does not require the specification of the full data
generating mechanisms. Later on, the seminal paper of Qin and Lawless (1994) extended
Owen (1988)’s idea to estimating equations. Consider a p-dimensional parameter of interest
θ defined through some unbiased r-dimensional estimating equations E{g(y;θ)} = 0,
r ≥ p. Given a fixed value of θ, the profile empirical likelihood function (Qin and Lawless
1994) is then derived by replacing the last constraint in (1.1) with the ones based on the
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estimating equations,
LE(θ) = sup
p1,...,pn
{
n∏
i=1
pi
∣∣∣∣pi ≥ 0, n∑
i=1
pi = 1,
n∑
i=1
pig(yi;θ) = 0
}
.
The maximum empirical likelihood estimator θˆ is then the maximizer of LE(θ) with respect
to θ. It also provides a parallel version of the empirical likelihood ratio statistic for testing
H0 : θ = θ0,
−2 log{LE(θ0)/LE(θˆ)}
which has an asymptotic χ2-distribution with p degree of freedoms under the null hypoth-
esis H0.
One of the essences of the empirical likelihood approach is to construct the “global”
maximizer of the empirical likelihood function under the alternative hypothesis and the
“restricted” maximizer under the null hypothesis, which will result in the empirical like-
lihood ratio statistic. We will follow a similar fashion in later chapters to deal with some
complex settings for missing data and causal inference problems. Extensive empirical stud-
ies have shown that the empirical likelihood approach is data-driven and range respecting
and empirical likelihood confidence intervals usually have better coverage probability for
the parameter of interest.
1.4 Contributions and Outline of the Thesis
This thesis consists of six chapters. The remainder of the thesis is organized as follows.
In Chapter 2, we provide a brief literature review of calibration methods in missing
data and causal inference. Despite the rich literature of calibration methods among these
two areas, researchers in each particular area may not realize the conceptual similarities
and connections among one another. We will mainly focus on how to embed calibration
with empirical likelihood to achieve some desirable properties of the resulting estimator.
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Throughout this Chapter, we hope to give the readers a preliminary taste of the calibration
idea, which we will repeatedly use for the rest of our research.
In Chapter 3, we consider the setting of estimating the means of some response variables
that are subject to missingness. We propose a unified approach to testing MCAR and the
subsequent estimation. Upon rejecting MCAR, the same set of weights used for testing
can then be used for estimation. The resulting estimators are consistent if the missingness
of each response variable depends only on a set of fully observed auxiliary variables and
the true outcome regression model is among the user-specified functions for deriving the
weights. Such an estimation approach agrees with the previously mentioned multiply
robust estimation procedure.
In Chapter 4, we propose an empirical likelihood based approach to both testing and es-
timation of the average treatment effect in non-randomized pretest-posttest studies where
the posttest outcomes are also subject to missingness. The proposed empirical likelihood
ratio test and the estimation procedure are multiply robust in the sense that multiple work-
ing models are allowed for the propensity score of treatment assignment, the missingness
probability and the outcome regression, and the validity of the test and the consistency
of the estimator only requires a certain combination of those multiple working models to
be correctly specified. Thus the proposed method provides multiple protection against
possible model misspecification.
In Chapter 5, we extend the results in Chapter 4 to testing the equality of the distri-
butions of the potential outcomes between the two intervention groups. We propose an
empirical likelihood based Mann-Whitney test which is multiply robust in the same sense
as the EL ratio test and estimator of the ATE in Chapter 4.
Finally, the thesis concludes in Chapter 6 with some additional discussions on ma-
jor results presented in the thesis along with several interesting topics worthy of further
exploration in the future.
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Chapter 2
A Review of Calibration Methods for
Missing Data and Causal Inference
The major statistical tools we will use in our research is the calibration idea and empirical
likelihood. In this Chapter, we will provide a brief review of the calibration methods in
missing data and causal inference literature. We will illustrate how to use calibration to
achieve some desirable properties in these areas respectively. Thus one can acquire a good
understanding of the calibration methods we will repeatedly adopt in later chapters.
Calibration is originated from survey sampling literature. It provides a systematic way
of incorporating auxiliary information, aiming to deduce consistency and improve estima-
tion efficiency. Since the seminal paper of Deville and Sa¨rndal (1992), many researchers
have developed important methods using calibration in the context of complex surveys.
Some notable works include calibration methods using instrumental variables (Estevao and
Sa¨rndal 2000; Kott 2003; Kim and Park 2010), the model-calibration approach (Wu and
Sitter 2001; Sitter and Wu 2002; Chen and Wu 2002; Wu 2003) and calibration using em-
pirical likelihood (Chen and Qin 1993; Chen and Sitter 1999). The original calibration idea
is to modify the known basic design weights in survey sampling, so that the weighted av-
erage of the auxiliary variables based on the sampled subjects equals to the corresponding
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known population totals, which usually come from various sources such as census data.
Recently, there have been substantial amount of developments using calibration tech-
niques in non-survey contexts. In missing data analysis, calibration estimators have become
an attractive alternative to the widely adopted inverse probability weighted (IPW) estima-
tors (Horvitz and Thompson 1952) and augmented inverse probability weighted (AIPW)
estimators (Robins et al. 1994, 1995). The goal is to use calibration, alongwith empirical
likelihood (Owen 1988, 2001; Qin and Lawless 1994), to achieve desirable properties of the
resulting estimator. One of the major reasons is to adjust the bias due to missingness and
to improve estimation robustness against possible model misspecification. One of the re-
cent advancements is due to the multiple robustness (Han and Wang 2013; Chan and Yam
2014; Han 2014a,b, 2016a, 2018a; Chen and Haziza 2017, 2019; Duan and Yin 2017). Intro-
duced by Han and Wang (2013), multiple robustness has made a significant improvement
over the well-known double robustness of the AIPW estimators in missing data literature,
where multiple working models for the missingness probability and the data distribution
can be properly accommodated. Consistency of the resulting estimator only requires one
of these multiple working models to be correctly specified and hence it provides a multiple
protection against model misspecification. Another reason of using calibration is for the
sake of efficiency. While the AIPW estimator achieves the semiparametric efficiency bound
when both missingness model and outcome regression model are correctly specified, the
calibration estimator can enjoy several other plausible features including local efficiency,
intrinsic efficiency, improved efficiency and sample boundedness simultaneously (Tan 2006,
2007, 2008, 2010; Han 2018b).
In addition to survey sampling and missing data analysis, calibration techniques have
also made great contributions to causal inference. When randomization is infeasible in
practice, how to adjust covariate imbalance for the subsequent estimation of the treatment
effect has become one of the fundamental goals in causal inference. Recently, a method
called entropy balancing (Hainmueller 2012) provides a plausible alternative to achieve
covariate balance. It is essentially a calibration approach by matching functions of the
covariate between the two intervention groups. Some of the methods using calibration in
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causal inference may not particularly aim to achieve the exact finite sample balance, but
it is automatically achieved by construction through the calibration constraints.
Despite the rich literature of calibration methods among these different areas, re-
searchers in each particular area may not realize the conceptual similarities and connections
among one another. Most of the calibration methods can be viewed as a constrained op-
timization problem, either minimizing a distance/discrepancy measure or maximizing the
empirical likelihood function subject to certain constraints. This Chapter aims to present
a brief review of the constructing calibration estimators in missing data and causal infer-
ence. We will mainly focus on the desirable properties of the resulting estimator one can
entertain by using calibration methods. To simplify the illustration, the quantity of inter-
est will mainly focus on estimation of the population means of certain response variables
which are subject to missingness.
2.1 Calibration in Missing Data
Inspired by the calibration idea in survey sampling literature, calibration methods have
been drawn much research attention in missing data analysis. In this section, we shall
demonstrate some of the desirable properties one can entertain by incorporating calibration
methods with empirical likelihood. Assume a univariate response variable Y is subject to
missingness. Let R denote the missingness indicator such that R = 1 if Y is observed,
otherwise R = 0. With the fully-observed auxiliary variables X, the observed data are
(Ri, RiYi,X i), i = 1, . . . , n. One of the mostly adopted assumptions in literature is the
missing at random (MAR) mechanism (Little and Rubin 2002) where the missingness
probability is assumed to only depend on the fully-observed auxiliary variables X, that is,
P(R = 1 | Y,X) = P(R = 1 |X) ≡ pi(X). (2.1)
For simple illustrative purposes, we assume the parameter of interest is the population
mean µ0 = E(Y ) for now.
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One popular approach is to assume a working model a(X;γ) for the outcome regression
E(Y |X) characterized by the unknown parameter γ which can be consistently estimated
based on the observed data since E(Y | X) = E(Y | X, R = 1) under (2.1). Then the
sample mean of all the fitted values can be naturally used as a consistent estimator for µ0.
On the other hand, inspired by the Horvitz-Thompson estimator (Horvitz and Thompson
1952), one can assume a working model pi(X;α) for the missingness probability (2.1) to
construct the inverse probability weighted (IPW) estimator
µˆIPW =
1
n
n∑
i=1
RiYi
pi(Xi; αˆ)
where αˆ is a consistent estimator of α, usually taken as the maximum likelihood estimator
of the binomial likelihood
n∏
i=1
{pi(Xi;α)}Ri{1− pi(Xi;α)}1−Ri . (2.2)
A milestone development is due to the augmented inverse probability weighted (AIPW)
estimators (Robins et al. 1994, 1995; Scharfstein et al. 1999), which combines these two
working models,
µˆAIPW =
1
n
n∑
i=1
{
RiYi
pi(Xi; αˆ)
−
(
Ri
pi(Xi; αˆ)
− 1
)
a(Xi; γˆ)
}
.
One of the major properties the AIPW estimator µˆAIPW enjoys is the double robustness.
Consistency of the estimator only requires the correct specification of either the missing-
ness probability model pi(X;α) or the outcome regression model a(X;γ). Thus the AIPW
estimator provides double protection against model misspecification. The AIPW estimator
is also more efficient than the IPW estimator if both models are correctly specified, where
it attains the semiparametric efficiency bound. A comprehensive coverage of the doubly
robust estimators can be referred to Bang and Robins (2005); Kang and Schafer (2007),
among others. However, with only one model for each unknown quantity, there is not
enough protection on consistency if neither of the models is correctly specified. Addition-
ally, both IPW and AIPW estimators are well-known to be sensitive to near-zero estimated
values of the missingness probability.
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Calibration methods have inspired a tremendous amount of research recently to over-
come these drawbacks alongwith the empirical likelihood theory. The desired calibration
estimator is of the form µˆCAL =
∑
i:Ri=1
wˆiYi where wˆi, {i : Ri = 1} are the calibration
weights imposed on the complete cases that maximize the empirical likelihood function∏
i:Ri=1
wi (2.3)
subject to the constraints
wi ≥ 0,
∑
i:Ri=1
wi = 1,
∑
i:Ri=1
wiX i =
1
n
n∑
i=1
X i. (2.4)
The third set of constraints in (2.4) serves a similar role to the benchmark constraints in
survey sampling, by equalizing the weighted average of the complete cases to their sample
averages. The model-calibration approach in Wu and Sitter (2001) can also be applied with
the third set of constraints in (2.4) replaced by
∑
i:Ri=1
wia(Xi; γˆ) = n
−1∑n
i=1 a(Xi; γˆ).
And in general, one can construct the calibration constraints based on the auxiliary in-
formation of the form
∑
i:Ri=1
wih(X i; θˆ) = n
−1∑n
i=1 h(X i; θˆ) where h(X;θ) are user-
specified functions of the auxiliary variables X, possibly depending on some parameters θ
estimated by θˆ.
Following this idea, Qin and Zhang (2007) proposed h(X;θ) = {pi(X;α), a(X;γ)}T
as the calibration constraints in (2.4). Their proposed estimator enjoys the same dou-
ble robustness as the AIPW estimator in Robins et al. (1994) and it is asymptotically
as efficient as the AIPW estimator if both models are correctly specified. They further
considered the arbitrary choice of h(X;θ) as long as the true outcome regression is a lin-
ear combination of the components of h(X;θ), which gives a consistent estimator while
the AIPW estimator is not using the same linear combination as the augmentation terms.
Thus the empirical likelihood-based calibration estimator enjoys more robustness than the
AIPW estimator. Numerical evidences show that the EL-based estimator also does not
suffer from the near-zero estimated propensity scores, which is a significant improvement
over the IPW and AIPW estimators.
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In recent years, one particular development using the calibration idea of Qin and Zhang
(2007), is to improve the double robustness and develop the multiply robust estimators
(Han and Wang 2013; Chan and Yam 2014; Han 2014a,b, 2016a, 2018a; Chen and Haziza
2017, 2019). Multiple working models P = {pij(X;αj), j = 1, . . . , J} for the missingness
probability pi(X) and multiple working models A = {ak(X;γk), k = 1, . . . , K} for the
outcome regression E(Y |X) can be properly accommodated as h(X;θ) rather than just
one single model pi(X;α) and a(X;γ) for each respectively. Specifically, by taking
h(X;θ) = {pi1(X;α1), . . . , piJ(X;αJ), a1(X;γ1), . . . , aK(X;γK)}T
(Han and Wang 2013), one can construct the calibration weights wˆi, {i : Ri = 1} through
maximizing the empirical likelihood function (2.3) subject to the following constraints
wi ≥ 0,
∑
i:Ri=1
wi = 1,
∑
i:Ri=1
wipi
j(X i; αˆ
j) = n−1
n∑
i=1
pij(X i; αˆ
j), j = 1, . . . , J,
∑
i:Ri=1
wia
k(Xi; γˆ
k) = n−1
n∑
i=1
ak(Xi; γˆ
k), k = 1, . . . , K.
(2.5)
Corresponding estimators αˆj can be obtained by maximizing (2.2) with pi(X;α) replaced
by pij(X;αj) and γˆk is the estimated regression coefficients based on the complete cases of
the working model ak(X;γk). These constraints based on the working models pij(X;αj)
and ak(X;γk) in (2.5) seem to be a direct application of the previous model calibration
idea in survey sampling, by matching the estimated missingness probabilities and outcome
regressions to their sample averages. However, the legitimacy of constructing such con-
straints is justified by the following population moment conditions. It is easy to verify that
for any user-specified function h(X;θ) (Han and Wang 2013)
E (w(Y,X) [h(X;θ)− E{h(X;θ)}] | R = 1) = 0,
where w(Y,X) = 1/P(R = 1 | Y,X). Then the constraints in (2.4) are simply the data
version of the above moment equalities.
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The resulting multiply robust estimator µˆMR =
∑
i:Ri=1
wˆiYi has several desirable prop-
erties. It is multiply robust in the sense that consistency of the estimator only requires the
correct specification of one of the multiple working models in P or A. Thus it provides mul-
tiple protection against possible model misspecification and is a significant improvement
over the double robustness of the AIPW estimators. Han and Wang (2013) also showed
that the multiply robust estimator µˆMR attains the semiparametric efficiency bound when
one missingness probability model and one outcome regression model are correctly speci-
fied, without knowing which models are correct in advance. The multiply robust estimator
is also sample bounded by construction, thus population bounded, meaning that µˆMR al-
ways lies within the range of all possible values of Y (Tan 2010). The multiply robust
estimator is also insensitive to near-zero values of the estimated missingness probabilities,
and extreme values of the calibration weights wˆi are unlikely to appear since the empirical
likelihood function (2.3) increases as the weights are more evenly distributed. Thus the
multiply robust estimator is numerically more stable. A more appealing feature is that
even under the complete misspecification of all working models, the multiply robust es-
timator usually leads to reasonable estimates. This might be of great practical interest
since essentially there is no guarantee that at least one of the working models is correctly
specified but the multiply robust estimator will not produce dramatically biased estimation
comparing to the IPW and AIPW estimators.
2.2 Calibration in Causal Inference
In causal inference, a major interest is to assess the effect of a treatment or an intervention.
Randomization is considered as one of the golden standards and thus inference for the
average treatment effect can be made through some classic statistical methods such as the
two-sample t-test, the paired t-test, and the generalized estimating equations. However,
randomization is not always feasible in practice. In many medical studies, participation of
the treatment and control groups entirely depends on the subjects themselves. Thus the
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self-selection process leads to biased samples and without adjusting such selection bias can
lead to invalid results. One typical formulation is to adopt the potential outcome framework
(Rosenbaum and Rubin 1983) and assumes there are no unmeasured confounders so that
the propensity score of treatment assignment entirely depends on the measured confounders
X. To illustrate the idea, consider Y1 and Y0 as the potential outcomes when the subject is
assigned to the treatment or the control group respectively and denote T as the treatment
indicator with T = 1 if the subject chooses treatment and T = 0 if the subject selects
control. The average treatment effect (ATE) of interest is defined as the difference between
the marginal means of the potential outcomes δ = µ1 − µ0 = E(Y1) − E(Y0). We will
estimate µ1 and µ0 separately so that the estimated ATE can be simply taken as the
difference between the two estimated marginal means. One shall not observe Y1 and Y0
for each subject simultaneously that Y1 is only observed for the treatment group and Y0 is
only observed for the control group. The actual observed outcome is Y = TY1 + (1−T )Y0.
Assume the treatment assignment mechanism is strongly ignorable (Rosenbaum and Rubin
1983) such that
P(T = 1 | Y1, Y0,X) = P(T = 1 |X) ≡ pi(X) (2.6)
provided that 0 < pi(X) < 1. Such an assumption can be essentially viewed as equiv-
alent to the missing at random (MAR) assumption (2.1) in missing data context. Thus
the counterfactual missingness of the potential outcomes can be naturally viewed as two
separate missing data problems. Therefore all the aforementioned methods dealing with
missing data problems can be naturally transferred to estimate the marginal means µ1 and
µ0 separately. For example, by adopting a parametric model pi(X;α) for the propensity
score pi(X) and a working model at(X;γt), t = 0, 1 for the outcome regression E(Yt |X),
t = 0, 1 in each intervention group respectively, the previously mentioned calibration meth-
ods using empirical likelihood considered estimating µ1 and µ0 separately by the estimator
µˆ1 =
∑
i:Ti=1
wˆ1iYi and µˆ0 =
∑
i:Ti=0
wˆ0iYi where {wˆ1i : Ti = 1} and {wˆ0i : Ti = 0} are
the calibration weights imposed on the subjects of the treatment and control group re-
spectively, which maximize the empirical likelihood function for each intervention group
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respectively, ∏
i:Ti=t
wti, t = 0, 1, (2.7)
subject to the constraints
wti ≥ 0,
∑
i:Ti=t
wti = 1,
∑
i:Ti=t
wtipi(X i; αˆ) = n
−1
n∑
i=1
pi(X i; αˆ),
∑
i:Ti=t
wtiat(Xi; γˆt) = n
−1
n∑
i=1
at(Xi; γˆt).
(2.8)
Such a formulation is exactly the same as that of Qin and Zhang (2007), and the re-
sulting estimator is doubly robust in the sense that the estimator of ATE is consistent
if either propensity score model pi(X;α) is correctly specified, or at(X;γt) is a correctly
specified model for the outcome regression E(Yt | X), t = 0, 1 in each intervention group
respectively. In addition, µˆt remains consistent if E(Yt | X) can be expressed as a linear
combination of the components of arbitrary user-specified functions ht(X), t = 0, 1 of X
for each intervention group, which the AIPW estimators (Robins et al. 1994) do not enjoy
such a property. And the resulting calibration estimators are also locally efficient in the
sense that it attains the semiparametric efficiency bound if both pi(X;α) and at(X;γt)
are correctly specified.
However, consistent estimation and efficiency improvement of the ATE are not the only
objectives in causal inference. Similar but not quite the same as the missing data literature,
the propensity score of treatment assignment pi(X) plays a crucial role in causal inference.
The seminal paper of Rosenbaum and Rubin (1983) showed that pi(X) is a balancing score
so that the conditional distribution of X given pi(X) remains the same for the treatment
and control groups. Therefore, achieving the balance of the covariate distributions between
the two groups is considered as another one of the fundamental pillars in causal inference.
Various methods based on the propensity score have been proposed to adjust for the
covariate imbalance and subsequently estimate the average treatment effect (ATE). Some
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notable works include propensity score matching (Abadie and Imbens 2006; Rosenbaum
and Rubin 1985; Rosenbaum 1989; Stuart 2010), subclassification (Rosenbaum and Rubin
1984), and weighting (Hirano et al. 2003; Imai and Ratkovic 2014). However, methods using
the propensity score can have several issues. First, the propensity score is usually unknown
in practice. A logistic or Probit regression model is commonly postulated to estimate
the propensity score. But there is no guarantee that this particular working model is
correctly specified and misspecification can cause severe bias for the subsequent estimation.
Second, estimating the propensity score can suffer from the curse of dimensionality when
the covariates are high-dimensional and then resulting matching performance can be poor.
Third, most of the methods based on estimated propensity score can only achieve covariate
balance asymptotically. There is no guarantee of balance under finite sample and thus it
inspires to develop methods that can achieve exact finite sample covariate balance.
The previous calibration method has provided a plausible alternative to achieve exact
finite sample covariate balance by construction. The calibration constraints in (2.8) au-
tomatically match the weighted average of the estimated propensity score pi(X;α), the
outcome regression models at(X;γt), t = 0, 1 based on each intervention group to the
combined sample averages. Hence exact finite sample covariate balance is automatically
achieved among each intervention group and the combined sample, at least for the func-
tions used to construct the calibration constraints. Although constructing such balancing
constraints in (2.8) seems to be intuitive and similar to the previous missing data context,
the validity of the constraints are secured by the population moment conditions similar to
the previous missing data context. It is easy to verify the following moment conditions
hold for any user-specified functions h(X) (Chan et al. 2016),
E
{
Th(X)
pi(X)
}
= E
{
(1− T )h(X)
1− pi(X)
}
= E{h(X)}.
Then again the balancing constraints in (2.8) are simply the data version of the above
population moment conditions by taking h(X) = pi(X;α) and h(X) = at(X;γt) . We can
construct general balancing constraints such that
∑
i:Ti=0
w0ih(X i) =
∑
i:Ri=1
w1ih(X i) =
n−1
∑n
i=1 h(X i) so that the exact finite sample three-way covariate balance is achieved
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naturally by construction, among the treated, the control and the combined group. Such
constraints are also constructed based on the fact that the marginal distribution of the
covariates X should remain the same between the two intervention groups and as well as
the combined sample under the assumption (2.6).
A multiply robust version (Han and Wang 2013; Han 2014b) similar to the previous
missing data problems can also be established. Naik et al. (2017) proposed a multiply
robust (MR) dose-response estimator for causal inference problems involving multivalued
treatments by accommodating multiple working models pij(X;αj), j = 1, . . . , J for the
propensity score pi(X) and multiple working models ak(X, D;βk), k = 1, . . . , K for each
outcome regression model E{Y (dq) | D,X} where Y (dq) is the potential outcome if the
subject is assigned to the q-th treatment arm D = dq, q = 1, . . . , Q. Such an extension is
mathematically trivial by viewing estimating the marginal mean of each potential outcome
as a missing data problem. More complex settings such as pretest-posttest studies in Huang
et al. (2008), which also allows missingness of the potential outcomes, will be studied in our
research (Chapters 4 and 5) so that multiple working models for the propensity score, the
missingness probability and the outcome regression can be accommodated simultaneously,
see also Qin and Zhang (2008); Cheng et al. (2009); Huang et al. (2008); Chan and Yam
(2014); Chan et al. (2016), among others. Exact finite sample covariate balance is achieved
implicitly as well, at least for the functions used to construct the calibration constraints.
Recently, a method called entropy balancing has emerged and brought to much research
attention (Hainmueller 2012). It is essentially a calibration method targeting specifically to
achieve covariate balance in observational studies with binary treatments. They considered
estimating the average treatment effect on the treated (ATT) but eventually the entropy
balancing method directly adjusts the calibration weights on the control subjects to the
sample moments of the treatment subjects so that exact finite sample covariate balance are
automatically achieved by construction, at least for the moments included in the balance
constraints.
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2.3 Concluding Remarks
Calibration methods have been intensively adopted among various disciplines since the sem-
inal paper of Deville and Sa¨rndal (1992). Through this Chapter, we are aiming to bring up
the conceptual similarities and connections of calibration methods in missing data analysis
and causal inference and to describe the desirable properties of the resulting estimator one
can entertain by using calibration methods in each discipline. While estimation consistency
and efficiency are the major reasons to adopt calibration methods, particular properties
such as covariate balancing in causal inference can also be achieved through calibration.
Although there are no general guideline how the calibration constraints should be con-
structed, some commonly choices of the user-specified functions h(X) include moments of
the auxiliary variables and models for the outcome regression. However, too many cali-
bration constraints can result in deterioration of the numerical performance. For simple
illustrative purposes, the main focus in this Chapter is to estimate the population mean
or totals. But extensions to more complex settings such as general estimating equations,
longitudinal data with dropout and quantile regression analysis are available and currently
under further investigation. In the following chapters, we will apply these state-of-the-art
calibration methods to more complex settings concerning both missing data and causal
inference.
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Chapter 3
A Unified Empirical Likelihood
Approach to Testing MCAR and
Subsequent Estimation
There are three widely adopted missingness mechanisms in the missing-data literature
(Little and Rubin 2002): missing completely at random (MCAR) where the missingness
does not depend on either the observed or the missing data, missing at random (MAR)
where the missingness depends on the observed but not the missing data, and missing
not at random (MNAR) where the missingness depends on both the observed and the
missing data. Most existing methods for missing-data analysis are developed under the
MAR mechanism, largely due to the mathematical triviality of MCAR and complexity
of MNAR. However, in cases where the data are indeed MCAR, a simple complete-case
analysis would suffice without turning to other possibly complicated methods. Therefore, a
crucial first step for analysis with missing data is to determine if the missingness mechanism
is MCAR.
The most widely used test for MCAR mechanism was due to Little (1988). Although
it was proposed in the setting of multivariate normal data, the test is asymptotically valid
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regardless of the distribution of the data. The basic idea behind the construction of the
test is that, if the data are MCAR, the subjects with each particular missingness pattern
can be viewed as a random sample from the population, and thus any significant difference
between subjects with different missingness patterns provides evidence against MCAR. For
longitudinal data with dropouts, Diggle (1989) proposed a nonparametric test and Ridout
(1991) considered a parametric alternative by modeling the dropout mechanism. Park
and Davis (1993) extended the idea of Little (1988) to the case of incomplete repeated
categorical data. Chen and Little (1999) applied similar ideas and developed a test for
longitudinal data with intermittent missingness using the generalized estimating equations
(GEE) method (Liang and Zeger 1986). The test is carried out by testing the unbiasedness
of the GEE across different missingness patterns, and thus is not equivalent to testing
MCAR. Besides, this test requires the GEE model to be correctly specified. There have
been some recent extensions of Little (1988)’s idea by comparing the means, the covariance
matrices and/or the distributions across different missingness patterns (Kim and Bentler
2002; Jamshidian and Jalal 2010; Li and Yu 2015).
Despite the importance of determining the missingness mechanism, the ultimate task
of data analysis is usually the subsequent estimation and inference. All the aforementioned
works, however, treat the testing for MCAR as a stand-alone problem without providing
a natural way for subsequent estimation once the MCAR mechanism is rejected. The
subsequent estimation calls for some existing methods that may require an implementation
that is completely different from the testing procedure itself. Our contribution in this
project is to propose a test for MCAR that also takes the subsequent estimation into
account, so that an estimator of the quantity of interest with desirable properties is readily
available once the MCAR is rejected. Our test does not impose any parametric assumptions
on the underlying data distribution.
Our proposed unified procedure for testing and subsequent estimation is based on the
calibration idea used in survey sampling literature (Deville and Sa¨rndal 1992; Wu and
Sitter 2001) combined with the empirical likelihood method (Owen 1988, 2001; Qin and
Lawless 1994). Under the MCAR mechanism, the complete cases are a random sample
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from the population, and thus the calibration weights assigned to the complete cases should
be uniform with some random perturbation. Therefore, a significant deviation of the cali-
bration weights from the uniform weights provides evidence against MCAR. Upon rejecting
MCAR, the calibration weights can be readily used to construct a weighted estimator of
the quantity of interest. Such an estimation approach agrees with the multiply robust
estimation procedure in recent missing-data literature (Han and Wang 2013; Chan and
Yam 2014; Han 2014b, 2016a,b).
For ease of methodology illustration, we take the quantities of interest to be the pop-
ulation means of certain response variables that are subject to missingness whereas some
covariates are fully observed, a commonly encountered scenario in practice, especially in
survey sampling and causal inference. The calibration weights are derived by matching
the weighted average of certain user-specified functions of the covariates based on the com-
plete cases to the unweighted average of those functions based on the whole sample. The
functions may be certain moments of the covariates or regression models of the response
variables on the covariates. Upon rejecting MCAR, the calibration weights lead to esti-
mators that are the weighted average of the observed values of the response variables, and
these estimators are consistent if the missingness of each response variable depends only on
the covariates and the corresponding correct regression model is among the user-specified
functions used for calibration.
3.1 A Review of Some Existing Tests for MCAR
Following the notation in Little (1988), let Yi = (Y1i, . . . , Ypi)
T denote the p-dimensional
data vector we intend to collect from subject i, i = 1, . . . , n, and Ri = (R1i, . . . , Rpi)
T the
vector of missingness indicators for Yi such that Rki = 1 if Yki is observed and Rki = 0
otherwise, k = 1, . . . , p. Under MCAR the probability of observing Yk given the full data
vector Y , P(Rk = 1 | Y ), does not depend on Y . Let pik ≡ P(Rk = 1) denote this
probability and assume that pik > 0 without loss of generality. Let L denote the number
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of distinct missingness patterns in the data set, Ml the set of subjects with pattern l,
l = 1, . . . , L, and ml the number of subjects in Ml. The test statistic proposed by Little
(1988) for testing MCAR is
D2 =
L∑
l=1
ml(Y¯obs,l − µˆobs,l)TΣˆ−1obs,l(Y¯obs,l − µˆobs,l),
where Y¯obs,l is the vector of sample means for the observed variables for pattern l, and µˆobs,l
and Σˆobs,l are the maximum likelihood estimators of the mean vector and the covariance
matrix for the observed variables for pattern l. Under MCAR, Little (1988) showed that
D2 has an χ2-distribution with degree of freedom
∑L
l=1 pl−p for Y following a multivariate
normal distribution, where pl is the number of observed variables in pattern l, and that this
result is asymptotically true for Y following other distributions. Little (1988) also raised
the issue of possible heteroscedasticity of covariance matrices across different missingness
patterns. For normally distributed data, Kim and Bentler (2002) proposed a method to
address this issue by considering a combined test of homogeneity of means and covariance
matrices with the test statistic
G =
L∑
l=1
[
ml(Y¯obs,l − µˆobs,l)TΣˆ−1obs,l(Y¯obs,l − µˆobs,l) +
ml − 1
2
tr
{
(Sobs,l − Σˆobs,l)Σˆ−1obs,l
}2]
,
which asymptotically follows a χ2-distribution with degree of freedom
∑L
l=1 pl(pl + 3)/2−
p(p+3)/2, where Sobs,l is the sample covariance matrix for the observed variables for pattern
l and tr(A) is the trace of a matrix A. Extensions without the normality assumption can
be found in Jamshidian and Jalal (2010) and Li and Yu (2015). Many of the aforementioned
tests rely heavily on iterative estimation procedures such as the EM algorithm, which can
become computationally burdensome especially when the number of missingness patterns
is not small.
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3.2 The Proposed Method
For ease of idea illustration, we first consider the simple scenario where the missingness
only occurs to one variable, denoted by Y , and a vector of auxiliary variables X is fully
observed. Let R denote the missingness indicator such that R = 1 if Y is observed and
R = 0 otherwise. For a random sample of size n, let S = {i : Ri = 1, i = 1, . . . , n} denote
the set of complete cases and n1 =
∑n
i=1Ri the number of complete cases. Under MCAR,
S is a random sample from the population, and thus the sample mean of X based on
the complete cases should be close to the sample mean based on the whole sample since
both are consistent estimators of E(X). In other words, if we assign positive weights wi
to the subjects in S so that
∑
i∈S wiXi = n
−1∑n
j=1Xj and
∑
i∈S wi = 1, then the wi
can be chosen to be close to the uniform weight 1/n1 where the deviation occurs only due
to randomness. Therefore, a measure of the deviation from these wi to 1/n1 provides an
assessment of whether MCAR holds.
In practice, the ultimate goal is usually to estimate E(Y ) regardless of whether Y is
MCAR. The estimation is often carried out by fitting a regression model for E(Y | X)
and then taking the sample mean of the fitted values over the whole sample. It is clear
that the argument in the previous paragraph on using X to form constraints also applies
to regression models viewed as functions of X. Following the formulation of the empirical
likelihood (EL) method (Owen 1988; Qin and Lawless 1994), we consider the weights wˆi
that maximize
∏
i∈S wi subject to the constraints
wi > 0 (i ∈ S),
∑
i∈S
wi = 1,
∑
i∈S
wih(Xi; θˆ) =
1
n
n∑
j=1
h(Xj; θˆ), (3.1)
where h(X;θ) is a d-dimensional vector of user-specified functions of X, possibly de-
pending on some parameter θ that is estimated by θˆ. For example, h(X;θ) may include
different moments of X and/or different regression models for E(Y |X), and in the latter
case θ is the vector of all regression parameters. It turns out that, under MCAR, the
wˆi are the weights we referred to in the previous paragraph that are close to the uniform
weights 1/n1 where the deviation occurs only due to randomness.
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The constraints in (3.1) are constructed based on the intuition that S is a random
sample from the population under MCAR. A natural question then is whether these con-
straints are still compatible, or in other words whether there still exist wi satisfying (3.1),
when Y is not MCAR. The answer is affirmative. It can be easily shown that (Han and
Wang 2013)
E (w(Y,X) [h(X;θ)− E{h(X;θ)}] | R = 1) = 0,
where w(Y,X) = 1/P(R = 1 | Y,X). Then the constraints in (3.1) are simply the data
version of the above moment equality, and thus are compatible even when Y is not MCAR.
It follows from standard EL theory that the wˆi that maximize
∏
i∈S wi subject to (3.1)
are given by
wˆi =
1
n1
1
1 + ρˆTgˆ(Xi; θˆ)
i ∈ S,
where ρˆ is the Lagrange multiplier solving
1
n1
∑
i∈S
gˆ(Xi; θˆ)
1 + ρˆTgˆ(Xi; θˆ)
= 0 (3.2)
and gˆ(Xi; θˆ) = h(Xi; θˆ)− n−1
∑n
j=1 h(Xj; θˆ). From the EL theory again, under MCAR,
we have ρˆ = Op(n
−1/2), which implies that the wˆi are indeed equal to 1/n1 with a higher
order perturbation. Now define
T =
−2∑
i∈S
log(n1wˆi)
1− n1/n , (3.3)
which is a measure of discrepancy between the wˆi and 1/n1. The following result shows
that T can be used to test for MCAR, the proof of which is given in Section 3.6.
Theorem 3.1. Under H0: Y is MCAR, the test statistic T has an asymptotic χ
2-distribution
with d degrees of freedom.
When the MCAR is rejected, the wˆi can be directly used to construct an estimator
µˆ =
∑
i∈S wˆiYi for the quantity of interest µ0 = E(Y ). The following proposition states
the consistency of µˆ.
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Proposition. Under MAR where the missingness of Y only depends on X, the estimator
µˆ is consistent for µ0 if h(X;θ) contains a correctly specified regression model for E(Y |X).
This result is easy to see. Let a(X;β) be a correctly specified model such that
a(X;β0) = E(Y |X) for some β0, then
µˆ =
∑
i∈S
wˆi{Yi − a(Xi; βˆ)}+ 1
n
n∑
j=1
a(Xj; βˆ)
p−→ 1
P(R = 1)
E
[
R{Y − a(X;β0)}
1 + ρT∗g(X;θ∗)
]
+ E{a(X;β0)} = 0 + µ0 = µ0,
where βˆ is a consistent estimator of β0 that can be derived based on a complete-case anal-
ysis because E(Y |X) = E(Y |X, R = 1) due to MAR, g(X;θ) = h(X;θ)− E{h(X;θ)}
and θ∗ and ρ∗ are the probability limits of θˆ and ρˆ, respectively. Therefore, the usage of
the weights wˆi is two-fold: they provide a test for MCAR and an estimator for µ0, and
thus make our proposed method more attractive than existing ones.
Now we consider the case where Y = (Y1, . . . , Yp)
T and each component of Y is subject
to missingness but the auxiliary variables X are still fully observed. Let Sk denote the
set of subjects with Yk observed and nk the number of subjects in Sk, k = 1, . . . , p. To
test if Yk is MCAR, we can directly apply the test statistic given in (3.3) to Yk based on
a dk-dimensional vector of user-specified functions hk(X;θk). Let wˆki, i ∈ Sk, denote the
resulting weights for the subjects in Sk. It follows from Theorem 3.1 that the test statistic
Tk =
−2 ∑
i∈Sk
log(nkwˆki)
1− nk/n
asymptotically follows the χ2-distribution with dk degrees of freedom if Yk is MCAR.
Furthermore, using the Tk, we are able to construct a test statistic to test if Y is MCAR
as shown in the following result, the proof of which is given in Section 3.6.
Theorem 3.2. Under H0: Y is MCAR, the test statistic Tsum =
p∑
k=1
Tk has asymptotically
the same distribution as
∑m
l=1 λlQl, where m = d1 + . . .+ dp and, for l = 1, . . . ,m, the Ql
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are independent χ2-distributed random variables with 1 degree of freedom and the λl are
the eigenvalues of
Σ =

Id1 Σ12 . . . Σ1p
Σ12 Id2
...
...
. . .
Σ1p . . . Idp
 .
Here Idk is the identity matrix with dimension dk and, for k, r = 1, . . . , p and k 6= r,
Σkr = {pikpir(1− pik)(1− pir)}−1/2(pikr − pikpir)
× [E{gk(θk∗)gk(θk∗)T}]−1/2 [E{gk(θk∗)gr(θr∗)T}] [E{gr(θr∗)gr(θr∗)T}]−1/2 ,
pik = P(Rk = 1), pikr = P(Rk = 1, Rr = 1) and gk(θk) ≡ gk(X;θk) = hk(X;θk) −
E{hk(X;θk)}.
The eigenvalues λl are not necessarily distinct (Imhof 1961). In practice, in order to
determine the critical value for the asymptotic distribution of Tsum, Σkr can be consistently
estimated by replacing pikr and pik with nkr/n and nk/n, respectively, where nkr is the
number of subjects with Yk and Yr observed simultaneously, and the expectations can be
estimated by sample averages. When the MCAR is rejected, the weights wˆki used for
testing can then be used to construct an estimator for E(Yk):
∑n
i=1RkiwˆkiYki. Following
the same argument as before, such an estimator is consistent if the missingness of Yk
depends only on X and one component of hk(X;θk) is the correctly specified regression
model for E(Yk |X).
The construction of constraints in (3.1) is flexible in the sense that, in principle, any
user-specified functions of X can be considered. The use of moments of X is standard
in survey sampling literature on the calibration method (Deville and Sa¨rndal 1992; Chen
and Sitter 1999). The use of regression models has become popular in recent literature
on calibration-based missing data analysis (Wu and Sitter 2001; Qin and Zhang 2007;
Qin et al. 2008; Han and Wang 2013; Chan and Yam 2014; Han 2014b, 2016a,b). Our
extensive simulation study shows that, using moments of X tends to lead to more power
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for the proposed test compared to using regression models only. This makes intuitive sense
because (3.1) holds for any functions of X whereas a regression model only represents a
particular function. On the other hand, including a correctly specified regression model
helps to achieve estimation consistency, as argued before in this section. Therefore, in
practice we would recommend using both moments ofX and regression models to construct
the constraints in (3.1).
The power of the proposed test is also affected by the missingness mechanism of each
Yk. If the missingness mechanism does not depend on X, then the proposed test has no
power detecting deviation from MCAR because the constraints in (3.1) are all functions
of X. In addition, for estimation, the proposed procedure implicitly assumes a regression
model of Y on X. When this assumption is violated, the proposed weighted estimator
will no longer be consistent.
Implementation of the proposed test is straightforward. A crucial step is to calcu-
late ρˆ by solving (3.2). It turns out that this ρˆ can be derived by minimizing F (ρ) ≡
−∑
i∈S
log{1 + ρTgˆ(Xi; θˆ)}, which is a convex minimization problem. See Han (2014b) for
more discussions on the implementation and for a Newton-Raphson-type algorithm.
3.3 Extensions to Intermittent Missingness Patterns
We now consider the most challenging case where every variable in the data set is subject
to missingness and the missingness pattern is intermittent. Without loss of generality, in
this case we drop the notation X and denote the full data vector by Y . We assume that
there exits a subset of subjects in the sample that have Y fully observed and denote this
subset byM1. Let m1 be the number of subjects inM1. Following the notation in Section
3.3, we let Sk denote the set of subjects with Yk observed and nk the number of subjects
in Sk, k = 1, . . . , p. Under MCAR, any subset of subjects taken from the original sample
based only on their missingness patterns form a random sample from the population. In
particular, for any k = 1, . . . , p, the subjects inM1 and those in Sk with Yk observed form
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two random samples, and thus the sample mean of Yk based onM1 should be close to the
sample mean based on Sk. Such an intuition provides a way to construct constraints on a
set of weights for the subjects in M1, where these weights should be close to the uniform
weights under MCAR.
More formally, let wi be the weights on the subjects in M1. We consider the wˆi that
maximize
∏
i∈M1 wi subject to the following constraints on wi:
wi > 0,
∑
i∈M1
wi = 1,
∑
i∈M1
wiYki = Y¯k for k ∈ K, (3.4)
where Y¯k = n
−1
k
∑
i∈Sk Yki and K = {k∗ : 1 ≤ k∗ ≤ p and nk∗ > m1}. Suppose that
K = {k1, . . . , kd} with d ≤ p. We then have
wˆi =
1
m1
1
1 + ρˆTgˆi
, i ∈M1,
where ρˆ solves
1
m1
∑
i∈M1
gˆi
1 + ρˆTgˆi
= 0 (3.5)
and gˆi = (Yk1i − Y¯k1 , . . . , Ykdi − Y¯kd)T. A large deviation from the wˆi to 1/m1 will provide
evidence against MCAR. More specifically, we define the test statistic as
TINT = −2
∑
i∈M1
log (m1wˆi) ,
where the subscript “INT” denotes intermittent missingness patterns. The following result
gives the asymptotic distribution of TINT and can be used to test if Y is MCAR. The proof
is given in Section 3.6.
Theorem 3.3. Under H0: Y is MCAR, the test statistic TINT has asymptotically the same
distribution as
∑d
l=1 γlQl, where the Ql are independent χ
2-distributed random variables
with 1 degree of freedom and the γl are the eigenvalues of {E(g∗g∗T)}−1V . Here g∗ =
(Yk1 − µk1 , . . . , Ykd − µkd)T, µkr = E(Ykr) for r = 1, . . . , d, V = (vrs)r,s=1,...,d,
vrr =
(
1− pic
pikr
)
E(Ykr − µkr)2,
vrs =
(
1− pic
pikr
− pic
piks
+
picpikskr
pikspikr
)
E{(Ykr − µkr)(Yks − µks)}, r 6= s,
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pic = P(Rc = 1), pikskr = P(Rks = 1, Rkr = 1) and Rc is the indicator indicating if a subject
is in M1
For implementation, the quantities needed in Theorem 3.3 are estimated as follows:
µkr ' n−1kr
∑
i∈Skr Ykri, E(g
∗g∗T) ' m−11
∑
i∈M1 gˆigˆ
T
i , pic ' m1/n, pik ' nk/n, pikskr '
nkskr/n,
E(Ykr − µkr)2 ' n−1kr
∑
i∈Skr
(Ykri − n−1kr
∑
j∈Skr
Ykrj)
2,
E{(Ykr − µkr)(Yks − µks)} ' n−1kskr
∑
i∈Skskr
{(Yksi − n−1ks
∑
j∈Sks
Yksj)(Ykri − n−1kr
∑
j∈Skr
Ykrj)},
where Skskr is the set of subjects with both Yks and Ykr observed and nkskr is the number
of subjects in Skskr .
Unlike (3.1) in Section 3.3 where h(X;θ) can include both moments ofX and regression
models for E(Y |X), for the constraints in (3.4) we only used moments of Y . In principle,
regression models for one component of Y conditional on other components can also be
included in (3.4). However, the implementation becomes impractical due to the complexity
of intermittent missingness patterns. When MCAR is rejected by the test in Theorem 3.3,
estimators constructed using the calibration weights wˆi are not consistent in general. For
example, E(Yk) may be estimated by
∑
i∈M1 wˆiYki, which is simply Y¯k = n
−1
k
∑
i∈Sk Yki
from (3.4) and is not a consistent estimator of E(Yk) unless the missingness of Yk does
not depend on any other components of Y . In this case, similar to all existing methods,
some specific model assumptions on both the missingness mechanism and/or the data
distribution are needed to obtain consistent estimators for the quantities of interest.
3.4 Simulation Studies
3.4.1 Simulation Study 1
For the scenario considered in Section 3.3, we use a simulation setup mimicing the one in
Chen and Little (1999) to study the type I error of the proposed test under MCAR and
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the power under different missingness mechanisms. Three covariates are independently
generated as X1 ∼ Uniform(−1, 1), X2 ∼ N(0, 1) and X3 ∼ Bernoulli(0.5). Given the
covariates, Y˜1 and Y˜2 are independently generated from N(X1 + 2X2 + 3X3, 1). The two
response variables are then generated as Y1 = Y˜1 and Y2 = UY˜1 + (1 − U)Y˜2 where U ∼
Bernoulli{(1 +X1)/2}.
We follow steps similar to those in Chen and Little (1999) to create missing values.
First, each subject is classified into one of two sets with probabilities ps and 1 − ps, re-
spectively. Then, in the first set, Y2 is fully observed while Y1 is missing with probability
ps1; in the second set, Y1 is fully observed while Y2 is missing with probability p
s
2. The
dependence of ps, ps1 and p
s
2 on X and/or Y determines the missingness mechanism. Table
3.1 gives a list of some specific combinations of (ps, ps1, p
s
2) we use in the simulation study,
where the parameters α1 and α2 take different values corresponding to different degrees
of departure from MCAR (α1 = 0 and α2 = 0). The missingness mechanism that each
specific combination corresponds to is also given. To distinguish different combinations
and make them easier to be referred to in Tables 3.2, 3.3, 3.4, 3.5, 3.6 and 3.7, each specific
combination, except the one corresponding to MCAR, is assigned a code in the form of
“letter-number”, where “a” and “b” correspond to ps = 0.5 and ps = (1 + X1)/2 and
“1”, “2” and “3” correspond to MAR with missingness depending only on X, MAR with
missingness depending on the observed response and MNAR, respectively.
Since the correct regression models for E(Y1|X) and E(Y2|X) are linear models with
regressors X1, X2 and X3, including both the first moment ofX and those linear regression
models in h(X;θ) results in collinearity. Therefore, we simply take h(X;θ) = X. We
compare the proposed test with the ones in Little (1988) and Chen and Little (1999).
Simulation results are summarized based on 1000 replications with sample size n = 100
and 200 for each replication, and the significance level is set at 5%.
Tables 3.2 and 3.3 contain results on the type I error under MCAR and the power under
different missingness mechanisms. The overall performance of the proposed test is quite
close to that of Little (1988), and both are better than the test of Chen and Little (1999).
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As pointed out by Chen and Little (1999), their test actually tests the unbiasedness of a
set of generalized estimating equations rather than the MCAR mechanism, and thus the
performance depends on the specific form of the estimating equations and does not always
agree with the theoretical behaviour of a test for MCAR.
Tables 3.4, 3.5, 3.6 and 3.7 show the performance of the weighted estimators of E(Y1)
and E(Y2) based on the calibration weights that were used to construct the test statistic,
with sample size n = 100 and 200, respectively. Under MCAR, both the proposed estimator
µˆk and the complete-case average estimator µˆkcc have negligible bias, k = 1, 2. We also
observed that the estimators µˆk have better efficiency than the complete-case estimators
µˆkcc, k = 1, 2. One possible explanation is that by matching the weighted average of the
auxiliary variables X based on the complete cases to the sample average of X based on
the entire sample, it is equivalent to modelling the outcome regression E(Yk|X), k = 1, 2.
Therefore the dependence of Yk on X are somehow captured by the calibration constraints,
hence the calibration estimators bring in information of X from the entire sample. This
is in the same spirit of the calibration approach in Chen and Qin (1993); Wu and Sitter
(2001); Wu and Luan (2003) so that the larger the correlation between Yk and X is, the
more efficiency the calibration estimator gains. Therefore, we do recommend using the
calibration estimator even if you fail to reject the null hypothesis of MCAR.
The estimator µˆkcc loses consistency when the missingness mechanism is no longer
MCAR, demonstrated by its non-negligible relative bias in those cases. On the contrary,
the proposed estimator µˆk is still consistent in cases a-1 and b-1 where the missingness
depends only on the fully observed covariates. Surprisingly, for the other cases a-2, a-3, b-2
and b-3, although µˆk is theoretically not consistent, its relative bias is very small compared
to that of µˆkcc. This observation that calibration-based estimators have relatively small
bias even if their theoretical consistency cannot be formally shown has also been noted in
Han (2014b, 2016a) and demonstrates the superiority of these estimators.
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3.4.2 Simulation Study 2
For the scenario of intermittent missingness considered in Section 3.4, we use a simulation
setup similar to that in Little (1988). Random variables Y˜1, Y˜2, Y˜3 and Y˜4 are generated as
Y˜1 = Z1
√
1/q,
Y˜2 = Z1
√
0.9/q + Z2
√
0.1/q,
Y˜3 = Z1
√
0.2/q + Z2
√
0.1/q + Z3
√
0.7/q,
Y˜4 = −Z1
√
0.6/q + Z2
√
0.25/q + Z3
√
0.1/q + Z4
√
0.05/q,
where (Z1, Z2, Z3, Z4)
T ∼ N(0, I). Three different distributions for the final responses
Y1, Y2, Y3 and Y4 are considered: multivariate normal distribution by setting q = 1 and
Y = Y˜ , lognormal distribution by setting q = 1 and Y = exp(Y˜ ), and multivariate t-
distribution with 3 degrees of freedom by setting q ∼ χ2(3) and Y = Y˜ . The missingness
mechanism is set to be MCAR with 70% of the subjects being complete cases, i.e., with the
pattern (1, 1, 1, 1) for R = (R1, R2, R3, R4), and 5% for each of the six patterns (1, 1, 1, 0),
(1, 1, 0, 0), (1, 1, 0, 1), (1, 0, 0, 1), (1, 0, 1, 1) and (1, 0, 1, 0). Therefore, Y1 is always observed
but each of Y2, Y3 and Y4 is observed only in four different patterns.
For this simulation setup, let wi be the weights on the subjects inM1, i.e., the subjects
with pattern (1, 1, 1, 1). The calibration constraints in (3.4) now become
wi > 0,
∑
i∈M1
wi = 1,
∑
i∈M1
wiY1i =
1
n
n∑
j=1
Y1j,
∑
i∈M1
wiY2i =
1
0.85n
∑
j∈S2
Y2j,
∑
i∈M1
wiY3i =
1
0.85n
∑
j∈S3
Y3j,
∑
i∈M1
wiY4i =
1
0.85n
∑
j∈S4
Y4j.
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Table 3.8 contains simulation results on type I error summarized based on 1000 repli-
cations, with the test of Little (1988) included as a comparison. While the comparison is
inconclusive with n = 100, it seems to become clear as n increases to 200, 500 and 800.
Under the latter three sample sizes, when the data are normally distributed, both tests
have type I error close to the nominal level. When the data distribution is skewed as in
the lognormal case, Little (1988)’s test tends to have type I error larger than the nominal
level when the sample size is not large enough, whereas the proposed test has type I error
closer to the nominal level. For the t-distribution case, the proposed test also has type
I error closer to the nominal level. The better overall performance of the proposed test
is partially due to the nature of the empirical likelihood method that it does not require
assumptions of a specific data distribution. Similar to Little (1988), power analysis is not
included here.
3.5 Data Application
As an application of the proposed method, we consider data collected from 2002 New
York City Social Indicators Survey. This survey was conducted by School of Social Work
at Columbia University to study the household demographics of a representative sam-
ple from New York City. Detailed information can be found in the Social Indicators
Survey Codebook, downloadable from http://www.stat.columbia.edu/~gelman/arm/
examples/sis/, along with the data set.
We focus on subjects who worked in 2001, with either a regular or an odd job. Our
main interest is to estimate the population mean of annual income (N09 d) and total assets
(not including home) (N33 ). Three auxiliary variables are considered: age (age) with a
range from 18 to 80, number of months worked altogether in 2001 with a range from 1 to
12 (N05 ), and number of hours worked per week with a range from 1 to 97 (N06 ). Our
analysis is based on n = 1049 subjects for whom these auxiliary variables are available.
For the two variables of interest, N09 d and N33, values “do not know” and “refused” are
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also treated as missing data in our analysis. In total, there are 378 (36%) subjects with
N09 d missing and 479 (46%) subjects with N33 missing.
We use the first moment of the auxiliary variables to construct the calibration con-
straints, and this is equivalent to fitting a linear regression of the responses on the auxil-
iary variables with main effects. For estimation, in addition to our proposed calibration-
based estimator (CAL), we also calculate the inverse probability weighted (IPW) estimator
(Horvitz and Thompson 1952), the augmented IPW (AIPW) estimator (Robins et al. 1994)
and the average of the complete cases (CC). For the IPW and AIPW estimators, the miss-
ingness probability is modeled by a logistic regression, and for the AIPW estimator, the
response is modeled by a linear regression, both including main effects of the three auxil-
iary variables. Standard errors for all estimators are calculated based on 1000 bootstrap
samples.
Table 3.9 contains results of our analysis. For testing MCAR, both the individual
tests and the overall test are conducted, together with Little (1988)’s test. All these tests
reject MCAR. For estimation, the estimated values and standard errors of our proposed
estimator are very close to those of the IPW and AIPW estimators. The complete-case
analysis produces quite different results, indicating its bias in estimation. Our proposed
estimator is calculated based on the same weights that were used for testing MCAR. If one
were to use existing methods, however, one would need to apply Little (1988)’s test first
and then calculate the IPW/AIPW estimator, with completely different implementations
for testing and for estimation.
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Table 3.1: The combinations of (ps, ps1, p
s
2) used in Simulation Study 1
ps ps1 p
s
2 Mechanism code
0.5 {1 + exp(0.5)}−1 {1 + exp(0.5)}−1 MCAR
0.5 {1 + exp(0.5− α1/2 + α1X2)}−1 {1 + exp(0.5− α2/2 + α2X2)}−1 MAR a-1
0.5 {1 + exp(0.5− α1/2 + α1Y2)}−1 {1 + exp(0.5− α2/2 + α2Y1)}−1 MAR a-2
0.5 {1 + exp(0.5− α1/2 + α1Y1)}−1 {1 + exp(0.5− α2/2 + α2Y2)}−1 MNAR a-3
(1 +X1)/2 {1 + exp(0.5− α1/2 + α1X2)}−1 {1 + exp(0.5− α2/2 + α2X2)}−1 MAR b-1
(1 +X1)/2 {1 + exp(0.5− α1/2 + α1Y2)}−1 {1 + exp(0.5− α2/2 + α2Y1)}−1 MAR b-2
(1 +X1)/2 {1 + exp(0.5− α1/2 + α1Y1)}−1 {1 + exp(0.5− α2/2 + α2Y2)}−1 MNAR b-3
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Table 3.2: Results on Type I error under MCAR and power under different
missingness mechanisms for Simulation Study 1 based on n = 100 and 1000
replications. The significance level is set to be 5%. The numbers are
percentages.
Little C&L Tsum Little C&L Tsum
α1 α2 (a) p
s = 0.5 (b) ps = (1 +X1)/2
MCAR
0 0 4.3 30 5.7 − − −
a-1 MAR b-1 MAR
0.3 -0.3 6.7 31.6 13.9 78.9 33.9 90.6
0.6 -0.3 15.8 29.6 25 86.8 31.7 95.1
0.3 0.3 11.6 28.8 12.5 84.1 29.3 92.9
0.6 0.3 25.5 26.7 23.6 91.5 27.3 96.9
a-2 MAR b-2 MAR
0.3 -0.3 45.2 39.1 55.7 98.7 38.5 99.5
0.6 -0.3 79.2 44.5 83 99.8 44.8 99.9
0.3 0.3 67.8 44.3 58.6 96.9 45.9 97.3
0.6 0.3 93.8 49.3 89.8 99.8 50.7 99.8
a-3 MNAR b-3 MNAR
0.3 -0.3 39.1 35.2 55.8 98.7 35 99.4
0.6 -0.3 72.2 39 85.1 99.4 35.7 99.7
0.3 0.3 63.1 40.5 59.8 96.4 44 97.7
0.6 0.3 91.7 44.2 89.3 99.7 44.6 99.5
Little: the test in Little (1988). C&L: the test in Chen and Little (1999). Tsum: our proposed test.
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Table 3.3: Results on Type I error under MCAR and power under different
missingness mechanisms for Simulation Study 1 based on n = 200 and 1000
replications. The significance level is set to be 5%. The numbers are
percentages.
Little C&L Tsum Little C&L Tsum
α1 α2 (a) p
s = 0.5 (b) ps = (1 +X1)/2
MCAR
0 0 3.7 18.3 4.1 − − −
a-1 MAR b-1 MAR
0.3 -0.3 15.6 16.6 23.2 99 18.6 99.8
0.6 -0.3 35.1 17.8 47.5 99.7 18.3 99.8
0.3 0.3 23.3 15.5 20.1 99.6 16.1 99.8
0.6 0.3 57.1 16.3 49.9 99.9 17.6 99.9
a-2 MAR b-2 MAR
0.3 -0.3 82.1 27.4 86.3 100 27.8 100
0.6 -0.3 99.1 32.6 99.2 100 40 100
0.3 0.3 97.1 33.4 93.6 100 30.7 99.9
0.6 0.3 100 41.2 99.9 100 40.3 100
a-3 MNAR b-3 MNAR
0.3 -0.3 77.6 21.9 87.1 100 21.6 100
0.6 -0.3 97.7 25.9 98.6 100 24.7 100
0.3 0.3 95.7 25.7 93.6 100 25.5 100
0.6 0.3 99.9 30.6 99.9 100 27.2 100
Little: the test in Little (1988). C&L: the test in Chen and Little (1999). Tsum: our proposed test.
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Table 3.4: Results on estimation of E(Y1) = E(Y2) = 1.5 using the
calibration weights for Simulation Study 1 based on n = 100 and 1000
replications. The numbers have been multiplied by 100.
Estimation of E(Y1) Estimation of E(Y2)
µˆ1 µˆ1cc µˆ2 µˆ2cc
α1 α2 rBias RMSE rBias RMSE rBias RMSE rBias RMSE
MCAR
0 0 -1 28 0 31 0 28 0 31
a-1 MAR
0.3 -0.3 -1 28 5 32 0 28 -6 31
0.6 -0.3 -1 28 12 36 0 28 -6 31
0.3 0.3 -1 28 5 32 0 28 6 33
0.6 0.3 -1 28 12 36 0 28 6 33
a-2 MAR
0.3 -0.3 1 28 16 38 -2 28 -20 43
0.6 -0.3 1 28 25 48 -2 28 -20 43
0.3 0.3 1 28 16 38 1 28 16 38
0.6 0.3 1 28 25 48 1 28 16 39
a-3 MNAR
0.3 -0.3 2 28 18 40 -3 29 -22 45
0.6 -0.3 3 28 27 50 -3 29 -22 45
0.3 0.3 2 28 18 40 2 28 17 40
0.6 0.3 3 28 27 50 2 28 17 40
µˆk and µˆkcc: estimators of E(Yk) based on our proposed procedure and based on complete-case
analysis, respectively, k = 1, 2. rBias: relative bias 1000−1
∑1000
b=1 {µˆkb − E(Yk)}/E(Yk), where µˆkb is
the estimate of E(Yk) from the bth replication. RMSE: root mean square error.
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Table 3.5: Results on estimation of E(Y1) = E(Y2) = 1.5 using the
calibration weights for Simulation Study 1 based on n = 100 and 1000
replications. The numbers have been multiplied by 100.
Estimation of E(Y1) Estimation of E(Y2)
µˆ1 µˆ1cc µˆ2 µˆ2cc
α1 α2 rBias RMSE rBias RMSE rBias RMSE rBias RMSE
b-1 MAR
0.3 -0.3 0 28 12 36 0 28 -10 33
0.6 -0.3 -1 28 18 42 0 28 -10 33
0.3 0.3 0 28 12 36 0 28 0 30
0.6 0.3 -1 28 18 42 0 28 0 30
b-2 MAR
0.3 -0.3 1 28 21 44 -3 28 -28 52
0.6 -0.3 1 28 31 54 -3 28 -28 52
0.3 0.3 1 28 21 44 1 28 12 35
0.6 0.3 1 28 31 54 1 28 12 35
b-3 MNAR
0.3 -0.3 2 28 23 45 -4 28 -29 53
0.6 -0.3 4 28 33 58 -4 29 -29 53
0.3 0.3 2 28 23 46 2 28 12 35
0.6 0.3 4 28 33 58 2 28 12 35
µˆk and µˆkcc: estimators of E(Yk) based on our proposed procedure and based on complete-case
analysis, respectively, k = 1, 2. rBias: relative bias 1000−1
∑1000
b=1 {µˆkb − E(Yk)}/E(Yk), where µˆkb is
the estimate of E(Yk) from the bth replication. RMSE: root mean square error.
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Table 3.6: Results on estimation of E(Y1) = E(Y2) = 1.5 using the
calibration weights for Simulation Study 1 based on n = 200 and 1000
replications. The numbers have been multiplied by 100.
Estimation of E(Y1) Estimation of E(Y2)
µˆ1 µˆ1cc µˆ2 µˆ2cc
α1 α2 rBias RMSE rBias RMSE rBias RMSE rBias RMSE
MCAR
0 0 0 19 0 21 0 20 0 21
a-1 MAR
0.3 -0.3 0 19 6 23 0 20 -5 22
0.6 -0.3 0 19 12 28 0 20 -5 22
0.3 0.3 0 19 6 23 0 19 7 23
0.6 0.3 0 19 12 28 0 19 7 23
a-2 MAR
0.3 -0.3 1 19 17 33 -1 20 -20 37
0.6 -0.3 2 19 26 44 -1 20 -20 37
0.3 0.3 1 19 17 33 2 19 17 32
0.6 0.3 2 19 26 44 2 19 17 32
a-3 MNAR
0.3 -0.3 2 19 18 34 -3 20 -21 38
0.6 -0.3 4 20 28 46 -3 20 -21 38
0.3 0.3 2 19 18 34 3 20 18 34
0.6 0.3 4 20 28 46 3 20 18 34
µˆk and µˆkcc: estimators of E(Yk) based on our proposed procedure and based on complete-case
analysis, respectively, k = 1, 2. rBias: relative bias 1000−1
∑1000
b=1 {µˆkb − E(Yk)}/E(Yk), where µˆkb is
the estimate of E(Yk) from the bth replication. RMSE: root mean square error.
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Table 3.7: Results on estimation of E(Y1) = E(Y2) = 1.5 using the
calibration weights for Simulation Study 1 based on n = 200 and 1000
replications. The numbers have been multiplied by 100.
Estimation of E(Y1) Estimation of E(Y2)
µˆ1 µˆ1cc µˆ2 µˆ2cc
α1 α2 rBias RMSE rBias RMSE rBias RMSE rBias RMSE
b-1 MAR
0.3 -0.3 0 19 12 28 0 20 -10 26
0.6 -0.3 0 19 19 35 0 20 -10 26
0.3 0.3 0 19 12 28 0 20 0 22
0.6 0.3 0 19 19 35 0 20 0 22
b-2 MAR
0.3 -0.3 1 19 21 38 -2 20 -27 46
0.6 -0.3 1 19 31 51 -2 20 -27 46
0.3 0.3 1 19 21 38 2 20 12 27
0.6 0.3 1 19 31 51 2 20 12 27
b-3 MNAR
0.3 -0.3 3 20 23 40 -3 20 -28 48
0.6 -0.3 5 20 34 54 -3 20 -28 48
0.3 0.3 3 20 23 40 3 20 13 28
0.6 0.3 5 20 34 54 3 20 13 28
µˆk and µˆkcc: estimators of E(Yk) based on our proposed procedure and based on complete-case
analysis, respectively, k = 1, 2. rBias: relative bias 1000−1
∑1000
b=1 {µˆkb − E(Yk)}/E(Yk), where µˆkb is
the estimate of E(Yk) from the bth replication. RMSE: root mean square error.
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Table 3.8: Results on Type I error under MCAR for Simulation Study 2
based on 1000 replications. The numbers are percentages.
significance level
1% 5% 10% 20%
Distribution n Little TINT Little TINT Little TINT Little TINT
Normal 100 1 3.5 4.6 10.2 10.6 15.4 20.3 25.7
200 0.9 1 5.3 5.9 9.6 10.3 19 20
500 0.7 0.8 5.2 4.4 9.8 9 19.9 19.2
800 0.9 1.2 5 5.8 9.6 10.6 18.3 21.1
Lognormal 100 3.3 1.4 10 5.7 16.3 12.7 25.4 25.2
200 3.6 0.8 9.6 4.3 14.8 9.7 23.4 22.4
500 2.7 0.5 7.5 2.8 14.3 7.9 21.9 19.2
800 2.2 1 5.2 4.5 10.3 10.1 20.2 21.2
t on 3 df 100 2.9 3.2 7.6 7.9 12.1 12.7 21.9 21.7
200 3.1 2 8.3 6.8 12.5 10.9 21.4 19.6
500 2.4 0.8 7.1 3.9 12.6 8.5 22.8 18.6
800 2.2 1.2 7.1 4.7 12.1 10.1 21.4 20.5
Little: the test in Little (1988). TINT: our proposed test.
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Table 3.9: Results of the analysis of the 2002 New York City Social
Indicators Survey (n = 1049). The estimates and standard errors are in
hundreds
Testing MCAR Subsequent Estimation
N09 d N33
Test Value DF p-value Estimator Estimate S.E. Estimate S.E.
TN09 d 49.03 3 <0.0001 CAL 498.90 35.03 1425.63 330.31
TN33 14.69 3 0.0021 CC 521.81 36.80 1358.24 313.12
Tsum 63.72 − <0.0001 IPW 499.00 35.00 1426.61 329.19
Little 87.62 11 <0.0001 AIPW 498.97 35.06 1426.30 330.49
TN09 d and TN33: our proposed individual test for N09 d and N33 respectively. Tsum: our proposed
overall test. Little: the test in Little (1988).
Value: value of corresponding test statistic. DF: degrees of freedom of the asymptotic χ2-distribution.
CAL: our proposed calibration-based estimator. CC: the average of the complete cases. IPW: inverse
probability weighted estimator. AIPW: augmented inverse probability weighted estimator. S.E.:
bootstrap standard error.
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3.6 Proofs of the Theorems
3.6.1 Proof of Theorem 3.1
Let θ∗ denote the probability limit of θˆ and pi0 = P(R = 1). A Taylor expansion of (3.2)
at (ρ = 0,θ∗) yields
0 =
1
n
n∑
i=1
Rigˆ(Xi;θ∗)−
{
1
n
n∑
i=1
Rigˆ(Xi;θ∗)gˆ(Xi;θ∗)T
}
ρˆ
+
[
1
n
n∑
i=1
Ri
{
∂h(Xi;θ∗)
∂θ
− 1
n
n∑
j=1
∂h(Xj;θ∗)
∂θ
}]
(θˆ − θ∗) + op(n−1/2)
=
1
n
n∑
i=1
Rigˆ(Xi;θ∗)− pi0E {g(X;θ∗)g(X;θ∗)T} ρˆ+ op(n−1/2),
where g(X;θ) = h(X;θ)− E{h(X;θ)}. This implies
n1/2ρˆ = [pi0E {g(X;θ∗)g(X;θ∗)T}]−1 n−1/2
n∑
i=1
Rigˆ(Xi;θ∗) + op(1).
On the other hand, simple calculations show that
n−1/2
n∑
i=1
Rigˆ(Xi;θ∗) = n−1/2
n∑
i=1
(Ri − pi0)g(Xi;θ∗) + op(1),
and thus
n1/2ρˆ
d−→ N
(
0,
1− pi0
pi0
[E {g(X;θ∗)g(X;θ∗)T}]−1
)
.
A Taylor expansion of (3.3) at (ρ = 0,θ∗) gives
T = (1− n1
n
)−1
[
2
{
n−1/2
n∑
i=1
Rigˆ(Xi;θ∗)
}T
n1/2ρˆ
−n1/2ρˆT
{
1
n
n∑
i=1
Rigˆ(Xi;θ∗)gˆ(Xi;θ∗)T
}
n1/2ρˆ
]
+ op(1)
= (1− n1
n
)−1n1/2ρˆT
{
1
n
n∑
i=1
Rigˆ(Xi;θ∗)gˆ(Xi;θ∗)T
}
n1/2ρˆ+ op(1)
d−→ χ2d.
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3.6.2 Proof of Theorem 3.2
Some calculations show that Tsum = W
TW + op(1), where
W = n−1/2
n∑
i=1
(W T1i, . . . ,W
T
pi)
T
and
W ki = {pik(1− pik)}−1/2 [E{gk(θk∗)gk(θk∗)T}]−1/2 (Rki − pik)gki(θk∗).
It is easy to check that Var(W k) = Idk and Cov(W k,W r) = Σkr. Therefore we have
W
d−→ N(0,Σ) and thus the desired result follows (Imhof 1961).
3.6.3 Proof of Theorem 3.3
A Taylor expansion of (3.5) at ρ∗ = 0 yields
n1/2ρˆ = {E(Rcg∗g∗T)}−1n−1/2
n∑
i=1
Rcigˆi + op(1).
Some calculations show that
n−1/2
n∑
i=1
Rcigˆi = n
−1/2
n∑
i=1
ϕi + op(1) ≡ n−1/2
n∑
i=1
(ϕk1i, . . . , ϕkdi)
T + op(1),
where ϕkr = (Rc − Rkrpic/pikr)(Ykr − µkr) for r = 1, . . . , d. It is easy to see that E(ϕ) = 0
and Var(ϕ) = picV . Therefore
n1/2ρˆ
d−→ N (0, pi−1c {E(g∗g∗T)}−1V {E(g∗g∗T)}−1) .
A Taylor expansion of TINT at ρ
∗ = 0 gives
TINT = n
1/2ρˆT{E(Rcg∗g∗T)}n1/2ρˆ+ op(1).
The desired result then follows.
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Chapter 4
Multiply Robust Inference on the
Treatment Effect for
Non-randomized Pretest-Posttest
Studies with Missing Data
Pretest-posttest studies are a commonly used research design to evaluate the effect of a
treatment or an intervention. In randomized pretest-posttest studies, subjects are ran-
domly assigned to one of the treatment group or the control group. The outcome of
interest is first measured at the baseline prior to the treatment (pretest) along with certain
auxiliary variables and then again at the end of the study after the treatment (posttest).
The main parameter of interest is the treatment effect defined as the difference between
the two mean responses for the treatment and the control. Inferences on the treatment
effect for randomized pretest-posttest studies can be done by classic statistical methods
such as the two-sample t-test, the paired t-test, analysis of covariance, or the generalized
estimating equations. See, for instance, Brogan and Kutner (1980); Laird (1983); Stanek
(1988); Follmann (1991); Singer and Andrade (1997); Yang and Tsiatis (2001); Bonate
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(2000), among others. By adopting the framework of potential outcomes and treating the
unobservable counterfactual outcomes as missing data, Leon et al. (2003) constructed semi-
parametric estimators of the treatment effect based on the missing data theory of Robins
et al. (1994). Chen et al. (2015, 2016) considered an imputation-based approach under the
same framework.
The posttest outcomes are often subject to missingness. Under the assumption of miss-
ing at random as defined by Rubin (1976), Davidian et al. (2005) studied semiparametric
estimation of the treatment effect and constructed a class of augmented inverse probability
weighted estimators (Robins et al. 1994) by deriving the influence functions for all regular
and asymptotically linear estimators under the setting they considered. The augmented
inverse probability weighted estimator requires working models for both the missingness
probability and the outcome regression. Huang et al. (2008) proposed an empirical likeli-
hood method for randomized pretest-posttest studies with missing data.
The randomization step in pretest-posttest research designs is often not feasible in
practice. In many social studies on the effectiveness of an intervention, it is mandatory
that participants are allowed to choose whether they are part of the control group or the
treatment group. This is also the case for many medical studies on patients involving two
alternative treatments. The self-selection on treatment assignments leads to biased sam-
ples, and statistical inference procedures developed for randomized designs are no longer
suitable for analyzing this type of data. Non-randomization is also a common feature for
many observational studies.
This project presents an empirical likelihood approach to non-randomized pretest-
posttest studies when the posttest outcomes are also subject to missingness. We develop a
unified framework for both testing and estimation of the treatment effect and the inferen-
tial procedures are multiply robust in the sense that multiple working models are allowed
for the propensity score of the treatment assignment, the missingness probability and the
outcome regression, and the validity of the test and the estimation requires only a certain
combination of those multiple working models to be correctly specified. Multiply robust
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inferences were first introduced by Han and Wang (2013) for missing data problems. The
methods have gained considerable interests among researchers due to the added layers of
protection against possible misspecifications of working models. See, for instance, Chan
and Yam (2014); Han (2014b, 2016a); Chen and Haziza (2017), among others. Multiply ro-
bust methods usually lead to smaller biases under complete misspecification of all working
models (Han 2014b, 2016a). Our general framework follows the two-sample empirical like-
lihood formulation with estimating equations (Qin and Lawless 1994; Owen 2001; Huang
et al. 2008; Wu and Yan 2012). However, the use of multiple working models for the
propensity score of treatment assignment, the missingness probability and the outcome
regression makes our proposed approach much more challenging in terms of theoretical
development.
4.1 Notation and Setup
The setup for this project is a generalization of the framework used by Davidian et al. (2005)
and Huang et al. (2008) from randomized trials to non-randomized trials. Let T denote the
treatment indicator with T = 1 if the subject chooses treatment and T = 0 if the subject
selects control. Let Y1 and Y0 denote, respectively, the posttest potential outcomes that
would have been observed had a subject chosen treatment (T = 1) and control (T = 0).
Let Y = TY1 + (1− T )Y0 be the actual observed posttest outcome. Let Z denote a vector
of variables, including the pretest outcome as well as auxiliary variables, collected at the
baseline before the treatment or intervention. After the treatment assignment but prior to
the end of the study, some additional variables X t for T = t, t = 0, 1 are also measured
during the follow-up, including possible intermediate outcome measures. To accommodate
possible missingness on Y , let Rt denote the indicator variable of observing Y for subjects
in group T = t, t = 0, 1, with Rt = 1 if Y is observed and Rt = 0 otherwise. For a
random sample of size n at the baseline, let n1 =
∑n
i=1 Ti and n0 = n−n1 be the numbers
of subjects in the treatment group and in the control group, respectively. In addition,
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let n11 =
∑
i:Ti=1
R1i and n01 =
∑
i:Ti=0
R0i be the numbers of subjects in the treatment
group and in the control group with Y observed, respectively. The data structure and
the notation for all associated variables are shown in Table 4.1, which is similar to Table
1 of Huang et al. (2008), after suitable re-ordering of subjects within each group. The
parameter of interest is the treatment effect defined as δ = E(Y1) − E(Y0). We make
the following standard assumptions on the treatment assignment and the missing data
mechanism.
Assumption 1. (No unmeasured confounders) The treatment assignments are
independent of the final responses and the intermediate measurements given all the baseline
variables, i.e., T ⊥ (Y1, Y0,X1,X0, R1, R0) | Z.
Assumption 2. (Missing at random) The missingness of the final posttest outcome
is independent of the outcome itself given all the baseline and intermediate measurements
and the treatment assignment, i.e., Rt ⊥ Yt | (Z, T = t,X t), t = 0, 1.
Assumption 3. (Positivity) The propensity scores for the treatment assignments
and the missingness probabilities satisfy (i) 0 < P(T = 1 | Z) < 1 and (ii) 0 < P(Rt = 1 |
Z, T = t,X t) < 1, t = 0, 1.
Let pi(Z) = P(T = 1 | Z) be the propensity score of the treatment assignment and
$t(Z,X t) = P(Rt = 1 | Z, T = t,X t) be the non-missingness probability for a subject in
the group with T = t, t = 0, 1. The combination of Assumption 1 and Assumption 3(i) is
referred to as strongly ignorable treatment assignment by Rosenbaum and Rubin (1983).
Assumption 3(ii) implies that there is a positive probability of observing the complete data
for each of the treatment and control groups.
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4.2 Empirical Likelihood Ratio Test for the Treat-
ment Effect
4.2.1 Known propensity scores
We propose empirical likelihood ratio tests for H0 : δ = δ∗ against H1 : δ 6= δ∗, where δ∗ is
a pre-specified value. Testing the existence of a treatment effect then corresponds to the
special case with δ∗ = 0. For ease of presentation and to facilitate asymptotic development,
we first consider the less practical scenario in Section 4.2.1 where the propensity scores pi(Z)
are assumed to be known for all subjects in the sample. The most general scenario with
unknown propensity scores is considered in Section 4.2.2.
(i) Single working model for the missingness probability. Let pi(Z) be a known func-
tion of Z. Suppose that the response probability $t(Z,X t) is correctly modeled by
$t(Z,X t;αt) such that $t(Z,X t;αt∗) = $t(Z,X t) for some αt∗, t = 0, 1. Let αˆt
be the estimator of αt∗ derived by maximizing the likelihood function∏
i:Ti=t
{$ti(αt)}Rti{1−$ti(αt)}1−Rti , (4.1)
where for notational simplicity we used $ti(αt) to denote $t(Zi,X ti;αt). It is easy to
verify that the inverse probability weighted estimator
1
n
∑
i:Ti=1,R1i=1
Y1i
pi(Zi)$1i(αˆ1)
− 1
n
∑
i:Ti=0,R0i=1
Y0i
{1− pi(Zi)}$0i(αˆ0)
is consistent for δ. This motivates the use of constraint (4.4) in the discussions below for
our proposed empirical likelihood method.
Let {wi : Ti = 1, R1i = 1} be a discrete probability measure over the set of subjects
{i : Ti = 1, R1i = 1} with observed posttest outcomes; let {vi : Ti = 0, R0i = 1} be a
discrete probability measure over the set of subjects {i : Ti = 0, R0i = 1}. The empirical
likelihood function for the combined sample is defined as
L(w,v) =
∏
i:Ti=1,R1i=1
wi
∏
i:Ti=0,R0i=1
vi . (4.2)
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Maximizing L(w,v) with respect to wi and vi under the normalization constraints
wi > 0,
∑
i:Ti=1,R1i=1
wi = 1, vi > 0,
∑
i:Ti=0,R0i=1
vi = 1 (4.3)
leads to wˆi = 1/n11 and vˆi = 1/n01. The constraint induced by the parameter of interest,
the treatment effect δ, is constructed as
n11
n
∑
i:Ti=1,R1i=1
wi
Y1i
pi(Zi)$1i(αˆ1)
− n01
n
∑
i:Ti=0,R0i=1
vi
Y0i
{1− pi(Zi)}$0i(αˆ0) = δ∗ (4.4)
for the given δ∗.
The formulation described above follows the general framework of empirical likelihood
with estimating equations (Qin and Lawless 1994) which also takes into account the two-
sample nature of pretest-posttest studies. It provides a powerful platform for incorporating
additional constraints induced by models on the treatment assignment, the missingness
probability and the outcome regression to construct multiply robust test and estimation
procedures.
Let w˜i and v˜i be the maximizer of L(w,v) under both the normalization constraint
(4.3) and the parameter constraint (4.4). The empirical likelihood ratio statistic for testing
H0 : δ = δ∗ is computed as
W (δ∗) ≡ −2
( ∑
i:Ti=1,R1i=1
log
w˜i
wˆi
+
∑
i:Ti=0,R0i=1
log
v˜i
vˆi
)
, (4.5)
where the dependence of W (δ∗) on δ∗ is through the dependence of w˜i and v˜i on δ∗. Let
χ21 denote the chi-square distribution with one degree of freedom. The following result
gives the asymptotic distribution of W (δ∗) under H0. Proof of the theorem and the exact
expression for the positive scaling factor σ1 are provided in Sections 4.5 and 4.6.
Theorem 4.1. Under Assumptions 1–3 with known pi(Z) and correctly specified $t(αt)
for $t(Z,X t), t = 0, 1, the empirical likelihood ratio statistic W (δ∗) has an asymptotic
distribution σ1χ
2
1 under H0 : δ = δ∗.
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A (1−α)-level empirical likelihood ratio confidence interval for δ can be constructed as
{δ : W (δ) 6 σˆ1χ21,(1−α)}, where σˆ1 is the estimated value of σ1 and χ21,(1−α) is the 100(1−α)%
percentile of the chi-square distribution with one degree of freedom. One advantage of the
empirical likelihood ratio confidence interval compared to the Wald confidence interval is
that it is data-driven and range respecting and has better coverage probability for δ with
moderate sample sizes, which are shown in our simulation studies.
The major computational task for calculating W (δ∗) is to maximize (4.2) subject to
(4.3) and (4.4) with the given δ∗. To derive the w˜i and v˜i, we follow Wu and Yan (2012)
and reformulate the constrained maximization problem as to maximize
1
2
∑
i:Ti=1,R1i=1
logwi +
1
2
∑
i:Ti=0,R0i=1
log vi
subject to wi > 0, vi > 0 and
1
2
∑
i:Ti=1,R1i=1
wi +
1
2
∑
i:Ti=0,R0i=1
vi = 1,
1
2
∑
i:Ti=1,R1i=1
wig˜1i +
1
2
∑
i:Ti=0,R0i=1
vig˜0i = 0,
where
g˜1i =
(
1
2
n11
n
Y1i
pi(Zi)$1i(αˆ1)
− δ∗
2
)
, g˜0i = −
(
1
2
n01
n
Y0i
{1−pi(Zi)}$0i(αˆ0) +
δ∗
2
)
.
It can be shown through the standard Lagrange multiplier method that the maximizers
are given by
w˜i =
2
n11 + n01
1
1 + ρ˜Tg˜1i
, {i : Ti = 1, R1i = 1},
v˜i =
2
n11 + n01
1
1 + ρ˜Tg˜0i
, {i : Ti = 0, R0i = 1},
where the Lagrange multiplier ρ˜ satisfies∑
i:Ti=1,R1i=1
(1 + ρ˜Tg˜1i)
−1g˜1i +
∑
i:Ti=0,R0i=1
(1 + ρ˜Tg˜0i)
−1g˜0i = 0.
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The solution ρ˜ can be solved by using the modified Newton-Raphson algorithm in Chen
et al. (2002) or Han (2014b).
(ii) Multiple working models for the missingness probability. We now consider the case
where there are multiple working models for the missingness probability and propose an
empirical likelihood ratio test for H0 that is valid if one of the working models in each of the
treatment and control groups is correctly specified. Let Pt = {$(j)t (α(j)t ), j = 1, . . . , Jt}
be a set of working models for $t(Z,X t) and αˆ
(j)
t be the estimator for α
(j)
t by maximizing
(4.1) with $t(αt) replaced by $
(j)
t (α
(j)
t ), j = 1, . . . , Jt, t = 0, 1. The two sets of working
models are postulated independently with possibly different numbers of models J1 and J0.
It can be verified by following similar arguments in Han and Wang (2013) that for any
h1(Z,X1) and h0(Z,X0), assuming all relevant expectations exist, the following equalities
hold:
E
(
w(Z,X1)[h1(Z,X1)− E{h1(Z,X1)}] | T = 1, R1 = 1
)
= 0,
E (v(Z,X0)[h0(Z,X0)− E{h0(Z,X0)}] | T = 0, R0 = 1) = 0,
(4.6)
where w(Z,X1) = 1/{pi(Z)$1(Z,X1)} and v(Z,X0) = 1/[{1 − pi(Z)}$0(Z,X0)]. It
follows that multiple working models in P1 and P0 can be simultaneously accommodated
by taking h1(Z,X1) to be pi(Z)$
(j)
1 (α
(j)
1 ) and h0(Z,X0) to be {1 − pi(Z)}$(j)0 (α(j)0 ) to
construct an empirical version of (4.6) as constraints for the empirical likelihood inference
as follows, ∑
i:Ti=1,R1i=1
wi
[
pi(Zi)$
(j)
1i (αˆ
(j)
1 )− θˆ(j)1 (αˆ(j)1 )
]
= 0, j = 1, . . . , J1, (4.7)∑
i:Ti=0,R0i=1
vi
[
{1− pi(Zi)}$(j)0i (αˆ(j)0 )− θˆ(j)0 (αˆ(j)0 )
]
= 0, j = 1, . . . , J0, (4.8)
where θˆ
(j)
1 (α
(j)
1 ) = n
−1∑
i:Ti=1
$
(j)
1i (α
(j)
1 ) and θˆ
(j)
0 (α
(j)
0 ) = n
−1∑
i:Ti=0
$
(j)
0i (α
(j)
0 ) are, re-
spectively, consistent estimators for E{pi(Z)$(j)1 (α(j)1 )} and E[{1− pi(Z)}$(j)0 (α(j)0 )].
Under the current setting, the empirical likelihood ratio statistic for the treatment effect
δ is computed as W (δ) specified in (4.5) with wˆi and vˆi maximizing L(w,v) subject to the
normalization constraint (4.3) and the model constraints (4.7) and (4.8), and w˜i and v˜i
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maximizing L(w,v) subject to (4.3), (4.7), (4.8) plus the additional parameter constraint
(4.9) given by ∑
i:Ti=1,R1i=1
wiY1i −
∑
i:Ti=0,R0i=1
viY0i = δ. (4.9)
Note that the parameter constraint (4.9) has a different form as compared to (4.4), due
to the inclusion of model constraints (4.7) and (4.8). The asymptotic distribution of the
empirical likelihood ratio statistic W (δ∗) under H0 : δ = δ∗ is presented in the following
theorem. Proof of the theorem and the exact expression for the positive scaling factor σ2
are provided in Sections 4.5 and 4.6.
Theorem 4.2. Under Assumptions 1–3 with known pi(Z) and also assume that both P1
and P0 contain a correctly specified model, the empirical likelihood ratio statistic W (δ∗)
has an asymptotic distribution σ2χ
2
1 under H0 : δ = δ∗.
The empirical likelihood ratio confidence interval for the treatment effect can be con-
structed similarly to before. Theorem 4.2 states that the proposed test is multiply robust
in the sense that it is valid if one of the working models is correctly specified in each of
P1 and P0. It can be shown that wˆi = 1/{n11(1 + ρˆT1 gˆ1i)} for {i : Ti = 1, R1i = 1} and
vˆi = 1/{n01(1 + ρˆT0 gˆ0i)} for {i : Ti = 0, R0i = 1}, where ρˆ1 and ρˆ0 satisfy, respectively, the
equations ∑
i:Ti=1,R1i=1
gˆ1i
1 + ρˆT1 gˆ1i
= 0,
∑
i:Ti=0,R0i=1
gˆ0i
1 + ρˆT0 gˆ0i
= 0 ,
where
gˆT1i =
(
pi(Zi)$
(1)
1i (αˆ
(1)
1 )− θˆ(1)1 (αˆ(1)1 ), . . . , pi(Zi)$(J1)1i (αˆ(J1)1 )− θˆ(J1)1 (αˆ(J1)1 )
)
,
gˆT0i =
[
{1− pi(Zi)}$(1)0i (αˆ(1)0 )− θˆ(1)0 (αˆ(1)0 ), . . . , {1− pi(Zi)}$(J0)0i (αˆ(J0)0 )− θˆ(J0)0 (αˆ(J0)0 )
]
.
It follows from Han and Wang (2013) that, when both P1 and P0 contain a correctly
specified model, we have wˆi = {npi(Zi)$1(Zi,X1i)}−1{1+Op(n−1/2)} for {i : Ti = 1, R1i =
1} and vˆi = [n{1 − pi(Zi)}$0(Zi,X0i)]−1{1 + Op(n−1/2)} for {i : Ti = 0, R0i = 1}.
Therefore, the estimator computed as
∑
i:Ti=1,R1i=1
wˆiY1i −
∑
i:Ti=0,R0i=1
vˆiY0i is consistent
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for δ, which justifies the use of the constraint (4.9) for defining W (δ) under the current
setting. Following the same arguments as in Wu and Yan (2012), we have
w˜i =
2
n11 + n01
1
1 + ρ˜Tg˜1i
, {i : Ti = 1, R1i = 1},
v˜i =
2
n11 + n01
1
1 + ρ˜Tg˜0i
, {i : Ti = 0, R0i = 1},
where ρ˜ satisfies ∑
i:Ti=1,R1i=1
g˜1i
1 + ρ˜Tg˜1i
+
∑
i:Ti=0,R0i=1
g˜0i
1 + ρ˜Tg˜0i
= 0 ,
and
g˜1i =

1
2
Y1i − δ∗2
gˆ1i
0J0×1
 , g˜0i =

−1
2
−Y0i − δ∗2
0J1×1
gˆ0i
 .
The three Lagrange multipliers ρˆ1, ρˆ0 and ρ˜ can all be calculated using a Newton-Raphson-
type algorithm similar to the one described in Chen et al. (2002) and Han (2014b).
For the special case J1 = J0 = 1, the result presented in Theorem 4.2 does not reduce
to the result given in Theorem 4.1. In other words, the scaling constant σ2 does not reduce
to σ1 when J1 = J0 = 1. The two formulations with a single correctly specified model for
the missing probability for each of the treatment and control groups are not equivalent.
4.2.2 Unknown propensity scores
(i) Single working model for the propensity score. We now consider the more practical
scenario where the propensity score of treatment assignment pi(Z) is unknown. Let pi(Z;γ)
denote a parametric model for pi(Z) with parameter γ and pii(γ) = pi(Zi;γ). Let γˆ be the
estimator of γ derived by maximizing the likelihood function
n∏
i=1
{pii(γ)}Ti{1− pii(γ)}1−Ti . (4.10)
57
With the single correctly specified model pi(Z;γ), the empirical likelihood ratio statistic
W (δ) can be calculated in the same way as in Section 4.2.1 but with pi(Zi) substituted by
pii(γˆ). Depending on whether there is a single model or there are multiple working models
for the missingness probability, we have the following two theorems parallel to Theorems
4.1 and 4.2 presented in Section 4.2.1. The exact expressions for σ3 and σ4 are given in
Section 4.5 but detailed proofs are omitted due to similarities to the proofs of Theorems
4.1 and 4.2.
Theorem 4.3. Under Assumptions 1–3 and also assume that pi(γ) and $t(αt) are correctly
specified models for pi(Z) and $t(Z,X t), respectively, t = 0, 1, the empirical likelihood ratio
statistic W (δ∗) has an asymptotic distribution σ3χ21 under H0 : δ = δ∗.
Theorem 4.4. Under Assumptions 1–3 and also assume that pi(γ) is a correctly specified
model for pi(Z) and both P1 and P0 contain a correctly specified model, the empirical
likelihood ratio statistic W (δ∗) has an asymptotic distribution σ4χ21 under H0 : δ = δ∗.
(ii) Multiple working models for the propensity score. When multiple working models
are considered for the unknown propensity score pi(Z), construction of an empirical likeli-
hood ratio test becomes significantly more challenging since using the estimated propensity
scores from one particular working model will not lead to valid results. The general con-
cept of multiple robustness assumes that one of the multiple working models is correctly
specified but does not require the identification of the correct model.
We propose a two-step strategy to construct the empirical likelihood ratio test on the
treatment effect. The first step accommodates the multiple working models for pi(Z) and
produces weights that are asymptotically valid estimates for pi(Z) when one of the working
models is correctly specified. The second step incorporates multiple working models for
the missingness probability similar to the procedures presented in Section 4.2.1 by using
the weights obtained from the first step.
Let Q = {pi(l)(γ(l)), l = 1, . . . , L} denote a set of working models for pi(Z). An
estimator γˆ(l) for γ(l) can be derived by maximizing (4.10) but with pi(γ) replaced by
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pi(l)(γ(l)). For the first step, we consider empirical likelihood weights pi for subjects in the
treatment group {i : Ti = 1} and qi for the subjects in the control group {i : Ti = 0}. The
estimated weights pˆi and qˆi are obtained by maximizing the empirical likelihood function
L(p, q) =
∏
i:Ti=1
pi
∏
i:Ti=0
qi subject to the constraints
pi > 0,
∑
i:Ti=1
pi = 1, qi > 0,
∑
i:Ti=0
qi = 1,
∑
i:Ti=1
pipi
(l)
i (γˆ
(l)) = n−1
n∑
i=1
pi
(l)
i (γˆ
(l)), l = 1, . . . , L, (4.11)
∑
i:Ti=0
qipi
(l)
i (γˆ
(l)) = n−1
n∑
i=1
pi
(l)
i (γˆ
(l)), l = 1, . . . , L.
The last two sets of constraints in (4.11) are, respectively, the empirical versions of the
theoretical estimating equations
E (p(Z)[h(Z)− E{h(Z)}] | T = 1) = 0,
E (q(Z)[h(Z)− E{h(Z)}] | T = 0) = 0,
with p(Z) = 1/pi(Z), q(Z) = 1/{1− pi(Z)} and h(Z) taken to be pi(l)(γ(l)), l = 1, . . . , L.
The most important consequence from the proposed first step described above is that
if Q contains a correctly specified model for pi(Z), then (npˆi)−1 = pi(Zi){1 + Op(n−1/2)}
for {i : Ti = 1} and (nqˆi)−1 = {1 − pi(Zi)}{1 + Op(n−1/2)} for {i : Ti = 0} as shown in
Han and Wang (2013). This leads to the second step to obtain the final weights wˆi and
vˆi similar to the procedures described in Section 4.2.1 but replacing pi(Zi) for {i : Ti = 1}
and 1 − pi(Zi) for {i : Ti = 0} by (npˆi)−1 and (nqˆi)−1, respectively. More specifically, we
replace the two sets of model constraints (4.7) and (4.8) for the missingness probabilities
by ∑
i:Ti=1,R1i=1
wi
[
(npˆi)
−1$(j)1i (αˆ
(j)
1 )− θˆ(j)1 (αˆ(j)1 )
]
= 0, j = 1, . . . , J1, (4.12)∑
i:Ti=0,R0i=1
vi
[
(nqˆi)
−1$(j)0i (αˆ
(j)
0 )− θˆ(j)0 (αˆ(j)0 )
]
= 0, j = 1, . . . , J0 . (4.13)
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The maximizer w˜i and v˜i required for computing the empirical likelihood ratio statistic
W (δ) can be obtained by maximizing L(w,v) given by (4.2) under the constraints (4.3),
(4.12), (4.13) and (4.9).
It is possible to derive the asymptotic distribution of W (δ∗) under H0 : δ = δ∗ when
each of the three sets of working modelsQ,P1 andP0 contains a correctly specified model
for pi(Z), $1(Z,X1) and $0(Z,X0), respectively. However, the derivation is extremely
tedious and the resulting scaling factor similar to those appeared in Theorems 4.1–4.4 has
a very complex form. We propose to use a bootstrap method, presented in Section 4.2.3
below, to bypass the scaling factor. Simulation results show that the bootstrap method
performs very well for finite samples.
4.2.3 Bootstrap calibrated empirical likelihood test
We present the bootstrap calibrated empirical likelihood test for the general scenario where
there are three sets of multiple working models Q, P1 and P0. Let δˆ be the maximum
likelihood estimator of the treatment effect δ; see Section 4.3 for further details. Let
{(Y1i, Y0i,Zi,X1i,X0i, Ti, R1i, R0i), i = 1, . . . , n} represent the original data set depicted
in Table 4.1, for which the treatment assignment is indicated by values of Ti and the missing
data status is shown by the values of R1i and R0i. The proposed bootstrap procedures are
as follows.
Step 1 : Let Sb be a set of n units selected from {1, . . . , n} by simple random sampling
with replacement. Let {(Y1i, Y0i,Zi,X1i,X0i, Ti, R1i, R0i), i ∈ Sb} be the data set for
the bootstrap sample.
Step 2 : Compute the empirical likelihood ratio statistic W (δ) based on the data set
from the bootstrap sample Sb at δ = δˆ to obtain W
(b)(δˆ).
Step 3 : Repeat Steps 1 and 2 for b = 1, . . . , B, independently, to obtain {W (1)(δˆ), . . .,
W (B)(δˆ)}.
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The value of B is typically chosen as 1000. Let bα be the 100(1−α)% sample quantile of
{W (1)(δˆ), · · · ,W (B)(δˆ)}. The empirical likelihood ratio test or confidence intervals on the
treatment effect can be constructed by using bα. For instance, the (1−α)-level confidence
interval can be constructed as {δ | W (δ) < bα}. The scaling constant for the asymptotic
chi-square distribution is bypassed by the bootstrap method.
4.3 Estimation of the Treatment Effect
In this section we discuss how to incorporate the available auxiliary information on Z, X0
and X1 to obtain more efficient point estimates for the treatment effect δ = E(Y1)−E(Y0)
through outcome regression models. Under the setting of Section 4.2 with multiple working
models for the missingness probability, the maximum empirical likelihood estimator for the
treatment effect is computed as
δˆ =
∑
i:Ti=1,R1i=1
wˆiY1i −
∑
i:Ti=0,R0i=1
vˆiY0i, (4.14)
where wˆi and vˆi are derived by maximizing the empirical likelihood function L(w,v) given
in (4.2) subject to the constraints (4.7) and (4.8) if there is only one working model for the
propensity score pi(Z) or the constraints (4.12) and (4.13) if there are multiple working
models for pi(Z). The estimator δˆ is multiply robust since wˆi = {npi(Zi)$1(Zi,X1i)}−1{1+
Op(n
−1/2)} and vˆi = [n{1−pi(Zi)}$0(Zi,X0i)]−1{1+Op(n−1/2)} when one of the multiple
working models for each of pi(Z), $1(Z,X1) and $0(Z,X0) is correctly specified.
We first consider cases where pi(Z) is either known or modeled by a single working
model pi(γ). Let at(βt) = at(Z,X t;βt) = E(Yt | Z,X t) represent an outcome regression
model for Yt, t = 0, 1. Let At = {a(k)t (β(k)t ) : k = 1, . . . , Kt} be a set of working models
for the outcome regression. We allow working models to be postulated separately for each
of the treatment and control groups, and the numbers of models K1 and K0 could be
different. By Assumption 2, we have E(Yt | Z,X t) = E(Yt | Z,X t, T = t, Rt = 1), which
implies that β
(k)
t can be estimated by fitting the model a
(k)
t (β
(k)
t ) based on the complete
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cases (i.e., Rt = 1) within the group T = t, t = 0, 1. Let βˆ
(k)
t denote the estimator for
β
(k)
t . Our proposed estimator for δ is still computed as δˆ given in (4.14), but the wˆi and
vˆi are now derived by maximizing (4.2) subject to (4.7), (4.8) and the following additional
constraints formed through the outcome regression working models:∑
i:Ti=1,R1i=1
wi
{
a
(k)
1i (βˆ
(k)
1 )− ηˆ(k)1 (βˆ
(k)
1 )
}
= 0, k = 1, . . . , K1,∑
i:Ti=0,R0i=1
vi
{
a
(k)
0i (βˆ
(k)
0 )− ηˆ(k)0 (βˆ
(k)
0 )
}
= 0, k = 1, . . . , K0,
(4.15)
where ηˆ
(k)
1 (β
(k)
1 ) = n
−1∑
i:Ti=1
a
(k)
1i (β
(k)
1 )/pi(Zi) and ηˆ
(k)
0 (β
(k)
0 ) = n
−1∑
i:Ti=0
a
(k)
0i (β
(k)
0 )/{1−
pi(Zi)} are consistent estimators of E{a(k)1 (β(k)1 )} and E{a(k)0 (β(k)0 )}, respectively. The two
additional sets of constraints (4.15) based on outcome regression models are empirical
versions of (4.6) by taking h1(Z,X1) to be a
(k)
1 (β
(k)
1 ) and h0(Z,X0) to be a
(k)
0 (β
(k)
0 ).
When pi(Z) is unknown but is modeled by pi(γ), the pi(Z) in all the constraints is replaced
by pi(γˆ). Consistency and multiple robustness of δˆ are formally summarized in the theorem
below. Proof of the theorem is given in Section 4.6.
Theorem 4.5. Suppose that pi(Z) is either known or correctly modeled by pi(γ). If (i)
P1 contains a correctly specified model for $1(Z,X1) or A1 contains a correctly specified
model for E(Y1 | Z,X1); and (ii) P0 contains a correctly specified model for $0(Z,X0) or
A0 contains a correctly specified model for E(Y0 | Z,X0), then δˆ is a consistent estimator
of δ.
When pi(Z) is unknown and there are multiple working models Q = {pi(l)(γ(l)), l =
1, . . . , L}, the two-step strategy described in Section 4.2.2 can be used to construct the
estimator for δ. Let pˆi and qˆi be derived through (4.11) based on models in Q. Let wˆi
and vˆi be derived by maximizing L(w,v) given in (4.2) subject to (4.12), (4.13) and the
additional constraints (4.15) but with the model-averages in the constraints redefined as
ηˆ
(k)
1 (βˆ
(k)
1 ) =
∑
i:Ti=1
pˆia
(k)
1i (βˆ
(k)
1 ) and ηˆ
(k)
0 (βˆ
(k)
0 ) =
∑
i:Ti=0
qˆia
(k)
0i (βˆ
(k)
0 ). Theorem 4.6 summa-
rizes the properties of δˆ based on the current versions of wˆi and vˆi. Proof of the theorem
is given in Section 4.6.
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Theorem 4.6. If (i) Q contains a correctly specified model for pi(Z); (ii) P1 contains
a correctly specified model for $1(Z,X1) or A1 contains a correctly specified model for
E(Y1 | Z,X1); and (iii) P0 contains a correctly specified model for $0(Z,X0) or A0
contains a correctly specified model for E(Y0 | Z,X0), then δˆ is a consistent estimator of
δ.
One of the practical questions is whether we should consider modeling E(Yt | Z) using
the baseline information Z only. It turns out that under Assumption 2 we cannot fit the
model using complete cases unless E(Yt | Z) = E(Yt | Z, T = t, Rt = 1). This condition is
very difficult to check. One could follow Davidian et al. (2005) and fit the model using an
inverse probability weighted method, which complicates the issue even more. we do not
consider modeling E(Yt | Z) for our proposed method.
Standard error of δˆ is sometimes required for making inference on δ. A practically useful
approach to computing the standard error is the bootstrap method. It can be implemented
easily by taking repeated bootstrap samples similar to Step 1 of the method described in
Section 4.2.3 to obtain bootstrap copies of δˆ, which further leads to the bootstrap standard
error. The reliability of the bootstrap method for standard error calculation for multiply
robust estimators in missing data literature has been well documented (Han 2014b, 2016a).
We will examine its numerical performance under the current setting in Section 4.4.
In addition to the multiple robustness property, the proposed maximum empirical like-
lihood estimator δˆ has other advantages compared to existing ones. The weights wˆi and
vˆi are positive and sum to one, both
∑
i:Ti=1,R1i=1
wˆiY1i and
∑
i:Ti=0,R0i=1
vˆiY0i are convex
combinations of the observed responses. The estimator δˆ always falls into the parameter
space for the treatment effect. The issue with the conventional inverse probability weighted
and the augmented inverse probability weighted estimators when some estimated values of
pi(Z) and/or $t(Z,X t) are close to zero is significantly mitigated under our proposed em-
pirical likelihood approach. Han (2014b) contains more detailed discussion and simulation
results on this particular aspect in missing data analysis.
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4.4 Simulation Study
We conducted simulation studies to evaluate the finite-sample performance of the proposed
empirical likelihood ratio test and the maximum empirical likelihood estimator for the
treatment effect. The simulation sample data were generated as follows. At the baseline,
a pretest measurement was generated as Z ∼ Uniform(−2.5, 2.5), and then the propensity
score of treatment assignment was set to be pi(Z) = {1+exp(1−0.8Z2)}−1, which leads to
approximately 60% and 40% of subjects in the treatment (T = 1) and the control (T = 0)
groups, respectively. For the scenario of no treatment effect (δ = 0), the intermediate
covariate was generated as Xt ∼ N(1 + Z, 1), and the posttest potential outcome was
generated as Yt | Xt ∼ N{at(Xt), 2X2t + 2}, where at(Xt) = 1 + 4X2t , t = 0, 1. For the
scenario of non-zero δ, the intermediate covariate was generated as Xt ∼ N(1 + t + Z, 1),
t = 0, 1, and the posttest potential outcome was generated as Yt | Xt ∼ N{at(Xt), 2X2t +2},
where a1(X1) = 1 + 4X
2
1 , a0(X0) = β00∗ + 2X
2
0 and β00∗ = 1, 5, 9 and 13, which leads to
δ = 20.2, 16.2, 12.2 and 8.2, respectively. For all scenarios, the response probabilities are set
to be $1(Z,X1) = {1+exp(0.6−0.1Z−0.7X1)}−1 and $0(Z,X0) = {1+exp(−0.4+0.1Z−
0.6X0)}−1, resulting in a missingness rate of 29% for the control group in all scenarios, and
49% for treatment group when δ = 0 and 37% for the treatment group when δ 6= 0.
We considered two parametric working models listed below for each of pi(Z), $t(Z,Xt)
and E(Yt | Z,Xt). The first working model in each pair, pi(1)(γ(1)), $(1)t (α(1)t ) and a(1)t (β(1)t ),
is correctly specified:
pi(1)(γ(1)) = {1 + exp(γ(1)0 + γ(1)1 Z2)}−1,
pi(2)(γ(2)) = 1− exp[− exp{γ(2)0 + γ(2)1 Z + γ(2)2 exp(Z)}],
$
(1)
t (α
(1)
t ) = {1 + exp(α(1)t0 + α(1)t1 Z + α(1)t2 Xt)}−1,
$
(2)
t (α
(2)
t ) = 1− exp{− exp(α(2)t0 + α(2)t1 X2t )},
a
(1)
t (β
(1)
t ) = β
(1)
t0 + β
(1)
t1 X
2
t ,
a
(2)
t (β
(2)
t ) = β
(2)
t0 + β
(2)
t1 Xt + β
(2)
t2 exp(Xt).
Results reported in Tables 4.2, 4.3 and 4.4 are based on 1000 repeated simulation samples,
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and for each simulated sample, 1000 bootstrap samples were used to calculate the critical
value of the empirical likelihood ratio test or the standard error of the point estimator.
Tables 4.2 and 4.3 contain results (all numbers are percentages) on the performance of
the empirical likelihood ratio test and the Wald test based on four different combinations of
models for pi(Z) and $t(Z,Xt). The outcome regression models for E(Yt | Z,Xt) were not
used for tests. The nominal value for the type I error probability of the tests is 5% and the
nominal value for the confidence intervals is 95%. The corresponding scenarios for working
models are shown in the brackets. It can be seen that the empirical likelihood ratio test has
type I error probability close to 5% and the empirical likelihood ratio confidence interval has
coverage probability close to 95%, and both have better performance than the methods
based on the Wald statistic. The Wald test has type I error probability significantly
higher than the nominal value, resulting in “false” high power of the test for rejecting
H0: δ = 0 when the true treatment effect δ 6= 0. An interesting observation is that by
adding one incorrectly specified working model $
(2)
t (α
(2)
t ) to the combination {pi(1), $(1)},
it significantly improves the power of the test. However by adding the same incorrectly
specified missingness probability working model to the combination {pi(1), pi(2), $(1)} does
not improve the power. Since there are two types of missingness due to the counterfactual
framework and MAR assumption, the propensity score of treatment assignment may play
a more important role than the missingness probability. Under current development, we
do not have general guidance on which models should be included and the corresponding
numerical performance remains unclear.
Table 4.4 summarizes the simulation results on point estimation for the treatment ef-
fect. We focused on the scenario with the true value δ = 20.2 and sample size n = 400.
We considered four different scenarios for the propensity scores: (I). pi(Z) is known; (II).
pi(Z) is correctly modeled by pi(1)(γ(1)); (III). pi(Z) is incorrectly modeled by pi(2)(γ(2));
and (IV). both models pi(1)(γ(1)) and pi(2)(γ(2)) are used. Our proposed multiply robust
estimator along with the inverse probability weighted estimator and the augmented inverse
probability weighted estimator were included in the simulation. The models used for the
missingness probability and the outcome regression are indicated as part of the notation in
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the first column. For instance, the multiply robust estimator MR-$(1,2)a(1,2) was computed
with both models for the missingness probability and both models for the outcome regres-
sion. The working models for the propensity score are shown on the top of the columns
(I, II, III and IV). Performance of the point estimator is evaluated through the relative
bias and root mean squared error. To evaluate the performance of the bootstrap method,
we also included results under scenario (IV) the values of the square root of the empirical
variance and the square root of the mean of the bootstrap variance estimator.
The most important observation from Table 4.4 is that the proposed multiply robust es-
timator is consistent ( with small values of relative bias) under the combination of multiple
working models as outlined in Theorems 4.5 and 4.6. The inverse probability weighted es-
timators and the augmented inverse probability weighted estimators cannot accommodate
the use of multiple working models. Another interesting observation is that the multiply
robust estimator has small biases even if the combination of working models does not sat-
isfy the specification outlined in Theorems 4.5 and 4.6. The small bias of multiply robust
estimators when they are not theoretically consistent has been previously documented in
the missing data literature (Han 2014b, 2016a; Chen and Haziza 2017), and perhaps is
due to the nature of the calibration constraints used to derive the weights wˆi and vˆi. Han
(2016a) contains more discussion on this intriguing observation. We also observe from
Table 4.4 the bootstrap variance estimator is very close to the true variance as shown by
the values of root empirical variance and root mean bootstrap variance, which shows that
the bootstrap variance estimator is reliable.
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Table 4.1: Data Structure for Pretest-Postest Studies With Missing
Responses
Intermediate Missingness Posttest
Subject Baseline Group Variables Indicators Outcomes
i Z T X1 X0 R1 R0 Y1 Y0
1 z1 1 x11 ?? 1 ?? y11 ??
...
...
...
...
...
...
...
...
...
n11 zn11 1 x1n11 ?? 1 ?? y1n11 ??
n11 + 1 zn11+1 1 x1(n11+1) ?? 0 ?? ? ??
...
...
...
...
...
...
...
...
...
n1 zn1 1 x1n1 ?? 0 ?? ? ??
n1 + 1 zn1+1 0 ?? x0(n1+1) ?? 1 ?? y0(n1+1)
...
...
...
...
...
...
...
...
...
n1 + n01 zn1+n01 0 ?? x0(n1+n01) ?? 1 ?? y0(n1+n01)
n1 + n01 + 1 zn1+n01+1 0 ?? x0(n1+n01+1) ?? 0 ?? ?
...
...
...
...
...
...
...
...
...
n zn 0 ?? x0n ?? 0 ?? ?
??: counterfactual values not observed in the actual world. ?: missing values.
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Table 4.2: Simulation results (in %) of tests on H0: δ = 0 and confidence
intervals.
{pi(1), $(1)} {pi(1), $(1), $(2)}
EL ratio Wald EL ratio Wald
δ n Error-I Cover Error-I Cover Error-I Cover Error-I Cover
0 400 7.6 92.4 12 88 6.4 93.6 10.7 89.3
800 5.8 94.2 8.7 91.3 6.3 93.7 9.8 90.2
1200 7.4 92.6 9.2 90.8 6.7 93.3 10.2 89.8
Power Cover Power Cover Power Cover Power Cover
8.2 400 46.5 93.7 62.1 91.5 73.8 94.4 79.8 93.3
800 57.8 95 79 93.9 88.9 95.3 94.7 93.8
1200 69.2 94.3 85.2 93 94.1 96.1 97.6 94.4
12.2 400 66.7 94 82.8 91.8 91 94.4 94.6 93.3
800 80.3 95.1 94.7 94 97.9 95.3 99.2 93.8
1200 88.5 94.4 96.7 93.1 98.8 96.1 99.7 94.4
16.2 400 79.1 93.8 92.6 92.5 96.6 94.4 98.5 93.3
800 90.9 95.6 98.4 94.9 99.3 95.3 100 93.8
1200 94.6 94.7 99.1 93.4 99.9 96.1 99.9 94.4
20.2 400 85.1 94.3 96.7 93.7 98.1 94.4 99.5 93.3
800 95.9 95.4 99.5 95.2 99.8 95.3 100 93.8
1200 96.7 95.2 99.7 93.8 99.9 96.1 99.9 94.4
EL ratio: empirical likelihood ratio test. Wald: Wald test. Cover: coverage probability of the confi-
dence intervals.
Error-I: type I error probability. Power: Rejection rate for testing H0: δ = 0 when δ 6= 0.
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Table 4.3: Simulation results (in %) of tests on H0: δ = 0 and confidence
intervals.
{pi(1), pi(2), $(1)} {pi(1), pi(2), $(1), $(2)}
EL ratio Wald EL ratio Wald
δ n Error-I Cover Error-I Cover Error-I Cover Error-I Cover
0 400 6.4 93.6 8.8 91.2 6.4 93.6 9.3 90.7
800 5.3 94.7 7.4 92.6 5.4 94.6 8.3 91.7
1200 5.7 94.3 9.2 90.8 6.3 93.7 10 90
Power Cover Power Cover Power Cover Power Cover
8.2 400 77.5 95.4 83 93.8 75.9 95.2 82.1 93.9
800 91.9 94.8 95.5 93.8 91.6 94.9 95.7 93.8
1200 95 95.1 97.9 94.1 95.1 95.9 98 94.4
12.2 400 91.6 95.4 95.2 93.8 91.7 95.2 95.6 93.9
800 97.8 94.8 99.5 93.8 97.9 94.9 99.5 93.8
1200 99.1 95 99.7 94.1 99.1 95.9 99.7 94.4
16.2 400 96.5 95.4 98.8 93.8 97 95.2 98.8 93.9
800 99.3 94.8 100 93.8 99.4 94.9 100 93.8
1200 99.9 95 99.9 94.1 99.9 95.9 99.9 94.4
20.2 400 98.5 95.4 99.6 93.8 98.5 95.2 99.6 93.9
800 99.8 94.8 100 93.8 99.8 94.9 100 93.8
1200 99.9 95 99.9 94.1 99.9 95.9 99.9 94.4
EL ratio: empirical likelihood ratio test. Wald: Wald test. Cover: coverage probability of the confi-
dence intervals.
Error-I: type I error probability. Power: Rejection rate for testing H0: δ = 0 when δ 6= 0.
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Table 4.4: Simulation results (×102) for point estimation (true value
δ = 20.2 and n = 400)
I. {pi(Z)} II. {pi(1)} III. {pi(2)} IV. {pi(1), pi(2)}
rBias RMSE rBias RMSE rBias RMSE rBias RMSE REV RBV
MR-$(1) 0 328 0 298 4 309 0 286 298 270
MR-$(2) 8 369 8 347 12 398 7 333 317 280
MR-a(1) 0 357 0 310 -17 965 1 248 260 237
MR-a(2) 11 400 11 386 -11 903 11 354 290 260
MR-$(1,2) -1 331 0 298 4 304 -1 288 298 272
MR-$(1)a(1) 0 358 0 312 -14 861 1 252 263 241
MR-$(1)a(2) 0 336 1 315 -12 764 1 278 283 258
MR-$(2)a(1) 0 357 0 311 -14 866 1 252 264 241
MR-$(2)a(2) -4 351 -4 316 -18 823 -4 272 274 248
MR-a(1,2) 0 357 0 311 -9 689 1 250 259 239
MR-$(1,2)a(1) 0 357 0 311 -12 799 1 252 263 241
MR-$(1,2)a(2) 1 340 1 306 -11 741 2 264 273 249
MR-$(1)a(1,2) 0 357 0 311 -8 632 1 253 264 242
MR-$(2)a(1,2) 0 359 0 311 -7 626 1 254 266 242
MR-$(1,2)a(1,2) 0 357 0 314 -6 590 1 261 265 243
IPW-$(1) 0 401 0 378 -212 34122
IPW-$(2) 10 427 11 394 -198 33041
AIPW-$(1)a(1) 0 361 0 314 -202 31829
AIPW-$(1)a(2) 0 415 0 387 -202 31473
AIPW-$(2)a(1) 0 358 0 309 -203 32084
AIPW-$(2)a(2) -8 396 -8 361 -213 31968
MR: the multiply robust estimator. IPW: the inverse probability weighted estimator. AIPW: the
augmented inverse probability weighted estimator. rBias: relative bias. RMSE: root mean square
error.
REV: square root of the empirical variance, calculated as REV2 = (1000− 1)−1∑1000i=1 (δˆi− δ¯)2, where
δˆi is the point estimate from the ith simulated sample and δ¯ =
∑1000
i=1 δˆi. RBV: square root of the
mean of the bootstrap variance estimates.
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4.5 Expressions of the Scaling Constants in the The-
orems
4.5.1 Expressions for Theorem 4.1
The scaling constant for the asymptotic distribution in Theorem 4.1 is given by
σ1 = (D1 +D0)
−1var
{
ϕ−A1E(S1ST1 )−1S1 +A0E(S0ST0 )−1S0
}
,
where
ϕ =
TR1Y1
pi(Z)$1(Z,X1)
− (1− T )R0Y0{1− pi(Z)}$0(Z,X0) − δ∗,
g1∗ =
Y1
pi(Z)$1(Z,X1)
− µ0 + δ∗
P(T = 1, R1 = 1)
,
g0∗ =
Y0
{1− pi(Z)}$0(Z,X0) −
µ0
P(T = 0, R0 = 1)
,
D1 = E{TR1g21∗}, D0 = E{(1− T )R0g20∗},
A1 = E
{
E(Y1 | Z,X1)
$1(Z,X1)
∂$1(α1∗)
∂αT1
}
, A0 = E
{
E(Y0 | Z,X0)
$0(Z,X0)
∂$0(α0∗)
∂αT0
}
,
and St, t = 0, 1 are the score functions of the binomial likelihood (4.1).
4.5.2 Expressions for Theorem 4.2
Without loss of generality, suppose $
(1)
1 (α
(1)
1 ) and $
(1)
0 (α
(1)
0 ) are correctly specified models
for $1(Z,X1) and $0(Z,X0) respectively. Then the scaling constant for the asymptotic
distribution in Theorem 4.2 is given by
σ2 = (D
MR
1 +D
MR
0 )
−1DMR1 D
MR
0
×var
{
ϕMR −AMR1 E(S(1)1 S(1),T1 )−1S(1)1 +AMR0 E(S(1)0 S(1),T0 )−1S(1)0
}
,
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where
θ
(j)
1∗ = E{pi(Z)$(j)1 (α(j)1 )}, θ(j)0∗ = E[{1− pi(Z)}$(j)0 (α(j)0 )],
g1(α1∗)
T =
{
pi(Z)$
(1)
1 (α
(1)
1∗ )− θ(1)1∗ , . . . , pi(Z)$(J1)1 (α(J1)1∗ )− θ(J1)1∗
}
,
g0(α0∗)
T =
{
{1− pi(Z)}$(1)0 (α(1)0∗ )− θ(1)0∗ , . . . , {1− pi(Z)}$(J0)0 (α(J0)0∗ )− θ(J0)0∗
}
,
ht(αt∗)T = {θ(1)t∗ (α(1)t∗ ), . . . , θ(Jt)t∗ (α(Jt)t∗ )}, t = 0, 1,
B1 = E
[{E(Y1 | Z,X1)− µ0 − δ∗}g1(α1∗)
pi(Z)$1(Z,X1)
]
,
B0 = E
[{E(Y0 | Z,X0)− µ0}g0(α0∗)
{1− pi(Z)}$0(Z,X0)
]
,
G1 = E
{
g1(α1∗)g1(α1∗)
T
pi(Z)$1(Z,X1)
}
, G0 = E
[
g0(α0∗)g0(α0∗)
T
{1− pi(Z)}$0(Z,X0)
]
,
AMR1 = E
{
E(Y1 | Z,X1)− µ0 − δ∗ −BT1G−11 g1(α1∗)
$1(Z,X1)
∂$
(1)
1 (α
(1)
1∗ )
∂α
(1),T
1
}
,
AMR0 = E
{
E(Y0 | Z,X0)− µ0 −BT0G−10 g0(α0∗)
$0(Z,X0)
∂$
(1)
0 (α
(1)
0∗ )
∂α
(1),T
0
}
,
DMR1 =
[
E
{
TR1(Y1 − µ0 − δ∗)2
pi(Z)2$1(Z,X1)2
}
−BT1G−11 B1
]−1
,
DMR0 =
(
E
[
(1− T )R0(Y0 − µ0)2
{1− pi(Z)}2$0(Z,X0)2
]
−BT0G−10 B0
)−1
,
ϕMR =
TR1Y1
pi(Z)$1(Z,X1)
− (1− T )R0Y0{1− pi(Z)}$0(Z,X0) − δ∗
−BT1G−11
[
T{R1 −$1(Z,X1)}
pi(Z)$1(Z,X1)
g1(α1∗)−
T − pi(Z)
pi(Z)
h1(α1∗)
]
+BT0G
−1
0
[
(1− T ){R0 −$0(Z,X0)}
{1− pi(Z)}$0(Z,X0) g0(α0∗) +
T − pi(Z)
1− pi(Z) h0(α0∗)
]
,
and S
(1)
t , t = 0, 1 are the score functions of (4.1) with $t(αt) replaced by $
(1)
t (α
(1)
t ).
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4.5.3 Expressions for Theorem 4.3
The scaling constant for the asymptotic distribution in Theorem 4.3 is given by
σ3 = var
{
ϕ−A1E(S1ST1 )−1S1 +A0E(S0ST0 )−1S0 − (C1 +C0)E(SγSTγ)−1Sγ
}
,
where
C1 = E
{
E(Y1 | Z,X1)
pi(Z)
∂pi(γ∗)
∂γT
}
, C0 = E
{
E(Y0 | Z,X0)
1− pi(Z)
∂pi(γ∗)
∂γT
}
,
and Sγ is the score function of
∏n
i=1{pii(γ)}Ti{1− pii(γ)}1−Ti .
4.5.4 Expressions for Theorem 4.4
Without loss of generality, suppose $
(1)
1 (α
(1)
1 ) and $
(1)
0 (α
(1)
0 ) are correctly specified models
for $1(Z,X1) and $0(Z,X0) respectively. Then the scaling constant for the asymptotic
distribution in Theorem 4.4 is given by
σ4 = (D
MR
1 +D
MR
0 )
−1DMR1 D
MR
0 var
{
ϕMR −AMR1 E(S(1)1 S(1),T1 )−1S(1)1
+AMR0 E(S
(1)
0 S
(1),T
0 )
−1S(1)0 − (CMR1 +CMR0 )E(SγSTγ)−1Sγ
}
,
where
CMR1 = E
{
E(Y1 | Z,X1)− µ0 − δ∗ −BT1G−11 g1(α1∗)
pi(Z)
∂pi(γ∗)
∂γT
}
,
CMR0 = E
{
E(Y0 | Z,X0)− µ0 −BT0G−10 g0(α0∗)
1− pi(Z)
∂pi(γ∗)
∂γT
}
.
4.6 Proofs of the Theorems
4.6.1 Proof of Theorem 4.1
Following a similar argument to that of Wu and Yan (2012), let µnui0 be a nuisance parameter
such that µnui0 = µ0+Op(n
−1/2). The introduction of this nuisance parameter µnui0 facilitates
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the derivation of the asymptotic distribution of the empirical likelihood ratio statisticW (δ∗)
and will later be profiled. Then the constraint (4.4) can be replaced by∑
i:Ti=1,R1i=1
wi
{
Y1i
pii$1i(αˆ1)
− n
n11
(µnui0 + δ∗)
}
= 0,
∑
i:Ti=0,R0i=1
vi
{
Y0i
(1− pii)$0i(αˆ0) −
n
n01
µnui0
}
= 0.
Maximizing L(w,v) subject to the normalization constraints (4.3) in addition to these two
constraints gives
w˜i =
1
n11
1
1 + λ˜1g1i(αˆ1)
, v˜i =
1
n01
1
1 + λ˜0g0i(αˆ0)
where λ˜1 and λ˜0 are respectively solutions to∑
i:Ti=1,R1i=1
g1i(αˆ1)
1 + λ˜1g1i(αˆ1)
= 0,
∑
i:Ti=0,R0i=1
g0i(αˆ0)
1 + λ˜0g0i(αˆ0)
= 0, (4.16)
and
g1i(αˆ1) =
Y1i
pii$1i(αˆ1)
− n
n11
(µnui0 + δ∗),
g0i(αˆ0) =
Y0i
(1− pii)$0i(αˆ0) −
n
n10
µnui0 .
Taylor expansions of (4.16) at (λ1∗ = 0,αT1∗) and (λ0∗ = 0,α
T
0∗) yield
n1/2λ˜1 = D
−1
1
{
n−1/2
n∑
i=1
TiR1ig1i(α1∗)−A1n1/2(αˆ1 −α1∗)
}
+ op(1),
n1/2λ˜0 = D
−1
0
{
n−1/2
n∑
i=1
(1− Ti)R0ig0i(α0∗)−A0n1/2(αˆ0 −α0∗)
}
+ op(1).
The empirical likelihood ratio statistic W (δ∗) is then expressed as
W (µnui0 , δ∗) = 2
[ ∑
i:Ti=1,R1i=1
log{1 + λ˜1g1i(αˆ1)}+
∑
i:Ti=0,R0i=1
log{1 + λ˜0g0i(αˆ0)}
]
. (4.17)
74
We maximize (4.17) with respect to µnui0 by setting ∂W (µ
nui
0 , δ∗)/∂µ
nui
0 = 0, which implies
λ˜1 + λ˜0 = 0. Therefore the maximizer is given by
µˆnui0 =
1
n
n∑
i=1
{
D0
D0 +D1
(
TiR1iY1i
pii$1i
− δ∗
)
+
D1
D0 +D1
(1− Ti)R0iY0i
(1− pii)$0i
}
− D0
D0 +D1
A1(αˆ1 −α1∗)− D1
D0 +D1
A0(αˆ0 −α0∗) + op(n−1/2).
A Taylor expansion of (4.17) at (λ1∗ = 0, λ0∗ = 0,αT1∗,α
T
0∗) with µ
nui
0 replaced by µˆ
nui
0 gives
W (µˆnui0 , δ∗) = (D0 + D1)
−1 [n−1/2∑ni=1{ϕi −A1n1/2(αˆ1 −α1∗) +A0n1/2(αˆ0 −α0∗)}]2 +
op(1). Then the desired result follows.
4.6.2 Proof of Theorem 4.2
Similar to the proof of Theorem 4.1, we introduce the nuisance parameter µnui0 such that
µnui0 = µ0 + Op(n
−1/2). Then the constraint (4.9) can be replaced by
∑
i:Ti=1,R1i=1
wiY1i =
µnui0 + δ∗ and
∑
i:Ti=0,R0i=1
viY0i = µ
nui
0 . Maximizing L(w,v) subject to the constraints
(4.3), (4.7), (4.8) and these two constraints yields
w˜i =
1
n11
1
1 + ρˇT1 gˇ1i(αˆ1)
, {i : Ti = 1, R1i = 1},
v˜i =
1
n01
1
1 + ρˇT0 gˇ0i(αˆ0)
, {i : Ti = 0, R0i = 1},
where ρˇ1 and ρˇ0 are respectively solutions to∑
i:Ti=1,R1i=1
gˇ1i(αˆ1)
1 + ρˇT1 gˇ1i(αˆ1)
= 0,
∑
i:Ti=0,R0i=1
gˇ0i(αˆ0)
1 + ρˇT0 gˇ0i(αˆ0)
= 0
and gˇ1i(αˆ1) = {gˆ1i(αˆ1)T, Y1i− µnui0 − δ∗}T, gˇ0i(αˆ0) = {gˆ0i(αˆ0)T, Y0i− µnui0 }T. A reparame-
terization similar to that of Han and Wang (2013) gives
w˜i =
θˆ
(1)
1 (αˆ
(1)
1 )
n11
1
pii$
(1)
1i (αˆ
(1)
1 ) + λˇ
T
1 gˇ1i(αˆ1)
, {i : Ti = 1, R1i = 1},
v˜i =
θˆ
(1)
0 (αˆ
(1)
0 )
n01
1
(1− pii)$(1)0i (αˆ(1)0 ) + λˇ
T
0 gˇ0i(αˆ0)
, {i : Ti = 0, R0i = 1},
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where λˇ1 and λˇ0 are respectively solutions to∑
i:Ti=1,R1i=1
gˇ1i(αˆ1)
pii$
(1)
1i (αˆ
(1)
1 ) + λˇ
T
1 gˇ1i(αˆ1)
= 0,
∑
i:Ti=0,R0i=1
gˇ0i(αˆ0)
(1− pii)$(1)0i (αˆ(1)0 ) + λˇ
T
0 gˇ0i(αˆ0)
= 0.
(4.18)
Taylor expansions of (4.18) at (λ1∗ = 0,λ0∗ = 0,αT1∗,α
T
0∗) yield
n1/2λˇ1 = G˜
−1
1
{
n−1/2
n∑
i=1
TiR1igˇ1i(α1∗)
pii$
(1)
1i (α
(1)
1∗ )
− A˜1n1/2(αˆ(1)1 −α(1)1∗ )
}
+ op(1),
n1/2λˇ0 = G˜
−1
0
{
n−1/2
n∑
i=1
(1− Ti)R0igˇ0i(α0∗)
(1− pii)$(1)0i (α(1)0∗ )
− A˜0n1/2(αˆ(1)0 −α(1)0∗ )
}
+ op(1)
where
G˜1 =
G1 B1
BT1 E
{
TR1(Y1−µ0−δ∗)2
pi(Z)2$1(Z,X1)2
} ,
G˜0 =
G0 B0
BT0 E
[
(1−T )R0(Y0−µ0)2
{1−pi(Z)}2$0(Z,X0)2
] ,
A˜1 = E
[
{g1(α1∗)T, E(Y1 | Z,X1)− µ0 − δ∗}T
$1(Z,X1)
∂$
(1)
1 (α
(1)
1∗ )
∂α
(1),T
1
]
,
A˜0 = E
[
{g0(α0∗)T, E(Y0 | Z,X0)− µ0}T
$0(Z,X0)
∂$
(1)
0 (α
(1)
0∗ )
∂α
(1),T
0
]
.
We maximize W (µnui0 , δ∗) with respect to µ
nui
0 by setting ∂W (µ
nui
0 , δ∗)/∂µ
nui
0 = 0, which
gives
n11
θˆ11(αˆ
1
1)
λˇ1,J1+K1+1 +
n01
θˆ10(αˆ
1
0)
λˇ0,J0+K0+1 = 0
where λˇ1,J1+K1+1 and λˇ0,J0+K0+1 are the last component of λˇ1 and λˇ0 respectively. Some
calculations show that the maximizer is
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µˆnui0 =
1
n
n∑
i=1
[
DMR1
DMR0 +D
MR
1
TiR1i
pii$1i
{Y1i − δ∗ −BT1G−11 gˆ1i(α1∗)}
+
DMR0
DMR0 +D
MR
1
(1− Ti)R0i
(1− pii)$0i{Y0i −B
T
0G
−1
0 gˆ0i(α0∗)}
]
+
DMR1
DMR0 +D
MR
1
AMR1 (αˆ
(1)
1 −α(1)1∗ ) +
DMR0
DMR0 +D
MR
1
AMR0 (αˆ
(1)
0 −α(1)0∗ ) + op(n−1/2).
A Taylor expansions of W (µˆnui0 , δ∗) at (λ1∗ = 0,λ0∗ = 0,α
T
1∗,α
T
0∗) yields
W (µˆnui0 , δ∗) =
DMR1 D
MR
0
DMR0 +D
MR
1
[
n−1/2
n∑
i=1
{
ϕi − TiR1i
pii$1i
BT1G
−1
1 gˆ1i(α1∗)
+
(1− Ti)R0i
(1− pii)$0iB
T
0G
−1
0 gˆ0i(α0∗)
−AMR1 n1/2(αˆ(1)1 −α(1)1∗ ) +AMR0 n1/2(αˆ(1)0 −α(1)0∗ )
}]2
+ op(1).
Then the desired result follows by noticing that
n−1/2
n∑
i=1
TiR1i
pii$1i
gˆ1i(α1∗) = n
−1/2
n∑
i=1
{
Ti(R1i −$1i)
pii$1i
g1i(α1∗)−
Ti − pii
pii
h1(α1∗)
}
,
n−1/2
n∑
i=1
(1− Ti)R0i
(1− pii)$0i gˆ0i(α0∗) = n
−1/2
n∑
i=1
{
(1− Ti)(R0i −$0i)
(1− pii)$0i g0i(α0∗)
+
Ti − pii
1− pii h0(α0∗)
}
.
4.6.3 Proof of Theorem 4.5
Here and after we will only show the consistency of µˆ1MR =
∑
i:Ti=1,R1i=1
wˆiY1i for the
treatment group mean. A similar argument will give the consistency for the control group
mean. We assume pi(Z) is known and omit the proof when pi(Z) is unknown but correctly
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modeled by pi(Z;γ) due to similarity. Without loss of generality, let $
(1)
1 (Z,X1;α
(1)
1 ) be
the correctly specified model for $1(Z,X1). Let α
(j)
1∗ and β
(k)
1∗ be the probability limits
of αˆ
(j)
1 and βˆ
(k)
1 respectively. Denote (α1∗,β1∗)
T = (α
(1),T
1∗ , . . . ,α
(J1),T
1∗ ,β
(1),T
1∗ , . . . ,β
(K1),T
1∗ )
and dj and uk the dimensions of α
(j)
1 and β
(k)
1 respectively. Similar to Han and Wang
(2013), we can reparameterize ρˆ1 = (ρˆ11, . . . , ρˆ1,J1+K1) as λˆ1 = (λˆ11, . . . , λˆ1,J1+K1) such
that ρˆ11 = (λˆ11 + 1)/θˆ
(1)
1 (αˆ
(1)
1 ) and ρˆ1j = λˆ1j/θˆ
(1)
1 (αˆ
(1)
1 ), j = 2, . . . , J1 + K1, where λˆ1
satisfies ∑
i:Ti=1,R1i=1
gˆ1i(αˆ1, βˆ1)
pii$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
= 0, (4.19)
and
gˆ1i(αˆ1, βˆ1)
T =
{
pii$
(1)
1i (αˆ
(1)
1 )− θˆ(1)1 (αˆ(1)1 ), . . . , pii$(J1)1i (αˆ(J1)1 )− θˆ(J1)1 (αˆ(J1)1 )
a
(1)
1i (βˆ
(1)
1 )− ηˆ(1)1 (βˆ
(1)
1 ), . . . , a
(K1)
1i (βˆ
(K1)
1 )− ηˆ(K1)1 (βˆ
(K1)
1 )
}
.
Thus we have
wˆi =
θˆ
(1)
1 (αˆ
(1)
1 )
n11
1
pii$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
.
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A Taylor expansion of (4.19) at (λT1∗ = 0,α
T
1∗,β
T
1∗) yields
0 = n−1/2
n∑
i=1
TiR1igˆ1i(αˆ1, βˆ1)
pii$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
= n−1/2
n∑
i=1
TiR1igˆ1i(α1∗,β1∗)
pii$
(1)
1i (αˆ
(1)
1 )
−
[
1
n
n∑
i=1
TiR1igˆ1i(α1∗,β1∗)gˆ1i(α1∗,β1∗)
T
{pii$(1)1i (αˆ(1)1 )}2
]
n1/2λˆ1
+
 1
n
n∑
i=1
TiR1i
{pii$(1)1i (α(1)1∗ )}2
 pii
∂$
(1)
1i (α
(1)
1∗ )
∂α
(1),T
1
− 1
n
∑n
h=1 Th
∂$
(1)
1h (α
(1)
1∗ )
∂α
(1),T
1
0d1(J1+K1−1)
 pii$(1)1i (α(1)1∗ )
−gˆ1i(α1∗,β1∗)pii
∂$
(1)
1i (α
(1)
1∗ )
∂α
(1),T
1
])
n1/2(αˆ
(1)
1 −α(1)1∗ )
+
J1∑
j=2
 1n
n∑
i=1
TiR1i
pii$
(1)
1i (α
(1)
1∗ )

0dj(j−1)
pii
∂$
(j)
1i (α
(j)
1∗ )
∂α
(j),T
1
− 1
n
∑n
h=1 Th
∂$
(j)
1h (α
(j)
1∗ )
∂α
(j),T
1
0dj(J1+K1−j)

n1/2(αˆ(j)1 −α(j)1∗ )
+
K1∑
k=1
 1n
n∑
i=1
TiR1i
pii$
(1)
1i (α
(1)
1∗ )

0uk(J1+k−1)
∂a
(k)
1i (β
(k)
1∗ )
∂β
(k),T
1
− 1
n
∑n
h=1 Th
∂a
(k)
1h (β
(k)
1∗ )
∂β
(k),T
1
0uk(K1−k)

n1/2(βˆ(k)1 − β(k)1∗ )
+op(1).
Solving for n1/2λˆ1 implies
n1/2λˆ1 = G
−1
1
{
n−1/2
n∑
i=1
TiR1igˆ1i(αˆ1, βˆ1)
pii$1i
−A2n1/2(αˆ(1)1 −α(1)1∗ )
}
+ op(1)
= G−11
[
n−1/2
n∑
i=1
Ti{R1i −$1(Zi,X1i)}
pii$1i
g1i(α1∗,β1∗)
−Ti − pii
pii
h1(α1∗,β1∗)−A2n1/2(αˆ(1)1 −α(1)1∗ )
]
+ op(1).
where
A2 = E
{
g1(α1∗,β1∗)
$1(Z,X1)
∂$
(1)
1 (α
(1)
1∗ )
∂α
(1),T
1
}
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and
η
(k)
t∗ (β
(k)
t∗ ) = E{a(k)t (β(k)t )}, t = 0, 1,
g1(α1∗,β1∗)
T =
{
pi$
(1)
1 (α
(1)
1∗ )− θ(1)1∗ , . . . , pi$(J1)1 (α(J1)1∗ )− θ(J1)1∗
a
(1)
1 (β
(1)
1∗ )− η(1)1∗ , . . . , a(K1)1 (β(K1)1∗ )− η(K1)1∗
}
,
ht(αt∗,βt∗)
T =
{
θ
(1)
t∗ (α
(1)
t∗ ), . . . , θ
(Jt)
t∗ (α
(Jt)
t∗ ), η
(1)
t∗ (β
(1)
t∗ ), . . . , η
(Kt)
t∗ (β
(Kt)
t∗ )
}
, t = 0, 1.
Thus λˆ = Op(n
−1/2)→0. Note that n11/n→ θ(1)1∗ = P(T = 1, R1 = 1) and thus we have
µˆ1MR =
∑
i:Ti=1,R1i=1
wˆiY1i
=
θˆ
(1)
1
n11
n∑
i=1
TiR1iY1i
pii$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
→ E
{
TR1Y1
pi(Z)$1(Z,X1)
}
= µ1.
Therefore µˆ1MR is a consistent estimator of µ1 when one of the multiple working models in
P1 is correctly specified. Now suppose one of the models in A1 is correctly specified for
E(Y1 | Z,X1), say a(1)1 (β(1)1 ). Let ρ1∗ be the probability limit of ρˆ1, then we have
µˆ1MR =
∑
i:Ti=1,R1i=1
wˆiY1i
=
∑
i:Ti=1,R1i=1
wˆi{Y1i − a(1)1i (βˆ
(1)
1 )}+
1
n
∑
i:Ti=1
a
(1)
1i (βˆ
(1)
1 )
pii
=
1
n11
n∑
i=1
TiR1i{Y1i − a(1)1i (βˆ
(1)
1 )}
1 + ρˆT1 gˆ1i(αˆ1, βˆ1)
+
1
n
∑
i:Ti=1
a
(1)
1i (βˆ
(1)
1 )
pii
→ 1
θ
(1)
1∗
E
[
TR1{Y1 − a(1)1 (Z,X1;β(1)1∗ )}
1 + ρT1∗g1(α1∗,β1∗)
]
+ E{a(1)1 (β(1)1∗ )}
= 0 + µ1 = µ1.
Therefore µˆ1MR is a consistent estimator of µ1 when one of the models in A1 is correctly
specified.
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4.6.4 Proof of Theorem 4.6
We assume, without loss of generality, pi(1)(γ(1)) is correctly specified for pi(Z). Han and
Wang (2013) showed that (npˆi)
−1→pi(1)i (γ(1)∗ ) = pi(Zi). Suppose P1 contains a correctly
specified model for $1(Z,X1), say $
(1)
1 (Z,X1;α
(1)
1 ). A reparametrization yields
wˆi =
θˆ
(1)
1
n11
1
(npˆi)−1$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
where λˆ1 satisfies ∑
i:Ti=1,R1i=1
gˆ1i(αˆ1, βˆ1)
(npˆi)−1$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
= 0.
Empirical likelihood theory (Qin and Lawless 1994) gives λˆ1 = Op(n
−1/2)→0. Thus
µˆ1MR =
∑
i:Ti=1,R1i=1
wˆiY1i
=
θˆ
(1)
1
n11
n∑
i=1
TiR1iY1i
(npˆi)−1$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i(αˆ1, βˆ1)
→ E
{
TR1Y1
pi(Z)$1(Z,X1)
}
= µ1.
Now supposeA1 contains a correctly specified model a
(1)
1 (β
(1)
1 ) for E(Y1 | Z,X1). A similar
argument to that in the proof of Theorem 4.5 gives the consistency of µˆ1MR by noticing
that
∑
i:Ti=1
pˆia
(1)
1i (βˆ
(1)
1 )→E{a(1)1 (β(1)1∗ )} = µ1.
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Chapter 5
A Multiply Robust Mann-Whitney
Test for Non-randomized
Pretest-Posttest Studies with
Missing Data
In this Chapter, we will consider the same setting as Chapter 4, namely, the non-randomized
pretest-posttest studies with missing data. Instead of the average treatment effect as pre-
viously focused on, another important inferential problem associated with pretest-posttest
studies is to test the equality of the cumulative distribution functions (CDFs) of the po-
tential outcomes between the two intervention groups. For two independent samples, there
exist several nonparametric tests including the Wilcoxon signed-rank test (Wilcoxon 1945),
the Mann-Whitney test (Mann and Whitney 1947) and the Kolmogorov-Smirnov test (Kol-
mogorov 1933; Smirnov 1936, 1937). Owen (2001) incorporated the Mann-Whitney test
into a two-sample EL formulation and proposed an EL ratio test. Jing et al. (2009) ex-
tended Owen (2001)’s idea and proposed a jackknife empirical likelihood (JEL) method for
easing the computational complexity. Chen et al. (2016) combined these methods with im-
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putation for the unobserved potential outcome and proposed an EL-based Mann-Whitney
test, as well as the EL ratio and JEL tests. However, none of these methods can be di-
rectly applied in the presence of missing data, since the complete cases are usually a biased
sample and simply ignoring the missing data can lead to invalid inferential results.
In this project, we proposed an empirical likelihood based Mann-Whitney test for non-
randomized pretest-posttest studies with missing data. The proposed method allows the
subjects being self-selected for treatment or control and the outcomes are subject to miss-
ingness. The proposed test follows the same multiply robust framework as of Chapter 4
in the sense that multiple working models can be used for the propensity score, the miss-
ingness probability and the outcome regression but the validity of the test only requires
certain combinations of the working models to be correctly specified. Our proposed mul-
tiply robust Mann-Whitney test is implemented through two alternative approaches: A
Wald-type test using the multiply robust point estimator and the bootstrap variance esti-
mator, and the empirical likelihood ratio test using a direct constraint for the parameter of
interest. Finite sample performances of the two tests are examined and compared through
simulation studies.
5.1 Notations and Existing Methods
The general setup in this Chapter is the same as that of Chapter 4. One may refer to Section
4.1 and Table 4.1 for the detailed description and data structure under this setting. And
in this project, the same assumptions Assumption 1–3 are made as those of Section 4.1.
We are interested in testing the null hypothesis H0 : F1(y) = F0(y) against H1 : F1(y) <
F0(y), where F1(y) and F0(y) are the cumulative distribution functions of Y1 and Y0,
respectively. For medical studies the response variable Y1 or Y0 may represent the survival
time of a patient under the treatment or the control. The inferential problem is equivalent
to testing H0 : S1(y) = S0(y) against H1 : S1(y) > S0(y), where S1(y) = P(Y1 > y) and
S0(y) = P(Y0 > y) are the survival functions for each of the two groups. The scenario
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under H1 : S1(y) > S0(y) often refers to as “The survival time Y1 under the treatment is
stochastically larger than Y0 under the control”.
For randomized pretest-posttest studies without missing data, let (Y11, . . . , Y1n1) and
(Y01, . . . , Y0n0) be two independent samples for Y1 and Y0 respectively. The standard Mann-
Whitney test (Mann and Whitney 1947) statistic is given by
TMW =
1
n1n0
n1∑
i=1
n0∑
j=1
1(Y1i ≥ Y0j).
where 1(·) is the indicator function. More specifically, testing the null hypothesis H0 :
F1 = F0 is reduced to testing H0 : θ0 = 1/2 where θ0 = P(Y1 ≥ Y0). It can be
shown (van der Vaart 1998) that under H0 : F1 = F0, the pivotal quantity {(n1 + n0 +
1)/(12n1n0)}−1/2(TMW−θ0) has an asymptotic standard normal distribution N(0, 1). This
leads to the Wald-type test which rejects H0 if {(n1+n0+1)/(12n1n0)}−1/2(TMW−θ0) > zα,
where zα is the 100(1− α)% percentile of the standard normal distribution.
Chen et al. (2016) incorporated the baseline information and proposed three different
tests based on empirical likelihood (EL). By calibrating the outcome regression a1(Z;β1) =
E(Y1 | Z;β1) between the two intervention groups, they proposed to construct the EL
probability masses {wˆi, i : Ti = 1}, which are part of the two discrete probability measures
{wi : Ti = 1} and {vj : Tj = 0} that maximize the EL function
∏
i:Ti=1
wi
∏
j:Tj=0
vj
subject to the constraints
wi > 0,
∑
i:Ti=1
wi = 1, vj > 0,
∑
j:Tj=0
vj = 1,∑
i:Ti=1
wia1(Zi; βˆ1) =
∑
j:Tj=0
vja1(Zj; βˆ1) ,
where βˆ1 is a consistent estimator of the regression coefficients β1. The probability masses
{vˆj, j : Tj = 0} can be constructed in a similar manner based on the outcome regression
a0(Z;β0) = E(Y0 | Z;β0). The Mann-Whitney test based on the estimator discussed in
Huang et al. (2008) is then given by
TELMW =
∑
i:Ti=1
∑
j:Tj=0
wˆivˆj1(Y1i ≥ Y0j).
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It has been shown (Chen et al. 2016) that n1/2(TELMW − θ0) has an asymptotic normal
distribution with mean zero under H0 : θ0 = 1/2. They also proposed a two-sample EL
ratio test with imputation (Owen 2001) and a two-sample jackknife EL ratio test (Jing et al.
2009 ). Due to the complexity of the U -statistic type constraints in their EL formulation,
the asymptotic distributions of the test statistics do not have a tractable form. They
proposed to use bootstrap procedures to determine the critical value and examined the
performance through simulation studies.
All the aforementioned methods are developed for randomized pretest-posttest studies.
Unfortunately, most applications of the pretest-posttest study design in social science for
assessing the effect of an intervention or in medical studies for examining the treatment
effect are non-randomized. It is often imperative that participants be presented with both
options and have the freedom to choose a group to participate. In addition, missing values
of the posttest potential outcomes can occur due to drop-out or other practical constraints
for obtaining the measurements at the end of the study. All existing methods cannot be
applied directly for handling non-randomized pretest-posttest studies with missing data.
5.2 The Proposed Methods
We propose an empirical likelihood based multiply robust Mann-Whitney test which ac-
commodates multiple working models for the unknown propensity score pi(Z), the miss-
ingness probability $t(Z,X t) and the outcome regression E(Yt | Z,X t), t = 0, 1. We
follow the same framework as in Chapter 4 to construct the maximum empirical likelihood
estimator for the parameter of interest, θ0 = P(Y1 ≥ Y0), and then use the Wald-type test
or the EL ratio test on the equality of the two distribution functions.
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5.2.1 The multiply robust Mann-Whitney test
Let Q = {pi(l)(γ(l)), l = 1, . . . , L} be the set of working models for pi(Z); let Pt =
{$(j)t (α(j)t ), j = 1, . . . , Jt} be the set of working models for $t(Z,X t); and let At =
{a(k)t (β(k)t ) : k = 1, . . . , Kt} be the set of working models for the outcome regression
E(Yt | Z,X t), t = 0, 1. Under Assumptions 1 and 2, the parameters γ(l) and α(j)t can be
consistently estimated by maximizing, respectively, the two likelihood functions
n∏
i=1
{pii(γ(l))}Ti{1− pii(γ(l))}1−Ti (5.1)
and ∏
i:Ti=t
{$ti(α(j)t )}Rti{1−$ti(α(j)t )}1−Rti . (5.2)
The same assumptions also lead to E(Yt | Z,X t) = E(Yt | Z,X t, T = t, Rt = 1), hence
β
(k)
t can be consistently estimated by fitting a regression model based on the complete
cases within each group T = t, t = 0, 1. In Chapter 4, we suggested a two-step procedure
to find the maximizers of the empirical likelihood function as follows.
Step 1 : We consider the EL probabilities pˆi for the subjects in the treatment group
{i : Ti = 1} and qˆi for the subjects in the control group {i : Ti = 0} which maximize
the EL function
∏
i:Ti=1
pi
∏
i:Ti=0
qi subject to
pi > 0,
∑
i:Ti=1
pi = 1, qi > 0,
∑
i:Ti=0
qi = 1,
∑
i:Ti=1
pipi
(l)
i (γˆ
(l)) = n−1
n∑
i=1
pi
(l)
i (γˆ
(l)), l = 1, . . . , L,
∑
i:Ti=0
qipi
(l)
i (γˆ
(l)) = n−1
n∑
i=1
pi
(l)
i (γˆ
(l)), l = 1, . . . , L.
(5.3)
Using the Lagrange multiplier method, we obtain pˆi = 1/{n1(1+ψˆT1 uˆi)} for {i : Ti = 1}
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and qˆi = 1/{n0(1 + ψˆT0 uˆi)} for {i : Ti = 0}, where ψˆ1 and ψˆ0 satisfy∑
i:Ti=1
uˆi
1 + ψˆ
T
1 uˆi
= 0 and
∑
i:Ti=0
uˆi
1 + ψˆ
T
0 uˆi
= 0,
respectively, where uˆTi = {pi(1)i (γˆ(1))− ζˆ(1)(γˆ(1)), . . . , pi(L)i (γˆ(L))− ζˆ(L)(γˆ(L))} and ζˆ(l)(γˆ(l)) =
n−1
∑n
i=1 pi
(l)
i (γˆ
(l)), l = 1, . . . , L.
Step 2 : We consider the EL probabilities wˆi and vˆi assigned to the subjects with
observed posttest outcomes in the treatment group {i : Ti = 1, R1i = 1} and the
control group {i : Ti = 0, R0i = 1} respectively, through maximizing the EL function∏
i:Ti=1,R1i=1
wi
∏
i:Ti=0,R0i=1
vi (5.4)
subject to
wi > 0,
∑
i:Ti=1,R1i=1
wi = 1, vi > 0,
∑
i:Ti=0,R0i=1
vi = 1,∑
i:Ti=1,R1i=1
wi
{
(npˆi)
−1$(j)1i (αˆ
(j)
1 )− θˆ(j)1 (αˆ(j)1 )
}
= 0, (j = 1, . . . , J1),∑
i:Ti=0,R0i=1
vi
{
(nqˆi)
−1$(j)0i (αˆ
(j)
0 )− θˆ(j)0 (αˆ(j)0 )
}
= 0, (j = 1, . . . , J0),∑
i:Ti=1,R1i=1
wi
{
a
(k)
1i (βˆ
(k)
1 )− ηˆ(k)1 (βˆ
(k)
1 )
}
= 0, (k = 1, . . . , K1),∑
i:Ti=0,R0i=1
vi
{
a
(k)
0i (βˆ
(k)
0 )− ηˆ(k)0 (βˆ
(k)
0 )
}
= 0, (k = 1, . . . , K0),
(5.5)
where θˆ
(j)
1 (αˆ
(j)
1 ) = n
−1∑
i:Ti=1
$
(j)
1i (αˆ
(j)
1 ), θˆ
(j)
0 (αˆ
(j)
0 ) = n
−1∑
i:Ti=0
$
(j)
0i (αˆ
(j)
0 ), ηˆ
(k)
1 (βˆ
(k)
1 ) =∑
i:Ti=1
pˆia
(k)
1i (βˆ
(k)
1 ) and ηˆ
(k)
0 (βˆ
(k)
0 ) =
∑
i:Ti=0
qˆia
(k)
0i (βˆ
(k)
0 ).
Applying the Lagrange multiplier method again, we can obtain wˆi = 1/{n11(1+ρˆT1 gˆ1i)}
for {i : Ti = 1, R1i = 1} and vˆi = 1/{n01(1 + ρˆT0 gˆ0i)} for {i : Ti = 0, R0i = 1}, where ρˆ1
and ρˆ0 are the solutions to the equations respectively∑
i:Ti=1,R1i=1
gˆ1i
1 + ρˆT1 gˆ1i
= 0 and
∑
i:Ti=0,R0i=1
gˆ0i
1 + ρˆT0 gˆ0i
= 0,
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and
gˆ1i =

(npˆi)
−1$(1)1i (αˆ
(1)
1 )− θˆ(1)1 (αˆ(1)1 )
...
(npˆi)
−1$(J1)1i (αˆ
(J1)
1 )− θˆ(J1)1 (αˆ(J1)1 )
a
(1)
1i (βˆ
(1)
1 )− ηˆ(1)1 (βˆ
(1)
1 )
...
a
(K1)
1i (βˆ
(K1)
1 )− ηˆ(K1)1 (βˆ
(K1)
1 )

and
gˆ0i =

(nqˆi)
−1$(1)0i (αˆ
(1)
0 )− θˆ(1)0 (αˆ(1)0 )
...
(nqˆi)
−1$(J0)0i (αˆ
(J0)
0 )− θˆ(J0)0 (αˆ(J0)0 )
a
(1)
0i (βˆ
(1)
0 )− ηˆ(1)0 (βˆ
(1)
0 )
...
a
(K0)
0i (βˆ
(K0)
0 )− ηˆ(K0)0 (βˆ
(K0)
0 )

.
Our proposed Mann-Whitney test statistic for testing H0 : F1 = F0 is based on the
following point estimator of θ0 = P(Y1 ≥ Y0) given by
θˆMW =
∑
i:Ti=1,R1i=1
∑
j:Tj=0,R0j=1
wˆivˆj1(Y1i ≥ Y0j). (5.6)
In Chapter 4, we showed that if (i) Q contains a correctly specified model for pi(Z), (ii)
P1 contains a correctly specified model for $1(Z,X1) or A1 contains a correctly specified
model for E(Y1 | Z,X1), and (iii) P0 contains a correctly specified model for $0(Z,X0)
or A0 contains a correctly specified model for E(Y0 | Z,X0), then
wˆi = {npi(Zi)$1(Zi,X1i)}−1{1 +Op(n−1/2)},
vˆi = [n{1− pi(Zi)}$0(Zi,X0i)]−1{1 +Op(n−1/2)}.
Thus θˆMW is a consistent estimator for θ0 = P(Y1 ≥ Y0) and is multiply robust against
model misspecification. The following Theorem gives the asymptotic distribution of θˆMW,
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which facilitates the test of H0 : F1 = F0. Proof of the theorem and the exact expression
for the asymptotic variance σ2MW are provided in Sections 5.5 and 5.4.
Theorem 5.1. Suppose that Q, P1 and P0 each contains a correctly specified model for
pi(Z), $1(Z,X1) and $0(Z,X0), respectively. Then under H0 : F1 = F0 the test statistic
n1/2(θˆMW−1/2) follows an asymptotic normal distribution with mean 0 and variance σ2MW.
The essence of Step 1 is to produce quantities (npˆi)
−1 and (nqˆi)−1, which are asymptot-
ically equivalent to pi(Zi) and 1−pi(Zi), respectively, if one of the multiple working models
in Q is correctly specified (Han and Wang 2013). If there is only one working model, say,
pi(Z;γ) for pi(Z), one can simplify the procedure by circumventing Step 1 and replacing
(npˆi)
−1 and (nqˆi)−1 in Step 2 with the corresponding pi(Zi; γˆ) and 1 − pi(Zi; γˆ) in (5.5),
where γˆ is the maximum likelihood estimator of (5.1) with pi(γ(l)) replaced by pi(Z;γ).
In randomized pretest-posttest studies with no missing data, Chen et al. (2016) pro-
posed to calibrate on a1(Z;β1) = E(Y1 | Z;β1) to formulate the constraints. The coeffi-
cients β1 can be consistently estimated by a regression analysis based on the subjects in the
treatment group since E(Y1 | Z;β1) = E(Y1 | Z, T = 1;β1). However, modeling a1(Z;β1)
becomes infeasible in our setting since E(Y1 | Z;β1) 6= E(Y1 | Z, T = 1, R1 = 1;β1). Thus
we do not consider modeling a1(Z;β1) for our proposed method.
5.2.2 A bootstrap procedure for variance estimation
It turns out that the asymptotic variance σ2MW does not have a tractable form due to the
multiply robust requirement that we do not know which models are correctly specified inQ,
P1 and P0. There are two possible approaches to carry out the proposed Mann-Whitney
test. One is to use a bootstrap procedure to estimate the variance, which is described
below. The other is to use the empirical likelihood ratio test to be discussed in the next
subsection. The proposed bootstrap procedure is as follows.
Step 1. Take a random sample of size n with replacement from the original data set and
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calculate θˆ
(b)
MW using the bootstrap sample in the same way as the original estimator
θˆMW is calculated.
Step 2. Repeat Step 1 for b = 1, · · · , B, independently, to obtain {θˆ(1)MW, . . . , θˆ(B)MW}.
Step 3. Calculate the bootstrap variance estimator σˆ2MW of θˆMW using the empirical
variance of {θˆ(1)MW, . . . , θˆ(B)MW}.
One- or two-sided test for H0 : F1 = F0 can then be constructed based on the test
statistic (θˆMW− 1/2)/σˆMW. For instance, we reject H0 : F1 = F0 and in favor of H1 : F1 6=
F0 if
∣∣∣(θˆMW − 1/2)/σˆMW∣∣∣ ≥ zα/2, where zα is the 100(1 − α)% percentile of the standard
normal distribution.
5.2.3 An empirical likelihood ratio test
Our proposed Mann-Whitney test can also be constructed as an empirical likelihood ratio
test. The “global” maximizers wˆi, {i : Ti = 1, R1i = 1} and vˆi, {i : Ti = 0, R0i = 1}
maximize the EL function (5.4) subject to the set of constraints (5.5), while the “restricted”
maximizers w˜i, {i : Ti = 1, R1i = 1} and v˜i, {i : Ti = 0, R0i = 1} of the EL function (5.4)
with a given value of θ for the parameter of interest, θ0 = P(Y1 ≥ Y0), can be obtained
under the same set of constraints (5.5) and an additional parameter constraint induced by
θ, ∑
i:Ti=1,R1i=1
∑
j:Tj=0,R0j=1
wivj {1(Y1i ≥ Y0j)− θ} = 0. (5.7)
The empirical likelihood ratio statistic on θ is computed as
TELR(θ) = −2
( ∑
i:Ti=1,R1i=1
log
w˜i
wˆi
+
∑
i:Ti=0,R0i=1
log
v˜i
vˆi
)
.
Unfortunately, the asymptotic distribution of the EL ratio statistic TELR(θ) under H0 :
θ = θ0 does not have a tractable form due to the complexity of using a U -statistic in forming
the constraint (5.7). We propose to use the following bootstrap procedure to determine
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the critical value for the empirical likelihood ratio test. Let θˆMW be the initial maximum
EL estimator defined in (5.6).
Step 1. Take a random sample of size n with replacement from the original data set
and calculate T
(b)
ELR(θˆMW) using the bootstrap sample and θ = θˆMW in the constraint
(5.7).
Step 2. Repeat Step 1 for b = 1, · · · , B, independently, to obtain {T (1)ELR(θˆMW), · · · ,
T
(B)
ELR(θˆMW)}.
Step 3. Determine the critical value cα with the given significance level α using the
100(1−α)% percentile of the empirical distribution of {T (1)ELR(θˆMW), · · · , T (B)ELR(θˆMW)}.
We reject H0 : F1 = F0 if TELR(θ0) ≥ cα for θ0 = 1/2. It should be noted that
computing the maximizers w˜i and v˜i under H0 can also be challenging due to the use of
the U -statistic type constraint (5.7). We propose to use an interactive iterative method
to reformulate the computational problem into two constrained maximization problems as
follows.
Step 1. Initialize w˜
(0)
i = 1/n11, for subjects {i : Ti = 1, R1i = 1}.
Step 2. Calculate v˜
(s)
i by maximizing
∏
i:Ti=0,R0i=1
vi subject to (5.5) and (5.7) with wi
fixed as w˜
(s−1)
i , s = 1, 2, . . ..
Step 3. Calculate w˜
(s)
i by maximizing
∏
i:Ti=1,R1i=1
wi subject to (5.5) and (5.7) with vi
fixed as v˜
(s−1)
i , s = 1, 2, . . ..
Step 4. Repeat Step 2 and Step 3 until a given convergence criterion is satisfied.
In our simulation studies, we used the following tolerance as the criterion for conver-
gence:
max
{∣∣∣w˜(s)i − w˜(s−1)i ∣∣∣ , i : Ti = 1, R1i = 1, ∣∣∣v˜(s)j − v˜(s−1)j ∣∣∣ , j : Tj = 0, R0j = 1} <  ,
where  is a pre-specified tolerance. We used  = 10−4 for the simulation study reported
in the next section.
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5.3 Simulation Study
In this section we examine the finite-sample performance of the proposed Mann-Whitney
test and the EL ratio test for testing the equality of the marginal distributions of the
potential outcomes between the two intervention groups. The data is generated as follows.
Two independent pretest measurements at baseline are generated as Z1 ∼ exp(1) and
Z0 ∼ exp(1). The propensity score of treatment assignment is set to be pi(Z1, Z0) = {1 +
exp(−0.28−0.05Z1−0.08Z0)}−1, leading to approximately 60% and 40% of subjects in the
treatment (T = 1) and the control (T = 0) group respectively. The intermediate covariates
are generated as Xt ∼ Bernoulli(0.5), t = 0, 1. And the posttest potential outcomes are
generated as Yt | Xt, Zt ∼ N{at(Xt, Zt), 4}, t = 0, 1, where a1(X1, Z1) = β10∗ + 0.5X1 +
0.5Z1 − 1.5Z1/21 , a0(X0, Z0) = 1 + 0.5X0 + 0.5Z0 − 1.5Z1/20 . We will examine the type I
error of the proposed tests when β10∗ = 1, corresponding to F1 = F0, and the power when
β10∗ = 1.2, 1.4, 1.6, 1.8 and 2 respectively, corresponding to F1 < F0. For all the scenarios,
the nonmissingness probabilities are set to be $1(Z1, X1) = {1+exp(0.6−0.1Z1−0.4X1)}−1
and $0(Z0, X0) = {1 + exp(−0.5 + 0.2Z0 − 0.6X0)}−1, resulting in a missingness rate of
29% for treatment group and 36% for the control group.
We postulate the following pairs of parametric models for pi(Z1, Z0), $t(Zt, Xt) and
E(Yt | Zt, Xt) respectively.
pi(1)(γ(1)) = {1 + exp(γ(1)0 + γ(1)1 Z1 + γ(1)2 Z0)}−1,
pi(2)(γ(2)) = 1− exp[− exp{γ(2)0 + γ(2)1 Z1/21 + γ(2)2 Z1/20 }],
$
(1)
t (α
(1)
t ) = {1 + exp(α(1)t0 + α(1)t1 Zt + α(1)t2 Xt)}−1,
$
(2)
t (α
(2)
t ) = 1− exp{− exp(α(2)t0 + α(2)t1 Z1/2t + α(2)t2 Xt)},
a
(1)
t (β
(1)
t ) = β
(1)
t0 + β
(1)
t1 Xt + β
(1)
t2 Zt + β
(1)
t3 Z
1/2
t ,
a
(2)
t (β
(2)
t ) = β
(2)
t0 + β
(2)
t1 Xt + β
(2)
t2 Zt.
Here pi(1)(γ(1)), $
(1)
t (α
(1)
t ) and a
(1)
t (β
(1)
t ) are the correctly specified models. All simulation
results are summarized based on 1000 repeated simulation runs. The standard error of the
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Mann-Whitney test statistic and the critical value of the EL ratio test for each replication
are calculated based on 1000 bootstrap samples. We consider sample size n = 400 and 800
and the significance level is 5%.
Tables 5.1, 5.2, 5.3 and 5.4 contain results of the proposed multiply robust Mann-
Whitney test and the EL ratio test based on different combinations of models for pi(Z1, Z0),
$t(Zt, Xt) and E(Yt | Zt, Xt) under the sample size n = 400 and n = 800 respectively. In
this particular simulation, we are interested in testing the null hypothesis H0 : F1(y) =
F0(y) against H1 : F1(y) 6= F0(y). The multiple working models being used to construct
the tests are shown in the first column. The tests constructed based on the combinations
of the multiple working models listed below are valid as long as the correctly specified
working model pi(1)(γ(1)) for the propensity score pi(Z1, Z0), the correctly specified working
model $
(1)
t (α
(1)
t ) for the missingness probability $t(Xt, Zt) and/or the correctly specified
working model a
(1)
t (β
(1)
t ) for the outcome regression at(Xt, Zt) are included.
When only the correctly specified model pi(1)(γ(1)) is postulated for pi(Z1, Z0), a one-
step procedure is carried out as we discussed above. It can be seen that the proposed
Mann-Whitney test has type I error very close to the nominal level 5% when β10∗ = 1,
i.e., F1 = F0. For the EL ratio test, the type I error is systematically lower than the
nominal level when n = 400. A possible explanation is due to the complexity of the
U -statistic type constraint (5.7) and numerical implementation based on the interactive
iterative method we discuss may not be stable under small sample sizes. Nevertheless,
the numerical performance of the EL ratio test can be improved by increasing the sample
size as we have seen the type I error is getting closer to the nominal level when n = 800.
The proposed bootstrap procedures prove to be reliable in our simulation studies. When
β10∗ 6= 1, the proposed Mann-Whitney test has higher power compared to the EL ratio
test. And as the deviation from the null hypothesis H0 : F1 = F0 increases, meaning β10∗
increases from 1.2 to 2, the power of both tests increase.
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Table 5.1: Type I error and Power under 5% significance level. Results are
in percentages, based on 1000 MC replications and each replication has
1000 bootstrap samples. n = 400.
Type I Error Power
β0∗ 1 1.2 1.4 1.6 1.8 2
Models MW EL MW EL MW EL MW EL MW EL MW EL
pi(1)$(1) 4.5 4.0 10.7 6.0 32.6 23.6 62.3 53.7 87.4 80.4 97.2 95.4
pi(1)$(2) 4.4 3.6 11 5.9 33.6 23.4 63.3 53.3 88.2 80.2 97.5 95.2
pi(1)a(1) 4.4 3.6 10.0 5.8 32.8 23.1 62.4 52.9 86.3 79.3 97.4 94.9
pi(1)a(2) 4.3 3.4 10.3 5.9 33.1 23 62.7 53.1 87.4 80 97.3 95.1
pi(1)$(1,2) 4.6 3.6 10.7 5.8 33.3 23.6 62.8 52.8 87.1 80.5 97.5 95
pi(1)$(1)a(1) 4.4 3.7 10.1 5.8 32.3 23.1 62.3 52.0 86.5 79.8 97.1 94.7
pi(1)$(1)a(2) 4.2 3.5 10.4 5.9 32.2 23.2 62.4 52.8 87.2 80.1 97.3 95.1
pi(1)$(2)a(1) 4.5 3.7 10.1 5.8 32.5 23.2 62.3 52.2 86.9 79.6 97.2 94.7
pi(1)$(2)a(2) 4.5 3.1 10.7 5.7 33.4 23.1 62.6 52.7 87.8 79.8 97.4 94.9
pi(1)a(1,2) 4.2 3.3 10.0 5.7 31.8 23.1 61.9 52.2 86.1 79.2 97.2 94.6
pi(1)$(1,2)a(1) 4.3 3.6 9.8 5.8 32.1 23.0 61.8 51.4 85.9 79.2 97.2 94.4
pi(1)$(1,2)a(2) 4.6 3.7 10.2 5.7 31.9 23.2 62.2 52.0 86.3 79.6 97.3 94.5
pi(1)$(1)a(1,2) 4.2 3.6 9.9 5.7 32.1 22.8 61.9 51.7 86.0 79.6 97.1 94.5
pi(1)$(2)a(1,2) 4.3 3.6 10.1 5.7 32.2 22.8 61.9 52.0 86.2 79.5 97.0 94.5
pi(1)$(1,2)a(1,2) 4.0 2.8 9.5 5.3 30.6 20.4 59.8 48.9 84.5 76.4 95.5 92.4
Models: the multiple working models used to construct the test statistic. Model indices
are shown in the superscript within brackets.
MW: Mann-Whitney test. EL: empirical likelihood ratio test.
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Table 5.2: Type I error and Power under 5% significance level. Results are
in percentages, based on 1000 MC replications and each replication has
1000 bootstrap samples. n = 400.
Type I Error Power
β0∗ 1 1.2 1.4 1.6 1.8 2
Models MW EL MW EL MW EL MW EL MW EL MW EL
pi(1,2)$(1) 4.4 3.6 10.5 6.1 32.1 23.2 62.5 52.5 87.0 80.2 97.3 95.0
pi(1,2)$(2) 4.4 3.6 10.8 6 32.6 23.4 62.9 52.8 87.7 79.8 97.5 94.8
pi(1,2)a(1) 4.4 3.2 10.5 5.7 32.8 22.8 62.4 52.4 86.1 78.9 97.4 94.6
pi(1,2)a(2) 4.2 3.4 10.4 5.8 32.9 23.4 62.9 53.2 87.3 79.9 97.4 94.9
pi(1,2)$(1,2) 4.3 3.5 10.3 5.8 33.0 23.3 63.1 52.5 87.2 80.1 97.6 94.8
pi(1,2)$(1)a(1) 4.4 3.3 10.0 5.9 32.0 22.8 62.0 51.8 86.5 79.4 97.1 94.4
pi(1,2)$(1)a(2) 4.2 3.3 10.5 5.8 32.1 22.7 61.8 52.2 86.9 79.6 97.5 94.8
pi(1,2)$(2)a(1) 4.3 3.3 9.9 5.9 32.1 22.8 61.8 52.1 86.4 79.4 97.1 94.5
pi(1,2)$(2)a(2) 4.3 3.2 10.4 5.9 33.1 22.8 62.4 52.7 87.5 79.3 97.6 94.7
pi(1,2)a(1,2) 4.1 3.5 10.5 5.7 32.2 23.1 62.0 52.4 86.5 78.8 97.3 94.6
pi(1,2)$(1,2)a(1) 4.3 3.3 9.7 5.7 31.7 22.6 62.0 51.6 86.6 79.2 96.8 94.2
pi(1,2)$(1,2)a(2) 4.3 3.3 10.1 5.8 32.4 23.1 62.2 51.8 87.0 79.4 97.5 94.4
pi(1,2)$(1)a(1,2) 4.2 3.3 9.9 5.8 31.8 22.6 61.6 51.5 86.6 79.4 96.8 94.3
pi(1,2)$(2)a(1,2) 4.3 3.4 10.0 5.8 32.1 22.4 61.8 51.5 86.6 79.4 97.1 94.2
pi(1,2)$(1,2)a(1,2) 4.0 2.9 9.1 5.3 30.1 21.1 60.7 49.8 84.9 76.6 95.7 93.0
Models: the multiple working models used to construct the test statistic. Model indices
are shown in the superscript within brackets.
MW: Mann-Whitney test. EL: empirical likelihood ratio test.
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Table 5.3: Type I error and Power under 5% significance level. Results are
in percentages, based on 1000 MC replications and each replication has
1000 bootstrap samples. n = 800.
Type I Error Power
β0∗ 1 1.2 1.4 1.6 1.8 2
Models MW EL MW EL MW EL MW EL MW EL MW EL
pi(1)$(1) 6.5 5.3 18.7 10.9 58.2 45.5 88.0 81.7 98.4 97.2 99.9 99.7
pi(1)$(2) 6.2 5.2 19.4 11.4 58.8 45.5 88.9 81.8 98.4 97.1 99.9 99.7
pi(1)a(1) 6.3 5.5 18.9 11.2 57.8 45.3 88.4 81.9 98.0 97.1 99.9 99.7
pi(1)a(2) 5.9 5.3 18.8 11.2 58.3 44.9 88.8 81.3 98.2 97.1 99.9 99.7
pi(1)$(1,2) 6.2 5.3 19.4 11.3 58.1 45.8 88.3 81.6 98.3 97.2 99.9 99.7
pi(1)$(1)a(1) 6.2 5.5 18.6 11.0 57.6 45.4 88.4 81.7 98.3 97.0 99.9 99.7
pi(1)$(1)a(2) 6.4 5.3 18.3 11.4 58.5 45.7 88.1 81.3 98.3 97.2 99.9 99.7
pi(1)$(2)a(1) 6.2 5.6 18.7 10.9 57.8 45.0 88.3 81.9 98.3 97.0 99.9 99.7
pi(1)$(2)a(2) 6.3 5.3 18.8 11.2 59.1 45.1 89.2 81.5 98.4 97.2 99.9 99.7
pi(1)a(1,2) 6.0 5.3 18.8 11.3 58.1 45.5 88.8 81.8 98.0 97.0 99.9 99.7
pi(1)$(1,2)a(1) 6.2 5.5 18.6 11.4 57.5 45.4 88.1 81.5 98.3 97.0 99.9 99.7
pi(1)$(1,2)a(2) 6.2 5.6 18.5 11.5 57.8 45.3 88.4 81.2 98.2 97.1 99.9 99.7
pi(1)$(1)a(1,2) 6.2 5.6 18.5 11.1 57.8 45.2 88.1 81.4 98.3 97.0 99.9 99.7
pi(1)$(2)a(1,2) 6.1 5.6 18.5 11.2 57.7 45.1 88.2 81.6 98.3 97.0 99.9 99.7
pi(1)$(1,2)a(1,2) 6.0 5.3 18.6 11.1 56.1 44.3 87.3 80.4 98.2 96.8 99.8 99.4
Models: the multiple working models used to construct the test statistic. Model indices
are shown in the superscript within brackets.
MW: Mann-Whitney test. EL: empirical likelihood ratio test.
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Table 5.4: Type I error and Power under 5% significance level. Results are
in percentages, based on 1000 MC replications and each replication has
1000 bootstrap samples. n = 800.
Type I Error Power
β0∗ 1 1.2 1.4 1.6 1.8 2
Models MW EL MW EL MW EL MW EL MW EL MW EL
pi(1,2)$(1) 5.9 5.3 18.8 11.3 57.9 45.4 88.4 81.5 98.5 97.2 99.9 99.7
pi(1,2)$(2) 6 5.3 19.4 11.1 59.1 45.5 89.1 81.7 98.5 97.2 99.9 99.7
pi(1,2)a(1) 5.9 5.6 19.0 11.3 57.9 45.4 89.0 81.7 97.9 97.1 99.9 99.7
pi(1,2)a(2) 6 5.4 18.7 11.3 58.5 44.6 88.9 81.4 98.2 97.1 99.9 99.7
pi(1,2)$(1,2) 5.8 5.3 19.3 11.4 58.2 46.0 88.9 81.4 98.3 97.2 99.9 99.7
pi(1,2)$(1)a(1) 5.9 5.6 18.5 11.3 57.6 45.7 88.7 81.4 98.3 97.1 99.9 99.7
pi(1,2)$(1)a(2) 5.8 5.4 18.7 11.3 58.0 45.5 88.5 81.3 98.4 97.2 99.9 99.7
pi(1,2)$(2)a(1) 5.9 5.7 18.6 11.3 57.9 45.5 88.7 81.5 98.3 97.1 99.9 99.7
pi(1,2)$(2)a(2) 5.8 5.4 19.2 11.2 59.3 45.2 89 81.3 98.5 97.1 99.9 99.7
pi(1,2)a(1,2) 5.8 5.4 19.1 11.3 58.4 45.5 89.2 81.6 97.9 97.0 99.9 99.7
pi(1,2)$(1,2)a(1) 5.9 5.6 18.4 11.3 57.7 45.3 88.7 81.7 98.1 97.0 99.9 99.7
pi(1,2)$(1,2)a(2) 5.6 5.3 18.9 11.5 57.7 45.9 88.9 80.9 98.3 97.1 99.9 99.7
pi(1,2)$(1)a(1,2) 5.9 5.6 18.3 11.4 57.6 45.9 89.0 81.3 98.2 97.1 99.9 99.7
pi(1,2)$(2)a(1,2) 5.9 5.6 18.3 11.4 57.7 45.5 89.0 81.4 98.2 97.1 99.9 99.7
pi(1,2)$(1,2)a(1,2) 6.0 5.2 18.4 11.2 57.1 44.3 88.0 81.0 98.1 97.0 99.9 99.7
Models: the multiple working models used to construct the test statistic. Model indices
are shown in the superscript within brackets.
MW: Mann-Whitney test. EL: empirical likelihood ratio test.
97
5.4 Expressions of the Asymptotic Variance in Theo-
rem 5.1
σ2MW = E(Ψ
2) where Ψ is shown as follows. For notational simplicity, here and after we
suppress the dependence on data and denote pi(Z), $1(Z,X1) and $0(Z,X0) as pi, $1
and $0 respectively. Let γ
(l)
∗ , α
(j)
t∗ and β
(k)
t∗ be the probability limit of γˆ
(l), αˆ
(j)
t and βˆ
(k)
t
respectively (White 1982). Denote γT∗ = (γ
(1),T
∗ , . . . ,γ
(L),T
∗ ), αTt∗ = (α
(1),T
t∗ , . . . ,α
(Jt),T
t∗ ) and
βTt∗ = (β
(1),T
t∗ , . . . ,β
(Kt),T
t∗ ). Let S
γ , Sα1 and S
α
0 be the score functions of the corresponding
binomial likelihoods (5.1) and (5.2) based on the models pi(1)(Z;γ(1)), $
(1)
1 (Z,X1;α
(1)
1 )
and $
(1)
0 (Z,X0;α
(1)
0 ) respectively. Denote
ζ(l)∗ = E{pi(l)(γ(l)∗ )}, (l = 1, . . . , L),
θ
(j)
1∗ (α
(j)
1∗ ) = E{pi$(j)1 (α(j)1∗ )}, (j = 1, . . . , J1),
θ
(j)
0∗ (α
(j)
0∗ ) = E{(1− pi)$(j)0 (α(j)0∗ )}, (j = 1, . . . , J0),
η
(k)
1∗ (β
(k)
1∗ ) = E{a(k)1 (β(k)1∗ )}, (k = 1, . . . , K1),
η
(k)
0∗ (β
(k)
0∗ ) = E{a(k)0 (β(k)0∗ )}, (k = 1, . . . , K0),
u(γ∗) =
{
pi(1)(γ(1)∗ )− ζ(1)∗ , . . . , pi(L)(γ(L)∗ )− ζ(L)∗
}T
,
g1(α1∗,β1∗) =
{
pi$
(1)
1 (α
(1)
1∗ )− θ(1)1∗ (α(1)1∗ ), . . . , pi$(J1)1 (α(J1)1∗ )− θ(J1)1∗ (α(J11∗ ),
a
(1)
1 (β
(1)
1∗ )− η(1)1∗ (β(1)1∗ ), . . . , a(K1)1 (β(K1)1∗ )− η(K1)1∗ (β(K1)1∗ )
}T
,
g0(α0∗,β0∗) =
{
(1− pi)$(1)0 (α(1)0∗ )− θ(1)0∗ (α(1)0∗ ), . . . , (1− pi)$(J0)0 (α(J0)0∗ )− θ(J0)0∗ (α(J0)0∗ ),
a
(1)
0 (β
(1)
0∗ )− η(1)0∗ (β(1)0∗ ), . . . , a(K0)0 (β(K0)0∗ )− η(K0)0∗ (β(K0)0∗ )
}T
,
h1(α1∗,β1∗) = E
{
pi$
(1)
1 (α
(1)
1∗ ), . . . , pi$
(J1)
1 (α
(J1)
1∗ ), a
(1)
1 (β
(1)
1∗ ), . . . , a
(K1)
1 (β
(K1)
1∗ )
}T
,
h0(α0∗,β0∗) = E
{
(1− pi)$(1)0 (α(1)0∗ ), . . . , (1− pi)$(J0)0 (α(J0)0∗ ), a(1)0 (β(1)0∗ ), . . . , a(K0)0 (β(K0)0∗ )
}T
,
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A1 = h1(α1∗,β1∗)
[
E
{
1
pi
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}
− 1
P(T = 1)
E
{
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}]
,
A0 = h0(α0∗,β0∗)
[
E
{
1
1− pi
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}
− 1
P(T = 0)
E
{
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}]
,
B1 = E
{
g1(α1∗,β1∗)
$1
∂$
(1)
1 (α
(1)
1∗ )
∂α
(1),T
1
}
,
B0 = E
{
g0(α0∗,β0∗)
$0
∂$
(1)
0 (α
(1)
0∗ )
∂α
(1),T
0
}
,
C1 = E
{
u(γ∗)
pi
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}
, C0 = E
{
u(γ∗)
1− pi
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}
,
G1 = E
{
g1(α1∗,β1∗)g1(α1∗,β1∗)
T
pi$1
}
,
G0 = E
{
g0(α0∗,β0∗)g0(α0∗,β0∗)
T
(1− pi)$0
}
,
H1 = h1(α1∗,β1∗)E
{
u(γ∗)
pi
}T
, H0 = h0(α0∗,β0∗)E
{
u(γ∗)
1− pi
}T
,
M 1 = E
{
u(γ∗)u(γ∗)
T
pi
}
, M 0 = E
{
u(γ∗)u(γ∗)
T
1− pi
}
,
Mu1 = E
{
P(Y1 ≥ Y0 | Z,X1,X0)g1(α1∗,β1∗)T
pi$1
}
G−11 H1M
−1
1
+E
{
P(Y1 ≥ Y0 | Z,X1,X0)u(γ∗)T
pi
}
M−11 ,
Mu0 = E
{
P(Y1 ≥ Y0 | Z,X1,X0)g0(α0∗,β0∗)T
(1− pi)$0
}
G−10 H0M
−1
0
+E
{
P(Y1 ≥ Y0 | Z,X1,X0)u(γ∗)T
1− pi
}
M−10 ,
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Mγ = E
{
P(Y1 ≥ Y0 | Z,X1,X0)u(γ∗)T
pi
}
M−11 C1
−E
{
P(Y1 ≥ Y0 | Z,X1,X0)u(γ∗)T
1− pi
}
M−10 C0
−E
{
P(Y1 ≥ Y0 | Z,X1,X0)g1(α1∗,β1∗)T
pi$1
}
G−11 A1
+E
{
P(Y1 ≥ Y0 | Z,X1,X0)g0(α0∗,β0∗)T
(1− pi)$0
}
G−10 A0
+E
{
P(Y1 ≥ Y0 | Z,X1,X0)g1(α1∗,β1∗)T
pi$1
}
G−11 H1C1
−E
{
P(Y1 ≥ Y0 | Z,X1,X0)g0(α0∗,β0∗)T
(1− pi)$0
}
G−10 H0C0
−E
{
P(Y1 ≥ Y0 | Z,X1,X0) 1− 2pi
pi(1− pi)
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}
+E
[
P(Y1 ≥ Y0 | Z,X1,X0) 1− 2P(T = 1)P(T = 1)P(T = 0)E
{
∂pi(1)(γ
(1)
∗ )
∂γ1
}]
,
Mα1 =
1
P(T = 1)
E
{
pi$1P(Y1 ≥ Y0)− θ(1)1∗ (α(1)1∗ )P(Y1 ≥ Y0 | Z,X1,X0)
$1
∂$
(1)
1 (α
(1)
1∗ )
∂α
(1),T
1
}
+E
{
P(Y1 ≥ Y0 | Z,X1,X0)g1(α1∗,β1∗)T
pi$1
}
G−11 B1,
Mα0 =
1
P(T = 0)
E
{
(1− pi)$0P(Y1 ≥ Y0)− θ(1)0∗ (α(1)0∗ )P(Y1 ≥ Y0 | Z,X1,X0)
$0
∂$
(1)
0 (α
(1)
0∗ )
∂α1,T0
}
+E
{
P(Y1 ≥ Y0 | Z,X1,X0)g0(α0∗,β0∗)T
(1− pi)$0
}
G−10 B0,
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Ψ =− TR1
pi$1
{1− F0(Y1)}+ (1− T )R0
(1− pi)$0 {1− F1(Y0)}
− E
{
P(Y1 ≥ Y0 | Z,X1,X0)g1(α1∗,β1∗)T
pi$1
}
×G−11
{
T (R1 −$1)
pi$1
g1(α1∗,β1∗)−
T − pi
pi
h1(α1∗,β1∗)
}
− E
[
P(Y1 ≥ Y0 | Z,X1,X0)g0(α0∗,β0∗)T
(1− pi)$0
]
×G−10
{
(1− T )(R0 −$0)
(1− pi)$0 g0(α0∗,β0∗) +
T − pi
1− pi h0(α0∗,β0∗)
}
−
(
Mu1
T − pi
pi
−Mu0
T − pi
1− pi
)
u(γ∗) +M
γE(SγSγ,T)Sγ
+Mα1 E(S
α
1 S
α,T
1 )S
α
1 +M
α
0 E(S
α
0 S
α,T
0 )S
α
0 .
5.5 Proofs of Theorem 5.1
Without loss of generality, we assume pi(1)(Z;γ(1)), $
(1)
1 (Z,X1;α
(1)
1 ) and $
(1)
0 (Z,X0;α
(1)
0 )
are the correctly specified models for pi(Z), $1(Z,X1) and $0(Z,X0) respectively. Han
and Wang (2013) showed that the first-step weights pˆi and qˆi can be re-parameterized as
pˆi =
ζˆ(1)(γˆ(1))
n1
1
pi
(1)
i (γˆ
(1)) + φˆ
T
1 uˆi
and qˆi =
1− ζˆ(1)(γˆ(1))
n0
1
1− pi(1)i (γˆ(1))− φˆ
T
0 uˆi
where φˆ1 and φˆ0 respectively satisfy∑
i:Ti=1
uˆi
pi
(1)
i (γˆ
(1)) + φˆ
T
1 uˆi
= 0 and
∑
i:Ti=1
uˆi
1− pi(1)i (γˆ(1))− φˆ
T
0 uˆi
= 0.
Han and Wang (2013) also showed that
n1/2φˆ1 = M
−1
1
{
n−1/2
n∑
i=1
Ti − pii
pii
ui(γ∗)−C1n1/2(γˆ(1) − γ(1)∗ )
}
+ op(1),
n1/2φˆ0 = M
−1
0
{
n−1/2
n∑
i=1
Ti − pii
1− pii ui(γ∗)−C0n
1/2(γˆ(1) − γ(1)∗ )
}
+ op(1).
101
In a similar manner, we can re-parameterize ρˆt = (ρˆt1, . . . , ρˆt,Jt+Kt) as λˆt = (λˆt1, . . . , λˆt,Jt+Kt)
such that ρˆt1 = (λˆt1 + 1)/θˆ
(1)
t (αˆ
(1)
t ) and ρˆtj = λˆtj/θˆ
(1)
t (αˆ
(1)
t ), j = 2, . . . , Jt + Kt, where λˆ1
and λˆ0 are the solutions to the following equations respectively,∑
i:Ti=1,R1i=1
gˆ1i
(npˆi)−1$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i
= 0, (5.8)
and ∑
i:Ti=0,R0i=1
gˆ0i
(nqˆi)−1$
(1)
0i (αˆ
(1)
0 ) + λˆ
T
0 gˆ0i
= 0. (5.9)
Thus we have
wˆi =
θˆ
(1)
1 (αˆ
(1)
1 )
n11
1
(npˆi)−1$
(1)
1i (αˆ
(1)
1 ) + λˆ
T
1 gˆ1i
, {i : Ti = 1, R1i = 1}
and
vˆi =
θˆ
(1)
0 (αˆ
(1)
0 )
n01
1
(nqˆi)−1$
(1)
0i (αˆ
(1)
0 ) + λˆ
T
0 gˆ0i
, {i : Ti = 0, R0i = 1}.
A Taylor expansion of (5.8) at (αT1∗,β
T
1∗,γ
T
∗ ,φ
T
1∗ = 0,λ
T
1∗ = 0) and (5.9) at (α
T
0∗,β
T
0∗,γ
T
∗ ,φ
T
0∗ =
0,λT0∗ = 0) yields
n1/2λˆ1 = G
−1
1
[
n−1/2
n∑
i=1
Ti(R1i −$1i)
pii$1i
g1i(α1∗,β1∗)−
Ti − pii
pii
h1(α1∗,β1∗)
+H1n
1/2φˆ1 +A1n
1/2(γˆ(1) − γ(1)∗ )−B1n1/2(αˆ(1)1 −α(1)1∗ )
]
+ op(1),
n1/2λˆ0 = G
−1
0
[
n−1/2
n∑
i=1
(1− Ti)(R0i −$0i)
(1− pii)$0i g0i(α0∗,β0∗) +
Ti − pii
1− pii h0(α0∗,β0∗)
−H0n1/2φˆ0 −A0n1/2(γˆ(1) − γ(1)∗ )−B0n1/2(αˆ(1)0 −α(1)0∗ )
]
+ op(1).
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Some calculations show that under H0 : F1 = F0,
n1/2(TMW − 1/2)
=n−1/2
n∑
i=1
[
−TiR1i
pii$1i
{1− F0(Y1i)}+ (1− Ti)R0i
(1− pii)$0i{1− F1(Y0i)}
]
− E
{
P(Y1 ≥ Y0 | Z,X1,X0)g1(α1∗,β1∗)T
pi$1
}
n1/2λˆ1
− E
{
P(Y1 ≥ Y0 | Z,X1,X0)g0(α0∗,β0∗)T
(1− pi)$0
}
n1/2λˆ0
− E
{
P(Y1 ≥ Y0 | Z,X1,X0)u(γ∗)T
pi
}
n1/2φˆ1
+ E
{
P(Y1 ≥ Y0 | Z,X1,X0)u(γ∗)T
1− pi
}
n1/2φˆ0
+
1
P(T = 1)
E
{
pi$1P(Y1 ≥ Y0)− θ(1)1∗ (α(1)1∗ )P(Y1 ≥ Y0 | Z,X1,X0)
$1
∂$
(1)
1 (α
(1)
1∗ )
∂α
(1),T
1
}
× n1/2(αˆ(1)1 −α(1)1∗ )
+
1
P(T = 0)
E
{
(1− pi)$0P(Y1 ≥ Y0)− θ(1)0∗ (α(1)0∗ )P(Y1 ≥ Y0 | Z,X1,X0)
$0
∂$
(1)
0 (α
(1)
0∗ )
∂α1,T0
}
× n1/2(αˆ(1)0 −α(1)0∗ )
− E
{
P(Y1 ≥ Y0 | Z,X1,X0) 1− 2pi
pi(1− pi)
∂pi(1)(γ
(1)
∗ )
∂γ(1),T
}
n1/2(γˆ(1) − γ(1)∗ )
+ E
[
P(Y1 ≥ Y0 | Z,X1,X0) 1− 2P(T = 1)P(T = 1)P(T = 0)E
{
∂pi(1)(γ
(1)
∗ )
∂γ1
}]
n1/2(γˆ(1) − γ(1)∗ ) + op(1).
The desired results follow by noticing that n1/2(TMW − 1/2) = n−1/2
∑n
i=1 Ψi + op(1).
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Chapter 6
Discussion and Future Work
In this thesis, we investigate several important problems concerning both missing data and
causal inference. The results in this thesis have been or will be prepared for publication.
In this Chapter, we present a summary for some of the previous chapters with discussions
and we will also point out several directions for future research. Multiple robustness is
one of the major developments we focused on in this thesis to deal with missing-data and
causal inference problems. It is achieved by embedding the calibration idea into empiri-
cal likelihood theory and the calibration constraints are deduced from certain population
moment equalities.
6.1 Discussion
Chapter 3 Ascertaining the missingness mechanism is one of the most crucial steps in
missing data analysis. While the MAR is in general not testable, the MCAR is. Under
MCAR, data analysis becomes fairly easy since a complete case analysis would be sufficient.
We have proposed a nonparametric approach based on the empirical likelihood method to
test MCAR. The proposed approach not only provides an alternative to existing tests, but
more importantly, for the commonly seen scenarios with the presence of fully observed
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covariates, it leads to a unified procedure for estimation after the MCAR is rejected with
little extra effort beyond the calculation of the test statistic. Existing tests, on the contrary,
focus exclusively on testing, and the estimation after MCAR is rejected has to invoke
possibly completely different procedures.
Numerical performance of the proposed procedure could be jeopardized if the number
of constraints gets too large. This is in particular an issue when the dimension of the fully
observed covariates is high. In this case, the functions used for calibration constraints need
to be carefully chosen. Chan et al. (2016) suggests to use a growing number of moments
of all the auxiliary variables to formulate the calibration constraints, so does Hirano et al.
(2003). However, in our development, instead of moments of all the covariates, we propose
to use moments of those covariates that are considered more relevant in explaining the
missingness mechanism, combined with some selected regression models, to construct the
calibration constraints. More investigation in the case of high dimensional covariates is
needed, both theoretically and numerically.
Chapter 4 Pretest-posttest studies are an important and popular research design com-
monly used by social science, medical and health researchers. Non-randomized treatment
assignment and missing data are two prominent features frequently associated with the
sample data. Valid and efficient statistical analyses depend on suitable handling of three
types of models related to the propensity score, the missingness probability and the out-
come regression. These are also commonly encountered issues for analyzing data obtained
from many observational studies. Our proposed empirical likelihood approach to test and
estimation provides a general inference tool to incorporate models from different sources.
The theoretical and simulation results presented in this project show the promise of ex-
tending the methods to similar problems in missing data analysis and causal inferences.
This project focuses on the robustness property of the proposed empirical likelihood
methods. In the missing data literature, estimation efficiency is another important issue
(Robins et al. 1994; Tsiatis 2006). However, a thorough theoretical investigation on effi-
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ciency comparisons under our current setting with multiple models turns out to be very
difficult. The typical framework for semiparametric efficiency theory in the missing data lit-
erature (Tsiatis 2006) assumes that both the propensity score and missingness probability
are correctly modeled. For non-randomized pretest-posttest studies or other observational
studies, such an assumption is often unrealistic. This is the major motivation for us to
consider multiple working models. The simulation results presented in the project as well
as findings from the existing missing data literature, such as Han (2014b), Han (2016a),
Chen and Haziza (2017), among others, show that multiply robust estimators typically
have similar or higher efficiency compared to other estimators when the same working
models are used.
Chapter 5 In this project, we proposed a Mann-Whitney type test for the equality of the
marginal distributions of the potential outcomes between the two intervention groups in a
non-randomized pretest-posttest study with missing data. The development in this project
is a direct extension to the estimation and testing procedure of the average treatment effect
(ATE) in Chapter 4. The primary goal of the proposed method is to improve robustness
against possible model misspecification and thus multiple working models for the unknown
propensity score, the missingness probability and the outcome regression can be properly
accommodated. And the resulting test is valid as long as certain combinations of these
multiple working models are correctly specified. The proposed Mann-Whitney type test
is based on the explicitly-derived asymptotic normal distribution and simulation results
presented in this project show that the proposed method is reliable. We also present
an empirical likelihood ratio test to achieve the same testing goal. However, due to the
complexity of the U -statistic constraint, the asymptotic variance of the Mann-Whitney test
statistic and the asymptotic distribution of the EL ratio test statistic do not have tractable
forms. The bootstrap procedures we proposed in the project are computationally heavy
but are easy to implement, and the resulting tests perform well as shown in the reported
simulation studies.
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6.2 Future Work
Testing MCAR for GEE with missing data In Chapter 3, we considered estimating
the population mean of certain response variables that are subject to missingness. Exten-
sions to estimating parameters defined through generalized estimating equations (GEE)
can be made. Since the missingness mechanism does not depend on the model for pa-
rameter estimation, a simple extension is to directly apply the proposed test when the
parameters of interest are defined through estimating equations. The resulting weights
can then be used to weight the estimating equations for estimation. But estimators de-
rived in this way may not be consistent under MAR because the calibration constraints
are constructed to ensure consistency under MAR when estimating population means. A
more complex extension leading to consistency under MAR is to follow the idea in Han
(2014b) and construct calibration constraints using the estimating functions rather than
the moments of fully observed variables.
Inference on treatment effect with multiple treatment arms The proposed testing
and estimation procedure in Chapter 4 only considers two level of treatment arms. Testing
the equality of the treatment effect with multiple treatment arms is of great interest.
Although the subsequent estimation of the marginal means of each treatment level appears
to be a straightforward extension to the current multiply robust estimation procedure in
Chapter 4, the extension of the EL ratio test is not necessarily trivial. Tsao and Wu
(2006) proposed a maximum EL estimator and a weighted EL ratio test for the common
marginal mean of independent but heterogeneous samples. Possibly a similar formulation
can be adopted to the pretest-posttest study with multiple treatment arms by replacing
the constraint (4.8) with the following,∑
i:Ti=1,R1i=1
w1iY1i = · · · =
∑
i:Ti=K,RKi=1
wKiYKi = µ
where K is the number of treatment arms and wki are the calibration weights imposed
on the observed posttest potential outcomes under the k-th treatment arm. Similar to
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the derivation of the asymptotic scaled χ2 distribution in Theorem 4.1–4.4, the nuisance
parameter µ in the above constraint will eventually be profiled. And we are expecting the
test is multiply robust in a similar manner to that of Chapter 4.
Outcome-dependent two-phase sampling In chapters 4 and 5, we consider the non-
randomized pretest-posttest study with missing response. Yet another important issue is
missing covariates. For example, in outcome-dependent two-phase sampling designs, some
rich set of covariates are collected in the second phase where the selection probability de-
pends entirely on the first phase measurements (Wang et al. 2009). Such a formulation is
similar to the pretest-posttest study we considered in the previous chapters but with miss-
ing covariates, thus it could be of great future research interest to develop a multiply robust
testing and estimation procedure for the ATE in a non-randomized outcome-dependent
two-phase sampling problem.
Improving estimation efficiency Efficiency is always an important aspect for infer-
ence. As we point out in the previous discussions, the proposed multiply robust estimator
in Chapter 4 may not be locally efficient. The semiparametric efficiency bound for a non-
randomized pretest-posttest study needs to be rigorously derived. Also by deriving the
asymptotic normality of the multiply robust estimators of the margin means, we are able
to improve efficiency by studying the influence function of the estimators.
Missing not at random In this thesis, we focus on the assumption that the missingness
mechanism is MCAR or MAR. Although this assumption is reasonable and mathematically
convenient for us to develop inferential procedures with desirable properties, it might not be
the ideal assumption for practical problems since in reality, the missingness usually depends
on the missing values. It is of interest to investigate how to generalize our development
to the more complex MNAR mechanisms. Some interesting framework can be referred to
Wang et al. (2009); Chen et al. (2010).
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Computation The proposed procedure in chapters 4 and 5 are proven to be reliable
through our extensive simulation studies. Yet the proposed bootstrap procedure and the
interactive iterative method in Chapter 5 are computationally burdensome and do not
guarantee numerical convergence. Future efforts need to be made to circumvent the com-
putation burden as well as to provide rigorious theoretical justification of the proposed
bootstrap procedure.
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