Abstract. This paper proposes an efficient hardware architecture for an elementary function generator that is suitable for use as the activation function in an artificial neural network (ANN). A spline-based approximation function is designed that provides a good trade-off between accuracy and ...., whilst also being inherently scalable and adaptable to other approxmations. This has been achieved by using a minimax polynomial and through optimisation of the placement of the splines by using a genetic algorithm. The approximation error of the proposed activation function compares favourably to all related research in this field. Multiplication circuitry is avoided through the use of distributed arithmetic thereby reducing the area overhead and power consumption of the hardware implementation. The proposed architecture is up to 2,751 times faster than a direct implementation of a sigmoid activation function on an ARM 9 processor with a comparable clock frequency.
Introduction
Artificial neural networks (ANN) have found widespread deployment in a broad spectrum of classification, perception, association and control applications [1] . However, practical ANN implementations for high dimensional data tasks, such as multimedia analysis, computer gaming, etc, create considerable demands for microprocessor cycles. This is due to the fact that such ANN require extremely high throughput, in addition to a large number of inputs, neurons and layers. The associated computational complexity is highly undesirable from real time operation and low power consumption perspectives. This poses considerable problems for constrained computing platforms (e.g. mobile devices) which suffer from limitations such as low computational power, low memory capacity, short battery life and strict miniaturisation requirements. An attractive solution to this is to design systems whereby ANN complexity can be addressed by offloading processing from the host processor to dedicated hardware for general purpose ANN acceleration.
There has been considerable research in both analog and digital hardware ANN implementations - [2] [3] [4] . Low complexity architectures have been favoured, particularly for implementing the activation function. Low complexity approaches have the benefit of allowing reduced silicon area, but this typically comes at the expense of output performance. It is generally accepted that, as the resolution and precision of the inputs, weights and the activation function are reduced, so too is the ability of the ANN to act as a universal approximator [5] [6] . However, in an era where large microprocessors now use half a billion transistors, the overall benefit of area savings in the order of tens to hundreds of transistors is questionable, particularly if the output performance and scalability is compromised. This observation has motivated us to design a high precision, power efficient hardware activation function generator, which is capable of accommodating multiple activation functions and their derivatives.
The rest of this paper is organised as follows: section 2 details related prior research in the area. Section 3 proposes the use of a minimax spline approximation scheme. Section 4 outlines an associated hardware architecture for this scheme. Section 5 details hardware synthesis results and power consumption estimates, whilst section 6 draws conclusions about the work presented.
Related Research
Given its desirable non linear characteristics and ease of differentiability, a Sigmoid based activation function, such as that defined in eqn. 1, is commonly used in neural networks [7] . However, a direct hardware implementation is not practical as it requires excessive logic, resulting in significant power loss.
Consequently, a number of approximations amenable to hardware implementation have been developed. Since a direct look up [11] and combinatorial input/output mappings [14] . Furthermore, there is considerable variance within each category. For example, an A-Law companding technique is used in [8] , a sum of steps approximation is used in [9] , a multiplier-less piecewise approximation is presented in [10] , a recursive piece multiplier-less approximation is presented in [13] . An elementary function generator capable of multiple activation functions using a first and second order polynomial approximation is detailed in [11] . Recently, a combinatorial approach has been suggested that considerably reduces the approximation error [14] . Our approach, which will be describe in detail in section 4, uses a minimax first order polynomial approximation. The use of a minimax polynomial has been suggested before in the context of a floating point activation function approximation [12] . However, we further minimise the maximum error and implement an area and power efficient architecture. Our approach produces a small approximation error, whilst being suitable for implementation of multiple activation functions.
Data representation and precision requirements
In function approximation there are two sources of error, the approximation method error and the data representation error resulting from the use of a finite number of bits. To minimise area and power consumption, the minimum number of bits should be chosen that results in an acceptable error. Hardware ANN reduced precision issues were previously explored in [5] [6]. It was found that 10 precision bits were sufficient for multi-layer perceptrons (MLP) trained via back propagation [6] . Using fewer precision bits than this will effect the convergence speed for on-chip learning, and in some cases may completely prevent convergence. The number of integer bits should be chosen based on the range of the activation function. The functions we propose implementing (see section 5) have a maximum usable input integer range of ±8 and a maximum usable output range of ±1. For these reasons, we propose using 14 input bits (4 integer bits and 10 fractional bits) and 12 output bits (2 integer bits and 10 fractional bits). This scheme was also used by [11] . Data representation and precision used in this and other related research is shown in [12] Single precision floating point Basterretxea et al [13] not discussed Tommiska- 
Proposed Approximation Scheme
Polynomial approximating functions, such as a Taylor series (see eqn. 2 for a Taylor series expansion of a sigmoid function), can be used to represent any arbitrary continuous function. To reduce the order of the approximating polynomial, the input domain of the function can be sub-divided into smaller intervals. This allows a polynomial of much lower order to be used to approximate each of the of sub-intervals. The resulting composite function is known as a piecewise polynomial or spline. Using a spline-based activation function approximation offers the benefit that multiple activation functions can be accommodated by merely changing the coefficients of the approximating polynomials. This implies that minimal extra hardware is required to support these additional functions.
Sigmoid
. (2)
A Taylor series expansion itself is unsuitable for spline approximation as the approximation error is maximised at the boundaries of the spline i.e. large errors are present at the points where the splines are joined. [11] . We propose using the Remez reduction algorithm to solve the minimax spline approximation [15] since this approach is novel in the context of fixed point ANN activation function approximation. A minimax polynomial minimises the maximum error over a range for a given order. As will be detailed in section 5, this greatly improves the approximating error relative to other polynomial approximating schemes such as least squares. We advocate using a first order minimax approximation, as this is capable of achieving an acceptable error (see section 2
DAN: YOU DON'T REALLY TALK ABOUT ACCEPTABLE ER-ROR IN SECTION 2 EXCEPT IN VERY HIGH LEVEL TERMS. I SUGGEST REPHRASING OR DELETING THIS REFERENCE TO SECTION 2)
with a small number of approximating polynomials. This has the further benefit of avoiding higher order x n operations. To further reduce the number of splines required to achieve a specified accuracy, we employ the common approach of range reduction that exploits inherent redundancies (e.g. symmetry, periodic behaviour, etc) so that fewer splines can be used to fully represent the function.
Optimisation of spline locations
The placement of the approximating polynomials on the input range clearly has a major bearing on the overall approximation error. The simplest approach is to evenly distribute the polynomials over the approximating range. However, astute placement can reduce the approximating error, although the potential search space for optimal placement is large. For example, when using 5 polynomials in a 0 to 8 range with a precision of 10 −3 , there are in the order of 2 17 possible combinations for the location of the polynomials. To address this large search space issue, we propose using a genetic algorithm (GA) to find the optimum location of the approximating polynomials. Unlike an exhaustive search, this solution is scalable even if the input range were to become extremely large (for example, double precision floating point). DAN: OK BUT WHY A GA SPECIFICALLY AS OPPOSE OT ANOTHER OPT APPROACH? The GA was implemented using Matlab [16] . The fitness function firstly uses the Remez reduction algorithm [DAN: NEED A ONE LINER EXPLANA-TION OF WHAT'S HAPPENING HERE] to calculate the minimax polynomial coefficients for each candidate in the population. Using these coefficients, the minimax spline approximation to the chosen activation function (e.g. Sigmoid) is constructed. The mean and maximum errors are then calculated from this approximation, using at least 10 6 samples. The GA explores the search space whilst attempting to minimise these mean and maximum error values.
As is usually the case, the GA needed extensive tuning through trial and error exploration of the different input parameters. Initial population sizes of 10 to 1,000 were considered, along with extensive investigation into different crossover functions and different mutation functions. Our best results were obtaind using arithmetic crossover and a multi-point non uniform mutation with 5 mutation points. 
E.G. WHY IS FAIR TO COMPARE OUR APPROACH TO THAT OF [11] -DIFFERENT RANGES AND NOT CLEAR HOW MANY SEGMENTS THEY USE]
We used the proposed sigmoid activation function approximation to compare our approach to previous research. We tested our method using 2 to 8 approximating polynomial segments. The maximum and average error results for these tests can be seen in table 2. When using 5 or more segments, our method outperforms all related research. Comparing our 4 segment implementation with the first and second order 4 segment approach of [11] , our implementation gives an error that is almost 4 times smaller. The improvement obtained by using the genetic algorithm is apparent from comparing our five segment approach with the five segment approach of [12] . Our approach is 36% more accurate despite the fact that [12] employs a single precision floating point data representation.
[DAN CHANGE "OUR APPROACH" IN 
Hardware Implementation Results
The design was captured in Verilog HDL and synthesised using Synopsys Design Compiler and Synplicity Synplify Pro for a 90nm TSMC ASIC library and Xilinx Virtex 2 FPGA respectively. Power consumption estimates for the ASIC library were generated using Synopsys Prime Power. A summary of the synthesis results for a five segment implementation can be seen in table 3. The distributed arithmetic approach uses 15% less area than the array multiplier for an ASIC implementation.
[ 
Future work and conclusions
This paper presented a high precision, scalable hardware architecture for an activation function generator. It represents preliminary work toward a complete power efficient hardware ANN accelerator for mobile platform suitable for handling high dimensional data sets such as those used in multimedia applications. In the future, we plan to extend the number of activation functions supported, along with modifications to the genetic algorithm to compensate for any biases introduced from the rounding of the coefficients to a finite word length [DAN: NEED TO EXPLAIN OR REMOVE]. In addition, we also intend to conduct a thorough investigation on the suitability of using floating point representation.
