Abstract. For any ε > 0 we derive an effective estimate for a solution of |Q[m]| < ε in non-zero integral points m ∈ Z d \ {0} in terms of the signature (r, s) and the largest eigenvalue, where
Introduction
Let λ 1 , . . . , λ d be any non-zero real numbers, of which r ≥ 1 are positive and s ≥ 1 negative, and d is at least 5. In 1958 Davenport and Birch [BD58b] have developed a variant of the circle method which allowed them to prove in the case d = 5 that for any ε > 0 the Diophantine inequality 
provided that |λ i | ≥ 1. Here Vinogradov's notation ≪ is used. In particular, if λ 1 , . . . , λ 5 are fixed, there exist solutions of (1) with m 1 , . . . , m 5 all of size O(ε −2−δ ). Our object is to generalize this result to higher dimensions than five and improve the exponent in the bound (2) in terms of the signature (r, s). Instead of using Davenport's and Birch's improvement [BD58c] of Cassels' result [Cas55] on small zeros of integral quadratic forms as in [BD58b] , we apply a result of Schlickewei [Sch85] , see Theorem 1.1. However, due to technical issues we cannot use the full strength of Theorem 1.1; we need to restrict the exponent in (6) as in (i)-(iii) of Theorem 1.2. Additionally, we moderately reduce the growth rate of the bound by replacing the kernel by a faster decaying choice.
To simplify the notation we shall assume that r ≥ s (if necessary, replace all λ j by −λ j ). Moreover, by replacing all coefficients λ j by ε −1 λ j it is sufficient to consider the solvability of the inequality
Since this Diophantine inequality includes the case of integral-valued indefinite diagonal forms, we shall be guided by the following result of Schlickewei on the size of non-trivial integral solutions. 
and the implicit constant in (4) depends on the dimension d only.
The major feature of the bound (4) is the additional dependency on the signature (r, s), strengthening Davenport's and Birch's result in [BD58c] for larger dimensions. In particular, assuming that all λ i are non-zero integers, the exponent 1 + δ in (2) can be replaced by (2β + 1)/d. On the other hand, generic quantitative versions of the Oppenheim conjecture, recently studied by Bourgain [Bou16] , Athreya and Margulis [AM18] , and Ghosh and Kelmer [GK18] (see below for more details), suggest that in the irrational case better bounds for the size of non-trivial solutions of (1) should hold. In the present paper we shall prove that at least Schlickewei's result can be extended to the irrational case as follows. 
where the implicit constant depends on d only and β * is defined by
Here, β is as defined in (5) and A Î B stands for
Note that the growth rate is actually somewhat better than in (2), because we have for any δ > 0 that 
These bounds are already comparable to the bound stated above for integral quadratic forms up to controlling the largest eigenvalue, scaling and the additional conditions (i)-(iii). Moreover, these bounds are improved variants of the above-mentioned bound O(ε −2−δ ) for non-trival solutions of (1) with d = 5, established by Birch and Davenport [BD58b] , for higher dimensions in terms of the signature (r, s). Remark 1.4. As we shall see in Section 5, Theorem 1.1 can be easily deduced from Schlickewei's work [Sch85] . Schlickewei 
has found a relation between small zeros of integral quadratic forms and the dimension d
′ of a maximal rational isotropic subspace. In a series of papers by Schmidt [S85] , and Schlickewei and Schmidt [SS87] , [SS88] , [SS89] [S85] .
Previous Results
In 1929 Oppenheim [Opp29] conjectured that for any irrational quadratic form Q, i.e. Q is not a real multiple of a rational form, in d ≥ 3 variables the set Q(Z d ) contains values arbitrarily close to zero. This conjecture has been proven by Birch, Davenport and Ridout [BD58a] , [DR59] , [Rid58] for d ≥ 21 and conclusively answered in 1986 by Margulis [Mar89] , using methods of homogeneous dynamics. In fact, Margulis showed the strengthened statement Q(Z d ) = R.
Eskin, Margulis and Mozes [EMM98] , [EMM05] gave quantitative versions of these results, i.e. counting asymptotically the number of lattice points in fixed hyperbolic shells m ∈ Z d : a < Q[m] < b which are restricted to growing domains rΩ. However, in order to show that the inequality |Q[m]| < ε admits a non-trivial integer solution whose size can be bounded, an effective error bound is needed. This effective version of the Oppenheim conjecture was proved by Götze and Margulis [GM13] and provide an explicit bound, see Theorem 1.3 in [GM13] .
We also note that weaker results, giving upper bounds in terms of the signature for general quadratic forms, are established by Cook [Coo83] , [Coo84] , and Cook and Raghavan [CR84] using the diagonalization technique of Birch and Davenport. Recently, as already mentioned above, Bourgain [Bou16] , Athreya and Margulis [AM18] , and Ghosh and Kelmer [GK18] investigated quantitative versions of the Oppenheim conjecture. Bourgain [Bou16] proves essentially optimal results for one-parameter families of diagonal ternary indefinite quadratic under the Lindelöf hypothesis by using an analytic number theory approach. In contrast, Athreya and Margulis [AM18] 
we get a smoothing kernel ψ which is symmetric and satisfying | ψ(t)| ≪ exp(−t/ log(t+ e) 2 ). Throughout this paper ψ is fixed and we write K = ψ for the Fourier transform of ψ. Moreover, we denote
and we shall assume that the eigenvalues λ 1 , . . . , λ d are ordered, i.e.
During the proof the constants in the notation ≪ won't be explicitly mentioned; assuming that (11) holds, they will depend on d only. 
where
and β * is defined as in Theorem 1.2.
In the case d = 5 Davenport and Birch used that the exponent of their bound is large in order to achieve a contradiction in the proof of our Lemma 6.4 -showing that the rational approximants are coupled. In fact, their argument works only if β = 2. Here, we need the conditions (i)-(iii) which are necessary to prove Lemmata 6.4 and 6.6 and which are also used in the last step -the proof of Theorem 1.2. We conjecture that these conditions are not necessary and that the bound (6) holds with β instead of β * .
Averaging via Integration
We write as usual e(x) = exp(2πix) and define the exponential sums
The starting point of Davenport's and Birch's approach is the following observation.
Lemma 2.3. Assumption 2.2 implies
Proof: Expanding the product shows that
. . .
Since the domain of summation is contained in (12), we have
Thus, the sum is zero because ψ is supported in [−1, 1].
Fourier-Analysis
The first step is to show that the integral (15) can only vanish if the total contribution of the peaks of S j is large. Using van der Corput's lemma, we begin by replacing the exponential sums S 1 , . . . , S d by the corresponding integrals for small values of α.
where the ± sign is the sign of λ j and
Hence, we can apply van der Corput's Lemma ( [Vin54] , Chapter 1, Lemma 13) to get
Changing the variables of integration proves (17).
Lemma 3.2. For α > 0 we have
Proof: This follows by an application of the second mean value theorem, see Lemma 3 in [BD58b] .
The next lemma, which is a generalization of Lemma 4 in [BD58b] to dimensions greater than five, gives an upper bound for the main integral in a small neighborhood of zero.
Lemma 3.3. We have
where the main term satisfies
(21) for some δ > 0 depending on the kernel K only and the error term is bounded by
Proof: In the domain of integration the condition (16) of Lemma 3.1 is satisfied for each j=1, . . . , d. Thus
and together with (19) of Lemma 3.2 we obtain the bound
Combining both relations yields
Since min(P, α
, the right-hand side is bounded by
Thus, up to a small error, we can replace the sum by an integral as follows.
Note that the last error can be absorbed in R 1 by (22), because it is bounded by
We can also extend the integration domain to ∞, since the additional error is given by
where we have used Λ 1 2 < P . Again, this error can be absorbed in R 1 by (22). Next, we are going to establish a lower bound for the main term
Keeping in mind that K = ψ, we may rewrite the main term as
Using the properties of ψ, see Lemma 2.1, we find ψ(0) ≥ 1/2. Thus, there exists a δ ∈ (0, 1) such that
Relabeling the variables, if necessary, we may suppose that the sign attached to η 1 is + and that the sign attached to η 2 is −. It is easy to see that the region defined by
is contained in the region of integration. Therefore, we get the lower bound
In view of the following lemma, we can even extend the upper integration limit in (20) from (8dP )
Lemma 3.4. We have
Apart from Lemma 3.1 we need the following well-known moment-estimates in order to prove this bound.
Lemma 3.5. For any n ≥ 4 we have
Proof: First, we use the trivial estimate
and subsequently we make the change of variable α = |λ j | −1 θ to get
The integral in the last equation represents the number of solutions of
where v i , w i range over the interval of summation. This number can be bounded by
where r(n) denotes the number of representations of n as a sum of two squares and N = 8d 2 P 2 |λ j | −1 . As mentioned in Lemma 5 of [BD58b] , the sum (26) is ≪ N log N . In fact, this can be seen by translating the equation (25) into a multiplicative problem and applying the Dirichlet hyperbola method.
Remark 3.6.
(i) Note that the best known asymptotic formula for (26) can be found in [Küh93] .
(ii) For n ≥ 6 we could use the results in [CKO05] A variant of our Lemma 3.4 is also proved in [BD58b] assuming that P > Π 1 2 . Here the situation is even easier: We can make use of P > Λ. This follows directly from β > 1/2 or, as can be checked, more precisely from 
where k = 2, . . . , d. If j ≤ k − 1, then the condition (16) of Lemma 3.1 is satisfied. Therefore, combined with Lemma 3.2, we obtain for α ∈ I k the inequality
For j ≥ k we use the trivial estimate |S j (α)| ≪ P |λ j | − 1 2 to conclude that
If k ≥ 3, then we find the bound
Now we treat the case k = 2 corresponding to the interval I 2 . For j = 1 inequality (28) still holds and therefore we have
(29) Let j = 2, . . . , d. Dividing the interval I 2 into parts of length |λ j | −1 , i.e. the period of S j , gives
where we have used β * ≥ β > 1/2. Next we apply Lemma 3.5 to derive the inequality
and use Hölder's inequality to obtain
Together with equation (29) we find
We are left to combine these estimates in order to prove 
Later, in Section 4, the lower bound (8dP )
and
We can easily bound R 3 : Using the trivial estimate
2 and the decay of K gives
Combining the previous estimates we end up with
In view of the lower bound for M 1 , we may increase C d ≫ 1 such that
Contribution of the Peaks
In the following we will show that the main contribution to the integral (30) arises from the peaks of S j . We begin by defining
for any permutation π of the set {1, . . . , d}. Since these sets cover all J , Lemma 3.7 implies
Lemma 3.8. Under Assumption 2.2, there exists a permutation π of the set {1, . . . , d} such that
From now on, we fix a permutation π satisfying the inequality (33) and write π(i) = j i . We also define
Note that, compared with the approach of Birch-Davenport [BD58b] , the dependency on the maximal eigenvalue can be improved by using the ordering (32).
Lemma 3.9. Independently of Assumption 2.2, the estimate
holds, where the error term depends on the dimension d only.
Proof: If α ∈ J π \ F , then there exists i ∈ {1, . . . , d} such that
2 |S ji (α)|, the left-hand side of (35) is bounded by
where k = min{i, d − 4}. Recalling that S j is periodic with period |λ j | −1 , we find by applying Lemma 3.5
Thus, by an application of Hölder's inequality we obtain
and combined with (36)
Corollary 3.10. Under Assumption 2.2, we may increase the constant
Proof: This follows from Lemma 3.8 and 3.9.
Diophantine Approximation and Coupling
As we have seen, the integral over F is relatively large. Now we will split F into parts, where the quantities λ j and S j are coupled. By Dirichlet's theorem on Diophantine approximation there exist for any α ∈ J and for each j = 1, . . . , d integers a j , q j ∈ N 0 such that
We also note that none of a 1 , . . . , a d are zero, since |λ j |α > |λ j |(8dP )
In order to associate S j (α) with q j , we need following lemma which gives a bound for S j in terms of q j .
Lemma 4.1. If (38), (39) and (40) hold, then we have
Arguing as in the corollary following Lemma 9 in [BD58b] , combined with following modified variant of Lemma 9, shows that this lemma holds.
Lemma 4.2. Suppose that A > 0 and that α is a real number satisfying
Then A<x<2dA e(αx 2 ) = q
We only note that the same proof as in [BD58b] of Lemma 9 applies (the main idea is to use the Poisson summation formula). It suffices to adjust the endpoints of summation and integration.
Coupling of the Rational Approximants
We now consider those parts of F , where |S 1 (α)|, . 
∃ (a j , q j ) with (38), (39), (40) and
Suppose this set is not empty. By the trivial upper bound |S j (α)| ≤ 2dP |λ j | − 1 2 and (34) we find
Of course, we have
i.e. u(j) ∈ N 0 . We may use Lemma 4.1 to obtain
Hence
and 
Proof: On the one hand, we know from Corollary 3.10 that
On the other hand (46) implies log 4d ≫ t(j) ≫ − log u(P ) − log log P − log Λ ≫ − log P, and combined with (49) we find
Hence, the minimal number of choices for
At the same time we have for any
This completes the proof of (51).
Here and subsequently, we fix T 1 , . . . , T d , U 1 , . . . , U d which satisfy (51) and write
By the choice of the permutation π, see (32), we also have
For simplicity, we write j d = l.
The Rational Case: Proof of Theorem 1.1
Since the inequality (51) depends multiplicatively on T 1 , . . . , T d , we also need a multiplicative bound for small zeros of integral quadratic forms, which follows from results by Schlickewei [Sch85] . In particular, the exponent in our bound essentially depends on his result. 
where the constant in ≪ depends on the dimension d only.
This is Satz 2 in [Sch85] and the proof relies on an application of Minkowski's second theorem on successive minima. Moreover, by using an induction argument combined with Meyer's theorem [Mey84] , Schlickewei had found the following connection between the dimension of a maximal rational isotropic subspace and the signature.
Theorem 5.2. Let F be a quadratic form in d variables with integral coefficients and signature (r, s, t).
Suppose that r ≥ s and r + s ≥ 5. The dimension d ′ of a maximal rational isotropic subspace is at least 
g(X
This lattice point satisfies 1, s) . Now, we can apply again the lower bound (55). In both cases we obtain the claimed result.
Counting Approximants
For each j = 1, . . . , d let N j denote the number of distinct integer pairs (a j , q j ), which arise from all α ∈ G. We are going to find an upper and a lower bound for N j and from this we derive a contradiction.
Lemma 6.1 . For the fixed numbers T 1 , . . . , T d , U 1 , . . . , U d , satisfying (51) , we have the lower bound
Proof: For each integer pair (a i , q j ) arising from α ∈ G the inequality (50) implies that
Thus, α is located in an interval of length bounded by
In view of (51) we get
j ) as has been claimed in (58).
Analogous to Lemma 13 in [BD58b] , we have Lemma 6.2. For any j = l the integers a l , q l , a j , q j corresponding to any α ∈ G satisfy
and also
Proof: We recall that a j = 0 for every j = 1, . . . , d and that
because |β j | is small compared with q −1 j by (40). Thus, we find
where we have used (45) and α < u(P ). The second inequality can be shown in the same way. Next, we prove (60). As in the proof of Lemma 13 in [BD58b] , we have
The inequality (50) combined with the definition (45) of U j shows that the last term can be bounded by
and, furthermore, this is bounded by
because of the lower bound (49).
The following lemma will be the key tool to deduce that all frequencies are coupled, which will be essential for finding an upper bound for the number of rational approximants (a j , q j ). Proof: This is Lemma 14 in [BD58b] .
So far, we did not use the conditions (i)-(iii) assumed in Theorem 1.2. In fact, β * could be replaced by β, as defined in (5), if we could show that all rational approximants are coupled as in (62), i.e. the frequencies are harmonic multiples. However, the dependency on the maximal eigenvalue in the lower bound in (46) enforces the following restrictions (a)-(c).
Lemma 6.4. For any j i = l with the restrictions
and for any α ∈ G we have
where A ji , B ji are coprime integers which are independent of α and B ji > 0 and A ji = 0.
Proof: We prove the last case (c) only and outline the required changes in the other cases. First, we are going to apply Lemma 6.3 to the integers x = a l q j and y = a j q l corresponding to any α ∈ G: As we have seen in Lemma 6.2, they satisfy |xλ j /λ l − y| < η and 0 < |x| < X, where
In the second case of Lemma 6.3 all y/x have the same value, i.e. the claimed conclusion is true. We show that the other case is impossible, provided C d ≫ 1 is chosen sufficiently large: In this case, the number N of distinct integer pairs (x, y) corresponding to any α ∈ G satisfies
On the contrary, the values of a l , q l , a j , q j are determined by the divisors of x and y and for any fixed ρ > 0 there are ≪ P ρ divisors. Thus, keeping in mind that a l = 0, we find
Furthermore, we can use Lemma 6.1 and the upper bound (63) to get
By (49) this can simplified as 
Since 2β 
. Thus, at least 1 + 2β * ≥ 7/3 is required which is satisfied under the condition (ii), as can be checked.
The above lemma gives rise to factor a j and q j as follows. 
such that K is independent of α and
(67) and H is as in (13).
Thus, we find
where we have used (46) and (49).
We have already established a lower bound for N j . Now we are going to find an upper bound. In order to do this, it is sufficient to count distinct pairs (a, q), because a
In this step we are going to apply Schlickewei's result for the rational case. Depending on the cases of Theorem 1.2, we define
where h = 1 in the case (i), h = 2 in (ii) and h = 3 in (iii). (Recall that β * was defined in Theorem 1.2 and β in (5).) Also denote for all j not satisfying Lemma 6.4
Lemma 6.6. The integers a, q, corresponding to any α in G, satisfy
where κ is defined in (68) and β * is chosen as in Theorem 1.2.
Proof: Using the Diophantine approximation (39) for α ∈ G and any x 1 , . . . , x d we find that
With the integral transformation
The first part of the right-hand side, neglecting the factor a/q, is an integral quadratic form with the same signature (r, s) as Q, because the signs of a 
For the corresponding x 1 , . . . , x d the first part of the right-hand side in (71) vanishes. Thus, we find
). By our initial Assumption 2.2, made at the beginning, we have either for integer pairs (a, q) corresponding to any α ∈ G. Since G is not empty, the expression on the right must be ≫ 1. Furthermore, the number N of distinct solutions (a, q) of
2κ as can be seen by an application of Dirichlet's hyperbola method. Thus, we get Combined with the lower bound obtained in Lemma 6.1, we find (log P ) −(2d+1)(2κ)−1 (T 1 . . .
In order to simplify, we write
i (log P ) and note that V i ≫ 1 by (49). Therefore (73) can be rewritten as
log log H u(P ) 2β * (log P )
where 2κ ≥ 1 was used. Note that the inequality 2κ ≥ 1 is satisfied only under the additional conditions (i)-(iii) of Theorem 1.2. If C d ≫ 1 is chosen sufficiently large, we get a contradiction. Thus, our initial Assumption 2.2 is false.
