It is well known that the interactions between diffusion and spatial heterogeneity could create very interesting phenomena. In this series of two papers, using the classical Lotka-Volterra competition system, we will illustrate the combined effects of dispersal and spatial variations on the outcome of the competition. In Part I, with the total resources being fixed at exactly the same level, we first show that a heterogeneous distribution of resources is usually superior to its homogeneous counterpart in the presence of diffusion. Then we study the more general case when both species have heterogeneous carrying capacities, but still with the same total resources. Limiting behaviors of co-existence steady states as the dispersal rates tend to 0 or ∞ are also obtained.
It is well known that the interactions between diffusion and spatial heterogeneity could create very interesting phenomena. In this series of two papers, using the classical Lotka-Volterra competition system, we will illustrate the combined effects of dispersal and spatial variations on the outcome of the competition. In Part I, with the total resources being fixed at exactly the same level, we first show that a heterogeneous distribution of resources is usually superior to its homogeneous counterpart in the presence of diffusion. Then we study the more general case when both species have heterogeneous carrying capacities, but still with the same total resources. Limiting behaviors of co-existence steady states as the dispersal rates tend to 0 or ∞ are also obtained.
In Part II, we continue our investigation but under much broader situations -including different strengths and distributions of the resources, and with different competition abilities.
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Introduction
To begin our discussion, we first recall the following logistic model proposed by Verhulst:
u t = u(a − u), t ∈ R + := (0, ∞),
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where u represents the total population of a species and a > 0 is the carrying capacity of the environment. It is obvious that the equilibrium u = a is globally asymptotically stable, i.e., for all initial value u(0) > 0, lim t→∞ u(t) = a.
When taking the effects of migration and spatial distribution of the resources into consideration, we turn to the following evolution equation
where u(x, t) denotes the population density of the species at location x and time t, with dispersal rate d > 0. The habitat Ω is a bounded region in R n with smooth boundary ∂Ω. The zero Neumann (no-flux) boundary condition means that no individual crosses the boundary of the habitat; ∂ ν = ν · ∇ where ν denotes the outward unit normal vector on ∂Ω. The function g(x) represents the local carrying capacity or the intrinsic growth rate at x which reflects the situation of the resources and thus may vary from point to point.
When g(x) ≡ a, i.e. when the resources are distributed uniformly, then similar to (1), all solutions of (2) with non-trivial non-negative initial values converge to a in Ω as t → ∞. On the other hand, if g(x) ≡ const with Ω g 0, then all solutions of (2) 
(See, e.g. [1] for the proof of existence and uniqueness results of (3).)
Note that θ d,g enjoys the following important property very different from the case when g is constant on Ω
for all d > 0, as observed by Lou in [10] . Indeed, dividing the equation of θ d,g in (3) by θ d,g and integrating over Ω, we obtain that
since θ d,g ≡ const, as g ≡ const. This fact indicates that for any dispersal rate the system (2) with spatially heterogeneous resources will always support a total population larger than the environment's total carrying capacity -a curious fact indeed.
Motivated by this observation, we would like to pursue further to understand the impact of spatial heterogeneity in two competing species.
First, we consider the following 2 × 2 Lotka-Volterra competition system
where U (x, t) and V (x, t) represent the population densities of two competing species and are therefore assumed to be non-negative, with corresponding migration rates d 1 and d 2 . For simplicity, we assume that both U 0 and V 0 are non-negative and non-trivial, i.e., not identically zero. Throughout this paper, we will always assume that a > 0 is an arbitrary but fixed constant and, except in Section 5, m(x) satisfies the following hypothesis:
In other words, we assume that species U and V are identical in their competition abilities; however, the distribution of resources is heterogeneous for species U but homogeneous for V , while the two have exactly the same total resources. Indeed, we will show that the species U usually will have some advantage over the species V during the competition; in particular, the semi-trivial steady state (0, a) can never be stable, which implies that the species U will always survive! Before we state our precise results, we introduce the following notation. For the two semitrivial steady states (θ d 1 ,m , 0) and (0, a) of (6), the following three subsets of the first quadrant
(For the notion and characterization of linear stability and instability, see the beginning part of Section 2 below. Also note that, from the theory of monotone flow, for all (
Theorem 1.1. Assume that (M1) holds. Then the following hold for system (6):
(ii) 
In particular, for all d 2 > δ, we have 
Although it is not yet known if for all
where the functions m 1 (x) and m 2 (x) represent the (spatially inhomogeneous) carrying capacities or intrinsic growth rates of U and V respectively. We now recall one of the most interesting phenomena when spatial inhomogeneity is incorporated into the model, namely, "the slower diffuser always prevails!" We state the precise result as follows. [2] .) Suppose that m 1 In the above theorem, the two species are identical except for their diffusion rates. Consequently the (globally) stable and unstable regions for species U and 
Theorem 1.2. (See
It turns out that the dynamics of (12) changes a lot under condition (M2) as now (12) can support many more stable co-existence steady states in terms of d 1 and d 2 . To state our result precisely, similarly as before, we define the following three subsets of the first quadrant Q :
for system (12) : (14) and Remark 1.5. Theorem 1.1 shows that, given equal total amount of resources for species U and V , competition seems to favor heterogeneous distributions of resources. If the distributions of resources are both heterogeneous, then Theorem 1.3 indicates that the competition between U and V has certain "symmetries" and the two species are more comparable; consequently, the co-existence becomes a much stronger possibility. It seems natural to ask that, among the class of heterogeneous distributions, if there is a "most advantageous" distribution of resources for competition. We hope to return to this problem in the future.
As mentioned before, for all ( (12)) has a stable coexistence steady state. In Section 4, we will investigate various limiting behaviors of all steady statesco-existence as well as semi-trivial -as d 1 and d 2 approach 0 + or ∞ in systems (6) and (12) .
It turns out that when m(x), m 1 (x), and m 2 (x) change sign, our analysis still applies and similar results hold. We will indicate the necessary modifications in Section 5. The rest of this paper is organized as follows. Section 2 contains some preliminaries. In Section 3, we will give the proofs of Theorems 1.1 and 1.3. Finally, some limiting behaviors of steady states in d 1 and d 2 for both systems (6) and (12) will be included in Section 4.
In [4] , the second part of this series of papers, we will continue to study the combined effects of diffusion, spatial heterogeneity (for more general m 1 and m 2 ), and general inter-specific competition coefficients in system (12).
Preliminaries
We begin by recalling the notions of linear stability and instability of steady states of system (6) and (12) . All concepts are introduced using (12) as a base model, as they apply equally well to (6) .
As (12) generates a monotone dynamical system [5] [6] [7] preserving the order
it is well known that, to a large extent, the dynamics of (12) are determined by its steady states and their stability properties. To be precise, we first recall the notion of linear stability of a steady state.
Linearizing the corresponding elliptic system of (12) at a steady state (U , V ), we have
According to the Krein-Rutman Theorem [9, 13] , (17) Here the notion of stability and asymptotic stability are defined in the standard dynamical system sense.) To characterize the principal eigenvalue of (17), we need to introduce the following eigenvalue problem with indefinite weight
where h ≡ constant, could change sign in Ω. We say that λ is a principal eigenvalue if (18) 
The proofs of (i)-(v) are standard, and we refer to [14] for a proof of (vi). It turns out that the indefinite weight eigenvalue problem (18) is very much related to the following eigenvalue problem
Denote μ 1 (d, h) as the first eigenvalue of (20), then we have the following variational characterization
The following proposition collects some important properties of
For a proof, see e.g. p. 95 in [1] or p. 69 in [12] .
Proposition 2.2. The first eigenvalue μ 1 (d, h) of (20) depends smoothly on d > 0 and continuously on h ∈ L ∞ (Ω). Moreover, it has the following properties:
where h is the average of h.
Next we collect some useful properties of θ d,g defined by (3) and co-existence steady state (U , V ) of system (12) . Note that for any co-existence steady state (U , V ), by the Maximum Principle, U , V > 0 on Ω.
Lemma 2.3.
(i) Assume that g(x) is nonconstant, Ω g 0 and g ∈ C γ ( Ω). Then the following hold:
uniformly on Ω, where g + (x) = max{g(x), 0}, and g is the average of g. (12), we have the following relatively simple criterion. The proof uses the same arguments as in that of Corollary 2.10 in [11] , and is therefore omitted here. The following proposition will be used in the proof of Theorem 1.1. . Let ϕ > 0 be the eigenfunction corresponding to λ 1 whose normalization is to be specified later. Then ϕ satisfies
Multiplying the above equation by ϕ and integrating over Ω, we obtain that
where in the last two inequalities we have used (5) 
Proofs of Theorems 1.1 and 1.3
We first prove Theorem 1.3. 
Proof of Theorem 1.3. First, we prove (i). By Lemma 2.4,
Σ U = (d 1 , d 2 ) μ 1 (d 2 , m 2 − θ d 1 ,m 1 ) > 0 , Σ V = (d 1 , d 2 ) μ 1 (d 1 , m 1 − θ d 2 ,m 2 ) > 0 .
By (4) and (M2), both
On the other hand, if
and by similar arguments, letting
we obtain (14) and (15). Since m 1 0, by Lemma 2.3(i)(a), 
Moreover, I 1 equals the union of at most countably many open intervals, and by the previous arguments there exists some ε > 0 such that 
Choosing θ d 1 ,m 1 as a test function in the variational characterization for μ 1 (21) and (25), we obtain that
Similarly, choosing θ d 2 ,m 2 as a test function in the variational characterization for μ 1 
we obtain that
Combining (26) and (27) together, we have
where both equalities hold if and
By (16), (23) and (24), we have
and
as it is obvious that ∂ Σ U does not touch d 2 -axis, and ∂ Σ V does not touch d 1 -axis. Now, suppose for contradiction that (ii) is not true. Then there exists (
In view of (16), (30) and (31)
Integrating the above identity over Ω, we obtain that 
Thus by the Maximum Principle, V d 1 ,∞ ≡ ξ for some constant ξ 0. Setting
By similar arguments as before, to (33). However, we will leave it to the interested readers to pursue in this direction.
Integrating the equation of V d 1 ,d 2 and then dividing by
Proof of Theorem 1.1. The two semi-trivial steady states for (6) 
By (4) and (M1),
by Proposition 2.1(iii) and Proposition 2.
we thus obtain (8) . By Lemma 2.3(i)(a) and (M1), as To prove (10), we set
Given any sequence {d 1,k } such that d 1,k → ∞ as k → ∞, by passing to a subsequence of k, it suffices to consider the following two cases:
For case (i), our conclusion follows from Proposition 2.6. For case (ii), the conclusion follows from (34). It only remains to show that d * 2 is continuous in R + . We know that R + = J 1 ∪ J 2 , and J 1 equals union of at most countably many open intervals. Now, for given d 1 ∈ ∂ J 2 , it suffices to show that when
immediately from Proposition 2.1(vi). This completes the proof of (ii). The proof of (iii) uses similar arguments as in that of Theorem 1.3(iii) above, and is therefore omitted here.
Finally, we prove (iv). First we show that for all
, where C (δ) denotes a positive constant which only depends on δ but may vary from place to place. If V = 0, then the claim is obviously true. So now we assume that (U , V ) is a co-existence steady state. Since both U and V are uniformly bounded in Ω by Lemma 2.3(ii), the claim follows from standard L 1 elliptic regularity estimates.
Next, multiplying the equation of V by V and integrating over Ω, we arrive at
where we have used Hölder's inequality, Poincaré inequality, and the identity
obtained by multiplying the equation of U by U and integrating over Ω.
Since U = θ d 1 ,m−V , our conclusion (11) follows from Proposition 2.5(b) in [11] . 2
Limiting behaviors of steady states
In this section, we mainly investigate, when d 1 and d 2 approach 0 + or ∞, the limiting behaviors of co-existence steady states of (6) and (12).
Theorem 4.1. Assume that (M1) holds. Let (U , V ) be any co-existence steady state of (6), then (12) , then
The proof of Theorem 4.1 uses similar arguments as in that of Theorem 4.2. Thus we will only prove the latter.
Proof of Theorem 4.2. We will prove (ii) here, as the proof of (i) is similar. Without loss of generally, we may assume that (
is any co-existence steady state solution to (12) . Passing to a subsequence of d 1 if necessary, we may assume [11] or Lemma 2.4 in [8] , we have
However, since m 1 = m 2 and m 1 ≡ m 2 , by Proposition 2.1(v) and (i), 
To finish the proof, it suffices to show that any co-existence steady state solution (
Then from (36) and (37), (ii) follows.
We now prove (38). By similar arguments as in the proof of (32) 
where V 0,∞ ≡ ξ for some constant ξ 0 and U 0,∞ = (m 1 − ξ) + and
The proof of (iii) uses the same arguments as in that of Theorem 4.1 in [8] , and is therefore omitted here. (Note that the extra assumption that
is not needed in the proof.) 2
For sign-changing m(x), m 1 (x), and m 2 (x)
In this section, we relax the condition (M1) for (6) and (M2) for (12) to allow the intrinsic growth rates to change sign in Ω. We will only indicate the necessary modifications from those in the previous sections. Assume that m(x) satisfies the following condition for (6):
Note that we do not require m 0 in Ω any more. The main issue is that when d 1 → 0 + , by Lemma 2.3(i)(a), θ d 1 ,m → m + which differs from m itself when m changes sign in Ω. A similar situation happens when we allow m i (i = 1, 2) to change sign for (12) and corresponding modifications will be made clear later in this section.
Theorem 5.1. Assume that (M1 ) holds. Let Σ U , Σ V and Σ − be defined as in (7) . Then all statements in Theorem 1.1 hold except (9) which should be replaced by
if m changes sign on Ω. Σ V = ∅. The proof uses similar arguments as in that of Theorem 5.4(ii) below and is therefore omitted here.
Similarly, condition (M2) in Theorem 1.3 can be relaxed to the following: Again, the proof of (iii) uses the same arguments as in that of Theorem 4.1 in [8] , and is therefore omitted here. (Note that compared to Theorem 4.2(iii) only the definition of (ũ * ,ṽ * ) is modified accordingly.) 2
