A kinetic approach to active rod dynamics in confined domains by Berlyand, Leonid et al.
A kinetic approach to active rods dynamics
in confined domains
Leonid Berlyand1, Pierre-Emmanuel Jabin2, Mykhailo Potomkin1, and
Elz˙bieta Ratajczyk1,3
1Department of Mathematics, Pennsylvania State University, University
Park, 16802, USA
2Department of Mathematics, University of Maryland, College Park, MD
20742-3289, USA
3Department of Mathematics, Faculty of Electrical Engineering and
Computer Science, Lublin University of Technology, Nadbystrzycka 38A,
20-618 Lublin, Poland
Abstract
The study of active matter consisting of many self-propelled (active) swimmers in
an imposed flow is important for many applications. Self-propelled swimmers may
represent both living and artificial ones such as bacteria and chemically driven bi-
metallic nano-particles. In this work we focus on a kinetic description of active matter
represented by self-propelled rods swimming in a viscous fluid confined by a wall. It is
well-known that walls may significantly affect the trajectories of active rods in contrast
to unbounded or periodic containers. Among such effects are accumulation at walls
and upstream motion (also known as negative rheotaxis). Our first main result is the
rigorous derivation of boundary conditions for the active rods’ probability distribution
function in the limit of vanishing inertia. Finding such a limit is important due to (i)
the fact that in many examples of active matter inertia is negligible, since swimming
occurs in a low Reynolds number regime, and (ii) this limit allows us to reduce the
dimension − and so computational complexity − of the kinetic description. For the
resulting model, we derive the system in the limit of vanishing translational diffusion
which is also typically negligible for active particles. This system allows for tracking
separately active particles accumulated at walls and active particles swimming in the
bulk of the fluid.
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1 Introduction
Recently, active matter has attracted much attention of the scientific community (see e.g.
reviews [1, 2, 3]). In general, active matter is defined as a system of many agents moving due
to consumption of energy stored in the surrounding environment (e.g., chemical or food) and
converting it into mechanical force which is called self-propulsion. The agents exhibiting self-
propulsion are named active, as opposed to passive agents which can move only if an external
field is applied. There are a vast number of examples of active matter: from suspensions of
bacteria [4, 5, 6, 7, 8, 9, 10], flocks of birds [11, 12, 13], and schools of fish [14, 15] to
crowds of people [16] which also meet the definition of active matter since people exhibit self-
propulsion (walking). Modeling and further analysis of active matter is of great importance
due to the variety of striking phenomena and promising applications (reduction of viscosity,
cargo delivery for medical purposes, materials repair, etc.).
In this work, we are interested in modeling the wide class of active matter where agents are
rod-shaped microswimmers, i.e., the surrounding environment is a viscous fluid and swimming
occurs in the low Reynolds number regime. Examples of such microswimmers are bacteria
(especially, rod-shaped B. subtilis) and active bi-metallic micro- and nanorods which swim in
a viscous solution with hydrogen peroxide [17]. It was observed both theoretically and exper-
imentally for various types of microswimmers that their trajectories are much more complex
than in the case of passive swimmers which simply follow streamlines of an external field (the
background flow). In particular, the following phenomena were observed in dynamics of ac-
tive microswimmers: accumulation at walls (bordertaxis) and upstream motion (rheotaxis),
see [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 9, 28, 29] and references therein. Throughout the
paper we use the term “active rods” for these rod-shaped active microswimmers.
There are two common mathematical approaches to describe dynamics of an active rod
in a viscous fluid. The first one is based on force and torque balances for each individual
active rod. This approach results in a Langevin equation (or a system of coupled Langevin
equations) for unknown location, orientation and velocities, both translational and angular,
of the active rod. In the second approach, which is also called a kinetic approach, the main
2
unknown is the probability distribution function of the active rod, and the function satisfies
the Fokker-Planck equation. These two approaches are directly related mathematically:
roughly speaking, right hand sides of equations in the first approach are coefficients of the
Fokker-Planck equation in the second approach. The second approach is more preferable if
one studies statistical properties of a large number of active rods since it does not require
many realizations, unlike the first direct one.
The focus of this work is on the development of a kinetic approach for active rods swim-
ming in a container restricted by a confinement (a wall). One can formulate how an active
rod behaves when it collides with the wall (a collision rule) in the first approach. On the other
hand, it is not immediately clear how the collision rule translates into a boundary condition
for the Fokker-Planck equation. This is because a collision rule is typically a relation between
velocities before and after a collision, whereas the Fokker-Planck equation is usually written
in the vanishing inertia (overdamped) limit. Thus, the active rods’ velocities are no longer
variables of the unknown probability distribution function. The vanishing inertia limit of the
Fokker-Planck equation is relevant for the low Reynolds number regime and important since
it allows one to reduce dimension and thus drastically decrease computational complexity
and even make the equation amenable for analysis.
Our first result is the rigorous derivation of this limit and, more importantly, the boundary
condition for the overdamped Fokker-Planck equation in this limit. Namely, we show that
the limiting probability distribution function, which depends on the active rod’s location and
orientation, satisfies the no-flux condition on the wall for each given orientation. We note
that similar boundary conditions were phenomenologically and independently derived in [30]
to analyze the distribution of active rods inside an infinite channel.
Next, we consider the case of a small translational diffusion which is negligible in experi-
ments for active particles and equated to zero in corresponding individual based models. By
using the boundary layer multi-scale approach, we derive the kinetic system in the limit of
vanishing translational diffusion. The significance of the system is that it describes explicitly
the population of active rods accumulated at walls.
The structure of this paper is as follows. First, in Section 2 we formulate our two main re-
sults: on vanishing inertia and vanishing translational diffusion limits. Details of the results’
derivation are relegated to Sections 3 and 4. Next, in Section 5 we present a numerical exam-
ple in which we compare the derived limiting kinetic models with Monte Carlo simulations
for the corresponding individual based model. Finally, in Section 6 we provide a specific
physical model of a self-propelled nano-particle swimming in a viscous flow by presenting
both individual based model and the corresponding (pre-limiting) Fokker-Planck equation.
2 Main results
We start with the Fokker-Planck equation describing random dynamics of an active rod with
inertia:
∂tfε +
1
ε
v · ∇rfε + 1
ε2
∇v · ((εu− v)fε −Dtr∇vfε) +
+
1
ε
ω∂ϕfε +
1
ε2
∂ω ((εT − ω)fε −Drot∂ωfε) = 0. (1)
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The unknown function fε(t, r,v, ϕ, ω) is the probability distribution function of the active
rod’s location r ∈ Ω ⊂ R2, translational velocity v ∈ R2, orientation angle ϕ ∈ [−pi, pi),
and angular velocity ω ∈ R. Given functions u = u(r, ϕ) and T = T (r, ϕ) are smooth
in Ω × [−pi, pi) and 2pi-periodic in ϕ. Small positive parameter ε  1 measures the effect
of inertia on dynamics of an active rod. The unknown function fε is 2pi-periodic in ϕ. In
addition, the following boundary condition is imposed on fε:
vfε · n = v′f ′ε · (−n), r on Γ. (2)
Here Γ is the boundary of Ω (a wall of the container), n is the outward normal, and f ′ε =
fε(t, r,v
′, ϕ, ω′) where pairs (v, ω) and (v′, ω′) represent translational and angular velocities
of the active rod before and after a collision with the wall. The relation between the two
pairs of velocities is given by:[
v′
ω′
]
= C
[
v
ω
]
, C ∈ R3×3, | det C| = 1. (3)
The specific form of matrix C as well as the derivation of the kinetic model (1)-(2) from the
individual dynamics of an active rod are relegated to Section 6.1.
To simplify notations, denote X := (r, ϕ), V := (v, ω), U := (u, T ), and
D :=
 Dtr 0 00 Dtr 0
0 0 Drot
 .
In new notations, the Fokker-Planck equation (1) is
∂tfε +
1
ε
V · ∇Xfε + 1
ε2
∇V · ((εU − V)fε −D∇Vfε) = 0. (4)
Our first main result is the reduction, for small ε, of the unknown function fε(t,X ,V)
depending on a 7-dimensional variable to the unknown function ρ(t,X ) depending on a 4-
dimensional variable. The result is formulated in the following theorem.
Theorem 2.1. Let ρε be defined by
ρε(t,X ) :=
∫
R3
fε(t,X ,V) dV ,
where fε solves Fokker-Planck equation (4) with boundary condition (2). Then ρε converges
to ρ in the distributional sense, as ε→ 0, where ρ satisfies the following limiting equation
∂tρ+∇X · (Uρ) = ∇X · D∇Xρ (5)
with the boundary condition
Dtr
∂ρ
∂n
= (u · n)ρ, r on Γ, −pi ≤ ϕ < pi. (6)
Recall that U = (u, T ).
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The proof of Theorem 2.1 is given in Section 3. This theorem means that elastic col-
lision boundary condition (2) for fε transforms into no-flux boundary condition (6) for ρ.
The vanishing inertia limit in the Fokker-Planck equation for spherical particles (no ϕ) was
considered in [31, 32, 33]. The main difference, besides no ϕ, is that in [31, 32, 33], u is
not given but instead solves the Navier-Stokes equation. In principle, a system with Navier-
Stokes equation is obviously more complicated; on the other hand, Navier-Stokes equation
has an additional dissipation term in the energy relation. Also, the coupling term leads to a
certain cancellation in the energy relation (the term
∫∫ U ·(V−εU)fε in (15) from Section 3).
The scaling (that is, how ε is introduced in Fokker-Planck equation) in (4) is similar to [31],
but the boundary conditions in [31] are simpler (periodic). In [33] the asymptotic regime of
the Fokker-Planck equation is studied for the reflection boundary condition (spherical parti-
cles elastically collide with walls) as well, but due to no slip conditions for u (which imply
no flow at boundary Γ), the limiting boundary conditions were not investigated.
In experimental observations, rod-like microswimmers, such as bacteria or bi-metallic
particles, are more likely to spontaneously turn rather than jump to another position. In
other words, random forces along the perimeter of a microswimmer caused by collisions with
molecules of the fluid likely result in a significant torque whereas a net force is small. These
observations imply that the translational diffusion coefficient is small, Dtr  1. Hence, it is
natural to study the limit Dtr → 0 which is singular in the case of active particles, that is
one cannot simply set Dtr to zero in both Fokker-Planck equation (5) and no-flux condition
(6) in order to obtain the limiting system as Dtr → 0. This is because active particles tend
to accumulate at walls and in particular they form a boundary layer of the width ∼ Dtr.
Moreover, from boundary conditions (6) it follows that ∇ρ may blow up near boundary Γ in
the limit Dtr → 0; in this case for stable numerical simulation of (5)-(6) with small Dtr one
needs a very fine mesh resulting in high computational complexity of the simulations.
To investigate vanishing translational diffusion Dtr we re-denote the translational diffusion
coefficient by symbol δ which is typically used for notations of small parameters:
δ := Dtr.
Then problem (5)-(6) consists of the Fokker-Planck equation
∂tρ+∇r · (uρ) + ∂ϕ(Tρ) = δ∆rρ+Drot∂2ϕρ (7)
and the boundary condition
δ
∂ρ
∂n
= (u · n)ρ, r on Γ, −pi ≤ ϕ < pi. (8)
Our second main result is the derivation of the limit in problem (7)-(8) as δ → 0. The
derivation is done by formal multi-scale asymptotic expansion; we formulate the result as a
conjecture since rigorous justification of the multi-scale asymptotic expansions are out of the
scope of this work.
Conjecture: In the limit δ → 0 the probability distribution function ρ(t, r, ϕ) has the fol-
lowing representation:
ρ(t, r, ϕ) = ψwall(t, r, ϕ) δΓ(r) + ρbulk(t, r, ϕ). (9)
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Here δΓ(r) is the δ-function distribution supported on Γ = {γ(s) : 0 ≤ s ≤ L} (s is arc-length
parameter of curve Γ) and probability distribution functions ρbulk and ψwall solve the following
system:
∂tρbulk +∇r · (uρbulk) + ∂ϕ(Tρbulk) = Drot∂2ϕρbulk +
∑
i=1,2
χi δΓ(r)δ(ϕ− ϕi),
r ∈ Ω, −pi ≤ ϕ < pi,
∂tψwall + ∂s((u · τ )ψwall) + ∂ϕ (Tψwall) = Drot∂2ϕψwall + (u · n)ρbulk,
r ∈ Γ, s ∈ [0, L], ϕ ∈ (ϕ1, ϕ2),
ρbulk = 0, r ∈ Γ, ϕ /∈ [ϕ1, ϕ2], ρbulk is 2pi−periodic inϕ for all r ∈ Ω,
ψwall = 0, s ∈ [0, L], ϕ ∈ {ϕ1, ϕ2} ,
χi(s, ϕ) := (−1)i (Tψwall −Drot∂ϕψwall) , i = 1, 2.

(10)
Here τ denotes the tangential vector of Γ and angles ϕ1(s) and ϕ2(s) are introduced such
that
u · n > 0 for ϕ ∈ (ϕ1(s), ϕ2(s)), and u · n ≤ 0 otherwise.
Representation (9) means that the total probability distribution function ρ consists of
the regular part, ρbulk, describing distribution of particles in the bulk, and the singular part,
ψwall δΓ, describing distribution of particles accumulated at wall. Derivation of system (10)
is presented in Section 4. We also provide a numerical example in Section 5 in which we test
the derived kinetic approaches (7)-(8) and (10) with results of Monte-Carlo simulations for
the corresponding individual based model.
3 Vanishing inertia limit in Fokker-Planck equation
Proof of Theorem 2.1. In this section we take Dtr = Drot = 1 for the sake of simplicity. To
consider the limit ε → 0, introduce the mean flux (or, the mean velocity), and “the kinetic
pressure”:
Jε(t,X ) := 1
ε
∫
R3
Vfε dV and Pε(t,X ) :=
∫
R3
V ⊗ Vfε dV .
By integration of (4) with respect to dV and εV dV one obtains the system for ρε and Jε:
∂tρε +∇X · Jε = 0, (11)
ε2∂tJε +∇X · Pε = ρε U − Jε. (12)
By using arguments similar to [31], we will show that the limit of (12) is J = ρU − ∇Xρ.
Substitution of this formula for J into the limiting version of the equation (11) (that is,
equation (11) without sub-indexes ε), then gives:
∂tρ+∇X · (Uρ) = ∆Xρ.
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The main question is how to find the boundary condition for ρ. Note that from collision
boundary condition (2) it follows that active rods cannot leave domain Ω, that is, there is no
flux through the boundary Γ:
Jˆε · n = 0 on Γ,
where Jˆε = (J1, J2) (no J3, corresponding to the flux of orientations ϕ). The main purpose
of this section is to prove that this relation is preserved in the limit ε → 0, which, taking
into account the formula for the limiting flux J = ρU −∇Xρ, is equivalent to
∂ρ
∂n
= (u · n)ρ. (13)
In order to prove Theorem 2.1 we will use two auxiliary propositions. In Proposition 1, the
energy estimate is established. This estimate leads to a priori bounds needed to obtain that
the family {fε}ε has a limit as ε→ 0 (Proposition 2).
First introduce the following notations:
Eε(t) :=
∫
R2×R
∫
Ω×(−pi,pi)
{
v2
2
+
ω2
2
+ ln fε
}
fε dXdV ,
dε(t,X ,V) := ((V − εU) +∇V(ln fε))
√
fε.
Recall that X = (r, ϕ) ∈ Ω× [−pi, pi) and V = (v, ω) ∈ R2v × Rω = R3.
Proposition 1. There exists a constant C, independent of ε, such that the following estimate
(the entropy inequality) holds:
d
dt
Eε(t) + 1
2ε2
∫
R3
∫
Ω×(−pi,pi)
|dε|2 dXdV < C. (14)
Proof. Multiplication of (4) by
v2
2
+
ω2
2
+ ln fε
and integration with respect to both X and V gives:
d
dt
[∫
R3
∫
Ω×(−pi,pi)
{
v2
2
+
ω2
2
+ ln fε
}
fε dXdV
]
=
= −1
ε
∫
R3
∫ pi
−pi
∫
Γ
{
v2
2
+
ω2
2
+ ln fε
}
(v · n)fε dsr dϕ dV
− 1
ε2
∫
R3
∫
Ω×(−pi,pi)
|(V − εU) +∇V(ln fε)|2 fε dXdV
−1
ε
∫
R3
∫
Ω×(−pi,pi)
U · (V − εU) fε dXdV . (15)
Next we compute the boundary term in the right hand side of (15) (the one with the integral
over Γ). To this end, we use the boundary condition (2). For each r ∈ Γ and −pi ≤ ϕ < pi
denote
Sσ>0 := {(v, ω) : σ > 0} and Sσ<0 := {(v, ω) : σ < 0} , (16)
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where σ = σ(r,v, ϕ, ω) is given by (53) in Section 6.1. The introduced sets Sσ>0 and Sσ<0
can be understood as sets of configurations (velocities) of an active rod before and after a
collision, respectively, at the given location of the boundary r ∈ Γ and the given orientation
ϕ ∈ [−pi, pi). Then the boundary integral can be written as follows for each r ∈ Γ and
−pi ≤ ϕ < pi: ∫
R3
{
v2
2
+
ω2
2
+ ln fε
}
(v · n)fε dV =∫
Sσ<0
{
v2
2
+
ω2
2
+ ln fε
}
(v · n)fε dV
+
∫
Sσ>0
{
v2
2
+
ω2
2
+ ln fε
}
(v · n)fε dV .
We claim that the two integrals in the right hand side of the equality above cancel each other.
To verify this, one needs to make the substitution in the first integral V ′ = CV with C from
(55) (or equivalently (50)-(51)) and to use boundary condition (2), conservation of energy
during a collision (52), and dV ′ = dV which follows from |det C| = 1 (see (3)). Hence, the
boundary term in the right hand side of (15) vanishes.
Note that in the same manner one can show that the conservation of total fε:
d
dt
[∫
R3
∫
Ω×(−pi,pi)
fε dXdV
]
= 0.
Indeed, by using equation (4) and integration by parts it follows that
d
dt
[∫
R3
∫
Ω×(−pi,pi)
fε dXdV
]
= −1
ε
∫
R3
∫ pi
−pi
∫
Γ
(v · n)fε dsr dϕ dV ,
and one can show that the right hand side vanishes following the same arguments as for the
boundary term in (15)
Finally, the last term in the right hand side of (15) is estimated as follows:
−1
ε
∫
R3
∫
Ω×(−pi,pi)
U · (V − εU) fε dXdV
= −1
ε
∫
R3
∫
Ω×(−pi,pi)
U · ((V − εU) +∇V(ln fε)) fε dXdV
≤ C + 1
2ε2
∫
R3
∫
Ω×(−pi,pi)
|dε|2 dXdV . (17)
Thus, we obtained (14) and the proposition is proved.
In the standard manner (see, e.g., [31]) the entropy estimate (14) implies the following bounds:
fε
(
1 +
v2
2
+
ω2
2
+ | ln fε|
)
is bounded in L∞(0, T ;L1(Ω× (−pi, pi)× R3)),
ε−1dε is bounded in L2(0, T ;L2(Ω× (−pi, pi)× R3)),
ρε is bounded in L
∞(0, T ;L1(Ω× (−pi, pi))),
Jε and Jε − ρεU are bounded in L2(0, T ;L1(Ω× (−pi, pi))).
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The proof of the following proposition is also standard and can be found in [31].
Proposition 2. There exist such ρ and J that the following convergences hold as ε → 0 in
the distributional sense:
ρε ⇀ ρ, Jε ⇀ J, Pε ⇀ ρI. (18)
Here I is identity matrix.
Now we are in position to complete the proof of Theorem 2.1.
Back to proof of Theorem 2.1. By multiplication of (4) by a scalar test functions ψ(t,X ,V)
with a finite support in 0 < t < T , X ∈ Ω× (−pi, pi) and V ∈ R3, integration with respect to
t, X and V , as well as integration by parts, one obtains the following equality:∫ T
0
∫
R3
∫
Ω×(−pi,pi)
fε
{
∂tψ +
1
ε
V · ∇Xψ + 1
ε2
(εU − V) · ∇Vψ + 1
ε2
∆Vψ
}
dXdVdt
−1
ε
∫
Γ
∫ pi
−pi
∫
Sσ>0
(v · n)fε(ψ − ψ′) dVdϕdsrdt = 0, (19)
where ψ′ = ψ(t,X ,V ′) with V ′ = CV , and matrix C and set Sσ>0 are defined by (55) and
(16), respectively. Equality (19) can be understood as the weak formulation of the problem
(4) with boundary condition (2).
Next, take a test function in (19) which is independent of V : ψ := g(t,X ) (for the sake of
clarity, choose different symbol for the test function here: g instead of ψ). Formally, such a
test function is not admissible since it does not have a finite support in V . On the other hand,
one can use truncations g(t,X )χ|V|<R(V) as test functions and pass to the limit R → ∞ to
obtain (19) for ψ = g(t,X ). By integrating in V we obtain:∫ T
0
∫
Ω×(−pi,pi)
ρε∂tg + Jε · ∇Xg dXdt = 0.
Note that the boundary term in (19) vanishes for test functions independent from V . By
passing to the limit ε→ 0 we obtain:∫ T
0
∫
Ω×(−pi,pi)
ρ∂tg + J · ∇Xg dXdt = 0. (20)
Take the test function of the form ψ := εvihi(t,X ) for i = 1, 2:∫ T
0
∫
Ω×(−pi,pi)
ε2J iε∂thi + Pijε ∂Xjhi + (ρεU i − J iε)hi dXdt
−2
∫ T
0
∫
R
∫ pi
−pi
∫
Γ
∫
Sσ>0
σ(v · n)fεhini dvdsxdϕdωdt = 0. (21)
Here both the super- and sub-index i stand for the coordinate number. Consider h = {hi}3i=1
so that h · n = h1n1 + h2n2 = 0 for all −pi ≤ ϕ < pi and h3(t,X ) is arbitrary. The test
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function ψ corresponding to h3(t,X ) is ψ = ωh3(t,X ), and in this case equality (21) holds
for i = 3 with no second (boundary) term. Then taking the sum with respect to i in (21)
leads to that the boundary term in (21) vanishes, so that the following equality holds:∫ T
0
∫
Ω×(−pi,pi)
ε2Jε · ∂th+ Pε : ∇Xh+ (ρεU − Jε) · h dXdt = 0.
Passing to the limit ε→ 0 and using Proposition 2 we get:∫ T
0
∫
Ω×(−pi,pi)
ρI : ∇Xh+ (ρU − J) · h dXdt = 0. (22)
This equality gives us the following relation for J :∫ T
0
∫
Ω×(−pi,pi)
J · h dXdt =
∫ T
0
∫
Ω×(−pi,pi)
ρI : ∇Xh+ ρU · h dXdt (23)
for all h such that h1n1+h2n2|Γ = 0 for all −pi ≤ ϕ < pi. Finally, take any g(t,X ) in (20) such
that
∂g
∂n
∣∣∣∣
Γ
= 0 for all −pi ≤ ϕ < pi and h := ∇Xg in (23) to express
∫ T
0
∫
Ω×(−pi,pi) J ·∇Xg dXdt
in (20). We obtain the following weak formulation for the equation for ρ:∫ T
0
∫
Ω×(−pi,pi)
{
ρ∂tg + ρU · ∇Xg + ρI : ∇2Xg
}
dXdt = 0 (24)
for all g such that
∂g
∂n
∣∣∣∣
Γ
= 0 for all −pi ≤ ϕ < pi. By integrating by parts and using condition
∂g
∂n
∣∣∣∣
Γ
= 0, (24) leads to
∫ T
0
∫
Ω×(−pi,pi)
g {∂tρ+∇X · (ρU)−∆Xρ} dXdt+
+
∫ T
0
∫ pi
−pi
∫
Γ
g
{
− ∂ρ
∂n
+ (u · n)ρ
}
dsrdϕdt = 0. (25)
Varying g on Γ we get our final result which is the no-flux boundary condition (13):
∂ρ
∂n
= (u · n)ρ
for all −pi ≤ ϕ < pi.
Thus, the proof of Theorem 2.1 is complete.
4 Boundary layer equation at wall in vanishing trans-
lational diffusion limit: derivation of (10)
To describe the behavior of ρ near the wall, one needs to consider the limiting behavior of
ρ inside the “band” Ω∗ := {r ∈ Ω : dist(r,Γ) < c} where c is small but independent of δ.
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Here we choose c > 0 such that c < κ−1max where κmax is the maximum curvature along Γ.
If Γ is a straight line or a segment, then curvature κ is zero, and c is an arbitrary number
independent of δ.
We introduce new coordinate system in band Ω∗, related to parametrization of wall Γ =
∂Ω. Namely, let Γ = {γ(s) : 0 ≤ s ≤ L} be the natural parametrization of the wall Γ
(in other words, s is the arc length parameter) and n(s), τ (s) be an outward normal and
tangential vectors at γ(s) ∈ Γ, respectively. For every r ∈ Ω∗, we define
r = r(r, s) = γ(s)− rn(s), (26)
where r = dist(r,Γ) and γ(s) is the “projection” of r onto Γ.
In this new coordinate system we introduce the two-scale ansatz for unknown function ρ:
ρ = ρw + ρb =
∞∑
k=−1
δkρ(k)w (t, δ
−1r, s, ϕ) +
∞∑
k=0
δkρ
(k)
b (t, r, s, ϕ). (27)
Here sub-indexes ’w’ and ’b’ stand for “wall” and “bulk”, respectively. Variable z denotes
below the second argument of ρ
(k)
w , the kth wall (boundary layer) coefficient, i.e., z = δ−1r in
(27). We assume that functions {ρ(k)w (t, z, s, ϕ)}k vanish with all derivatives in z as z →∞.
In what follows, we focus on the first three terms of two-scale expansion (27) or, in other
words, on terms of order δ−1 and δ0:
ρ = δ−1ρ(−1)w (t, δ
−1r, s, ϕ) + ρ(0)w (t, δ
−1r, s, ϕ) + ρ(0)b (t, r, s, ϕ) +O(δ). (28)
The representations (28) and (9) are related via the following equalities:
ψwall(t, r, ϕ) =
∫ +∞
0
ρ(−1)w (t, z, s, ϕ) dz and ρbulk(t, r, ϕ) = ρ
(0)
b (t, r, s, ϕ). (29)
Next, we rewrite the Fokker-Planck equation (7) in the coordinate system (r, s). To this
end, we introduce the inverse substitution functions R(r) and S(r):
r = R(r)
s = S(r)
⇔ R(γ(s)− rn(s)) = r,
S(γ(s)− rn(s)) = s.
Using chain rule and the 2D Frenet-Serret relation for the normal vector n′(s) = −κ(s)τ (s)
where κ(s) is the curvature of Γ at r = γ(s), one obtains
∇rR = −n and ∇rS = (1− κr)−1τ . (30)
To compute ∇rρ, ∆rρ and ∇r · u one can use (30) and both 2D Frenet-Serret relations,
n′(s) = −κ(s)τ (s) and τ ′(s) = κ(s)n(s):
∇rρ = −∂rρn+ ∂sρ
1− κr τ ,
∆rρ = ∂
2
rρ−
κ∂rρ
1− κr +
r(∂sκ)(∂sρ)
(1− κr)3 +
∂2sρ
(1− κr)2 .
∇r · u = −∂run + ∂suτ
1− κr +
κun
1− κr .
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Here un = u · n and uτ = u · τ .
Then the original problem (7)-(8) converts into
∂tρ− un∂rρ+ uτ∂sρ
1− κr +
(
−∂run + ∂suτ
1− κr +
κun
1− κr
)
ρ+ ∂ϕ(Tρ)
= δ
(
∂2rρ−
κ∂rρ
1− κr +
r(∂sκ)(∂sρ)
(1− κr)3 +
∂2sρ
(1− κr)2
)
+Drot∂
2
ϕρ (31)
with boundary conditions
δ
∂ρ
∂r
= −unρ if r = 0. (32)
When substituting representation (28) into equation (31), we will treat the second term
in the left hand side as follows:
un∂rρ =
(
u(0)n + (zδ)u
(1)
n +
1
2
(zδ)2u(2)n + ...
)
∂rρw + un(r, s) ∂rρb,
where u
(k)
n = 1/k! ∂krun|r=0. Note that u(k)n is a function of ϕ and s for each k = 1, 2, ....
At the order δ−2 in (31) one has the following equality:
u(0)n ∂zρ
(−1)
w + ∂
2
zρ
(−1)
w = 0. (33)
The lowest order in the boundary conditions (8) is δ−1 and the corresponding equality is
u(0)n ρ
(−1)
w + ∂zρ
(−1)
w = 0, z = 0. (34)
Combining (33) and (34) we obtain a formula for ρ
(−1)
w :
ρ(−1)w (t, z, s, ϕ) =
{
B(t, s, ϕ)e−u
(0)
n z, u
(0)
n < 0,
0, u
(0)
n ≥ 0.
At order δ−1, the Fokker-Planck equation (31) has the form
u(0)n ∂zρ
(0)
w + ∂
2
zρ
(0)
w = ∂t
(
Be−u
(0)
n z
)
− u(0)n Be−u
(0)
n z
(−zu(1)n + κ)+ u(0)τ ∂s (Be−u(0)n z)
− (u(1)n − ∂su(0)τ − κu(0)n )Be−u(0)n z
+∂ϕ
(
TBe−u
(0)
n z
)
−Drot∂2ϕ
(
Be−u
(0)
n z
)
. (35)
Boundary conditions at the order δ0 looks as follows:
u(0)n ρ
(0)
w + ∂zρ
(0)
w = −u(0)n ρ(0)b for z = 0.
Consider u
(0)
n > 0. After integration (35) with respect to z from 0 to ∞ and simplifications
one obtains an equation for ψwall =
∫∞
0
ρ
(−1)
w dz = B/u
(0)
n :
u(0)n ρ
(0)
b = ∂tψwall + ∂s(u
(0)
τ ψwall) + ∂ϕ (Tψwall)−Drot∂2ϕψwall. (36)
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Equation (36) is a conservation law for the distribution of active rods ψwall accumulated at
wall; these active rods re-orient and move along the wall in the tangential direction. Term
u
(0)
n ρ
(0)
b in the left hind side of (36) accounts for particles coming from bulk. If divergence-free
condition is imposed, ∇r · u = 0, which is for r = 0 has the form u(1)n − ∂su(0)τ − κu(0)n = 0,
then (36) can be rewritten in the form:
u(0)n ρ
(0)
b = ∂tψwall + (u
(1)
n − κu(0)n )ψwall + u(0)τ ∂sψwall + ∂ϕ (Tψwall)−Drot∂2ϕψwall.
If u
(0)
n ≤ 0, then ψwall = 0 and ρ(0)b |r=0 = 0.
Next we obtain equation for ρbulk = ρ
(0)
b . To this end, consider equation (31) at the order
δ0 and pass to the limit z → ∞. After we rewrite the resulting equation in the original
coordinate system we recover the Fokker-Planck equation for ρbulk
∂tρbulk +∇r · (uρbulk) + ∂ϕ(Tρbulk) = Drot∂2ϕρbulk. (37)
Representation (9) with ψwall and ρbulk satisfying equations (36) and (37) respectively, is
valid if u · n|Γ > 0 for all −pi ≤ ϕ < pi. In this case, active rods accumulate at the wall, but
they cannot leave the wall. On the other hand, due to the rotational diffusion, active rods
in experiments (for example those described by system (43)-(44)) may leave the wall and
be re-injected into the bulk. In this case, one needs an additional boundary layer term in
the representation (27) (with an additional scale different from 1 and δ) which will capture
active rods at wall Γ with u ·n ≈ 0. It is similar to “parabolic boundary layers” in vanishing
diffusion limit in elliptic equations; these boundary layers introduce two new scales δ1/3 and
δ2/3, and these terms are constructed at boundary points where characteristics of the limiting
hyperbolic equation are tangential to the boundary, see Sec. 2.7.5 in [34], see also [35]. In
this work, the formula for χ in (10), the flux of re-injected active rods, i.e.,, with r ∈ Γ,
u · n|Γ ≈ 0 and d
dt
u · n|Γ < 0, is derived from the conservation of total density:
d
dt
 pi∫
−pi
∫
Ω
ρbulk drdϕ+
∫
Γ
ϕ2∫
ϕ1
ψwall dϕds
 = 0.
Adding terms with flux χ to the right hand side of equation (37) we derive system (10).
5 Numerical example
In this section, we provide a numerical example to illustrate the relation between a specific
individual based model for an active rod and corresponding kinetic approaches discussed
above.
We assume that the wall Γ coincides with x-axis, i.e. Γ = {(x, y) : y = 0}, and the active
rod’s probability distribution function does not depend on x (see Fig. 1, left). Drag u exerted
on an active rod is the sum of two components: a background shear flow uBG = (γ˙y, 0) and
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Figure 1: Left: sketch of an active rod with orientation ϕ in xy-plane; x-axis represents the wall;
straight arrows illustrate background shear flow uBG; circle shows how the background torque T (ϕ)
acts on the active rod; arrows along the circle show that equation ϕ˙ = T (ϕ) has two semi-stable
states ϕ = 0 and ϕ = −pi. Right: a sample trajectory in ϕy-plane for 0 ≤ t ≤ 20. Red dots with
numbers along trajectories indicate trajectory points at corresponding integer time moments.
self-propulsion vprop(cos(ϕ), sinϕ). The vertical component u of drag velocity u and torque
T exerted on an active rod, are defined as follows:
u(y, ϕ) = u(ϕ) = vprop sinϕ, T (y, ϕ) = T (ϕ) = −0.5γ˙(1− cos(2ϕ)).
Note that since the background shear flow uBG has zero y-component it does not enter
the formula for vertical drag u. Expression for T follows from (45) from Section 6.1 with
T = ΦBG. Parameters vprop = 0.2 and γ˙ = 1.0 are self-propulsion speed and shear rate,
respectively.
First, we perform Monte Carlo simulations for the individual based model for an ac-
tive rod with vertical component y(t) of location r(t) and orientation angle ϕ swimming in
Ω = {y > 0}:
y˙ = u(ϕ), ϕ˙ = T (ϕ) +
√
2Drotζ, (38)
where ζ is the white noise with 〈ζ(t), ζ(t′)〉 = δ(t − t′) and Drot is the rotational diffusion
coefficient. The following “overdamped” collision-with-wall rule for y(t) = 0 is imposed:
y˙|y(t)=0 =
{
0, sinϕ ≤ 0,
u(ϕ), sinϕ > 0,
ϕ˙|y(t)=0 = T (ϕ) +
√
2Drotζ. (39)
This collision rule means that the active rod does not move if it is oriented towards the wall,
i.e., downward, sinϕ(t) ≤ 0. Regardless if it points downward or upward, the active rod’s
orientation ϕ is governed by the same equation as in the bulk. Note that, as it is often done
in applications (see, e.g., [28]) we neglect inertia and translational diffusion in the individual
based model.
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Figure 2: Upper Left: support {0.25 < y < 1.25, sinϕ < −√2/2} of probability distribution
function ρ at t = 0; Upper Right: angular distribution for t = 10 of accumulated particles at
wall by Monte-Carlo simulations (red dots), from Fokker-Planck problem (40)-(41) (solid line), and
two-scale expansions (28) (dashed line); Lower figures:(ϕ, y)-histogram obtained from simulations of
(38)-(39) (left); (ϕ, y)-distribution obtained from solution of (40)-(41) (center); (ϕ, y)-distribution
obtained from two-scale expansions (28), (29) with δ = 0.05 and ρbulk, ψwall solving (10) (right).
All the lower plots are computed for t = 10.
Next, we compare results of Monte Carlo simulations for individual based model (38)-(39)
with the initial boundary value problem derived in Theorem 2.1 from Section 3, consisting
of the Fokker-Planck equation for probability distribution function ρ(t, y, ϕ):
∂tρ+ vprop sinϕ∂yρ− 0.5γ˙∂ϕ((1− cos(2ϕ))ρ) = Dtr∂2yρ+Drot∂2ϕρ, (40)
and no-flux boundary condition:
Dtr∂yρ = vpropρ sinϕ for y = 0. (41)
Translation diffusion coefficient is chosen to be small, Dtr = 0.05.
Finally, we simulate (10), derived as the limit Dtr → 0 in (40)-(41).
A sample trajectory obtained from simulating (38)-(39) for 0 < t < 20 is depicted in
Fig. 1, right. This trajectory is drawn in ϕy-plane, and rod locations within this plane at
integer moment of times are marked by red dots while the value of the corresponding moment
15
Figure 3: Probability that active rod is accumulated at wall for 0 < t < 20 from Monte-Carlo sim-
ulations (left), Fokker-Planck boundary value problem (40)-(41) (center), and two-scale expansion
(28), (29) with δ = 0.05 and ρbulk, ψwall solving (10) (right).
of time is written above each dot. The trajectory demonstrates typical behavior of an active
rod swimming at a wall. After collision with the wall, (t = 4), the rod attaches to the wall (it
still can swim in x direction) and re-orients under background shear decreasing orientation
angle ϕ to ϕ = −pi, and then detaches from the wall (t ≈ 5.5). Swimming with orientation
ϕ close to ±pi with background flow given by uBG = (γ˙y, 0) means that the active rod swims
upstream, that is, exhibits negative rheotaxis.
For Monte Carlo simulations of (38)-(39) we chose initial location y and orientation angle
ϕ to be random with uniform distributions in intervals 0.25 < y < 1.25 and −3pi/4 < ϕ <
−pi/4, respectively. The corresponding initial condition for both probability distribution
functions ρI, solution of Fokker-Planck equation (40) with no flux boundary condition (41),
and ρII, given by two-scale expansion (28), (29) with δ = Dtr = 0.05 and terms ρbulk and
ψwall solving system (10), are
2
pi
,
1
4
< y <
5
4
, −3pi
4
< ϕ < −pi
4
,
0, otherwise.
(42)
The initial condition (42) is shown in Fig. 2, upper left.
Results of numerical simulations are depicted in Fig. 2 and 3. Behavior of solutions of all
the three problems − Monte Carlo simulations of individual based model (38)-(39), Fokker-
Planck equation (40) with no flux boundary condition (41), and two-scale expansion (28),
(29) with δ = Dtr = 0.05 and terms ρbulk and ψwall solving system (10) − is qualitatively
similar. Distributions of location y and orientation ϕ concentrate at y ≈ 0 and ϕ ≈ −pi
(Fig. 2, lower row). These plots illustrate wall accumulation y ≈ 0 and negative rheotaxis
ϕ ≈ −pi. In this numerical example, initial condition (42) is chosen such that active rods
initially point towards the wall, so the wall accumulation is somewhat enforced. Nevertheless,
if domain is confined from all sides, which is a generic situation, an active rod reaches the
wall with a high probability and spends a non-zero time at the wall reorienting before been
detached. Therefore, the wall accumulation of active rods in confined bounded domains
necessarily occurs, and the numerical example in this section investigates the situation when
a population of active rods approach a wall.
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We also analyzed the active rod distribution inside boundary layer L := {0 ≤ y < 0.2}
(accumulated active rods). Comparison of angular distributions at t = 10, obtained from
the three approaches, is given in Fig. 2, upper right, and the probability of swimming inside
boundary layer L, as a function of time 0 < t < 20, is depicted in Fig. 3. All the three methods
show active rod accumulation increases up to a moment 3 < t < 5 (depending on the value
of rotational diffusion coefficient Drot; see Fig. 3) and a peak of angular orientations forms
close to φ = −pi (see Fig. 2, upper right). However, the third method slightly underestimates
probability of swimming inside the boundary layer L for larger values of Drot (specifically,
for Drot = 2.0). This underlines the subtlety, described in the paragraph after (37), of the
multi-scale expansion for ρ with respect to δ and presence of the scales additional to 1 and
δ−1 in (27). Rigorous analysis of the limit δ → 0 of solution to problem (7)-(8) as well as
explicit convergence estimates are left for our future work.
6 Individual based model and Fokker-Planck equation
for an active rod with inertia
6.1 Individual based model for an active rod with inertia
In this section we present equations governing the motion of an active rod in the domain
Ω ⊂ R2 with non-empty boundary Γ = ∂Ω. The rod is assumed to be a non-deformable
one-dimensional segment of length ` swimming in a viscous fluid. At each moment of time t
the rod is characterized by the location of its center of mass r(t) and the orientation angle
ϕ(t), so that the unit vector p(ϕ) = (cosϕ, sinϕ) with ϕ = ϕ(t) determines the orientation
of the active rod. Equations for r(t) and ϕ(t) are
m r¨ = η1` (uBG(r)− r˙) + Fthrustp(ϕ) +
√
2Dtr ζ1, (43)
Irodϕ¨ = η2`
2(ΦBG(r, ϕ)− ϕ˙) +
√
2Drot ζ2. (44)
Here ρ0 is the density of the rod, so m = ρ0` is its mass; Irod = ρ0`
3/12 is the moment of
inertia of the rod around the center of mass; η1 and η2 are material constants related to the
background fluid viscosity. Function uBG(r) is the velocity of the background flow at point
r. We assume that the background flow is not affected by the active rod thus uBG satisfies
the homogeneous Stokes equation in Ω:
−η1∆uBG +∇p = 0,
∇ · uBG = 0.
Fthrust is the magnitude of the thrust force (the self-propulsion force); Dtr and Drot are
translational and rotational diffusion coefficients, respectively; ζ1 and ζ2 are uncorrelated
white noises with intensities 〈ζi(t), ζi(t′)〉 = δ(t − t′), i = 1, 2. Function ΦBG(r, ϕ) can be
understood as the proportionality coefficient defining the torque due to the background flow
exerted on the unit rod at location r, with orientation angle ϕ and zero angular velocity, and
ΦBG(r, ϕ) is given by
ΦBG(r, ϕ) = (I− ppT)∇uBG(r)p · eϕ, eϕ = (− sinϕ, cosϕ). (45)
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Equation (43) is the force balance for the active rod, and this equation reads as follows.
There are three forces exerted on the active rod: (i) the viscous drag force which is propor-
tional to the relative velocity of the active rod with respect to the background flow, (ii) the
self-propulsion force directed always along the direction of the active rod, and (iii) the ran-
dom (Brownian) force. Equation (44) is the torque balance for the active rod which implies
that there are two torques re-orienting the active rod: viscous and random torques. Here we
assume that the self-propulsion force does not affect orientation of the active rod.
The system (43)-(44) can be written in the following general form
dr
dt
= v, (46)
dv
dt
=
1
ε
(u(r, ϕ, t)− v) +
√
2Dtr ζ1, (47)
dϕ
dt
= ω, (48)
dω
dt
=
1
ε
(T (r, ϕ, t)− ω) +
√
2Drot ζ2. (49)
Here u(r, ϕ, t) and T (r, ϕ, t) are given smooth and bounded functions and ε is a small pa-
rameter.
Figure 4: A force exerted on the active rod
due to a collision with the wall.
Next, we describe the rule of collision of
the active rod and the wall Γ. At time of a
collision, tcoll, an instantaneous force (an im-
pulse) is exerted on the rod and this force is
directed in direction normal to Γ (see Fig. 4):
Fcoll = −mσn δ(t− tcoll),
where n is the outward normal vector and σ
will be determined below. One can formally
add the force Fcoll to the right hand side of
equation (43). This translates into the fol-
lowing collision rule for velocities
v′ = v − σn (50)
where v = r˙(tcoll − 0) and v′ = r˙(tcoll + 0) are velocities before and after the collision,
respectively. The force Fcoll is exerted at the front of the active rod which touches the wall
Γ. This implies that the active rod has an additional torque (in the right hand side of (44))
due to the collision, which equals to −mσ `
2
(p×n)δ(t− tcoll) and thus, the collision rule for
angular velocities is
ω′ = ω − 6
`
σ(p× n) · ez, (51)
where ω = ϕ˙(tcoll−0) and ω′ = ϕ˙(tcoll +0) are angular velocities before and after the collision,
respectively, and ez = (0, 0, 1) is the unit vector orthogonal to the plane containing domain Ω.
To completely describe the collision rule, the value of parameter σ needs to be determined.
To this end, we assume that the collision is perfectly elastic, that is, the kinetic energy does
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not change in time of the collision:
1
2
mv2 +
1
2
Irodω
2 =
m
2
(v − σn)2 + Irod
2
(ω − 6
`
σ (p× n) · ez)2. (52)
Expanding the right hand side of (52) we get the formula for σ:
σ =
2(v · n) + `ω(p× n) · ez
1 + 3|p× n|2 . (53)
Remark 1. We can extend our consideration to imperfect elastic conditions, that is, we may
assume that a part of energy is lost in time of collision:
1
2
mv′2 +
1
2
Irodω
′2 = 
{
1
2
mv2 +
1
2
Irodω
2
}
, (54)
where 0 ≤  ≤ 1 is coefficient of restitution which measures how elastic the collision is: if it
is 1, the collision is perfectly elastic; if  = 0, the collision is perfectly inelastic.
Proposition 3. Let C be the linear operator (a 3× 3 matrix)
C : (v, ω) 7→ (v − σn, ω − 6
`
σ(p× n) · ez) (55)
with σ from (53). Then
|det C| = 1. (56)
Proof. Denote vn := v · n and vτ := v · τ (τ is the unit tangent vector on Γ). We also
represent σ as follows:
σ = Avn +Bω, where A =
2
1 + 3|p× n|2 and B =
`(p× n) · ez
1 + 3|p× n|2 .
In addition, we introduce angle θ between vectors p and n. Note that sin θ = (p× n) · ez.
Then the operator C can be represented by
CV =
 1 0 00 1− A −B
0 −6
`
sin θ A 1− 6
`
sin θ B

 vτvn
ω
 .
Finally, we compute det C:
det C =
∣∣∣∣∣ 1− A −B−6
`
sin θ A 1− 6
`
sin θ B
∣∣∣∣∣ = −1.
Thus, the proof of proposition is complete.
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6.2 Fokker-Planck equation for an active rod with inertia
For active rods whose motion inside domain Ω is described by (46)-(49), the Fokker-Planck
equation is
∂tf˜ε + v · ∇rf˜ε + 1
ε
∇v ·
(
(u− v)f˜ε − εDtr∇vf˜ε
)
+
+ω∂ϕf˜ε +
1
ε
∂ω
(
(T − ω)f˜ε − εDrot∂ωf˜ε
)
= 0. (57)
The unknown function f˜ε(t, r,v, ϕ, ω) is the probability distribution function of the active
rod’s location r ∈ Ω, translational velocity v ∈ R2, orientation angle ϕ ∈ [−pi, pi), and
angular velocity ω ∈ R.
The collision rule of the active rods with the wall Γ is given by (50)-(51). The rule
translates into the following boundary conditions for f˜ε:
vf˜ε · n = v′f˜ ′ε · (−n), r on Γ, (58)
where f˜ ′ε = f˜ε(t, r,v
′, ϕ, ω′) and the pair (v′, ω′) is given by collision rule (50)-(51).
Remark 2. The meaning of boundary condition (58) is as follows: the flux of incident active
rods equal to the flux of reflected active rods. In other words, the flux is the same before and
after collisions. Note that if one considers spherical particles with no preferred orientation
(no ϕ and ω), then the collision rule is v′ = v − 2(v · n)n and (58) is reduced in this case
to equality of probability distribution functions fε = f
′
ε. This boundary condition is used in
many works where particles are assumed to be spherical, see e.g. [31, 32, 33]. We point out
here that imposing such boundary conditions (equality of probability distribution functions
instead of fluxes as in (58)) for active rods leads to violation of both the mass conservation
and the energy relation.
In this work we are interested in the limit ε → 0. Following [31, 32, 33], to obtain a
meaningful limit we first rescale f˜ε:
fε(t, r,v, ϕ, ω) = f˜ε(t, r, εv, ϕ, εω).
Then the Fokker-Planck equation for the rescaled probability distribution function fε has the
following form:
∂tfε +
1
ε
v · ∇rfε + 1
ε2
∇v · ((εu− v)fε −Dtr∇vfε) +
+
1
ε
ω∂ϕfε +
1
ε2
∂ω ((εT − ω)fε −Drot∂ωfε) = 0 (59)
with boundary condition (58) for fε.
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