Time fractional IHCP with Caputo fractional derivatives  by Murio, Diego A.
Computers and Mathematics with Applications 56 (2008) 2371–2381
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Time fractional IHCP with Caputo fractional derivatives
Diego A. Murio
University of Cincinnati, Department of Mathematical Sciences, Cincinnati, OH 45221-0025, USA
a r t i c l e i n f o
Article history:
Received 18 January 2007
Received in revised form 28 April 2008
Accepted 27 May 2008
Keywords:
Ill-posed problems
Caputo fractional derivatives
Grünwald–Letnikov fractional derivatives
Time fractional inverse heat conduction
problem
Finite differences
Mollification
a b s t r a c t
The numerical solution of the time fractional inverse heat conduction problem (TFIHCP)
on a finite slab is investigated in the presence of measured (noisy) data when the
time fractional derivative is interpreted in the sense of Caputo. A finite difference
space marching scheme with adaptive regularization, using mollification techniques, is
introduced. Error estimates are derived for the numerical solution of themollified problem
and several numerical examples of interest are provided.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional derivatives and partial fractional derivatives have been applied recently to the numerical solution of problems
in fluid and continuum mechanics [1], viscoelastic and viscoplastic flow [2] and anomalous diffusion (superdiffusion,
non-Gaussian diffusion, subdiffusion) [3–6]. Numerous references to several other applications of fractional derivatives to
problems in physics, finance and hydrology can also be found in these articles.
Time fractional diffusion equations (TFDE) arise by replacing the standard time partial derivative in the diffusion equation
with a time fractional partial derivative, attempting to generalize the classical Fick (or Fourier) law to describe phenomena
with long memory where the rate of diffusion might be inconsistent with the classical Brownian motion model.
Themainpurpose of this paper is to introduce and analyze a stable spacemarchingnumericalmethod for the approximate
solution of the Time Fractional Inverse Heat Conduction Problem (TFIHCP) when the time fractional derivative in the
governing partial differential equation is formulated with Caputo’s fractional derivative.
The manuscript is organized as follows. In Section 2 we review the most common definitions of fractional derivatives,
their interpretation as ill-posed problems and the necessity of regularization when the data is not known exactly. In
Section 3, after a brief classification of different types of fractional diffusion equations, we concentrate on time fractional
diffusion equations and the data acquisition procedure for TFIHCP. Section 4 is devoted to the space marching mollification
algorithm for the numerical solution of the TFIHCP and a proof of formal convergence is provided. In Section 5 numerical
examples of interest are presented.
2. Fractional derivatives
The usual formulation of the fractional derivative, given in standard references such as [7–9], is the Riemann–Liouville
definition.
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The Riemann–Liouville fractional derivative of order α, 0 < α ≤ 1, of an integrable function g defined on the interval
[0, T ], is given by the convolution integral
(DRL(α)g)(t) = 1
0(1− α)
d
dt
∫ t
0
g(s)
(t − s)α ds,
0 ≤ t ≤ T , 0 < α < 1,
(DRL(α)g)(t) = dg(t)
dt
, 0 ≤ t ≤ T , α = 1,
where 0(.) is the Gamma function.
If the function g is continuously differentiable, integration by parts leads to the Grünwald–Letnikov fractional derivative
of order α:
(D(α)g)(t) = g(0)t
−α
0(1− α) +
1
0(1− α)
∫ t
0
g ′(s)
(t − s)α ds, (2.1)
0 ≤ t ≤ T , 0 < α < 1,
(D(α)g)(t) = dg(t)
dt
, 0 ≤ t ≤ T , α = 1.
The Grünwald–Letnikov fractional derivative of order α can also be written [7] as
(D(α)g)(t) = lim
k→0
1
kα
[t/k]∑
i=0
wαi g(t − ik), t ≥ 0, (2.2)
where [t/k]means the integer part of t/k andwαi = 0(i−α)0(−α)0(i+1) . Expression (2.2) allows for the numerical estimation of the
fractional derivative by the simple and efficient formula
(D(α)g)(t) = (G(α)g)(t)+ O(k), (2.3)
with
(G(α)g)(t) = 1
kα
[t/k]∑
i=0
wαi g(t − ik). (2.4)
For our purposes we will need to apply fractional derivatives to functions g such that g(0) = 0. In this situation the
Grünwald–Letnikov derivative coincides with Caputo’s fractional derivative
(D(α)g)(t) = 1
0(1− α)
∫ t
0
g ′(s)
(t − s)α ds,
0 ≤ t ≤ T , 0 < α < 1,
(D(α)g)(t) = dg(t)
dt
, 0 ≤ t ≤ T , α = 1,
and the property
D(α)D(β) = D(β)D(α) = D(α+β), α, β real, (2.5)
holds [7].
Remark 1. Fractional differential operators are particular first kind Volterra integral equations (non-local operators) with
weakly singular kernels and the above formulations are of little use in practice unless the data is known exactly.
2.1. Fractional derivatives as ill-posed problems
For the numerical computation of Grünwald–Letnikov fractional derivatives when the data function g is measured with
noise, we regularize the problem using mollification techniques following [10]. For a general introduction to mollification
theory as well as important practical implementation details, see [11,12].
Without loss of generality, we restrict our attention to functions defined on the interval I = [0, 1].
In the presence of noisy data g(t), a perturbed version of the exact data function g(t), instead of recovering D(α)g we
look for a mollified solution Jδ(G(α)g) obtained from (2.4) by convolution with the Gaussian kernel ρδ . That is,
Jδ(G(α)g)(t) = (G(α)g ∗ ρδ)(t)
= 1
kα
[t/k]∑
i=0
wαi (Jδg
)(t − ik). (2.6)
The main property of the method is given below [10].
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Theorem 2.1. If the functions g ′ and g are continuous on I and ‖g − g‖∞,I ≤ , then there exists a constant C, independent
of δ, such that in Iδ = [3δ, 1− 3δ],∥∥Jδ(G(α)gε)− D(α)g∥∥∞,Iδ ≤ C0(1− α) δ
(
1+ 1
1− α
)
+ O(δ + k).
Stability is valid for each fixed δ > 0.
The mollified Grünwald–Letnikov fractional derivative, reconstructed from noisy data, tends uniformly to the exact
solution as k → 0,  → 0, δ = δ() → 0. This establishes the consistency, stability and formal convergence properties of
the procedure.
3. Fractional diffusion equations
There are different types of Fractional Diffusion Equations (FDE). If the partial fractional derivative is applied to the time
variable, the FDE is also known as subdiffusion (0 < α ≤ 1), and if it is applied to the space variable, an intermediate
situation between wave propagation and diffusion, it is referred to as superdiffusion (1 < α ≤ 2), [1,4].
3.1. Linear time fractional diffusion equation
In this work we are interested solely on TFDE and in this case there are two formulations that are equivalent depending
on the type of time fractional derivative employed.
Using Caputo fractional derivatives, a natural extension of the standard formulation of the diffusion equation
corresponding to α = 1 is described by the TFDE:
D(α)t u(x, t) = uxx(x, t), 0 < x < 1, t > 0,
u(0, t) = u0(t), t ≥ 0,
u(1, t) = u1(t), t ≥ 0,
u(x, 0) = f (x), 0 ≤ x ≤ 1.
(3.1)
Another TFDE, using Grünwald–Letnikov fractional derivatives, is obtained by writing the governing equation as
ut(x, t) = D(1−α)t (uxx)(x, t), 0 < x < 1, t > 0. (3.2)
In this paper we work only with the TFDE version described by system (3.1).
4. Time fractional IHCP
In this sectionwe present a straightforward generalization of the classical IHCP [11,12], by allowing the fractional order of
differentiation,α, to vary between0 and1.Hence, the newTFIHCPmust be formulated according to the TFDE (3.1) introduced
in the previous section.
We consider a one-dimensional FIHCP on a finite slab in which the temperature u(1, t) and the heat flux ux(1, t) at the
boundary x = 1 are desired andunknown, and the temperature u(0, t) and the heat flux ux(0, t) at the active boundary x = 0
are approximately known. We assume a normalized (dimensionless) linear heat conduction equation with unit diffusivity.
The TFIHCP is described mathematically by the system
wxx(x, t) = D(α)t w(x, t), 0 < t < 1, 0 < x < 1,
w(0, t) = η(t), 0 ≤ t ≤ 1, data,
wx(0, t) = σ (t), 0 ≤ t ≤ 1, data,
w(1, t) = ξ(t), 0 ≤ t ≤ 1, unknown,
wx(1, t) = β(t), 0 ≤ t ≤ 1, unknown,
w(x, 0) = 0, 0 ≤ x ≤ 1,
(4.1)
where η and σ are not known exactly. The available data functions, η and σ , are measured approximations of η and σ ,
respectively and they satisfy the error estimates ‖η − η‖∞,I ≤  and ‖σ − σ ‖∞,I ≤ .
It is important to realize that in the TFIHCP (4.1), the initial condition for the TFDE (3.1) has been replaced byw(x, 0) = 0.
This is accomplished by considering the auxiliary TFDE
D(α)t z(x, t) = zxx(x, t), 0 < x < 1, t > 0,
z(0, t) = 0, t ≥ 0,
z(1, t) = 0, t ≥ 0,
z(x, 0) = f (x), 0 ≤ x ≤ 1.
(4.2)
After computing the boundary heat fluxes zx(0, t) and zx(1, t), using superposition, we obtain the data functionsw(0, t) =
u(0, t), and wx(0, t) = ux(0, t) − zx(0, t) for (4.1). Once this inverse problem is solved, the unknown functions associated
with the original system (3.1) are given by u(1, t) = w(1, t) and ux(1, t) = wx(1, t)+ zx(1, t).
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Inwhat followsweassume that these transformations have already beenmade and concentrate on thenumerical solution
of (4.1) withw(x, 0) = 0.
4.0.1. Regularized problem
In the presence of noise in the data, since the TFIHCP is extremely ill-posed in the high frequency components, it must
be regularized. This is accomplished by mollifying system (4.1).
In the stabilized (mollified) problem, v = Jδw and vx = Jδwx satisfy
vxx = G(α)t v, 0 < t < 1, 0 < x < 1,
v(0, t) = Jδη(t), 0 ≤ t ≤ 1,
vx(0, t) = Jδσ (t), 0 ≤ t ≤ 1,
v(1, t) = Jδξ(t), 0 ≤ t ≤ 1, unknown,
vx(1, t) = Jδβ(t), 0 ≤ t ≤ 1, unknown,
v(x, 0) = 0, 0 ≤ x ≤ 1.
(4.3)
Remark 2. Notice that we use Caputo’s fractional derivatives for the TFDE (direct problem) and Grünwald–Letnikov’s
fractional derivatives for the TFIHCP (inverse problem).
4.0.2. The δ-mollified space marching algorithm
In this section we introduce a numerical method for the solution of system (4.3) on the [0, 1] × [0, 1] region of the (x, t)
plane when the data are given as noisy discrete versions of the temperature and heat flux functions on the time interval
[0, 1] of the active boundary x = 0. The problem is solved by combining a stable space marching finite difference scheme
and δ-mollification at each step, making the actual filtering procedure adaptive.
Let h = 1M and k = 1N be the parameters of the finite difference discretization.We denote by Rnj ,W nj , andQ nj the computed
approximations of themollified temperature v(jh, nk),mollified heat flux vx(jh, nk), and time partial derivative of mollified
temperature G(α)t v(jh, nk), respectively.
The algorithm is defined by the system of finite differences
Rnj+1 = Rnj + hW nj ,
W nj+1 = W nj + hQ nj .
(4.4)
The analysis of the TFIHCP follows closely the one for the standard IHCP (α = 1) case. The only difference appears in
the second equation when performing the fractional time differentiation. This generalization, however, has two important
consequences.
The first one is the quality of the local approximation of the time derivative at each step of the space marching scheme.
Using Grünwald–Letnikov fractional derivatives the approximation is of order O(k) while for α = 1, using centered
differences, the approximation is of order O(k2). This fact does not alter the theoretical conclusions about the stability and
formal convergence of the numerical solutions for a fixed δ > 0, but it can affect the quality of the reconstructions. For a
detailed proof when α = 1 see [13].
The second and crucial issue is the consistency of the Grünwald–Letnikov fractional derivative near t = 0 for all values
of x. If the data for the TFIHCP are associated with TFDE with zero initial conditions (u(x, 0) = f (x) = 0), the consistency
is guaranteed for all values of x. However, if this is not the case, the Grünwald–Letnikov fractional derivative might induce
numerical discrepancies due to lack of consistency with the partial differential equation (not instability) near t = 0.
We recall that in the formula
(D(α)g)(t) = g(0)t
−α
0(1− α) +
1
0(1− α)
∫ t
0
g ′(s)
(t − s)α ds,
the first term on the right-hand side depends on the value of the function at t = 0 and this is directly imbedded in the finite
difference formulation
(D(α)g)(t) = (G(α)g)(t)+ O(k),
(G(α)g)(t) = 1
kα
[t/k]∑
i=0
wαk g(t − ik).
Thus, even if the function g is a causal function, the values at t = 0 depend on the limiting behavior and they might not
be consistent with the initial condition of the TFDE.
This is the reason for the introduction of the auxiliary TFDE system (4.2). We need to restrict the numerical solution of
the TFIHCP to problems withw(x, 0) = 0.
D.A. Murio / Computers and Mathematics with Applications 56 (2008) 2371–2381 2375
Remark 3. For a TFIHCP with zero initial condition, Grünwald–Letnikov and Caputo fractional derivatives coincide, (2.5).
4.1. Abstract algorithm
Here is a pseudocode description of the regularized space marching scheme at the grid points of the unit square of the
(x, t) plane. Notice that the evaluation of the time fractional derivative has to be performed in the indicated increasing order
of values of time at each space grid position.
Input: Parameter α and grid sizes h and k.
Step 0:
For n = 0, . . . ,N ,
1. Compute Jδ01η
(nk) and Jδ02σ
(nk), automatically obtaining δ01 and δ
0
2 , [12].
2. Set Rn0 = Jδ01η(nk) andW
n
0 = Jδ02σ (nk).
3. Compute G(α)t (Jδ01η
)(nk).
4. Set Q n0 = G(α)t (Jδ01η)(nk).
Step 1:
Initialize j = 0. Do while j ≤ M,
1. Compute Rnj+1 = Rnj + hW nj , n = 0, . . . ,N.
2. Compute Q nj = G(α)t (Jδj1R
n
j ), n = 0, . . . ,N , automatically obtaining δj1, [12].
3. ComputeW nj+1 = W nj + hQ nj , n = 0, . . . ,N.
4. Set j = j+ 1.
4.2. Error analysis of the mollified algorithm
The formal convergence of the numerical solution to the solution of the mollified problem (4.3) will be established next.
We begin with the definition of the discrete error functions
1Rnj = Rnj − v(jh, nk),
1W nj = W nj − vx(jh, nk),
introduce the notation |Yj| = max1≤n≤N |Y nj | and define δ ≡ min(δ02,minj(δj1)) > 0.
Expanding the mollified solution v(x, t) by the Taylor series, we obtain
v((j+ 1)h, nk) = v(jh, nk)+ hvx(jh, nk)+ O(h2),
vx((j+ 1)h, nk) = vx(jh, nk)+ h(G(α)t v(jh, nk))+ O(h2).
By comparing the equalities above with the numerical scheme (4.4), the errors satisfy the difference equations
1Rnj+1 = 1Rnj + h1W nj + O(h2),
1W nj−1 = 1W nj + h1Q nj + O(h2).
Neglecting the effect of the δ-mollification on the alreadymollified solution v, by (2.4), (2.3) and (2.1), recalling the inequality
|(Jδg)′(t)− (Jδg)′(t)| ≤ C/δ [13], we have
|G(α)(Rnj )− G(α)v(jh, nk)| ≤ C
|1Rj|
δ
1
0(1− α)
∫ nk
0
1
(nk− s)α ds+ O(k)
≤ C |1Rj|
δ
1
0(1− α)
(nk)1−α
1− α + O(k)
≤ Cα |1Rj|
δ
+ O(k),
where Cα = 10(1−α)(1−α) .
Hence,
max
{|1Rj+1|, |1Wj+1|} ≤ (1+ Cαh
δ
)
max
{|1Rj|, |1Wj|}+ O(hk)+ O(h2).
The iteration of the last inequality leads us to
max {|1RM |, |1WM |} ≤
(
1+ Cαh
δ
)M
max {|1R0|, |1W0|} +
( Cαh
δ
)M − 1
Cαh
δ
(O(hk)+ O(h2)),
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which implies, for h small enough so that Cαh/δ < 1, and recalling that hM = 1,
max{|RM |, |WM |} ≤
(
exp
(
Cα
δ
))
max{|R0|, |W0|} + δ
(
exp
( Cα
δ
)− 1)
Cα
O(k+ h).
Finally, setting1j = max{|1Rj|, |1Wj|}, we obtain
1M ≤
(
exp
(
Cα
δ
))
10 + δ
(
exp
( Cα
δ
)− 1)
Cα
O(k+ h).
Since10 ≤ Cδ ( + k), for each fixed δ > 0 and α, 0 < α < 1, as h, k and  tend to zero, the numerical solution converges to
the mollified solution showing the formal convergence of the algorithm.
4.3. Data generation for TFIHCP
4.3.1. Implicit method
In order to generate the necessary data for modeling the TFIHCP, we need to solve first the corresponding TFDE. To that
end, we utilize the unconditionally stable implicit finite difference method introduced in [14], with Caputo’s time partial
fractional derivatives. The time marching scheme, for internal nodes, is given for n = 1 by
−γU((i− 1)h, k)+ (σα,k + 2γ )U(ih, k)− γU((i+ 1)h, k) = σα,kU(ih, 0),
i = 1, 2, . . . , X − 1,
and for n ≥ 2,
−γU((i− 1)h, nk)+ (σα,k + 2γ )U(ih, nk)− γU((i+ 1)h, nk)
= σα,kU(ih, (n− 1)k)− σα,k
n∑
j=2
ω
(α)
j (U(ih, (n− j+ 1)k)− U(ih, ((n− j)k))),
i = 1, 2, . . . , X − 1, (4.5)
with boundary conditions
Un0 = u(0, nk), UnX = u(1, nk), i = 1, 2, . . . , X − 1; n = 1, 2, . . . ,
and initial temperature distribution
U(ih, 0) = fi, i = 0, 1, 2, . . . , X .
Here h = 1/X , γ = 1
h2
,
σα,k = 1
0(1− α)
1
1− α
1
kα
,
and
ω
(α)
j = j1−α − (j− 1)1−α, j = 1, 2, 3, . . . .
The algorithm is consistent and the local truncation error is first order in time and second order in space.
5. Numerical examples
We consider the number of space and time divisions to beM and N respectively, h = 1/M and k = 1/N . The maximum
level of noise in the data functions is .
Discretizedmeasured approximations of the initial data for the inverse problem at x = 0 are simulated by adding random
errors to the exact data functions. Specifically, for a boundary data function s(t), its discrete noisy version is
sn = s(tn)+ n, n = 0, 1, . . . ,N,
where the (n)’s are Gaussian random variables with variance σ 2 = 2.
In order to test the stability and accuracy of the algorithm, we consider a selection of average noise perturbations , and
space and time discretization parameters, h and k. The temperature and heat flux errors at the boundary x = 1 aremeasured
by the weighted, relative, l2-norm defined by[
1
M+1
M∑
n=0
|RnM − u(1, nk)|2
] 1
2
[
1
M+1
M∑
n=0
|u(1, nk)|2
] 1
2
.
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Table 5.1
Problem 1: TFIHCP l2-error norms at x = 1 in the interval [0, 1]
h k Temp. Temp. Temp.
α = 0.10 α = 0.50 α = 0.90
(a)  = 0.01
1/50 1/64 0.0884 0.0814 0.0918
1/50 1/128 0.0597 0.0603 0.0785
1/50 1/256 0.0880 0.0472 0.0754
1/100 1/64 0.0891 0.0816 0.0903
1/100 1/128 0.0600 0.0602 0.0713
1/100 1/256 0.0888 0.0659 0.0733
(b)  = 0.05
1/50 1/64 0.0884 0.0815 0.0932
1/50 1/128 0.0597 0.0608 0.0835
1/50 1/256 0.0881 0.0474 0.0807
1/100 1/64 0.0891 0.0819 0.0935
1/100 1/128 0.0601 0.0605 0.0737
1/100 1/256 0.0888 0.0662 0.0753
Table 5.2
Problem 2: TFIHCP l2-error norms at x = 1 in the interval [0, 1]
h k Temp. Heat flux Temp. Heat flux Temp. Heat flux
α = 0.10 α = 0.10 α = 0.50 α = 0.50 α = 0.90 α = 0.90
(a)  = 0.01
1/50 1/64 0.0598 0.0578 0.0737 0.0764 0.1115 0.1329
1/50 1/128 0.0343 0.0343 0.0492 0.0501 0.0951 0.1205
1/50 1/256 0.0261 0.0256 0.0426 0.0429 0.0918 0.1063
1/100 1/64 0.0541 0.0520 0.0613 0.0653 0.0784 0.1050
1/100 1/128 0.0281 0.0271 0.0369 0.0384 0.0555 0.0815
1/100 1/256 0.0198 0.0193 0.0312 0.0326 0.0525 0.0782
(b)  = 0.05
1/50 1/64 0.0592 0.0574 0.0743 0.0773 0.1120 0.1358
1/50 1/128 0.0342 0.0334 0.0498 0.0506 0.0972 0.1206
1/50 1/256 0.0263 0.0258 0.0426 0.0430 0.0919 0.1064
1/100 1/64 0.0538 0.0519 0.0614 0.0655 0.0805 0.1087
1/100 1/128 0.0282 0.0272 0.0366 0.0381 0.0622 0.0874
1/100 1/256 0.0198 0.0192 0.0279 0.0289 0.0592 0.0820
All the figures for the TFIHCP – please note the different scales – were prepared with h = 1/100 and k = 1/128.
No significant changes occur if we consider values of the space and time discretization parameters in the tested intervals
[1/50, 1/100] × [1/64, 1/256], as indicated by Tables 5.1 and 5.2.
Example 1 (Rough). This prototype example emphasizes the estimation of a transient unit step temperature at x = 1, from
transient data measured at x = 0.
We solve the time fractional diffusion equation (3.1) using (4.5) with initial and boundary conditions u(x, 0) = 0,
u(0, t) = 0, u(1, t) = H(t − 0.4) − H(t − 0.8), time fractional orders α = 0.10, 0.50, 0.90 and grid sizes h = 0.01
and k = 1/256, respectively. The symbol H(t) represents the Heaviside (unit step) function.
For the direct problem we are interested in the solutions corresponding to the heat fluxes at the surfaces x = 0 and
x = 1, obtained by numerically differentiating the computed temperature distributions up to the boundaries.
After adding noise to the data of maximum magnitudes  = 0.01 and  = 0.05, to generate u(0, t) and ux(0, t)
at the time grid points of the active boundary x = 0, system (4.1) is then solved with parameters h = 0.02, 0.01 and
k = 1/64, 1/128, 1/256, as listed in Tables 5.1a, 5.1b and 5.2a, 5.2b. In Table 5.1a, and 5.1b the relative errors for the
reconstructed heat fluxes are not shown due to the singularities present in the exact heat flux solution functions.
Applying the mollified space marching scheme (4.4) to the perturbed data, we obtain the approximate reconstructions
illustrated in Figs. 5.1(a, b)–5.3(a, b) for temperatures and heat fluxes at x = 1, for α = 0.10, α = 0.50 and α = 0.90,
respectively.
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Fig. 5.1. (a), (b) Computed and exact temperatures and heat fluxes with α = 0.10, h = 1/100, k = 1/128 and  = 0.05.
Fig. 5.2. (a), (b) Computed and exact temperatures and heat fluxes with α = 0.50, h = 1/100, k = 1/128 and  = 0.05.
Example 2 (Smooth). As a second example, with the same parameters as in Example 1, the implicit method (4.5) is applied
to the solution of the TFDE with initial and boundary conditions u(x, 0) = 0, u(0, t) = 1− e−t and u(1, t) = 2 sin(4pi t).
The Cauchy data for the TFIHCP in the time interval [0, 1] at the boundary x = 0, is then utilized to solve system (4.1)
using the mollified space marching scheme (4.4) with noisy data u(0, t) and ux(0, t) and the same parameter values as in
Example 1.
Some typical approximate reconstructions are illustrated in Figs. 5.4(a, b)–5.6(a, b) for temperatures and heat fluxes at
x = 1, α = 0.10, α = 0.50 and α = 0.90, respectively.
Figs. 5.1–5.6 give a clear qualitative indication of the approximate solutions obtained with the method. Further
verifications of stability and accuracy are provided by the combination of parameters that yields the l2-error norm data
in Tables 5.1 and 5.2 for the solutions of the TFIHCP.
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Fig. 5.3. (a), (b) Computed and exact temperatures and heat fluxes with α = 0.90, h = 1/100, k = 1/128 and  = 0.05.
Fig. 5.4. (a), (b) Computed and exact temperatures and heat fluxes with α = 0.10, h = 1/100, k = 1/128 and  = 0.05.
Inspection of Tables 5.1 and 5.2 indicates that in general, in both examples, errors diminish for each fixed h as k decreases
and also for each fixed k as h decreases. For small values of h, errors become less sensitive to changes in k for increasing
α (a slightly more ill-posed problem) as more regularization becomes necessary to restore continuity with respect to
perturbations in the data.
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Fig. 5.5. (a), (b) Computed and exact temperatures and heat fluxes with α = 0.50, h = 1/100, k = 1/128 and  = 0.05.
Fig. 5.6. (a), (b) Computed and exact temperatures and heat fluxes with α = 0.90, h = 1/100, k = 1/128 and  = 0.05.
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