We present a new approach for estimating printer model parameters that can be applied to a wide variety of laser printers. Recently developed "model-based" digital halftoning techniques depend on accurate printer models to produce high quality images using standard laser printers (typically 300 dpi). Since printer characteristics vary considerably, e.g. write-black vs. write-white laser printers, the model parameters must be adapted to each individual printer. Previous approaches for estimating the printer model parameters are based on a physical understanding of the printing mechanism. One such approach uses the "circular dot-overlap model," which assumes that the laser printer produces circularly shaped dots of ink. The "circular dot-overlap model" is an accurate model for many printers but cannot describe the behavior of all printers. The new approach is based on measurements of the gray level produced by various test patterns, and makes very few assumptions about the laser printer. We use a reflectance densitometer to measure the average brightness of the test patterns, and then solve a constrained optimization problem to obtain the printer model parameters. To demonstrate the effectiveness of the approach, the model parameters of two laser printers with very different characteristics were estimated. The printed models were then used with both the modified error diffusion and the least-squares model-based approach to produce printed images with the correct gray-scale rendition. We also derived an iterative version of the modified error diffusion algorithm that improves its performance.
INTRODUCTION
Digital haiftoning is the process of generating a pattern of binary pixels that the eye perceives as a continuous-tone image. Digital halftoning is necessary for display of gray-scale images in media in which the direct rendition of gray tones is impossible. Examples of such media include paper and binary CRT displays. In this paper we examine "model-based" digital halftoning techniques that have been developed recently [1, 2, 3J and depend on accurate printer models to produce high quality images using standard laser printers (typically 300 dpi). The goal of this paper is to develop an experimental procedure for estimating model parameters for a wide variety of printers. Fig. 1 shows how halftoning works. A halftoning algorithm generates a binary pattern of pixels which is printed and perceived by the eye. All halftoning techniques rely on the fact that the eye acts as a spatial low-pass filter. The performance of a halftoning technique is also affected by the behavior of the display device. Most halftoning techniques assume that the displayed binary pattern consists of identically shaped dots of two colors, usually on a rectangular grid. This assumption does not hold for most printing devices which introduce significant distortions. Such distortions make most halftoning techniques unsuitable for printers. Printer characteristics are known to vary considerably from printer to printer. For example write-black laser printers have very different characteristics than write-white laser printers. Traditional halftoning techniques are designed to be fairly robust to printer distortions. As a result, they compromise both spatial and gray-scale resolution. Model-based halftoning techniques [1, 2, 3] , on the other hand, exploit the characteristics of each particular printer to maximize the quality of the printed images. Thus, they depend on an accurate printer model, whose parameters must be adapted to each individual printer.
The printer model describes the "gray" level, that is the reflectance, of the printed pattern. The parameters of the printer model can be derived from a physical understanding of the printing mechanism or from direct measurements of the reflectance of various printed patterns. One approach for estimating the printer model parameters uses the "circular dot-overlap model," which assumes that the laser printer produces circularly shaped dots of ink [1] .The gray level at each pixel of the printed image is calculated to be the area of the pixel that is covered by ink. Thus, by estimating the radius of these circularly shaped ink dots, the gray values at each location can be calculated.
The "circular dot-overlap model" is an accurate model for many printers but cannot describe the behavior of all printers. The black dots produced by actual printers are not perfectly round, they are not perfectly black, and their size and shape may depend on the presense of adjacent dots. For example, as was pointed out in [1] , a white line surrounded by several black lines is brighter than when surrounded by two single lines. For some printers the circular dot approximation may not be valid at all. In this paper we develop an approach for estimating printer model parameters that is based on measurements of the gray level produced by various test patterns, and makes very few assumptions about the laser printer. The "measurement approach" is general and can be applied to any write-white or write-black printer. A reflection densitometer is used to measure the reflectance of a set of test patterns. The measured reflectance can be related to the printer model parameters by a set of linear equations from which we can obtain the printer model parameters using iterative techniques to solve a constrained optimization problem.
To demonstrate the effectiveness of the approach, we estimated the model parameters of two laser printers with very different characteristics. The printed models were then used with two model-based halftoning techniques: the modified error diffusion algorithm [1] and the least-squares model-based (LSMB) halftoning algorithm [2, 3] . We also derived an iterative version of the modified error diffusion algorithm that improves its performance. The most important criterion for the effectiveness of the measurement approach is the accuracy of the gray-scale rendition of the printed images.
The experimental results demonstrate that when the measured model parameters are used with the two model-based techniques, they produce the correct gray scale and maintain the overall performance of these techniques. For one of the laser printers we used, the circular dot-overlap model and the measurement approach produce results that are equally good. The circular dot-overlap model does not apply to the second laser printer. Thus, even though the measurement approach is considerably more complicated than the circular dot-overlap model, it can be used to establish the limitations of this and other simple models.
The remainder of this paper is organized as follows. Section 2 discusses printer models. Section 3 describes the measurement approach for estimating printer model parameters. The application of the measurement approach to specific laser printers and halftoning techniques is presented in Section 4. The conclusions are summarized in Section 5.
PRINTER MODELS
The purpose of a printer model is to predict the "gray" levels produced by a printer. Accurate and objective predictions of gray level make it possible, not only to correct for the effects of printer distortions, but also to take advantage of them to produce more gray levels. A printer is a device that can generate dots of ink on a piece of paper in designated areas, usually on a Cartesian grid. We will refer to grid locations with ink as "black" dots and grid locations without ink as "white" dots. There are two types of printers which perform this function: write-black printers and write-white printers. The difference between the two is that write-black printers print dots of black ink against a white background, while write-white printers, effectively, "print" dots of white ink against a black background. In reality, both printer types use black ink for printing. The actual difference lies in the way the drum of the printer and the particles of carbon or ink are charged. The nature of the distortions in these two types of printers is quite different. There are many causes for these distortions. They include the spreading of the laser beam, interactions of the laser and the charge applied to the drum, the type of toner particles used, and the heat finishing.
The printer distortions have a significant effect on the actual darkness of a printed image.
In our description of printer models, we will introduce the following notation. The printer is driven by a binary image where = 1 means that an ink dot is to be printed at pixel (i, i) and = 0 means that no ink dot is to be printed. As a result of printer distortions, the gray level Pi,j produced in the vicinity of (i, i) depends in some complicated way on and the neighboring pixel values. The printer model takes the form Pi,j P(W,) (1) where W,j consists of and the bits in its neighborhood. This is the most general form of the printer model proposed in [2] . Our task is to find the function P(.). For the model-based techniques, it is essential that the window Wj,j is finite. To obtain such a printer model, two approaches can be taken. The first approach relies on a simple model of the physical behavior of printers. The second approach, which is the goal of this paper, relies on measurements. First we look at the simple model.
Circular dot-overlap model
The "circular dot-overlap" model, proposed in [1] , is a simple and very effective model ofprinter behavior. It assumes that each printed dot is circular with uniform distribution of ink. The radius of the dots produced by a printer must be at least T/v, where T is the spacing of the Cartesian grid, so that a page can be blackened entirely [1] . We will refer to a printer that produces dots of minimal size as the "ideal" printer. Actual printers produce dots that are larger than the minimal size. We will use p to denote the ratio of the actual dot radius to the radius of the dot of the ideal printer. The effective gray level of a printed pixel is assumed to be the percentage of the area of the pixel that is covered by ink. If an appropriate value of p is chosen, then the effective gray level of all the pixels of a 2-D pattern can be calculated using simple trigonometric formulas [1] .
The amount of ink spreading at each pixel can be expressed in terms of the parameters a, 3, and -y, shown in Fig. 2 . These parameters are the ratios of the areas of the shaded regions shown in the figure to T2, the area of the pixel. They can easily be expressed in terms of the radius p [1] . In terms of these parameters, the circular dot-overlap model becomes _,nfw \ ,
The circular dot-overlap model is an idealization of printer behavior. It is very simple and provides a good first order approximation for the behavior of many printers. However, it does not adequately account for all the printer distortions. Often there are significant discrepancies between predictions of the model and the measured values [1] . More importantly, for some printers the circular dot-overlap model is not valid at all. In order to accurately predict the behavior of any printer, we consider a direct measurement approach.
MEASUREMENT OF PRINTER MODEL PARAMETERS
The proposed method is based on direct measurement of the reflectance of a set of printed test images. The measured reflectance can be related to the printer model parameters by a set of linear equations. We can then formulate a constrained optimization problem which incorporates various constraints on the model parameters. This optimization problem can be solved by standard iterative techniques. We will refer to the resulting printer model as the "measurement model." The approach is general and makes very few assumptions about the laser printer.
As our test vehicles, we used an HP LaserJei II, which is a 300 dpi write-black printer, and a Daia Producis LZR 2665, which is a 300 dpi write-white printer. As a measuring device, we used a MacbeTh RD92!! (Answer II) reflection densitometer. This densitometer measures the average reflectance over an area whose diameter is approximately 4 mm. The reason for choosing an instrument which measures the average reflectance of the test patterns, instead of one that measures the gray level of individual pixels, is that we do not have to estimate the transfer function of the instrument. Also, measurement of average reflectance does not require precise alignment of the measuring device with the printed patterns.
The purpose of a printer model is to predict the "gray" level of printed pixels based on the binary values of the surrounding pixels. The gray level of each printed pixel depends in a complicated way on the pixels in its neighborhood.
According to the printer model of Eq. (1), the "gray" level Pi,j produced at site (i, j) depends on the pixels in a window Wj surrounding pixel (i, i). The mapping P assigns a "gray" level k to each pattern Wk.
The first step in the procedure for obtaining the printer model parameters is to determine the size and shape of the window. In the following discussion, we will consider a 3 x 3 square window. Once the window size and shape is selected, we must determine the function P for all possible patterns Wk . Thus, given a pattern Wk , we must find the corresponding "gray" level For a 3 x 3 window, the total number of such patterns that can be obtained is equal to 512.
To determine the mapping 1, we must first relate the unknown "gray" values k to reflectance measurements mt of various test patterns. Fig. 3 shows an example of a test pattern. It is obtained by periodically repeating a 4 x 4 pattern. The basic pattern is repeated both vertically and horizontally. Since the densitometer measures the average reflectance over an area that contains several periods of the test pattern, the measured reflectance of the printed test pattern m1 is equal to the average reflectance of the 16 pixels contained in one period of the pattern. However, each of the pixels in the 4 x 4 pattern corresponds to one of the unknown variables. Two such variables are indicated in the figure by solid-line squares. Thus, we can obtain an equation relating the unknown parameters to a measurement.
Using the above procedure, additional patterns based on the same and different periodicities can be generated, printed, and measured to provide more equations. Note that the periodicity of printed test patterns does not have to equal the size of the window of the printer model. In principle, the periodicity of the test patterns can take any value. In practice, however, we choose patterns with low periodicity. The main reason for avoiding patterns with high periodicity is that the reflection densitometer can only measure reflectance over a finite area. If the periodicity is too high, then relationships between the measurements and the unknowns cannot be established.
The unknown printer parameters can be obtained from the equations relating them to the measurements. However, in order to make the solution computationally tractable, we first consider various possibilities for reducing the number of unknown parameters. First, we can use symmetry. We assume that patterns that are reflected or rotated are essentially the same. This reduces the number of unknown patterns from 512 to 102. We can also assume that the "gray" level of a white dot surrounded by eight white dots is 0, and the "gray" level of a black dot surrounded by eight black dots is 1. This eliminates two more unknowns. Further reduction in the number of unknown patterns can be based on some additional understanding of printer behavior. In write-black printers, black dots of ink tend to spread beyond the pixel boundaries. It is thus reasonable to assume that the "gray" value corresponding to all patterns with a "1" at the center is 1 . Conversely, in writewhite printers, "white" dots tend to spread beyond the pixel boundaries. Thus, we can assume that the "gray" value corresponding to all patterns with a "0" at the center is 0. This reduces the number of unknowns to 50.
All of the above assumptions are based on some understanding of the printing mechanism. They help reduce the number ofunknowns and thus make the problem tractable. However, they also limit the applicability ofthe approach, e.g. to write-black and write-white printers. Fortunately, most laser printers fall in one of these two categories and also satisfy the symmetry constraints. Also, for reasons which we will see later, these assumptions also help to maintain stability in the modified error diffusion algorithm.
The 3 x 3 window we considered above, captures the distortions caused by the pixels in the immediate neighborhood of each printed pixel. However, more distant pixels may also have an effect. Thus, we consider printer models with different window sizes and shapes. The alternative window shapes that we considered are shown in Fig. 4 . The procedure for generating test patterns and equations for these windows is similar to the procedure outlined above for the 3 x 3 square window. The only difference is in the number of unknowns and the number of equations involved. For the 3 x 3 square window, there are 512 possible patterns. For the cross-shaped windows with lengths 3 and 5, there are 32 and 512 possible patterns, respectively. Finally, for the 5 x 5 square window, the number of unknowns is 33,554,432. In principle, this window should give the best results. Unfortunately, however, the number of unknowns is too large and makes the problem intractable.
For each window size and shape, we selected test patterns with different periodicities to generate equations relating the unknowns to the reflectance measurements. For the 3 x 3 square window, we used patterns of periodicity 2 x 2, 2 x 3, 3 x 3, and a subset of the 4 x 4 patterns. We generated all the possible patterns for each periodicity, and eliminated redundant equations by comparing the coefficients of the equations. This resulted in a total of 200 patterns for the 3 x 3 window. For the 5 x 5 cross-shaped window, patterns of periodicity 2 x 2, 2 x 3, 3 x 3, and a subset of 5 x 5 were used. The total number of equations generated was 244.
The equations can be placed in matrix form A * P = M, where M is the vector of measurements and P is the unknown vector of "gray" values that correspond to the set of window patterns. This linear system cannot be solved directly, because of two potential problems: a possible rank deficiency of the matrix A and discrepancies in the measurements.
The first problem, where the matrix A is not full rank, occurs when not enough independent equations can be generated. It is, in fact, difficult to obtain enough independent equations to guarantee that the matrix A has full rank. For the 3 x 3 square window, 3 of the singular values of the matrix are zero. It is our speculation that this problem is caused by the fact that some sets of unknowns always appear together in the printed patterns.
The second problem is that there are discrepancies in the measurements. One explanation for these discrepancies is the fact that the window size is too small to include all the pixels that affect the reflectance of a printed pixel. For instance, for the 3 x 3 square window, it is quite possible that dots which are two pixels away from a pixel affect its "gray" value. Thus, the limitations in the window size result in inconsistencies within the set of linear equations.
The first problem suggests that we need some additional constraints, and the second problem suggests that we need to find a best fit to the measurements. A reasonable set of constraints on the vector P is that its components k which are gray-scale values, must be between 0 and 1 . We can then minimize the error between the reflectance measurements of the test patterns and the reflectance predicted by the parameter vector P. The minimization is done in the least-squares sense. Thus, we arrive at the following constrained optimization problem:
minimize :
A * P -M f subject to : 0 < p1 < 1 0 < p2 ç 1 0 < pfl 5; 1
To solve the constrained optimization problem, we used an optimization routine by Fletcher and Harwell from the ilarwell Subroutine Library [4] . It is based on Davidson's method [5] which uses an approximation to the inverse Hessian matrix. The linear inequality constraints are dealt with by projection techniques. An initial estimate of the solution which satisfies the constraints must be provided. At each iteration, a new estimate is found that satisfies the constraints and produces a lower error value. The algorithm continues for several iterations until it cannot move toward a point with a lower error value.
If there is a unique minimum, then the algorithm converges to that point. Unfortunately, often, there are several local minima in the solution space; in such cases it is not always possible to determine the global minimum. However, if the matrix A is full rank, then there exists a unique minimum in the solution space, and the constrained optimization routine returns the optimal solution [6, pp. 180-182]. When A is not full rank, there are two possibilities. If enough of the constraints become active, then a unique solution vector exists and the algorithm converges to that vector. Otherwise, there may be several local minima, and the starting point determines which solution vector is returned by the algorithm. Even though this can happen in practice, we have found that the performance of the printer model is not strongly affected by which solution is used to construct our printer model.
For the printer model with window size 3 x 3, the matrix A is not full rank, even when we make all the assumptions we made earlier to reduce the number of unknowns. For the cross-shaped window with length 3, the matrix A is full rank, while for the cross-shaped window with length 5 it is not.
One-dimensional models
We also considered one-dimensional printer models. Such models can be used with one-dimensional halftoning techniques, whereby, each row or column of the image is halftoned independently. One-dimensional halftoning is seldom used in practice because it does not exploit the two-dimensional properties of the eye.
There are many reasons for studying the one-dimensional problem, even though it is of limited practical significance. First, the problem is simpler in one dimension in terms of the number of unknown parameters and measurements involved. It is thus easier to test the various assumptions that we make and to look for potential problem areas. Second, the model can be tested using the Viterbi algorithm to obtain the solution to the one-dimensional leastsquares model-based halftoning problem {3J . No closed form solution exists for the two-dimensional least-squares problem. We thus have to rely on approximate solutions to the least-squares problem and on the modified error diffusion algorithm, in order to test the two-dimensional model.
We considered one-dimensional models with windows of sizes 3, 5, and 7. For the one-dimensional printer models, the matrix A becomes full rank if we assume that the gray value of all patterns with "1" at the center is 1. This assumption is valid for write-black printers only. For write-white printers, the matrix A becomes full rank when the gray value of all patterns with "0" at the center is assumed to be 0.
APPLICATION TO MODEL-BASED HALFTONING
In this section we evaluate the performance of the measurement approach. In our experiments, we used the HP LaserJet II write-black printer and the Data Products LZR 2665 write-white printer as our test vehicles. The characteristics of these two printers are very different. As our measurement device, we used the Macbeth RD922
( Answer II) reflection densitometer. Based on the procedures outlined in Section 3, we estimated the parameters of each printer model and then used them with the modified error diffusion and the least-squares model-based halftoning algorithms.
Our initial experiments produced printed images that were too dark. This is because we assumed that the reflection densitometer gives unbiased estimates of the average reflectance of the printed test images. One way to test the accuracy of this assumption, is to print a pattern whose reflectance is known and compare it to the reflectance measured by the densitometer. We printed a 32 level gray-scale ramp on the HP Laserjet, which is a 300 dpi printer with a fair amount of dot overlap . To minimize the effects of the overlap , we used a 4 x 8 classical screen at a resolution of 100 dpi. The 100 dpi resolution was simulated by pixel repetition. Thus, the reflectance of the 32 levels increases approximately linearly. Fig. 5 shows a comparison of the reflectance values obtained from the densitometer versus the expected reflectance. Observe that the measured values are consistently higher. This explains why the model-based halftoning algorithms with the measurement model produced dark images. The inconsistency between the measured and expected reflectance values can be explained by a phenomenon known as multiple internal reflections.
Early studies of light reflection off highly scattering material (e.g. paper) covered by ink dots were done by Callahan [7] . Later studies by Clapper and Yule [8] showed that internal reflections of light within these materials account for a significant portion of the reflected light. The term mulliple inlernal reflections is used to refer to this phenomenon. This phenomenon occurs when light strikes a medium at one point and emerges from the medium at several other points, as illustrated in Fig. 6 . Since light emerges at several points, the amount of reflected light depends in a complicated way on the ink dots that are placed on top of the medium. The amount of multiple internal reflections depends on several factors. The material of the paper, the ink used for printing, and the intensity of the incident light. Strong evidence indicates that it is the third factor that has the most significant effect in our measurements [11] . The graph of Fig. 5 can be used to correct the measurements of the densitometer. The results of the model-based halftoning techniques indicate that this calibration eliminates the bias toward dark images. We now examine the performance of our measurement models in model-based halftoning.
Modified error diffusion
Let [x,] be a gray-scale image (on a scale of 0 = white to 1 = black). The modified error diffusion algorithm [1] is shown in Fig. 7 . The binary image [b1,] is obtained by thresholding a "corrected" value vj of the gray-scale image. The modified error diffusion algorithm uses a printer model to estimate the gray level Pi,j of the printed pixels. The error at any "instant" (i, i) is defined as the difference between this gray level and the "corrected" gray-scale image. "Past" errors are low-pass filtered and subtracted from the current image value xj to obtain the "corrected" value of the gray scale image. The modified error diffusion equations can be found in [1] .
The addition of the printer model can affect the stability of the algorithm. For example, for a write-black printer, if the assumption that all printed "1"s take on the gray level of 1 is relaxed, then the algorithm becomes unstable and diverges To prevent instability, tight constraints on the measurement model are necessary. One set of constraints is the following. We assume that all "1"s have a gray value of 1 for write-black printers and all "O"s have a gray value of 0 for write-white printers. As we saw in the previous section these assumptions also help reduce the number of unknowns and the degrees of freedom. In addition to these assumptions, the initial background of the output image must be fixed to specified values. For write-black printers, we found that the initial background should be white. For write-white printers, the initial background should be black. Both of the above assumptions were true in [1] and, thus, no instabilities were observed. However, the initial background assumption causes some bias in the algorithm, as we see in the following.
As an alternative approach to eliminate the instability problem we considered a multi-pass error diffusion algorithm. The modified error diffusion algorithm with a printer model is not strictly causal (the standard error diffusion is causal). This is because "future" pixels affect the darkness of the current pixel. This produces a bias in the gray scale of the printed images. When the measurement model constraints of the previous paragraph are satisfied, this bias is small and is almost imperceptible. Otherwise, the algorithm may diverge. To eliminate the bias, we propose a multi-pass version of the modified error diffusion algorithm, whereby, in each iteration the "future" pixels are assumed to have the value given by the previous iteration.
The multi-pass algorithm can (but is not guaranteed to) eliminate the instability problem. In the absence of instabilities it produces the correct gray scale. The difference with the one-pass algorithm is very small and appears to be insignificant. However, when the multi-pass error diffusion result is used as a starting point for the least-squares approach, then the resulting error is much lower then that obtained when the one-pass result is used as a starting point [2] . More importantly, the image with the lower error preserves the (visually pleasant) error diffusion texture, while the image with higher error is very grainy. This is because the one-pass error diffusion produces images that are darker (or lighter) than the original continuous-tone image. As the iterative least-squares algorithm tries to modify the binary image to restore the correct brightness, it destroys the error diffusion patterns [2] . The multi-pass algorithm also eliminates some of the low-frequency artifacts that the one-pass algorithm produces. Finally, we should point out that the images produced by the multi-pass algorithm appear to be slightly grainier than those produced by the one-pass algorithm.
The model-based halftoning algorithms were tested on several images. The test images included "Lena" and a gray-scale ramp. The resolution of "Lena" is 512 x 512 pixels. We used an interpolation scheme consisting of an expander [10, pp. 105-109] and an equiripple low-pass FIR filter [10, pp. 462-480 ] to obtain a 1024 x 1024 image. The resolution of the gray-scale ramp is 1200 x 85 pixels. Figures 9-16 were printed on the write-black HP Laserjet.
The best results were obtained with the 3 x 3 measurement model. Figures 9 and 10 show the result of modified error diffusion (MED) with the circular dot-overlap (CD) and measurement models (MM), respectively. Figures 11 and 12 show the result of multi-pass modified error diffusion (5 iterations) with the two models. Figure 15 compares the performance of the two printer models on a gray-scale ramp. The first ramp in Figure 15 was halftoned using a 4 x 8 classical screen. Since the classical screening technique is fairly robust to printer distortion, the two-dimensional classical ramp is used as a reference for the performance of the model-based techniques. The second and fourth ramps were halftoned using the 5-pass modified error diffusion (ED) with the circular dot-overlap (CD), and measurement models (MM), respectively. Finally, the third and fifth ramps were halftoned using the least-squares model-based (LS) approach with the two models.
The above examples show that the performance of the modified error diffusion using our measurement model is quite good. The rendition of gray scale is relatively accurate, and the performance of error diffusion (sharpness and few low-frequency artifacts) is maintained. In fact, the performance of the circular dot-overlap model and the measurement model on the write-black printer is comparable. We also used a Dala Produds LZR 2665 write-white printer. The circular dot-overlap model does not apply to this printer and, thus, the the measurement model must be used. Our experiments showed that our procedure for estimating printer model parameters works on this printer as well as it does on the write-black printer. Our experiments also indicated that the performance of the measurement model is not strongly influenced by which starting point is used to obtain the solution vector. The difference in performance of modified error diffusion when the models corresponding to two different starting points are used is small.
Least-squares model-based haiftoning
Least-squares model-based (LSMB) haiftoning [2, 3] finds an "optimal" haiftoned reproduction, by minimizing the squared error between the perceived intensity of the original gray-scale image {x,} and the perceived intensity of the printed haiftoned image as shown in Fig. 8 . Thus, it takes advantage of both an eye model and a printer model.
The two-dimensional LSMB algorithm is iterative and produces images that may be only local optima of the leastsquares problem. Here we demonstrate the approach that updates only one pixel at a time, using the multi-pass modified error diffusion result as a starting point [2] . In our experiments, we found that this version gives the best results. Examples using this technique are shown in Figures 13 and 14 , using the circular dot-overlap (CD) and measurement models (MM), respectively. In these examples, the initial background is the output image from 5 iterations of error diffusion, shown in Figures 1 1 and 12 . The number of iterations for the least-squares method is 5.
From the sample outputs, we see that the images produced using the least-squares method are sharper than those of the modified error diffusion algorithm. Also, the least-squares approach maintains the texture of error diffusion, which is known to be visually pleasant [9] . This happens only when the multi-pass error diffusion result is used as the starting point. Using an all-white image as the starting point results in images that are very grainy [2] . More importantly, the gray-scale rendition of the halftoned images is good.
We have thus demonstrated that when our measurement model is used with the two model-based techniques, it produces the correct gray scale and also maintains the overall performance of these techniques.
3 One-dimensional least-squares model-based haiftoning
In one-dimensional halftoning, each row or column of the image is halftoned independently. One-dimensional LSMB halftoning can be implemented, in closed form, with the Viterbi algorithm. Since no closed form solution exists for the two-dimensional least-squares problem, the one-dimensional problem offers a unique opportunity to isolate the performance of the printer models from that of the optimization algorithm.
To test the accuracy ofgray-level rendition, we used a gray-scale ramp. The first ramp in Figure 16 was haiftoned using a two-dimensional classical screen (CL). Since the classical screening technique is fairly robust to printer distortion, the two-dimensional classical ramp is used as a reference for the performance of the one-dimensional techniques. The second ramp in Figure 16 was produced using the Viterbi algorithm and the circular dot overlap model (CD) with p = 1.25. The third, fourth, and fifth ramps were produced using the Viterbi algorithm and measurement models with window sizes 3, 5, and 7 respectively (W3, W5, and W7). The last ramp shown in Figure 16 was halftoned using a one-dimensional equivalent of the classical screen (CL) . The resolution of each gray-scale ramp is 1200 x 70 pixels.
The gray scale of the ramp that was generated using the circular dot-overlap model is not monotonic. The problem appears near the top of the ramp.3 The gray-scale rendition of the ramp that was generated using the measurement reader is cautioned that the Mach band effect may make the halitoned ramp look more nonmonotonic than it is.
364/SPIEVo!. 1913 model with window size 3 is considerably better than that produced using the circular dot-overlap model. However, it is still not perfect. There is still a minor problem with the monotonicity of the tone scale. In the gray scale ramps produced using the models with window sizes 5 and 7, there is very little improvement over the gray-scale ramp produced using the window of size 3. This indicates that a measurement model with window size 3 captures the most significant printer distortions in one dimension. Thus, there is no need to use larger window sizes to construct our measurement models. This result can also be used to argue that the 3 x 3 window size is sufficient for constructing the two-dimensional measurement models.
The one-dimensional comparisons demonstrate that the measurement approach produces fairly accurate gray-scale rendition and that LSMB halftoning with a printer model can generate more gray levels than classical screening. Of course the other advantage of model-based techniques, namely that they produce sharper images, is not obvious here since we have a smooth ramp image.
CONCLUSIONS
We presented an approach for estimating printer model parameters based on direct measurements of the reflectance of test patterns. The printer models predict printer distortions and are an essential part of model-based halftoning techniques that depend on accurate printer models to produce high quality images using standard laser printers. We considered the problem of estimating the parameters of both one-and two-dimensional printer models. We also derived an iterative (multi-pass) version of the modified error diffusion algorithm that improves its performance.
Even though it is of limited practical significance, the one-dimensional problem is simpler, and the model can be tested using the Viterbi algorithm to obtain the solution to the one-dimensional least-squares model-based haiftoning problem. Our results indicate that the measurement model performs better than the "circular dot-overlap model," which assumes that the printer produces circularly shaped dots of ink.
The performance of two-dimensional printer models was tested using two model-based halftoning techniques, the modified error diffusion and the least-squares method. Our results using a write-black printer indicate that the performance of the measurement model and the circular dot-overlap model is comparable. The measurement model was the only one that could be applied to a write-white printer, however. We thus demonstrated the necessity of a general approach that can be applied to a wide variety of laser printers. 
