In this paper we formulate a criterion for relative compactness in the space of functions regulated on a bounded and closed interval. We prove that the mentioned criterion is equivalent to a known criterion obtained earlier by D. Fraňkova, but it turns out to be very convenient in applications. Among others, it creates the basis to construct a regular measure of noncompactness in the space of regulated functions. We show the applicability of the constructed measure of noncompactness in proving the existence of solutions of a quadratic Hammerstein integral equation in the space of regulated functions. 
Introduction
Nonlinear integral equations play a significant role in describing numerous real-word events [6, 9, 13, 21] . In nonlinear analysis, we are looking for conditions guaranteeing the existence of solutions of integral equations in various function spaces [6, 13, 21] . The choice of a suitable function space generates the methods applied in the investigations of the solvability of the integral equations in question. On the other hand, we usually choose such a function space which admits a general form and which allows us to apply convenient tools of nonlinear analysis.
It is worthwhile mentioning that the fixed-point theory creates a powerful and convenient branch of nonlinear analysis which is very applicable in proving existence theorems for several types of operator equations (differential, integral, functional integral etc., cf. [3, 16, 19] ). It seems that the use of fixed-point theorems, associated with the technique of measures of noncompactness, is very fruitful in the described investigations [1, 3, 4, 6] . It turns out that the application of the theory of measures of noncompactness depends strongly on the choice of a function space in which we are studying the solvability of a considered operator equation. Obviously, such a choice requires the application of a suitable measure of noncompactness, which makes our investigations more or less convenient.
The aim of the paper is to investigate an appropriate criterion for relative compactness in the space of the so-called regulated functions. To make our considerations transparent, we will here investigate the space of real functions defined and regulated on a bounded and closed interval [a, b] .
The concept of a regulated function (called sometimes a regular function) was introduced in the middle of the twentieth century [2] . Subsequently, some authors presented this concept from different points of view and indicated some of its applications [14, 15, 17, 18] . Especially the approach presented in [14] seems to be very clear, transparent and applicable.
A lot of essential results concerning the space of regulated functions were given in [15] , where one can encounter also a criterion of relative compactness of bounded subsets in the space of regulated functions. This criterion depends on the use of one-sided limits of functions belonging to a given bounded subset of the space of regulated functions. As far as we know, it is the only criterion of relative compactness published up to now.
Unfortunately, the mentioned criterion is not convenient in practice, since its use requires to impose rather strong assumptions referring to one-sided limits. Consequently, a measure of noncompactness constructed on the basis of that criterion has also the indicated faults [11] .
Our paper is dedicated to describe a criterion of relative compactness in the space of regulated functions based on the approach to the concept of one-sided limits associated with the classical Cauchy condition. Such an approach was discussed in [5] , and in this paper, we are going to extend this direction of investigations. Namely, we formulate a criterion of relative compactness in the space of regulated functions based on the mentioned Cauchy condition. Subsequently, on the basis of that criterion we construct a measure of noncompactness in the space in question, and we prove that the constructed measure has properties handy in applications, i.e., the so-called regular measure of noncompactness. To show the applicability of the mentioned measure of noncompactness, we prove the existence of solutions of a quadratic Hammerstein integral equation in the space of regulated functions.
Regulated functions and auxiliary facts
In this section we collect auxiliary facts concerning regulated functions. First we establish the notation. By ℝ we will denote the set of real numbers and the symbol ℕ will stand for the set of natural numbers (positive integers). Moreover, we denote ℝ + = [0, ∞).
We will consider real functions defined on the interval [a, b] . If x : [a, b] → ℝ is a given function, then for t ∈ (a, b], we will write lim u→t − x(u) or x(t − ) to denote the left-hand limit of the function x at the point t. Similarly, if t ∈ [a, b), then lim u→t + x(u) or x(t + ) stand for the right-hand limit of x at t.
We recall the classical concept of the one-sided Cauchy condition.
We say that the function x satisfies at the point t the left-hand Cauchy condition (resp. the right-hand Cauchy condition) if for all ε > 0, there exists
It is well known that the left-hand limit x(t − ) exists and is finite if and only if the function f satisfies at the point t the left-hand Cauchy condition. A similar statement holds for the existence of the finite right-hand limit.
In what follows we will denote by B( [a, b] ) the Banach space of real functions bounded on the interval [a, b], equipped with the classical supremum norm Now, we introduce the concept of a regulated function (see [2, 5, 14] , for example).
Definition 2.2.
A function x ∈ B( [a, b] ) is said to be a regulated function if it has one-sided limits at every point t ∈ (a, b) and the limits x(a + ) and x(b − ) exist.
It can be shown, see [5] , that the definition of a regulated function can be formulated equivalently in the following way. In what follows we will denote by R( [a, b] ) the set of all functions regulated on [a, b] . Obviously, R ([a, b] ) is a linear subspace of the space B( [a, b] ). Moreover, it can be shown, see [14] (cf. also [5] ), that R( [a, b] ) is a closed subspace of B ([a, b] ) with respect to the norm ‖ ⋅ ‖ ∞ . This means that R( [a, b] ) is a Banach space with the norm ‖ ⋅ ‖ ∞ . Moreover, the space S( [a, b] ) of step functions forms a dense subspace of the space R( [a, b] ), see [14] . For further properties of regulated functions, we refer to [5] . Now, we remind the criterion for relative compactness in the space R( [a, b] ) given in [15] . To this end, we introduce the concept of a equiregulated subset of the space R( [a, b] ) (cf. [15] ).
Definition 2.4.
Assume that X is a subset of the space R( [a, b] ). We will say that the set X is equiregulated on the interval [a, b] if the following two conditions are satisfied:
Now, we recall the result due to Fraňkova [15] , which characterizes the relative compactness in the space
Theorem 2.5. Let X be a bounded subset of the space R([a, b]). The set X is relatively compact in R([a, b]) if and only if X is equiregulated on the interval [a, b].
Let us notice that the above result is formulated as [15, Corollary 2.4] .
In what follows we present a result which turns out to be equivalent to that contained in Theorem 2.5, but being more handy in applications.
Theorem 2.6. Let X be a bounded subset of the space R([a, b]). The set X is relatively compact in R([a, b]) if and only if the following two conditions are satisfied:
Proof. At first, let us assume that the set X is relatively compact. Then, according to Theorem 2.5, this means that X is equiregulated on [a, b]. Further, fix arbitrarily ε > 0 and choose a number δ > 0 to the number ε 2 pursuant to conditions (i) and (ii) of Definition 2.4. Next, take a number t ∈ (a, b] and choose arbitrary numbers
Hence, we infer that the set X satisfies condition (a). Similarly, we can show that the set X satisfies also condition (b). Conversely, suppose that conditions (a) and (b) are satisfied. Fix a number ε > 0 and choose δ > 0 pursuant to conditions (a) and (b). Next, take an arbitrary number t ∈ (a, b] or t ∈ [a, b). Assume, for example, that t ∈ (a, b]. Then, according to condition (a), for any function x ∈ X and for arbitrary numbers
Now, let us take an arbitrary sequence
for any n = 1, 2, . . . . Hence, applying standard facts from classical analysis, we conclude that
. This shows that for functions belonging to the set X condition (i) of Definition 2.4 is satisfied. Similarly, we can prove that the set X satisfies also condition (ii).
Combining the above established facts with Theorem 2.5, we complete the proof.
A measure of noncompactness in the space of regulated functions
Now, we are going to construct a measure of noncompactness in the space of regulated functions R( [a, b] ).
To our knowledge, the first attempt to construct a measure of noncompactness in R( [a, b] ) was made in [11] . This measure of noncompactness was based on Theorem 2.5. Unfortunately, since the formula expressing it involved one-sided limits of functions belonging to a set on which it was defined, this measure is not handy in practice. Indeed, in order to apply such a measure of noncompactness to the theory of functional integral equations, K. Cichoń, M. Cichoń and Metwali [11] were forced to impose assumptions depending on one-sided limits of functions being components of the mentioned equations.
A measure of noncompactness which we are going to describe in this section is based on Theorem 2.6 and in its construction we will not utilize one-sided limits of functions involved. In this regard, this measure seems to be rather convenient and handy in applications. Our aim is to show its applicability in proving existence theorems for functional integral equations.
We begin by introducing some notation needed in our considerations. Let E be a Banach space with the norm ‖ ⋅ ‖ E and the zero element θ. In our study, we will write ‖ ⋅ ‖ instead of ‖ ⋅ ‖ E if this does not lead to misunderstanding. Next, by B(x, r) we denote the closed ball centered at x with radius r and by B r the ball B(θ, r). If X is a subset of the space E, we denote by X the closure of X and we write Conv X to denote the closed convex hull of X. Moreover, the symbols X + Y, λX (λ ∈ ℝ) stand for usual algebraic operations on sets.
In what follows, by M E we denote the family consisting of all nonempty and bounded subsets of E while N E denotes its subfamily consisting of all relatively compact sets.
The definition of the concept of a measure of noncompactness will be accepted according to [4] . 
is a sequence of closed sets belonging to M E , with X n ⊃ X n+1 (n = 1, 2, . . . ) and lim n→∞ μ(X n ) = 0, then the set X ∞ = ⋂ ∞ n=1 X n is nonempty.
The set ker μ described in axiom (1) is referred to as the kernel of the measure of noncompactness μ. Notice that if X ∞ is the set appearing in axiom (5), then X ∞ ⊂ X n for any n = 1, 2, . . . . This implies that μ(X ∞ ) ≤ μ(X n ) for n = 1, 2, . . . . Hence, we infer that X ∞ ∈ ker μ. This simple observation plays a crucial role in our further considerations. Further, let us recall that the measure of noncompactness μ is said to be sublinear if it satisfies the following additional conditions (cf. [4] ):
If the measure μ satisfies the condition (8) μ(X ∪ Y) = max{μ(X), μ(Y)}, then we say that it has the maximum property.
The measure of noncompactness μ such that ker μ = N E will be called the full measure. Finally, let us remind (cf. [4] ) that the measure of noncompactness μ will be called regular if it is sublinear, has the maximum property and is full .
Let us pay attention to the fact that every regular measure of noncompactness has also some additional useful properties and it is very convenient in applications (cf. [1, 3, 4, 6] ). On the other hand, the most convenient regular measure of noncompactness seems to be the so-called Hausdorff measure of noncompactness, see [4] , which is defined in the following way:
χ(X) = inf{ε > 0 : X has a finite ε-net in the space E}.
We will not discuss here a lot of questions associated with regular measures of noncompactness and the Hausdorff measure χ (cf. [1, 3, 4, 6] ).
We recall now a lemma which will be useful in our investigations.
Lemma 3.2. Let μ : M E → ℝ + be a function satisfying the following conditions:
The proof of this lemma may be found in [8] . Let us notice that this simple lemma is very important in practice, since the mentioned axiom (5) of Definition 3.1 forms a generalization of the well known Cantor intersection theorem and, in general, it is rather difficult to verify whether a set function satisfies it. Obviously, such a function does not satisfies the conditions listed in Lemma 3.2 (cf. [7] ). The above lemma will be essentially exploited in our further considerations. Now, we recall the fixed-point theorem of Darbo type [4, 12] , which is formulated with help of the concept of a measure of noncompactness. This theorem is often applied in problems associated with the solvability of operator equations (functional, differential, integral equations, etc., see [1, 3, 4, 6] , for details). Further on, we are going to present the construction of a regular measure of noncompactness in the space R([a, b]) of regular functions described in Section 2. To this end, let us take a set X ∈ M R ([a,b] ) . For the sake of simplicity, we will write M R instead of M R ([a,b]) .
Next, fix a number ε > 0 and for an arbitrarily chosen x ∈ X and for a number t ∈ (a, b], let us define the following quantity:
Similarly, for a fixed t ∈ [a, b), we define
The above defined quantities ω − (x, t; ε), ω + (x, t; ε) can be viewed as left-hand and right-hand-sided moduli of convergence of the function x at the point t ∈ (a, b] or t ∈ [a, b), respectively. Now, let us put
It is easily seen that the functions ω − (X, ε) and ω + (X, ε) are well defined, which is an immediate consequence of the definition of regulated functions and the relation between one-sided limits of a function and the Cauchy condition concerning the existence of one-sided limits (cf. Definition 2.1). Next, let us pay attention to the fact that the functions ε → ω − (X, ε) and ε → ω + (X, ε) are nondecreasing on the interval (0, ∞). Thus, the following limits exist and are finite:
Finally, let us define the quantity
We are ready to present the main result of the paper.
Theorem 3.5. The function μ defined by formula (3.1) is a regular measure of noncompactness in the space R([a, b]).
Proof. First let us observe that, in view of Theorem 2.6, we deduce that the function μ satisfies condition (i) of Lemma 3.2. This implies immediately that the function μ satisfies axiom (1) of Definition 3.1 with ker μ = N R . Further, let us take into account the fact that the functions ω − 0 (X) and ω + 0 (X), being the components of the function μ defined by (3.1), are defined by using the supremum. Obviously this yields that the function μ satisfies axiom (2) of Definition 3.1 (or, equivalently, condition (ii) of Lemma 3.2). By the same reasoning, we conclude that the function μ has the maximum property, i.e., it satisfies condition (iii) of Lemma 3.2 (equivalently, axiom (8)).
In view of the above established facts and Lemma 3.2, we infer that the function μ = μ(X) satisfies axiom (5) of Definition 3.1.
Next, let us observe that for arbitrary functions x, y ∈ R( [a, b] ) and for λ ∈ ℝ, we obtain
Hence, it is not difficult to deduce that for an arbitrary set X ∈ M R , we have
Thus, we see that the function μ satisfies axioms (7) and (8), i.e., the function μ is sublinear.
Applying the same reasoning as above we can easily see that
for an arbitrary set X ∈ M R , where the symbol conv X stands for the convex hull of the set X. Combining the above inequality with the fact that μ satisfies axiom (2), we infer that
for an arbitrary set X ∈ M R . Finally, we show that
for X ∈ M R . To this end, observe firstly that the inequality
is a consequence of axiom (2) .
To show the converse inequality let us take an arbitrary function x ∈ X. This means that x is a limit of a sequence (x n ) of functions belonging to the set X. Thus, we can write The above established facts allows us to infer that
In the same way we can show also that
Combining the above inequalities with (3.1), we get
The above estimate in conjunction with (3.4) implies (3.3) . This means that the function μ satisfies the first part of axiom (3). The second part of this axiom is a consequence of equality (3.2) and the fact that Conv X = conv X for an arbitrary set X ∈ M R .
The proof is complete.
Remark 3.6. Let us observe that in view of the result proved in [4] , we have, for an arbitrary set X ∈ M R , that the following inequality is satisfied: 
It is an open question whether there exists a constant q > 0 such that
for X ∈ M R (cf. also [10, 20] ). Notice that the answer to the above question has no influence on our further considerations concerning the applicability of the measure of noncompactness μ given by (3.1).
An application
This section is dedicated to present an application of the measure of noncompactness μ introduced in the previous section. We will investigate the solvability of a quadratic Hammerstein integral equation of the form We will consider equation (4.1) by imposing the following assumptions: Remark 4.1. Let us explain that the expression that the functions g(t, x) and k(t, s) are regulated with respect to t, (locally) uniformly with respect to the variables x and s, respectively (cf. the above formulated assumptions (ii) and (iii)), is understood in the sense of Definition 2.1.
To formulate our last assumption, let
In view of the fact the function t → g(t, 0) is regulated on the interval [a, b] (cf. assumption (iii)), we have that g < ∞.
Moreover, we will denote by k the constant defined as follows:
The fact that k < ∞ will be shown later on.
(v) The following inequalities are satisfied:
, where we set p = ‖p‖ ∞ . Now, we are prepared to state our existence result concerning equation (4.1).
Theorem 4.2. Under assumptions (i)-(v), equation (4.1) has at least one solution in the space R([a, b]).
Proof. Let us consider the operator T associated with equation (4.1). This means that T is defined on the space R( [a, b] ) by the formula
For further purposes, let us consider the operators G, F and K defined in the following way:
Then the operator T defined by (4.2) can be represented as
where the symbol K ⋅ F is understood as the composition of the operators F and K. Now, let us fix arbitrarily ε > 0 and t ∈ (a, b]. Then, for an arbitrary function x ∈ R( [a, b] ) and for arbitrary u, v ∈ (t − ε, t), on the basis of assumption (ii), we obtain
where ω
In view of assumption (ii), we infer that ω In a similar way, taking into account assumption (iii), we derive (4.5) where ω
Notice that, in view of assumption (iii), we have that ω 
where we write ‖x‖ in place of ‖x‖ ∞ and the constants p, L, g, a, b, k were defined previously or imposed in the assumptions. The above inequality yields the estimate
Hence, keeping in mind assumption (v), we deduce that there exists a positive number r 0 such that for all functions x ∈ B r 0 ⊂ R ([a, b] ), we have that Tx ∈ B r 0 , i.e., the operator T transforms the ball B r 0 into itself. Keeping in mind the convenience, we will further accept that
To prove the continuity of the operator T defined by (4.3) on the ball B r 0 let us observe that, in view of assumption (ii), it is sufficient to prove the continuity of the operator K ⋅ F on B r 0 . Thus, fix arbitrarily ε > 0 and take x, y ∈ B r 0 such that ‖x − y‖ ≤ ε. Then, for a fixed t ∈ [a, b], we obtain
where
Observe that taking into account the uniform continuity of the function f on the set [a, b] × [−r 0 , r 0 ] (cf. assumption (iv)), we deduce that ω(f, ε) → 0 as ε → 0. Combining this fact with (4.8), we infer that the operator K ⋅ F is continuous on the ball B r 0 . Further on, let us fix an arbitrary nonempty set X ⊂ B r 0 and a number ε > 0. Then, for x ∈ X and for t ∈ (a, b], let us choose arbitrary numbers u, v ∈ (t − ε, t) ∩ [a, b]. Then we get the estimate
Hence, in view of estimates (4.4) and (4.6), we obtain
Further, utilizing estimates (4.5) and (4.6), we derive the following inequality:
where ω Observe that, in view of (4.7) and assumption (v), we obtain (c + dr 0 )kL = k(cL − dg) < k(cL + dg) < 1.
Hence, keeping in mind estimate (4.13) and Theorem 3.3, we conclude that the operator T has at least one fixed point x in the ball B r 0 . Obviously, the function x = x(t) is a desired solution of equation (4.1) belonging to the space R( [a, b] ). The proof is complete. Now, we provide an example illustrating the result contained in Theorem 4.2. Hence, we see that for each fixed α > 0, we can choose a number n ∈ ℕ such that (4.18) is satisfied. Further, let us take into account the second inequality in assumption (v). It has the form 1 n + 1 < 1 − It is easily seen that for any α > 0, we can choose n ∈ ℕ so big that both inequalities (4.18) and (4.19) are satisfied. Thus, on the basis of Theorem 4.2, we infer that equation (4.17) has at least one regulated solution on the interval [0, 1], provided that we choose an arbitrary number α > 0 and a natural number n big enough.
