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We study the stable spatiotemporal patterns that arise in a 3D network of neuron oscillators,
whose dynamics is described by the Leaky Integrate-and-Fire (LIF) model. More specifically, we
investigate the form of the chimera states induced by a 3D coupling matrix with nonlocal topology.
The observed patterns are in many cases direct generalizations of the corresponding 2D patterns,
e. g. spheres, layers and cylinder grids. We also find cylindrical and “cross-layered” chimeras that
do not have an equivalent in 2D systems. Quantitative measures are calculated, such as the ratio
of synchronized and unsynchronized neurons as a function of the coupling range, the mean phase
velocities and the distribution of neurons in mean phase velocities. Based on these measures the
chimeras are categorized in two families. The first family of patterns is observed for weaker coupling
and exhibits higher mean phase velocities for the unsynchronized areas of the network. The opposite
holds for the second family where the unsynchronized areas have lower mean phase velocities. The
various measures demonstrate discontinuities, indicating criticality as the parameters cross from the
first family of patterns to the second.
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I. INTRODUCTION
Chimeras are collective states where synchronized and
unsynchronized regions coexist and were first identified in
networks of non-locally coupled identical Kuramoto os-
cillators [1, 2]. Since then, the number of works dealing
with this phenomenon has grown immensely extending
beyond phase oscillators and non-local coupling schemes
(see [3] and references within). Experimentally, chimeras
have been found in networks of coupled chemical [4], op-
tical [5], electrochemical [6, 7] and mechanical oscillators
[8]. Further experimental evidence of the existence of
chimera states can be found in electronic circuits with
neuron-like spiking dynamics and first neighbor connec-
tions [9] and coupled pendula [10]. Other systems ex-
hibiting chimeras are power grid networks [11–14], heart
tissue during ventricular fibrillation [15–18] and super-
conducting metamaterials [19].
In the context of neuronal systems, it has been
suggested that chimera states may be related to the
phenomenon of unihemispheric sleep [20] and epileptic
seizures [21–23]. So far the works on neuronal networks
are theoretical and involve various local dynamics and
network connectivities. More specifically, there are works
on 1D networks of Hodgkin-Huxley [24, 25], FitzHugh-
Nagumo [26, 27], Hindmarsh-Rose [28, 29] and Integrate-
and-Fire neurons [30]. Although the majority of works
refer to symmetrical coupling schemes, there are signif-
icant contributions where it has been shown that hi-
erarchical connectivities [27, 31, 32] and modular net-
works [33] may also support chimera states.
The 2D case was first studied in networks of phase os-
cillators, see refs. [26, 34]. Recently, the Leaky Integrate-
and-Fire (LIF) and FitzHugh Nagumo models were em-
ployed and it was shown that both systems support sim-
ilar 2D chimera patterns[35]. The 3D problem has been
discussed only by Maistrenko et al. in [36] and by Lau et
al. in [37], where in both cases the Kuramoto model was
used for the node dynamics. In [36] spherical, cylindrical,
crossed and layered chimera states were obtained, while
in [37], the existence of nontrivial “linked” and “knotted”
chimera structures in oscillatory systems was discussed.
In the present manuscript we investigate the chimera
states that arise in a 3D network of non-locally coupled
LIF oscillators. The LIF model [31, 38] is an approxi-
mation of neuron dynamics and is reviewed in Sec. II.
In Sec. III we present a detailed map of the obtained
states in the relevant parameter space with focus on the
stable chimera patterns. The observed dynamics is dis-
cussed in detail and the different chimeras are sorted in
categories. In Sec. IV we use quantitative measures to
further validate the findings of Sec III and critical be-
havior is discussed. We add an Appendix where tables
relevant to Sec. III are displayed.
II. THE LEAKY INTEGRATE-AND-FIRE
MODEL & QUANTITATIVE MEASURES
In this section the LIF model is briefly recapitulated
and the various assumptions and modifications we make
for the 3D realization are discussed.
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2A. Single neuron dynamics
The LIF model describes the dynamics of the neuron
membrane potential as being similar to that of a capac-
itor with leakage current. This theoretical capacitor in-
tegrates for a finite period and discharges when its po-
tential reaches a threshold uth. As a result, it returns to
the resting potential urest, and the process of charging
begins again. This model assimilates the basic dynami-
cal features of spiking neurons and was first introduced
by L. Lapique in 1907. The LIF cycle is represented by
Eq. 1, where Eq. 1a describes the current integration
and Eq. 1b the discharge. In Eq. 1 u is the potential
of the neuron’s membrane and the term µ represents the
maximum possible u-value, because when u(t) = µ the
rate of potential change drops to zero (see Eq. 1b). Note
that uth ≤ µ for consistent oscillatory motion.
du(t)
dt
= −u(t) +RI(t) (1a)
lim
→0
u(t+ )→ urest when u ≥ uth. (1b)
For limit intervals between urest and uth the solution
to Eq. (1) is:
u(t) = µ− (µ− urest) e−t. (2)
The period of the single LIF neuron can be calculated
as:
Ts = ln [(µ− urest) / (µ− uth)] . (3)
One more parameter is added to the model in order to
take into account the refractory period of the neuron.
The refractory period is an interval of time after a dis-
charge during which the neuron is unable to start charg-
ing again. The neuron oscillator remains at rest for time
pr after each discharge and thus the total period of the
oscillator is T = Ts + pr:
u(t) = urest ∀t : (ν + 1)T − pr ≤ t ≤ (ν + 1)T, (4)
where ν = 0, 1, 2, . . . is the number of firings. This as-
sumption completes the description of the dynamics of
a single, isolated LIF neuron oscillator with refractory
period.
B. 3D coupling scheme
To introduce coupling in the system we consider a sim-
ple cubic lattice of size N × N × N , where a neuron
at lattice position (i, j, k) is coupled with a number of
neighbors within a cube with edge 2R + 1, where R is
the coupling range. More specifically, the coupled neigh-
bors with coordinates (l,m, n) are inside a cubic area
CR(i, j, k) defined as:
CR(i, j, k) ≡ {l,m, n} ≡

i−R ≤ l ≤ i+R
j −R ≤ m ≤ j +R
k −R ≤ n ≤ k +R.
(5)
FIG. 1: (Color online) Depiction of the three dimensional
neural network and the coupled area CR around neuron
(i, j, k).
The number of neurons inside the coupling area CR is
given by (2R+1)3 and the number of neurons coupled to
the central (i, j, k) neuron is (2R+1)3−1 (we exclude self-
coupling). We assume that the interaction between neu-
ron (i, j, k) and its coupled neighbors is proportional to
ulmn(t)− uijk(t) with constant intensity σijk,lmn, where
(i, j, k) are constant and (l,m, n) run through the group
of (2R+ 1)3− 1 coupled neurons inside CR and holds for
every neuron (i, j, k) in the network. The evolution of
the potential at position (i, j, k) is given by:
duijk(t)
dt
= −uijk(t) + µ
+
σijk,lmn
(2R+ 1)3 − 1
∑
lmn∈CR
[ulmn(t)− uijk(t)] .
(6)
In this study the dimensions of the 3D lattice are
N3 = 273 = 19683 neurons. We consider that all connec-
tions inside CR around node i, j, k have the same coupling
strength, independently of the position or the coupled
neurons as follows:
σijk,lmn =
{
σ, l,m, n ∈ CR
0, otherwise.
(7)
Concerning the other parameters, µ takes a constant
value, µ = 1 and without loss of generality the resting
potential is urest = 0. The refractory period is set to be
pr = 0.21Ts. This value is chosen to be comparable with
refractory periods observed in natural neurons. The con-
trol parameters we use are the coupling constant σ, the
3coupling range R and we also define the ratio of coupled
neurons as NR = ((2R + 1)
3 − 1)/N3. The initial con-
ditions are pseudorandom and the boundary conditions
are periodic in all three dimensions.
C. Quantitative measures
A crucial quantitative measure in chimera state iden-
tification is the mean phase velocity. The calculation
of mean phase velocities allows to identify synchronized
and unsynchronized areas of the system. To calculate
the mean phase velocity we use data that correspond to
points of time after the system has reached a stable state.
Mean phase velocities are calculated according to:
ωijk(t) = 2pi
Cdijk(t)
t− t0 , (8)
where Cdijk(t) represents the total number of discharges
the neuron (i, j, k) had in the time interval t− t0 and t0
is the point in time after which ω is calculated.
Another quantitative measure we use is the population
of synchronized (and unsynchronized) neurons. The neu-
rons are characterized as synchronized or unsynchronized
according to the following rule: The mean phase velocity
range ∆ωmax is split into 100 segments df = 1%∆ωmax,
where df is the width of each segment. For each neuron
(i, j, k) in the network we calculate the average of the
mean phase velocity differences between neuron (i, j, k)
and its first and second neighbors in the lattice and as
such the summation in Eq. (9) runs through the first and
second neighbors of each element:
∆ωmean(i, j, k) =
Σlmn|ωijk − ωlmn|
26
, (9)
where ωlmn is the mean phase velocity of a first or sec-
ond neighbor of neuron (i, j, k) and 26 is the number of
first and second neighbors in a simple cubic lattice. If
∆ωmean(i, j, k) ≤ 3%∆ωmax then neuron (i, j, k) is con-
sidered synchronized otherwise it is considered unsyn-
chronized. The segmentation of the mean phase velocity
range ∆ωmax is used in Sec. IV, where distributions of
neurons in the mean phase velocity spectrum are calcu-
lated.
III. STABLE CHIMERA PATTERNS
In this section we present a variety of chimera pat-
terns which arise as we vary the system parameters. We
keep the refractory period to moderate values, ∆tref =
0.21Ts, compatible with the ones observed in natural neu-
rons. The coupling constant takes values in the interval
0.1 ≤ σ ≤ 0.9 and the coupling range R varies between
1 ≤ R ≤ 13. Consequently the ratio of coupled neurons
in the linked region is NR = ((2R + 1)
3 − 1)/N3 =>
0.14% ≤ NR ≤ 100%. The system starts from random
initial potentials that vary inside the interval urest ≤
uijk(t = 0) ≤ uth, i, j, k = 1, ..., N . Before getting into
details, we present a collective map with the different pat-
terns observed. In Fig. 2 cylindrical, spherical, layer and
cylinder-grid chimeras are depicted. The unstable, syn-
chronized and unsynchronized states are also noted. The
annotation is mostly self-explanatory and can be seen in
the caption of Fig. 2.
FIG. 2: (Color online) Map of the different patterns iden-
tified in the 3D LIF oscillator network in the coupling range
versus coupling strength plane.
The inspection of Fig. 2 leads to the following general
observations: As the coupling range R increases, we no-
4tice that the unstable states gradually disappear. In the
limit of all-to-all connectivity chimera patterns are not
possible since the system is either fully synchronized or
unsynchronized. For weak coupling the spherical chimera
pattern is dominant while the increase of the coupling
strength gives rise to the cylinder-grid pattern or total
synchronization depending on the initial conditions. An-
other interesting effect is that for σ ≥ 0.5 the system
may stabilize in different patterns, depending on the ini-
tial conditions. This observation alongside others that
we discuss in the following sections leads us to hypoth-
esize that a critical point of the system exists between
σ = 0.4− 0.5, above which the system exhibits multista-
bility. Also, almost all multistable states are cylinder-
grid states with the exception of single cylinder state
(σ = 0.3, R = 5). In the next three subsections we
present in detail each pattern.
A. Spheres
One of the most common patterns for low coupling
strength is the sphere pattern. This pattern is a direct 3D
generalization of the 2D spot chimera and the 1D single
chimera pattern. These chimeras consist of two regions,
one spherical and a surrounding region. The spherical
region is convex while its supplementary surrounding re-
gion is concave. For σ=0.1 the spherical region is unsyn-
chronized and has greater mean phase velocities than the
surrounding synchronized region (Fig. 3a). The opposite
holds for σ=0.3 and 0.4 where the synchronized domain
is inside the spherical region and the unsynchronized in
the surrounding region (Fig. 3b). The mean phase ve-
locities of the surrounding area are greater than those
inside the sphere. In both cases the synchronized regions
have lower mean phase velocities than the unsynchro-
nized. The spherical chimera for σ = 0.3 (not shown)
comprises four spherical regions which are formed near
the periodic boundaries and overlap with each other re-
sulting in a pattern very similar to the cross chimera
reported in Y. Maistrenko et al.[36] although less sym-
metric.
Spherical chimeras are observed for the following con-
trol parameter regions: [σ= 0.1 & 2 ≤ R ≤ 12], [σ= 0.3
& R=9], [σ= 0.4 & 7 ≤ R ≤ 10].
B. Cylinders
For mostly large values of R and small to medium val-
ues of σ we observe the formation of stable cylindrical
patterns. In this type of chimera the network splits in
two regions, the cylindrical region and the surrounding
area. In this case, contrary to the spherical chimera (Sec.
III A), the cylinder runs through the length of the net-
work and reaches its periodic boundaries. In conjunction
with Sec. III A, for low values of σ the cylindrical re-
gion is unsynchronized and has greater mean phase ve-
FIG. 3: (Color online) Spherical Chimeras: Each elementary
cube inside the 3D figure represents a neuron and the color
of the cube represents either the membrane potential uijk
of the neuron (left) or the mean phase velocity ωijk (right).
Parameters: (a) R= 8, NR= 24.96%, σ= 0.1 and (b) R= 10,
NR= 47.05% , σ= 0.4. Other parameters: µ = 1, uth = 0.98,
urest = 0, pr = 0.21Ts. Periodic boundary conditions are
applied and initial conditions are randomly selected.
locities than the surrounding area (see Fig. 4a), while
the exact opposite is true for greater σ values (see Fig.
4b). In the latter case the unsynchronized region demon-
strates larger mean phase velocities as was the case for
the spherical patterns. In Fig. 4b, in the mean phase ve-
locity profiles, the unsynchronized area is split into mean
phase velocity groups that exhibit very small mean phase
velocity ranges and for that reason they can be mistaken
for synchronized areas. In Sec. IV B it is shown that
indeed these areas comprise unsynchronized neurons.
It is important to point out that for σ=0.4 we have
spherical chimeras for R=7,8,9 and 10 (see III A) and
cylindrical chimeras for R= 12, while for R= 11 the sys-
tem is unstable. Therefore, by increasing the coupling
radius R, the spherical patterns are replaced first with
an unstable state and then by cylindrical chimeras. For
σ=0.2 and 0.3 the cylindrical area is unsynchronized and
has greater mean phase velocities (similar to Fig. 3a)
while for σ= 0.4 the opposite is true (Fig. 3b). This
is consistent with what was observed for the spherical
chimeras in III A.
5FIG. 4: (Color online) Cylindrical Chimeras: The membrane
potential uijk (left) and the mean phase velocities ωijk (right)
are displayed. a) the depicted cylinder is unsynchronized b)
the surrounding area is unsynchronized and the cylinder is
synchronized. Parameters: (a) R= 11, NR= 61.81% , σ= 0.2
and (b) R= 12, NR= 79.38% , σ= 0.4. Other parameters as
in Fig. 3.
C. Layers
The layered pattern is observed mostly for large values
of the coupling range R. In the layer chimera regimes
one or multiple layers run through the network of coupled
neurons. The alternating areas formed differ in that they
may be synchronized or unsynchronized and even when
they exhibit synchronization they do so in different mean
phase velocities. Examples of both single and multilayer
configurations can be seen in Figs. 5a,b.
Layer patterns were observed for large values ofR (R =
9, 10, 11, 12). For σ=0.3 & R=12 we observed multiple
layer chimeras (see Fig. 5b) while for R=12 and σ=0.6,
0.7, 0.8, 0.9 we observe cross-layered (see Fig. 5c). The
rest (σ=0.3 & R=(10,11), σ=0.5 & R=9) were single
layer chimeras like the one shown in Fig. 5a. As a result,
there seems to exist a relation between the multiplicity of
the layers and the coupling range, with the multiplicity
increasing with coupling range R. Also greater values of
the coupling constant give rise to cross-layered chimeras.
It is important to mention that many final states which
were considered synchronized, and thus are not discussed
here, were actually layer patterns but with very small
difference between maximum and minimum mean phase
velocities. While in the chimera patterns (such as those
displayed in Fig. 5) this difference ∆ω is of the order
of 10−1 − 10−2, in the states considered as synchronized
FIG. 5: (Color online) Layer Chimeras: The membrane po-
tential (left) and mean phase velocities (right) of each neuron
inside the network. a) an unsynchronized layer is formed in
the middle and a synchronized region forms around it; b)
three synchronized and three unsynchronized regions alter-
nate in space; c) multiple vertical and horizontal layers cross
the system. The cross-layered pattern has very limited un-
synchronized areas while the mean phase velocity range is one
order of magnitude smaller than (a) and (b). Parameters: (a)
R= 11, NR= 61.81%, σ=0.3, (b) R= 12, NR=79.38% , σ=0.3
and (c) R= 12, NR=79.38% , σ=0.6. Other parameters as in
Fig. 3.
∆ω was of the order of 10−4 or even smaller. In addi-
tion, many unstable states were observed where layers
were formed at some point but did not keep the same
orientation, multiplicity or form in time. The patterns in
Fig. 5 a and b are 3D generalizations of the stripe pattern
observed in 2D networks [35], while there is no equivalent
in 1D chimeras. The cross-layered pattern (Fig. 5c) dif-
fers from the rest in that the unsynchronized region has
lower mean phase velocities than the various groups of
synchronized neurons. The only other pattern that ex-
hibits lower mean phase velocities in the unsynchronized
regions is the cylinder-grid pattern which is discussed in
the next section, Sec. III D.
6D. Cylinder-Grid patterns
The cylinder-grid pattern is mostly observed for larger
values of the coupling constant σ. We can see in Fig. 6
that small cylindrical regions of unsynchronized neurons
run through the network in such a way that a grid is
formed. The multiplicity of the cylinders is usually 4×4.
The unsynchronized cylinders have lower mean phase ve-
locities than the surrounding synchronized area. As for
the synchronized areas they are arranged in compact
groups of neurons which, although they have the same
mean phase velocities, are locked in different phases.
This means that the system exhibits phase grouping. It
is important to mention that this pattern is strongly in-
fluenced by the initial conditions. More specifically for
different initial conditions we obtain either cylinder-grid
or fully synchronized patterns and less frequently unsta-
ble patterns. The same is not true for the rest of the
patterns with very few exceptions.
The cylinder-grid pattern is similar to the crossed pat-
tern (Fig. 5c); what makes them different is that in the
cross-layered pattern the unsynchronized area is not or-
ganized in cylinders which can be seen clearly by com-
paring the mean phase velocities figures. Nevertheless we
mention again that grid-stripe and cross-layered patterns
are the only ones where the unsynchronized areas have
lower mean phase velocities. This phenomenon was also
observed in 1D LIF chimeras where for σ > 1 the unsyn-
chronized regions have lower ω’s than the synchronized
regions [39]. Elaboration on this observation for the 3D
LIF follows in Sec. IV B
FIG. 6: (Color online) Cylinder-grid chimeras: The mem-
brane potential (left) and mean phase velocities (right) can
be observed in this figure. Parameters: R= 10, NR= 47.05%
, σ=0.7. Other parameters as in Fig. 3.
Cylinder-Grid patterns were observed for [σ=0.5 &
R=(7, 8, 10)], [σ=0.6 & R=(7, 9, 10, 11)], [σ=0.7 &
R=(7, 9, 10, 11)], [σ=0.8 & R=(6 to 11)], [σ=0.9 &
R=(5 to 11)]. It is apparent that large values of σ and R
favor the appearance of the cylinder-grid pattern. This
pattern is a generalization of the grid pattern observed
in 2D LIF networks shown in ref. [35].
IV. QUANTITATIVE ANALYSIS OF CHIMERA
PATTERN CHARACTERISTICS
A. Mean phase velocities
The maximum and minimum values of the mean phase
velocities were extracted for each parameter pair σ,R. In
Fig. 7 we present the ωmax, ωmin and ∆ωmax versus σ
for R = 3 (small coupling range), R = 10 (intermediate
coupling range) and R = 13 (all to all coupling). The
complete table for R = 1 to R = 13 is available in the
Appendix, Fig. 12.
FIG. 7: (Color online) ∆ωmax versus σ is depicted in the left
pannels while ωmax (red-crosses) and ωmin (green-triangles)
are depicted in the right pannels. The top pannels correspond
to all to all connectivity R = 13 the middle pannels to R = 10
and bottom pannels to R = 3. Other parameters as in Fig.
3.
The first observation is that mean phase velocities in-
crease almost linearly with the coupling constant. This
is in line with what was observed for the 2D network in
[35] and it is intuitively expected. Since the increase of
the membrane potential in a time unit is proportional to
the coupling constant it is expected that higher σ values
would result in higher mean phase velocities. The second
and more important observation made is that for R = 7
to R = 12 the linearity of the aforementioned increase
breaks between σ = 0.4 and σ = 0.5 and two different
linear segments emerge. Exactly at these σ values we
have change of the chimera states from one pattern to
another and while on the “left” side of the σ = 0.4− 0.5
interval different chimera patterns are recorded, on the
“right” side we have mostly the same cylinder-grid pat-
tern, as can be seen in the parameter map Fig. 2. This
7change is also apparent in the ∆ωmax diagram since for
σ = 0.1 − 0.4 the mean phase velocity range is signifi-
cantly larger than in the σ = 0.5 − 0.9 interval. Equiv-
alent linearity gaps appear for smaller values of R but
not always for the same coupling constant and the gap
between the two linear segments gets smaller as the cou-
pling range decreases (see Fig. 7). The linearity break
intensifies for all to all connectivity R = 13 while the
∆ωmax also splits in two segments (in conjuction to the
R = 7-12 case) where the lower σ segment is synchronized
(∆ωmax = 0) and the greater σ segment has very low but
non zero ∆ωmax and thus is considered unsynchronized.
B. Distribution of neurons in mean phase velocity
intervals
It is observed that each chimera pattern (spheres,
cylinders, layers, cylinder-grids) has a unique distribu-
tion profile. The term distribution profile refers to the
shape of Nω vs ω diagram, where Nω is the number of
neurons that have mean phase velocities in the interval
ω± 1%∆ωmax (∆ωmax =mean phase velocity range). In
Fig. 8 the various distributions are shown in the same
diagram (one representative case for each chimera pat-
tern). The important observation here is that most pat-
terns share the same mean phase velocities in the range
ω ∈ [1.7 − 2] with the exceptions being the spherical
chimeras (synchronized and unsynchronized), cylinder-
grid chimeras and cross-layered chimeras for ω > 2.
FIG. 8: (Color online) Nω vs ω for different chimera patterns.
Identical chimera patterns share the same distribution profile
regardless of their control parameters. Other parameters as
in Fig. 3 .
Cylinder-grid chimeras and cross-layered chimeras
have many similarities, especially in the membrane po-
tential diagrams (see Fig. 6 and Fig. 5c) and we see now
that their distributions are relatively close (high mean
phase velocities), but they indeed are different patterns
since their distribution profile is quite different despite
them being in adjacent mean phase velocity intervals.
This will become clear as we investigate each distribution
separately in Fig. 9. As we go through the distribution
profiles keep in mind that in order to better depict them
the axes of each pattern in Fig. 9 are different. In several
cases the y-axis is drawn in logarithmic scale for clarity.
To compare the distribution profiles Fig. 8 should be
used.
The unsynchronized sphere distribution (Fig. 9a) has
one high peak in low mean phase velocities and 19 con-
siderably lower secondary peaks dispersed in the mean
phase velocity spectrum. The primary peak corresponds
to the synchronized area around the sphere, while the
smaller peaks correspond to the various mean phase ve-
locities that neurons have inside the sphere. Contrary to
that, for the synchronized sphere (Fig. 9b) the primary
peak is greatly diminished and now corresponds to the
inside of the sphere. The secondary peaks correspond to
the various mean phase velocities the neurons exhibit in
the surrounding area.
For the unsynchronized cylinder we can see in Fig. 9c
that the distribution profile is similar to the unsynchro-
nized sphere (keep in mind that both distributions are
depicted for a logarithmic y-axis) The difference between
them is that more neurons belong to the unsynchronized
area making the primary peak considerably lower and
there are 31 secondary peaks instead of 19. It should be
mentioned that for both spheres and cylinders the num-
ber of peaks may vary slightly (increases or decreases by
1 to 5 peaks) depending on the parameters.
The synchronized cylinder distribution profile has an
average-height primary peak and two major secondary
peaks with various satellite peaks around them (Fig. 9d).
The synchronized cylinder corresponds to the primary
peak, while the secondary peaks correspond to two major
and other less populated satellite mean phase velocities.
These satellite peaks prohibit the system from passing
to a completely group-synchronized state and destabilize
the two major secondary peaks enough to cause desyn-
chronization.
In the single layer chimera state (Fig. 9e) the system
splits into two areas: the unsynchronized layer and a
synchronized area. The primary peak corresponds to the
synchronized area, while the secondary peaks make up
the unsynchronized layer.
In the multiple layer chimera state (Fig. 9f) there exist
alternating synchronized areas with different mean phase
velocities and between them form unsynchronized layers.
In the corresponding plot we observe the primary peak
and one major secondary peak with no satellites. The
primary peak corresponds to the synchronized low mean
phase velocity areas while the major secondary peak to
those with high mean phase velocity. The rest of the
secondary peaks make up the unsynchronized layers.
The cross-layered chimera state has a distribution pro-
8FIG. 9: (Color online) Distribution profile for each stable chimera state. For clarity, the distributions for the unsynchronized
sphere and unsynchronized cylinder are depicted on a logarithmic y-axis, while the rest have linear axes. Other parameters as
in Fig. 3.
file where there is no primary peak (Fig. 9g). Instead
there are many major secondary peaks which represent
various mean phase velocity groups in the system. At
the same time there is a small number of unsynchronized
neurons dispersed in other mean phase velocities.
In the cylinder-grid pattern (Fig. 9h) we observe mean
phase velocity grouping and a grid of parallel cylinders
that runs through the system. There is no primary peak
and we have three major secondary peaks that consist
the mean phase velocity groups. The rest of the profile
distribution is a continuous line that corresponds to the
unsynchronized cylinders.
A general observation about mean phase velocity dis-
tributions is that as the coupling constant σ increases the
hight of the primary peak decreases and this gives rise to
secondary major peaks. For greater σ values the primary
peak vanishes, which leads to cylinder-grid chimeras and
less frequently, to cross-layered chimera states. As a re-
sult the unsynchronized areas in cylinder-grid and cross-
layered chimeras exhibit lower mean phase velocities than
the synchronized areas. The opposite is true for the rest
of chimera states observed.
C. Synchronized and Unsynchronized populations
The synchronized and unsynchronized relative popula-
tions were determined as described in Sec. II. There are
two general observations about the percentage of unsyn-
chronized neurons. First in the spherical chimera states
we observe an exponential increase of unsynchronized
neurons for R = 2 to R = 8 and σ = 0.1 as seen in
Fig. 10 (red circles). After R = 8 the percentage of
unsynchronized neurons is relatively stable.
For R = 7 to R = 10 and σ = 0.4 we have synchronized
FIG. 10: (Color online) Relative number of unsynchronized
neurons for different spherical chimera states. Other param-
eters as in Fig. 3.
spheres and the rest of the network is unsynchronized. In
this case the unsynchronized neurons increase exponen-
tially without reaching any upper threshold (green dia-
monds). For values of R >10 this pattern is not observed.
The second observation concerns the cylinder-grid
chimera state. By increasing σ we found that the num-
ber of unsynchronized neurons decreases. The number of
unsynchronized cylinders that run through the network
stays the same but their diameter decreases. This is true
for R = 7, 9, 10, 11 as seen in Fig. 11. Both observations
are in line with the results of the 2D system investigated
in [35].
9FIG. 11: (Color online) Relative number of unsynchronized
neurons for cylinder-grid chimera states. Other parameters
as in Fig. 3.
V. GENERAL CONCLUSIONS AND FUTURE
WORK
In this work we used a 3D LIF model to simulate the
dynamics of neurons in a three dimensional non locally
coupled network. We focused on the identification and
categorization of the stable chimera states that were ob-
served. It was found that many chimera patterns are di-
rect generalizations of chimeras observed in the 2D net-
work [35]: 2D spot → 3D sphere, 2D single and mul-
tiple layers → 3D single and multiple layers, 2D grid
→ 3D cylinder-grid, while others such as the cylindri-
cal chimeras and cross- layered chimeras do not have a
counterpart on the 2D system. Another observation was
that chimera characteristics such as the number of syn-
chronized and unsynchronzied neurons, the mean phase
velocity range and the distribution profile differed signif-
icantly for coupling constant values greater than 0.5 and
lower than 0.4 thus leading to the hypothesis that a crit-
ical point of the system exists between these values. For
greater coupling constants multistability was much more
frequent than in the lower coupling constant side. Also,
for lower coupling constants the unsynchronized areas of
the chimera patterns exhibited higher mean phase veloc-
ities than the synchronized areas, while the opposite was
true for the greater coupling constant.
The aim of this work was to extend the 1D and 2D
dimensional problems to three dimensional networks with
complex connectivity inspired by specific parts of the
brain. It would be interesting to study the implemen-
tation of more complex 3D connectivity schemes in ac-
cordance with natural connectivity patterns in the brain.
To approach closer to the natural networks in the brain
the replacement of periodic with specific boundary con-
ditions is necessary and the calibration of the parame-
ters to approach the natural neurons as close as possible
needs to be addressed. All these efforts point toward
the direction of understanding the flow of information in
healthy brains, the understanding of brain functions and
ultimately the confrontation with brain malfunctions and
with neurodegenerative disorders.
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Appendix A: Mean phase velocity gaps for all values
of the coupling range.
In Sec. IV, Fig. 7, the maximum difference ∆ωmax
in the mean phase velocities versus σ were depicted for
three different values of R. In this Appendix we show the
complete table for all the values of R, in order to demon-
strate the change in the behavior of ω-values around
σ = 0.4 − 0.5. The gap in the ∆ωmax plots is associ-
ated with a transition taking place for σ ≥ 0.5, see also
Fig. 2.
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FIG. 12: (Color online). The complete tables of maximum-
minimum mean phase velocities and mean phase velocity
range vs σ are depicted for all R values 13− 1 .
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