This paper presents two somewhat independent results and sketches a mechanism that could tie these results together to form an automated theorem proving method. The first point is a correct and complete inference method for first-order logic based on the transformation between conjunctive and disjunctive canonical normal forms. This method, although apparently very inefficient, presents interesting properties, such as not presenting external inference rules. The second point is a concurrent algorithm for dual transformation. This algorithm is presented in a general framework that can be specialized to model several formal systems. Finally, based on the representation adopted to define the algorithm, a dual transformation theorem proving method is sketched. 1
Introduction
The introduction by Robinson [28] of the Resolution method and by Smullyan [30] of the Semantic Tableaux method for automated theorem proving opened the possibility of computational methods for problem solving based on logic. In recent years, several methods for representing logical expressions and several proof strategies have been proposed [34] , and the automated theorem proving domain still remains an active research field.
The proposal of an operational semantics for automated theorem proving systems [37] gave rise to logic programming languages (e.g., [33] ). These languages, initially restricted to research laboratories, are nowadays widely used.
An inherent difficulty associated with any automated theorem proving procedure is the so called Combinatorial Explosion, i.e., the space and time needed to solve a problem grow exponentially with the size of the problem. A possible solution to this difficulty is the use of parallel computers [27] .
The use of parallel computers implies that the algorithms should be redesigned to efficiently exploit the parallel capacity of the machine. In the case of theorem proving systems, methods such as Graph Resolution [14] were successfully adapted to parallel computers [20] , but usually theorem proving procedures are not easy to parallelize. An alternative solution is to design special algorithms for specific parallel architectures (e.g., [11] , [21] ). In the domain of logic programming languages, research has been undertaken to devise a method for the parallelization of the program execution procedure (e.g., [10] , [12] ). This paper presents two somewhat independent results and sketches a mechanism that could tie these results together to form an automated theorem proving method. The first point is a correct and complete inference method for first-order logic based on the transformation between conjunctive and disjunctive canonical normal forms, the dual transformation. This method, although apparently very inefficient, presents interesting properties, such as a definition that involves only internal properties of the underlying logical system, i.e., there is no inference rule external to the logical language: all that is done is to exploit the duality of the possible representations and their semantics.
The second point is a concurrent algorithm for dual transformation. To obtain the complete set of dual clauses, given an initial set of clauses, it is necessary to combine each literal that occurs in each clause with all other literals that occur in the remaining clauses. The problem with this method is that it usually generates a great number of subsumed clauses. The proposed algorithm generates only clauses that are not subsumed by any other. A further advantage is that the algorithm, because of the adopted geometric representation for clauses, is naturally concurrent and therefore suitable for a parallel implementation. The algorithm is defined in a general framework that can be specialized to model several formal systems.
Finally, we sketch, through an example, a dual transformation theorem proving method for first-order logic. This method is based on the fact that, once we have executed the dual transformation algorithm in both directions, the resulting data representations can be used to incrementally construct the representations associated with the subsequent dual transformation cycles of the inference method. This incremental approach allows for the construction of a much more efficient dual transformation theorem proving method than one which implements a naïve dual transformation algorithm.
This paper is part of a knowledge representation project undertaken by the author in recent years (e.g. [4] , [6] ). Besides its mathematical characteristics, the proposed framework presents some features that allow us to draw some analogies with neurological and philosophical points of view about the nature of the mind. One of these features is the fact that the proposed inference process has a self-organizing recursive nature. Varela [38] considers this notion, which he formalizes into the concept of autopoietic machine, as central for the description of living systems. In fact, he claims that it is necessary and sufficient to define a physical system as a living system, and that reproduction and evolution are secondary phenomena.
A second feature is the fact that the proposed representation naturally leads to the notion of compiled theories. These compiled theories can be put into analogy with Piaget's assimilation and accommodation concepts, that, together with the concept of structure, are the three aspects of the notion of intelligence according to his theory [25] .
Another feature is the duality of the structure of the proposed representation. In his book Les Idées, Edgar Morin [23] stresses how deep the conjunction/disjunction duality is engraved in our minds. In fact, our brain is composed of two hemispheres, one specialized in analytical or disjunctive information processing and the other specialized in synthetic or conjunctive information processing. It is quite curious that cognitive models usually do not include these two aspects in their theoretical foundations.
Finally, the distributed nature of the proposed method can lead to analogies with the structure of the brain. The brain is built up from a large number of functionally independent units of a few types [9] . The activity of these units change dynamically but it is possible to observe a coordinate activity that join several groups of units, sometimes dispersed throughout the cortex, in a kind of "committees".
These analogies have no direct relation to the results presented in the paper, but they do have inspired much of their development. The paper is organized as follows. In Section 2, we introduce the dual transformation inference method, in a first-order logic framework, and prove its correctness and completeness. In Section 3, we define a concurrent algorithm for dual transformation in a general framework. In Section 4, we sketch, through an example, a dual transformation theorem proving method and describe some preliminary implementation results. Finally, in Section 5, we draw some conclusions and comment upon future perspectives.
Inference through Dual Transformation
The goal of this section is to formally establish that the dual transformation can indeed be used to define a sound and complete first-order logic inference method. This is done through the definition of a nondeterministic proof procedure which is proved to contain, as one of its deterministic sub-procedures, a complete inference method equivalent to a complete resolution method. This approach should not be considered as an implementation proposal. It was chosen to highlight the mathematical characteristics of the method, such as its symmetry and absence of external inference rules.
Consider the first-order language L(P, F, C), where P , F and C are finite or countable sets of predicate, function and constant symbols, respectively. Following the usual definition of terms, atomic formulas, and formulas (e.g., [16] ), and given the formulas X 1 , X 2 , ..., X n , we define a generalized disjunction as [X 1 , X 2 , ..., X n ] ≡ X 1 ∨X 2 ∨...∨X n , and a generalized conjunction as X 1 , X 2 , ..., X n ≡ X 1 ∧X 2 ∧...∧X n . A literal is an atomic formula or the negation of an atomic formula, or one of the constants True or False. A clause is a generalized disjunction [X 1 , X 2 , ..., X n ] in which each member is a literal. A dual clause is a generalized conjunction X 1 , X 2 , ..., X n in which each member is a literal.
A first-order formula W c is in conjunctive normal form or is in clause form or is a set of clauses if it is a generalized conjunction C 1 , C 2 , ..., C n in which each member is a clause. A first-order formula W d is in disjunctive normal form or is in dual clause form or is a set of dual clauses if it is a generalized disjunction [D 1 , D 2 , ..., D n ] in which each member is a dual clause. Given an ordinary formula W , i.e., one not restricted to generalized conjunctions and generalized disjunctions, there are algorithms for converting it into a formula W c , in clause form, and into a formula W d , in dual clause form, such that W ⇔ W c ⇔ W d . To transform a formula from one clause form to the other, only the distributivity of the logical operators ∨ and ∧ is needed.
Subsumption
This usual definition of subsumption can be extended to dual clauses. A dual clause D 1 subsumes a dual clause D 2 if there is a substitution θ such that: D 1 ⊂ D 2 θ. We also assume that two dual clauses which are alphabetic variants, i.e., clauses that differ only by variable names, do not subsume each other. This assumption is based on the fact that in dual clause form the scope of the variables is global to the dual clause set. In fact, each dual clause could potentially contain variables from each of the original independent clauses.
A
If the variables that occur in L i and L j do not occur in the other literals of the clause, then alphabetic variants are allowed to subsume each other. This happens because in clause form the scopes of the variables are restricted to clauses, therefore the variables only occurring in alphabetic variants can be renamed, without affecting the rest of the clause, in such a way that they become the same
Given a set W of clauses or dual clauses, we define ⌊W ⌋ as a set that contains: (i) only pure versions of the clauses in W , (ii) only (dual) clauses which are not subsumed by any other (dual) clause of the set. The set ⌊W ⌋ is called in the literature the set of prime implicants of the set W [26] .
Example 2.1 The facts that in conjunctive normal form the variables that occur in each clause may (and should) be renamed, and that in disjunctive normal form the variables' ranges include the whole dual clause set, introduce some subtlety in the decision about which (dual) clause subsumes which other. For instance, the dual transformation of the clause set:
is the following dual clause set:
During the reverse dual transformation of this set, if we construct all possible clauses using distribution, we will have, among others, the following pair of clauses:
Purity simplification leads us to:
In this simplified form, the latter clause is not subsumed by the former, according to the definition above. Arriving at the latter clause, however, requires the subsumption:
to be valid, and this assumes that the substitution {x 1 /ap(x 2 , x 3 )} can be freely applied. Moreover, if we do apply this substitution to the latter clause, then it will be subsumed by the former, and it can be eliminated.
These arguments imply that any (naïve) algorithm to generate the set ⌊W ⌋ must, during the purity simplification step, attach to each (dual) clause all the associated simplification substitutions and, during the subsumption simplification step, try all these substitutions to verify if a (dual) clause subsumes another or not.
Tautologies and Contradictions
A clause is a tautology if it contains two unifiable literals with different signs. In a clause set, each clause must be independently valid for the set to be valid. Therefore the scope of the clause's variables is the clause itself. This implies that a tautology can be eliminated from a clause set.
A dual clause is a contradiction if it contains two unifiable literals with different signs. In a dual clause set -in contrast to the clause set case -just one of the dual clauses must be valid for the set to be valid. Because we do not know which one will be valid in which cases, the scope of the variables is global to the set. In this case we can eliminate a contradictory dual clause only if we commit ourselves to the substitution that unifies the two contradictory literals in it. Given the set W c in conjunctive normal form, consider the set W d defined by:
where the function Dual converts a set from one normal form to the other. There are several methods proposed in the literature to perform this conversion (e.g., [29] , [31] ).
Let
, where each D i can be a contradictory dual clause. Let θ ij be a substitution such that applying it is the j th way of making the i th dual clause an explicit contradiction. Call Θ the set of all such θ ij , and let Clash be a function such that:
The idea is to apply the famous Sherlock Holmes' lemma 2 : "when you have eliminated the impossible, whatever remains, however improbable, must be the truth". In our case, this can be done by eliminating the maximum number of dual clauses, avoiding the simultaneous use of two θ ij that are incompatible, i.e., that substitute different terms for the same variable. Let Ω = {ω 1 , ω 2 , ..., ω m } be the set of all substitutions that can be built out of compatible subsets of Θ.
To build the set Ω it is, in principle, necessary to test for compatibility each of the substitutions associated with the members of the set P(Θ), where P stands for the set of all subsets of a set (that is, the "power-set" of Θ). But, clearly, not all of the possible combinations are worth looking at. What we have is a system, usually undetermined and/or contradictory, of unification equations. Now, for each substitution ω i ∈ Ω, we have an inferred theorem V c , whose clausal form is:
Finally, the set:
contains all the inferred clauses obtained from the application of the substitutions in Ω. Once we have the clause set f c , we can repeat the procedure over and over again.
There are three possibilities: (i) the initial set W c is contradictory and after a finite number of cycles the procedure will find a V c = N IL, (ii) after a finite number of cycles the procedure constructs a set f c = W c . In this case we say that the set f c is a closed theory. Finally, (iii) the procedure never stops because first-order logic is only semi-decidable.
Example 2.2 The inference method described above can be used both as a refutation theorem prover (case i) or as a deductive theorem generator (cases ii and iii). In the propositional case, only possibilities (i) and (ii) are allowed. For instance, associated with the following unsatisfiable clause set:
we have the following dual clause set:
where each dual clause contains a contradiction. This implies that, as expected:
For the clause set:
we have:
¬P, ¬Q, ¬R , P, ¬p, ¬Q, S , P, ¬P, ¬Q, T , p, ¬P, R, ¬R , P, ¬P, R, S , P, ¬P, R, T , P, Q, ¬Q, ¬R , P, Q, ¬Q, S , P, Q, ¬Q, T , P, Q, R, ¬R , P, Q, R, S , P, Q, R, T ] = [ P, Q, R, S , P, Q, R, T ] 
and, finally:
where the clause set f c is a closed theory that contains all the theorems that could be proved from the initial set W c . It is interesting to note that, besides the modus ponens conclusion -Q -, all the hypothetical syllogism conclusions -R and [S, T ] -were obtained in only one inference cycle. In fact, for ground clauses the defined inference method always terminate in just one cycle.
Inference Method
The defined inference method can be summarized into the nondeterministic procedure Pulsar presented in figure 1 .
Theorem 2.3
The procedure Pulsar is a correct first-order logic inference method.
By "correct first-order logic inference method" we mean that: (i) if the procedure finds a V c = N IL then the original clause set W c is indeed contradictory, (ii) all the generated theorems V c are logical consequences of the clauses in W c . The correctness proof is straightforward and, therefore, it is only sketched. The generation of the set W d (at step 2 of the procedure) is clearly correct because it is based on the The function Clash just selects the substitution fragments associated with all the possible contradictions in W d , and these are combined together in step 3. We only need to prove that V c is indeed a correct set of new theorems, which is again obvious because all we do is apply a globally coherent substitution to a previously correct set of dual clauses; eliminate the explicitly contradictory dual clauses; and perform the inverse dual transformation. And all three operations are correct by definition.
Theorem 2.4
The procedure Pulsar is a complete first-order logic inference method.
As usual, the completeness proof is less trivial. The idea of the proof is to establish that the nondeterministic procedure Pulsar contains, as one of its possible paths, a deterministic procedure that is equivalent to a level saturation [8] resolution theorem proving system (i.e. one that adopts a breadth-first search strategy), which is known to be complete. Consider the deterministic recursive procedure presented in figure 2 . The proof of this lemma is by inspection, indeed all that has been done is to substitute imperative constructions for the nondeterministic choices and to choose one of the possible nondeterministic paths of the Pulsar procedure. These paths are sketched in the graph of figure 3. At each node of the graph there is a nondeterministic choice (associated with the choose comand in step 5): continue with the next substitution at the same level -the horizontal path -or call the procedure recursively with the new generated theorem -the vertical paths. Each horizontal path also ends, after the last substitution has been examined, with a recursive call. The selected deterministic path is show in figure 4 and corresponds to the horizontal path (i.e. the breadth-first search strategy).
Consider now the Resolution procedure presented in figure 5 , where the function Subst(W c ) returns the set of all the substitutions that unify two complementary literals that belong to different clauses in W c and the function Inference(W c , ω i ) returns the new clause:
where ω i is the unifier of two complementary literals l i and m i which belong, respectively, to the clauses
The next lemma establishes that the Resolution procedure is equivalent to a level saturation resolution theorem proving system. Lemma 2.6 The procedure Resolution implements a complete level saturation resolution theorem proving method.
Again the proof is by inspection.
The Resolution procedure has the same structure as the P ulsar R procedure and its control flow can also be represented by the graph of figure 4, but there are two important differences:
• The substitution set generated by the Subst function is not the same that is generated by the Clash function. The latter also contains combinations of the substitutions in the former.
• The Inference function is a local inference rule that is applied to just two clauses and the Dual function is a global transformation that is applied to the whole clause set.
The next lemma establishes that, despite these two differences, the procedure P ulsar R "subsumes" the procedure Resolution in the sense that, on the one hand, every clause in the set f c (at step 4 of procedure Resolution) will also be present in the corresponding set f c (at step 6 of procedure P ulsar R ) and, on the other hand, that if V c = N IL (at step 3 of procedure Resolution) then there exists a substitution in the set Ω of procedure P ulsar R such that V c = N IL (at step 5).
Lemma 2.7 If C ∈ f c at step 4 of procedure Resolution, then C ∈ f c at step 6 of procedure P ulsar R .
If we are at step 4 of procedure Resolution, then there were no V c = N IL at step 3. This means that C is either a clause already in W c or a new clause, generated through resolution, in such a way that at least one of the two resolvents is not an unit clause. The operator ⌊ ⌋ implies also that C is not subsumed by any other clause in f c .
To prove this lemma it is necessary to show that every clause generated by the resolution rule will also be generated by the dual transformation method if we apply the same substitution. This is done in two steps, initially we prove that, if the set W c contains only two clauses and these two clauses generate a third one by resolution, then this third clause will also be generated at step 6 of procedure P ulsar R . Next, we prove that, if we have a set W c , that contains two clauses with contradictory unifiable literals, and add to it a new clause C new , then, if we do not take into account possible contradictions involving literals in C new , this clause will be regenerated after a direct and an inverse dual transformation of the set W c ∪ {C new }, without affecting the generation of the resolvent associated with the pair of clauses. This latter result shows that, no matter how many clauses we have in a set, if we (i) perform the dual transformation, (ii) apply a substitution associated with a pair of contradictory literals and (iii) transform the set back to clause form, then the result will contain exactly the previous set, plus the associated resolvent. These two results are established in the following lemmas.
Lemma 2.8 Let W c = {L, M } be a set of two clauses and l ∈ L, m ∈ M be two complementary literals whose unifier is ω. The following expression is true:
This lemma is the kernel of the whole proof, it establishes that the proposed method simulates the resolution rule in the case of a set of only two clauses. A formal proof would use induction on the number of literals in clauses L and M , but an analysis of the general case in enough to convince one that the above expression is indeed true.
Let L = {l, l 1 , . . . , l n } and M = {m, m 1 , . . . , m k }, if we ignore subsumed literals the dual clause form of the set {L, M }, i.e., the set ⌊Dual(⌊W c ⌋)⌋ will be composed of four types of dual clauses:
• k clauses of the form {l, m j } • n clauses of the form {m, l i } • n k clauses of the form {l i , m j } • one clause of the form {l, m}
If we apply the substitution ω to these clauses, by hypothesis, only the last one will be eliminated. All the remaining clauses contain either a l i or a m j , or both, therefore it is easy to see that the result of the inverse dual transformation, i.e., the set:
All other possible clauses would be subsumed by this one.
Lemma 2.9 Let W c be a set of clauses, L, M ∈ W c be two clauses such that l ∈ L, m ∈ M are two complementary literals whose unifier is ω, and let C new be a clause not subsumed by any clause in W c . The set:
The main argument to prove this lemma is the correctness of the transformation between canonical forms. Again a formal proof would use induction on the size of the set W c . The base case for the induction, i.e., W c = {L, M }, can be proved through arguments similar to those used in the previous lemma. In fact, each of the dual clauses would now have three literals, the third one coming from the clause C new . We will now have one contradictory dual clause for each literal in C new . Using the facts that (i) C new is not subsumed by any clause in W c , and (ii) the set of variables in substitution ω are disjoint from the set of variables in C new (because C new is an independent clause) we can prove that, after the elimination of these contradictory clauses, the dual transformation of the remaining set of dual clauses will regenerate the clause C new , unless the only other clause in the set -the resolvent -subsumes C new . The induction step is more complex but can be established using the correctness of the transformation between canonical forms and the fact that C new is an independent clause, whose variable set is disjoint from the set of variables that appear in W c .
If we consider in both procedures only the substitutions in the set Subst(W c ), it is easy to see that the theorems generated by both will be exactly the same, according to the two previous lemmas. This completes the proof of lemma 3, and establishes theorem 2 for all states that are not contradictory. The next lemma establishes the contradictory state case necessary to prove theorem 2.
Lemma 2.10 If V c = N IL at step 3 of procedure Resolution, then there exists a substitution in the set Ω of procedure P ulsar R such that V c = N IL at step 5 of procedure P ulsar R .
If V c = N IL at step 3 of procedure Resolution, then there are two complementary unit clauses, i.e., two literals L and M , in W c . There are two cases:
• The literals L and M are not subsumed by any other literals in the remaining clauses of W c . In this case, by definition of the dual clause form, both L and M will be present in every dual clause in W d and the same substitution, used to generate the N IL clause in the procedure Resolution, will generate an explicit contradiction at every dual clause in the set W d , resulting in V c = N IL in procedure P ulsar R .
• There are literals L i and 
It is easy to see that the appropriate combination of substitutions ω, θ i and τ i will generate an explicit contradiction in every dual clause of W d , again resulting in V c = N IL in procedure P ulsar R . It is important to note that substitutions ω and θ i , respectively ω and τ i , will always be compatible because the literals L and L i , respectively M and M i , come from different clauses and therefore have independent variables. This implies that the appropriate combinations of substitutions will be present in the set Ω = P(Θ) because it contains all the compatible substitutions constructed from the combination of substitution fragments associated with possible contradictions.
• The cases where L is subsumed by some L i but M is not and, respectively, M is subsumed by some M i but L is not, are special cases of the previous one, where the substitutions θ i , respectively τ i , are empty.
In this section, we established in theorem 1 that the Pulsar procedure is correct. Completeness is proved through lemmas 1 to 6 above. Lemma 1 defines a deterministic procedure P ulsar R that follows one of the nondeterministic paths of the procedure Pulsar. If this deterministic procedure is proved complete, then the more general nondeterministic procedure must also be complete. Lemma 2 states that the defined procedure Resolution implements a level saturation resolution method. Lemmas 3, 4 and 5 establish that every theorem generated by the resolution method will also be generated by the P ulsar R procedure. Finally, lemma 6 states that, given a set of clauses, if a contradiction is to be found by the Resolution procedure, then it will also be generated by the P ulsar R procedure. The six lemmas together establish that the function Pulsar is complete in the sense that it contains a deterministic path which is equivalent to a standard resolution method.
A Concurrent Algorithm for Dual Transformation
In this section, we present an algorithm for the dual transformation, comment upon its complexity properties and present some experimental results. The dual transformation is an expensive operation: to obtain the complete set of dual clauses, given an initial set of clauses, it is necessary, in principle, to combine each literal that occurs in each clause with all other literals that occur in the remaining clauses. The problem with this method is that it usually generates a great number of subsumed clauses. The dual transformation is an important research subject in itself (e.g. [31] ) and the elimination of subsumed clauses is cited as one of the "basic research problems to solve" in the Handbook of Logic in Artificial Intelligence and Logic Programming [39] .
The dual transformation finds applications in automated theorem proving, particularly in resolution theorem provers that require normal form input, and in minimization of boolean functions [36] . The first proposed algorithm is due to Quine [26] and other transformation algorithms are presented in [29] and [31] . Usually these algorithms are restricted to propositional logic and even the most recent one ( [31] ) is not able to obtain the dual set without generating subsumed clauses.
The proposed algorithm generates only clauses that are not subsumed by any other. A further advantage is that it is naturally concurrent and therefore suitable for a parallel implementation. The algorithm is based on a geometric representation where the predicates symbols occurring in the input clauses (or dual clauses, the algorithm is symmetric with respect to clauses and dual clauses) are associated with the dimensions of a hypercube. A hypercube of dimension n is defined as the set of all n-tuples whose elements belong to the set {0, 1}. Consider a hypercube of dimension n, where n is the number of predicates that occur in a given set of m clauses. Each vertex of this hypercube is associated with a certain combination of predicates given by those coordinates of the vertex that are not zero. Each (dual) clause can be associated with a vertex of such a hypercube according to the following rule:
A (dual) clause is associated with vertex (k 1 , . . . , k n ) if, for all k i = 0, the predicate P i appears in some literal of the (dual) clause and, for all k i = 0, the predicate P i does not appear in literals of the (dual) clause.
Each dual clause to be generated can be imagined as a frame with m slots, one for each clause in the initial set. These slots should be filled in with literals that come from the corresponding clause. Once all the slots of a frame are filled, a set of complete dual clauses can be generated by taking one literal from each slot. If we only take literals that are not subsumed by any other, then no subsumed clauses will be generated. Analogously to (dual) clauses, frames can be associated with vertices of the hypercube according to the predicates they contain.
The intuitive idea of the algorithm is the following. Initially, a new frame is created for each literal that occurs in the initial clause set. These frames -because they contain only one literal and therefore only one predicate -are associated with vertices where only one k i is different from zero. Consider all the frames associated with one of these vertices. They contain literals built up from the same predicate. If one of these literals subsumes another literal that comes from a different clause, then we can build a new frame that contains the former literal at its corresponding slot and, at the slot corresponding to the latter literal, put some mark indicating that it is trivially filled.
This new frame can be used to build all the dual clauses that contain the subsuming literal. In fact, any dual clause that contains both the subsuming and the subsumed literals, or any other literal that comes from the same clause as the subsumed literal, will be subsumed by some clause that contains only the subsuming literal. Actually, the picture is a little more complex because the same literal may appear in more than one of the original clauses. Therefore, we will have frames with more than one slot filled in with the same literal. It is important to note that all equality and subsumption calculations are performed at this early stage of the algorithm, and only between literals.
The frames that contain literals which are neither subsuming nor subsumed by others can be combined into a single frame. This frame represents all the dual clauses that can be constructed by selecting one literal from each slot of the frame.
The algorithm proceeds by propagating these frames through the hypercube along its edges. Because they propagate through the hypercube, the frames are called waves. Those containing duplicated or subsuming literals are called open waves, and the others are called collapsed waves.
At each vertex, the frames that arrive from the lower dimension vertices are com-bined together. Those combinations that contain at least one instance of each of the predicates associated with the vertex are examined. The remaining combinations are ignored since each dual clause should be generated at the vertex corresponding to its predicates. Each time a frame is filled up the corresponding dual clauses are generated and its propagation stops, preventing the generation of subsumed dual clauses; because the latter have more predicates, they would necessarily be generated at (and only at) vertices with a higher dimension. Because all the necessary computations are local to vertices, vertices of equal dimension can be treated concurrently, and the result of their computations should be taken into account only by higher dimension vertices. Another interesting property is that the information necessary for the calculation to be performed at each vertex can be obtained from only two lower dimension vertices, independent of the number of lower vertices.
3 This property prevents an exponential growth of the number of frames to be treated at each vertex when the number of predicate symbols grows.
Example 3.1 Figure 6 shows the propagation of frames (or waves) during the dual transformation of the following set of clauses:
The propagation follows the arrows along the edges of the cube, from vertex 0 to vertex 1. At each vertex of the cube, the generated frames are shown. The vertices where filled up frames (i.e. saturated frames) are generated are presented as black bullets. Frames that are not filled up are re-emitted to the upper vertices.
The set of filled up frames represents the set of dual clauses associated with the original set of clauses:
Note that the dual clause Q(a), P (a), R(a) , of dimension 3, could be obtained through the combination of any pair of frame sets of dimension 2.
Framework
The formal definition of the algorithm is presented in a general framework, which can be specialized to different logics. The metaphoric notation adopted to name the defined mathematical objects (quantum, wave, spectrum, etc.) are intended to facilitate the understanding of the algorithm and do not have any further connotation.
Consider the formal structure Λ = (F, ⊕, ⊗, ≻, ⊤, ⊥), where (F, ⊕) and (F, ⊗) are two commutative semi-groups joined by distributive axioms, Table 1 . The Λ Structure set of arbitrary functions, ≻ is a partial order over functions that belong to the same set F i and ⊥ and ⊤ are, respectively, the greatest lower bound and least upper bound of the ≻ partial order 4 . The structure Λ presents the properties shown in table 1. In this framework, any composite function can be simplified into two minimal (according to the partial order ≻) dual normal forms:
Consider a n-dimensional vectorial function space F n = F 1 × · · · × F n where each dimension corresponds to one of the function sets F i . If we separate the functions φ ij in the definition of Φ according to the set F i to which they belong, then each of the m expressions kj i=1 φ ij can be represented by a vectorial function in F n :
where each functions Φ ij = ⊕{φ k } contain only those φ ij (here called φ k ) in the definition of Φ that belong to F i . The φ k should also be independent functions in the sense that neither φ k1 ≻ φ k2 nor φ k2 ≻ φ k1 , for
The function Φ, and similarly the function Ψ, can now be represented by a set of vectorial functions:
The proposed algorithm is intended to solve the following two symmetric dual transformation problems: given Φ (respectively Ψ) find the correspondent Ψ (respectively Φ) representation.
Example 3.2 To specialize the framework to first-order logic, and reduce the problem to the usual logical dual transformation, it is enough to adopt the following definitions:
where P i ∈ P is a predicate and t j are terms}
In the proposed framework notation, the clause and dual clause sets of example 3.1 can be represented in the following way:
Let us use the notation φ X to indicate that the function φ occurs in the definition of the mathematical object X. Consider the n dimensional hypercube
-is a mathematical object that consists of three elements: a function φ i ∈ F i and two sets of integers F, S ⊆ {1, . . . , m}. The set F of fixed coordinates indicates which vectorial functions Φ j contain the function φ i in their definition, i.e.:
The set S of subsumed coordinates indicates which vectorial functions Φ j contain (in their definitions) functions φ ′ i ∈ F i such that:
, where F is a singleton and S is the empty set, is said to be collapsed; otherwise a quantum is said to be open. A quantum is intended to be a compact representation of the context information about each function φ i that occurs in Φ.
A wave γ is defined as a set of quanta φ
. This set is partitioned into two subsets:
• Collapsed(γ) -the set of collapsed quanta that belong to the wave.
• Open(γ) -the set of open quanta that belong to the wave.
According to the quanta contained in each of these two sets, we can define the following attributes of a wave, represented as sets of integers:
∈ Open(γ) -the union of the fixed coordinate sets of the open quanta that belong to the wave.
• Subsumed(γ) = S, φ (F,S) i ∈ Open(γ) -the union of the subsumed coordinate sets of the open quanta that belong to the wave.
• F illed(γ) = {j | φ ({j},∅) i ∈ Collapsed(γ)} -the set of the fixed coordinates of the collapsed quanta that belong to the wave.
• F ree(γ) = {1, . . . , m} − F ixed(γ) − Subsumed(γ) − F illed(γ) -the coordinate set that is not covered by any quantum that belongs to the wave.
For a wave to be valid these sets must be disjoint, i.e.:
The target of a wave γ is the following vertex of the defined hypercube:
A wave presents a further attribute, its spectrum, represented as an m-tuple where each coordinate j indicates whether or not quanta associated with the vectorial function Φ j are present in the wave:
where the symbol ⊤ is used to indicate that the associated coordinate of the wave spectrum is covered by some quantum that belongs to the wave. A wave with an empty spectrum is called the empty wave, and is denoted by γ 0 . A wave γ with F ree(γ) = ∅ is said to be saturated. We define a collapsed wave as a wave γ that contains only collapsed quanta. For such a wave we have: Table 3 . Dual Particles A wave that is not collapsed is called an open wave. The mathematical object wave is intended to represent a set of (possibly incomplete) dual expressions. The interpretation of a saturated collapsed wave is straightforward: it represents the set of dual expressions:
such that Γ j are the elements of its spectrum. If the wave is not saturated, then the dual expressions are not complete; in this case the j's for which Γ j = ∅ indicate which of the original Φ j the missing functions should come from. If the wave is open, the wave represents the dual expressions that contain all the functions that occur in its open quanta, combined with the partial dual expressions associated with its filled set, that is:
Let us store the quanta associated with each dual expression in the form of a particle, where a particle is a mathematical object identical to a wave, except that it has no more than one function φ i covering each spectrum coordinate. A particle has also a fixed position, equal to the target of the associated wave.
Example 3.3 The clause and dual clause sets of example 3.1 can be represented by the particles and dual particles shown, respectively, in tables 2 and 3. The position in the tables are relative to a vectorial space
We define the interference operation } between waves according to the following rules. Let Spectrum(γ x ) = (Γ x1 , ..., Γ xj , ..., Γ xm ), and γ a } γ b = γ c , such that:
• If γ a or γ b are equal to the empty wave, then γ c = γ 0 .
• If γ a and γ b are collapsed waves, then Γ cj = Γ aj ∪ Γ bj .
•
• If γ a and γ b are open waves, and one of the conditions below holds, then the two waves are incompatible and γ c = γ 0 . The conditions are:
If the conditions do not hold, then the two waves are compatible, and:
The two conditions of compatibility between waves express the fact that, on the one hand, the resulting wave should not contain a redundant quantum (i.e., a quantum whose fixed coordinates are already covered by other quanta in the wave), and, on the other hand, that two different subsuming quanta (i.e., quanta with a non-empty subsumed coordinate set) must not occur in the subsumed coordinates of each other.
The interference operation } is clearly commutative and associative, so we can extend it to sets, such that: }{γ} = γ and }{γ 1 , γ 2 , ...} = γ 1 } (}{γ 2 , ...}).
Example 3.4 The propagation example of figure 6 contains instances of successful interferences between all types of waves. Below we present some of them, which resulted into saturated waves, along with their targets in the hypercube:
Two collapsed waves at (1,1,1):
An open and a collapsed waves at (1,0,1):
Two open waves at (1,0,0): Fig. 7 . The Initial Algorithm
Initial Waves
The first part of the algorithm involves the calculation of the initial waves. Each of these waves are constructed only with quanta associated with functions that belong to the same F i , i.e., with functions that, in the case of first-order logic, would be constructed from the same predicate symbol. So, the first step is to partition the set of functions {φ | φ Φ} according to the set F i they belong to. The next step is executed for each of these partitions.
For i ∈ {1, . . . , n} and for each of the functions in the sets
, where:
For each quantum φ 
Collect all the generated waves in a set W, and calculate the set of initial waves:
Send each set of initial waves to their associated vertices 5 . The waves in the set ℵ contain all the information concerning the subsumption between dual expressions. These waves are the building blocks from which the dual expressions are constructed. The mechanism that combines these blocks is the interference operation defined above. The initial wave generation procedure is summarized into the Initial algorithm presented in figure 7.
Propagation
The second part of the algorithm consists of the propagation of the waves through the hypercube. This propagation can be described through a concurrent data-driven process, that is executed at each vertex v of the hypercube H.
Let us define the following notation:
where |ω| 1 stands for the number of coordinates of a vertex ω that are different from zero. Before starting the propagation at a vertex v, we must wait until all the |v| 1 incoming wave sets arrive from the vertices in pred(v). If one of the wave sets is empty, send empty wave sets to all vertices in succ(v), and stop.
Construct a new set of waves ℵ combining the input waves in such a way that each new wave is constructed from the interference of one wave from any two incoming sets. The fact that, if there are more then two incoming sets, the waves in any two of them already contain all the relevant information for that vertex is very important for the efficiency of the algorithm. If the number of elements of F is big, some vertices would receive many incoming sets that, if they were to be all considered, would cause an exponential growth in the time and space needed. Which two incoming sets to chose depends on the type of implementation. On a sequential implementation the two smaller are a good choice, but on a concurrent implementation, the first two to arrive seem to be a more sensible one.
From the set ℵ, select only those that have target equal to v and, among those, select all the saturated waves. If there are more than one collapsed saturated wave, then combine these waves into a unique wave. Call the resulting set S.
For each saturated wave γ ∈ S, generate all possible dual expressions according to the interpretation introduced above and add them to the dual clause result set Ψ. Associate with vertex v (for future use) a new particle for each dual expression that is generated.
If γ ∈ S is a collapsed saturated wave and Spectrum(γ) = (Γ 1 , . . . , Γ m ), construct the set ℜ(γ) of waves to be re-emitted, as follows:
An open saturated wave γ ∈ S should give rise to re-emitted waves only in the special case where F illed(γ) = ∅, i.e., besides its open quanta, the wave presents also collapsed quanta. In this case, if the wave has Spectrum(γ) = (Γ 1 , . . . , Γ m ), the set ℜ(γ) of waves to be re-emitted is given by:
This last expression can also be used to calculate the re-emitted waves from a collapsed wave, because in this case Open(γ) = ∅ and F illed(γ) = {1, . . . , m}. The
Fig. 8. The Vertex Algorithm
Dual(Φ) 1. Activate the hypercube processes
Wait for the end of process at v = (k 1 , . . . , k n ), ∀i, k i = 1 5. Return(Ψ) Fig. 9 . The Dual Algorithm final step is to send the wave set {γ | γ ∈ ℵ − S} ∪ {γ ′ | γ ′ ∈ ℜ(γ) ∧ γ ∈ S} to all vertices in succ(v), and stop.
The propagation procedure is summarized into the Vertex algorithm presented in figure 8 , where Ψ is a global variable that stores the generated dual clauses. This variable is initialized in the global control algorithm -Dual -presented in figure  9 . The reverse transformation is symmetric, thus it is sufficient to interchange the operators ⊕ and ⊗ and the ⊤ and ⊥ symbols, and to invert the partial order operator.
The Dual Algorithm
The results of the previous sections are summarized in the form of three algorithms.
• The Initial algorithm (see figure 7) , which receives the original composite function and the index i of one of the F i 's, and returns the respective set of initial waves.
• The Vertex algorithm (see figure 8) , a concurrent data-driven process parameterized by the vertex address v, which is executed at each vertex of the hypercube. This algorithm calculates the wave interferences and generates the new (dual)
clauses and (dual) particles.
• The Dual algorithm (see figure 9) , which controls the concurrent process.
The following theorem states that these algorithms perform the intended task.
Theorem 3.5 The Dual algorithm is a correct implementation of the dual transformation.
Although a formal proof would necessarily be quite technical and complex, its main steps are simple and intuitive. Initially, it is necessary to prove that the definition of the interference operation is sound, i.e., that the method of combination of waves is consistent with the intended interpretation of waves as (dual) expressions of the Λ structure. The proof can be divided in three parts according to the type of the waves. The first two parts (handling two collapsed waves, and one collapsed and one open wave) are trivial. The third part (handling two open waves) is more complex, because of the compatibility conditions. But all three can be easily proved by induction on the number of quanta in the wave.
The second step is to prove that the Initial algorithm does generate waves corresponding to all possible incomplete (dual) expressions built up with functions in F i . The proof has two parts. The first part considers the collapsed waves and is trivial because there is only one wave. The second part considers open waves and is based on the fact that we try the interference on all possible combinations of the waves generated at steps 1 and 2 of the algorithm (W ∈ P(W) at step 3). Considering that the interference operation was already proved correct, this choice must lead us to a complete set of waves. In particular, it is easy to show that, in the case of |F | = 1, the Initial algorithm generates saturated waves associated with all the (dual) expressions.
Next, it is necessary to prove the correctness of the Vertex algorithm. Considering that the correctness of the initial wave set is already established, it is only necessary to prove that, as long as the process at vertex v receives a complete set of waves from each of the vertices in pred(v), it generates a complete set of waves containing the combination of these waves. Again, the proof is based on the correctness of the interference operation and on the choice of waves to be combined (step 1 of the algorithm). Finally, it is also trivial to show that the Dual algorithm correctly controls the process of transformation.
The hypercube representation can also be used to define an efficient algorithm to eliminate subsumed clauses. In this representation, all clauses subsumed by a given clause must be positioned either in the hypercube vertex where this clause is, when they share exactly the same predicate symbols, or at some higher order vertex. To eliminate the subsumed clauses, each particle is propagated upwards in the hypercube in the form of a wave. The subsume particles found in the wave path up to vertex 1 being eliminated.
If we have a clause set with no subsumed clauses, the reverse transformation, from dual clause set to clause set is in fact not necessary in order to determine the F and S sets associated with the clause set literals. After the first transformation, we already know in which dual clauses each literal occurs and the subsumption relation, restricted to literals, is just the inverse of the subsumption in the dual form. These facts lead to a more efficient dual transformation algorithm. The basic idea is the following: each time a dual particle is created, the F and S sets of the particle literals that occur in the new dual particle are updated and the corresponding particle is tested for saturation. When all particles have their literals F and S sets correctly updated, in the sense that they are all saturated, the propagation can stop.
Fuzzy Framework
The algorithm was defined in a general framework that can be specialized to model several formal systems, such as first-order logic, fuzzy logic, possibility theory and many-valued logics. In Section 3.1, we showed how the proposed framework could be specialized to first-order logic. To reinforce our claim that it can also be specialized to other formal systems, we present a fuzzy logic version of the framework.
Fuzzy logic can be seen as a special kind of many-valued logic, where the truth value of a formula can assume any value in the interval [0, 1] and is used to indicate the degree of truth represented by the formula [17] . A fuzzy predicate P A (x) is interpreted as: x ∈ X is P with grade of membership µ A , where X is a set of objects, A = {(x, µ A (x)) | x ∈ X} is a fuzzy set and µ A : X → [0, 1] is a real function on X. Given two fuzzy sets A and B in X and adopting the standard operations of fuzzy logic 6 , we can define the following basic operations:
Using these definitions and assuming that fuzzy logic formulas present the same syntax as first-order logic, we can specialize the framework for fuzzy logic through the following notation:
The formal structure Λ is now a pseudo-complemented distributive lattice, where all the properties of boolean algebras are valid except the excluded-middle law:
The interest of the dual transformation to fuzzy logic is clear: to check whether a fuzzy formula A is valid or inconsistent, the simplest approach is to expand A into conjunctive and disjunctive forms. The proposed dual transformation algorithm can perform this expansion in an optimized form, because, using the ⊇ operation as the subsumption relation, it can generate the minimal conjunctive and disjunctive forms of a given formula.
The Algorithm Complexity
A complete analysis of the complexity of the algorithm has not yet been undertaken, but we can compare its performance with the naïve algorithm in a general case. Consider the dual transformation of a set W c that contains m clauses built up from n different predicates. We define π i as the average number of occurrences of predicate P i in a given clause (i.e., P i occurs mπ i times in the set W c ), and π as the average of all π i 's.
The naïve algorithm can be divided into three phases with the following associated costs:
• Construction of the dual clause set: (nπ) m data structure manipulation operations, where nπ is the average number of literals per clause. This cost corresponds to the number of possible dual clauses. • Subsumption test: mC The Dual algorithm presents the following costs:
• Construction of the initial sets of quanta: mnπ data structure manipulation operations. This cost corresponds to the number of literals in the clauses of set W c .
• Purity/Subsumption test: nC mπ 2 unification operations. This cost corresponds to the number of possible pairs of quanta within each of the sets of quanta (each one associated with one of the n predicates). Because of the concurrent nature of the algorithm, each of the n groups of operations may in fact be executed in parallel.
• Propagation: 2 n (mπ) 2 set manipulation operations. This cost corresponds to an estimated number of interference calculations that occur in each of the 2 n vertices of the hypercube: mπ is the average number of initial waves, and 2 is the number of incoming wave sets that are taken into account at a vertex. Because they are associated with different vertices, some of the 2 n groups of operations may be executed in parallel, resulting in a maximum time corresponding to n(mπ) 2 operations, where n is the length of one path through the hypercube.
Even from this crude analysis, it is already possible to see that the Dual algorithm cost, unlike the naïve algorithm cost, does not grow exponentially with the number of clauses m (and neither with the number of predicate symbols n). The Dual algorithm also allows the introduction of parallelism in its most costly parts.
Experimental Results
To test the proposed dual transformation algorithm, the LOGIK system has been implemented. The LOGIK system is an object-oriented laboratory for first-order logic, written in Common Lisp/CLOS [32] , that includes the new dual transformation algorithm and a preliminary implementation of the proposed inference method (see Section 4.4). All entities of the logical syntax -variables, functions, predicates, terms, literals, clauses, dual clauses and substitutions -have been implemented as classes with their associated manipulation methods -substitution, unification and subsumption. Making use of these classes, the proposed dual transformation algorithm has been implemented for first-order logic also in the form of classes -quanta, waves and particles -and manipulation methods -initial waves, interference and emission. For comparison purposes, the naïve algorithm to the dual transformation was also implemented in the same environment.
To test the algorithm, we defined a family of first-order theories that differ by the number of clauses and the number of literals in each clause. The generic form of a theory with n clauses, each with m literals, is given by the following expression:
. . . Table 4 presents some results obtained with both algorithms applied to some functions of this class. Each line of the table contains the following information: number of clauses (n), number of literals per clause (m), number of dual clauses (n d ), size of the set C 1 × · · · × C n , where the C i 's are the clauses of the theory considered as a set of literals and × is the Cartesian product, the processing time of the naïve algorithm, the processing time of the proposed algorithm without the optimization that consists of considering only two incoming wave packages and the processing time of the optimized proposed algorithm.
The empty entries in the table are cases where the algorithm was interrupted because of storage space overflow. The results confirm the superiority of the proposed algorithm for this class of functions: the time required by the optimal algorithm grows almost linearly with | C 1 × · · · × C n |, the maximum size of the dual set.
The abnormally high processing times required by the non optimal dual algorithm when transforming theories (8, 2) and (6, 3) (and, in fact, also (9, 2)) is a consequence of the great number of predicate symbols in these theories. Because of the number of predicates, high order vertices receive many incoming wave packages, exponentially augmenting the processing time.
The results were obtained with a compiled version of the programs in the Sun Common Lisp, Application Environment 4.0.0 running on a Sun Sparc Station 10.
A Theorem Proving Method
In this section, a theorem proving method, based on the theoretical result of Section 2 and on the geometrical representation of Section 3 is sketched. The proposed method is compared with other approaches and some preliminary experimental results are presented.
Consider a set of logical formulas and call a theory the associated sets of particles and dual particles -Π c and Π d -obtained through the application of the Dual algorithm. These two sets are a kind of "holographic" representation of each other. Each particle in Π c consists of a combination of all particles in Π d and, conversely, each particle in Π d consists of a combination of all particles in Π c . Table 4 . Performance Results Example 4.1 Consider the theory given by the following set of formulas (extracted from [33] ), which consists of the definition of the predicate Plus (using the the predicate Nat, for "natural numbers"), such that P lus(x, y, z) is true if and only if x + y = z, and the negation of the theorem ∃x.P lus(s(0), s(0), x):
where, x i are variable symbols, s is a function symbol (the successor function), and Plus and Nat are two predicate symbols with arities three and one, respectively. The particle and dual particle sets -Π c and Π d -associated with this theory are presented Table 5 . Plus Definition in table 5. The positions of each particle and dual particle in the associated two dimensional hypercube are shown in figures 10(a) and 10(b), respectively.
The main idea of the proposed inference method is to use the information about the occurrence of literals into clauses and dual clauses, along with the subsumption relation among them, to guide the inference process, when a specific goal is given. According to Section 2, the proposed inference method consists of the following steps:
1. Detection of potentially contradictory dual particles in Π d and determination of the set of substitution fragments that makes explicit these contradictions.
2. Combination of these substitution fragments into a set of independent substitutions.
3. Application of these substitutions to the dual particle set.
4. Generation of the particle sets associated with these instances of the dual particle set.
5. Creation of a new theory for each of these particle and dual particle sets.
The particles in the new theory created at the last step represent new theorems. This new theory can be combined with the original theory, alone or together with other inferred new theories, and the cycle may be repeated. This combination can be efficiently performed using the same ideas underlying the dual transformation algorithms, where the (dual) particles of the theories to be combined play the role of the initial waves of the Dual algorithm [5] .
One problem with this method is that it uses, at step four, the dual transformation operation, which is expensive. This can be avoided using the properties of the particle representation. The basic idea is the following: if some of the dual particles in the set Π d are contradictory, they can be eliminated. The effect of this elimination on the set Π c is that, in each of its particles, the literals associated with the contradictory dual particles are no longer necessary and can also be eliminated. The instances of the resulting reduced particles, when the associated substitutions are applied, give us directly the new theorems. This means that the particles and dual particles associated with a theory can be thought of as a "compiled" representation of this theory, that can be used as a complex inference rule.
Another problem is that, analogously to the Level Saturation strategy of the resolution inference method [28] , all valid combinations of substitutions are computed, at step two. The set of substitution fragments, referred to in step 1, can be obtained from the dual particles in the hypercube. This set of substitution fragments is noted: Θ = { θ, J }, where each substitution θ makes all dual particles j ∈ J contradictory and the substitutions θ are the Most General Unifiers of pairs of literals that occur both in the same dual particle.
Formally, we want to obtain an adequate set: Ω = { ω, J }, where each substitution ω is a combination of substitution fragments θ in Θ that transforms all the dual particles j ∈ J into explicit contradictions. The "brute force" method to calculate this set is to determine P(Θ), but the extra information contained in the particle and dual particle sets can be used to chose a more sensible subset of these possible combinations. Once we have this set, it can be sent through the hypercube, where, at each vertex that contains at least one particle, the new theorems can be generated by the following procedure: (i) For each quantum φ (F,S) in the particles associated with the vertex and for each pair ω, J ∈ Ω, if F ∪ S − J = ∅, then remove the quantum φ (F,S) from the particle it belongs to. (ii) Apply the substitution ω to the modified particles. The generated new particles correspond to new theorems and give rise to new theories.
The proposed inference method has two strategy levels: (i) inference strategy, that determines the set Ω of substitutions to be used and (ii) theory strategy, that determines which new theories should be used to proceed the inference procedure when all substitutions in Ω have been applied. Example 4.2 Consider the following set of formulas that contains the definitions of the predicate symbols N and P (for "Natural Numbers" and "Plus") and the negation of the theorem ∃x.P (s(s(0)), s(0), x): Table 6 . Natural Numbers and Plus Definitions
The particle and dual particle sets -Φ and Ψ -associated with the resulting theory are presented in table 6 . In this case, the set Θ is given by:
The combinations of the substitution fragments of this set gives rise to 17 valid substitutions that, if applied, would lead to 7 new theorems:
most of which are irrelevant for the proof of the given theorem.
Inference Strategy
A more refined strategy to calculate the set Ω is based on the following facts. Let W = {φ (F,S) } be the set of quanta that defines one of the particles associated with the negation of the theorem to be proved. If the theory is in fact unsatisfiable, then it is possible to infer from it unitary clauses to eliminate all literals associated with the quanta in W. The idea underlying the proposed strategy is to find exactly those substitution combinations that generate such unitary clauses. This can be done in the following way: let ¬P (t 1 , . . . , t n ) (F,S) ∈ W be one of the quanta we want to eliminate from W. We must look for other particles which contain quanta of the following form:
such that the atomic formulas P (t 1 , . . . , t n ) and P (t ′ 1 , . . . , t ′ n ) unify. Let:
be one of such particles. To obtain the particle associated with the desired unitary clause, we must eliminate all quanta in {φ
.e., we must try to combine those substitution fragments which eliminate exactly the dual particles
Once the set K is determined, the set Θ can be consulted and all valid combination of substitutions that satisfy this restriction can be calculated. If the dual particles associated with some of the φ (Fi,Si) i quanta cannot be eliminated by any available substitution, the same procedure is applied recursively in order to determine the appropriate substitutions that will generate unitary clauses able to eliminated them.
It is interesting to note that the fact that we calculate all substitutions to be applied before the actual theorem generation process begins introduces a kind of "lazy evaluation" effect in the proposed inference procedure: given a clause with a literal that matches the current goal, the goal paths associated with the other literals in the clause are expanded only if their initial substitutions combine. In this sense, the proposed inference method, differently from the usual procedure to parallelize logical programs, does not present an "and-parallelism" between goals [19] , it directly examines in parallel the different ways to combine all the available matching substitutions of these goals. Example 4.3 Consider the theory of example 4.2, whose particle and dual particle sets are presented in table 6. According to the proposed strategy we should try to eliminate the literal ¬P (x 3 , x 4 , x 5 ) in particle 3, because the only literal that contradicts the theorem negation is P (s(x 4 ), x 3 , s(x 2 )), that belongs to particle 3. To do this we should eliminate the dual particles whose numbers are given by the F set of the associated quantum: {0, 1, 2, 3}. The possibilities are the following (see the set Θ in example 4.2):
• Substitutions {x 2 /s(x 1 )}, {x 1 /o}, {x 5 /x 2 , x 4 /x 2 , x 3 /o}, which combined result in the substitution:
The application of this substitution turns into contradictions the dual particles {0, 1, 2, 3, 4, 5, 7} and gives rise to the following theorem, derived from particle 3: P lus(suc(o), suc(o), suc(suc(o))).
• Substitutions {x 2 /o}, {x 1 /o}, {x 5 /x 2 , x 4 /x 2 , x 3 /o}, which combined result in the substitution: {x 5 /x 2 , x 4 /x 2 , x 3 /o, x 2 /o, x 1 /o}. The application of this substitution turns into contradictions the dual particles {0, 1, 2, 3, 4, 5, 7}, and gives rise to the following theorem, derived from particle 3: P lus(suc(o), o, suc(o)).
• Substitutions: {x 2 /o}, {x 5 /x 2 , x 4 /x 2 , x 3 /o}, which combined result in the substitution: {x 5 /x 2 , x 4 /x 2 , x 3 /o, x 2 /o}. The application of this substitution turns into contradictions the dual particles {0, 2, 3, 5, 7}, and gives rise to the following theorem, derived from particle 3: P lus(suc(o), o, suc(o)).
The last two substitutions collapse into just one -{x 4 /o, x 3 /o, x 2 /o} -if we take into account only the variables that will actually be used (x 4 , x 3 and x 2 ). If we maximize the number of combined substitutions, the first possibility is the best and, in fact, only this new theorem is necessary for the proof of the original theorem.
It should be noted that the proposed inference strategy can also be used as a base for an affirmative theorem proving method. In this case, the input for the method should be the dual clause form of the non negated theorem. The method calculates the clause form and, for each of its clauses, searches for substitution fragments that turn it into a tautology. The dual of the proposed heuristics can be used to determine which substitution fragments should be combined in order to turn the dual state into a tautology.
This dual form of the method, except for the "holographic" heuristic used to choose the substitution fragments, is very similar to the connection method [2] .
Theory Strategy
The generated new theorems are stored at the appropriate vertices, according to the predicate symbols that occur in them. The goal of the theory strategy is twofold, on the one hand, it should decide how the new theorems should be combined with the original theory, one at a time or all together. On the other hand, it may be the case that other theories should be included in the proof, or used to prove lemmas that can be used in the current proof.
In any case, it is important to note that the Θ set of the combined theories, i.e., the set of substitutions fragments that turn dual particles into contradictions, will include the Θ set of the original theory. Therefore, to avoid the generation of previously used substitutions, it is enough to combine only substitution fragment sets that contain at least one new fragment.
The latter goal has a more complex solution. External theories are needed when it is necessary to eliminate a pure literal from the set of clauses to complete the proof. A pure literal is one that occurs just with one signal in the theory, and therefore cannot be eliminated inside the theory. This may happen because the system needs not to combine all relevant theories to prove a theorem, but only the directly relevant, i.e., only those theories where the predicate symbols of the theorem really occur. During the proof, it is easy to localize these pure literals and to initiate concurrent proofs for them.
In fact, the decision about which theories should be permanently combined and which should give rise to concurrent proofs opens a new field for strategy definition, where the compromise between storage space and efficiency becomes paramount.
Example 4.4 The set Θ associated with theory of example 4.1 is given by:
According to the proposed inference strategy, we should try to eliminate the literal ¬P lus(x 2 , x 3 , x 4 ) from particle 1, i.e., to find a combination of substitution fragments in Θ that eliminates dual particles {1, 2}. As long as there is not such a combination, we try the same strategy recursively. This means trying to eliminate literal ¬N at(x 1 ) from particle 0, because the literal P lus(o, x 1 , x 1 ) has contrary signal and unifies with the literal ¬P lus(x 2 , x 3 , x 4 ), that we want now to eliminate. But the predicate symbol N at is pure in the theory, therefore a concurrent prove for ¬N at(x 1 ) is initiated, using the theory associated to the predicate symbol Nat. This proof results, after a first step, in the substitution {x 1 /o} that gives rise to the new theorem N (o) that can be included in the original theory, and the original proof can resume.
Comparison with Other Methods
There are two main families of automatic deduction systems for first-order logic: the systems based on the Resolution rule [28] and the systems based on the Connection Method [2] . Both are analytic methods, in the sense that they start with a given formula to be proved and reduce it until some termination criterion is satisfied. Both of these systems use the unification algorithm intensively.
Resolution is the best known and most widely used method for automatic deduction. In recent years, several proof strategies have been proposed to improve its efficiency [34] [15] . Before a resolution method is applied, the negation of the theorem to be proved, along with the appropriate hypothesis, must be converted to conjunctive normal form. Resolution methods are characterized by a local inference rulethe Resolution Rule -able to generate new clauses -the Resolvents -that are logical consequences of the already admitted clauses. The termination criterion is the generation of the empty clause. Its main disadvantage is that it retains the (non subsumed) newly inferred clauses, augmenting the search space at each successful application of the resolution rule.
The connection method has its roots in the Semantic Tableaux [30] and Natural Deduction methods [3] and inspired several automatic deduction methods (e.g. the Consolution Method [13] ). Although some methods of the connection family work on formulas represented in normal form (e.g., [1] ), in general they can be applied on formulas expressed in full first-order logic language. The termination criterion is the generation of a spanning complementary mating of the set of formulas. A mating is a set of connections, where a connection is an unordered pair of literals with the same predicate symbol but different signs. A connection is complementary if the two atomic formulas occurring in its literals unify. Finally, a complementary mating spans a set of formulas if each path through the formula literals contains a connection from the mating. Connection methods are high level proof methods, in the sense that they search for a global property of the set of formulas, the spanning matings. Differently form the resolution methods, no inferred formula is retained during the deduction process, although, for first-order logic, the set of formulas must be expanded (or amplified) by the duplication of some of its formulas. But this operation can be performed using only indices and not actually duplicating the formulas.
Although we believe the proposed method is interesting mainly for its concurrence and psychological plausibility properties, commented upon in Section 1, not to say that we also believe that no syntactic inference method for first-order logic will be intrinsically better than all others, we would like to show that it has some interesting characteristics, that combine resolution and connection methods features.
On the one hand, the proposed method presents the following properties in common with resolution:
• It demands the problem to be transformed to a normal form, in fact to both dual normal forms.
• It retains (non subsumed) inferred theorems.
• It supports a refutation-based theorem proving method.
• It is a local process.
On the other hand, the proposed method presents the following properties in common with the connection method:
• Its proof strategy is based on the combination of substitutions associated with "connections", i.e., substitutions that unify two complementary literals in different (dual) clauses.
• It treats linear chains quite efficiently.
• It supports an affirmative theorem proving method.
• It is a global process.
The particularity of the proposed method comes from the apparent paradox between the last properties of the above two lists. This paradox is explained by the "holographic" character of the proposed method. On the one hand, the atomic goals are identified through a local process applied to one of the canonical forms. This process is analogous to the choice of candidate clauses in the resolution method and therefore can benefit from strategies such as the set of support [8] . On the other hand, once the goals are defined, the substitutions to be applied are calculated taking into account global properties about the contradictory or tautological character of the clauses that belong to the dual canonical form, analogously to the connection method. This second aspect of the inference process can benefit from the linear chains and hinged loops treatment available in the connection method [3] .
The articulation between the local and global processes is achieved through the F and S values associated with the quanta in both canonical forms. Intuitively, if some literal is to be eliminated from a clause in one of the canonical forms, it is enough to apply the substitution fragments that turn into contradictions all the clauses in the dual canonical form that are represented, in the original canonical form, by the given literal. It should be noted that these substitutions may, in principle, refer to variables occurring in clauses that are not related at all to the goal clauses. This local/global effect is only possible because we know, for each literal in the theory, in which clauses and dual clauses it occurs (and in which clauses and dual clauses occur literals that subsume or are subsumed by it).
Another method from the connection calculi family that has some similarities with the proposed method is the consolution method [13] . To prove the validity of a formula, this method checks for unifying complementary literals in all the paths through its matrix. At each stage of the calculation, the method retains the non contradictory partial paths. The dual transformation algorithm proposed in Section 3 could be used to implemented a concurrent consolution proof method. The algorithm naturally generates the partial paths through the matrix of a formula (i.e., its dual canonical form), it would be enough to test each newly generated partial path (a new "wave" in the notation used in Section 3) for complementary literals and to prevent the propagation of those that are already contradictory.
Although the resulting theorem prover doesn't make use of the "holographic" properties of the representation, it should be quite efficient, because the partial paths are generated in order of increasing number of predicates, the potential contradictions being already present in the initial ones (the "initial waves" in the notation used in Section 3).
The comparison above refers only to the inference strategy of the proposed method. The theory strategy is more difficult to compare with other works in automatic theorem proving, because it is much more similar to reasoning techniques associated with knowledge representation formalisms, in particular the Circumscription formalism [22] . The theory strategy manipulates sets of formulas -the theories -that, represented by both canonical forms, are used as complex inference rules to generate proofs of a higher level of abstraction. The granularity of the theory space, i.e., which combination of primitive theories would be "compiled" into their two canonical forms, determines the performance of the system, once a complex compiled theory can directly infer new theorems that would need several proof steps, if another inference method was to be used.
Implementation
Presently, the LOGIK system supports only the inference strategy, presented in section 4.1. The theory strategy, presented in section 4.2, is in development. The implementation is being tested and optimized, and the preliminary results, although not yet very good, demonstrate the feasibility of the method. The next example shows a special case where the resolution and the connection methods should have some difficulties to find a proof and where the proposed method performs quite well. In order to compare the performances, a resolution theorem proving system, using the set of support strategy [8] , was implemented in the same environment. where the two last clauses are not relevant to the theorem to be proved (¬Q(a)).
The implemented set of support resolution system generated a proof with the following characteristics: Clearly, the bad treatment of linear chains in resolution is the cause of this performance. On the other hand, once the theory is represented through both of its canonical forms (the dual form has 15 dual clauses and the creation of both forms takes about 2.15 seconds in the implemented system), the proposed method takes only 0.30 seconds to determine the solution, executing only subset operations on integer sets, and, for each chosen answer, just one substitution combination. Table 7 shows the performance results for less biased examples, taken from the TPTP 7 problem library. It is interesting to note that the dual inference cycles do not correspond to resolution proof depth, e.g., example COM001-1 's resolution proof has depth 3, but, because of the one cycle linear chain treatment, dual inference proves it in just one cycle.
Conclusion
We presented, initially, an inference method for first-order logic based on the transformation between conjunctive and disjunctive canonical normal forms. The method definition involves only internal properties of the underlying logical system, i.e., there is no inference rule external to the logical language. We also defined a concurrent algorithm that, on the one hand, improves the efficiency of the transformation between normal forms and, on the other hand, simplifies the implementation of the proposed inference method. Finally, based on the representation adopted to define the concurrent algorithm, a dual transformation theorem proving method was sketched. The main properties of the propose inference method are the following:
• The concurrence inherent to the adopted hypercube representation [7] . The fact that all required calculations are local to the hypercube vertices implies, semantically, that they are restricted to a finite subset of properties of the domain. This focus mechanism might be interesting to model attention in cognitive agents.
• The "holographic" use of global properties of one normal form (which dual clauses would turn into contradictions subjected to which substitutions) to locally derive, in the other normal form, specific theorems according to a given goal.
• The introduction of a strategy domain at the theory level, that leads naturally to higher order logics where each theory can be encapsulated as a primitive atomic formula, not only syntactically but operationally [24] . The information about the occurrence of literals in each normal form and the structure of the subsumption relation between them supporting a direct derivation procedure.
Future work includes the theoretical analysis of the properties of the proposed inference method, the implementation of the theory strategy level into the LOGIK system, and the development of applications in the knowledge representation domain.
