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Abstract—The convex restriction of the power flow feasible
sets identifies the convex subset of power injections where the
solution for power flow is guaranteed to exist and satisfy the
operational constraints. In contrast to convex relaxations, the
convex restriction provides a sufficient condition for power flow
feasibility and is particularly useful for problems involving un-
certainty in the power generation and demand. In this paper, we
present a general framework of constructing convex restriction
of an algebraic set defined by equality and inequality constraints
and apply the framework to power flow feasibility problem. The
procedure results in convex quadratic constraints that provide a
sufficiently large region for practical operation of the grid.
Index Terms—Convex restriction, Brouwer’s Fixed Point The-
orem, power flow equation, power grid
I. INTRODUCTION
Power flow equations are at the core of steady-state analysis
of the power grid [1], [2]. Optimal Power Flow (OPF), State
estimation and security assessment rely on AC power flow
equations to model the grid. Power flow equations determine
internal states of the system such as voltage magnitude and
phase angles given the profile of generation and loads. The
nonlinearity of AC power flow equations creates computational
bottlenecks and challenges in those studies.
In state estimations and security assessments, the state
variables are determined using numerical algorithms such as
the Newton-Raphson method or Backward-Forward sweep
method. The disadvantage of using numerical algorithms is
that they require a deterministic operating point to find the
exact state solution. When uncertainties in the generation and
load profile are introduced, there is no easy way to tell whether
there will be a state solution satisfying the AC power flow
equations without running iterative algorithms.
In OPF problems, power flow equations enter as nonlinear
equality constraints and result in a non-convex optimization
problem, which is NP-hard [3] even for radial networks [4],
[5]. Convex relaxations of power flow equation have been
studied extensively for solving OPF problems [5]–[7]. The
convex relaxation provides an outer-approximation of the
feasibility set, and it is a necessary condition to satisfy the
power flow equations. Solving the optimization problem over
the relaxed set provides a lower bound on the optimal cost,
but the resulting solution may not be feasible and risks the
system security [8]. Moreover, it provides limited insights
and characterization of the feasibility set because the non-
convex boundaries inside the feasibility set disappear in convex
relaxations [9].
This paper is concerned with finding the inner approx-
imation of the feasibility set. The convex restriction is a
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convex subset of the feasibility set, which provides a sufficient
condition for satisfying power flow equations with opera-
tional constraints. Figure 1 shows the comparison between
the convex relaxation and restriction. The benefit of studying
inner approximation is that the security of the system is
guaranteed, which is the top priority in the operation of power
grids. Moreover, it provides a region where the system is
safe to operate, and this region can be used as a metric for
robustness against uncertain power injections from renewables
and loads. While there are many potential applications of
convex restriction, deriving a tractable sufficient condition for
the feasibility of power flow equations has remained as a
challenge.
The search for tractable convex restriction of power flow
equations started in [10] to find the security region where
the system is safe to operate. In recent years, a number of
effort has been made in providing the inner approximation
of the feasibility set, but there have been severe limitations
in terms of its applicability to practical systems. Most of
the progress were made with certain modeling assumption
such as radial structure [11]–[15], lossless network [16], and
decoupled power flow model [17]. Recent efforts made sig-
nificant progress with general meshed networks, but they still
suffer from scalability and conservativeness [18]–[20]. In [21],
the inner approximation with Brouwer’s fixed point theorem
showed promising results for general power grid models.
One of the limitations of this approach was that it required
solving a non-convex optimization problem to construct the
convex restriction. In this paper, we alleviate this limitation
by describing the set in a lifted space and give a closed form
expression.
We propose an analytical procedure to construct convex
restrictions of AC power flow equations with operational
constraints. Our technique relies on envelopes over the non-
linearity involved in power flow equations, and these en-
velopes for common nonlinear functions such as bilinear
Fig. 1. Illustration of the convex restriction and convex relaxation of a non-
convex feasibility set
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2and trigonometric functions will be provided. Our envelopes
show an interesting relation to the QC relaxation for OPF,
which employs convex envelopes to contain the nonlinearities
[7]. It will be later shown that the envelopes for restriction
have dual features compared to the ones used in relaxations.
Moreover, the construction relies on bounds over intervals,
which has been studied in interval analysis and uncertainty
propagation techniques [22], [23]. The interval analysis also
deals with finding the inner approximation of sets described
by constraints, but the work has been limited to a subclass of
problems such as linear equations or decentralized nonlinear
equations [24]–[26]. To the best of author’s knowledge, there
is no tractable method available that computes the inner
approximation of a set defined by general nonlinear equality
constraints [23], [25].
Our technique is applied to power systems with a general
meshed network without any modification in the system data,
and the results are compared with the results obtained by MAT-
POWER [27]. Our approach achieves drastic improvements in
terms of conservativeness while remaining scalable to large
systems. The main advantages over the existing approaches
are summarized below.
1. The convex restriction is provided with analytical condi-
tions using the local information and does not involve any
numerical algorithm. This brings the advantage for real-
time security analysis where computational capability is
limited.
2. Our method is scalable to large-scale systems. We later
show that the number of quadratic constraints grows
proportionally to the system size. The convex restriction
can be used to solve OPF replacing the non-convex power
flow equations.
3. The convex restriction is guaranteed to be non-empty
given the system operates in a normal condition. More-
over, the region is non-conservative and provide practical
margins for operation. We visualize this region, which
shows that the restriction is tight along some of the
boundaries in IEEE test cases.
Rest of the paper is organized as follows. In Section II,
the general formulation of the problem as well as its set
up in power flow equations is provided. Section III provides
a guideline for constructing convex restrictions for general
constraints. Section IV applies the proposed method to power
flow equations and visualize the comparison between convex
restrictions and true feasibility sets followed by conclusion in
Section V.
II. CONVEX RESTRICTION OF FEASIBILITY SET:
FORMULATION AND PRELIMINARIES
A. General Formulation
Consider the following general nonlinear equality and in-
equality constraints with control variables u ∈ Rm and states
variables x ∈ Rn,
f(x, u) = 0 (1a)
h(x, u) ≤ 0 (1b)
where f : (Rn,Rm) → Rn and h : (Rn,Rm) → Rr
are vectors of functions that are continuous and differentiable.
The variables are divided into control variables and internal
states. Control variables are the subset of variables that can
be determined freely by the system operators. State variables
are the subset of decision variables that are determined by the
control variables and equality constraint in (1a).
Remark 1. The number of equality constraints and the num-
ber of state variables are the same. x could be determined by
solving the system of equations if it is solvable.
Given the constraints and variables, the solvability and
feasibility of control variable u are defined as follows.
Definition 1. u is solvable if there exists at least one x that
satisfies the equality constraint f(x, u) = 0.
Definition 2. u is feasible if there exists at least one x that
satisfies f(x, u) = 0 and h(x, u) ≤ 0.
Feasibility sets and solvability sets refer to the set of all
feasible and solvable control variables u. Nonlinear equality
constraints create a nonlinear manifold in the space of (x, u),
and a singleton is the only possible convex inner approxima-
tion in a general nonlinear manifold. Instead of working with
both x and u, the feasibility set is defined as a projection of
the nonlinear manifold onto the control variable space. This set
is generally non-convex, and the goal of this paper is to find
the convex restriction inside the projection of the nonlinear
manifold. The construction of the convex restriction relies on
the following assumptions.
Assumption 1. There is a known point (x0, u0) that satisfies
the followings:
1. f(x0, u0) = 0, h(x0, u0) ≤ 0, and
2. Jf,0 = ∂f∂x
∣∣
x0,u0
is non-singular.
The known operating point (x0, u0) will be referred as the
base point.
Remark 2. From Implicit Function Theorem, there exists
an open neighborhood of solvability set around u0 when
Assumption 1 is satisfied.
The first condition in Assumption 1 guarantees that the
feasibility set is non-empty by enforcing the convex restriction
to contain the base point.
Assumption 2. Nonlinear Equations have a sparse nonlinear
representation. Namely there exists a basis function ψ :
(Rn,Rm)→ Rq such that
f(x, u) = Mψ(x, u)
h(x, u) = Lψ(x, u)
(2)
where M ∈ Rn×q and L ∈ Rr×q are constant matrices. More-
over, each ψk is a function of small subset of {x1, ..., xn}.
Assumption 2 is necessary to ensure the scalability of the
convex restriction. Implications of these assumptions in the
context of power flow equations will be discussed later.
3B. Power Flow Equation and Operational Constraints
Consider a power network as a directed graph G(N , E)
where each node in N represents a bus, and each edge in
E ⊆ N ×N represents a transmission line. For each transmis-
sion line l, we will denote its from bus with superscript f, and
its to bus as superscript f. Nslack denotes the slack bus with
fixed voltage magnitude and phase angle, and Nns = N\Nslack
denotes the set of non-slack buses. The set of PV buses and
PQ buses are denoted by Npv and Npq, respectively. Set of
generator buses are denoted by NG = Npv ∪ Nslack. Consider
the following AC power flow equations in polar coordinates
with operational constraints:
pinji =
∑
k∈N
vivk(Gik cos θik +Bik sin θik), i ∈ N ,
qinji =
∑
k∈N
vivk(Gik sin θik −Bik cos θik), i ∈ N ,
(3)
qmini ≤qinji ≤ qmaxi , i ∈ NG (4a)
vmini ≤vi ≤ vmaxi , i ∈ Npq (4b)
ϕminl ≤θfl − θtl ≤ ϕmaxl , l ∈ E . (4c)
where pi and qi are the active and reactive power injection,
and θi and vi are the phase angle and voltage magnitude at
bus i. θfl − θtl denotes the phase difference between from and
to end of the transmission line l. The operational constraints
considered here are reactive power limits and voltage magni-
tude limits at the generators and phase angle difference limits
on transmission lines.
In the steady-state analysis of power grids, the system
operator has control over the generators, which is denoted
by u. In this paper, the feasibility of active power injection
at non-slack buses will be considered so that u = pinjns . The
reactive power injection at PQ buses and voltage magnitude
at PV buses are assumed to be fixed to constant values
although the framework can be extended to include them. The
corresponding internal states are x =
[
θTns v
T
pq
]T
. The system
operators need to decide the set the control variable subject
to the power flow feasibility set in equation (3) and (4). Our
objective is to find a non-conservative subset around some
known operating point.
The known operating point in Assumption 1 can be naturally
chosen by the current operating point. It implies that
1. the system is operating at a normal condition where the
operational constraints are respected, and
2. the system is not operating at the solvability boundary of
the power flow equation.
Assumption 2 is naturally satisfied for the power flow equa-
tions because it can be decomposed by the nonlinearity in-
volved in transmission lines and the shunt elements. The basis
functions can be chosen to be vivk cos(θik) and vivk sin(θik)
for each transmission line and the voltage magnitude squares.
Since the electric grid is a sparsely connected network, the
number of basis functions grows approximately proportionally
with respect to the system size.
C. Fixed Point Representation
The power flow equations can be converted into an equiva-
lent fixed point form inspired by the Newton-Raphson method.
Let us define the residues of basis functions around the
nominal operating point as follows:
g(x, u) = ψ(x, u)− Jψ,0x. (5)
where Jψ,0 = ∂ψ∂x
∣∣
x0,u0
. Note that the power flow Jacobian
is a linear transformation of the basis function Jacobian (i.e.
Jf,0 = MJψ,0). The equality constraint can be written as
f(x, u) = Jf,0x+Mg(x, u), (6)
where Mg(x) represents higher order terms of f(x, u) after
linearization. From Assumption 1, the power flow Jacobian is
invertable, and the equality constraint can be written in the
following fixed point form:
x = −J−1f,0Mg(x, u). (7)
The fixed point condition in Equation (7) is an equivalent
constraint to the equality condition in (1a).
Remark 3. The fixed point form in Equation (7) is in the
same form as a Newton-Raphson iteration.
The Newton-Raphson method is one of the most popular
algorithms for solving nonlinear equations including steady-
state power flow equations [28]. This is widely used in practice
due to its fast convergence to the solution given a good initial
guess. The difference here is that the Jacobian is fixed at
the base operating point while the Newton-Raphson method
updates the Jacobian at every iteration. Newton-Raphson fixed
point form converges quadratically in the vicinity of the
solution, and it plays an important role in deriving solvability
condition.
III. DERIVATION OF CONVEX RESTRICTION
In this section, we describe the procedure for constructing
the convex restriction for given equality and inequality con-
straints.
A. Convex Restriction of Inequality Constraints
First, let us consider the convex restriction of inequality
constraints and ignore equality constraints. This case is much
straight forward than the convex restriction with equality
constraints. Suppose a vector of functions h(x, u) and h(x, u)
establishing bounds on individual components:
hk(x, u) ≤ hk(x, u) ≤ hk(x, u). (8)
hk(x, u) and hk(x, u) are referred as the under-estimator and
over-estimator of hk(x, u), respectively. Following Lemma
shows an interesting comparison between the convex restric-
tion and convex relaxation of inequality constraints.
Lemma 1. Suppose under and over-estimators hk(x, u) and
hk(x, u) are convex functions. If (x, u) is feasible for
h(x, u) ≤ 0, then
h(x, u) ≤ 0, (9)
4and the above condition forms the convex relaxation of the
feasibility set. If
h(x, u) ≤ 0, (10)
then (x, u) is feasible for h(x, u) ≤ 0, and the above condition
forms the convex restriction of the feasibility set.
Fig. 2. The relaxation and restriction of inequality constraints.
Lemma 1 shows a simple contrast between the relaxation
and restriction, and Figure 2 graphically illustrates their dif-
ferences. One observation is that the relaxation requires an
envelope that encloses a convex set while the restriction
requires its complementary space to enclose a convex set.
In this paper, convex envelopes refer to the convex over-
estimator and concave under-estimator, and concave en-
velopes refer to the concave over-estimator and convex under-
estimator. Examples of these envelopes are shown in Figure
3. The convex envelope encloses a convex region, and it is
widely used in convex relaxations of non-convex optimization
problems [7], [29]. As it was shown in Lemma 1, it turns out
that concave envelopes are necessary for constructing convex
restriction of inequality constraints. Later, we will show that
even for the restriction of nonlinear equality constraints, con-
cave envelopes need to be used to enforce convexity to the
inner approximation.
Fig. 3. Examples of the convex and concave envelope.
B. Preliminaries for Convex Restriction of Equality Con-
straints
In this section, the convex restriction of equality constraints
will be presented. The derivation will rely on Brouwer’s Fixed
Point Theorem, which provides a sufficient condition for the
solvability of the equality constraint. Given the fixed point
equation in (7), the theorem states the following.
Theorem 1. (Brouwer’s Fixed Point Theorem) Let F : P →
P be a continuous map where P is a compact and convex set
in Rn. Then the map has a fixed point in P , namely x = F (x)
has a solution in x ∈ P .
Brouwer’s Fixed Point Theorem provides a sufficient con-
dition for the existence of a solution in the internal states. The
control variables u can be considered as external parameters
changing the fixed point equation in (7), which leads to the
following Lemma.
Lemma 2. If −J−1f,0Mg(x, u) ∈ P for all x ∈ P , then u is
solvable and has at least one solution in x ∈ P .
Proof. Let F (x) = −J−1f,0Mg(x, u). Then, there exist a
solution x ∈ P from Brouwer’s Fixed Point Theorem.
The existence of any self-mapping set guarantees the ex-
istence of a state solution, and the self-mapping set is not
unique. This brings the idea of proposing a class of convex
and compact set parametrized by some variable denoted by
b ∈ Rp. Instead of finding a single self-mapping set, a
class of set can be used to check the Brouwer’s Fixed Point
condition, and the solvability region will be the union of all
control variables that have a self-mapping set in the state
space. The self-mapping set will be denoted by P(b) to
show that it is parametrized by b. Then, the existence of
b such that −J−1f,0Mg(P(b), u) ⊆ P(b) is sufficient for the
Brouwer’s Fixed Point condition. This idea can be interpreted
as lifting the optimization variables to include additional
variable b where the construction of convex restriction is less
conservative.
C. Self-mapping with a Polytope Set
While the self-mapping set can be any convex and compact
set, a polytope will be considered in this paper. There is a
significant computational advantage of using polytope because
the set is described by inequality constrains involving just
linear transformations. Let us consider a non-empty compact
polytope set P ,
P(b) = {x | Ax ≤ b}, (11)
where A ∈ Rp×n is a constant matrix, and b ∈ Rp is a
vector of variables. The matrix A is chosen such that it forms
intervals that bounds the nonlinearity involved in the basis
functions. For example, sin(θf−θt) can be effectively bounded
by choosing A to be the incidence matrix. When the angle
difference θf − θt = ET θ has tight upper and lower bounds,
then sin(θf−θt) can be also tightly bounded. By fixing A to be
a constant matrix, the linear transformation does not introduce
any extra complexity.
Lemma 2 provides a sufficient condition for the existence of
internal states in P . The condition can be extended to include
inequality constraint by ensuring the self-mapping set resides
inside the inequality constraints. If h(u, x) ≤ 0 for all x ∈
P , the internal state solution should also satisfy h(u, x) ≤
0. The self-mapping condition and the feasibility condition
are illustrated in Figure 4, and this is stated formally in the
following Lemma.
5Fig. 4. The self-mapping is illustrated in this figure in the domain of X .
Here, H(u) = {x | h(x, u) ≤ 0}, and existence of the self-mapping set
P(b) ensures solvability and feasibility of u.
Lemma 3. u is feasible and there exists a corresponding state
solution that satisfies x ∈ P(b) if there exists b ∈ Rp such
that
∀x ∈ P(b), −J−1f,0Mg(x, u) ∈ P(b),
∀x ∈ P(b), h(x, u) ≤ 0. (12)
Proof. The first condition ensures the self-mapping under the
map x → −J−1f,0Mg(x, u), and thus there exists a solution
u for the equality constraint in equation (1a) with x ∈ P(b)
by Lemma 2. The second condition ensures P(b) belongs to
the feasible set for inequality constraint in equation (1b). u
satisfies both constraint in (1a) and (1b), and thus belongs to
the feasibility set.
Notice that the conditions are described as an intersection
of two containment conditions on the self-mapping set. The
self-mapping condition for solvability can be re-written as the
following condition.
Lemma 4. u is solvable and there exists a corresponding state
solution that satisfies x ∈ P(b) if there exists some b ∈ Rp
max
x∈P(b)
Kg(x, u) ≤ b (13)
where K = −AJ−1f,0M .
Proof. The above condition is a sufficient condition to
−AJ−1f,0Mgf(x, u) ≤ b for all x ∈ P(b), which shows the
self-mapping of P(b). Then, there exists a solution x ∈ P(b)
from Lemma 3.
In the next section, we find the upper-bound of the left-hand
side of inequality (13) by using the concave envelopes.
D. Enclosure of Concave Envelope
Consider over-estimator and under-estimator of g(x, u),
denoted by g(x, u) and g(x, u):
g
k
(x, u) ≤ gk(x, u) ≤ gk(x, u). (14)
While the above envelope gives the bound for all x, the
inequality condition in Lemma 4 requires the bound over the
set P . Suppose the domain of x is restricted to P , and let us
establish the bound over the self-mapping set. This bound is
given by the following definition:
gP,k(u, b) = max
x∈P(b)
gk(x, u), (15a)
gP,k(u, b) = minx∈P(b)
g
k
(x, u), (15b)
Given this definition, they establish the bounds on gk(x, u)
such that
gP,k(u, b) ≤ gk(x, u) ≤ gP,k(u, b), ∀x ∈ P(b). (16)
This forms a compact region that contains the nonlinearity in
P as illustrated in Figure 5. The self-mapping set could be
interpreted as intervals of some transformed variables.
Fig. 5. gk(u, b) and gk(u, b) define maximum and minimum bounds of gk
over P . The dashed box contains all the nonlinearity over P . Notice that the
upper bound always occur at the extreme points when the concave envelopes
are used.
E. Enforcing Convexity by Vertices Tracing
This section introduces the vertices tracing, which is one
of the key concepts that allow the scalable construction of
convex restriction. Let us denote Pk be the polytope formed in
the space of variables involved in gk. Then the interval bound
defined in Equation (15) can be rewritten by the following
Lemma.
Lemma 5. Suppose gk(v, u) and gk(v, u) are convex and
concave functions. gP,k(u, b) and gP,k(u, b) in (15) are also
convex and concave in (u, b) and are given by
gP,k(u, b) = max
v∈∂Pk(b)
gk(v, u), (17a)
gP,k(u, b) = minv∈∂Pk(b)
g
k
(v, u) (17b)
where ∂Pk(b) denotes the vertices of polytope Pk(b).
Proof. Since gk(v, u) is a convex function and P(b) is a
convex function, its maximum always occur at the extreme
points. Moreover, Equation (17a) is a point-wise maximum
over all vertices, therefore the convexity is preserved with
respect to both u and b [30]. g
k
(v, u) can be proved in the
same way.
6Remark 4. Given Assumption 2, the number of variables
involved in ψk is small. Then, the number of vertices of Pk
is also small.
Given the interval bound defined by Equation (17), the
convexity can be enforced to the self-mapping condition
in Lemma 4. First, positive and negative parts of matrix
K ∈ Rp×q are defined as K± ∈ Rp×q with
K+ij =
{
Kij if Kij > 0
0 otherwise
K−ij =
{
Kij if Kij < 0
0 otherwise
(18)
where Kij refer to ith row and jth column of matrix K. So
K = K+ + K− and ±K±ij ≥ 0. The next lemma provides
a convex upper-bound for left-hand side of Equation (13) in
Lemma 4.
Lemma 6. For matrix K ∈ Rp×q , there exists a nonlinear
map w : (Rm,Rp)→ Rp such that every entry wi(u, b) is a
convex function with respect to (u, b) and
max
x∈P(b)
Kg(x, u) ≤ w(u, b). (19)
w(u, b) is given by
w(u, b) = K+gP(u, b) +K
−gP(u, b). (20)
Proof. Since gP(u, b) and gP(u, b) are upper and lower
bounds on g(x, u),
Kg(x, u) ≤ K+gP(u, b) +K−gP(u, b)
for all x ∈ P(b). Moreover, gP(u, b) and −gP(u, b) are con-
vex and concave functions from Lemma 5, and K+ and −K−
have non-negative entries. Therefore, convexity is preserved to
w(u, b) [30].
Lemma 6 provides us with a convex over-estimator of the
self-mapping condition, and it is important to note that the
function is convex. Let us first consider only the equality con-
straint in Equation (1a), then the following Theorem provide
the convex restriction of solvability sets.
Theorem 2. Given a nonlinear equality constraint in Equation
(1a), u is solvable if there exists b ∈ Rp such that
K+gP(u, b) +K
−gP(u, b) ≤ b. (21)
Moreover, x ∈ P(b).
Proof. From Lemma 6,
max
x∈P(b)
Kg(x, u) ≤ K+gP(u, b) +K−gP(u, b) ≤ b.
Thus maxx∈P(b)Kg(x, u) ≤ b, and u is solvable with x ∈
P(b) from Lemma 4.
In order to incorporate inequality constraints, let us define
the bound on ψ(x, u) using Lemma 5:
ψP,k(u, b) = max
v∈∂Pk(b)
ψk(v, u) (22a)
ψP,k(u, b) = minv∈∂Pk(b)
ψ
k
(v, u). (22b)
A convex sufficient condition for hk(x, u) ≤ 0 for all
x ∈ Pk(b) can be derived using Lemma 6. This ensures the
self-mapping set is contained in the feasible set for inequal-
ity constraint (i.e. P(b) ⊂ H(u)). The following Theorem
provides the convex restriction of feasibility set, which is the
main result in this paper.
Theorem 3. (Convex Restriction) Given nonlinear equality
and inequality constraints in Equation (1a) and (1b), u is
feasible if there exists b ∈ Rp such that
K+gP(u, b) +K
−gP(u, b) ≤ b
L+ψP(u, b) + L
−ψP(u, b) ≤ 0.
(23)
Proof. Constraint K+gP(u, b) +K
−gP(u, b) ≤ b ensures the
existence of solution according to Theorem 2. The second
condition ensures that the polytope P(b) lies within the
feasible region of inequality constraint. That is
max
x∈P(b)
Lψ(x, u) ≤ L+ψP(u, b) + L−ψP(u, b) ≤ 0.
Therefore, this is a sufficient constraint for solvability of
equation (1a) and feasibility of equation (1b).
Note that the left-hand side of inequality (23) are convex
functions as shown in Lemma 6. Therefore Equation (23) pro-
vides convex conditions and is a sufficient convex condition for
feasibility, which was the objective of the convex restriction.
Moreover, the convex restriction guaranteed to be non-empty
given a feasible base point stated in Assumption 1.
Remark 5. If gi(x0, u0) = gi(x0, u0), and ψi(x0, u0) =
ψ(x0, u0) (i.e. concave envelopes are tight and feasible at the
base point), then the convex restriction in Equation 23 is non-
empty and contains the base point.
Proof. Since P(b) = {x | Ax ≤ b} is closed, there exists bˆ
such that P(bˆ) = {x0}. Given the concave envelopes are tight
at the base point and the base point is feasible (Assumption
1),
K+gP(u0, bˆ) +K
−gP(u0, bˆ) = Kg(x0, u0) = bˆ
L+ψP(u0, bˆ) + L
−ψP(u0, bˆ) = Lψ(x0, u0) ≤ 0.
The condition in Theorem 3 is always satisfied at the base
point, and thus the convex restriction contains the base point
and is non-empty.
From the above remark, a non-empty convex restriction can
be always constructed around a feasible base point. The current
or planned operating point can be naturally used as the base
point for power flow feasibility set, which is given to the
system operators through measurements. By changing the base
point to different space within the feasible region, the convex
restriction can be constructed at an arbitrary location.
IV. CONVEX RESTRICTION OF POWER FLOW FEASIBILITY
SET
In this section, the convex restriction is constructed for
the AC power flow equations in polar coordinates. The polar
7representation includes the voltage magnitude explicitly in
the equation, and it is convenient to enforce the feasibility
of voltage magnitude and phase limits. The AC power flow
equations in equation (3) can be written in the complex plane
for all i ∈ N :
pinji + jq
inj
i =
∑
k∈N
Y Hik vivke
−jθik , (24)
where Yik = Gik + jBik, and Y Hik is the conjugate of Yik.
Suppose the feasible base point has the state θ0 and v0, then
pinji + jq
inj
i =
∑
k∈N
(
Y Hik e
−jθ0,ik) vivke−j(θik−θ0,ik), i ∈ N ,
(25)
where the base point phase is combined with the admittance
matrix. Then, the phase-adjusted admittance matrix can be
defined as G˜ik + jB˜ik = Y Hik e
−jθ0,ik . Let us define the
difference in angle as ϕ = ET θ and ϕ˜ = ET θ − ET θ0
where E is the incidence matrix of the network. This can be
expressed with trigonometric functions for i ∈ Nns for active
power and i ∈ Npv for reactive power,
pinji =
∑
l∈E
vflv
t
l(Ĝ
c
ik cos ϕ˜l + B̂
s
ik sin ϕ˜l) +Giiv
2
i
qinji =
∑
l∈E
vflv
t
l(Ĝ
c
ik sin ϕ˜l − B̂sik cos ϕ˜l)−Biiv2i ,
(26)
where vf ∈ R|E| and vt ∈ R|E| are voltage magnitudes at the
from and to bus of transmission lines. The constant matrices
Ĝc, Ĝs, B̂c, B̂s ∈ R|N |×|E| are defined as
Ĝckl =

G˜ik if i = lf
G˜ki if i = lt
0 otherwise
Ĝskl =

G˜ik if i = lf
−G˜ki if i = lt
0 otherwise
, (27)
where lf and lt are the from and to bus of transmission line
l. Other matrices Ĝs, B̂c and B̂s are defined in the same way
by simply replacing the variables.
The advantage of using Equation (26) over (3) is that
the concave envelope over trigonometric function can be
systematically derived while ensuring zero gap between over
and under-estimator at the base point. From the power flow
equations, basis functions are chosen to be
ψ(x, u) =

pinj
qinj
vfvt cos ϕ˜
vfvt sin ϕ˜
v2
 . (28)
With the given basis functions, the equality constraint is
f(x, u) = Mψ(x, u) = 0 where
M =
[
I 0 −Ĝcns −B̂sns −Gdns
0 I B̂cpq −Ĝspq Bdpq
]
. (29)
I and 0 are an identity matrix and a zero matrix with
appropriate sizes. Gd and Bd are diagonal matrices with its
diagonal elements equal to diagonals of G and B, respectively.
Ĝcns denotes a matrix with only non-slack bus rows from G˜
c,
and Ĝcpq denotes a matrix only pq bus rows from G˜
c. B̂cns and
B̂cpq are built in the same way. Given the basis functions in
(28), its residues computed using Equation (5),
g(x, u) =

pinjns
qinjpq
vfvt cos ϕ˜− vf0vt − vfvt0
vfvt sin ϕ˜− vf0vt0ϕ
v2 − 2v0v
 , (30)
where the omitted product is overloaded to element-wise
product. For example, vfvt cosϕ is element-wise product of
vf, vt, and cosϕ. The self-mapping polytope is chosen as
P = {x | Ax ≤ b} where
A =

ETns 0
0 I
−ETns 0
0 −I
 and b =

ϕ
vpq
−ϕmin
−vpq
 (31)
and Ens is the incidence matrix with rows chosen for only
non-slack buses. By choosing A as the above, b has an
interpretation of upper and lower bounds of ϕ and vpq.
The operational constraints on the voltage magnitude and
phase angles can be written as Ax ≤ bmax where
bmax =
[
ϕmaxT vmaxpq
T −ϕminT −vminpq T
]T
. (32)
The reactive power limit constraint on PV buses can be
written as Lψ(x, u) ≤ d where
L =
[
0 0 −B̂cpv Ĝspv −B̂dpv
0 0 B̂cpv −Ĝspv B̂dpv
]
, d =
[
qmaxpq
−qminpq
]
. (33)
The inequality constrained set is then H(u) = {x | Ax ≤
bmax, Lψ(x, u) ≤ d}. The self-mapping set belongs to the
inequality constrained set (P ⊆ H(u)) if b ≤ bmax and
L+ψ(u, b) + L−ψ(u, b) ≤ d. The trigonometric terms and
its product with voltage magnitudes are bounded effectively
by the phase angle differences and voltage magnitudes. In the
next section, quadratic concave envelopes will be derived for
bilinear and trigonometric functions, and the convex restriction
will be constructed with convex quadratic constraints.
A. Quadratic concave envelopes
The main nonlinearities involved in the power flow equa-
tions in polar coordinates are the quadratic, trilinear and
trigonometric functions. Following corollaries provide concave
envelopes for commonly used functions that can be used as
building blocks for bounding more complicated functions.
Corollary 1. Quadratic functions can be bounded by the
following concave envelopes with the base point at x0:
x2 ≥ 2x− x20
x2 ≤ x2. (34)
8Corollary 2. Bilinear functions can be bounded by the fol-
lowing concave envelopes with some ρ1, ρ2 > 0 and the base
point x0, y0:
xy ≥ −1
4
[ρ1(x− x0)− 1
ρ1
(y − y0)]2
+ x0y + xy0 − x0y0
xy ≤ 1
4
[ρ2(x− x0) + 1
ρ2
(y − y0)]2
+ x0y + xy0 − x0y0.
(35)
The over-estimator is tight along ρ2(x−x0)− 1ρ2 (y−y0) =
0, and the under-estimator is tight along ρ2(x− x0) + 1ρ2 (y−
y0) = 0. Both over and under-estimators are tight at the base
point, (x0, y0).
Corollary 3. Trigonometric functions can be bounded by the
following quadratic concave envelopes for all θmax ∈ [0, pi]
and θmin ∈ [−pi, 0]:
sin θ ≥ θ +
(
sin θmax − θmax
(θmax)2
)
θ2, θ < θmax
sin θ ≤ θ +
(
sin θmin − θmin
(θmin)2
)
θ2, θ > θmin,
(36)
and for all θ:
cos θ ≥ 1− 1
2
θ2
cos θ ≤ 1.
(37)
Fig. 6. Illustration of concave envelopes in Corollary 2 and 3. In (c), θmax
and θmin is drawn with yellow dashed line.
Envelopes for quadratic, bilinear and trigonometric func-
tions are illustrated in Figure 6. More complicated functions
such as trilinear functions can be bounded by cascading bilin-
ear concave envelope. For example, vflv
t
l cos ϕ˜l can bounded by
defining an intermediate variable vvl = vflv
t
l, and the bilinear
envelope can be applied to vvl and vvl cos ϕ˜l. In the following
Lemma, we finally state the analytical expression of the convex
restriction of the power flow feasibility set.
Corollary 4. (QC Restriction of Power Flow Equations
with Operational Constraints) The control variable u = pns
has at least one internal state solution, x =
[
θTns v
T
pq
]T
satis-
fying power flow equations in (3) and operational constraints
in (4) if there exists b ∈ Rp such that
K+gP +K
−gP ≤ b
L+ψP + L
−ψP ≤ d, b ≤ bmax
(38)
where
b =
[
ϕT vTpq −ϕT −vTpq
]T
gP =
[
pTns q
T
pq g
C
P
T
gSP
T
gQP
T
]T
gP =
[
pTns q
T
pq g
C
P
T
gSP
T
gQP
T
]T
ψP =
[
pTns q
T
pq ψ
C
P
T
ψ
S
P
T
ψ
Q
P
T
]T
ψP =
[
pTns q
T
pq ψ
C
P
T
ψSP
T
ψQP
T
]T
.
(39)
These are convex quadratic constraints that provide a convex
restriction of power flow feasibility set.
gCP,l, g
S
P,l and g
Q
P,l denote the variables representing interval
bounds of nonlinear elements in Equation (30). Their explicit
bounds are provided in the Appendix.
Remark 6. The number of constraints grows linearly with
respect to the number of buses and number of lines. The
number of constraints involved in Corollary 4 is less than
a|N | + b|E| where |N | and |E| are number of buses and
transmission lines, and a and b are constants independent of
the system size.
B. Visualization of Convex Restrictions
This section provides visualization of the convex restriction
in 2-dimensional space where the constraints were imple-
mented in JuMP/Julia [31]. The plots were drawn by varying
two control variables and fixing all the others control variables.
This creates a cross section of the feasibility set that cuts
through the base point. The actual feasible set was solved
using the Newton-Raphson method in MATPOWER package,
and the same data set was used for convex restriction [27].
Figure 8 shows convex restriction for a modified 9 bus
system. The voltage magnitude limits were set to 1% deviation
in order to create a clear non-convexity in the plot. The
convex restriction was plotted by testing the feasibility of
the constraint by checking violation of any operational limits.
Figure 7 shows test results in a larger system for IEEE 14
bus, 30 bus, 39 bus, and 118 bus systems. The operational
limits were provided in pglib library v19.01 without any
modification. The results showed that the convex restriction
is tight along some of the boundaries compared to the true
feasibility set.
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Fig. 7. Convex restrictions of feasible active power injection set in 14, 30, 39 and 118 bus system are shown. Figure (a) to (d) only considers the voltage
magnitude limits, and Figure (e) to (h) considers both voltage magnitude and reactive power limits. Thick blue lines show the solvability boundary. Solid
yellow lines show reactive power upper limit and dashed yellow lines show reactive power lower limits.
Fig. 8. Convex restriction of feasible active power injection set in 9 bus
system with the voltage limit of 1% deviation from the base operating point.
Red dot denotes the base point. Solid blue lines show voltage magnitude upper
limits and dashed blue lines show voltage magnitude lower limits.
V. CONCLUSION
This paper proposed the convex restriction of a general
feasibility set and presented its application to power flow
equations with operational constraints. These results give new
insights and understandings of power flow feasibility sets as
a counterpart to the convex relaxation. The convex restriction
of power flow feasibility set was constructed in a closed-form
expression with convex quadratic constraints. The reliability
of the power grid is the top priority in the operation and
analysis, and the convex restriction gives a guarantee for
a steady-state solution that respects operational constraints.
Cross section plots of the Convex restriction in IEEE test cases
showed that our construction is very close to the true feasible
region along some of the boundaries. For future works, our
closed-form expression can replace power flow equations to
design tractable algorithms in OPF and steady-state security
assessment.
APPENDIX
The bounds over the self-mapping set used in the convex
restriction of power flow feasibility sets are listed here. The
self-mapping set forms an intersection of intervals given by
ϕl ∈ [ϕl, ϕl] and vi ∈ [vi, vi] for all l ∈ E and i ∈ N . These
are results directly from Lemma 5 with envelopes presented
in Corollary 1, 2 and 3. ρ1 = ρ2 = 1 was used for bounding
bilinear functions.
A. Interval bound for cosine function
gcosl = cos ϕ˜l − 1 over ϕl ∈ [ϕl, ϕl] is bounded by the
following inequalities for all l ∈ E :
gcosl ≥ 0, gcosl ≤ −
(ϕi,l − ϕ0,l)2
2
.
where ϕi,l ∈ {ϕl, ϕl}.
B. Interval bound for sine function
gsinl = sin ϕ˜l over ϕl ∈ [ϕl, ϕl] is bounded by the following
inequalities for all l ∈ E :
gsini,l ≥ (ϕi,l − ϕ0,l) +
(
sinϕminl − ϕminl
(ϕminl )
2
)
(ϕi,l − ϕ0,l)2
gsin
i,l
≤ (ϕi,l − ϕ0,l) +
(
sinϕmax
l
− ϕmax
l
(ϕmax
l
)2
)
(ϕi,l − ϕ0,l)2
ϕ
l
≤ ϕmax
l
, ϕl ≥ ϕminl .
where ϕi,l ∈ {ϕl, ϕl}.
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C. Interval bound for bilinear function
gvv = vflv
t
l − vf0,lvt0,l over vi ∈ [vi, vi] is bounded by the
following inequalities for all l ∈ E :
gvvj,l ≥
1
4
(∆vfj,l + ∆v
t
j,l)
2 + vf0,l∆v
t
j,l + ∆v
f
j,lv
t
0,l
gvv
j,l
≤ −1
4
(∆vfj,l −∆vtj,l)2 + vf0,l∆vtj,l + ∆vfj,lvt0,l
gvv
l
≤ gvv
j,l
, gvvl ≥ gvvj,l.
for each (vfj,l, v
t
j,l) ∈ {(vfl, vtl), (vfl, vtl), (vfl, vtl), (vfl, vtl)}
and ∆vl = vl − v0,l denotes difference respect to the base
point.
D. Interval bound for vfvt cosϕ
gC = vfvt cosϕ and gC = vfvt cosϕ − vf0vt − vfvt0 over
vi ∈ [vi, vi] and ϕl ∈ [ϕl, ϕl] are bounded by the following
inequalities for all l ∈ E :
ψ
C
P,l ≥ gvvj,l + vf0,lvt0,l
ψCP,l ≤ −
1
4
(gvvj,l − gcosl )2 + vf0,lvt0,lgcosl + gvvj,l + vf0,lvt0,l
gCP,l ≥ gvvj,l + vf0,lvt0,l − vf0,lvtj,l − vfj,lvt0,l
gCP,l ≤ −
1
4
(gvvj,l − gcosl )2 + vf0,lvt0,lgcosl + gvvj,l + vf0,lvt0,l
− vf0,lvtj,l − vfj,lvt0,l.
for each combination of gvvl ∈ {gvvl , gvvl } and gsini,l ∈{gcosi,l , gcosi,l }.
E. Interval bound for vfvt sinϕ
ψS = vfvt sinϕ and gS = vfvt sinϕ − vf0vt0ϕ over
vi ∈ [vi, vi] and ϕl ∈ [ϕl, ϕl] are bounded by the following
inequalities for all l ∈ E :
ψ
S
P,l ≥
1
4
(gvvl + g
sin
i,l )
2 + vf0,lv
t
0,lg
sin
i,l
ψSP,l ≤ −
1
4
(gvvl − gsini,l )2 + vf0,lvt0,lgsini,l
gSP,l ≥
1
4
(gvvl + g
sin
i,l )
2 + vf0,lv
t
0,lg
sin
i,l − vf0,lvt0,lϕi,l
gSP,l ≤ −
1
4
(gvvl − gsini,l )2 + vf0,lvt0,lgsini,l − vf0,lvt0,lϕi,l.
for each combination of gvvl ∈ {gvvl , gvvl } and gsini,l ∈{gsini,l , gsini,l }.
F. Interval bound for v2
ψQ = v2 and gQ = v2−2v0v over vi ∈ [vi, vi] are bounded
by the following inequalities for all k ∈ N :
ψ
Q
P,k ≥ v2k
ψQP,k ≤ 2v0vk − v20 .
gQP,k ≥ v2k − 2v0vk
gQP,k ≤ −v20 .
where vk ∈ {vk, vk}.
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