Abstract. In this paper, we investigate the perturbation of the generalized Drazin invertible matrices and derive explicit generalized Drazin inverse expressions for the perturbations under certain restrictions on the perturbing matrices.
1. Introduction. The Drazin inverse of an operator or a matrix has various applications in singular differential equations and singular difference equations, Markov chains, and iterative methods (see [1, 2, 3, 4, 16, 17, 22, 23, 30] ). In addition, the perturbation analysis of the Drazin inverse is important from the perspectives of both pure and computational mathematics (see [2] [3] [4] , [6] - [7] , [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] ). The perturbation results of the Drazin inverse of a closed linear operator can be applied to the solution of perturbed linear equations and to the asymptotic behavior of C 0 -semigroup of bounded linear operators [2, 16] .
Let X denote an arbitrary complex Banach space and B(X) denote the Banach algebra of all linear bounded operators on X. If A ∈ B(X), then R(A), N (A), σ(A) and γ(A) denote the range, the kernel, the spectrum and the spectral radius of A, respectively. Recall that an element B ∈ B(X) is the Drazin inverse of A ∈ B(X) provided that It is well-known that A ∈ B(X) has the Drazin inverse if and only if the point λ = 0 is a pole of the resolvent λ → (λI − A) −1 . The order of this pole is equal to i(A). Particularly, it follows that 0 is not the accumulation point of the spectrum σ(A) (see [1, 13, 17, 18] ). For a compact subset M of C, we use acc σ(M) to denote the set of all points of accumulation of M.
In [18] , Koliha introduced the concept of a generalized Drazin inverse (or GDinverse). The GD-inverse of an element A ∈ B(X) exists if and only if 0 / ∈ acc σ(A). If 0 / ∈ acc σ(A), then there exist open subsets U and V of C, such that σ(A)\{0} ⊂ U , 0 ∈ V and U ∩ V = ∅. Define a function f in the following way:
The function f is regular in a neighborhood of σ(A), i.e., it is analytic and singlevalued throughout a neighborhood of σ(A). The GD-inverse of A is defined as
where A 1 is invertible and A 2 is quasinilpotent. If we denote C A = A 1 ⊕ O and
with respect to the decomposition X = N (A π ) ⊕ R(A π ). In our paper, we consider the perturbation of the generalized Drazin inverses in more generalized cases as follows:
In the existing literature [2, 12, 19, 24, 25, 26, 27, 28, 29] , only are the following cases considered:
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• A 1 +U 11 is invertible, U 22 is quasinilpotent with A 2 U 22 = U 22 A 2 and U 12 = O.
• U 11 = O, U 22 is quasinilpotent and U 22 A 2 = O.
The main purpose of our paper is to study the perturbation of the GD-inverse A d of a bounded linear operator A and to obtain a bound for A + U ) d − A d under certain conditions on the perturbing operator U , usually of small perturbation. The error bounds for the perturbed GD-inverse without restriction on the perturbing matrix (or operator) are difficult to obtain. We derive explicit expressions of GD-inverse for the perturbations under certain restrictions on the perturbing operators.
Main results and proofs.
To prove the main results, we begin with some lemmas.
For µ ∈ C and K ⊂ C, we define dist(µ, K) = inf{|λ − µ| : λ ∈ K} if K = ∅ and dist(µ, ∅) = ∞. The following result establishes the spectral characterization of perturbation operators. Lemma 2.2. If A and U ∈ B(X), B = A+U and σ ǫ (A) = {λ : dist(λ, σ(A)) < ǫ}, then for every ǫ > 0 there exists δ > 0 such that σ(B) ⊂ σ ǫ (A) whenever U < δ. 
} is an open covering of the compact subset D\σ ǫ (A). So there is a finite subcovering {E µi , i = 1, 2, . . . , n} covering the subset D\σ ǫ (A). Put δ = min{1,
Additive perturbation results for the GD-inverse were investigated by many authors (see [5, 7, 8, 12, 13, 16] 
(2) [12, Theorem 2.1] Let A, B, A + B ∈ B(X) be GD-invertible and AB = BA. Then A + B is GD-invertible and
where A = C A + Q A and B = C B + Q B are known as the core-quasinilpotent decomposition of A and B, respectively.
. This is a contradiction.
For the Drazin index, if A and B are quasinilpotent, then i(A) and i(B) ∈ N ∪ ∞. The following results were first obtained by González and Koliha for the case that A and B are commuting quasinilpotent elements (see [2] ). In fact, if both i(A) and i(B) are finite or exactly one of i(A) and i(B) is finite (∞ − ∞ is not defined), then we have the following generalization.
Proof. It is easy to obtain 
If AB ∈ {O, ±A 2 , ±B 2 , ±BA}, in a similar way to the proof of the first step, we
The following result has been proved in [12] .
is GD-invertible and
First we discuss the GD-invertibility of the finite rank perturbation.
There exists a δ > 0 such that B = A + U is Drazin invertible for each U < δ if and only if dim[R(A π )] is finite.
Proof. "Necessity." Let P = A π be the spectral idempotent of A corresponding to {0}. Then A has the matrix form
with respect to the decomposition X = N (P ) ⊕ R(P ), where A 1 is invertible and
Then A 2 has the following operator matrix form
with respect to the space decomposition 
For small enough ǫ > 0, there exists two disjoint closed subsets M 1 and M 2 such that σ ǫ (A 1 ) = {λ : dist(λ, σ(A 1 )) < ǫ} and σ ǫ (A 2 ) = {λ : dist(λ, σ(A 2 )) < ǫ} are contained in the interior of M 1 and M 2 , respectively.
Since A π U (I − A π ) = O, U and B have the following operator matrix forms
with respect to the decomposition
is a finite subset of σ(B). Note that 0 / ∈ σ(A 1 +U 11 ). So 0 is not an accumulated point of σ(B). Therefore B = A + U is Drazin invertible. Definition 2.9. Let A ∈ B(X) be GD-invertible and δ > 0.
(ii) If the operator U is A δ −compatible and satisfies
(iii) If the operator U is A δ −compatible and satisfies AA π U = A π U A, and −1 is not the accumulation point of σ[(
Next we consider the perturbation of the generalized Drazin inverse. We need some notation. Let 
Theorem 2.10. Let A ∈ B(X) be GD-invertible. Then there always exists a δ > 0 such that A + U is GD-invertible whenever U ∈ B(X) is A 0 δ −compatible. In this case, we have
and the inequality
Proof. Let B = A+U and P = A π be the spectral idempotent of A corresponding to {0}. If U is A 0 δ −compatible, then A, U and B have the matrix forms
with respect to the decomposition X = N (P ) ⊕ R(P ), where A 1 is invertible, A 2 is quasinilpotent, U 22 is GD-invertible and 
whenever U < δ (this implies that U 11 < δ and U 22 < δ). So we have σ(A 1 + U 11 ) ∩ σ(A 2 + U 22 ) = ∅. It follows that σ(B) = σ(A 1 + U 11 ) ∪ σ(A 2 + U 22 ) by Lemma 2.1. Hence, there always exists a δ > 0 such that A 1 + U 11 is invertible whenever U < δ.
Since A π U is GD-invertible and AA π U = O, A 2 + U 22 is GD-invertible and is GD-invertible whenever U < δ. It follows that B = A + U is GD-invertible. By Lemma 2.7, we have
So we get
Note that A = A 1 ⊕ A 2 and A 1 + U 11 is invertible. Then i(A) = i(A 2 ) and i(B) = i(A 2 + U 22 ). Since A 2 is quasinilpotent, U 22 is GD-invertible and A 2 U 22 = O, we have
with respect to the decomposition R(A π ) = N (U 
The following result is an extension of [2, Theorem 2.3].
Theorem 2.11. Let A ∈ B(X) be GD-invertible. Then there always exists a δ > 0 such that A + U is GD-invertible whenever U ∈ B(X) is A −1 δ -compatible. In this case,
where
If A, U and B have the representations as (2.2), then
Let P 1 be the spectral idempotent of U 22 in the Banach algebra B R(A π ) corresponding to {0}. Then U 22 has the form U 22 = U 
Since A 2 commutes with P 1 , we have A 2 = A 
is GD-invertible. By Lemma 2.4, we have
Hence, by Lemma 2.2 and Lemma 2.3, there exists δ > 0, if U < δ, then A 1 + U 11 is invertible and A 2 + U 22 is GD-invertible. It follows that B = A + U is GD-invertible. By Lemma 2.7, we have
So we obtain
3. Special cases. Many interesting special cases of Theorem 2.10 and Theorem 2.11 were considered in [2, 23] , Some of them are generalizations of the well-known results. Wei and Wang [23] If A and U have the forms as (2.2), then condition (3.1) implies that U i2 = O (i = 1, 2). If δ is small enough, then the following result is a direct corollary of Theorem 2.10 and 2.11.
Castro González and Koliha [2] considered a perturbation of the Drazin inverse of A under the A-compatible conditions on U given by
and stated that U is inverse-A-compatible (alternatively norm-A-compatible) if U is A-compatible and satisfies I + A d U invertible (alternatively A d U < 1). Let A and U have the forms in (2.2). It is clear that if U is inverse-A-compatible, then U is A So the following result is a direct corollary.
Corollary 3.3. [2, Corollary 2.5] Let A ∈ B(X) be GD-invertible and B = A+U with U ∈ B(X) norm-A-compatible. Then
4. Concluding remarks. In this paper, we investigate the perturbation of the generalized Drazin invertible operators and derive explicit generalized Drazin inverse expressions for the perturbations under certain restrictions on the perturbing operators. It is natural to ask if we can extend our results to the W-weighted Drazin inverse [6, 10, 21] , which will be the future research topic.
