Abstract. We establish a result on the large sieve with square moduli. These bounds improve recent results by S. Baier [3] and L. Zhao [18] .
Introduction and Statement of the Main Results
Large sieve was an idea originated by J. V. Linnik [12] in 1941 while studying the distribution of quadratic non-residues. Refinements of this idea were made by many. In this paper, we develop an improvement for large sieve inequality for square moduli. More in particular, we aim to have an estimate for the following sum where henceforth M ∈ Z, Q, N ∈ N and {a n } is an arbitrary sequence of complex numbers. In the sequel, we set S(x) := M+N n=M+1 a n e (xn) , and Z := M+N n=M+1 |a n | 2 .
With q 2 replaced by q in (1.1), it is
This is in fact the consequence of a more general result first introduced by H. Davenport and H. Halberstam [6] in which the Farey fractions in the outer sums of (1.1) can be replaced by any set of well-spaced points. Montgomery and Vaughan [14] showed that the ≪ can be replaced by ≤ in (1.2). Literature abound on the subject of the classical large sieve. See [4, 6, 7, 9, 12, [14] [15] [16] . Applying the said more general result, (1.1) is bounded above by (1.3) ≪ (Q 3 + QN )Z, and ≪ (Q 4 + N )Z (See [1, 18] ). In [18] it was proved that the sum (1.1) can be estimated by
where the implied constant depends on ε. Also in [3] , it was shown that (1.1) is
Moreover, in the same paper [3] , Baier showed that (1.1) is
It was conjectured in [18] that (1.1) is (1.6) ≪ Q ε (Q 3 + N )Z.
Date: April 16, 2008. Furthermore, the inequality for higher power moduli were also studied in [1, 18] .
In this paper, we prove the following. This theorem provides a better majorant in the range N 1/3+ε ≤ Q ≤ N 5/12−ε and establishes the conjecture in (1.6) for the range Q ≫ N 2/5 . Theorem 1 reduces to counting Farey fractions with square denominators in short intervals. We do this counting in two ways. The first is a generalization of the techniques in [18] using estimates for certain Weyl sums, and the second is a more refined treatment of certain exponential integrals in [3] . The improvement comes from using different estimates for the integrals depending on the location of the stationary points of the integrals of interest and a more explicit evaluation of the quadratic Gauss sums from [3] . Theorem 1 follows when the two estimates are combined and compared with previously known results.
Furthermore, as an application of the large sieve for square moduli, we note the following Bombieri-Vinogradov type bound for prime squares. We have that, using (1.5) and arguments similar to those in the proof of the classical Bombieri-Vinogradov theorem,
for any A > 0. The restriction to only prime square moduli provides additional convenience in the reduction to primitive characters and the authors also believe that it is worthwhile to investigate results of this type for general sparse sets of moduli.
We note here that the above result has appeared in [2] while the present paper was under review. Moreover, the result improves some earlier results of Elliott [8] and Mikawa and Peneva [13] .
Preliminary Lemmas
In this section, we quote some lemmas that we shall use later. We shall need the following general version of the large sieve inequality.
be a sequence of real numbers. Suppose that 0 < ∆ ≤ 1/2 and R ∈ AE. Put
where x denotes the distance of a real x to its closest integer. Then
with an absolute ≪-constant.
Proof. This is Theorem 2.11 in [15] .
We also need the Poisson summation formula.
Lemma 2 (Poisson Summation Formula). Let f (x) be a function on the real numbers that is piece-wise continuous with only finitely many discontinuities and for all real numbers, a ∈ R, satisfies
Moreover, f (x) ≪ (1 + |x|) −c for some c > 1 with an absolute implied constant. Then we have
Proof. This is quoted in [5] .
We shall not succeed in proving our contention without the following lemma.
Lemma 3 (Weyl Shift). Let I be an interval of length N and f (x) be a polynomial of degree k ≥ 2 with real coefficients. Set κ = 2 k−1 and let the leading coefficient, the coefficient of
Then we have
where each r runs from 1 to N − 1 and x = min l∈Z |x − l|.
Proof. This is Lemma 5.6 in [17] .
We also need the following asymptotic formula for exponential integrals with weights.
Lemma 4 (Stationary Phase with Weights). Let f (z), g(z) be two functions of the complex variable z and [a, b] a real interval such that:
and the ≪-constants are absolute.
Let k be any real number, and if
, and so on, at a, x 0 , and b be characterized by the suffixes a, 0, and b respectively. Then, for some absolute constant C > 0, we have
Proof. This is Theorem 2.2. in [11] .
Then we need the following lemma for the estimation of exponential integrals. 
Proof. This is Lemma 3.1 in [10] .
We shall also need to transform and estimate certain Gauss sums. We define
We have the following lemma.
Lemma 6. Assuming that (a, c) = 1 and aa ≡ 1 mod c, we have
G(a, 0; c);
Proof. This is Lemma 7.11 in [10] .
To estimate these Gauss sums, we use the following Lemma.
Proof. This is (7.4.2) in [10] .
Counting Farey fractions in short intervals
We aim to estimate
It suffices to consider the above expression with the outer-most sum running over dyadic intervals. To that end, we begin with the following modified version of Lemma 1.
be two sequences of real numbers. Suppose that 0 < ∆ ≤ 1/2 and for every α ∈ R there exists β l with 1 ≤ l ≤ L such that
Proof. This follows easily from Lemma 1.
In our situation, let α 1 , ..., α R be the sequence of Farey fractions a/q 2 with Q < q ≤ 2Q, 1 ≤ a ≤ q and (a, q) = 1. We shall use Lemma 8 to estimate
and choose the β l 's in an appropriate way. First we set
Here and after, we set ⌈x⌉ = min l∈Z {l ≥ x} for x ∈ R. We want to show that the β l 's above satisfy the conditions of Lemma 8. By Dirichlet's approximation theorem, every α ∈ R can be written in the form
We must show that for every |z| ≤ (rτ ) −1 , there is a k ∈ Z with ⌈r
for the k's in question and for K = ⌈r
The left-hand side of (3.5) is 1
and thus the left-hand of (3.6) is
For z < 0, the arguments are similar.
For α ∈ Ê we put
Summarizing the above observations, we deduce the following.
Lemma 9. We have
Therefore, by the virtue of the preceding lemma, it suffices to estimate P (α) for α with
where k ∈ Z and ⌈r
We note that α satisfies (3.4) if it satisfies (3.9). Moreover, it is enough to consider only k > 0 since
Consequently, we assume henceforth that (3.10) z = 1/(kr 2 ) with k ∈ N and ⌈r
A first estimate for P (α)
First, we henceforth set φ(x) = sin πx 2x
2 , a constant multiple of Féjer kernel. We note that φ(x) is non-
We find it most convenient to choose φ(x) this way, since its Fourier transform is a function of compact support, specificallyφ
Now applying Poisson summation, Lemma 2, with a linear change of variable, to (4.1), we get that it is
More precisely, the above is
where the first term above corresponds to the contribution of j = 0. Applying Cauchy-Schwarz inequality, we see that the square of the above expression is bounded by
.
Applying Weyl Shift, Lemma 3, to the inner-most sum of the second term of the above, we see that the double sum of the said term is .
The inner sum of the above is
where we have used (3.4).
Combining everything, we have the following.
Theorem 2. Let ε > 0 be given and α satisfy (3.4). We have
where the implied constant depends on ε alone.
Transformation of P (α)
We first note that z ≥ ∆/2 by (3.9) and r ≤ 1/ √ ∆. If ∆/2 ≤ z ≤ ∆, then we have
0 ∆ by the first inequality of Lemma 6 in [3] . We note that this lemma remains valid, with a different ≪-constant, if the condition z ≥ ∆ in this lemma is replaced by z ≥ ∆/2.
Throughout the following, we assume that z ≥ ∆. With α of the form of (3.4),
we have, in a manner similar to Section 9 of [3] , for some absolute constant c,
where
Applying Poisson summation, Lemma 2, twice in the same way as in Section 9 of [3], we have
, G(j * b, l; r * ) is defined as in (2.1) and
Evaluation of the exponential integrals
We shall prove the following lemma in this section. Proof. In (1) of the lemma, we may assume, without the loss of generality, that B > 0 and A > 0. Then the left-hand side of (6.1) is, after the change of variables x = √ y,
We split the above integral into By the lemma concerning stationary phase, Lemma 4, with the choices
we have (6.6)
Now (6.5) and (6.6) imply (1) of the lemma upon taking a and b to zero and infinity, respectively.
To prove (2) Finally, if B = 0, then the integral on the left-hand side of (6.3) is
Hence we have proved the lemma.
Treatment of the simple cases
We now estimate the contributions of the simple parts of (5.3). The contribution of (5.3) with j = l = 0 is, taking note that r * = 1 if j = 0,
The contribution of j = 0 and l = 0 is
where the first of the above inequalities comes by the virtue of (6.3) and Lemma 7, and the second arrives by the following estimate.
If l = 0 and j/l ≤ 0, then it suffices to only consider that case in which j ≥ 0 since the other case is similar and satisfies the same upper bound. The contribution in question is, by the virtue of (6.2) and Lemma 7,
where we have used r * = 1 if j = 0. Consequently, the total contribution to (5.3) of the above cases is
Transformation of the remaining terms
We now consider the critical case when j/l > 0. Then it again suffices to only consider that case in which j > 0 since the other case is similar and satisfies the same upper bound. By the virtue of (6.1), Lemma 6 and Lemma 7, the contribution in question is majorized by the sum of
Since δ ≤ Q 0 and r * ≤ r, we find that (8.2) is majorized by
Now we break up the inner-most sum in (8.1) into a sum over the even l's and a sum over the odd l's. In the following, we deal only with the contribution of the even l's. The contribution of the odd l's can be estimated in a similar way and satisfies the same upper bound. Using Lemma 7, the part of (8.1) with 2|l is
We now apply partial summation to the inner-most sum of (8.3). It becomes
Note that the boundary terms vanish in the partial summation. Now we set
Then we break up the integral in (8.4) into integrals over the intervals [0,
The former of the two integrals is
and the integral in (8.5) is
and the latter is
and the integral in (8.6) is, for any C > 0,
Therefore, (8.4) is, for any C > 0,
Now we set
k * is a positive integer by (3.10) and the fact that r * |r. We further assume that b ≡ −a (mod r * ), with 1 ≤ a ≤ r * .
We write j * r * ≡ − r * j * + 1 j * r * (mod 1). Then
where we have used the relation r * j = rj * . We will use this relation in several places of the remainder of this paper. We now apply partial summation to the sum over l in (8.7) with the above inserted into the appropriate place. We get that the sum in question is
Now combining everything thus far, we have that the contribution from j's and l's with j/l > 0 is
where we have used the estimates
Application of Weyl shift
Now the inner-most sum in (8.9) can be estimated again using Weyl shift, Lemma 3. We have
Therefore, we infer that the double sum in the last term in (8.9) is,
where r * = r/t and j * = j/t. The first term in (9.1) is
where we have used the estimate
Now we apply Cauchy's inequality to the inner double sum of the second term of (9.1). We obtain that its square is
. Now to estimate (9.3), it suffices to estimate the number of solutions (j * , l, h) with
The number in question is majorized by the number of solutions in (j * , l, h) of the congruence
with j * , l and h satisfying (9.4). The above congruence is equivalent to
since (r * , j * ) = 1. First, if ±(k * r * + a)l = hr * , then every (j * , l, h) with J < j * ≤ 2J is a solution to (9.5). Moreover the number of solutions to ±(k * r * + a)l = hr * is at most H/(k * r * + a), since (k * r * + a, r * ) = 1. Hence the total number of solutions in this case is
Second if ±(k * r * + a)l = hr * , then we fix l and h. Hence the number of j * 's such that (j
Therefore, the total number of solutions in this case is
Now combining the two cases, we get that the number of solutions (j * , l, h) for (9.5) satisfying (9.4) is
We now write
and j * ,l = J<j * ≤2J 0<l≤2D(j * t) j * |(ar * +k * )l, (j * ,r * )=1
To estimate (9.3), it suffices to estimate the following.
J<j * ≤2J 0<l≤2D(j * t) 0≤h≤2J
(ar * +k * )l/j * =h/j 10. A second estimate for P (α)
We first assume that z ≥ ∆. Combining (7.3) and (9.8) and using ( Recalling that Q 0 = Q 2 , and using (5.1) in the case when ∆/2 ≤ z ≤ ∆, we have proved the following.
Theorem 3. Let ε > 0 be given and α satisfy (3.9). We have
Proof of Theorem 1
Finally, we are ready to prove Theorem 1. Noting r ≤ ∆ Choosing ∆ = N −1 and using Lemma 8 and Lemma 9 after dividing the outer-most sum in (3.1) into sums over dyadic intervals, we get that (3.1) is bounded by If Q > N 1/2 then the above majorizes the first quantity in (1.3) . Now comparing the above with (1.5), we have the theorem.
