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Abstract
High-order methods have the potential to achieve higher accuracy at lower cost
than lower order methods. This potential has been demonstrated conclusively
for smooth problems in the 1st International Workshop on High-Order Methods.
For non-smooth problems, solution based hp-adaptations offer the best promise.
Adjoint-based adaptive methods have the capability of dynamically distribut-
ing computing resources to areas which are important for predicting engineer-
ing performance parameters, such as lift or drag. This thesis presents a robust
and efficient adjoint-based adaptive high-order differential formulation for the
compressible Navier-Stokes equations, which can rapidly determine an accurate
estimate of an engineering output within a prescribed error threshold.
The flux reconstruction (FR) or the correction procedure via reconstruc-
tion (CPR) method used in this work is a high-order differential formulation.
We develop a parallel adjoint-based adaptive CPR solver which can work with
any element-based error estimate and handle arbitrary discretization orders for
mixed elements. First, a dual-consistent discrete form of the CPR method is
derived. Then, an efficient and accurate adjoint-based error estimation method
for the CPR method is developed and its accuracy and effectiveness are verified
for the linear and non-linear partial differential equations (PDE). For anisotropic
h-adaptations, we use a local output error sampling procedure to find the op-
timal refinement option. The current method has been applied to aerodynamic
problems. Numerical tests show that significant savings in the number of DOFs
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1.1 Background and Significance
With increased computational power and progress in numerical methods over the past several
decades, Computational Fluid Dynamics (CFD) is used routinely as the main design tool in
the design of aircraft to reduce design costs and improve the final product’s performance.
However, the current CFD tools cannot completely satisfy the requirements of accuracy,
efficiency and robustness over the entire flight envelope. The typical use of CFD in the
aerospace industry still relies heavily on the experience of the CFD users to generate grids
and perform error assessment, which introduce uncertainties to the final results. In the 3rd
AIAA Drag Prediction Workshop, a mesh refinement study was performed to two families
of meshes generated by NASA Langley and Cessna Aircraft Co. separately using their best
engineering practices [77]. The difference of 7 drag counts was found from a 2nd order CFD
solver between those two sets of meshes on the finest level, whose degree of freedom is 10
times more than a typical mesh commonly used for engineering problems in practice. A
difference of 7 drag counts, i.e. 7×10−4, is unacceptable for engineering purposes, which can
be translated into approximately 4-8 passengers for a large passenger airliner by a range-
equation analysis [31, 101]. A conclusion has been drawn in [77] that a 2nd order CFD
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method with best-practice meshes cannot resolve the full range of length scales shown in
the turbulent flow over relevant geometries. Efficiency and robustness requirements for the
high-fidelity simulations present challenges for the current CFD methods.
The objective of this work is to develop a robust and efficient CFD solver for compressible
Navier-Stokes equations that can provide reliable prediction of the design parameters of
interests within the engineering accuracy. A robust and efficient CFD method relies on two
key ideas: efficient high-order CFD methods and automated adaptation with a rapid reliable
error estimation. The solution strategy and adaptation must be fully autonomous with no
user interaction and no requirements for the user’s prior knowledge of the flow phenomena.
This section presents motivation and a review of the background for these ideas.
1.1.1 High-Order CFD Methods
Current production CFD codes used in the aerospace industry are either first or second order
accurate, which are usually called low order methods, while 3rd and higher order ones are
generally defined as high-order methods. A method is kth order accurate if the discretization
error is proportional to hk with h being a measure of the mesh size. This means that
when the mesh resolution is doubled, the solution error only decreases by a factor of 2 or
4 for 1st or 2nd order methods, while it can decrease by a factor of 2k (k > 2) for high-
order methods. Advantages of high-order methods are well recognized in the computational
fluid dynamics (CFD) community especially for problems requiring a high-level of accuracy,
such as vortex dominated flows, aeroacoustic noise predictions, large eddy simulation and
direct numerical simulation (DNS) of turbulent flows. The results of the First and Second
International High-order CFD Workshop indicate that, for smooth problems with smooth
geometries, high-order methods outperform low-order ones in terms of computing efficiency
and accuracy [113]. Because of the considerable potential, high-order methods have received
significant research interests in the global CFD community in the last two decades. A variety
of high-order methods have been developed. Refer to several books [45, 58, 116] and reviews
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[27, 115] for the state of the art and recent progress in the development of such methods.
Most high-order methods employ polynomials of degree 2 or higher to approximate the
solution (unknowns). In two dimensions, at least six degrees of freedom (DOFs) or solution
unknowns are required to build a degree 2 polynomial. Depending on how many DOFs are
available on a cell or element, multiple cells may be needed to build the solution polynomial.
For example, at least 5 neighboring cells are required to reconstruct a degree 2 polynomial
in a finite volume method, since each cell only has one DOF, the cell-averaged solution.
An alternative approach to build high-order polynomials is to put enough DOFs in each
element. In a discontinuous Galerkin (DG) [3, 5–7, 20–22, 37, 61, 80, 82, 83, 117], residual
distribution (RD) [3], spectral volume (SV) [69, 108, 114] /difference (SD) [59, 66, 69, 78, 99],
each cell has enough DOFs so that neighboring data is not required in building the solution
polynomial. Such methods are compact because only immediate face neighbors play a role
in updating the DOFs in the current cell. Compact methods are easy to implement on CPU
and GPU clusters because the amount of data communication is minimized.
In order to improve the efficiency of the DGmethod, high-order methods in the differential
form have been developed recently. The correction procedure via reconstruction (CPR)
method is a nodal differential formulation [51]. The element-wise discontinuous solution
polynomial is interpolated from the unknowns at a set of solution points. Furthermore,
to satisfy conservation at element interfaces, a new flux polynomial is reconstructed using a
correction function and the flux jumps on the element boundaries. This formulation has some
remarkable properties. The framework is easy to understand, efficient to implement and can
recover several known methods such as the DG, SG or the SV/SD methods. The framework
was applied to solve diffusion problems using quadrilateral meshes in [52]. Wang and Gao
extended the idea to 2D triangular [107] and mixed meshes with the lifting collocation penalty
(LCP) formulation. In [94], CPR was further extended to 3D hybrid meshes. Some recent
developments of the CPR method can be found in [15, 16, 35, 36, 53, 54, 89, 111]. This work
uses a high-order CPR discretization, and the state of the art of the CPR method is further
3
discussed in Chapter 2.
1.1.2 Error Estimation and Adaptation
The high-order methods have the potential of delivering higher accuracy with less CPU
time than lower order methods. However, the spatial operator is also more stiff than a
low order one. With the same number of DOFs, high-order methods do take longer CPU
time. For non-smooth problems, the advantage of high-order methods hinges on solution
based hp adaptations. The adaptive methods have the capability of dynamically distributing
computing resources to a desired area to achieve the required accuracy with minimal costs
[18, 24, 49, 72]. Thus, adaptive high-order methods have received considerable attention in
the CFD community [28, 32, 43, 103, 104, 109, 121]. Furthermore, reliable prediction of the
output of interest from the CFD simulation involves a robust and accurate error estimation.
The effectiveness of adaptive methods highly depends on the accuracy of the error esti-
mation. There are at least three major types of adaptation criteria: gradient or feature based
[4, 12, 42, 118], residual-based [1, 2, 14, 34, 55, 90], and adjoint-based [10, 19, 28, 39, 40, 43,
63, 64, 79, 102–104, 109, 122]. Heuristic feature-based criteria perform refinements around
some unique flow features, such as large gradients or strong vorticity. It does not directly
relate to the output of interest. Therefore, it cannot provide a universal and robust error
estimation [103, 124]. The residual-based error indicator targets the elements which have
large discretization errors for refinement. The locally defined element-wise error may lead
to false refinements in convection-dominated problems. The dual-weighted residual method
proposed by Becker and Rannacher [9] relates a specific functional output directly to the
local residual by solving an additional adjoint equation. It can capture the error propagation
effects inherent in the hyperbolic equations. This kind of adjoint-based error indicator has
been shown very effective in driving an hp-adaptation procedure to obtain a very accurate
prediction of the functional outputs [10, 13, 19, 39, 40, 110, 122]. Recently, Fidkowski and
P.L Roe developed a new error indicator based on the entropy variables, which can be inter-
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preted as the dual solution of the output of entropy balance on the whole domain. It can be
obtained directly from the state variables without solving extra adjoint equations and has
been successfully applied to inviscid, viscous and turbulence flows [29, 30].
The adjoint solution is required for the error estimate and output-based adaptation.
There are two approaches to obtain the adjoint: the continuous adjoint and the discrete
adjoint. It has been shown that the discrete adjoint solution leads to a more accurate error
estimation for the fine grid functional, while the continuous adjoint gives a better output
estimation when the primal and adjoint solutions are well resolved [65]. However, the discrete
adjoint solution should be consistent with the exact adjoint from the continuous adjoint
equation. It is well known that dual consistency can significantly impact the convergence
rate of both the primal and adjoint approximations. There are several possible sources
of dual inconsistency in a high-order discretization. A dual-consistent discretization with
variational forms, such as the finite element and DG methods, were examined for the Euler
and Navier-Stokes equations in the literature [39, 40, 44, 56, 84]. More recently, adjoint-
based error estimation for summation-by-parts finite-difference methods have been studied
[11, 46, 47]. However, the analysis of the dual consistency for compact high-order differential-
type methods appears lacking. This is one of the focuses of the present study.
The high-order CPR method can handle arbitrary solution order on mixed grids. The
marked candidate elements for adaptation can be modified by enriching its solution order
or subdividing its element or resizing its grid. Thus, the ways to increase the discretization
resolution can be generally classified into 3 categories: h-refinement, r-refinement and p-
refinement. For h-refinement, subdivision is performed locally for each candidate element to
increase the total DOFs. R-refinement or the moving mesh method keeps the total number of
nodes the same but moves the location of the grid locally or globally [49]. With p-refinement,
the local degree of approximation polynomial is modified. The moving mesh method with
curved elements in 3D is till an on-going research. In this work, we only modify the solution
polynomial order locally or subdivide elements hierarchically for adaptations. Intuitively,
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h-refinement should be applied to the discontinuities and p-enrichment is appropriate in
smooth flow regions. However, optimal choice between h- or p-refinement is not a trivial
problem, which is studied in the previous research [8, 13, 19, 23, 38, 48, 58, 98, 110].
The compressible Navier-Stokes equations may produce strong directional phenomena,
such as boundary layers, shear layers and shock waves. For isotropic adaptation, each cell is
subdivided into four elements in 2D and eight elements in 3D, which is very costly to resolve
these kind of features. In contrast, stretched elements with high aspect ratios are preferred
for optimal resolution of anisotropic features. Considerable work has been devoted to the
adjoint based anisotropic adaptation. A common and simple approach to incorporate the
directional information for adaptation is to use the Hessian-based metric field of a single
solution variable, e.g. pressure or Mach number. For this method, the metric filed can be
interpreted as the interpolation error for the picked variable [18, 81]. However, it does not
consider the adjoint solution and cannot provide any information for the functional error.
Venditti and Darmofal [103] extended the Hessian-based metric of the Mach number to the
dual weighted metrics with size information. While similar techniques have been applied in
[24, 28, 33, 62, 73], their anisotropy decision requires a priori knowledge of the solution to
pickup the representing scalar variable. The link between the directional information and the
functional error is not clear. Recently, a popular approach to drive anisotropic adaptation is
to perform an output error sampling procedure from a discrete set of refinement choices. The
idea of guiding anisotropy adaptation for the engineering output by solving local problems
was presented in [19, 38, 63, 122]. In this method, during the trial refinement process, the
elemental functional error is directly estimated and monitored. In the current work, the
sampling procedure is utilized to drive the anisotropic adaptation.
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1.2 Objectives of the Present Research
The main objective of this work is to develop a robust, efficient and accurate adaptive high-
order differential formulation for the compressible Navier-Stokes equations, which can predict
an accurate engineering output. The specific objectives of the dissertation are identified as
follows:
• Develop a dual-consistent discrete adjoint equation for the CPR method.
• Develop an efficient and accurate automated adjoint-based error estimation method
for the CPR formulation.
• Develop an adjoint-based anisotropic adaptation strategy.
• Implement an adjoint-based hp-adaptation solver with the CPR method, which can
handle arbitrary discretization orders, and compare the different adaptation strategies.
• Demonstrate the importance of hp-adaptation for the high-order CPR method to aero-
dynamic flows and engineering problems.
1.3 Dissertation Organization
The rest of the thesis is organized as follows. Chapter 2 reviews the high-order CPR method
used in this work. Chapter 3 develops a hybrid PNPM −CPR framework for the hyperbolic
conservation laws and its extension to the Navier-Stotkes equations. The dual consistency of
the CPR method is studied in Chapter 4. Chapter 5 describes the adjoint-based adaptation
strategies and the local output error sampling procedures. Then several numerical tests are
presented in Chapter 6 to demonstrate the effectiveness of the proposed adaptive method.
Finally, conclusions and some possible future work are given in Chapter 7.
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Chapter 2
The High-Order CPR Method
2.1 Introduction
Currently, one of the most developed and most widely used high-order methods for the
compressible Navier-Stokes equations on unstructured grids is the DG method. In order to
improve the efficiency of the DG method, a class of high-order methods in the differential
form, e.g. the Staggered-grid Chebyshev multi-domain method [59] and the SD method,
has been developed. Recently a new high-order differential formulation named the CPR
method has been proposed. The basic methodology of the high-order CPR method was
first introduced by Huynh in the form of the flux reconstruction (FR)[51]. The same author
presented the extension of the CPR method to diffusion problems [52]. Wang & Gao extended
it to simplex and hybrid elements under the name of the lifting collocation penalty [107].
The involved authors later decided to use the unified name CPR for the method. Haga, Gao
and Wang presented the extension of the CPR method to the 3D Navier-Stokes equations
on mixed grids [41, 94]. A family of energy stable CPR methods for the linear advection
equation, named as Energy Stable Flux Reconstruction or VCJH scheme, was proposed by
Vincent, Castonguay and Jameson [106]. It has been further studied in [54, 105] and extended
to triangle elements in [16] and the linear-advection-diffusion equation in [17, 119]. Yu, Wang
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and Liu presented a detailed comparison of the accuracy and computational efficiencies of the
CPR method to the other high-order methods [123]. A similar computational performance
study of the CPR method and the SD method was carried out by Liang [67].
The advantage of the simplicity and computational efficiency of the CPR method has
drawn a lot of attentions of many researchers. Many significant contributions were made to
this topic. A hybrid PnPm extension of the CPR method for the Euler and the Navier-Stotkes
equations was developed in Ref. [88, 89, 112]. Shi & Wang presented a dual-consistent CPR
formulation and studied the adjoint-based error estimation and adaptation for the CPR
method [85–87]. A study of the conservative property of different discretization methods
for the flux divergence term was presented in [35]. Applications of the CPR method to the
problems related to the moving/deforming mesh were studied in [68]. In [14, 15], Cagnone
and Nadarajah developed a CPR scheme with the interface element to handle the non-
conforming surface generated after p-adaptation. The extension of the artificial viscosity
approach to the CPR method for solving flow with shocks was studied in [57, 93]. Results
of the large eddy simulation using the CPR method were shown in [70, 71]. A very nice
overview of the CPR method and its recent developments is given in a review article by
Huynh, Wang and Vincent [50].
2.2 The CPR Method via the Flux Reconstruction
The CPR method solves the partial differential equations in the differential form. In the
CPR formulation, the unknowns or the DOFs are defined at a set of nodal points on each
element, which are called the solution points (SPs). In each cell, a piece-wise polynomial
called the solution polynomial is constructed by those DOFs. They are built by interpolating
the unknowns locally without any information from their neighbors. Thus, the solution
polynomials are discontinuous across cell surfaces, which forms a Riemann problem from each
interface’s left and right values. In addition, a piecewise continuous flux polynomial, whose
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degree is one order higher than the solution polynomial, are defined by the Riemann flux at
the cell interfaces together with the flux evaluated at the interior SPs. This reconstructed
continuous flux polynomial incorporates the influences from the neighboring cells along the
upwind directions and can satisfy the conservation requirements from the governing equation.
The unknowns on the SPs are updated by taking the spatial derivatives of the reconstructed
flux polynomial.







with proper initial and boundary conditions, where Q is the state variable, and F is the
flux. Here, the flux F = F (Q) is a function of solution variable Q. Assume the domain
of simulation is divided into N non-overlapping elements {Vi}Ni=1. In order to achieve an
efficient implementation, all elements are transformed from the physical domain x into a
standard element in the computational domain ξ ∈ [−1, 1] by
x = xi−1/2 +
hi
2
(ξ + 1), (2.1)
where hi is the length of Vi and xi− 1
2
is the x coordinate of cell i’s left boundary.
Next, denote the unknowns or the DOFs by Qi,j, which are the solution variables at SP j
of cell i, where j = 1, ..., K. On each cell Vi, a piecewise solution polynomial Qi(ξ) of degree





φj(ξ) is the Lagrange shape function defined on each SP j. The location of the SPs can be
picked up as the standard Gauss quadrature points or Lobatto quadrature points denoted
by {ξj}. For a linear problem, the accuracy and stability property of the CPR methods are
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Figure 2.1: Solution and flux polynomials for a 3rd order CPR scheme, Lobatto points as the
SPs. (Qi: the solution polynomial; Fi: the analytical flux polynomial; F̂i: the reconstructed
flux polynomial).
independents of the location of the SPs[51]. However, using the Gauss points as the SPs can
reduce the alias error for solving the non-linear equations. Similarly, a piecewise analytical
flux polynomial Fi(ξ) can be built by first evaluating the flux
Fi,j = F (Qi,j)





Note that only the local DOFs are utilized to construct the solution polynomial Qi(ξ)
and the analytical flux polynomial Fi(ξ) (see Figure 2.1). Thus, they are piecewise functions
defined on each element and are discontinuous across cell surfaces. The solution jumps on
each cell’s interface leads to a Riemann problem. A common or upwind flux on interface
i+ 1
2







= F com(QL, QR)
with left and right solution values QL = Qi,K and QR = Qi+1,1.
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The key idea of the FR method is to reconstruct a continuous flux polynomial F̂ (ξ) of
degree K, which can recover the common flux at the cell interface and approximate the
analytic flux polynomial Fi(ξ) elsewhere in that cell (see Figure 2.1). Thus, on cell i, the
reconstructed continuous flux polynomial F̂ is defined as
F̂i(ξ) = Fi(ξ) + σi(ξ),
where σi(ξ) is a correction term. According to [51], σi(ξ) should approximate the zero
function and satisfy the following equation
σi(ξ) = [F
com
i−1/2 − Fi(−1)]gL(ξ) + [F comi+1/2 − Fi(1)]gR(ξ).
Here, gL(ξ) and gR(ξ) are both degree K polynomials called correction functions with the
properties
gL(−1) = 1, gL(1) = 0, gR(−1) = 0, gR(1) = 1.











[F comi−1/2 − Fi(−1)]g′L(ξi,j) +
2
hi
[F comi+1/2 − Fi(xi+1/2)]g′R(ξi,j) = 0.
A series of correction functions with different accuracy and stability properties were
developed in [51]. If the correction function g is chosen as right Radau polynomials, the DG
method is recovered from the CPR scheme. In this case, the correction function denoted
by gDG or g1 is perpendicular to the degree k-1 polynomial space. Similarly, a g2 correction
function is defined, which is perpendicular to the degree k-2 polynomial space. In summary,
for any integer m > 1, a gm correction function can be defined which is perpendicular to
P k−m. Figure 2.2 plots the shape of gDG as the left correction functions for K = 1 ∼ 4
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Figure 2.2: The gDG correction functions for K = 1 ∼ 4.
on domain [−1, 1]. Intuitively, a more steeper correction function leads to a more accurate
scheme with a relatively small CFL number restriction.
The CPR method for the quadrilateral and hexahedral element is a tensor product of
the 1D formulation in each axis. For quadrilateral cells, all elements are transfered from the
physical domain (x, y) to the standard quadrilateral element in the computational domain
(ξ, η) defined as
{~ξ = (ξ, η)| − 1 ≤ ξ ≤ 1,−1 ≤ η ≤ 1}.












Q̃ = |J |Q, ~F = [F,G]T , F̃ = ~Sξ · ~F , G̃ = ~Sη · ~F .








~Sξ and ~Sη are the area vectors of constant ξ and η lines defined as
~Sξ = |J |∇ξ, ~Sη = |J |∇η.
Q̃i,j,m is used to denote the DOFs, the solution point (j,m) of cell i. Then, the CPR
formulation on the quadrilateral element takes the form
∂Q̃i,j,m
∂t
+ (∇ξ · ~̃F )j,m
+ [F̃com(−1, ηj,m)− F̃i(−1, ηj,m)]g
′





L(ηj,m) + [G̃com(ξj,m, 1)− G̃i(ξj,m, 1)]g
′
R(ηj,m) = 0,
where ~̃F = [F̃ , G̃] is the transformed flux and ∇ξ is the divergence operator taking in
the computational domain. The correction for each SP is performed in a 1D approach,
as shown in Figure 2.3. The extension of the CPR method to Hexahedral elements are
straightforward via the tensor production of the 1D formula in the transformed ξ, η and ζ
directions respectively.
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Figure 2.3: The CPR formulation on the quadrilateral element k = 2 (©: SPs, 4: FPs).
2.3 The CPR Method via the Lifting Collocation Penalty
In the lifting collocation penalty framework, the CPR method [51, 107] is formulated by




+∇ · ~F (Q) = 0, (2.2)
with proper initial and boundary conditions, where Q is the state vector, and ~F = (F,G)
is the flux vector. Assume that the computational domain Ω is discretized into N non-
overlapping triangular elements {Vi}Ni=1. Let W be an arbitrary weighting or test function.






+∇ · ~F (Q)
)
WdΩ = 0. (2.3)
Let Qi be an approximate solution to the analytical solution Q on Vi. On each element,
the solution belongs to the space of polynomials of degree k or less, i.e., Qi ∈ P k(Vi). After
applying integration by parts twice to the flux divergence and replacing the normal flux term









W∇ · ~F (Qi)dΩ +
ˆ
∂Vi
W [F ncom − F n(Qi)] dS = 0. (2.4)
Here the common Riemann flux F ncom is defined as
F ncom = F
n
com(Qi, Qi+, ~n), (2.5)
where Qi+ denotes the solution outside the current element Vi, and the normal flux F n(Qi)
at the interface is
F n(Qi) = ~F (Qi) · ~n.
In order to eliminate the test function, the boundary integral above is cast as a volume






W [F n]dS, (2.6)







+∇ · ~F (Qi) + δi
)
WdΩ = 0. (2.7)
If the flux vector is a linear function of the state variable, then ∇ · ~F (Qi) ∈ P k. In this
case, the terms inside the square bracket are all elements of P k. Because the test space is
selected to ensure a unique solution, Eq. 2.7 is equivalent to
∂Qi
∂t
+∇ · ~F (Qi) + δi = 0. (2.8)
For nonlinear conservation laws, ∇ · ~F (Qi) is usually not an element of P k. As a result,
Eq. 2.7 cannot be reduced to Eq. 2.8. In this case, the most obviously choice is to project
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∇ · ~F (Qi) into P k. Denote Π
(
∇ · ~F (Qi)
)










∇ · ~F (Qi)WdΩ. (2.9)





∇ · ~F (Qi)
)
+ δi = 0. (2.10)
Next, let the DOFs be the solutions at a set of solution points (SPs) {~ri,j} (j varies from
1 to K = (k + 1)(k + 2)/2). Figure 2.4 shows the configuration of the SPs and FPs for a




Figure 2.4: Configuration of the solution and flux points using the Gauss quadrature points
for k = 1(©: SPs, : FPs).





∇ · ~F (Qi)
)
+ δi,j = 0, (2.11)
where Πj
(
∇ · ~F (Qi)
)
denotes the values of Π
(
∇ · ~F (Qi)
)
at SP j. The efficiency of the CPR





Two approaches, the Lagrange polynomial (LP) and the chain-rule (CR) formulations, were
17
suggested to compute the projection of the flux divergence [107]. For the LP approach, the
flux is assumed to belong to the polynomial space of degree k, e.g. F, G ∈ P k. Therefore,









where Lj is the Lagrange interpolation polynomial defined on SP j. For the CR approach,













Note that, for a linear conservation law, the LP and CR approaches lead to the same for-
mulation. However, for a nonlinear flux equation, the CR approach can reduce the aliasing
errors [107]. For the sake of simplicity, the projection operator Π is omitted in the rest of
the paper.
To compute δi, we define k+1 points named flux points (FPs) along each interface, where
the normal flux differences are computed. We approximate (for nonlinear conservation laws)
the normal flux difference [F n] with a degree k interpolation polynomial along each interface,






where f is a face (or edge in 2D) index, and l is the FP index, and LFPl is the Lagrange
interpolation polynomial based on the FPs in a local interface coordinate. For linear triangles
with straight edges, once the solution points and flux points are chosen, the correction at











where αj,f,l are lifting constants independent of the solution variables, Sf is the face area, |Vi|
is the volume of Vi. By using different lifting coefficients αj,f,l, some well know high-order
methods can be casted in the CPR framework. Detailed discussion can be found in [107].
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Chapter 3
The PNPM − CPR Framework
The PNPM −CPR formulation is an extension of PNPM or the reconstructed discontinuous
Galerkin (RDG) method to the CPR framework. It is a hybrid finite volume and discon-
tinuous Galerkin (DG) method, in which neighboring cells are used to build a higher order
polynomial than the solution representation in the cell under consideration. In this chapter,
we present several PNPM schemes under the CPR framework. Many interesting schemes
with various orders of accuracy and efficiency are developed. The dispersion and dissipation
properties of those methods are investigated through a Fourier analysis, which shows that
the PNPM − CPR method is dependent on the position of the solution points. Optimal
solution points for 1D PNPM − CPR schemes which can produce expected order of accu-
racy are identified. In addition, the PNPM − CPR method is extended to solve 2D inviscid
flow governed by the Euler equations and several numerical tests are performed to assess its
performance.
3.1 Basic Ideas of the Hybrid Methods
Most high-order methods employ polynomials of degree 2 or higher to approximate the
solution (unknown). In two dimensions, at least six degrees of freedom (DOFs) or solution
unknowns are required to build a degree 2 polynomial. Depending on how many DOFs are
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available on a cell or element, multiple cells may be needed to build the solution polynomial.
For example, at least 5 neighboring cells are required to build a degree 2 polynomial in a
finite volume method because each cell only has one DOF, the cell-averaged solution. In a
discontinuous Galerkin (DG) [3, 5–7, 20–22, 37, 61, 80, 82, 83, 117], residual distribution
(RD) [3], spectral volume (SV)[69, 108, 114] /difference (SD) [59, 66, 69, 78, 99] or the
correction procedure via reconstruction (CPR) method [15, 51–53, 94, 107, 111], each cell has
enough DOFs so that neighboring data is not required in building the solution polynomial.
Such methods are compact because only immediate face neighbors play a role in updating
the DOFs in the current cell. Compact methods are easy to implement on CPU and GPU
clusters, and highly scalable because the amount of data communication is minimized.
Although 2nd order finite volume schemes are not strictly compact as neighbor’s neigh-
bors are used in the solution update, they can be implemented in a “compact” manner by
messaging passing through only immediate neighbors on a parallel computer. This is be-
cause the reconstruction stencil is compact, as shown in Figure 3.1, which shows both the
“reconstruction stencil” and the “scheme stencil”.
(a) The reconstruction stencil (b) The scheme stencil
Figure 3.1: The reconstruction and scheme stencils of a 2nd order finite volume method.
More recently, hybrid methods named PNPM [25, 26], reconstructed DG (RDG) [75, 76],
hybrid FV/DG [125–127], weighted integral based schemes [120] have been developed. The
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key idea of these methods is to use multiple DOFs on the current cell and its neighbors
to build a solution polynomial higher than that with the DOFs on a single element. This
solution polynomial is then used to generate high-order updates for the DOFs on the current
element. This hybrid approach thus offers a whole new host of possibilities:
• How to reconstruct the solution polynomial and at what degree?
• How to update the DOFs at the current element?
The number of choices is quite large, and in fact, the FV and DG/SV/SD/CPR methods
can be viewed as two extreme special cases of the new family of possible methods. As
mentioned earlier, many choices have already been explored, and some unique features have
been demonstrated, e.g.,
• More efficient per DOF than either the FV or DG method;
• Lower memory requirement for implicit schemes to achieve a given order of accuracy
than the DG/SV/SD methods.
We attempt to maintain the simplicity in the formulation, while investigating the accuracy
and stability of different choices. In the next section, we present the basic PNPM − CPR
formulation in 1D and 2D. Then we discuss the Fourier analysis of the PNPM−CPR schemes.
3.2 Hybrid PNPM − CPR Methods
The key idea of the hybrid PNPM−CPR formulation is to use multiple DOFs on the current
cell and its neighbors to build a solution polynomial higher than that with the DOFs on a
single element. We hope to achieve higher order accuracy if the higher degree polynomial









+[F comi−1/2−Fi(xi−1/2)]g′L(xi,j)+[F comi+1/2−Fi(xi+1/2)]g′R(xi,j) = 0. (3.1)
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One of the key questions for the PNPM − CPR method is how to perform the common
flux correction. For a PNPM−CPR method, unknowns of each cell are still only determined
by the local P n polynomial, which are only required to be orthogonal to the P n space.
This leads to a L2 projection of the correction field by the basis of the degree n polynomial
space. So in 1D, the correction function of the CPR method can be directly used for the
PNPM − CPR method. However, for 2D problems, a new set of correction functions is
required. The derivation is shown in detail in section 4.
The hybrid scheme is uniquely defined once the reconstruction polynomial Ui is deter-
mined. The number of DOFs in each cell is denoted by Kn and we can build a polyno-
mial Qi ∈ P n from its local SPs on Vi. In order to obtain a higher order polynomial
Ui ∈ Pm (m ≥ n), we need more DOFs than what a single element can provide. To deter-






Here e is a local solution index for the reconstruction stencil of Vi, ns is the total number of
DOFs within the stencil, i(e) and j(e) stand for the mapping from the local reconstruction
index e to the global element index i and the local SP index j in that cell. For the sake of
compactness, we limit the reconstruction stencil to include the current cell and its immediate
neighbors only. Furthermore, the reconstruction stencil is symmetric with respect to cell i.
This is because upwinding is provided by the Riemann flux so that a central reconstruction
stencil is preferred for accuracy and stability.
We have two choices to distribute the solution points, as shown in Figure 3.2 for the case
of n = 1. Either the Lobatto points or the Gauss points can be SPs. In order to distinguish
schemes based on these two types of SPs, PNPM−CPR−L is used to denote schemes based
on the Lobatto points, while PNPM−CPR−G is used to denote schemes based on the Gauss
points. With Lobatto points as the solution points, two solution points from the neighbors
coincide with those in the current element, and must be excluded from the reconstruction
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stencil. We therefore prefer Gauss points as the SPs.
(a) Lobatto points as the SPs (b) Gauss points as the SPs
Figure 3.2: Schematic of Labatto and Gauss points as the solution points (©: the current
element’s SPs, : the face-neighbors’ SPs).
There are quite a few choices in how to build Ui. For example, one can choose either all
or part of the SPs from the neighboring cells in the stencil. Another choice is the degree of
Ui, m, which can be the highest possible based on the size of the stencil, i.e., m = ns − 1,
or lower. If m < ns − 1, a constrained least squares method is used. The constraint is
the reconstructed degree m polynomial Ui should preserve the nodal value of the degree n
polynomial at the cell under consideration.
In order to achieve an efficient implementation, all elements are transformed from the
physical domain x into a standard element in the computational domain ξ ∈ [−1, 1]
x = xi−1/2 +
hi
2
(ξ + 1), (3.3)






where φl(ξ) is the basis of degree m polynomial on the computational domain, cl is their
coefficient and Km is the total number of DOFs needed for a degree m polynomial with Km
= m+1. We employ an interpolation based reconstruction approach for simplicity as the
DOFs are nodal values at a given set of points. The value of the reconstructed polynomial U
at every solution points Ui(e),j(e) ∈ Si is set to be equal to the original nodal solution value
Qi(e),j(e) :
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U(ξi(e),j(e)) = Qi(e),j(e), e = 1, 2, . . . , ns, (3.5)
where ξi(e),j(e) denotes parametric coordinate of DOFs at the stencil index e.
When the number of equations in Eq. 3.5 is larger than the dimension of the polynomial
space, such as
ns > Km, (3.6)
Eq. 3.5 is solved using a least squares technique with constraints. The reconstructed poly-
nomial preserves the nodal values at the local SPs exactly
U(ξi,j) = Qi,j, j = 1, 2, · · · , Kn. (3.7)
Next we can construct the target function f(cl) with the constrained condition Eq. 3.7 using
a standard Lagrange multiplier method:







2λj (U(ξi,j)−Qi,j) . (3.8)






Ãj,l = φl(ξi,j), (3.10)
the target function Eq. 3.8 can be rewritten as:























= 2ATA~c− 2AT ~Q− 2ÃT~λ = 0, (3.12)
∂f
~λ
= Ã~c− ~̃Q = 0, (3.13)
where ~c = [c1, c2, · · · , cKm ]T , ~λ = [λ1, λ2, · · · , λKn ]T , ~Q = [Qi(e),j(e)]T and
~̃Q = [Qi,j]
T , so Eq.




























−1  AT 0
0 I
 , (3.16)
which is only related to the geometry information and is pre-calculated for each cell. With
the coefficient matrix C, the derivative matrix and interpolation matrix can be precomputed
and stored during the preprocessing.
The reconstructed higher degree polynomial Ui is then used to generate a high-order
update in the CPR formulation (Eq. 3.1). First it is used to compute the analytic flux
derivative ∂F (Ui)
∂x
. Next the Riemann flux is computed with the reconstructed polynomials






= F ncom(Ui, Ui+1). (3.17)
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The interior flux is also computed with the reconstructed polynomial so the flux difference
on the right interface is
[F n]R = F
com
i+1/2 − F (Ui)i+ 1
2
. (3.18)












n]R = 0, (3.19)
where the correction function g(x) ∈ P n+1.
Following the rules of thumb described earlier, we can design the following schemes under
the PNPM − CPR framework
• PNPM − CPR−G− C and PNPM − CPR− L− C
– In those schemes, all SPs in the neighboring cells are used to reconstruct Ui.
Again, G indicates the standard Gauss quadrature points are used as the solution
points; L means the Lobatto points are chosen as the solution points. C stands
for the complete pm stencil.
• PNPM − CPR−G− IK
– In those schemes, not all SPs in the neighboring cells are used in the reconstruc-
tion. Instead, only the nearest DOFs from the neighboring cells are selected to
build Ui. IK stands for only K DOFs from each neighboring cell are used in this
incomplete pm stencil.
Next, we show that there are some conservation constraints for the pm reconstruction. In
order to guarantee conservation, the following conservation law needs to be satisfied exactly







~Fi · ~ndS = 0. (3.20)
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Consider a quadrature rule defined on the N + 1 solution points with its suitable weights
wk. Since it is exact at least for a degree N polynomial, therefore, the above cell integration






















with the corrected flux polynomial
F̂i(Ui) = F (Ui) + gL(ξ)[F
n]L + gR(ξ)[F
n]R (3.24)
into the Eq. 3.22. The local solution change in one cell can be expressed as the weighted












If the Gauss quadrature points are chosen as the solution points, the above quadrature using



























With the property of the corrected flux polynomial




















which means that the PNPM − CPR method is conservative with the Gauss points as the
solution points when the degree of the reconstructed polynomial M ≤ 2N + 2. Similarly, if
the solution points are Lobatto points, the schemes are conservative if M ≤ 2N .
The above schemes are tested in a grid refinement accuracy study using the following one






= 0, x ∈ [0, 1] (3.30)
with the initial condition Q(x, 0) = sin(2πx), and periodic boundary conditions. The time
integration schemes used are the TVD Runge-Kutta schemes of 3rd or 4th order accuracy [91].
The computation is carried out until t = 1. The L2 solution error is plotted in Figure 3.3.
Note that the hybrid PNPM − CPR formulation can significantly improve the order of ac-
curacy of the original CPR schemes. With the Gauss or Lobatto points as the solution
points, the highest order of accuracy is 5th for the P1PM − CPR schemes and 8th for the
P2PM − CPR schemes. When the number of data items in the Pm reconstruction sten-
cil is more than the DOFs needed for the higher-order polynomial, PNPM − CPR schemes
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with an incomplete stencil is more accurate than those with a complete stencil. However,
it is noted that we lost 1 order of accuracy for all PNPM − CPR schemes with Lobatto
points and P1P4 − CPR − G − C, P1P5 − CPR − G − C, P2P6 − CPR − G − I2 and
P2P8−CPR−G−C schemes with Gauss points. The reason of the accuracy loss is going
to be investigated through Fourier analysis in the next Session.
(a) P1PM − CPR (b) P2PM − CPR
Figure 3.3: L2 error of the PNPM − CPR schemes for the 1D linear wave equation.









~Fi · ~ndS (3.31)
is monitored during the simulation and shown in Figure 3.4. Results show that the con-
servation error of P1P4 − CPR − G and P2P6 − CPR − G are always machine zero; while
P1P5 − CPR − G, P2P7 − CPR − G and P2P8 − CPR − G are not conservative since the
conservation constraints for the high-order reconstruction are not satisfied.
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(a) P1PM − CPR−G
(b) P2PM − CPR−G
Figure 3.4: The history of the conservation error of one cell with PNPM − CPR using the
Gauss points as the solution points.
3.3 Fourier Analysis of the PNPM − CPR Schemes
In order to assess the stability and accuracy of the PNPM−CPR schemes, an analysis of the
wave propagation properties for 1D schemes with different solution points and reconstruction







with constant wave speed a and periodic boundary condition. The initial condition is as-
sumed to be a harmonic wave
Q(x, 0) = Q̂eIkx, (3.33)
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where k is the wave number and I =
√
−1. The exact solution to Eq. 3.32 is
Q(x, t) = e−IωtQ(x, 0) = Q̂eI(kx−ωt). (3.34)
Substituting Eq. 3.34 to Eq. 3.32, we obtain the exact dispersion relationship between
the wave number k and the frequency ω, i.e., ω = ak. Now consider a uniform mesh
with element size ∆x, solution points in local coordinate on element i are denoted as
ξj ∈ [−1, 1], j = 1, ..., K. The reconstructed Pm polynomial can be expressed as the summary







(Qi−1,K+1−jφi−1,K+1−j +Qi+1,jφi+1,j) . (3.35)
where φi,j are the shape functions. The upwind flux is used as the common flux as
F com(Ql, Qr) = aQl. (3.36)
So the discretized divergence of flux in computational domain can be written as
(Fξ)i,j = a(Uξ)i,j + [F
com
i−1/2 − aUi(−1)}]g′l(ξj) + [F comi+1/2 − aUi(1)]g′r(ξj). (3.37)
To calculate the eigenvalues of the discretized divergence operator of PNPM − CPR, the K
local DOFs or unknowns are grouped together as a column vector Qi. From Eq. 3.34, Fourier
mode of Qi is given as
Qi = Q̃e
I(ki∆x−ωt), (3.38)
where Q̃ is a complex column vector containing amplitude and phase data. So the only





For the PNPM −CPR method, the reconstructed solution polynomial Ui is used to compute
the common flux. Let’s assume the wave travels from left to right, the upwind common flux
reduced to  F
upwind
i−1/2 = aUi−1(1)
F upwindi+1/2 = aUi(1)
, (3.40)
which indicates only the left common flux correction need to be performed. Plug in the
correction function on the left face gl(ξ) into Eq. 3.37
Fξ = aUξ + a[Ui−1(1)− Ui(−1)]g′l(ξ). (3.41)
So the column vector Fξ of flux divergence on each solution points ξj can be expressed as
Fξ = aD
−Qi−1 + aDQi + aD
+Qi+1
+ ag′l[R
−Qj−2 + RQj−1 + R
+Qj − (L−Qj−1 + LUj + L+Qj+1)].
(3.42)
Here the L,R stand for the reconstructed row vector at the left and right interface for every
cell
L = {φi,j(−1)} R = {φi,j(+1)} (3.43)





and correction vector g′l defined as the derivative of the correction function evaluated on




With the relationship between the current solution vector Qi and the solution Qi−1 from its
left neighbor (Eq. 3.39), the Flux divergence for PNPM − CPR can be express as
(Fξ) = aSQ. (3.46)
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Here the divergence matrix S can be defined after introducing the dimensionless wave number
K̂ = k∆x
S = e−2IK̂g′lR
− + e−IK̂(D− + g′lR− g′lL−) + D + g′lR+ − g′lL + eIK̂(D+ − g′lL+). (3.47)
So the semi-discretized wave equation with PNPM − CPR method on this uniform mesh






SQi = 0. (3.48)
After introducing the dimensionless numerical frequency Ω̂ = ω∆x/a, previous equation
produces a homogeneous system of linear equations
(−IΩ̂E− 2S)Q̃ = 0. (3.49)
For a non-trivial solution, the determinant of the corresponding matrix should be equal to
zero
|2IS− Ω̂E| = 0, (3.50)
where unknown Ω̂ is the eigenvalue of complex matrix 2IS and the Fourier footprint −IΩ̂
can be defined. Compared with the exact dispersion relationship in dimensionless form
Ω̂ = K̂, the exact Fourier footprint should be equal to −IK. So the real part of Fourier
footprint represents the diffusive behavior which should not be positive at any wave numbers
to keep the scheme stable while the imaginary part is a measure of dispersive properties of
the numeric scheme.
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3.3.1 Pm Reconstruction Stencil
In this section, the P1P3 − CPR scheme is used to show the accuracy and stability of
PNPM − CPR method with different reconstruction stencils. For P1P3 − CPR with incom-
plete stencils, there are three different approaches to choose the DOFs from the neighboring
cells. The Pm reconstruction can be performed by symmetrically utilizing the nearest so-
lution points from its neighbors or using one-sided DOFs from the upwind or downwind
neighboring cell only. The Fourier footprint of the one sided upwind and downwind recon-
struction is shown in Figure 3.5. It is seen that the P1P3 − CPR with an upwind stencil
has positive real parts of the footprint at some wave numbers, which indicates an unsta-
ble scheme, while there is no numerical dissipation for the stencil with the downwind cell.
This result indicates that the interaction between neighbors should be provided through the
Riemann flux only.
Figure 3.5: Fourier footprints of the P1P3−CPR−G− I2 with the upwind stencil and the
downwind stencil.
Figure 3.6 shows the dispersion and diffusion properties of the P1P3 − CPR − G with
complete and incomplete symmetric stencils. For symmetric stencils with Gauss points,
the real parts of the footprints are always below zero and yield stable schemes. Compared
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with the incomplete stencil with nearest points, the scheme with complete stencil have less
dispersion error at the expense of more numerical dissipation.
(a) P1P3 −G Im(−iω) vs k (b) P1P3 −G, Re(−iω) vs k
Figure 3.6: Dispersion (left) and diffusion (right) curves of P1P3−CPR−G with the complete
and the incomplete stencils.
3.3.2 Solution Point Distribution
In [51], H.T. Huynh shows that the CPR method is independent of the solution point posi-
tions. First, we will give a brief review of his proof. For the CPR method, the approximate





where the Lagrangian basis denoted as φj defined on each solution points ξj = {ξj}. Assume







This generates the transformation relationship between the unknowns Q̂i,j and Q̃i,j corre-
sponding to the different solution points in the matrix form
Q̂i = MQ̃i, (3.53)




. Performing same steps for Fourier
analysis of PNPM − CPR to CPR method leads to the semi-discretized wave equation for






SQ̃i = 0. (3.54)






MSM−1Q̂i = 0, (3.55)






ŜQ̂i = 0. (3.56)
This indicates that the discretized divergence operator Ŝ defined on the new set of solution
points ξ̃ is similar to the matrix S
Ŝ = MSM−1. (3.57)
So they have the same eigenvalues and consequently the Fourier footprint of CPR method is
independent of the solution points distribution. However, this is not true for PNPM −CPR
schemes, since the reconstructed Pm polynomial Ui does not satisfy Eq. 3.53. The dispersion
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and dissipation properties of PNPM − CPR varies with the different solution points and
needs to be investigated. Here Fourier analysis is also used to guide the selection of the
optimal solution points. The order of accuracy of a numerical method in a Fourier analysis
needs to be defined. The principal eigenvalue S(K̃) which approximates the exact eigenvalue
−IK̃ of the operator −∂/∂x can be expanded using a Taylor series in K̃ [51]
S(K̃) = −IK̃ +O(K̃m+1), (3.58)
which indicates a global m− th order. The error of principal eigenvalue can be defined as
E(K̃) = |S(K̃) + IK̃|, (3.59)







Figure 3.7 shows the order of accuracy and the maximum real part of the Fourier footprint
vary with the solution points parameter ξ for P1PM −CPR and P2PM −CPR. The solution
points we chosen for P1PM − CPR are symmetrically defined as {−ξ, ξ}, while the solution
points for P2PM − CPR are defined as {−ξ, 0, ξ}. In addition to PNPM − CPR with the
incomplete stencil using the nearest DOFs, the incomplete stencil schemes with the furthest
DOFs from the neighboring cells are added here too, which can be used to analyze the
accuracy of the complete stencil schemes with Lobatto points when ξ → 1. The result
shows that the order of accuracy of CPR schemes is independent of the solution points.
Furthermore, super-convergence properties of P 1 and P 2 CPR method with DG correction
functions are observed, whose order of accuracy is 4 and 6 respectively. This agrees with the
super-accuracy of the CPR method, which is 2k + 2 for a P k scheme with DG correction
function [51].
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Due to the Pm reconstruction, the PNPM − CPR formula does not inherit the solution
point independent property from the CPR method. As shown in Figure 3.7, the accuracy and
stability of PNPM − CPR method are highly dependent on the solution point distribution.
Some solution points cannot guarantee a stable PNPM −CPR scheme and the P1P4−CPR
with the complete stencil is not stable with any solution points. For the PNPM − CPR
method, the optimal order of accuracy only occurs at one special solution points distribution,
which is close to the Gauss points but changes with the order of Pm reconstruction performed.
The standard Gauss quadrature point is the best solution points for P1P3−CPR− I1 with
the nearest DOFs, P2P4 − CPR − C, P2P4 − CPR − I1 with the nearest/furthest DOFs
and P2P6 − CPR − C. That’s the reason we obtain the optimal order of accuracy with
Gauss points from numerical tests for those schemes in Session 3. With the increase of SP
coordinate, the PNPM−CPR with incomplete stencil from furthest neighbor points approach
the PNPM−CPR scheme with Lobatto point. It is shown that the order of accuracy decrease
with the increase of ξ when it approach 1, which explains the reason of one order of accuracy
loss for PNPM − CPR with Lobatto point in previous numerical tests.
Figure 3.8 compares the convergence rate for P1P5−G−C, P2P6−G−I2 with the nearest
DOFs and P2P8 − G − C in Fourier analysis and numerical test. The solution points are
chosen as the standard Gauss quadrature point, the optimized solution point from the Fourier
analysis and the solution point with ξ = 0.95. Results show that at the same set of solution
points, similar convergence rate in the Fourier analysis and the numerical test are obtained.
In Figure 3.8, those schemes with optimized solution points can produce the expected order
of accuracy, which is one order higher than those with Gauss point. Numerical results of
1D PNPM − CPR schemes with the best solution points are summarized in Figure 3.9. To
obtain the expected convergence rate, the solution points for PNPM − CPR methods need
to be chosen at the optimal position.
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(a) P1PM −G OOA vs SP (b) P1PM −G Maximum Re(−iω) vs SP
(c) P2PM −G OOA vs SP (d) P2PM −G Maximum Re(−iω) vs SP
Figure 3.7: Order of accuracy and maximum Re(−iω) varies with solution points for P1PM−
G and P2PM −G.
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(a) $P_1P_5-G-C$ Fourier analysis (b) $P_1P_5-G-C$ numerical test
(c) $P_2P_6-G-I2$ Fourier analysis (d) $P_2P_6-G-I2$ numerical test
(e) $P_2P_8-G-C$ Fourier analysis (f) $P_2P_8-G-C$ numerical test
Figure 3.8: The convergence rate of P1P5 −G− C, P2P6 −G− I2 and P2P8 −G− C with
different SPs(ξ) in the Fourier analysis and the numerical tests.
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Figure 3.9: L2 error of PNPM − CPR with the optimal solution points for the 1D wave
equation.
3.4 Extension to the Navier-Stokes Equations
3.4.1 2D Formulation for the Simplex
The extension of the PNPM − CPR schemes to a simplex is similar to the 1D formulation.
Again we have two choices to distribute the solution points, as shown in Figure 3.10. In order
to maintain compactness of the reconstruction stencil, we limit it to include the current cell
and its immediate face neighbors only. For the 2D triangle mesh we have at most 3 face
neighbors for each element, and total number of ns = 4Kn SPs in the stencil with Gauss
points. In this case, flux points are located at Gauss points along each edge, and Gauss
quadrature points given in Ref. [96] are used as the SPs. If the SPs are Lobatto points,
along each edge, the flux points are located at Legendre-Gauss-Lobatto points, while the
interior solution points given in Ref. [45] are used. For Lobatto points, we cannot include all
of the SPs to the stencil because many are collocated, therefore, the total number of DOFs
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available in the Pm reconstruction stencil decreases to ns = 4Kn− 3(n+ 1). For both cases,
the corresponding quadrature weights can be obtained using the standard quadrature rule.
(a) Lobatto points as SPs (b) Gauss points as SPs
Figure 3.10: Schematic of Labatto and Gauss points as the solution points (©: the current
element’s SPs, : the neighbors’ SPs).
As shown in Figure 3.11, all elements in the Pm stencil are transformed from the physical
domain ~r = (x, y) into the computational domain by the current element’s mapping
function, which converts the current cell into a standard right triangle defined as
T =
{
~ξ = (ξ, η)|(ξ, η) ≥ 0; ξ + η ≤ 1
}
. (3.61)
Figure 3.11: Transformation of general elements to the standard element.
Sometimes we do not have enough neighbors at the boundary. In this case, we need to
use a different approach to perform the reconstruction near the boundary. There are at least
43
two approaches for the Pm reconstruction at the boundary cells. One is using local DOFs
only for boundary cells and the other is to perform one-sided Pm reconstruction, as shown
in Figure 3.12. For one-sided Pm reconstruction, in order to increase the number of DOFs
in the stencil, the computational grid should be generated to make sure every boundary cell
has at most one boundary face. With a local reconstruction approach, we should put more
DOFs at the boundary cells and use a degree m polynomial to maintain the order of accuracy
near the boundaries and flux conservation between boundary cells and interior cells. From
numerical tests, both of them can achieve the optimal order of accuracy. However, the local
reconstruction approach is more stable than the one-sided Pm reconstruction, especially for
curved boundaries.
(a) Local Pm reconstruction (b) One-sided Pm reconstruction
Figure 3.12: Pm reconstruction for P1P2-G at the boundary cells (©: the current element’s
SPs, : the neighbors’ SPs)
With the proper reconstruction stencil, the degree m polynomial can be built following
the same constrained least squares technique for the 1D PNPM −CPR schemes. The hybrid
schemes are uniquely defined once the reconstruction polynomial Ui is determined.
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Figure 3.13: SPs and FPs for the P1P2 − CPR−G scheme with Gauss points.
To correct the flux divergence, first the normal flux difference is assumed to be of order m
along each face, as shown in Figure 3.13. As a result, extra flux points are added on the faces
to support a degree m polynomial. Then new correction coefficients αj,f,l are derived from
the lifting operator given in Eq. 2.6. Obviously, the reconstruction polynomial is used to
compute the flux difference at all the flux points. Similar to the 1D PNPM −CPR schemes,
the reconstructed polynomial Ui is used to compute the flux divergence, perform surface
















+, ~n)]f,lSf = 0. (3.62)









= 0 x ∈ [−1, 1], y ∈ [−1, 1] (3.63)
under the initial condition Q(x, y, 0) = sinπ(x + y). The computation is carried out on
a set of irregular triangular mesh, as shown in Figure 3.14. The L2 errors are plotted in
Figure 3.14. The results show that we get an extra order of accuracy with the P1PM −CPR
and P2PM −CPR schemes. In order to enhance the robustness of the Pm reconstruction, we
need to use more DOFs in Pm stencil than needed. Also, the incomplete stencils are more
accurate than the complete stencil. This is similar to the 1D results.
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(a) Mesh (b) L2error
Figure 3.14: Computational mesh and L2 error of PNPM − CPR for the 2D wave equation.
3.4.2 Extension to the Navier-Stokes Equations
With the description given for the PNPM − CPR formulation for conservation laws, the
extension to the Navier-Stokes equations is straightforward. The 2D compressible Navier-










where the state variables Q = [ρ, ρu, ρv, E]T is the vector of conserved variable, F and G
includes both the inviscid and the viscous flux vectors, i.e., F = F i−F v, G = Gi−Gv. The

















and the viscous flux vectors can be written as
F v = µ

0
2ux + λ(ux + vy)
vx + uy










2vy + λ(ux + vy)






Here, p, u, v, ρ and E are pressure, velocity component in x and y directions, density







ρ(u2 + v2). (3.67)
In Eq. 3.66, µ is the dynamic viscosity, cp is the specific heat at constant pressure, Pr is
the Prandtl number, and T is the temperature. The ratio of specific heats γ is assumed to
be a constant, which is 1.4 for air.
For hybrid PNPM −CPR formulation, all of conserved variables Q, except the unsteady
time variation term ∂Q
∂t
, are approximated by the reconstructed degree m polynomial U . The
viscous fluxes F v and Gv are functions of both the conserved variables U and their gradient




to convert the Navier-Stokes equations from 2nd order partial derivative equation (PDE) into



















Then R is solved in the PNPm−CPR framework, this will result in a collocation penalty
formulation







αj,f,l[Ũ ]f,lSf , (3.68)
where [Ũ ]f,l = U comf,l − [Ui]f,l, U comf,l is the common solution on interface f , and [Ui]f,l is the





~nf ) varies with
different approaches to discretize the viscous terms.
After this, the viscous fluxes at solution points are evaluated by










obtained through the same approach of reconstructing degree m polynomial U from Q.
Besides those analytic derivatives at SPs, common viscous fluxes at the interfaces are also
needed for correcting the interior divergence of the viscous flux, which are defined
F v,comi,j = F
v(U comi,j ,∇U comi,j ), G
v,com
i,j = G
v(U comi,j ,∇U comi,j ).




















n]f,lSf = 0, (3.70)
where the total flux differences is
[F n] = F i,ncom − F i,n(Ui)− F v,ncom + F v,n(Ui, Ri)
In the current framework, the different approaches to discretize the viscous terms only







f,l, ~nf ) at the cell interface. In the following sections, the ways to
define Ucom and ∇U com in both BR2 and interior penalty approaches are described.
3.4.2.1 The BR2 Method

















where ∇U−f,l and ∇U
+
f,l are the gradients from the reconstruction of the left and right cells,
while λ−f,l and λ
+



















where [Ũ ]−f,l = U
com




f,l − U+f,l. βf,l,m is the coefficient of correction due to
face f . βf,l,m can be extracted from coefficients αj,f,l. Due to the symmetry of triangles,
βf,l,m for any face f is identical for a fixed distribution of flux points, therefore the face index
in β is omitted here on.
3.4.2.2 The Interior Penalty Method
In BR2, the penalty at one FP is a linear combination of the solution differences of all FPs
on that face. In interior penalty (IP) method, the correction is computed in a 1D manner
which only depends on the solution difference at that point.
The IP uses the same average to calculate the common solution as BR2 method, which

































where βl is a constant for any l. For the PNPM −CPR method with the IP, we need to use a
bigger correction coefficient βl than the conventional CPR method to enhance the stability.
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3.5 Numerical Results
In this section, numerical experiments are carried out for the compressible Euler and Navier-
Stokes equations.
3.5.1 Accuracy Study with the Vortex Propagation Problem
First, we test the accuracy of the PNPM − CPR schemes for the 2D Euler equations. The
isotropic vortex propagation problem from Ref. [92] is used. The initial condition has a
mean flow of {ρ, u, v, p} = {1, 1, 1, 1} onto which an isotropic vortex is added. The isotropic













δS = 0, (3.73)
where r2 = x2 + y2 and the vortex strength ε = 5. The exact solution of this problem is just
the passive convection of the isotropic vortex with the mean velocity. Figure 3.15 shows the
density contours at different time steps.
In the numerical simulation, the computational domain is taken to be [−10, 10]×[−10, 10]
with periodic boundary conditions imposed on all of the outer boundaries. The same irreg-
ular computational meshes for the 2D wave equation are used here (Figure 3.14). The
computation is carried out until t = 1. The L2 error is plotted in Figure 3.15. For the
Euler equations, we can still get 1 order benefit for P1PM −CPR schemes and P2PM −CPR
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(a) density contour (b) L2error
Figure 3.15: Density contours and L2 error of the vortex propagation problem.
schemes. Furthermore, the results with the incomplete stencil are more accurate than the
complete stencil which is the similar to the previous test.
3.5.2 Flow in a Channel with a Smooth Bump
This internal aerodynamic problem is selected to test the order of accuracy of PNPM −CPR
schemes with curved boundaries. The channel has a height of 0.8 unit and a length of 3 unit.




The coarsest computational mesh which has a total of 220 cells is shown in Figure 3.16. The
smooth bump is represented with quadratic segments. Note that the mesh has mixed P 1/P 2
elements and the P 2 elements are used only at the wall boundary. Characteristic boundary
conditions are used at both the inlet and outlet. The simulation is started from a uniform
free stream with Mach number 0.5 everywhere.
In order to increase the number of DOFs in the one-sided Pm reconstruction stencil, the
computational grid is generated to make sure every boundary cell has at most one boundary
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face. The computed Mach contour of P2P3−CPR−G scheme is shown in Figure 3.16. The
L2 norms of entropy error are plotted in Figure 3.17. Since the biggest entropy error is near
the wall boundary, the proper Pm reconstruction on the boundary cells are needed to achieve
the optimal order of accuracy for P1P2 and P2P3 CPR schemes. The results indicate that
with the same degree of freedom, PNPM − CPR schemes with wall boundaries can achieve
1 order higher than the original CPR schemes.
(a) Coarsest mesh
(b) Mach contour
Figure 3.16: The computational mesh and Mach contours of P2P3 − CPR − G− C for the
smooth bump problem.
3.5.3 Accurate Study with the 2D Compressible Couette Flow
The compressible Couette flow is used to assess the accuracy of the PNPM − CPR method
for 2D Navier-Stokes equations. In this problem, the laminar flow is driven by viscous force
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Figure 3.17: L2 error of the PNPM − CPR schemes for the smooth bump problem.
in the space between two parallel moving plates. The speed of the upper wall is set to be
U=0.3 with constant temperature T1 = 0.85. The lower wall is fixed and the temperature is




y, v = 0,




T = T0 +
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where R is the gas constant and k is the thermal conductivity. The flow variables at the
boundary are fixed to the exact solution. The computational domain is chosen as a 4×2
rectangle. A sequence of successively refined meshes is used in this test. Figure 3.18 shows
the coarsest triangle mesh.
Both BR2 and IP methods are tested for the accuracy. All the test cases presented
below are obtained with an implicit Lower-Upper Symmetric Gauss Seidel (LU-SGS) time










Figure 3.18: The coarsest triangular Mesh (8×16×2) for the 2D compressible Couette flow.










are used for accuracy evaluation. In Eq. 3.75, the integral on each element is computed
with a 33 points Gauss quadrature formula to make sure it is nearly independent of the
quadrature rule. The h-refinement results for PNPM − CPR with BR2 and IP schemes are
shown Figure 3.19 respectively. The results show that the PNPM − CPR with BR2 and
IP is capable of achieving the optimum orders of accuracy m + 1 in almost all of the cases.
Figure 3.19a indicates that BR2 performs a little bit better than IP. However, there is no
significant difference between them either in the error magnitude or in the order of accuracy.
Figure 3.19b shows the convergence of both the PNPM −CPR and the classic CPR method
with different solution points in the L2 norm. Here, only the BR2 results are shown. For
the classic CPR method, the L2 errors with Lobatto and Gauss solution points are almost
the same. However, it is not true for PNPM −CPR methods. Due to the limited number of
DOFs from its immediate neighbors, we lost some accuracy using P1P2-CPR with Lobatto
points.
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(a) PNPM − CPR with IP and BR2 (b) PNPM − CPR/BR2 with different SPs
Figure 3.19: Density L2 error for the 2D compressible Couette flow.
3.5.4 Subsonic Viscous Flow Over a Circular Cylinder
Viscous flow over a circular cylinder is a classical benchmark case, which can represent
general behavior of a bluff body flow. The flow past a cylinder becomes unstable around
Reynolds number Re = 40. In this test, both steady and unsteady laminar flows around
the cylinder are simulated using the PNPM − CPR method with the BR2 approach. The
inflow Mach number is set to be Mach = 0.2. Reynolds numbers which are based on the
cylinder diameter are 20 and 75, respectively, for those two cases. Figure 3.20 shows the
computational domain with 3964 triangle elements. It is an irregular unstructured mesh
with refinements near the cylinder and in the wake region.
1. Steady Flow (Re=20)
A symmetric steady separation bubble is expected to be formed in the wake of the
cylinder at Reynolds number Re=20. The Mach number contours around the cylinder
predicted with the P1P2−CPR and P2P3−CPR with a quadratic wall boundary rep-
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Figure 3.20: Triangle mesh for flow around a cylinder.
resentation are shown in Figure 3.21. Figure 3.22 presents the streamlines in the wake
region. In both plots, steady separation bubbles are observed. The drag coefficient and
the aspect ratio (the dimensionless separation bubble length, S/d) is shown in Table
3.1. The predicted drag coefficient is 2.171 from both of the schemes which is close to
the value of 2.22 measured by Tritton[97]. The aspect ratio from both schemes agrees
well with the experimental results of 0.935 obtained by Takami and Keller[95].

















































Figure 3.21: Mach number contours for flow over a cylinder at Re=20 and inflow Mach=0.2.
(a) P1P2-CPR (b) P2P3-CPR
Figure 3.22: Streamlines plots for flow over a cylinder at Re=20 and inflow Mach=0.2.
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1. Unsteady Flow (Re=75)
A vortex street is expected to be formed in the wake of the cylinder at Reynolds number






where the length scale Lc here is just the diameter of the cylinder.
Both P1P2 −CPR and P2P3 −CPR methods are tested to demonstrate the accuracy
and robustness for unsteady laminar flows. A subsonic far field boundary condition
is used at the outer boundary of the domain, and an adiabatic wall condition is used
for the cylinder surface. A 2nd order unsteady implicit LU-SGS solver is used for time
integration. Piecewise quadratic polynomials are used to represent the curved cylinder
boundary.
The converged flow filed at Re=20 from the previous section is used as the initial con-
dition. The computed lift and drag coefficient on the cylinder versus non-dimensional
time using P2P3 − CPR are shown in Figure 3.23. The Von Kármán vortex street is
fully developed after a time of 150. Figure 3.24 present instantaneous Mach number
contours in one cycle of the vortex shedding using P2P3 − CPR.
Table 3.2 shows the average drag coefficient CD and computed St for P1P2−CPR and
P2P3 − CPR. They agree well with the experimental results by Williamson48, where
St was found to be 0.148.





Figure 3.23: The lift and drag coefficients versus non-dimensional time for flow over a circular
cylinder using P2P3 − CPR (Re=75, inflow Mach=0.2).
Figure 3.24: Mach number contours showing one cycle of vortex shedding from a circular
cylinder using P2P3 − CPR (Re=75, inflow Mach=0.2).
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3.5.5 Laminar Flow Around a NACA0012 Airfoil
The laminar flow around a NACA 0012 airfoil is simulated by PNPM − CPR method with
the BR2 approach. P1P1−CPR, P2P2−CPR, P1P2−CPR and P2P3−CPR schemes are
tested. The flow conditions are Mach = 0.5 and Re = 5000, with an angle of attack of 1
degree. Under such conditions, steady laminar separations are expected for both upper and
lower surfaces of the airfoil.
Adiabatic no-slip wall condition is prescribed at the airfoil surface, which is represented
by piecewise quadratic polynomials. The subsonic characteristic far field condition is used
at the outer surface of the computational domain. The computational domain extends 50
chord lengths away from the center of the airfoil. The triangle mesh of 3584 cells is shown in
Figure 3.25 with some refinement near the wall and at the trailing edge. An implicit LU-SGS
solver is used for the time integration, and all cases converge to machine zero.
Figure 3.25: Computational mesh for subsonic laminar flow over the NACA0012 airfoil.
The computed Mach number contours of P1P1 − CPR, P2P2 − CPR, P1P2 − CPR and
P2P3−CPR method are shown in Figure 3.26. Only BR2 results are shown, since IP results
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are similar. Due to the coarse mesh, results of P1P1 − CPR and P1P2 − CPR are not very
smooth, especially at the wake region. Note that for P2P2 − CPR and P2P3 − CPR, the
contour lines are more smooth in the wake region. Visually, P2P2 −CPR and P2P3 −CPR
results are very close to each other.
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(a) P1P1 − CPR
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(b) P2P2 − CPR
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(c) P1P2 − CPR
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(d) P2P3 − CPR
Figure 3.26: Mach number contours for flow around the NACA0012 airfoil (Inflow Mach=0.5,
α=10, Re=5000).
The pressure coefficient Cp distribution and friction coefficient Cf distribution along the
















Figure 3.27: The pressure coefficient distributions along the NACA0012 airfoil (Mach=0.5,
α=10, Re=5000).
(a) Cf versus x coordinates (b) Near the separation points
Figure 3.28: The skin coefficient distributions along the NACA0012 airfoil (Mach=0.5, α=10,
Re=5000).
where the τw is the shear stress at wall. There is a close agreement in the computed Cf and
Cf distribution especially for the solution with high-order polynomials. This demonstrates
the accuracy of the PNPM − CPR schemes.
3.5.6 Accuracy Study with 3D Vortex Propagation Problem
To assess the order of accuracy of the CPR method in 3D, the 2D vortex propagation problem
in section 3.5.1 on page 51 is extended to the 3D domain [0, 10]×[0, 10]×[0, 10]. The accuracy
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(a) XY (b) XZ (c) YZ
Figure 3.29: 3D vortex propagation in three different directions.
studies are performed on three different vortex transportation directions (u, v, w) = (1, 1, 0),
(u, v, w) = (1, 0, 1) and (u, v, w) = (0, 1, 1), as shown in Figure .
The 3rd order Runge-Kutta explicit scheme is used for the time integration. The numeri-
cal simulation is carried out until t = 1. An set of uniformly refined hex mesh are employed.
The CPR scheme with Gauss points as the SPs and FPs is used here. And the LP approach
is employed for the flux divergence discretization. Figure 3.30 on the next page shows the
L2 density errors for k = 1 ∼ 5. The optimal order of accuracy are obtained, and the errors
remain the same when we change the propagation directions.
3.5.7 Accuracy Study with 3D Couette Flow Problem
To assess the accuracy of the CPR method for the viscous term in 3D, a laminar flow between
two parallel walls is simulated on a cube of [0, 10]× [0, 10]× [0, 10]. This test case is a simple
extension of the 2D problem in section 3.5.3 on page 53, therefore, the solution only changes
in the y-direction. Figure 3.31 on page 66 shows the density on the coarsest mesh. The






































Figure 3.30: L2 density errors for the CPR method with Gauss points as the SPs and FPs
(k = 1 ∼ 5).
machine zero. The CPR scheme with Gauss points as the SPs and FPs is used here. The
exact solution is used to specify the flow variables at the boundary faces. Three successively
refined hex grids with N = 4, 8, 16 are generated. Figure plots the density L2 norm p = 1−4,
which indicates the nearly optimal order of accuracy is achieved.
3.5.8 Direct Numerical Simulation of the Taylor-Green Vortex
A direct numerical simulation of a 3D transitional flow is carried out to test the DNS ca-
pabilities of the CPR method. The problem is the Taylor-Green vortex at Re = 1600. The
flow is computed within a periodic square box defined as −πL ≤ x, y, z ≤ πL. The initial






































Figure 3.32: L2 density errors for the CPR method with Gauss points as the SPs and FPs











































Here, M0 = V0c0 = 0.1, T0 =
p0
Rρ0
and L is the length of the cube. The Reynolds number of
the flow is defined as Re = ρ0V0L
µ
= 1600, and the Prandtl number Pr = µcp
k
= 0.71 is used.
The initial temperature and density field are set to be T = T0 and ρ = pRT0 respectively. The
initial solution only contains a single length scale L. However, it evolves into an isotropic,
homogeneous turbulence rapidly due to the non-linear interactions of the newly generated
eddies. Figure 3.33 shows the iso-surfaces of the Q-criteria magnitude colored by the z-
component of the vorticity at different times using an 3rd order CPR method.
A characteristic convection time can be defined as tc = LV0 . The computation are carried
out until t = 20tc. To reduce the computational time, the simulations are run in parallel
with the domain decomposition. The explicit 3rd order Runge-Kutta scheme is used for the
time integration.
The CPR method with the Gauss points as the SPs and the LP approach for the flux
divergence are tested for this problem. A p-refinement study of k = 1 to 3 is conducted on
a 643 hex mesh. Figure 3.34 shows the temporal evolution of the kinetic energy integrated














over the simulated time. The dissipation rates are computed by a one-sided finite differences
method for each time step. For both of the kinetic energy and the dissipation rates, the
results for the k = 3 CPR method are very close to the DNS results obtained using the
pseudo-spectral method by van Rees et al. in [100].
(a) time=0 sec
(b) time=15 sec (c) time=60 sec
Figure 3.33: Iso-surfaces of the Q-criteria colored by the z-component of the vorticity for the























Figure 3.34: Evolution of the dimensionless kinetic energy as a function of the dimensionless

























Figure 3.35: Evolution of the dimensionless kinetic energy dissipation rate as a function of
the dimensionless time (DNS result is from [100]).
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Chapter 4
The Dual-consistent CPR Formulation
Aircraft design engineers are usually interested in some scalar engineering design parameters,
such as lift or drag coefficients, generated from CFD simulations. An adjoint solution can
directly relate the local residual to the engineering output. Adjoints have been used in a
wide range of applications including optimal controls, design optimization, data assimilation
and error estimation. There are two approaches to obtain an adjoint solution. One can
solve the continuous adjoint equation, which is a partial differential equation using any
numerical method, or directly solve the discrete adjoint equation derived from the discretized
primal equation. As for the primal problem, a numerical scheme is defined as a consistent
method if its discrete operator converges to the continuous operator, or the exact solution
satisfies the discrete numerical formulation as the mesh size approaches zero. Similarly,
for a dual-consistent adjoint formulation, the exact adjoint solution from the continuous
adjoint equation should satisfy the discrete adjoint equation in the limit of vanishing mesh
size. The dual-consistency of a discrete adjoint operator from a numerical discretization is
a key component to ensure that the optimal convergence rate is achieved for an engineering
output. To establish a robust and accurate functional error estimation procedure for the
CPR method, a dual-consistent CPR formulation is developed in this section.
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4.1 The Dual Problem and Adjoint-based Error Estima-
tion
4.1.1 Linear PDEs
First, we review the dual problem in the theory of output-based error estimation. A detailed
discussion can be found in a series of articles [39, 40] and references therein. Consider a
linear differential equation
LQ = f onΩ,
with a homogeneous boundary condition, where Q ∈ V is the solution, V is the infinite
dimensional solution space and f ∈ L2(Ω). Suppose the output functional of interest J is
given as an inner product of a smooth function g and the solution Q




over the entire domain Ω. The dual problem is introduced by adding a weighted residual to
the functional
J (Q) = (g,Q) + (ψ, f − LQ).
where ψ is an arbitrary function for now. If the solution Q satisfies the linear differential
equation, this weighted residual does not affect the value of the original functional. Denote
L∗ the adjoint differential operator with respect to L defined according to (ψ,LQ) = (L∗ψ,Q)
with homogeneous boundary conditions. Then we have
J (Q) = (g,Q)+(ψ, f)−(ψ,LQ) = (g,Q)+(ψ, f)−(L∗ψ,Q) = (ψ, f)−(L∗ψ−g,Q). (4.1)
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Let ψ be the adjoint solution computed using
L∗ψ = g onΩ.
Then the last term in Eq. 4.1 vanishes, and we obtain
J (Q) = (ψ, f).
Obviously, J is independent of Q, but depends on ψ now. So we call J a function of ψ, i.e.,
J (ψ) = (ψ, f)− (L∗ψ − g,Q). (4.2)
Therefore, the duality of the functional is
J (Q) = (g,Q) if LQ = f onΩ
or
J (ψ) = (ψ, f) if L∗ψ = g onΩ.
Suppose Qh and ψh are the discrete primal solution and the discrete adjoint solution
obtained with a numerical method, and both of them belong to the discrete solution space
Vh. Then, the discrete source term for the primal equation is fh = LQh. The functional
error can be estimated by
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δJ = (g,Qh)− (g,Q) = (g,Qh −Q)
= (L∗ψ,Qh −Q)
= (ψ,L(Qh −Q))
= (ψh, fh − f)︸ ︷︷ ︸
computable error
+ (ψ − ψh, fh − f)︸ ︷︷ ︸
remaining error
, (4.3)
where the linearity of the inner product and the adjoint definition are used. Note that the
first term on the RHS of Eq. 4.3 is defined as the computable error, since it does not involve
any analytical primal solution. If a numerical method possesses the Galerkin orthogonality
property,
(vh, fh − f) = 0, for all vh ∈ Vh,
the computable error vanishes since we take ψh in space Vh. Therefore, there is no need
to evaluate the computable error, and the order of the output error only depends on the
remaining error term. If we use a degree k polynomial to approximate the primal and
adjoint solution and assume the optimal order of accuracy can be achieved, we obtain
‖Qh −Q‖ = O(hk+1), ‖ψh − ψ‖ = O(hk+1).
Here‖.‖ is a L2 norm. In addition, for an nth order differential PDE, we have ‖fh − f‖ =
O(hk+1−n). So the order of the computable error is O(h2k+2−n), which leads to a supercon-
vergent functional of order O(h2k+2−n). To estimate the output error, we need to evaluate
the computable error. A common approach is to use an adjoint solution from a finer approx-
imation space, e.g. p = k + 1. Then the computable error is not equal to 0, and we can use
this error estimate to correct the original output
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Jcorr ≡ J (Qh) + (ψh, fh − f).
The convergence rate of this corrected output is two orders higher than the original output,
which is O(h2k+4−n). A rigorous proof can be found in Ref. [48].
4.1.2 Nonlinear PDEs
Consider a non-linear differential equation
N (Q) = 0, onΩ. (4.4)
Suppose an output functional of interest is given as J (Q). A dual problem is introduced
by defining a Lagrangian of the output with the constraint of the solution Q satisfying the
primal equation N (Q) = 0




Here ψ ∈ V has two roles. First, ψ is the adjoint solution. Second, it also serves as a
Lagrange multiplier. After performing the linearization and enforcing stationary of L to a
solution perturbation δQ ∈ V , we obtain
δL = L′[Q](δQ) = J ′[Q](δQ) +
ˆ
Ω
ψN ′[Q](δQ)dΩ = 0 ∀δQ ∈ V, (4.6)
where the primed notation denotes Frechét linearization with respect to an argument in the





ψN ′[Q](v)dΩ = 0 ∀v ∈ V. (4.7)
Let Qh denote an approximate solution to the analytical solution Q. The difference
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between them can be interpreted as a solution perturbation Qh = Q+ δQ. The output error
defined as δJ = J (Qh)− J (Q) can be estimated by the adjoint weighted residual method
δJ ≈ J ′[Q](δQ) = −
ˆ
Ω
ψN ′[Q](δQ)dΩ ≈ −
ˆ
Ω





4.2 The Continuous Adjoint Equation
We consider the following conservation law
N (Q) ≡ ∇ · ~F(Q), (4.9)











(v)dΩ = 0 ∀v ∈ V. (4.10)








where jτ is a boundary operator. Substituting the definition of J into Eq. 4.10, and
performing integration by parts, we get
ˆ
Ω












· ~n)ds = 0.






which is a linear partial differential equation for ψ, and the corresponding boundary condi-









· ~n)ds = 0. (4.12)
4.3 The Dual-Consistent CPR Formulation
The discrete adjoint equation is obtained directly by linearizing the discretized primal equa-
tion. Consider a discretized formulation of the primal Eq. 4.4
Nh(Qh) = 0, Qh ∈ Vh
with mesh h, and a discrete solution perturbation δQh ∈ Vh. Linearizing the discrete residual
Rh ≡ −Nh(Qh) and the discrete output Jh, we get








The discrete adjoint ψ̃h is defined as the sensitivity of output perturbation δJh to the primal
residual perturbation δRh








We obtain the discrete adjoint equation by canceling the solution perturbation δQh
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(a) The discrete adjoint (b) The discrete adjoint in variational forms









For numerical methods with a weak form, e.g. FEM or DG methods, after choosing a
proper basis, Eq. 4.13 is equivalent to its variational formulation. A detailed derivation
can be found in Ref. [32, 44]. So the discrete adjoint equation for numerical methods in
semi-linear form is consistent with the continuous adjoint equation. However, this is not
true for numerical methods in a differential form, such as the CPR method, which does not
possess a variational form.
Substituting a pointwise residual ri,j defined on each solution point j of cell i arising from












where l is the global index of the DOFs in the entire domain. Figure 4.1a shows the x-
momentum component of the lift adjoint for a subsonic airfoil using the discrete adjoint
equation with the CPR method. It has a very oscillatory distribution in each cell, which
indicates dual-consistency violations.
Since the CPR method is not in a variational form, its discrete adjoint equation should
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be directly derived from the linearized Lagrangian. Assume the adjoint solution belongs to
the same space of the primal solution, the adjoint variable ψi of cell i can be approximated

















where ωj and |Ji,j| are the quadrature weight and the element Jacobian at the solution point.
Comparing with Eq. 4.14, the following relation can be derived from the discrete adjoint
ψ̃i,j and the discrete adjoint ψ̂i,j in the integral form
ψ̃i,j = ωj|Ji,j|ψ̂i,j.
It is obvious that the discrete adjoint formula for a numerical scheme in a differential form
is not consistent with the continuous adjoint equation. The inconsistent adjoint is related
to the consistent counterpart in terms of the quadrature weight ω and the cell Jacobian |J |.
This integral equation can be interpreted as an explicitly defined variational form for the
CPR method. In this paper, we call it dual-consistent discrete adjoint formula. Figure 4.1b
shows the consistent discrete adjoint solution with the CPR method. Clearly the consistent
adjoint solution is smooth.
4.4 Analysis of Dual-Consistency for the CPR Method
For a dual-consistent discretization, the discrete adjoint solution should approach the con-
tinuous adjoint solution when the mesh size diminishes. In other words, the analytic primal
solution Q and the analytic dual solution ψ should satisfy the discrete adjoint equation when
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the mesh size goes to zero. Substituting the discrete residual of the CPR method into the











































Here, g′L, g′R and ψi belong to P k(Ωi).
dL
dξ
is a degree k−1 polynomial. Therefore, the degree
of the integrand is at least 2k. Assume that the quadrature rule defined on the solution

















































































Recall that, for the CPR method, the correction functions satisfy
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gL(−1) = gR(1) = 1
gL(1) = gR(−1) = 0.
Furthermore, a DG correction function gDG of degree k + 1 is orthogonal to P k−1, i.e.,
ˆ 1
−1
gDG(ξ)φ(ξ)dξ = 0, ,∀φ ∈ P k−1.



































































The first term is the governing equation for the continuous adjoint equation, which vanishes





































































As discussed in Ref. [44, 74], a well-defined dual-consistent boundary flux should only
be a function of the boundary state F com = F com(Qbc(QL)), and a properly-defined dual-
consistent output functional leads to Eq. 4.21 and is consistent with the dual boundary
condition for the continuous adjoint equation (Eq. 4.12). Therefore, Eq. 4.16 can be
satisfied exactly with an analytical adjoint solution. A similar procedure can be applied to










which will be used to analyze the dual consistency for the 2D linear wave equation and the
Euler equations in the next section.
Based on the analysis, the key factors to ensure a dual-consistent CPR formulation are
summarized next.
1. In order to ensure the integral accuracy of the discrete adjoint equation in a variational
form, an accurate quadrature rule defined on the solution points should be exact for
a degree 2k polynomial. Recall that a k+1 point Gaussian quadrature rule can yield
an exact integration of a degree 2k + 1 polynomial. Therefore, the Gauss quadrature
points are preferred as the solution points. The Lobatto quadrature rule can only
integrate a degree 2k − 1 polynomial exactly. If the Lobatto points are used as the
solution points, the CPR formulation will have an accuracy loss for the discrete adjoint
solution and the corresponding error estimation.
2. The correction function g in the CPR method must be orthogonal to the derivatives
of the adjoint solution
ˆ
Ω
gψ′dΩ = 0. (4.23)
If we assume that the discrete adjoint ψ belongs to the same space of the primal
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solution, the degree of the derivative ψ′ is k − 1. Then the only qualified correction
function is the DG correction function gDG, which is orthogonal to P k−1. On the other
hand, the degree of the adjoint solution ψ is determined by the specific correction
function. Suppose we use the g2 correction function, which is only orthogonal to P k−2.
To satisfy this condition, the degree of the discrete adjoint solution ψ is automatically
degenerated to k − 1. In summary, for a CPR scheme with a correction function gm,
the discrete adjoint ψ ∈ P k+1−m.
3. The Lagrange polynomial (LP) approach is required to evaluate the flux divergence
term in the CPR formulation, instead of the chain rule (CR) approach. This require-
ment is very similar to the conservation requirements for the CPR scheme. Therefore,
a similar fix can be obtained by following the conservation fix of the CR approach [35].
However, the numerical results in the next section show that the dual-inconsistent
violation by the CR approach is relatively weak.
4. A properly defined common numerical flux on the boundaries, and a well-defined output
functional, are critical in making the boundary terms in the adjoint equation vanish.
4.5 Numerical Tests
4.5.1 Linear Advection Equation
First, the dual-consistent CPR discretization and the error estimation are verified with a
first-order hyperbolic partial differential equation (PDE). Consider a 2D linear wave equation
∇ · ~cQ = f, x ∈ Ω
with a Dirichlet boundary condition
Q(~x) = B(~x), x ∈ ∂Ω−
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given on the inflow boundaries ∂Ω− = {~x ∈ ∂Ω| ~n · ~c < 0}, where ~n is the outward surface
normal direction and ~c is the advection velocity (Figure 4.2a) prescribed as
~c = (e−x, ey).





which determines the source term f by the method of manufactured solutions [47].
The simulation is performed on a unit square Ω = [0, 1]2 filled with quadrilateral elements.










The exact value of the output is J = 2e.











which is equivalent to the boundary condition for the continuous adjoint equation
ˆ
∂Ω+
(~n · ~c)ψ + (~n · ~c)g(~x)ds = 0.
The common flux F com(QBC(QL), ~n) = ~n·~cQL is chosen for the boundaries to ensure that the
CPR method for the linear wave equation with this output is a dual-consistent formulation.
The contours of the primal solution and the adjoint solution are shown in Figure 4.2.
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Based on the dual-consistency analysis, we choose the Gauss points as the solution points
and the DG correction function gDG. Figure 4.3 shows the convergence rate of the primal
solution, the output functional and the error estimate using the CPR method. The optimal
order O(hk+1) is obtained for the primal solution. Super convergence of the output functional
and the error estimate is good indicator of a dual-consistent discretization. For this case, a
super convergence of O(h2k+1) is observed for both of the output error and the adjoint-based
output error estimate. The corrected output converges 2 orders faster than the original
output, which is O(h2k+3). The results of the CPR method with Lobatto points and gdg is
shown in Figure 4.4a. Comparing with the results of the Gauss points, the accuracy loss
of the quadrature rules defined on the Lobatto points leads to one order loss in the output
functional, the error estimate and the corrected functional.
Now we test the influence of the correction functions on the output functional and the
error estimate. As discussed in [51], for an integral m ≥ 1, a correction function gm of
degree k + 1 is orthogonal to P k−m, and the Fourier analysis indicates that the order of the
corresponding scheme is O(h2k+2−m). The previous analysis shows that the approximation
order of the adjoint solution ψ is determined by the correction function gm as O(hk+1−m).
Figure 4.4 shows the convergence rates using the g2 and g3 correction functions with the
Gauss points as the solution points. Similar relationships are obtained between the order
of accuracy of the functional outputs, the error estimate and the correction functions. For
the advection equation, the output functional and the adjoint-based error estimate with the
Gauss points and gm are accurate to order O(h2k+2−m). Furthermore, the corrected outputs
of the corresponding schemes are accurate to order O(h2k+4−m). The convergence rates with
the different CPR schemes are summarized in Table 4.1. Those results are consistent with
the analysis in section 4.3.
For a linear partial differential equation, the discrete adjoint based output error estima-
tion should recover the exact output error obtained by a finite difference method. Table 4.2
compare the true output error between k = 1 and k = 2 results and the adjoint-based output
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(a) Primal solution (b) Adjoint solution
Figure 4.2: The primal and adjoint solution of the linear advection equation.
SPs g primal L2 err. output error output error est. corrected output error
Gauss DG k+1 2k+1 2k+1 2k+3
Lobatto DG k+1 2k 2k 2k+2
Gauss G2 k+1 2k 2k 2k+2
Gauss G3 k+1 2k-1 2k-1 2k+1
Table 4.1: Convergence rates for the linear wave equation with different schemes.
error. The difference between them are within machine zero.
4.5.2 The Supersonic Vortex Transportation Problem
Second, we test the present adjoint-based error estimation for the Euler equations with curved
elements. The problem we consider is a 2D supersonic vortex transported in a circular sector.
The computational domain is defined on a section of an annulus with the inner radius of
rin = 1 and the outer radius of 1.384. The initial mesh consists of k = 4 quadrilateral
elements and is shown in Figure 4.5a. The isentropic vortex rotates around the center of the
circular sector. The density ρ is only a function of the radius r (Figure 4.5b)






























































































































Figure 4.3: Results for the linear advection equation using a CPR scheme with the Gauss
points and gdg.
where γ is the ratio of heat capacities and the remaining parameters are the flow conditions
on the inner surface chosen as ρin = 2, Min = 2 and pin = 1γ . The other variables can
be computed with the isentropic relations. Characteristic boundary conditions with the
analytical solution are used at both the inlet and the outlet, and slip wall boundary conditions
are applied on the inner and the outer boundaries. The output of interest is the force in the
x direction on the inner surface, where the pressure is equal to 1
γ
, so the exact value of the
output is J = − 1
γ
.







































































































































































(c) Gauss points with g3 as the correction function
Figure 4.4: Results for the linear advection equation with different correction functions.
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Table 4.2: The output error by the finite difference method and adjoint-based error estima-
tion (coarse space k = 1, fine space k = 2).





































chosen as the common flux on the boundaries. This ensures that the CPR method for the
Euler equations with this output definition is a dual-consistent formulation.
The adjoint solution with the dual-consistent boundary conditions and dual-inconsistent
boundary conditions are shown in Figure 4.5. The dual-inconsistent boundary conditions
generated some spurious oscillations near the wall, while the adjoint solution from the dual-
consistent boundary conditions was very smooth. Figure 4.6 displays the solution error, the






























(d) Adjoint solution ψ1 with dual-
inconsistent BCs
Figure 4.5: The primal and adjoint solution for the supersonic vortex transportation problem








































































Figure 4.6: The results of the supersonic vortex transportation problem using the dual-
consistent BC and the dual-inconsistent BC (Gauss points, gdg).
norm was obtained by both the dual-consistent and inconsistent boundary conditions in the
primal solution. However, a super convergence of order 2k + 1 was observed for the output
with the dual-consistent boundary condition only. The spurious adjoint oscillation caused
by the dual-inconsistent boundary condition degraded the adjoint solution, and destroyed
the super convergence property of the output functional.
Figure 4.7 and 4.8 show the convergence rates of the CPR method with different solution
points using both the LP and the CR approaches. Similar results were obtained with the LP
and CR approaches for the Gauss points: a super-convergence of order 2k+ 1 for the output
functional and the error estimate and a super convergence of 2k+3 for the corrected output.
This indicates that the dual-consistency violation of the CR approach is relatively weak, and
does not affect the adjoint-based error estimate. However, with the Lobatto points and the
LP approach, accuracy loss did occur. The super convergence of the corrected output is lost
for the k = 1 scheme. The CPR schemes with Lobatto points and the CR approach can
reduce the alias error generated by the non-linear fluxes. Even though the CR approach is
not fully dual-consistent, the super convergence rates are recovered for the Lobatto points,

















































































































(b) Gauss points, CR and gdg
Figure 4.7: The results of the supersonic vortex transportation problem with the Gauss
points.
of 2k and the order of the corrected output is 2k + 1. Figure 4.9 shows the results of the
CPR method with different correction functions. Similar results as for the linear advection
equation are obtained. For the Euler equations, the output functional and the adjoint-based
error estimate with the Gauss point and gm are accurate to order O(h2k+2−m). Furthermore,
the corrected outputs of the corresponding schemes are accurate to order O(h2k+4−m). The
convergence rates with the different CPR schemes are summarized in Table 4.3. The results
of this test case indicate that the dual-consistent formulation performs as expected for a











































































































(b) Lobatto points, CR and gdg
Figure 4.8: The results of the supersonic vortex transportation problem with the Lobatto
points.
Table 4.3: Order of accuracy for the supersonic vortex transportation problem.









Gauss DG LP k+1 2k+1 2k+1 2k+3
Gauss DG CR k+1 2k+1 2k+1 2k+3
Lobatto DG LP k+1 2k 2k ≈ 2k + 1
Lobatto DG CR k+1 2k 2k 2k+1
Gauss G2 LP k+1 2k 2k 2k+2











































































































(b) Gauss points, LP and g3

















Figure 4.10: The 3rd component of the CD adjoint of an inviscid NACA 0012 airfoil at
M∞ = 0.5, α = 2
◦.
4.5.3 Inviscid Flow over the NACA0012 Airfoil
The last test case in this section is a subsonic flow over a NACA0012 airfoil with a free-stream
Mach number of M∞ = 0.5 and an angle of attack, α = 2◦. It is used to further assess the
accuracy of the adjoint-based error estimation for a problem with a geometric singularity.
The output of interest is chosen as the lift or drag of the airfoil. The contours of the CL
adjoint and the CD adjoint are shown in Figure 4.1b and Figure 4.10. In this test case, the
error in the functional JH(QH) − Jh(Qh) is computed using p-enrichment from p = 2 to




j ωj|Ji,j| (ψh)i,j ri,j(QHh )
JH(QH)− Jh(Qh)
.
Due to the geometry singularity, the super convergence of the output functional and its
error estimate is lost. Table 4.4 shows the results with 4 levels of uniformly refined meshes.
Note that the error of the initial estimates on the very coarse meshes is large; however, the
effectivity index ηeH approaches unity as the mesh is refined for both CL and CD. In addition,
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the error estimate with the CD adjoint is more accurate than with the CL adjoint. This is
due to the fact that the regularity of the CL adjoint is low because of the singularity along
the stagnation streamline from the leading edge, while the CD adjoint is relatively smooth.
Table 4.4: Adjoint-based error estimate for an inviscid NACA 0012 airfoil at M∞ = 0.5, α =
2◦ (coarse space k = 2, fine space k = 3).
Cells CL CDJH(QH)− Jh(Qh) −(ψh)TRh(QHh ) ηeH JH(QH)− Jh(Qh) −(ψh)TRh(QHh ) ηeH
280 -8.90E-03 -1.84E-02 2.064 8.39E-03 8.51E-03 1.015
1120 -5.52E-03 -7.15E-03 1.295 1.93E-03 1.95E-03 1.011
4480 -1.59E-03 -1.68E-03 1.058 2.29E-04 2.29E-04 1.002
17920 -3.08E-04 -3.24E-04 1.049 2.13E-05 2.13E-05 0.999
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Chapter 5
Output-based Error Estimation and
Adaptation
5.1 Adjoint-based Adaptation and Error Indicators
An adjoint-based error estimation relates a specific functional output error directly to the
local residual error. Therefore, it can be used to construct a very effective error indicator to
drive an adaptive procedure for any engineering output. From Eq. 4.8, the output error can







The continuous adjoint solution ψ is approximated by solving ψh on the finer space through
enriching the degree of the solution polynomial. The finer solution Qh is obtained by per-






with an injection operator IHh . The adjoint-based local error indicator ηi used in the present












To achieve a better estimate, the adjoint defect between the coarse level and fine level
ψh−IHh ψH is used. For a system of equations, the local error indicator is formed by summing
together every component’s contribution to the functional error estimate.
5.2 The Local Output-error Sampling Procedure
The error indicators defined above are used to drive a fixed-fraction anisotropic h-adaptation.
In this approach, a certain fraction f of the current elements with the largest local error indi-
cators η are marked for h-refinements. Then the anisotropic adaptation decision is driven by
an error sampling procedure for choosing the optimal refinement from a discrete set of adapta-
tion choices. The idea of guiding anisotropy adaptation for the engineering output by solving
local problems has been previously proposed in [19, 38, 63, 122]. The elemental functional
error is directly estimated and monitored during the sampling process. For quadrilaterals,
as shown in Figure 5.1, three local refinement options are available: isotropic-refinement,
x-refinement, y-refinement. For a simplex element, we consider four local refinement options
by splitting the edges, as shown in Figure 5.2.
Mesh refinement is performed in the original element’s polynomial space using the refer-
ence coordinates. So the refined elements inherit the same geometry approximation order.
However, for elements on the geometry boundaries, the newly generated vertex on the bound-
ary edge may not be exactly on the real geometry. An extra remapping process is employed
to snap the boundary points to the truth geometry during each adaptation level. As shown in
Figure 5.3, non-conforming interfaces between cells with different h levels are created during
the adaptation process. In order to maintain the smoothness of the solution, at most one
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(a) Primal sol. QH = ρ, the coarse mesh (b) Adjoint sol. ψ̂H , the coarse mesh
(c) QHκ0 , iso (d) Q
H
κ1 , x-ref (e) Q
H
κ2 , y-ref
(f) ψ̂Hκ0 , iso (g) ψ̂
H
κ1 , x-ref (h) ψ̂
H
κ2 , y-ref
(i) Residual Rκ0(QHκ0), iso (j) Residual Rκ0(Q
H
κ1), x-ref (k) Residual Rκ0(Q
H
κ2), y-ref
Figure 5.1: The local output error sampling procedure for quadrilateral elements.
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(a) Primal sol. ρ, the coarse mesh
(b) Iso refinement (c) Edge 1 Split (d) Edge 2 Split (e) Edge 3 Split
Figure 5.2: The simplex refinement options for probing the local functional error behavior.
level of difference is allowed for h-refinement. For the simplex anisotropic adaptations, as
shown in Figure 5.4, the hanging nodes can be completely removed by refining its face neigh-
bors. This is in contrast to the quadrilateral meshes which always generates the hanging
nodes after refinements.
For each refinement option denoted as κj of the candidate element i marked by the
local error indicators η, an element-wise local problem is created and solved dynamically at
each adaptation step. As shown in Figure 5.1, all of elements in the stencil of the candidate
element i are created and the current primal solution QH and adjoint solution ψ̂H are injected
















Figure 5.3: Hanging nodes with the one level difference restriction.
locale functional error indicator can be obtained using
ηκj = |(ψ̂Hκj)
TRκj(QHκj)|. (5.3)








are used to pick up a particular refinement option in this paper.
A compressible Couette flow problem is used to verify the directional feature detective
ability of the current local solve procedure. In this case, the laminar flow is driven by viscous
force in the space between two parallel moving plates. The speed of the upper wall is U = 0.3
with constant temperature T1 = 0.85. The lower wall is fixed and the temperature is enforced
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=⇒
(a) Remove hanging nodes, 1 edge
=⇒
(b) Remove hanging nodes, 2 edges
Figure 5.4: Remove hanging nodes during the refinements.





y, v = 0, (5.5)




T = T0 +
y
H








where R is the gas constant and k is the thermal conductivity. So the solution is only changed
along the y direction. Figure 5.5a shows the initial mesh. For the purpose of the verification,
on every adaptation stage, all of the current cells are marked as the candidate elements to
do the refinement. The unweighted residual-based local error sampling procedure, which
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means adjoint ψ̂ = 1 in Eqn. 5.3.,is used to find the best refinement opition for every
element. Figure 5.5b presents the adapted mesh on the final stage. The result indicates
that the optimal mesh along the x direction is generated from the local solve procedure. No
refinement in the x direction are performed. Figure 5.5c plots the estimate merit indicator for
each refinement option. Compared with the isotropic refinement, the huge degree of freedom
saving per L2 density error from the local sampling procedure are obtained, as shown in
Figure 5.5d.


















































Figure 5.5: Local error sampling refinements for the compressible Couette flow (k = 3).
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5.3 Non-conforming Interface
Non-conforming interfaces between cells with different h or p levels are created during the
adaptations. See Figure 5.6 on page 105. As mentioned previously, only one level difference of
h and p between neighboring cells are allowed. Special treatment is required when computing
the common numerical flux on those non-conforming interfaces with hanging nodes. The
“mortar” element method developed by Kopriv[60] is used here. Basically, a L2 projection is
used to preserve the global conservation and maintain the accuracy. For a non-conforming
interface, a “mortar” face is introduced to link the unmatched elements, whose space are
always chosen as the higher h or p space of the two sides. First, the solution from the left
and right sides of the face are prolongated to the mortar surface by a simple interpolation
process (see Figure 5.7a on page 105). Then, the common flux are computed by solving the
Riemann problem on the mortar surface. The last step is to project the common flux on
the mortar surface back to the original space. Here, the standard L2 projection is utilized
to preserve the average.
Let’s take a 2D non-conforming h-surface as a example to illustrate the projection pro-
cedure. Here, one mortar element links one coarse surface denoted by σ on one side and
multiple finner surfaces denoted by σk on the other side (see Figure 5.7b on page 105). De-
note the DOFs on the coarse surface σ by Qj and its basis function by φj, j = 1, ..., K, where
K is the number of FPs on that surface. In addition, let Q̂k,j and φ̂k,j stand for the DOFs
and its basis on the kth finner surface σk, where j = 1, ..., K. The standard L2 projection















where nk stands for the number of the finner surface connected to the mortar element,
which is equal to 2 in 2D and 4 in 3D. Note that the integral on the RHS is the mass matrix
evaluated on the coarse space. If the standard Gauss quadrature points are used as the FPs,
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0 i 6= j
1 i = j
is the Kronecker delta function.











which can be computed and stored in the preprocessing stage. Similar procedures can be
obtained for the non-conforming p-interface. Detailed discussion of the “mortar” method can
be found in Ref. [34, 59].
To assess the accuracy of the mortar method, the 3D vortex propagation case described
in section 3.5.6 is simulated on a hexahedral grid with hanging nodes. The hanging nodes
are generated randomly on the initial mesh across the whole computational domain. Then,
the uniform h-refinement study is performed for the CPR method with k = 1 ∼ 5. Figure
5.8 shows the density contours with k = 1 to k = 5 on the coarsest mesh. The solution is
quite smooth, which indicates that the flow field is not degenerated by the non-conforming
surfaces. Figure displays the L2 density error. The optimal orders of accuracy are obtained
for the CPR method with the mortar element.
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(a) Non-conforming h-surfaces (b) Non-conforming p-surfaces













(b) Common flux restriction
Figure 5.7: The mortar face method for non-conforming faces (k = 1, 4: FPs, : DOFs on
the mortar face).
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(a) k=1 (b) k=2
(c) k=3 (d) k=4 (e) k=5





































Figure 5.9: L2 density error of the vortex propagation with hanging nodes.
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Figure 5.10: The procedure of the adjoint-based h-adaptation.
5.4 Adaptation procedure
Figure 5.10 shows the procedures of the adjoint-based h-adaptation. A fixed-fraction hanging-
node h-adaptation strategy is used in the present study. At each adaptation step, a fixed
fraction f of the candidate elements with the largest error indicators are adapted. The
marked elements are refined through its local mapping functions. As a result, the newly in-
serted boundary points may not lie on the geometry. In order to ensure the accuracy of the
geometry approximation, all of the newly inserted boundary points are remapped to the real
geometry by querying the stored geometry information for each boundary element. Then
the coordinates of the interior points of the modified elements are updated by a transfinite
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6.1 Inviscid Flow over the Gaussian-shaped Bump
The test case of inviscid flow over a Gaussian-shaped bump is used to assess the effectiveness
of h- and p-adaptation. The geometry of the bump surface and boundary conditions are
chosen to be the same as the section 3.5.2. Only the residual-based error estimation is used
to drive the adaptation. The simulation starts from a uniform 2nd order scheme (k = 1),
and then performs five loops of adaptations. A fixed fraction of adaptation on each level is
chosen to be f = 0.1. As shown in Figure 6.1 on the next page, both of h- and p-adaptation
are mainly performed around the bump surface. The result shows that the residual-based
indicator clearly identifies the error source, which is the bump surface in this case. After
performing 5 adaptation iterations, the non-conforming surfaces with h and p hanging nodes
do not pollute the solution smoothness. Compared with the result of uniform 2nd order
scheme, the flow field at the final adaptation level is much more smooth especially in the
adapted area. L2 entropy error over the whole domain is used as a measure of accuracy,







(a) Mach number, the initial mesh, p = 1
(b) Mach number, 5 levels of p-adaptation
(c) The final h-adapted mesh
(d) The order distributions on the final p-adaptation
Figure 6.1: The residual-based h and p-adaptation for subsonic flow over a Gaussian-shaped
bump.
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For this simple case, the bump surface is quite smooth, which indicates a p-adaptation is
preferred. Figure 6.2 shows the L2 entropy error versus degrees of freedom with the residual-
based h- and p-adaptation. Results of uniform h and p refinements are given for comparison
too. Both of the h-adaptation and p-adaptation demonstrate better performance than their
corresponding uniform refinements. As expected, p-adaptation is more effective than the
h-adaptation in terms of the entropy error per degrees of freedom for this particular smooth
problem. Furthermore, the uniform p refinement outperforms the uniform h refinement,






















Figure 6.2: The L2 entropy error of subsonic flow over a Gaussian-shaped bump.
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6.2 Inviscid Flow over the NACA 0012 Airfoil
The next test case involves subsonic flow over a NACA 0012 airfoil with a free-stream Mach
number of M∞ = 0.5 and an angle of attack, α = 2◦. To assess the effectiveness of different
error indicators, h-adaptations with CL and CD as the output of interest are performed
on a quadrilateral grid. We use the 4th order CPR scheme with the Gauss points as the
SPs/FPs and the LP approach. The newly inserted grid points on every adaptation stage
are remapped to the real NACA0012 airfoil to reduce the geometry approximation error. The
initial mesh consists of 560 p4 curved elements. The start mesh and the final adapted meshes
using the lift and drag adjoint are shown in Figure 6.3. It is well-known that the trailing
edge singularity can generate spurious entropy. Therefore, refinements near the trailing edge
are very important to predict an accurate drag value. Figure 6.4 shows the regions near
the trailing edge and around the airfoil surface are refined persistently. Adaptations using
the lift adjoint added some degrees of freedom on the stagnation streamlines, where the lift
adjoint solution is singular and oscillatory. Figure 6.5 displays the Mach and adjoint solution
contours on the initial and adapted mesh. Note the significant improvements of the solution
smoothness on the adapted mesh. This is due to the present adaptation framework considers










(a) The initial p4 mesh (b) The initial p4 mesh, zoom in
(c) CL Adjoint (d) CD Adjoint
Figure 6.3: Adapted mesh for the adjoint-based h-adaptation for a inviscid NACA 0012











































(f) Adapted mesh near the trailing edge, CD adjoint
Figure 6.4: Detailed adapted mesh after 10 levels h-adaptation for a inviscid NACA 0012
airfoil at M0 = 0.5, α = 2◦ (k = 3).
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(a) Mach contours on the initial mesh (b) Mach contours on the adapted mesh
(c) CL adjoint ψ2 on the initial mesh (d) CL adjoint ψ2 on the adapted mesh
Figure 6.5: Primal and adjoint solution of the adjoint-based h-adaptation for a inviscid
NACA 0012 airfoil at M0 = 0.5, α = 2◦ (k = 3).
The convergence histories of the lift and drag coefficients are shown in Figure 6.6. The
corrected outputs are computed using the adjoint-based error estimates. The results show
that the corrected coefficients converge much faster than the uncorrected ones, and all con-
verge to the same value. The estimated error at the last adaptation stage is around 10−10. So
the CL and CD on the final adaptation stage are chosen as the truth value. Figure 6.7 shows
the output error from the adaptation and the uniform refinements. An effective convergence
rate of 6 is achieved for both CL and CD with h-adaptation. It is clear that the adjoint based
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h-adaptation framework can reduce the computational cost by orders of magnitude in terms























































(d) CD zoom in
Figure 6.6: CL and CD convergence of the adjoint-based h-adaptation for a NACA 0012
airfoil at M0 = 0.5, α = 2◦ (k = 3).
Next, the performance of the h- and p-adaptations are compared on simplex meshes. The

























































Figure 6.7: CL and CD error of the adjoint-based h-adaptation for a NACA 0012 airfoil at
M0 = 0.5, α = 2
◦ (k = 3).
five levels of h-adaptation and p-adaptation separately with an adaptation fraction f = 0.1
on each stage. Both of the adjoint-based adaptation and the unweighted residual-based
adaptation are tested. The drag coefficient and the lift coefficient are considered as the
output of interest in this case.
The final adapted meshes and the order distributions are shown in Figure 6.11. The
regions near the trailing edge and the leading edge are adapted consistently for all types
of error indicators. However, only the drag adjoint-based adaptation targets the stagnation
streamline to perform mesh refinements or solution order increments. This is due to the sin-
gularity of the drag adjoint solution along the stagnation streamlines. [39] Another different
refinement regions between the output-based adaptation and the residual-based adaptation
are the upper and lower surfaces of the airfoil. Intuitively, those areas are important for
accurate prediction of the outputs related to the total force. Both of the adjoint-based
adaptations with lift and drag coefficient as output correctly target those areas, whereas the
residual-based adaptations leaves those region relatively coarse. In general, adjoint-based
adaptations demonstrate the capability of capturing the error propagation effects inherent
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in the Euler equations.
Figure 6.8: The initial p2 triangle mesh.
Figure 6.9 compares the lift coefficient error, the drag coefficient error and the entropy
error of the different adaptation strategies. It is clear to see that the adaptive methods
could produce much more efficient error reductions in terms of the DOFs. The adjoint-based
adaptations with lift coefficient and drag coefficient as the output perform similarly, which
are better than the residual-based adaptations. For this problem, the p-adaptation performs
better than the h-adaptation due to the smoothness of the solution.
Further comparisons of the h-adaptations with different approximation orders are shown
in Figure 6.10. It is well known that the solution discontinuities can affect the optimal order
of accuracy for the high-order methods. Since there is a geometry singularity point at the
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(a) The CL error (b) The CD error
(c) The Entropy error
Figure 6.9: H- and p-adaptation for a NACA 0012 airfoil at M0 = 0.5, α = 2◦ (k = 2).
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trailing edge of the airfoil, the uniform mesh refinements cannot achieve the optimal con-
vergence rate. The current results show that the h-adaptations successively refine the mesh
around the trailing edge; therefore it could reduce the effect of this geometry singularity and
reveal the potential accuracy from the high-order CPR method. As shown in the Figure 6.10,
the accuracy per DOFs from the h-adaptations with 3rd order schemes are much better than
the h-adaptations with 2nd order schemes, which demonstrates the benefits of performing
h-adaptation with high-order approximations.
6.3 Laminar Flow over the Flat Plate
This case considers subsonic, laminar flow over a flat plate. The problem is solved on a
rectangular domain of size [−1.25, 1.0] × [0, 2]. The plate length is 1, which spanning from
x = 0.0 to 1.0. The freestream Mach number is M0 = 0.5, the Reynolds number based on
the plate length is Re = 106, and the Prandtl number is set to be Pr = 0.72. The adiabatic
no-slip wall boundary condition is enforced along the plate, and a symmetry boundary
condition is specified on the first part of the lower boundary. Therefore, the leading edge
of the plate is a singularity point between the symmetry boundary condition and the no-
slip boundary condition. The focus of this problem is to test the ability of the current
adaptation framework to generate anisotropic elements inside the boundary layer and to
control the singularity effect from the leading edge.
The 4th order CPR scheme (k = 3) with the Gauss points as the SPs/FPs and the LP
approach is used in the discretization. The truth CD = 0.00131119952 are from the 1st
high-order CFD workshop. Here, the drag coefficient is chosen as the output of interest.
The initial coarse mesh is shown in Figure 6.14a. Isotropic and anisotropic h-adaptions
driven by the drag adjoint error estimate are tested. Figure 6.14 shows the adapted mesh
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(a) The CL error (b) The CD error
(c) The Entropy error
Figure 6.10: The results of h-adaptation with k = 1 and k = 2 for a NACA 0012 airfoil at
M0 = 0.5, α = 2
◦.
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(a) H-adaptation with the lift adjoint (b) P-adaptation with the lift adjoint
(c) H-adaptation with the drag adjoint (d) P-adaptation with the drag adjoint
(e) H-adaptation with a residual-based indicator (f) P-adaptation with a residual-based indicator
Figure 6.11: 5 level adaptations for a NACA 0012 airfoil with M∞ = 0.5, α = 2◦.
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with different adaptation strategies. Mach contours are displayed in Figure 6.12.The leading
edge and the elements around the lower boundary are refined repeatedly on each adaptation
level. For anisotropic adaptation, the local output error estimates automatically considers
the behaviors from the primal solution and the adjoint solution by the local error sampling
procedure, which generates anisotropic elements in the boundary layer. The largest aspect
ratio of the elements generated by the current anisotropic adaptation strategy for this case
is around 1500 on the final adaptation stage. For the singularity point, both of the current
anisotropic and isotropic adaptation try to refine around it isotropically to control its effect.
Figure 6.13 shows the CD error for those adaptation strategies with the uniform refinement
results. The convergence history shows that the anisotropic adaptation uses less degrees
of freedom and produces smaller drag error than the isotropic adaptation. In addition,
compared with the isotropic cells, the high aspect ratio elements generated by the anisotropic
adaptation toward the boundary layer speeds up the convergence of the nonlinear solver
dramatically.
Figure 6.12: Mach number contours for the laminar flat plate problem on the adapted mesh











































Figure 6.13: CD convergence for the laminar flat plate problem at M0 = 0.5, Re = 106
(k = 3).
6.4 Laminar Flow over the NACA 0012 Airfoil
In this case, we consider subsonic laminar flow over a NACA 0012 airfoil at a free-stream
M0 = 0.5 and an angle of attack α = 1◦. The Reynolds number based on the chord length
of the airfoil is Re = 5000. The same mesh for the inviscid NACA 0012 airfoil test case are
used. The drag coefficient and the lift coefficient are considered as the outputs of interest.
Adjoint-based isotropic and anisotropic adaptations are driven by the output-based error
indicator. Additionally, uniform h-refinement is performed to compare those adaptation
strategies. The 4th order CPR scheme (k = 3) with the Gauss points as the SPs/FPs and
the LP approach is used in the discretization. All adaptations start from a mesh of 560 p4
quadrilateral elements.
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(a) The initial mesh (b) Isotropic adapted mesh (c) Anisotropic adapted mesh
(d) Zoom in, initial mesh
(e) Zoom in, isotropic adapted mesh
(f) Zoom in, initial mesh
Figure 6.14: Isotropic and anisotropic adapted mesh for the laminar flat plate problem at
M0 = 0.5, Re = 10
6. Red circle indicates the leading edge (k = 3).
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(a) Mach contours on the initial mesh (b) Mach contours on the adapted mesh
Figure 6.15: Mach contours for a NACA 0012 airfoil atM0 = 0.5, α = 1◦, Re = 5000 (k = 3).
Figure 6.15 and Figure 6.16 compare the Mach contours on the initial mesh and adapted
mesh and presents the adapted meshes from the tested adaptation strategies. Some common
regions like stagnation lines and boundary layer are targeted for refinements by both of
isotropic and anisotropic adaptations. The trailing edge is isotropically refined repeatedly
to reduce its singularity effect, see Figure 6.18. At this Reynolds number, the flow field
generate a very thin boundary layer, which indicates the anisotropic adaptation should be
much more efficient than the isotropic one. The adapted mesh shows that the local solve
procedure correctly detects the anisotropic behavior of the flow and produces the required
anisotropic elements in the boundary layer (Figure 6.18).
Figure 6.17 shows the lift coefficient and drag coefficient convergence with corresponding
corrected values by adjoint-based error estimates, in terms of number of degrees of freedom.
Results show that both of the lift coefficient and the drag coefficient, from all of those
adaptation strategies, try to converge to the same value. The corrected outputs by the error
estimates converge faster than the uncorrected ones. Therefore, the truth outputs are chosen
from those output-based isotropic h-adaptive simulations, whose estimate error is less than
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(a) Adapted mesh, isotropic CL adjoint (b) Adapted mesh, isotropic CD adjoint
(c) Adapted mesh, anisotropic CL adjoint (d) Adapted mesh, anisotropic CD adjoint
Figure 6.16: Adjoint-based h-adapted mesh for a NACA 0012 airfoil at M0 = 0.5, α =
1◦, Re = 5000 (k = 3).
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10−8 on the final stage. Figure 6.19 shows the CL and CD error of all tested adaptation
strategies with results from the uniform h-refinements. Anisotropic adaptations converge
much faster than the isotropic ones. It uses less degrees of freedom and produces smaller
output error. A significant saving in the number of DOFs is observed when it comes to the
lift coefficient. The results shows that the isotropic adaptation can waste some degree of
freedom in the direction which does not changes too much from a byproduct of the refinement


















































(d) Zoom in, CD












































(f) Adapted mesh near the trailing edge, aniso.
Figure 6.18: Detailed adapted mesh with CL adjoint for a NACA 0012 airfoil at M0 =












































































Figure 6.19: CL and CD error for a NACA 0012 airfoil at M0 = 0.5, α = 1◦, Re = 5000
(k = 3).
6.5 Inviscid Flow over a Sphere
The current adjoint-based error estimation and adaptation method is extended to 3D. Here,
we consider subsonic inviscid flow over a sphere of radius 1. The p3 hexahedral mesh is
used for this simulation. Figure 6.21 shows the outline of the computational domain and the
initial surface mesh on the sphere. The initial mesh contains a total of 480 p3 hexahedral
elements. The 3rd order CPR scheme with the Gauss points as the SPs/FPs and the LP
approach is used. The inflow Mach number is set to be 0.3 with an angle of attack α = 2◦.
The adaptation is driven by the adjoint-based error indicator with drag as the output of
interest. On each adaptation level, 10% of the current elements with the largest error are
marked to be refined. The adapted mesh and the Mach contours on each adaptation level
are shown in Figure 6.20. Regions around the sphere surface are refined persistently. Figure
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6.22 compares the drag coefficient error of the adaptation with the result from the uniform
h-refinements. It is clear to see that the current adaptive method could produce much more
efficient error reductions in terms of the number of the DOFs. An convergence order of
6 is obtained through the adaptation, which is much faster than the uniform refinements,
whose order of accuracy is around 2. This preliminary adaptation results demonstrates the
effectiveness of the current adaptive method for a 3D problem.
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(a) Adaptation level 1 (b) Adaptation level 2
(c) Adaptation level 3 (d) Adaptation level 4
(e) Adaptation level 5
Figure 6.20: Mach contours on the adapted mesh for the inviscid flow over a sphere at
M0 = 0.3, α = 2
◦ (k = 2).
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Figure 6.22: CD errors of the inviscid flow over the sphere at M0 = 0.3, α = 2◦(k = 2).
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Chapter 7
Conclusions and Future Work
7.1 Summary and Conclusions
This thesis presents a robust and efficient adjoint-based adaptive high-order differential for-
mulation for the compressible Navier-Stokes equations, which can rapidly determine accurate
estimates of engineering outputs within a prescribed error threshold.
In the process, we developed a PNPM −CPR framework for the hyperbolic conservation
laws. The formulation is an extension of PNPM method to the CPR framework. It is a hybrid
finite volume and discontinuous Galerkin method, in which neighboring cells are used to build
a higher order polynomial than the solution representation in the cell under consideration.
We presented several PNPM schemes under the CPR framework. Many interesting schemes
with various orders of accuracy and efficiency are developed. The dispersion and dissipation
properties of those methods are investigated through a Fourier analysis, which shows that
the PNPM − CPR method is dependent on the position of the solution points. Optimal
solution points for 1D PNPM −CPR schemes which can produce expected order of accuracy
are identified. In addition, the PNPM −CPR method is extended to solve the Navier-Stokes
equations.
To estimate the error of an engineering output, we extended the dual-weighted residual
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method originally developed in the variational framework to the high-order CPR method
which is in the differential form. A dual-consistent CPR formulation of hyperbolic conser-
vation laws is developed and its dual consistency is analyzed. Super-convergent functional
and error estimate for the output with the CPR method are obtained. Factors affecting
the dual consistency, such as the solution point distribution, correction functions, bound-
ary conditions and the discretization approach for the non-linear flux divergence term, are
studied.
Next, we developed a parallel adjoint-based adaptive CPR solver with the capability
of handling any element-based error estimate and arbitrary discretization orders for mixed
grids. For anisotropic h-adaptations, we use a local output error sampling procedure to find
the optimal refinement option. The current method have been applied to aerodynamic flows
and challenging engineering applications. Numerical tests show that significant savings in
the number of DOFs can be achieved through the adjoint-based adaptation.
7.2 Future Work
Several potential areas of future work are identified during the course of this work:
1. Extend the current adjoint-based adaptation method to unsteady problems.
2. Consider the refinement and coarsening at the same adaptation stage.
3. Adapt the location of the grid node position by obtaining an adjoint solution for the
grid points.
4. Extend the current adaptation method to the RANS solver for turbulent flows.
5. Use more general geometry representation, e.g., a CAD geometry kernel, to enforce the
geometry constraint after the mesh adaptation.
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