Abstract-Energy consumption of the software running on a device has become increasingly important as a growing number of devices rely on batteries or other limited sources of power. Of particular interest is constructing a bounded measure of the energy consumption -the maximum energy a program could consume for any input given to it.
I. INTRODUCTION
The energy consumption of our embedded devices is becoming ever more important to characterize and account for, since battery capacity has not increased along with our energy needs. To combat this, many methods of reducing energy consumption have been proposed, both in hardware and in software. Fundamentally, the software controls the hardware, thus any technique implemented in hardware must also be complemented with software support. It is all too easy for the software to ignore hardware optimizations, negating any beneficial impact. As such, it is important to enable the software to make effective use of the hardware to minimize energy.
Energy modelling is a technique which allows the energy consumption of software to be estimated without measuring a physical device. For example, a model may take the form of assigning an energy value to each instruction [1] , an energy value to each state the processor [2] , or a detailed approach utilising a large amount of the processor's state, including data for each instruction [3] . Although taking measurements is typically superior to using an energy model in terms of accuracy, a model is much more versatile and can be used in many more situations, such as statically predicting energy consumption [4] and making optimization decisions to reduce energy consumption [5] . In real-time embedded systems, the execution time of a program must be bounded. This can provide guarantees that tasks within a program will meet hard deadlines. Recently, efforts have been made to ensure the energy consumption can also be given an upper bound, with the intent of guaranteeing that a task will complete within an available energy budget. However, these efforts are often based upon energy models that do not explicitly consider the dynamic power drawn by switching of data, instead estimating an upper bound using either average or otherwise scaled instruction models.
The change in energy consumption caused by different data can have a significant impact on the overall energy consumption of a program. Previous work [6] has reported up to 20% difference in energy consumption with different data being operated on. This work finds 15% energy difference in a simple AVR [7] processor. As an example of the variability within an instruction, Figure 1 shows the difference in power for a single cycle, 8-bit multiply instruction in this processor 1 , where the worst case input for this instruction is 15% higher than the most energy efficient input. The diagram was constructed by taking measurements for every possible input, which was only feasible due to the processor being 8-bit.
Accounting for data dependent effects in an energy model is a challenging task, which we split into two parts. Firstly, the energy effect of applying an instruction to the processor state needs to be modelled. This is an infeasible amount of data 1 All measurements in this paper are taken on physical hardware.
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to exhaustively collect, for instance for a 32-bit architecture with a three-operand instruction, 2 96 combinations of data values are used in the instruction. Secondly, a technique is required to derive the energy consumption for a sequence of instructions from such a model. The composition of data dependent instruction energy models is a particularly difficult task, as the data causing maximum energy consumption for one instruction may minimize the cost in a subsequent, dependent instruction. Finding the greatest cost for such sequences would require searching for inputs that maxmimize a property after an arbitary computation, which is an infeasibly large task. Overapproximating by summing the worst possible data dependent consumption of each instruction in a sequence, regardless of whether such a computation can occur, would lead to a very inaccurate upper bound.
We explore the effect of data on the maximal energy consumption of programs, and instructions, performing probabilistic analysis on the distributions of energy consumption obtained. The data's effect on the entire program is explored with random data, a genetic algorithm, and carefully crafted data, finding that random data can form a distribution from which a maximum energy can be estimated. Individual instructions are analysed, and several probabilistic modelling approaches are being explored to accurately determine the maximum energy consumption of sequences of instructions. This analysis highlights how correlations between the data reduce the maximum energy. A degenerate case is discovered, where the sequence of instructions results in a bimodal energy distribution.
This paper is organised as follows. The next section discusses related work. In Section III the effect of data on two full programs is explored for two different embedded processors. Section IV examines and models individual and sequences of instructions in the AVR, including a sequence of instructions which causes a bimodal distribution. Section VI concludes and gives an outlook on future work.
II. RELATED WORK Worst Case Execution Time (WCET) analysis attempts to find an upper bound on the time taken for an arbitrary program to execute [8, 9] . A key approach is a method called Implicit Path Enumeration Technique (IPET) [10] , which estimates an upper bound given information about a program's control flow graph. Of recent interest has been work on Worst Case Energy Consumption (WCEC), utilizing methods from the WCET area, and combining them with energy modelling techniques to bound the program's energy consumption [11] . However in many of these studies, the energy model used is not tailored for the worst case, nor is the impact of data on energy consumption adequately reflected. This can lead to unsafe results.
Much work has gone into creating energy models, so that the overhead of taking physical measurements can be avoided. The most common form of model for embedded systems is an instruction level model. The instruction level model proposed by Tiwari [12] uses an energy cost for each instruction, and an energy cost for the circuit switching effect between each instruction, as well as a final catch-all factor to cover other effects. The model does not consider data at all, instead assuming that all of the data dependent effects have been captured in the other coefficients.
Steinke et al. [3] construct a more detailed energy model that does consider the effects of data as well as the instructions. The data energy is based on several variables, both using the Hamming distance between consecutive values and their Hamming weights. The pertinent variables used in this calculation are the value in the register, the data and the address of any memory access. The technique achieved impressive results, with only 1.7% error. However, it is not known if the Hamming distance between register values is a sufficiently detailed indicator to capture the full energy behaviour.
Many studies agree that the Hamming distance between consecutive operand values has a positive correlation with power dissipation, however, the correlation is only moderate, with many other factors also having an effect. Park et al. [13] consider how different operand values affect the energy consumption, using a range of values between 0x0000 and 0xFFFF to ensure that there is a large number of different Hamming distances between operands. A similar approach, based on the Hamming weight is used in [14] .
Further studies have extensively used the Hamming weight to account for data energy [15] . The study notes that the Hamming distance and weight are particularly useful for subsequent values on buses in the processor, and less useful for combinatorial instructions, such as arithmetic. Ascia et al. [16] build upon the approach, exploring how the data transitions from 0 to 1 and 1 to 0 can be given different energy costs. In a study of the Leon3 processor [17] , taking data into account was found to reduce the model error when a 'typical' number of switching bits was factored in.
Kojima et al. [18] measure the data's effect on power for the adder and the multiplier in a DSP, as well as the register file. The register file power was found to show linear dependence on the Hamming weight of the data operand, while the adder shows moderate correlation with the number of transitions in the input data (i.e. Hamming distance between successive operands). However, the multiplier shows very little correlation with the Hamming distance, except when one of the inputs is held constant. This backs up the suggestion in [15] that combinatorial blocks require parameters other than the Hamming distance and weight.
Similar conclusions have been reached in studies which attempt to find the maximum power a circuit may trigger [19] . Many studies attempt to maximize the power consumption of a circuit, using a weighted maximum satisfiability approach [20] , and genetic algorithms [21] .
The reachability of a particular state has large implications for maximum energy consumption. Hsiao et al. [22] use a genetic algorithm to determine the maximum power per cycle in VLSI circuits, discovering that the peak power for a single cycle was higher than the peak sustainable power. This is due to the state that would be triggering maximum power dissipation not being reachable from the current circuit state, and instead the only reachable states dissipate less power. This reasoning can be applied to processor instructions too -the data triggering highest energy consumption in one instruction may be transformed in such a way the the subsequent instructions cannot consume maximal energy.
Probability theory has also been used to characterize how circuits dissipate power. Burch et al. [23] take a Monte Carlo approach, simulating the power of different input patterns to a circuit. The paper hypothesizes that the distribution of powers can frequently be approximated by a normal distribution, as a consequence of the central limit theorem [24] . While the central portions of the probability distribution fit well to a normal distribution, the tails diverge, implying that a different distribution would be a better fit when maximum power is of interest. Studies have used extreme value theory to rectify this issue. The extreme value distribution is of importance when the maximum of a series of random variables is needed. This has been applied to maximum power estimation in VLSI circuits [25, 26] , enabling a probabilistic estimate of the maximum power with only a limited number of simulations. Probabilistic modelling for power dissipation has also been performed at high levels [27] , with server processors and network interface cards. In summary, energy consumption and data dependency has been considered at the VLSI level using a variety of techniques. However, there has been little exploration of data dependency at the instruction or application level for the worst case energy consumption.
III. WHOLE PROGRAM DATA DEPENDENCE
In this section we examine how a program's energy consumption changes as data is being processed, giving a measure of how much a program's energy consumption depends on its data. Programs that have no data dependent branches are chosen, therefore changes in energy are purely due to different data progressing through the computational path in the processor. Having no data dependent branches simplifies the analysis, since choosing data which takes a different execution path changes which instructions are executed, which would skew the average power and energy consumption.
The benchmarks used for this test are fdct and matmultint, taken from BEEBS, an embedded benchmark suite [28] . These tests are purely integer, because the target processors in this work have no hardware floating-point support and soft floating-point libraries often branch for specific corner cases during computation. Neither chosen benchmarks have data dependent branches, thus their execution time is identical even with different input data.
These benchmarks are run on two distinct architectures, Atmel AVR and XMOS XS1 [29] . The AVR has an 8-bit data-path whereas XS1 is 32 bits wide. Additionally, the XS1 features hardware multi-threading, in this case with a four-stage pipeline. The specific XS1 device under test is the single core, eight thread XS1-L1, operating at 400 MHz. Using single threaded benchmarks, the pipeline is only 25% utilised. However, the effects of data on these benchmarks is still measurable. An example of synthetically constructed worst case data for power in a multi-threaded scenario is given for the XS1-L1 in [6] .
The entire data space of the program cannot be explored exhaustively. For example, in a 20 by 20 matrix multiplication of 8-bit integers there are 3, 200 bits of data for each matrix, which is an infeasibly large space to fully explore. The following sections apply several search methods for maximizing a program's data dependent energy consumption. First, a profile of the typical energy consumption is built by using random data. Then, the energy is minimized and maximized using a genetic algorithm to guide the search. Finally, hand crafted test patterns are used to trigger different energy consumption.
We fit the Weibull distribution to random data, under the hypothesis that the switching and hence power dissipation caused by random data will be close to the maximum. The distribution can then be examined to estimate an upper bound. The reversed Weibull distribution is used in extreme value theory, however, it may underestimate since it has a finite cutoff point which must be estimated accurately. Empirically, it is found that the regular Weibull distribution can model the distributions found (see Figure 4 for a comparison between the two). The Weibull cumulative probability distribution is given by,
This is in contrast to the type III extreme value distribution, the reversed Weibull,
which is only defined for x up to µ.
A. Random data Figure 2 shows the average power obtained when the fdct and matmult-int benchmarks use random data. The red line shows the Weibull distribution fitted to these data. Overall, the distributions are narrow, indicating a low variation caused by the data. The variations for both benchmarks on AVR are similar, however, each has a different mean, since different instructions are executed, each with a different average power.
Using the distribution calculated, and the total size of the input data space, an estimate of the maximum possible average power can be calculated,
where CDF (x) is the cumulative density function of the probability distribution, and S is the total size of the data space. Intuitively, this is equivalent to finding the value of the percentile representing the highest power dataset in the entire data space. Fitting these parameters to the distribution parameters for each of the benchmarks results in an estimation of the maximum achievable average power for each benchmark. 
These upper bounds are shown by the solid vertical lines on the graph.
B. Genetic algorithm
The related work showed that genetic algorithms were an effective technique to finding the maximum power dissipation for a circuit [22] . Genetic algorithms can also be applied to the data a program operates on. In this paper, a genetic algorithm is instantiated that attempts to find a dataset which increases the energy or power for the entire program.
The results of this are included in Figure 2 as vertical dotted lines. These data points are slightly higher and lower than the points found by the random data -the guidance provided by the genetic algorithm allows both higher and lower solutions to be found quickly. Since the parameters to the Weibull distribution were found for each distribution, the probability of finding a more extreme solution can be calculated, e.g. for AVR, P (x > fdct max ) = 6.92 × 10 −10 (6) P (x > matmult-int max ) = 1.00 × 10 −14 .
The probability of finding a solution more extreme than the current ones is very low, provided the assumption of the distribution being a good fit holds. However, the size of the data input space is so large that there are many possible states which may trigger a larger energy consumption.
C. Hand-crafted data
Due to the extremely large number of input states to both of the benchmarks, there are certain configurations of input that are never considered by the random search or the genetic algorithm. This includes data such as every bit set and every bit cleared, could be important and trigger an unusually high or low energy consumption.
The types of hand-crafted data fed into each benchmark are listed below.
All bits zero. All of data values are set to zero. All bits one. All of the bits in the data values are set. Strided data. The data element is set to one at various strides, such as every 2, 4, 8 or 16 bytes. Strided random data. The data is set to a random value at various strides, such as every 2, 4, 8 or 16 bytes. Patterns. Some patterns are known to cause high energy consumption for particular instructions. For example, 0xaaaaaaaa and 0x55555555 are known to be power intensive for certain multipliers [6] . Sparse data. Very sparse data, such as only one element being set to one in various positions is tested. Restricted bit-width. Setting random values to a restricted portion of the element is tested. The diagram below shows which bits are set randomly.
Position Number of bits
All elements the same. Every element in the data is set to the same value. A range of values are tested. Figure 3 shows the average power when all of these handcrafted sets of data are measured on each benchmark. There are many different components of these graphs -each caused by a different part of the hand-crafted data.
A This mode is around the lowest average power achievable for the matmult benchmark, caused by the all bits zero data and the sparse data. B The distribution at B consists of data sets for which most elements are 1, and few elements are set to zero. This causes a low average power since the matrix multiply is most frequently performing 1 × 1 -an operation which takes little power compared to multiplying larger numbers (but more than 0 × 0). C There are a spread of points at this location, across a wide range of power values -these are the other tests which involve more dense data. D The highest consumption in the non-sparse tests is 21.04 mW for AVR, and is caused by data which has the same value in all the elements. The values of the elements for the top results are 247, 253, 181, 221 and 245 -close to having all bits set. These are the only tests which significantly exceed the distribution obtained from random data. For the XS1-L, a larger proportion of tests dissipate a higher power, visible in the form of a third peak. E For the fdct, there are three data points which are far lower than any other. These are the all zero data, and two instances of strided data -when the first in every 32 elements is one and all elements are zero. This is sparse data, however any of the other sparse data still triggers much higher power. This characteristic is observed on both architectures. F The majority of tests occur in this bracket, below the expectation given by random data. Since the AVR is an 8-bit processor, the 16-bit arithmetic is emulated with at-least two instructions per operation. Many of the hand-crafted data sets used zero or close to zero value data, resulting in the second operation having zero value and thus lower power. This is not the case with the XS1-L, giving a possible explanation for the presence of a single peak in its case. G These data points tend to be triggered by high datathe fdct operates on 16-bit data. With high valued data, the second operation in the emulated arithmetic (for the upper bits) has non-zero value -corresponding to a higher average power. Overall, there is a trend towards higher average power as the data becomes more random or dense. The distribution predicted by purely random data is good as an estimation of the upper bound -very few tests exceeded the limits found earlier with genetic algorithms, and all were bounded by the probabilistic highest value. This suggests that the distribution obtained from random data can be used to estimate a worst case energy consumption, but not a best case.
Comparing the characteristics observed for each benchmark on AVR versus XS1-L, the distributions take similar forms for both matmult and fdct. The XS1-L1 dissipates more power, but is a more complex device with a higher operating frequency. However, the separation between the distributions A and B in matmult are within the same order of magnitude for both devices, at approximately 25 µW and 65 µW for AVR and XS1-L1 respectively. Similarly, the widths of the features denoted F in fdct differs by a comparable amount.
IV. MODELLING It has been seen that the entire program can be modelled using the Weibull distribution, however, this is at a very coarse granularity, and will reduce accuracy with programs that have data dependent branches. To cope with data dependent branches, each basic block in the program should have an energy distribution associated with it. These can then be combined using standard techniques to estimate the worst case, such as IPET [10] . This section covers the creation of a model that will output an energy distribution for each basic block.
A simplistic method to generate each basic block's energy distribution would be to measure each block in isolation, and input random data. The energy cost of each block could then be measured and a distribution built up. However, even for small programs this is a large amount of work, and the amount of work scales up as the program size increases. A more tractable approach is to model each instruction in the basic block and compose these models. Information about each instruction can be characterized, and then reused for each basic block, requiring no further measurements than the initial collection of data for each instruction.
In most cases, a typical instruction has too many possible data values to exhaustively explore all of them. The key insight in this section is that, as with the total energy for a program, the overall distribution of instruction's energy consumption typically conforms to the Weibull distribution.
Initial attempts to model a single instruction distribution with the Weibull, and the extreme value distribution are successful, as seen in Figure 4 . The distribution was constructed by repeatedly placing random data into each register the instruction operates on, and measuring each test. By convolving the individual distributions of instructions together, a prediction of multiple instruction can be constructed. Figure 5 shows the distributions for the instructions, com (bitwise complement) and lsl (logical shift left). The dashed curve shows the expected distribution. The two curves marked in green and orange show the actual distributions of the energy for each instructionone for com, then lsl, and the second for lsl, then com. These distributions are not similar, and more importantly are higher than the prediction resulting in an underestimate of the worst case energy consumption.
The difference in distributions stems from the surrounding instructions -to evaluate the instructions, the sequence is prefixed with a mov instruction to set up the values going into com and lsl. This suggests that the actual switching of data between the instructions can have a significant impact on not only the average energy, but the shape of the distribution too. By using a model based on Tiwari et al. [1] , a transition distribution to represent the data dependent transition between instructions can be used,
E p can be calculated by convolving the individual probability distributions,
where µ, σ and k are the parameters into the Weibull probability density function, f , is the convolution operator, and f p is the probability density function of the instruction sequence. The convolution of two Weibull probability density functions is not known to have an analytical solution, so is solved numerically for the purposes of this study.
A. Data collection
The collection of transition distributions for each pair of instructions is particularly challenging. The most simplistic way to approach this is to repeat a pair of instructions with specified data, and measure the energy, add r0, r1, r2 sub r3, r4, r5.
However, after the first repetition r0 and r3 will not exhibit the same switching as they did in the first iteration -the value in the register will not change. This means that the values in the register should be randomised before and after the execution of the instructions, mov r0, X mov r3, Y add r0, r1, r2 sub r3, r4, r5 ...
where X and Y are independent, uniform random variables. In addition to X and Y , the registers r1, r2, r4 and r5 are initialised to random values. This ensures that all the variables that could affect the transition distribution between two instructions are random. As seen before this should lead to each transition distribution conforming to the Weibull distribution. The above test forms the distributions seen to the right of the instructions. By adding in the extra instructions to ensure each register contains a random variable, additional mov instructions are inserted. These are convolved with the distribution that is of interest; they must first be found so that they can be removed.
A large number of different values can then be assigned to all the variables in the sequence, and the energy, E s measured for each. This forms the following equation which must be solved to find E add,sub ,
Equation 11 can be solved by first finding the distribution for E mov,mov , and then finding the distributions for E mov,i , where i is an instruction from the instruction set. For simplicity it is assumed that the distribution E i,j is identical to the distribution E j,i . The E mov,mov distribution can be found by finding the distribution for the following code sequence, mov r0, X mov r1, Y mov r0, Z mov r1, W ...
The resulting distribution of energy values is E mov,mov convolved with itself 4 times. Solving for this distribution, and then using this along with similarly formed tests to find E mov,i and E mov,j , the transition distribution for any E i,j can be found. The above sequence also displays the random variables that affect the distributions -two for the first mov instruction (the values in the output and the input registers) and two for the subsequent mov instruction.
The transition distributions for a subset of the AVR's instruction set have been found, and are using in the following section to predicting distributions for multiple instructions.
B. Instruction sequence tests
Using the transition distributions between consecutive instructions, a prediction for a sequence of instructions can be made. Figure 6 shows the predicted distributions for three short instruction sequences, as marked on the graph. In all cases Fig. 6 : Comparison of prediction for three instruction sequences, using transition distributions. For the independent tests, each register in the sequence has an independent value (independent random variables). For the dependent test, each register is r0, and thus the data value operated on by successive instructions is dependent on the previous instruction. mov r3, r20 mov r4, r21 mul r3, r4 mov r2, r0 mul r2, r3 mov r4, r0 mul r4, r2 mov r3, r0
Repeat 3 times the prediction is conservative -the mean of the distribution is overestimated. This makes it useful as a worst case energy model, since the 99 th percentile can be taken as a probabilistic estimation of maximum energy (for example).
The figure also demonstrates the case where the values in the registers are not randomly distributed, and are instead dependent on the transformations by previous instructions. All of these distributions have a smaller mean -the correlation between registers causes a lower energy overall and the worst case bound holds.
The tests in this section only showed arithmetic instructions. However, the distributions for load and store instructions are similar and can be composed similarly. It is expected that branch instructions will be simple to characterize -while there are often no direct inputs to a conditional branch, the state of the control flags influences the direction of the branch.
V. DATA DEPENDENCY BETWEEN INSTRUCTIONS
The previous section mentioned that the effects of the computation may impact the location of the distribution. This section presents a case where this occurs when certain sequences of multiply instructions are used. Figure 7 shows a sequence of mul and mov instructions, which calculates a 13 · b 8 , where r2 = a and r1 = b. The sequence was measured for its energy under different inputs, and a histogram of these data is shown in Figure 8 . The number of data values causing each energy consumption is on the y-axis. The distribution has two large peaks, labelled with two modes in the figure. In this particular example the lower energy peak is caused by the computation collapsing to a 0 value. When a 0 is fed into the multiply it is typically very low energy -and the output is 0, ensuring that in a sequence of multiplies this will achieve a very low energy. The higher mode is caused by neither of the inputs to any of the multiplies being zero, which occurs for every multiply when both inputs are odd. Overall the higher energy requirements of this computation cause a separate mode to occur.
The sequence of instructions is unusual in that it may not typically appear in a program. However, this kind of behaviour could possibly be triggered by other instructions, causing particularly high or low energy to occur. The bimodal behaviour is perhaps more likely to occur when the instruction itself is bimodal. These instructions are typically comparisons which output two possible values 2 , and the results of these operations are not typically used for computation other than deciding whether or not to take a branch.
While this type of behaviour will affect the tightness of the energy's upper bound, it does not affect its safety, since it is the upper mode that is captured by the model.
VI. CONCLUSION AND FUTURE WORK
This paper has analysed how the data a processor operates on affects its energy consumption. Initial analysis for a full program suggests that using random data to create a Weibull distribution allows a probabilistic worst case for that program to be estimated. The probabilistic worst case was higher than could be found using random data, a genetic algorithm, or hand-crafted data. The hand-crafted data more often resulted in an energy consumption that was significantly lower than expected -these data fed to these tests often caused little bit-switching, and so took a smaller amount of energy.
While the upper bound of these two benchmarks could be modelled this way, other programs with data dependent branches would be much more challenging to model. In an effort to create a composable analysis, the transition between each instruction was modelled as a Weibull distribution. Once each distribution for each pair of instructions has been characterized, the distributions can be convolved, giving a probability distribution for a sequence of instructions.
Several instruction sequences were tested, comparing the predictions to the actual measured distributions. The prediction is close, and overestimates the energy consumption in all cases, providing a conservative estimate of the worst case energy consumption. The prediction assumes that all of the instructions are independent of effects upon each other, however in a real program this is not true. The measurements are repeated, for when the same instruction sequence had dependencies between instructions, finding that added correlation between the values always decreased the total energy consumption -the prediction still provides an upper bound.
The correlation between data values input and output from instruction can lead to unusual energy behaviour. One sequence was explored, a series of multiplications and data movement, which resulted in bimodal energy behaviour across a range of random data. The bimodal distribution was caused from some register values 'collapsing' to zero partway through the computation (when at least one input is even), and remaining at zero due to the multiplication. Since a zero operand causes much lower than average energy consumption, the tests where this happens achieve lower energy. In this case of extreme correlation between data values, the modelling effect will over predict, but is still a safe upper bound, and these contrived cases are unlikely to occur frequently in realistic programs. The next step is to gather these distributions for the entire instruction set, and combine it with a technique such as implicit path enumeration, so that larger programs with data dependent branches can be analysed, and a probabilistic worst case given to the developer.
Another observation is that programs have differing degrees of data dependency -some instructions in the program are purely control overhead, and do not operate on the data input to the program. A static analysis could find just the instructions which are in the data path of the program, and an estimate of the total variability due to data could be constructed from these instructions which operate on data, and the transition distributions.
