Spectral Statistics for an Anderson Model with sporadic potentials by Kirsch, Werner & Krishna, Maddaly
ar
X
iv
:1
71
2.
06
88
3v
1 
 [m
ath
-p
h]
  1
9 D
ec
 20
17 Spectral Statistics for Anderson Model with
sporadic potentials
Maddaly Krishna
Ashoka Univeristy, Plot 2, Rajiv Gandhi Education City
Rai, Haryana 131029 India
email: krishna.maddaly@ashoka.edu.in
Werner Kirsch
Institut fu¨r Mathematik und Informatik
FernUniversita¨t in Hagen
58097 Hagen, Germany
email: werner.kirsch@fernuni-hagen.de
July 18, 2018
Abstract
In this paper we consider Anderson model with a large number
of sites with zero interaction. For such models we study the spectral
statistics in the region of complete localization. We show that Poisson
statistics holds for such energies, by proving the Minami estimate.
1 Introduction
We consider random Schro¨dinger operators on ℓ2(Zd) of the form
Hω = H0 + λ Vω (1)
for λ > 0 and with
H0u(n) = (−∆u)(n) = −
∑
i:|i−n|=1
(u(i)− u(n)) (2)
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Let V˜ω(n), n ∈ Zd be independent and identically distributed random
variables with common distribution µ. We restrict the potential V˜ω(n) to a
proper subset Γ of Zd setting:
Vω(n) :=
{
V˜ω(n), for n ∈ Γ;
0, otherwise.
(3)
So, compared to the (normal) Anderson model (with potential V˜ω) the
sites in Γc := Zd \ Γ are ‘missing’ for the potential Vω.
For simplicity, we will suppose that Γ is a sublattice of Zd, we even take
Γ = MZd for some M ≥ 2. We denote the common distribution of the
Vω(n); n ∈ Γ by µ, and assume that µ has compact support. We also assume
that supp µ contains more than one point and inf supp µ < 0.
In a forthcoming paper we will deal with a more general situation.
We prove that for negative energies E < 0 and strong disorder (λ large)
the level statics around E is given by a Poisson process whenever the density
of states n(E) is positive.
Our proof follows the main ideas of Minami theory [14]. In a first step we
prove an exponential fractional moment bound for the resolvent of Hω. Such
bounds go back to the paper [1] (see [2] for a comprehensive treatment of
the Aizenman-Molchanov theory). This allows us to show not only Anderson
localization but also that the eigenvalue counting process is infinitely divisible
in the limit. Then we prove a Minami estimate, i. e. we show that this process
has no double points. In a last step we have to prove that the intensity of the
limiting process is positive and, as a matter of fact, is given by the density
of states n(E).
To our knowledge, the first treatment of operators as in (1) – (3) is the
PhD-thesis of Jo¨rg Obermeit [15] which is based on ideas from [12]. In
[15] Obermeit proves spectral localization for small energies via multiscale
analysis.
In [16] Constanza Rojas-Molina treats operators as above but with a
rather general set of missing sites, in fact, Γ is merely supposed to be a
Delone set. One of the main technical result in [16] is a Wegner estimate for
such potentials, which in turn uses methods from [4].
Independently Elgart and Klein [7] prove a similar result, they even allow
a (deterministic) background potential.
The proof in Obermeit’s paper [15] works if one can make sure that the
energy E under consideration is outside the spectrum of a certain reference
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operator. Such a reference operators may be given by HΓc := χΓc H0 χΓc
which is obviously non negative. It is less obvious but true that HΓc ≥ E0 >
0, so that the proof even works for small positive energies and inf supp µ = 0.
The estimate HΓc ≥ E0 > 0 is proved by Elgart and Klein in [7] in great
generality.
In this paper we choose H0 as the reference operator which makes proofs
easier but restricts the region we can treat to the negative part of the spec-
trum.
In the recent work [8] Elgart and Sodin prove localization for operators
as in (1) – (3) with periodic set Γ. In this paper the authors use the method
of fractional moments (see [1] or [2]). We also use a fractional moments
estimate to prove the Poisson statistics. Under our special assumptions the
fractional moments estimate has a quite simple proof which we give below,
although we could use the result from [8].
2 Results
We consider Schro¨dinger operators of the form (1)–(3). We may take Ω = RΓ
as the underlying probability space with probability measure P =
∏
i∈Γ µ.
Correspondingly, there is an action T of Γ on Ω by shifts and with respect to
this action P is invariant and ergodic. If we take the unitaries Ui implemented
by translation on ℓ2(Zd), then we have a covariance relation for the operators
Hω, namely,
HTiω = UiHωU
∗
i . (4)
It follows that the spectrum σ(Hω) is almost surely constant and the same
is true for its various measure theoretic parts (continuous spectrum, pure
point spectrum etc.), see e. g. [9] or [11]. In the following, we always take
Γ = MZd with some M ≥ 2. For the distribution µ of the random variables
we suppose:
Assumption 2.1.
1. The distribution µ has a bounded density and the support supp µ of µ
is compact.
2. We have vmin := inf supp µ < 0.
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It is well known that σ(H0) = [0, 4d]. It follows from the above assump-
tions that
E0 := inf σ(Hω) < 0 and (5)
[E0, E0 + a] ⊂ σ(Hω) for some a > 0 . (6)
Of course, E0 depends on the parameter λ from (1), E0 tends to −∞ as λ
goes to ∞ (see [11] for details).
For a finite cube Λ in Zd we consider the matrices
Hω,Λ = χΛHωχΛ, (7)
where χΛ denotes multiplication with the characteristic function of the set
Λ.
We denote by ΛL(n) the cube of side length L centered at the origin,
more precisely
ΛL(n) := {i ∈ Z
d | −
1
2
L < (iν − nν) ≤ −
1
2
L, for ν = 1, . . . d} (8)
and set for short ΛL := ΛL(0). Note that ΛL(n) contains exactly |ΛL(n)| = Ld
points.
We denote the projection-valued spectral measures of self-adjoint opera-
tors B by EB(·).
The measures νL with
νL(I) :=
1
ΛL
tr
(
EHω,ΛL (I)
)
(9)
converge weakly as L→∞ to the density of states measure ν of Hω.
We remark that trA is always taken in the space appropriate for the
operator A, so above the trace is taken in ℓ2(ΛL) ∼= C|ΛL|.
The density of states measure ν for an interval I can also be defined by
ν(I) = E
( 1
Md
tr
(
χΛM EHω(I)
))
(10)
It is a standard result that (10) is in deed the limit of (9) (see [11]).
In section 3 we prove
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Proposition 2.2 (Wegner Estimate). Under the assumptions 2.1 for inter-
vals I = [a, b] with b < 0
E
(
tr
(
EHω,Λ(I)
))
≤ C |Λ| |I|. (11)
Moreover, for negative energies E the density of states measure ν of the
operator Hω has a bounded density n(E), i. e. for all E
′ < 0:
ν
(
(−∞, E ′)
)
=
∫ E′
−∞
n(E) dE (12)
By the Lebesgue differentiation theorem (see e. g. [17], Theorem 7.7) for
(Lebesgue-) almost all E < 0 we have
n(E) = lim
ε→0
ν
(
(E − ε, E + ε)
)
ε
, (13)
in particular n(E) > 0 for ν-almost all E ∈ [E0, 0].
We set
Dν = {E < 0 | lim
ε→0
ν
(
(E − ε, E + ε)
)
2ε
exists and is positive} (14)
For E ∈ Dν we set n(E) = limε→0
ν
(
(E−ε,E+ε)
)
2ε
. Recall that by (12) n is
defined only almost everywhere.
To formulate our main result we define
ξωL,E(I) = Tr
(
EHω,L(E + IL
−d)
)
. (15)
The point process ξωL,E gives the local (rescaled) level statistics near energy
E.
We prove:
Theorem 2.3. Suppose that the operators Hω as in (1)–(3) satisfy Assump-
tions 2.1. Then for any E1 < 0 there is a λ (as in (1)) such that:
For all E < E1 with E ∈ Dν the limits
ΞωE(·) = lim
L→∞
ξωL,E(·) (16)
exist in the sense of weak convergence and give a Poisson Process with in-
tensity measure λE([a, b]) =
n(E)
Md
(b− a).
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The proof of Theorem 2.3 relies on three main ingredients which we state
below and prove in the rest of this note. Once these ingredients are given
one may follow Minami’s original proof [14], see also [2], Chapter 17.
The first ingredient is a fractional moment bound, namely:
Theorem 2.4. Consider operators Hω as in equation (1)–(3) satisfying As-
sumption 2.1. Then for each E1 < 0 there exist s ∈ (0,
1
2
) and λ0 such that
for all λ ≥ λ0 and all E ≤ E1 there is a δ > 0 with
sup
ǫ>0
sup
x∈Zd
∑
y∈Zd
E
(
|(Hω − E − iǫ)
−1(x, y)|s
)
esδ|x−y| <∞. (17)
Fractional moment bounds were first proved in the celebrated paper [1]
by M. Aizenman and S. Molchanov. They imply spectral and dynamical
localization in the corresponding part of the spectrum. We refer to the book
[2] by Aizenman and Warzel for a comprehensive treatment of this area.
The above Theorem implies localization for negative energies and high
disorder for our model. Moreover, following N. Minami [14], Theorem 2.3
allows us to prove that the processes Ξ is an infinitely devisable process by
approximating the ξL by sums of processes η
ω
ℓ,E,p(I) = tr
(
EHω,ℓ,p(E + IL
−d)
)
which are based on cubes Λℓ on a small scale ℓ of the order L
a with a < 1.
The second ingredient is a kind of extended Wegner-type estimate first
proved by Minami [14].
Theorem 2.5 (Minami estimate). Under the assumptions 2.1 for intervals
I = [a, b] with b < 0
E
(
tr
(
EHω,Λ(I)
(
tr
(
EHω,Λ(I)− 1
) )))
≤ C|Λ|2|I|2 . (18)
This estimate enables us to exclude double points for the limit process Ξ.
The final ingredient identifies the intensity measure of Ξ.
Proposition 2.6. For each E ∈ Dν and any interval I
lim
L→∞
E
(
Tr
(
χΛL(0)EHω−E(IL
−d)
))
=
n(E)
Md
|I| . (19)
We prove Proposition 2.2, Proposition 2.6 and Theorem 2.5 in section 3.
Section 4 is devoted to the proof of Theorem 2.4.
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3 Wegner and Minami Estimates
We start this section with a lemma that allows us to reduce estimates over
a cube Λ to estimates over the ‘active’ sites in Λ, i. e. on the set Λ ∩ Γ.
Lemma 3.1. Suppose E˜ < 0 and consider an eigenvalue E ≤ E˜ of Hω,Λ with
ψ the corresponding eigenfunction. Then we have for some CE˜ (independent
of Λ)
‖ψ‖ = ‖χΛψ‖ ≤ CE˜ ‖χΛ∩Γ ψ‖ . (20)
Proof : We have
H0,Λψ = −λVωψ,
so, since H0,Λ ≥ 0 we may write
ψ = −(H0,Λ − E)
−1λVωψ.
This combined with the fact that λVω is bounded and supported on Γ gives
the bound
‖ψ‖2 ≤ ‖(H0,Λ − E)
−1‖‖λVωψ‖2
≤ ‖(H0,Λ − E˜)
−1‖‖λVωψ‖2
≤ CE˜ ‖χΓ∩Λψ‖.
Lemma 3.1 allows us to bound the trace of spectral projections by the
trace over a restriction to Γ.
Proposition 3.2. Let I ⊂ (−∞, E˜], E˜ < 0, be an interval. Then
tr
(
EHω,Λ(I)
)
≤ CE˜ tr
(
χΓ∩ΛEHω,Λ(I)
)
.
Proof : We expand the trace and use Lemma 3.1 in the second inequality,
where we write the normalized eigenfunction corresponding to an eigenvalue
λ by ψλ:
tr
(
EHω,Λ(I)
)
≤
∑
λ∈I
tr
(
EHω,Λ({λ})
)
=
∑
λ∈I
‖χΛψλ‖
2 (21)
≤
∑
λ∈I
Cλ‖χΛ∩Γψλ‖
2 ≤
∑
λ∈I
CE˜‖χΛ∩Γψλ‖
2 (22)
= CE˜ tr
(
χΛ∩ΓEHω,Λ(I)
)
. (23)
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For a given j ∈ Γ we define (ω⊥j , τ) ∈ R
Γ by
(ω⊥j , τ)(n) =
{
ωn, for n 6= j;
τ, for n = j.
(24)
We also denote by Eω⊥ expectation over all random variable Vω(n) except
Vω(j), so that due to independence
E
(
F (ω)
)
=
∫
Eω⊥
(
F
(
(ω⊥j , τ)
))
dµ(τ) (25)
Lemma 3.3. Let I ⊂ (−∞, E˜], E˜ < E1, be an interval. Then for j ∈ Γ∩Λ,∫
〈δj , EH
(ω⊥
j
,τ),Λ
(I)δj〉 dµ(τ) ≤ C
′ |I|. (26)
Remark 3.4. In (26) we may replace µ by any probability measure on R
with a bounded density.
Proof : This lemma follows by a standard spectral averaging result (see
[10], Theorem 3.1.4) of rank one perturbations, based on the assumptions on
µ.
Proof (Proposition 2.2) : We use Lemmas 3.2 and 3.3 to obtain the following
series of inequalities giving (11).
E
(
tr
(
EHω,Λ(I)
))
≤ CE˜ E
(
tr
(
χΓ∩ΛEHω,Λ(I)
))
(27)
≤ CE˜
∑
j∈Γ∩Λ
E(ω⊥j ,τ)
(∫
d µ(τ)〈δj, EH
(ω⊥
j
,τ),Λ
(I)δj〉
)
(28)
≤ C |Γ ∩ Λ| |I|. (29)
(12) follows by an application of the Radon-Nikodym Theorem.
We turn to the proof of Minami’s estimate (Theorem 2.5).
Proof (Minami estimate) : We first use Lemma 3.2 to get the bound
E
(
tr
(
EHω,Λ(I)
) (
tr
(
EHω,Λ(I)
)
− 1
) )
≤ C
∑
j∈Λ∩Γ
E
(
〈δj , EHω,Λ(I)δj〉
(
tr
(
EHω,Λ(I)
)
− 1
) )
≤ C
∑
j∈Λ∩Γ
E
(
〈δj, EHω,Λ(I)δj〉 tr
(
EH
(ω⊥
j
,τ),Λ
(I)
))
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For the last inequality we used the fact that changing one parameter Vω(j)
is a rank one perturbation. Due to eigenvalue interlacing (see e. g. [11]
Lemma 5.25) the trace of EHω,Λ(I) is changed at most by one. Since τ is
a free parameter independent of anything else in the above inequalities we
integrate the inequalities over τ with respect to µ to get
E
(
tr
(
EHω,Λ(I)
) (
tr
(
EHω,Λ(I)
)
− 1
))
≤ C
∑
j∈Λ∩Γ
Eω⊥j
(∫
d µ(v)〈δj, EH
(ω⊥
j
,v),Λ
(I)δj〉
∫
d µ0(τ) tr
(
EH
(ω⊥
j
,τ),Λ
(I)
))
≤ C ′′ |I|
∑
j∈Γ∩Λ
Eω⊥j
(∫
d µ0(τ) tr
(
EH
(ω⊥
j
,τ),Λ
(I)
))
≤ C ′′ |I| |Λ| E
(
tr
(
EH
(ω⊥
j
,τ),Λ
(I)
))
≤ C ′′′ |Γ ∩ Λ|2 |I|2,
where we get first the bound for the τ integral using the spectral averaging
bound and then the remaining integral again using Wegner estimate.
Now, we prove Proposition 2.6.
Proof (Proposition 2.6) : We assume that L is a multiple of M , an as-
sumption which does not affect the result, since the difference in the terms,
as L goes to ∞, of L and the largest multiple of M smaller than L differ by
O(Ld−1).
Therefore we consider
E
(
Tr
(
χΛL(0)EHω−E(IL
−d)
))
= E
∑
n∈ΛL(0)∩MZd
(
tr
(
χΛM (n)EHω−E(IL
−d)
))
=
∑
n∈ΛL(0)∩MZd
E
(
tr
(
χΛM (n)EHω−E(IL
−d)
))
=
Ld
Md
E
(
tr
(
χΛM (0)EHω−E(IL
−d)
))
=
Ld
Md
N (E + IL−d) ,
where we used the invariance of the expectation under translations by points
in MZd, coming from the covariance equation (4) and the independence of
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the meausure P under such translations of points in Ω by MZd. Taking the
limits of above we obtain the limit for E ∈ Dν
lim
L→∞
E
(
Tr
(
χΛL(0)EHω−E(IL
−d)
))
=
n(E)
Md
|I| .
4 Localization
We now turn to the proof of Theorem 2.4, that is the proof of exponential
decay of the fractional moments of the resolvent kernels of Hω.
We begin with a lemma which is a consequence of our Assumption 2.1
about the measure µ.
Lemma 4.1. Suppose µ satisfies Assumption 2.1.
1. For any s ∈ (0, 1)
sup
α∈C
∫
1
|x− α|s
dµ(x) ≤ Cs < ∞ (30)
2. For any s ∈ (0, 1
2
)
sup
α,β,γ∈C
∫
1
|x−α|s
|x−γ|s
|x−β|s
dµ(x)
(
∫ |x−γ|s
|x−β|s
dµ(x))(
∫
1
|x−α|s
dµ(x))
≤ Ds <∞. (31)
The proof of Part 1 is a straight forward calculation (see Exercise 6.2
in [2]. Part 2 is a typical decoupling lemma, a proof can be found in [2],
Theorem 8.8. In fact, the assumptions there are much weaker than ours.
Lemma 4.1 implies the following result which is crucial in our proof of
Theorem 2.4.
Corollary 4.2. Consider Hω as in equation (1) with µ satisfying the as-
sumptions (2.1). Suppose s ∈ (0, 1
2
). Then we have, for any x ∈ Γ and
w, y ∈ Zd,
E
(
|(λVω(x)− z)
−1|s |(Hω − z)
−1(w, y)|s
)
<
Ms
λs
E
(
|(Hω − z)
−1(w, y)|s
)
.
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Proof (Corollary) : We use the rank one perturbation formula, valid for all
x, w, y to write
|(Hω − z)
−1(w, y)|s =
|λVω(x)− A|s
|D||λVω(x)− B|s
,
where A,B,D are independent of Vω(x). Using this relation we see that,
since the factor 1
|D|
cancels in the numerator and the denominator,
∫
|(λVω(x)−z)−1|s|(Hω−z)−1(w,y)|s dµ(x)∫
|(Hω−z)−1(w,y)|s dµ(x)
=
∫
λ−s|(Vω(x)−z/λ)−1|s
|Vω(x)−A/λ|
|(Vω(x)−B/λ)−1|s
dµ(x)
∫ |Vω(x)−A/λ|
(Vω(x)−B/λ)−1)|s
dµ(x)
.
Then from Lemma 4.1, it follows that the above expression is bounded by
C ′s/λ
s, the constant C ′s being independent of z ∈ C. Therefore we have∫
|(λVω(x)−z)
−1|s|(Hω−z)
−1(w, y)|s dµ(x) ≤
C ′s
λs
∫
|(Hω−z)
−1(w, y)|s dµ(x),
for any z ∈ C. Integrating both the sides of this inequality with respect to
the remaining random variables Vi(ω), we get the Corollary.
In the proof of Theorem 2.4 we compare the operator Hω with the operator
H˜ω which arises from Hω by dropping the ‘connections’ between Γ and Γ
c,
more precisely:
H˜ω(x, y) =
{
Hω(x, y), if either x, y ∈ Γ or x, y ∈ Γc;
0, otherwise.
(32)
Note, that
H˜ω = χΓHωχΓ ⊕ χΓcHωχΓc (33)
= χΓ(2d+ λVω)χΓ ⊕ χΓcH0χΓc (34)
We turn to the proof of the fractional moment bound, Theorem 2.4.
Proof (Theorem 2.4) : We set H0,Γc := χΓcH0χΓc . For E ≤ E1 < 0 and
each s ∈ (0, 1
2
) there is a δ > 0 such that
sup
ǫ>0
sup
x∈Zd
∑
y∈Γc
∣∣(H0,Γc −E − iǫ)−1(x, y)∣∣ esδ|x−y| =: Dδ,E < 1. (35)
By the resolvent equation Rzω(x, y) = (Hω − z)
−1(x, y) equals
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Rzω(x, y) =


(H0,Γc − z)−1(x, y)
−
∑
w∈Γc,
w˜∈Γ,
|w−w˜|=1
(H0,Γc − z)
−1(x, w)(Hω − z)
−1(w˜, y), if x ∈ Γc,
(λVω(x) + 2d− z)−1
− (λVω(x) + 2d− z)−1
∑
w∈Γc,|w−x|=1
(Hω − z)
−1(w, y), if x ∈ Γ.
(36)
We set
A(z) := sup
x∈Γc
∑
y∈Zd
(
E |Rzω(x, y)|
s esδ|x−y|
)
B(z) := sup
x∈Γc
∑
y∈Zd
(∣∣(H0,Γc − z)−1(x, y)∣∣s esδ|x−y|)
C(z) := sup
x∈Γ
∑
y∈Zd
(
E |Rzω(x, y)|
s esδ|x−y|
)
.
We then get the bound, by taking expectations, then summing over y ∈ Zd
in that order, for x ∈ Γc
A(z) ≤ sup
x∈Γc
∑
y∈Zd
(∣∣(H0,Γc − z)−1(x, y)∣∣s esδ|x−y|)
+ sup
x∈Γc
esδ/2
∑
w∈Zd
(∣∣(H0,Γc − z)−1(x, w)∣∣s esδ|x−w|) sup
w˜∈Γ
∑
y∈Γc
(
E |Rzω(w˜, y)|
s esδ|w˜−y|
)
= B(z) + esδ/2B(z)C(z). (37)
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On the other hand when x ∈ Γ we get the relations
C(z) = sup
x∈Γ
∑
y∈Zd
(
E |Rzω(x, y)|
s esδ|x−y|
)
≤ sup
x∈Γ
(
E
∣∣(λVω(x) + 2d− z)−1∣∣s)
+sup
x∈Γ
∑
y∈Zd
∑
w˜∈Γc
|x−w˜|=1
(
E
∣∣λVω(x)− z|−s|Rzω(w, y)∣∣s esδ|w−y|)
≤ sup
x∈Γ
(
E
∣∣(λVω(x) + 2d− z)−1∣∣s)
+ C
λs
sup
w∈Γc
∑
y∈Zd
(
E |Rzω(w, y)|
s esδ|w−y|
)
= 1
λs
[C1 + C2A(z)] . (38)
where in the third inequality above we used the Corollary 4.2 for the bound
and also the bound
E
∣∣(λVω(x) + 2d− z)−1∣∣s ≤ C/λs
obtained from the Lemma 4.1,1. We consider E ≤ E1 as in the statement
of the theorem, so that supRe(z)=E B(z) = D. We take λ large and use the
inequality (38) in inequality (37) to get,(
sup
Re(z)=E
A(z)
)
≤ C3 +
C4
λs
(
sup
Re(z)=E
A(z)
)
,
so
sup
Re(z)=E
A(z) <∞.
We then use this inequality in the inequality (38) to show that the same
finiteness is valid for
sup
Re(z)=E
sup
x∈Zd
∑
y∈Zd
E
(
|(Hω −E − iǫ)
−1(x, y)|s0
)
es0δ|x−y|.
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