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 ﺹﺨﻠﻤﻟﺍ  
ﻥﺇ ﻥﻤﺯﻟﺍ ﻰﻠﻋ ﺩﻤﺘﻌﺘ ﺔﻴﺠﺭﺎﺨ ﺕﻻﺎﺠﻤ ﻊﻤ لﻋﺎﻔﺘﻟﺍ ﻲﻓ ﻲﻓ ﻯﺩﺅﻴ ﺩﺎﻌﺒﻷﺍ ﺓﺭﻴﻐﺼ ﺕﺎﻤﻭﻅﻨﻤ 
 ﺍﻭﻅ ﻰﻟﺇ ﺓﺭﻴﺜﻜ ﺕﻻﺎﺤ ﺓﺩﻴﺩﺠ ﺔﻴﻨﻭﺭﺘﻜﻟﺍ لﻘﻨ ﺭﻫ . ﻪـﻠﻴﻠﺤﺘ ﻥﻜﻤﻴ ، ﺓﺭﺒﺠﻤ ﺔﻤﻅﻨﻷ ﻡﻜﻟﺍ ﺎﻜﻴﻨﺎﻜﻴﻤ ﻥﺇ
 ﺕﻜﻭﻠﻓ ﻑﻴﻁ ﺔﻟﻻﺩﺒ ﺔﻟﻭﺒﻘﻤ ﺓﺭﻭﺼﺒFloquet ﻭﺃ   ) ﺔﻗﺎﻁﻟﺍ ﻪﺒﺸ ﻑﻴﻁ . ( ﺕﻻﺎﺤ ﺭﺎﻁﺇ لﻼﺨ ﻥﻤ
 ﺕﻜﻭﻠﻓstates Floquet ﻪـﺠﻭ ﻰـﻠﻋﻭ لﻘﻨﻟﺍ ﺹﺍﻭﺨ ﺏﺎﺴﺤﻟ ﺔﻟﺎﻌﻔﻟﺍ ﺔﻠﺘﻜﻟﺍ ﺭﻴﻐﺘ ﺃﺩﺒﻤ ﺎﻨﻤﻤﻋ ﺩﻘﻓ 
ﺒ لﺎﻘﺘﻨﻻﺍ لﻤﺎﻌﻤ ﺹﻭﺼﺨﻟﺍ ﺭﺎﺸﺘﻨﻻﺍ ﺔﻓﻭﻔﺼﻤ ﻡﺍﺩﺨﺘﺴﺎScattering matrix.  
 ﺏـﻴﻜﺭﺘ ﻲـﻓ ﺔـﻔﻠﺘﺨﻤ ﺩﺍﻭـﻤﻟ ﺔـﻟﺎﻌﻔﻟﺍ ﺔـﻠﺘﻜﻟﺍ ﺭﻴﻐﺘ ﺝﺫﻭﻤﻨ ﻊﺴﻭﻨ ﻥﺤﻨ ﺔﺴﺍﺭﺩﻟﺍ ﻩﺫﻫ ﻲﻓ
heterostructure .  ﺭﻴﻐﺘﻤ ﺩﻬﺠ ﻊﻤ لﻤﺎﻌﺘﻟﺎﺒ ﺎﻨﻟ ﺢﻤﺴﺘ ﺔﻤﺎﻋ ﺔﻘﻴﺭﻁ ﺎﻨﻤﺩﺨﺘﺴﺍ ﻥﺤﻨ ﺔﻟﺎﺤﻟﺍ ﻩﺫﻬﻟ ﻭ
 ﻲﻤﻜ ﺭﺌﺒ ﺏﻴﻜﺭﺘ ﻰﻠﻋ ﺭﺜﺅﻴ ﻥﻤﺯﻟﺍ ﻊﻤ . ﻁ ﺩﻘﻓ ﺩﺩﺼﻟﺍ ﺍﺫﻫ ﻰﻓ ﻭ ﺍﺭﻭـﻟ ﻭ ﻲـﻟ ﻥﺠﻨﻴﻭ ﺔﻘﻴﺭﻁ ﺎﻨﻘﺒ
 لﻴﺸﺍﺭW.Li and L.E.Reichl [1] ﻥﺃ ﺽﺍﺭﺘﻓﺎـﺒ ، ﺔـﻔﻠﺘﺨﻤ ﺩﺍﻭﻤ ﻥﻤ ﺕﺎﻘﺒﻁ ﺓﺩﻋ ﺔﻟﺎﺤ ﻲﻓ  




Interaction with external time-dependent fields in low-dimensional 
systems leads in many cases to completely new phenomena of electronic 
transport. Dealing with a driven system, its quantum dynamics is adequately 
analyzed in terms of the Floquet or quasienergy spectrum. 
In this paper, we extend the effective mass model to the case of 
different effective masses for different materials in a heterostructure. For 
this case we present a general method which allows us to treat a time 
modulated potential acting upon a quantum well structure. 
We extend the work of Wenjun Li and L. E. Reichl, [1], and consider 
the case of a multilayer composed of different materials, assuming the 
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effective mass in the layers  I, II  and  III  have the values *Im ,
*




Within the framework of the Floquet states approach we have 
generalized the concept of the a position-dependent-effective-mass (PDEM) 
of a heterostructure. We present a method of calculating transport 
properties, in particular, transmission coefficient of nanostructures by using 
the scattering matrix in the framework of Floquet theory. The recursive 
Floquet S matrix technique is quite a simple but powerful way of calculating 
the transmission properties for mesoscopic systems 
 
Keywords: quasienergy spectrum , effective mass, scattering matrix , 
Floquet states, transmission coefficient 
 
INTRODUCTION:  
 In recent years, tunneling through time periodically driven potential 
barriers has been intensively investigated, both theoretically [2] and 
experimentally on quantum dots [3], and on superlattices [4-7]. These 
studies renewed the interest in photon–assisted transport in semiconductor 
nanostructures. The possibility to investigate experimentally time–
dependent transport through mesoscopic systems has opened the way to a 
deeper understanding of new effects strongly relying on the spatiotemporal 
coherence of electronic states. Moreover [8], in most time–dependent 
experiments like electron pumps, photon–assisted–tunneling, and lasers 
require an analysis going beyond the linear response theory in the external 
frequency. Thus, many efforts have been devoted, in last years, to the 
theoretical investigation of nonlinearities in semiconductor nanostructures, 
electronic correlations, and screening of ac fields. 
There has been attracted attention of physicists in the analytical solutions 
of the one dimensional Schrödinger equation with a time-dependent linear 
potential [9-12]. In order to calculate the transmission, many methods have 
been developed over the past few years. On the one hand, tight-binding-like 
techniques [13], have been applied satisfactorily in many problems, 
especially, in those including disorder [14]. On the other hand, mode-
matching methods have been used in problems like those of disorder-free 
electron waveguides. One-dimensional periodic structures have been also 
studied with this technique [15]. Similar approaches have been used to study 








and driven quantum wells [17]. Basically, the frequency of the driving field 
has been shown to produce sidebands due to the non-linearity of the current-
voltage characteristics. 
Shirley [18] also used the Floquet’s theorem to develop a general 
formalism for treating periodically driven quantum systems. Using this 
formalism, which replaces the solution of the time-dependent Schrödinger 
equation with the solution of a time-independent Schrödinger equation 
represented by an infinite matrix, he obtained closed expressions for time-
average resonance transition probabilities of a strongly-driven two-level 
system. More recently, a variety of approaches have been proposed to deal 
analytically with strongly driven two-level systems [19-25]. Three- and 
four-level systems driven by intense laser fields has also been treated 
analytically [26,27]. In all of these works, interaction between the electrons 
has been neglected. 
Electrons interacting with a time-dependent potential [28] can gain or loss 
energy and thus the electron system has no stationary states and, in 
particular, there is no stationary ground state. However if the external 
potential is periodic in time we can describe the state of a system using the 
Floquet function [1,18,28,29] which is a superposition of wave functions 
with energies shifted by n ωh (here n is an integer; ω  is the frequency of the 
driving potential). The existence of many components (side bands) of a 
wave function has a strong effect on the properties of a mesoscopic system. 
For instance, side bands open up additional channels for transmission 
through the mesoscopic system - photon assisted transmission [1,29]. The 
existence of side bands is also a necessary condition for pumping charge 
through an unbiased mesoscopic sample [31]. 
One of the interesting features of localized time-periodic potentials is the 
presence of resonances or quasi-bound ”states”, which could be thought of 
as electrons dynamically trapped by the oscillating potential. This is also a 
feature common to all multi-channel quantum scattering problems [31,32]. 
The most common method of fabricating low-dimensional structures is by 
“growing” compositionally graded semiconductor alloys in high-vacuum 
molecular beam epitaxy (MBE) machines. Structures that confine electrons 
are made by changing the aluminum fraction c during crystal growth, 
leading to a compositionally graded alloy of the form ( ) 1 ( )c r c rAl Ga As− , 
where c varies spatially. The resulting band structure variation produces a 
spatially varying conduction band minimum. Hence, an electron added to 
the conduction band through doping, optical excitation, or electrical 
injection, sees a position-dependent potential. By varying c appropriately, 
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than three dimensions. In practice, however, it is possible to vary c in one 
direction only, resulting in, at best, a two-dimensional system. 
In recent times, the concept of a position-dependent-effective-mass (PDEM) 
quantum Hamiltonian is rapidly gaining acceptance because of its increasing 
relevance in describing the motion of electrons in problems of 
compositionally graded crystals [33], following the ability to fabricate 
semiconductor nanostructures), quantum dots [34], liquid crystals [35], etc.. 
The appearance of PDEM is also well known in the energy density 
functional approach to the nuclear many-body problem [36] and its 
applications [37,38] in the context of nonlocal terms of the accompanying 
potential. Other theoretical considerations where PDEM have been 
exploited include the derivation [39] of the underlying electron Hamiltonian 
from instantaneous Galilean invariance and implementation of the path 
integral techniques [40] to calculate the Green’s function [41] for step and 
rectangular-barrier potentials and masses. Further, PDEM has proved to be 
appealing in the construction of acceptable quantum mechanical systems by 
seeking exact solutions of the Schrödinger equation [42-50] by extending 
the already existing methods of spectrum generating or potential algebras 
[51] and those of supersymmetric quantum mechanics [52-55]. more 
recently, in BEC’s, in quantum computation and spintronics. 
In this paper, we extend the effective mass model to the case of different 
effective masses for different materials in a finite multilayer. In the case of a 
multilayer composed of different materials, the effective mass *( )m x  can 
be a step function assuming the values *Im ,
*
IIm  and 
*
IIIm  respectively in the 
layer I, II  and III.  
The proposed Hamiltonian is periodic in time with period 2 /π ω . Hence, a 
Floquet approach can be used. Any solution of the time-dependent 
Schrödinger equation can be expanded as a linear combination of time-
periodic states - called Floquet states of the system - with coefficients 
oscillating in time as exp(−iEit) where Ei is called the quasi-energy of the 
Floquet state. 
 
Floquet Scattering : 
 
We regard the situation as sketched in FIG. 1 but we consider the regions I, 
II & III have the effective masses *Iµ , *IIµ  and *IIIµ  respectively. The height 
of the potential barrier, extending from –L/2 to L/2  is  V0  subject to the 
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FIG.1. Floquet scattering model. Incoming and outgoing channels have 
energy spacing of ωh  and are divided into Floquet zones according to 
[ )0,,0 nE E nn ω ⎡ ⎤∈ ∞⎣ ⎦= + h . 
 
The Schrödinger equation can be written as: 
 
          
22( , ) ( , ) ( , ) ( , ) ,22
x t x ti V x t x tt x
y y y
m
¶ ¶= - +*¶ ¶
hh                      (2) 
 
By the Floquet theorem the solution of the time-dependent Schrödinger 
equation could be converted into a time-independent eigenvalue problem. 
Accordingly the solution of Eq.(2) takes the form: 
 
                                  
/
( , ) ( , ),




                                     (3) 
where FE  is the Floquet eigenenergy and ( , )x tf  is a periodic function , i.e. 
( , ) ( , )x t x t Tf f= + , with period T= 2 /p w. Differentiating Eq.(3) once 
and twice with respect to time and  x  respectively, from which we 






























A Novel Generalized Scattering … 
  
 186
              
22 ( , ) ( , )( , ) ( , ) ( , ),22
x t x tE x t i V x t x tF tx
f ff f
m
¶ ¶= - - +* ¶¶
h h
            (4) 
 In order to solve the above equation we have to match the wave functions 
at the boundaries of our system which consists of three regions denoted by I, 
II, and III respectively. 
Floquet Solution Inside The Oscillting Potential 
 
Solving Eq.(4) by the separation of variables method, so we can write 
( , ) ( ) ( )x t g x f tf = . The potential takes the form given by Eq.(1) inside the 
oscillating region. Substitute into Eq.(4), dividing by ( ) ( )g x f t  and collecting 
the same variables together ,we get: 
 
22 ( ) ( )1 1 cos0 12( ) ( )2






ê ْê ْë û
¶ ¶= - + - +* ¶¶
h h  
 
Since each term has only a one variable dependent, then it will be equal to 
a constant E . Where we get an equation for ( )g x : 
 
22 ( ) ( ) ( ),022
g x V g x Eg x
xm
¶- + =* ¶
h                    (5) 
 
Another equation for ( )f t , leads to: 
 
( ) cos ( ) ( ) ( ),1
f ti V t f t E E f tFt w
¶ - = -
¶
h                (6) 
 
To integrate Eq.(6), we follow the same procedure as before in the 
preceding chapter, then we have: 
 
,
( ) / 1( ) exp sin
iVi E E tFf t e tww




h                     (7' ) 
 
Now since sin ( )iz ine J z enn
q q¥± ±= ﻩ= - ¥











( ) / 1( ) ( )
Vi E E t in tFf t e J enn
w
w
- - ¥ -= ﻩ= - ¥
h
h               (7) 
 
Since ( ) ( )f t f t T= + , Eq.(7) requires that E E mF w= + h , where m is an 
integer. Eq.(5) can be written in a more compact form as: 
2( ) ( ) 0g x q g xm¢¢ + =  
Which has the solution: 
 
,( ) ( )iq x iq xm mg x a e b em mm
¥ -= +ﻩ= - ¥
                   (8) 
 
Where  and  a bm m are constant coefficients can be determined by the 
boundary conditions as well as EF , and if we use the fact that 








                               (9) 
 
Combining the solutions for ( )f t and ( )g x , to get the expression for the 
Floquet state inside the oscillating region ( , )II x ty : 
 
,
/ 1( , ) ( )
ViE t iq x iq xII in tF m mxt e a e b e J em m n mn m
wy w
ِو ÷ç ÷ç ÷çè ّ
- ¥ ¥ - -= +ﻪѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧѧه -=- ¥ =- ¥
h
h
          (10) 
 
Floquet Solution Outside The Oscillting Potential: 
 
The wave function outside the barrier consists of many Floquet sidebands 
with energy spacing wh . The wave function in these regions is a 
superposition of an infinite number of these sidebands, and can be written in 
regions I and II respectively as: 
 
,
/ /( , )
I Iik x iE t ik x iE tI i on n n nx t A e A en nn
y
ِو ÷ç ÷ç ÷ç ÷ç ÷çè ّ
¥ - - -= +ﻩ= - ¥










/ /( , )
III IIIik x iE t ik x iE tIII i on n n nx t B e B en nn
y
ِو ÷ç ÷ç ÷ç ÷ç ÷çè ّ
¥ - - -= +ﻩ= - ¥
h h     (12) 
Where  and i iA Bn n  are the probability amplitudes of the incoming waves 
from the left and right, respectively, while and o oA Bn n  are those of the 









The Floquet S Matrix: 
 
The wave function ( , )x ty  and its derivative must be continuous at the 
boundaries / 2x L= ± . Firstly at 2Lx = - ,  
( , ) ( , )2 2
I IIL Lx t x ty y= - = = -  
 
 
/ 2 / / 2 /
/ / 2 / 2 1( )
I Iik L iE t ik L iE ti on nn nA e A en nn
ViE t iq L iq L in tF m me a e b e J em m n mn m
w
w
ِو ÷ç ÷ç ÷ç ÷ç ÷÷çè ّ
ِو ÷ç ÷ç ÷ç ÷çè ّ
¥ - - -+ =ﻩ= - ¥





Equating the terms under the summation over n in both sides. On the RHS 
the t exponent term could be collected as 
( ) / /i E n t iE tF ne e
w- + -=
h h h  , 
which will be cancelled with the same term on the LHS, and finally we get: 
 
,
/ 2 / 2 /2 /2 1( )
VI Iik L ik L iq L iq Li on n m mA e A e a e b e Jn n m m n mm w
ِو ÷ç ÷ç ÷ç ÷çè ّ
¥- -+ = +ﻩ -=- ¥ h
          (13) 
And for the first derivative  
 
( / 2, ) ( / 2, )1 1
* *














/ 2 / / 2 /1 ( )
*
/
/ 2 / 2 1( )
*
I Iik L iE t ik L iE tI i I on nn nik A e ik A en n n nn
I





ِو ÷ç ÷ç ÷ç ÷ç ÷÷çè ّ
ِو ÷ç ÷ç ÷ç ÷çè ّ
¥ - - -+ - =ﻩ=- ¥





The t exponent term could be collected and cancelled with the same term 
on the LHS to have finally: 
 
/ 2 / 2
*
/ 2 / 21 1( ),
*
I I Ik ik L ik Li on n nA e A en n
I








ِو ÷ç ÷ç ÷ç ÷çè ّ
- - =
¥ - -ﻩ -=- ¥ h
      (14) 
Similarly for the second boundary condition leads to: 
at / 2 , ( , ) ( , )2 2
I I I I IL Lx L x t x ty y= = = =  
 
/ 2 / / 2 /
/ / 2 / 2 1( )
III IIIik L iE t ik L iE ti on nn nB e B en nn
ViE t iq L iq L in tF m me a e b e J em m n mn m
w
w
ِو ÷ç ÷ç ÷ç ÷ç ÷÷çè ّ
ِو ÷ç ÷ç ÷ç ÷çè ّ
¥ - - -+ =ﻩ= - ¥








/2 /2 /2 /2 1( )
VIII IIIik L ik L iq L iq Li on n m mB e B e a e b e Jn n m m n mm w
ِو ÷ç ÷ç ÷ç ÷çè ّ
¥- -+ = +ﻩ -=- ¥ h
          (15) 
 




( / 2, ) ( / 2, )1 1
* *
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/ 2 / / 2 /1
*
/
/ 2 / 2 1( )
*
III IIIik L iE t ik L iE tIII i III on n n nik B e ik B en n n nn
III





ِو ÷ç ÷ç ÷ç ÷ç ÷çè ّ
ِو ÷ç ÷ç ÷ç ÷çè ّ
¥ - - -- + =ﻩ=- ¥





Equating the terms under the summation over n  in both sides and 
canceling the  exponent terms on both sides leads to: 
 
,
/ 2 / 2
*
/ 2 / 21 1( )
*
III III IIIk ik L ik Li on n nB e B en n
III








ِو ÷ç ÷ç ÷ç ÷çè ّ
-- + =
¥ --ﻩ -=- ¥ h
    (16) 






 and add it to Eq.(14), the result is: 
 
,
/ 2 / 2 / 2 12 ( )
* * * * *
I I I VIk k q k qik L iq L iq Lin n m n mn m mA e a e b e Jn m m n mm
I I II I II
wm m m m m
é ùِوِو ÷ ÷ç çê ْ÷ ÷ç ç÷ ÷ê ْç ç÷ ÷ç ç÷ ÷ê ْç ç÷ ÷ç ç÷ ÷ê ْ÷ ÷ç ç÷ ÷ç çê ْè ّ è ّë û
¥- -= + + -ﻩ -=- ¥ h
   (17) 
 













IIIk qiq L n mma em
III III II VIIIk ik Lin nB e Jn n mm









ê ِْو ÷çê ÷ْç ÷çê ÷ْç ÷ê ْç ÷ç ÷ê ÷ْç ÷çè ّê ْë û
-
¥- = ﻩ -=- ¥
-+ +
h    (18) 
 
Combine Eq.(17) and Eq.(18) by adding and subtracting, we get the 









/ 2 / 22
/ 2
/ 2
I IIIik L ik LI i III in nk A e k B en n n nI III
iq LI III mk q a k q b en m m n m mI III




ِو ÷ç ÷ç ÷ç ÷ç ÷çè ّ
ىüï ïé ùِوِوï ï÷ ÷ç çê ْï ÷ ÷ç çï è ّ è ّê ْë ûïïïïïي ïïïïï é ùِوِوï ÷ ÷ç çê ْï ÷ ÷ç çï è ّ è ّê ْë ûïî
- -± =
-+ ± +







ﻩ -=- ¥ h
  (19) 
/ 2 / 2' '2
/ 2' '
/ 2' '
I IIIik L ik Li in nA e B en nI III
iq Lmq a q b em m m mI III
Jn m




ِو ÷ç ÷ç ÷ç ÷ç ÷÷çè ّ










   (19') 
 
Where 'Ig =
IknIg   and  
'
IIIg =
IIIknIIIg  . 
Expressions for the probability amplitudes of the outgoing waves are taken 
from  Eq.(13) and Eq.(15), and are given by: 
 
,
/ 2 / 2 / 2 1( )




¥ - - -= + -ﻩ -=- ¥ h




/ 2 / 2 / 2 1( )




¥ - - -= + -ﻩ -=- ¥ h
  (21) 
 
Now we will work on the last five numbered equations. First trying to put it 
in a more compact form and rewrite Eq.(17) & Eq.(18) as follow: 
 
,
/ 2 / 2 / 21( ) 2( )




- -+ =- h   (22) 
 
,
/ 2 / 2 / 21( ) 2( )












Multiply Eq.(22) by IIIa & Eq.(23) by Ia , to have: 
 
 
/ 2 / 2 / 21( ) 2 ( )





- -+ =- h  
 
/ 2 / 2 / 21( ) 2 ( )





- -+ =- h
 
We will add these two equations and subtract them respectively. First by 
addition, after simplifications, we have: 
 
,
/ 2 / 2 / 2 1( ) ( ) ( )
, , ,
Viq L iq L iq LIII I m m me e a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
a a e z w
a d a d
ىüé ùï ïï ïê ْي ê ْï ïï ïë ûî   
ِو ÷ç ÷ç ÷çè ّ
- + + - - =-
G +
h   (24) 
As we have assumed: 
 
, / 2,2( ),
/ 22( ), ,
/ 22( ), ,
I IIIik LI III nk enI III
Iik LI nk enI III I III










2 , ( )I I III III I I III IIIk k q q k kn n m m n ne g g z g g= - = -   (25) 
 
' ' ' '( )( ) , ( )( )
' ' 2 ' ' ' ' 2 ' '( ) ( ), ( ) ( )
( ) , ( )
III I I IIIq q q qm m m mIII I I III
q q q qm m m mI III I III I III I III
a b g g a b g g
g g g g g g g g
e z e z
= + - = + -
= - + - = - - -
= + = -
 









/ 2 / 2 1( ) ( )
, , ,
Viq L iq LIII I I III III Im me a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
a a a b a b w
a d a d
ىüï ïِوï ï÷çي ÷çè ّï ïï ïî   
ِو ÷ç ÷ç ÷çè ّ






/ 2 / 2 / 2 1( ) ( ) ( )
, , ,
Viq L iq L iq LIII I m m me e a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
a a e z w
a d a d
ىüé ùï ïï ïê ْي ê ْï ïï ïë ûî   
ِو ÷ç ÷ç ÷çè ّ




Combining Eq.(24) & Eq.(26) in the following matrix equation, we have: 
 
,
/ 2 / 2 / 2 1( ) ( ) ( )
, , ,
Viq L iq L iq LIII I m m me e a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
a a e z w
a d a d
ىüé ùï ïï ïê ْي ê ْï ïï ïë ûî   
ِو ÷ç ÷ç ÷çè ّ






Similarly, multiplying Eq.(22) by IIIb & Eq.(23) by Ib  to obtain: 
 
/ 2/ 2 / 2 1( ) 2 ( )
/ 2/ 2 / 2 1( ) 2 ( )
V Iik Liq L iq LIII I III I III I im m na e b e J k e Am m n m n n
V IIIik Liq L iq LI III I III I III im m na e b e J k e Bm m n m n n
b a b b b gw












And make the same operations as before, by addition, we have: 
 
,
/ 2 / 2 / 2 1( ) ( ) ( )
, , ,
Viq L iq L iq LI IIIm m me e a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
e b b z w
b d b d
ىüé ùï ïï ïê ْي ê ْï ïï ïë ûî   
ِو ÷ç ÷ç ÷çè ّ













/ 2 / 2 / 2 1( ) ( ) ( )
, , ,
Viq L iq L iq LI IIIm m me e a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
e b b z w
b d b d
ىüé ùï ïï ïê ْي ê ْï ïï ïë ûî   
ِو ÷ç ÷ç ÷çè ّ
- -- - - + =-
G -
h
     (29) 
Combining Eq.(28) & Eq.(29) in the following matrix equation as: 
 
,
/2 /2 /2 1( ) ( ) ( )
, , ,
Viq L iq L iq LI IIIm m me e a b e a b Jm m m m n m
III i I iA Bn nI III I III III I
e b b z w
b d b d
ىüé ùï ïï ïê ْي ê ْï ïï ïë ûî   
ِو ÷ç ÷ç ÷çè ّ
- -± ± - =-
G ±
m h
             (30) 
The four equations represented by Eq.(27) & Eq.(30) can be combined into 
two expressions and finally to one general formula. First adding the upper 
halves of Eq.(27) & Eq.(30), and then adding the lower halves separately, 
we get the two following expressions as: 
 
,
/ 2 / 2( ) ( ) ( )
1( )
/ 2 / 2 ( )
( ) ( ), , ,
iq L iq LIII I I IIIm me e a bm m V
Jn m
iq L iq Lm me e a bm m
III III i I I iA Bn nI III I III III I
a a e b b e
w
z
a b d a b d




-+ + + +
=-
-- + -





/ 2 / 2( ) ( ) ( )
1( )
/ 2 / 2 ( )
( ) ( ), , ,
iq L iq LIII I I IIIm me e a bm m V
J n m
iq L iq Lm me e a bm m
III III i I I iA Bn nI III I III III I
a a e b b e
w
z
a b d a b d




-+ - + -
=-
-+ - +














/ 2 / 2( ) ( ) C
1( )
/ 2 / 2 C
( ) ( ), , ,
iq L iq LIII I I IIIm me e m V
J n m
iq L iq Lm me e m
III III i I I iA Bn nI III I III III I
a a e b b e
w
z
a b d a b d




- ±+ ± +
=-
-±





By the matrix format we introduce the matrices whose matrix elements are 
defined as follows, thereafter the Floquet S matrix can be constructed. 
 
/ 2 / 2 1( ) ( ) ( ) ( ),




-±M = + ± + - h (34) 
 
,
/ 2( ) (2 )(2 ) ,
Iik LI I I III III nk k er nm n n n mg g d




/ 2( ) (2 )(2 ) ,
IIIik LIII I I III III nk k er nm n n n mg g d
-M =       (36) 
 
 
( ) / 2 1( ) ( ),
VIi k q Ln me Jnm n mCI w
- ±±M = - h
                   (37) 
 
 
( ) / 2 1( ) ( ),
VIIIi k q Ln me Jnm n mCIII w
- ±±M = - h
                  (38) 
 
,( ) ,
Iik LI nenm n mi d










IIIik LIII nenm n mi d
-M =                                    (40) 
 
 
/ 2 / 2 1( ) ( ),




-± = ± - h                      (41) 
 
Eq. (33)can be written as: 
 
,± ±M .C .C M . M .I i III iA Br n r nxa ± = ±
mm                (42) 
   
From the above equation we will determine the coefficient vector  Cm  by 
some algebra. First eliminating the coefficient  C−  by multiply Eq.(43) by 
+ 1( )x -  and Eq.(44) by 1(M )a- -  and then adding the outturn: 
,+ +M .C .C M . + M .I i III iA Br n r nxa + -- =                 (43) 
 
,M .C .C M . M .I i III iA Br n r nxa- - - ++ = -               (44) 
 
+ 1 + 1 + 1 1( ) .M (M ) C ( ) .M (M ) .M .
+ 1 1( ) .M (M ) .M .
I I iAr r
III III iBr r
x x xa a a
x a
é ùé ù
ê ْê ْê ْ ê ْë û ë û
é ù
ê ْê ْë û
- - - - + - - -+ = + +
- - --
Taking IrM and 
III
rM outside the brackets we get: 
 
+ 1 + 1 + 1 1( ) .M (M ) C ( ) (M ) .M .
+ 1 1( ) (M ) .M .
I iAr
III iBr
x x xa a a
x a
é ù é ù
ê ْ ê ْê ْ ê ْë û ë û
é ù
ê ْê ْë û
- - - - + - - -+ = + +
- - --
 
And in a more compact form: 
 
,C .M . .M .I i III iA Br r+ + -= L + L+ + +¥                     (45) 
Where 
 










,1 1( ) ( )x a± + - - -L = ± M+                                            (47) 
 
Multiply both sides of equation Eq.(45)  by the inverse of the matrix N + to 
get: 
 1 1C . .M . . .M .I i III iA Br r+ - + - -= L + L+ + + +¥ ¥  
 
And finally the reduced equation to the simple form is: 
  
,C .M . .M .I i III iA Br r+ + -= H + H+ +                                   (48) 
where  
,1± - ±H = L+ + +¥                                                 (49) 
 
Similarly, we will eliminate C +and calculate C− . Multiply Eq.(43) by 
1(M )a
+ -  and Eq.(44) by 1 ( )x- -  and subtracting the emergents to get: 
  
1 1 1 1( ) .M (M ) C ( ) .M (M ) .M .
1 1( ) .M + (M ) .M .
I I iAr r
III III iBr r
x x xa a a
x a
é ùé ù
ê ْê ْê ْ ê ْë û ë û
é ù
ê ْê ْë û
- - - + - + - - - + -+ = - -
- - + -
Taking IrM and 
III
rM outside the brackets we get: 
 
1 1 1 1( ) .M (M ) C ( ) (M ) .M .
1 1( ) + (M ) .M .
I iAr
III iBr
x x xa a a
x a
é ù é ù
ê ْ ê ْê ْ ê ْë û ë û
é ù
ê ْê ْë û
- - - + - + - - - + -+ = - -
- - + -
And in a more compact form as: 
 
,C .M . .M .I i III iA Br r- - += L - L- - -¥                          (50) 
Where 
,1 1( ) ( )x xa a- - - + - += M + M-¥                                  (51) 
 








Multiply both sides of equation (50) by the inverse of the matrix N -  to 
have: 
 1 1C . .M . . .M .I i III iA Br r- - - - += L - L- - - -¥ ¥  
 
And finally it takes the form: 
 
,C .M . .M .I i III iA Br r- - += H - H- -                                     (53) 
Where 
,1± - ±H = L- - -¥                                                                   (54) 
 
Combining Eq.(48) and Eq.(53) in a one general formula as: 
,C .M . .M .I i III iA Br r± ±= H ± H± ±
m                     (55) 
Where  
1
1 1( ) ( )





± - ±H = L± ± ±
± - ± -= M + M±




                  (56) 
The Floquet sideband coefficient vectors are then given by: 
 
( )1 1C C .M . .M . .M . .M .2 2 I i III i I i III ia A B A Br r r r
é ù
ê ْê ْë û
+ - + - - += + = H + H + H - H- -+ +  
 
,.M . .M .2 2
I i III ia A Br r
é ù é ù
ê ْ ê ْ
ê ْ ê ْ
ê ْ ê ْ
ê ْ ê ْë û ë û
+ - - +H + H H - H- -+ += +                           (57) 
And 
 
( )1 1C C .M . .M . .M . .M .2 2 I i III i I i III ib A B A Br r r r
é ù
ê ْê ْë û










,.M . .M .2 2
I i III ib A Br r
é ù é ù
ê ْ ê ْ
ê ْ ê ْ
ê ْ ê ْ
ê ْ ê ْë û ë û
+ - - +H - H H + H- -+ += +                       (58) 
 
Eq.(20) and Eq.(21) can now be rewritten in the matrix form: 
 
M . M . M .
.M . .M .
2 2
M . M .
.M . .M .
2 2
o I iA a b AiCI CI
I i I iA Ar r
CI CI
III i III iB Br r
وِوé ù é ù÷ç çê ْ ê ْ÷ç ç÷ç çê ْ ê ْ÷ç ç÷ç çê ْ ê ْ÷ç ÷ê ْ ê ْ÷ç ÷çë û ë û÷ç ÷ç ÷çé ù é ù÷ç ÷ê ْ ê ْç ÷ç ÷ê ْ ê ْ÷ç ÷çê ْ ê ْ÷ç ÷çê ْ ê ْ÷è ّ èë û ë û
+ -= + -
+ - + -H + H H - H- -+ ++ +
+ -= +
- + - +H - H H + H- -+ +
M .I iAi
÷ِ÷÷÷÷÷ç ÷÷ç ÷ç ÷ç ÷ç ÷ç ÷ç ÷ç ÷ç ÷÷ç ÷ç ÷ç ÷ç ÷ّ
-
 
M . .M M . .M
1 1. .2 2
M . .M 2M M . .M
I IIIr rCI CI
o i iA A B
I I IIIr riCI CI
ىü ىüé ù é ùï ï ï ïï ï ï ïê ْ ê ْï ï ï ïë û ë ûï ï ï ïï ï ï ïï ï ï ïï ï ï ïï ï ï ïي ي ï ï ï ïï ï ï ïï ï ï ïï ï ï ïé ù é ùï ï ï ïï ï ï ïê ْ ê ْï ï ï ïë û ë ûï ï ï ïî  î   
+ + - + - +H + H + H - H +- -+ +
= +




,. .o i iA A BAA AB= M + M                        (59) 
 
and 
 M . M . M .o III iB a b BiCIII CIII
- += + -  
 
 
.M . .M .2 2
     =M . M .
.M . .M .2 2
I i I iA Ar r
oB CIII CIII
III i III iB Br r
وِو ÷ç çé ù é ù÷ç ç÷ê ْ ê ْç ç÷ç ç÷ê ْ ê ْç ç÷ç ç÷ê ْ ê ْ÷ç ÷çê ْ ê ْ÷çë û ë û÷ç ÷ç ÷ç ÷ç ÷ç ÷÷ç ÷çé ù é ù÷ç ÷ê ْ ê ْç ÷ç ÷ê ْ ê ْç ÷ç ÷ê ْ ê ْç ÷÷çê ْ ê ْçè ّ èë û ë û
+ - + -H + H H - H- -+ ++ +
- ++
- + - +H - H H + H- -+ +
M .III iBi
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M . .M M . .M
1 1     = .2 2
M . .M M . .M 2M
I IIIr rCIII CIII
o iB A
I III IIIr r iCIII CIII
ىü ىüé ù é ùï ï ï ïï ï ï ïê ْ ê ْï ï ï ïë û ë ûï ï ï ïï ï ï ïï ï ï ïï ï ï ïï ï ï ïي ي ï ï ï ïï ï ï ïï ï ï ïï ï ï ïé ù é ùï ï ï ïï ï ï ïê ْ ê ْï ï ï ïë û ë ûï ï ïî  î   
- + - - - +H + H + H - H +- -+ +
+






,. .o i iB A BBBBA= M + M                                 (60) 
 




io M M AA AA AB
o iM MB BBBBA
⎛ ⎞⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟=⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠




⎛ ⎞⎛ ⎞ ⎜ ⎟=⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
S                                           (62) 
 
Where , and ,i i o oA B A B are the incoming and outgoing amplitude 
vectors, respectively. The matrix S consists of all the probability amplitudes 
which connect the coefficients ,i iA B  to coefficients  ,o oA B . Each 
element SBnmB of the matrix S  gives the probability amplitude that the electron 
is scattered from Floquet sideband m to sideband n ( ), ,n m ∈ −∞ ∞⎡ ⎤⎣ ⎦ . If we 
only keep the propagating modes ( ), 0,n m ∈ ∞⎡ ⎤⎣ ⎦ , then we obtain the 





⎛ ⎞⎛ ⎞ ⎜ ⎟=⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
S                                        (63) 
 
The transmission and reflection amplitudes for the propagating modes t BnmB 









00 01 00 01
10 11 10 11
'
'
00 01 00 01
10 11 10 11
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
r r t t
r r t t
R T
t t r rT R
t t r r
′ ′⎛ ⎞⎜ ⎟′ ′⎜ ⎟⎜ ⎟⎜ ⎟⎛ ⎞ ⎜ ⎟= =⎜ ⎟ ⎜ ⎟′ ′⎝ ⎠ ⎜ ⎟′ ′⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
S              (64) 
 
Where t BnmB and r BnmB are for propagating modes incident from the left; t' BnmB and 
r' BnmB are similar quantities for modes incident from the right.  
The total transmission coefficient can be obtained from the scattering matrix 










=∑∑                                     (65) 
The S-matrix is the most fundamental tool for analyzing quantum scattering 
phenomena in various fields of physics, providing with the most complete 
scattering data [6,8,37]. 
 
CONCLUSIONS: 
In this paper, we extend the work of Wenjun Li and L. E. Reichl, reference 
[1] and by allowing a time modulated potential to act upon the quantum well 
structure with different effective masses on the regions beside  the square 
well. 
In conclusion, within the framework of the Floquet states approach we 
have extended the concept of the a position-dependent-effective-mass 
(PDEM) of a heterostructure and present a method of calculating transport 
properties, in particular, transmission coefficient of nanostructures using the 
scattering matrix in the framework of Floquet theory. The recursive Floquet 
S matrix technique is quite a simple but powerful way of calculating the 
transmission properties for mesoscopic systems. 
Since the finite parabolic quantum well has wide applications the present 
work is valuable for the understanding of the designing for the cases where 
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