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SUMMARY
A procedure for predicting electromagnetic fields propagating in a screened 
chamber is described. This is based on an adaptation of the time-domain 
finite - difference method. The procedure incorporates a technique to account 
for loss in the walls of a screened room. In addition an antenna model is 
described, which enables the coupling between electrically short dipoles to be 
predicted. Coupling experiments within screened chambers have been undertaken, 
however it is generally too difficult to adequately correlate predictions and 
measurement. This is due to the high Q of a screened chamber which results in 
small variations within the room causing major perturbations on antenna 
coupling.
Experiments have been undertaken to investigate the effect of lining a chamber 
with coned anechoic absorbing material and tiled ferrite material. A review of 
numerical electromagnetic techniques is presented and various computer programs 
developed to implement these techniques are described.
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1. INTRODUCTION
1.1 The conventional environments used for EMC testing are usually either 
the screened room which may be lined with anechoic absorbing materials 
or the Open Site test facility. It is important to be able to quantify 
the performance of measuring equipment within these working 
environments. The main advantage for using a screened room for testing 
is the shielding of the electromagnetic ambient which is a major 
potential source of interference. However the measurement uncertainty 
introduced at frequencies where the screened room becomes a cavity 
resonator has a particularly critical effect on EMC testing. The 
principal objective of this thesis is to investigate the use of a time 
evolving numerical method to compute electromagnetic coupling within a 
resonant screened room.
1.2 Some of the fundamental characteristics of a resonant cavity are 
summarised in section 2. The theoretical formulation of a numerical 
technique to mathematically model a screened room is described in 
Sections 3, 4 and 5. A computer code implementing the numerical
9
technique is also described (Section 6) and is applied to various 
screened room coupling problems. The application of the numerical 
model is assessed in terms of stability, accuracy and computational 
requirement in section 7.
1.3 To evaluate the predictions of the numerical method, experimentations 
have been undertaken to measure electromagnetic coupling within a 
screened room. The design of dipole antennas to undertake these 
measurements is described in Section 8. Measurements undertaken with 
these antennas on a highly reflecting ground plane to verify their 
dynamic range and accuracy are described in Section 9. Correlation of 
the time evolution numerical solution has been made with various 
measurements within a rectangular screened mini-chamber having 
dimensions 1.422 meters across by 1.049 meters deep by 1.219 meters 
high. Further work to correlate predictions with measurements of 
antenna coupling within a large screened chamber having dimensions 
6.405 meters across by 4.920 meters deep by 3.060 meters high have also 
been undertaken. These are each described in Section 10. Measurements 
undertaken within these chambers using a lining of tiled ferrite 
material and a lining of coned anechoic absorbing material are 
described in Section 11.
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1.4 In addition to the numerical method described, a review of available 
electromagnetic analysis computer software is included as an appendix. 
Another appendix describes aspects of implementing such numerical 
software on computer.
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2. ASPECTS OF THE PHYSICS OF A RECTANGULAR RESONANT CAVITY
2.1 A rectangular cavity may be considered as a section of rectangular 
waveguide terminated either end in a short circuit. The fields inside 
the cavity can therefore be obtained directly from corresponding 
waveguide field solutions (reference 1).
2.2 The propagation constant, (3, of a rectangular waveguide for the nm-th 
TE or TM mode is given by:
For a waveguide terminated either end in a short circuit, a standing
wave pattern can only exist if 3 = ln/c 1 = 1,2,3.....
Hence resonant conditions in a rectangular cavity, having dimensions 
a,b,c can only exist for certain discrete values of knml:
2.3 To evaluate the Q of a rectangular cavity, it is necessary to determine 
the losses due to the finite conductivity of the walls. Assuming the 
surface currents on the cavity walls can be approximated by the 
loss-free boundary conditions Jg = n A H, the power loss is given by 
integrating the tangential H-field at the wall surface. The Q is, by 
definition, total stored energy/power loss per radian of oscillation. 
It can be shown that (reference 1, 2) for a rectangular cavity the Q 
for the fundamental TE110 mode is given by:-
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Q = (kab)3 c //nit
2n2 R(2a3 c + 2b3 c + a3 b + b3 a) 
where R =  1 /(ads )
a =  conductivity
ds = skin depth
The fundamental TE110 resonant frequency of the screened mini-chamber 
is 161.9 MHz, having a Q of 2650, and therefore a half power bandwidth 
of 63 kHz. For the large screened room the fundamental resonant 
frequency occurs at 38.4 MHz and has a Q of 1964 and a half power 
bandwidth of 20kHz.
2.4 The Q of a metal cavity is proportional to /frequency in the classical 
skin-effect regime, since the losses increase as /frequency, and the 
stored energy density increases directly with frequency (reference 3).
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3. REVIEW OF TECHNIQUES TO PREDICT ELECTROMAGNETIC FIELDS
INSIDE A SCREENED ROOM
3.1 A screened room used for EMC testing is not simply definable as a three 
dimensional rectangular enclosure. In practice the rooms may contain 
various scattering objects, including a conducting workbench as well as 
other equipment. The EMC test antennas are generally very large and 
have awkward shapes, (eg, Biconical antennas, Horns, Log-Periodics). 
Finally the test rooms may be lined with up to several feet thick
anechoic material.
3.2 The purpose for lining with anechoic material is two-fold. The
material is used as a means for generating a free-space environment
inside a screened room. To do this the anechoic must absorb all 
electromagnetic energy incident upon it, no energy should be reflected 
back into the room. The anechoic is also used for damping resonances 
within a room. The former use is only practically possible at high 
frequencies, the latter use is possible at all frequencies, and is
particularly desirable at resonant frequencies to damp resonances.
3.3 An analytical solution to predict electromagnetic fields propagating
from an antenna within a rectangular enclosure is not easily 
formulated. A method of undertaking this has been described.
(Reference 4). In this the field distribution within a resonant cavity 
is modified by a function derived for the field due a short probe 
within a waveguide, which is used to represent scattering objects in 
the cavity.
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There are two major limitations associated with the method. First 
independent scattering centres within the cavity do not interact. 
Second, there is no energy loss mechanism in the cavity.
3.4 An alternative approach to computing fields within a cavity is based on
tracing rays through the chamber. (Reference 5). Energy loss is
modelled by calculating the reflection coefficient of an absorber on
the cavity wall. This method does not however account for the presence 
of scattering objects in the chamber. In addition, the ray tracing
method is only truly valid at vanishingly small wavelengths.
3.5 Numerical techniques are available for solving complicated
electromagnetic scattering problems. A detailed review of these 
techniques is presented in Appendix C. Of the main numerical 
techniques, neither the Method of Moments nor the Geometrical Theory of 
Diffraction are suited to the prediction of fields within a cavity. 
The integral equations commonly employed in the Method of Moments are 
not uniquely defined within a cavity. (Reference 6). However there is 
literature on the application of Time Domain Finite Differences to
study electromagnetic propagation within cavities. The Transmission 
lin e  Modelling technique is also suitable for this type of application.
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3.6 The time domain computation of electromagnetic scattering and radiation 
problems using finite-difference equations was initally proposed by Yee 
(reference 7). Yee applied the method to a two dimensional analysis of 
infinitely long rectangular waveguides. Other workers have 
subsequently investigated the method for analysis of various 
applications including : pulse interactions in time-varying
inhomogeneous media (reference 8); metallic bodies of revolution 
(reference 9); aircraft electromagnetic pulse effects (reference 10); 
cavities containing large apertures (reference 11); coupling to lossy 
dielectric structures (reference 12); and interior coupling responses 
(reference 13). This work has culminated in the development of a 
generalised computer program due to Kunz to model complicated 
three-dimensional scattering objects by finite-difference analysis 
(references 13,14). The code, G3DXL, is describe in Appendix C.
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3.7 A number of difficulties associated with the time domain finite 
difference method are known (reference 15). The finite difference 
technique is based on discretisation of space and time. To limit the 
extent of the discretisation, an auxiliary radiation condition must be 
defined at the boundary of the mesh. This effectively must ensure that 
the field falls as 1/r beyond the mesh boundary (reference 16). 
However, it is essential to minimise spurious reflections at this mesh 
boundary. For the case of modelling the interior of a screened room 
the boundary of the mesh can be set at the walls of the room, in which 
case the electric field at the boundary is zero (for a perfectly 
conducting room). Another difficulty with discretisation is the 
resolution required to model thin struts and wires. One method to 
model arbitrarily thin wires without reducing the spatial 
discretisation is to introduce an inductance term into the 
finite-difference algorithm. This concept has been used to model the 
current induced on a loop antenna to within 10 per cent error and a 
dipole antenna to within 7 per cent error (reference 17). In addition 
to the ’thin wire’ formalism, a ’thin slot’ formalism has been used to 
model apertures smaller than the finite difference space discretisation 
(reference 18). Other investigations to enhance the time domain finite 
difference method include hybridisation with the method of moments 
(reference 19); and the mixing of discretisation meshes of different
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coarseness to enable modelling a complicated structure at high 
resolution within an overall much coarser resolution mesh (reference
20). The use of a field equivalence principle to decouple different 
regions of discretisation has been used to model arbitrarily small
details on thin conducting surfaces e.g. small apertures (reference
21). Multiconductor cables have been modelled on a finite difference 
mesh by using an equivalent radius to replace wire bundles with single 
wires (reference 22).
3.8 An important advantage of using a time domain technique to assess the 
performance of a screened room as an environment for EMC testing is 
that a wide band of frequency data can be generated from a single
time-domain analysis, via the fourier transform. Typically EMC
measurements are undertaken in frequency domain over a wide frequency 
range. However certain frequency domain effects such as skin effect, 
can not be easily modelled in time domain. Methods for assessing
skin-effect in a time-domain analysis include waveshaping or using 
equivalent circuits consisting of resistors and inductors to model 
lossy materials (reference 23).
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The use of time domain finite differences for predicting coupling to 
the interiors of high Q cavities has already been reported in 
references 11,13 and 22. These report the use of an incident plane 
wave to excite the cavity which contains a large aperture. This, 
however, is different to modelling a cavity for EMC measurements, where 
the excitation comprises an antenna which generates near-field 
components.
3.9 The necessary conditions to ensure numerical stability in a finite 
difference algorithm are described in reference 24. According to 
reference 25, if a linear difference equation is consistent with a 
properly posed linear initial-value problem, then stability is the 
necessary and sufficient condition for convergence. The time domain 
finite difference algorithm is consistent and the necessary condition 
for stability is given by reference 26. This is known as the Courant 
condition :
c St < Sx/-f3 
where St is the temporal discretisation step 
Sx is the spatial discretisation step 
c is the speed of light
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4. THEORETICAL FORMULATION OF A TIME EVOLUTION NUMERICAL
SOLUTION
4.1 A differential, time-stepping numerical solution of Maxwell’s equations 
is described for the analysis of a three dimensional rectangular 
enclosure having perfectly conducting walls. The method is based on 
the computation of electromagnetic field components at discrete points 
in space and time. Since the points are discrete the technique is 
valid only if the field components vary continuously in space and time. 
To obtain information in frequency domain, the time evolved data can be 
analysed by Fourier transform. It has been suggested (reference 14) 
that a minimum of 8 discrete spatial steps per waveleng:h are required 
to maintain accuracy of prediction of fields to within a few percent 
error. This is demonstrated in section 7.4. Hence to model a 
rectangular room at frequencies 3 wavelengths in dimension would 
require a mesh of 24 x 24 x 24 discrete cells, which is quite 
acceptable in terms of computing resources required.
In general, the frequencies obtainable from such a time stepping 
procedure may be given by simple criteria as follows
Let D = distance between two discrete points on finite difference mesh.
Hence minimum predictable wavelength = 8 x D
Maximum predictable frequency = c/(8 x D) where c is speed of light.
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The frequency resolution is determined by the number of time steps in 
the calculation.
Let N = number of discrete time steps used in calulation.
The timestep is given by the time taken for propagating fields to move 
between two points on the mesh, hence 1 timestep = D/c where c is speed 
of light.
Frequency resolution = c/(N xD ).
4.2 Practically the maximum number of time points achievable is 32768 based 
on computer runtimes and because it is necessary to use fast fourier 
transforms to analyse the time histories. Discrete transforms 
operating on this number of data points would take excessive computer 
times. Hence, evolving 32768 time points for the screened mini-chamber 
which has dimensions 1.422 x 1.049 x 1.219 using a 20 x 15 x 7 mesh 
would resolve frequencies to 130 kHz steps, and the maximum predictable 
frequency would be approximately 528 MHz. Similarly for the large 
screened room which has dimensions 6.405m x 4.920m x 3.060m using a 
20 x 16 x 10 mesh, computation of 32768 time points would resolve 
frequencies to 30 kHz steps and the maximum predictable frequency would 
be at least 122MHz.
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4.3 The theoretical formalism is based on a Finite Difference Time Domain 
solution of Maxwell’s equations (reference 14).
Maxwell’s curl equations are:-
Curl E = -dB/dt (1)
Curl H = dD/dt + J (2)
Where E and H represent the Electric and Magnetic Field quantities. D 
and B (flux quantities) and J (source current density) can be eliminated 
by the constitutive relations (assumed linear)
B = juH (3)
D = cE (4)
J = <tE (5)
where fi, permeability, e, permitivity and <y, conductivity represent the 
electrical properties of a physical object.
Substituting (3) into (1), and (4), (5) into (2) gives 
Curl E = -yUdH/dt (6)
Curl H = edE/dt + oE (7)
In free space equations (6), (7) become:- 
Curl E = ~hq dH/dt (8)
Curl H = e dE/dt (9)
O  '  '
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The three cartesian components for the Magnetic Field are given from (8): 
dEz/dy - dEy/dz = -juo dHx/dt (10)
dEx/dz - dEz/dx = -//odHy/dt (11)
dEy/dx - dEx/dy = -juo dHz/dt (12)
The three cartesian components for the Electric Field are given from (9):
dHz/dy - dHy/dz = eo dEx/dt (13)
dHx/dz - dHz/dx = eodEy/dt (14)
dHy/dx - dHx/dy = eo dEz/dt (15).
4.4 The differential terms in equations (10) - (15) can be replaced with 
finite difference expressions as follows
H = H -
X  X
(St///) X ' ( V - E z ) (E ’-E )V y  y /
>
I (y’-y) (z’-z) > (16)
IIK* (St In) X r < v - v o y - V
>
I (z’-z) (x’-x) > (17)
H = H -z z (St///) X ' (Ey’-Ey) <Ex ’-Ex)
I (x’-x) (y’-y) 4 (18)
+W
*II
W
* (St/c) X ' ( H ’- H ) (Hy ’-ny) \
1 (y’-y) (z’-z) > (19)
A + (St/e) X [ (H x ’-Hx) (H ’-Hz )
>
I (Z’-z) (x’-x) > (20)
E == E +z z (St/c) X r (Hy ’-Hy ) (Hx’-Hx)
\
, (x’-x) (y’-y) > (21)
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Equations (16) - (21) represent a time stepping algorithm for the six E 
and H field components. The time advanced H field components are given 
by the difference in E fields across a region of space and the time 
advanced E field components are given by the difference in H fields 
across a region of space. A numerically stable finite difference 
formalism is ensured by spatially separating the points on the lattice 
cell where the E and H fields are to be determined, as shown below 
(Reference 14).
Figure 4.1 E and H field components on a single lattice cell
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4.5 Since the H-field components are determined from the E-field components 
and vice versa the numerical procedure is further stabilised by 
temporally separating the E and H field components as well. Thus the 
solution should proceed as follows:
1. Set an initial H field at time t
2. Advance time by St and compute E-fields
3. Advance time by St and compute H-fields
4. Advance time by St and compute E-fields
5. Advance time by St and compute H-fields, etc.
The initial field is assumed to be generated by a wire carrying current. 
The wire is taken to be a perfect conductor and is orientated along an 
axis of Electric field lattice points. The Electric field components 
along this axis and tangential to this axis are the source components
which drive the propagating fields according to some function. In this
case a double exponential driving function is used to define the 
behaviour of the source wire. The time step, St, is given by the Courant 
stability condition, (see Section 3.9). This ensures that the numerical 
process remains stable and convergent.
4.6 At the surface of any perfectly conducting boundary within the mesh space 
the total E-field tangential to the surface is zero. This condition is 
forced by setting all E-field components tangential to the surface of a 
perfect conductor to zero at each time step.
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4.7 The electric field components on the edge of the mesh space must be
defined as a boundary condition. For the case of a screened cavity, the
electric field components on the edge of the mesh can be forced to zero
to simulate a perfectly conducting metal as the cavity wall.
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5. THEORETICAL MECHANISM TO ACCOUNT FOR LOSS IN IMPERFECT
SCREENED ROOM WALLS
5.1 To introduce a mechanism into the theoretical formalism to account for 
losses due to the imperfect cavity walls, it is necessary to force the 
electric field components tangential to the walls of the cavity to some 
finite non zero value as the boundary condition.
5.2 It is assumed that the current on the surface of an imperfectly 
conducting cavity can be approximated by the loss-free condition:-
J = n AH
S
The surface current, JB, is driven by the electric field tangential to 
the wall, Et , against the impedance of the metal surface Zs 
(Reference 27).
J = E. / Zs t  s
E / Zs = nAH
It is assumed that the normal component of the H-field to a conducting 
surface is zero, as for the loss-free case.
5.3 Taking the floor and the ceiling of the rectangular chamber to lie in the 
x-z plane, the front and back of the chamber to lie in the x-y plane and 
the side walls to lie in the y-z plane, the boundary E-field components 
are given as follows:-
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On the chamber floor:
On the chamber ceiling:
On the chamber back wall:
On the chamber front wall:
On the chamber left side wall:
On the chamber right side wall:
E = H X zX z s
E — H X zz X s
E _ -H X zX z s
E — H X zz X s
E — -H X zX y s
E — H X zy X s
E — H X zX y 6
E — -H X zy X s
E — -H X zy z s
E_ — H X z2. y s
E _ H X zy z s
E* = -Hy X z s
5.4 The impedance of a metal surface, Z ,is given as follows:
z_ = j.2n f. ju
where n  =  permeability 
a =  conductivity
/  = frequency
Hence, for a mild steel surface having relative permeability, 55 
conductivity, 6.0 Mmhos/m at 200 MHz the surface impedance is 0.120 
ohms.
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The surface impedance is frequency dependant; however over the range 
of frequencies where a chamber acts as a cavity resonator the 
variation in surface impedance has a negligable effect on the 
characteristics of the chamber.
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6 . COMPUTER PROGRAM
6.1 The finite difference procedure is implemented here for a rectangular 
enclosure having perfectly conducting walls. The enclosure is treated as 
a three dimensional array of lattice cells, indexed i,j,k. As the 
solution proceeds on a time stepping basis, six field components are 
computed at each lattice cell for each time step.
6.2 It is assumed that there are NX cells along the X-axis, index i 
direction, NY cells along the Y-axis, index j direction and NZ cells 
along the Z-axis, index k direction (Figure 6.1).
Figure 6.1 Arrangement of lattice cells for rectangular enclosure
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For the lattice cell with indices i,j,k the difference expressions (16) 
(21) become the following
Hx(i ,j,k) = Hx(i,j,k) - (tstep/yU) x r (Ez(i,j + l,k) - Ez(i,j,k))L dely
_ (Ey(i,j,k+1) - Ey(i,j,k))
delz
Hy(i ,j,k) = Hy(i,j,k) - (tstep///) x r (Ex(i,j,k+1) - Ex(i,j,k))L delz
. (Ez(i+l,j,k) - Ez(i,.j,k))
delx
Hz(i,j,k) = Hz(i,j,k) - (tstep/ju) x r Ey(i+l,j,k) - Ey(i,j,k))L delx
(Ex(i,j + l,k) - Ex(i,j,k))
dely
Ex(i,j,k) = Ex(i,j,k) + (tstep/8) x r (Hz(i,j,k) - Hz(i,j-l,k))L dely
_ (Hy(i,j,k) - Hy(i,i,k-1))
delz
Ey(i,j,k) = Ey(i,j,k) + (tstep/8) x r (Hx(i,j,k) - Hx(i,i,k-1))L delz
. (Hz(iJ,k) - Hz(i-l,j,k))
delx
Ez(i,j,k) = Ez(i,j,k) + (tstep/8) x r (Hy(i,j,k) - H y(i-lj,k))L delx
(Hx(i,j,k) - Hx(i,i-l,k))
where delx = length of lattice cell in x-direction,
dely
dely = length of lattice cell in y-direction,
delz = length of lattice cell in z-direction.
tstep = length of time interval
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To force the boundary condition that the tangential E-field is zero on 
the walls of the enclosure, the following conditions apply:- 
Ey(i,j,k), Ez(i,j,k) = 0 for lattice cells i = 1 and i =  NX + 1
Ex(i,j,k), Ez(i,j,k) = 0 for lattice cells j = 1 and j = NY+1
Ex(i,j,k), Ey(i,j,k) = 0 for lattice cells k = 1 and k = NZ-f 1.
The evaluation of the expressions (22) - (28) for a perfectly conducting
screened chamber is presented in the flow chart below. A detailed 
computer program written in Fortran implementing this flow chart is 
listed in Appendix A. The code was developed wholly on an IBM PC 
compatable microcomputer, running under the MS-DOS operating system. An 
account of the use of personal computers for numerical processing is 
given in Appendix B.
START
NOYES
TIME STEPS 
COMPLETED
STOP
SET BOUNDARY 
CONDITIONS
INCREMENT TIME 
BY tstep/2
OUTPUT REQUESTED 
DATA FOR TIME, t
READ DATA FROM 
COMMAND FILE
INCREMENT TIME 
BY tstep/2
INITIALISE E-FIELD AND 
H-FIELD TO ZERO
COMPUTE H-FIELD 
IN x, y, z DIRECTIONS
COMPUTE E-FIELD 
IN x, y, z DIRECTIONS
SET E-FIELD SOURCE 
* EXCITATION
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6.4 The computer code is designed primarily for code optimisation to give 
fastest execution times. Data types are specified to have minimum 
width (eg. 1 byte logical variable and 2 byte integer variables). 
Virtually all the code is fitted into the main program to eliminate 
subprogram calling overhead. Effort has been made to eliminate 
redundant code within loops. All divide instructions occuring within 
loops have been replaced with multiply instructions. Important 
features of the code include the following
(i) Command language to facilitate data entry
(ii) Restart option.
6.5 The purpose for building a command language facility into the computer 
code is to provide a mechanism for enabling data input to be 
cross-checked and altered as necessary when setting up a particular 
run. In addition data can be recorded for future reference.
The computer code accesses a data file and scans through the file 
searching for certain key words. Unrecognised words are treated as 
comments and are ignored. Recognised key words are as follows:
SETUP PARAMETERS
This keyword indicates that a sequence of statements will follow giving 
input data for the computer run. The statements set the size of the 
lattice mesh, the number of time steps, data on lossy materials and 
data on the source excitation. The sequence is concluded with an END 
statement.
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BUILD PARAMETERS
This keyword indicates that a series of data items will follow defining 
points of the finite difference lattice mesh where perfectly conducting 
structures exist. This enables arbitrary structures to the defined on 
the lattice mesh. The data input is concluded with an END statement. 
OUTPUT
Defines a file to collect output data.
RUN
Starts execution of program.
STOP
Stops execution of program 
RESTART RUN
Initiates program execution from a restart file (see Section 6.6)
6.6 The restart option was designed to enable a time evolving finite 
difference run to be stopped to allow data output to be examined before 
completing the run. Additionally, in the event of a computer crash the 
restart option provided a mechanism for continuing the run without 
having to start the run from the beginning.
The restart option proceeds by periodically breaking out of the 
numerical iterations, and recording all data onto a disk file.
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7. STABILITY OF COMPUTER PREDICTIONS
7.1 To demonstrate the application of the computer program described in 
Section 6 and to investigate the stability of numerical predictions, a 
model of the screened mini-chamber was assessed.
The command language used to describe the model was as follows:
BELLING LEE SCREENED MINICHAMBER
OUTPUT OUTMINI
SETUP PARAMETERS
LATTICE MESH, 16, 12, 18
TIME STEPS, 32768
LOSSY MATERIALS, 0.120
SPACE DIMENSIONS, 1.422, 1.049, 1.219
EXCITATION, 100.0, 1.2E8, 5.0E9, 2, 7, 7, 3, 2
RESTART, 3000
DATA OUTPUT, 1
16, 7, 7, 3
END
RUN
STOP
This example data defines a lattice mesh comprising 16 cells by 12 
cells by 18 cells. The number of time steps to be computed is 32768. 
The impedance of the screened room walls is 0.120 ohms. The dimensions 
of the room are 1.422 meters by 1.049 meters by 1.219 meters.
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The transmitting dipole antenna is represented by forcing a double 
exponential pulse across an E-field component on the finite difference 
mesh. This is given by the expression :
_  . . i n n  r\ r - 1  . 2 e 8 t i n e  - 5 . 0 e 9  t i m eE(time) = 100.0 [e -e ]
The transient field propagating at a selected point within the 
mini-chamber is plotted and displayed in Figure 7.1. Applying the 
fourier transform to the time history at this point gives rise to the 
prediction of modal frequencies of the cavity as displayed in Figure 
7.2. The frequency data is valid up to about 422 MHz according to the 
criteria given in section 3.4.
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7.2 One factor affecting stability of prediction was considered to be the 
build-up of rounding errors during computation. Predictions of modal 
frequency have been made for up to 32768 time points, but there have 
been no observed untoward instabilities, in terms of a divergent field 
variation or a non continuous variation of field strength. The 
requirements to ensure stability for a finite difference algorithm are 
discussed in section 3.9.
7.3 Further predictions were undertaken to investigate the loss mechanism 
due to the imperfect cavity walls. For increasing wall impedances, an 
increasing decay in time of the transient field was observed as 
expected. This is displayed in Figures 7.3-7.5 for various wall 
impedances. The residual field visible in Figure 7.5 is due to the 
fact that an excitation is still being generated by the transmit 
antenna, although the propagating fields are rapidly attenuated by the 
absorbtion in the imperfect cavity wall.
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7.4 The prediction of coupling between dipole antennas is undertaken by 
comparison of the time histories of current induced in receive and 
transmit dipoles. A dipole antenna is simply modelled by forcing 
appropriate E-field components on the spatial finite difference mesh to 
be zero. The current induced in the dipole is given by the condition 
JE = n a  H
Hence, for an x-directed dipole:- 
J = H - Hx z y
For a y-directed dipole:- 
J = H - Hy  x z
For a z-directed dipole:- 
J = H - Hz y  x
To represent a dipole with a reasonable degree of accuracy on the 
finite difference mesh, it is important to use a sufficient number of 
electric field components to define the dipole model. To investigate 
this, two predictions of coupling within the minichamber were 
undertaken. A low resolution run using a lattice mesh size of 10 cells 
by 8 cells by 11 cells, and a high resolution run using a lattice mesh 
size of 20 cells by 16 cells by 24 cells. The high resolution run 
modelled two dipoles each having a length of 4 lattice cells, the low 
resolution run modelled two dipoles each having a length of 2 lattice 
cells. The predicted coupling between the dipoles given by:
current on receive dipole 
Coupling = 20 log1 0 ---------------------------------
current on transmit dipole
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for the low and high resolution runs respectively is plotted in Figure 
7.6. The low resolution run is only valid to about 260 MHz. The high 
resolution run is valid to 520 MHz. Comparing the predicted coupling 
in Figure 7.6, it is clear that there is reasonably good agreement of 
modal frequencies up to 300 MHz, confirming the criterion given in 
section 3.4, that at least 8 spatial cells per wavelength are required 
to resolve frequency data.
To compare the computer resources required, the low resolution model 
run took less than 2 hours to time step 32768 points. The high 
resolution model took a total of 18 hours undertaken in two separate 
runs using the restart option.
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7.5 The double exponential driving function which defines the source 
excitation generates a transient field which eventually decays. For 
the high resolution model described in section 7.4, the driving 
function has decayed to 1% of its peak after 340 time steps and 0.1% of 
its peak after 500 time steps. To investigate the effect of the early 
transient period on the predicted coupling, analysis of time histories 
were made at different starting time points.
Figure 7.7 shows coupling between two dipoles using the high resolution 
model analysing 32768 time points beginning exactly at the start of the 
run; and at 1000, 3000 and 6000 time points after the start of the run.
The predicted coupling varies by less than 5dBs up to the first 
resonance for the different time histories. Furthurmore there is 
generally consistent agreement of modal frequencies.
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8. ANTENNA DESIGN FOR THE MEASUREMENT OF COUPLING
WITHIN SCREENED CHAMBERS
8.1 To provide a measurement system to correlate field predictions inside
a screened room with experiment, a set of dipole antennas was designed 
and constructed which could be simply analysed by the numerical 
simulation.
8.2 The antennas were designed to be physically small relative to the size
of the screened room and short compared to the electrical wavelength of 
measurement. This was to ensure a minimal perturbation of a measurable 
field distribution within the room. In addition the field distribution 
across an electrically short antenna is linear thus simplifying the 
problem of integrating the field to calculate the induced current. The 
antenna feeder comprised a length of semi-rigid coaxial cable.
8.3 For the large screened room the dipole antennas constructed were 0.594
meters in length and were made of soldered steel wire. A Merrimac 50 
ohm output transformer was used as a balun. To ensure the antennas 
impedance match the 50 ohm balun output, a 50 ohm chip resistor was 
soldered across the dipole arms. The specifications of components used 
in the antenna design enable the antenna to be operated at frequencies 
up to 500 MHz.
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Over the frequency range 20 MHz to 200 MHz the antennas are 
electrically short and therefore their impedance is large and 
capacitive
X250S2
Figure 8.1 Impedance of dipole antenna loaded with 502 resistor
The impedance of the dipole shorted by a 50 ohm resistor (Figure 8.1) 
is given by
Z = 50 * X
50 + X
If X >  >  50, Z = 50 ohms
The inclusion of the 50 ohm resistor thereby reduces uncertainty in the 
output impedance of the balun at frequencies below 200 MHz. 
Furthermore, to minimise the uncertainty associated with the input 
impedance of the balun, a 6db 50 ohm matching pad was fitted at the 
balun input.
8.4 For the mini-chamber the dipoles comprised a 0.175 meter length of 
copper wire. A Merrimac 200 ohm output transformer was used as a balun 
for these antennas. A 200 ohm chip resistor was soldered across the 
dipole arms. These antennas can also be operated at frequencies up to 
500 MHz, and the antennas are electrically short at frequencies below 
300 MHz.
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8.5 The coupling between antennas was determined by the measurment of 
insertion loss using a two port Rohde and Schwarz ESVP EMC test 
receiver. This receiver is equipped with a tracking generator and has 
an operating frequency range from 20 MHz to 1300 MHz. The receiver 
frequencies can be singly stepped manually or by computer control with 
a minimum step size of 1kHz. The bandwidth of the receiver was set to 
the minimum bandwidth available of 7.5kHz. To automate measurements an 
HP1000 computer system was used to collect data. Computer software was 
made available to log data, correct for systematic errors and produce 
plots. The measurement uncertainty of the ESVP receiver is estimated 
to be 1.96 dbs with 95% confidence based on receiver specifications. 
The actual error is dependent on frequency, measurement amplitude and 
other factors, however the value quoted is considered to be worst case. 
The receiver is calibrated every 6 months using equipment sensitive 
only to ldb measurement amplitude error.
8.6 The dynamic range of the receiver is approximately 130dbs. To maximise 
the sensitivity of the measurement system, a power amplifier was 
inserted at the receiver output. The power amplifier output was 
adjusted to 1 Watt using attenuators, since this represents the maximum 
power rating of the matching pad.
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8.7 There are three sources of insertion loss in the measurement system. 
These had to be subtracted from the two port coupling measured at the 
receiver to give the coupling between antennas.
The sources are:
i) the insertion loss due to the baluns.
ii) the insertion loss due to the 50 ohm matching pad.
iii) the insertion loss/gain due to the feed cable plus power
amplifier.
8.8 The insertion loss of the baluns was determined with the individual
pairs of baluns connected back-to-back (Figure 8.2). This was to 
ensure the balun outputs were each driving a balanced signal. The
insertion loss was measured using an HP8510 network analyser. A 6db 50
ohm matching pad was fitted at the input of each balun, and a lOdb
matching pad was fitted in the balanced section of the line.
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6db Pad —  Balun  lOdb Pad — Balun  6db Pad
Figure 8.2 Calibration of Baluns
The lOdb matching pad comprised four chip resistors soldered together 
to form a bridge (Figure 8.3).
l33.3S2
Figure 8.3 lOdb matching pad
The input impedance of the pad fitted across a balun having output 
impedance (50+X) ohms is given by the following expression :
Z = 1499999 + 16666X
29999 + 266X
-  50.0 + 0.1 IX
53
Hence for a 10% uncertainty in impedance of balun output, the total 
impedance error with the lOdb pad fitted in the balun ouput is 
approximately 1%. The insertion loss of the individual baluns was 
determined by measuring the back-to-back loss, correcting for the pad 
losses and solving from the combinations of balun pairs.
The insertion loss of a balun was thus measured to be on average as 
follows:
1 1
| Frequency |
I (MHz) j
Loss | 
(dB) |
| 50 .0  | 0 .50  |
j 100.0 j 0 .62  j
j 150.0 j 0 .74  j
j 200 .0  | 0 .90  j
j 250 .0  j 0 .99  j
| 300.0  | 1.12 j
j 350.0 | 1.21 j
| 400 .0  j 1.27 j
j 450 .0  | 1.28 j
j 500 .0  j
i i
1.29 |
The measurement uncertainty of the HP8510 is complicated by many 
factors. Based on. formulae specified in the manual, the measurement 
uncertainty is estimated to be 0.07dBs with 95% confidence. This gives 
a measurement error for the individual balun losses of ± 0 .14dB.
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8.9 The insertion loss of the 50 ohm matching pads were also measured on 
the HP8510 analyser. For measurements taken at frequencies where the 
dipoles are electrically short, the impedance of the antenna circuit is 
50 ohms. At frequencies where the dipole length becomes significant 
compared to a wavelength, the impedance of the antenna circuit is 
altered by the impedance of the dipole. Therefore, to determine the 
impedance of the antenna circuit, the pad was assumed to be equivalent 
to a pi attenuator (Figure 8.4).
Figure 8.4 PI Attenuator Circuit
The calculation of resistance values R1 and R2 are given by the 
following expressions (reference 28):
R1 = Z(K+1)
(K-l)
R2 = Z(K2-1)
2K
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(where K is the transmission coefficient and Z = 50 ohms)
The computed values of R1 and R2 for each pad are as follows:
j Average Attenuation 
1 (dB)
1
1
1 R1
j (ohms)
1 R2 | 
| (ohms) |
| Pad 1
1
| 5.960dBs | 151.4 1 37.1 |
| Pad 2 | 5.925dBs 
1
1
| 152.2 
1
| 36.8 |
| Pad 3 j 5.935dBs 
1
1
| 152.0 1 36.9 |
8.10 The insertion loss (or gain) of the cable feed plus power amplifier was 
determined by measurement of the two port coupling on the ESVP receiver 
with the transmit and receive feeds connected directly together.
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9. VALIDATION OF ANTENNA DESIGN BY COUPLING EXPERIMENTS
ON A HIGHLY REFLECTING GROUND PLANE
9.1 A series of experiments were undertaken to measure the coupling between 
pairs of dipole antennae at a specified height over ground plane, in an 
otherwise open environment. The purpose of these experiments was to 
confirm the antennas were correctly constructed and that their 
performance, especially dynamic range was satisfactory. A well known 
and highly refined Method of Moments electromagnetic computer program 
(NEC) was used to generate data to correlate the measured coupling with 
predictions over the frequency range 20 MHz to 500 MHz.
9.2 Three 0.594 meter dipoles were constructed (numbered 1,2 and 3) as 
described in Section 8.3. For these measurements the antennas were 
polarised horizontally at a fixed height of 1 meter over a highly 
reflecting ground plane. The ground plane comprised a 5 meter long and 
2 meter wide sheet made of strips of Alcan Bacofoil, laid side by side 
on a tarmac surface. Measurements were taken of coupling between 
antennas 1 and 2, antennas 1 and 3 and antennas 2 and 3 at separations 
of 0.5 meters, 1 meter and 2 metes. The nearest reflecting object was 
approximately 10 meters distant.
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9.3 The complete measurement circuit of a transmitting antenna is presented 
as follows:
Generator Matching Pad Antenna
VantR1 R1
50S
Zan enna
Figure 9.1 Transmitting Antenna circuit
The voltage developed across the antenna itself, Vant, may be given in 
terms of the voltage delivered by the generator as follows:
Vant = V*(Z3*Z1*R1)/Z3+50)*Z2*(Z1 +R1)
where Z1 = (50*Zantenna)/(50+ Zantenna)
Z2 = (Z1*R1)/(Z1+R1)+R2
Z3 = (Z2*R1)/(Z2+R1)
Zantenna = Antenna Impedance
R1 and R2 are resistance values given in section 8.9.
9.4 To correlate measurement with numerical prediction, the NEC Method of 
Moments computer code was used. The NEC code models conducting 
structures as an assembly of wire segments. The code is described in 
detail in Appendix C. For a program of the complexity and 
applicability of NEC, the two horizontal dipoles over a ground plane 
provides a relatively simple case for analysis. The dipoles were each
58
divided into 21 wire segments of diameter 0.75mm. Each segment was 
loaded with a resistance equal to that of a copper wire with the same 
dimension. In addition, a load impedance equal to that of the output 
impedance of the balun (25 ohms) was inserted across the centre segment 
of each dipole, to give the voltage across the antenna, Vant, as 
defined in section 9.3.
9.5 A range of predictions and measurements of coupling between dipoles are 
presented in Figures 9.2 - 9.4 for antenna separations of 0.5 meters, 1 
meter and 2 meters respectively at frequencies between 20MHz and 
500MHz. The agreement between prediction and measurement is within ldB 
in general. The error associated with the measurement of antenna 
coupling is ±1.96dBs (Section 8.5). The errors associated with the 
attenuation measurement of each antenna is ±0.28dBs due to uncertainty 
in calibration of the matching pads and baluns (Section 8.8). Hence 
the total measurement error is ±2.38dBs. This assumes all errors are 
additive. A small number of measurements were made where the 
discrepancy between prediction and measurement is greater than the 
error quoted. However, all these measurements can be attributed to 
loss of sensitivity where the isolation is greater than llOdBs, or to 
spurious signals from the ambient.
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10. ANTENNA COUPLING EXPERIMENTS IN AN EMPTY SCREENED
CHAMBER
10.1 The initial screened chamber coupling experiments were undertaken in 
the mini-chamber over the frequency range 50MHz - 500MHz. The half 
power bandwidth of the fundamental mode for this chamber is 63kHz (see 
Section 2.3). Therefore the antenna coupling was determined at 
frequencies stepped every 50kHz over the frequency range with the 
receiver bandwidth set to 7.5kHz. Plots of measured antenna couplings 
are presented in Figures 10.2 and 10.3 for 0.175 meter long dipole 
antennas polarised in the horizontal and vertical directions.
10.2 To correlate measurements of antenna coupling with prediction, it is 
necessary to account for the impedance mismatch between the antenna and 
the 200 ohm chip resistor. This results in the current delivered to 
the transmit antenna being modified as follows:
ItX =  IGEN x (200 x 50)/(200 x 50 + Zantenna * 250)
ITX is current on transmit antenna 
Iqen ls current delivered by generator 
Zantenna is antenna impedance 
Generator impedance is 50 ohms
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The predicted antenna coupling is then given by:
Coupling (dBs) =  20 * log10 ( I ^ / I ^ )
1^  is current on receive antenna
10.3 The numerical predictions undertaken for the small chamber are only 
valid below about 300 MHz. The initial computer prediction modelled 
the two dipoles in the horizontal configuration without the feeders. 
This prediction is displayed in Figure 10.1 with the corresponding 
measured coupling, and although the general shape of the predicted 
coupling curve is similar to the measured coupling, there is little 
precise agreement in terms of excited modal frequencies.
The initial computer run was then repeated, with the feeders included 
in the lattice mesh of the prediction model. The prediction coupling, 
including effect of feeders is displayed in Figure 10.2. In this case 
there is considerably improved correlation with the measured coupling 
in terms of the excited mode frequencies.
The predicted coupling including feeder effects for the dipoles 
polarised in the vertical polarisation, is presented in Figure 10.3 
with the corresponding measured coupling. The input data files for 
these computer predictions are as follows:
6b
BELLING LEE MINI CHAMBER
HORIZONTAL DIPOLES 0.175m long (Y-directed)
OUTPUT OUTLOWY
SETUP PARAMETERS
LATTICE MESH, 15,12,14
TIME STEPS,32800
LOSSY MATERIALS,0.120
SPACE DIMENSIONS, 1.422,1.049,1.219
EXCITATION, 100.0,1.2E8,5.0E9,2,6,7,2,2
RESTART, 10000
DATA OUTPUT,2
2.6.7,-2
14.6.7,-2 
END
define Rx dipole 
and feeders
BUILD PARAMETERS
3.14.14.6.7.7.7
1.1.1.7.7.7.7
1.14.14.7.7.7.7 
END
RUN
STOP
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BELLING LEE MINI CHAMBER
VERTICAL DIPOLES 0.175m long (Z-directed)
OUTPUT OUTLOWZ
SETUP PARAMETERS
LATTICE MESH, 15,12,14
TIME STEPS,32800
LOSSY MATERIALS,0.120
SPACE DIMENSIONS, 1.422,1.049,1.219
EXCITATION,100.0,1.2E8,5.0E9,2,7,6,3,2
RESTART, 10000
DATA OUTPUT,2
2.7.6,-3
14.7.6,-3 
END
define Rx dipole 
and feeders
BUILD PARAMETERS
3.14.14.7.7.6.7
1.1.1.7.7.7.7
1.14.14.7.7.7.7 
END
RUN
STOP
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10.4 Further coupling experiments were undertaken in the large screen 
chamber over the frequency range 20 MHz - 200 MHz. In this case the 
frequency step interval was set to 20kHz (receiver bandwidth 7.5 kHz) 
due to the narrower half power bandwidth of the chamber which for the 
fundamental mode is 20kHz (see section 2.3). Plots of measured antenna 
couplings are presented in figures 10.5 - 10.7 for the 0.594 meter long 
dipoles orientated in the horizontal,vertical and end-on polarisations. 
The dipoles were approximately 12 feet in separation as shown below.
v
<■ ■ nrv ..........  ....................
Figure 10.4 Positions of Dipole Antennas in large screened room
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10.5 Predictions of antenna coupling in the large screened chamber are 
presented in figures 10.5 - 10.7 for the horizontal, vertical and 
end-on polarisations respectively with the corresponding measured 
couplings. These predictions include the effect of the antenna feeder 
in the analysis. The antenna coupling is given by the following 
expression for the large screened chamber:
Coupling (dbs) =  20*log / IGEN)
When IGEN, the current delivered by the generator is related to the 
current on the transmit antenna, 1^  as follows:
*tx = iGEN x x 50)/(50x50+Z antenna x 100).
This accounts for the impedence mismatch between the dipole antenna and 
50 ohm chip resistor.
The numerical predictions were undertaken with the antenna feeders 
included on the lattice mesh. The input data files for the computer 
predictions are given below:
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SCREENED ROOM 16
horizontal dipoles, tx is 6 cells out, rx 21 cells out
antennas 12 ft apart - empty room.
run valid to 137 mhz
first mode at 38 mhz
OUTPUT R16H12
SETUP PARAMETERS
LATTICE MESH, 26,18,12
TIME STEPS, 33000
LOSSY MATERIALS, 0.120
SPACE DIMENSIONS, 6.405,4.920,3.060
EXCITATION, 100.0, 1.2E8,5.0E9,7,9,6,2,2
RESTART, 10000
DATA OUTPUT, 2
7.9.6,-2
22.9.6,-2 
END
define Rx dipole
put in feeders too (0.9852 meters long)
BUILD PARAMETERS
2.22.22.9.10.6.6
1.1.6.10.10.6.6
1,22,25,10,10,6,6
3,25,25,10,10,1,5 
END
RUN
STOP
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SCREENED ROOM 16
vertical dipoles, tx is 6 cells out, rx 21 cells out 
antennas 12 ft apart - empty room, 
run valid to 137 mhz 
first mode at 38 mhz.
OUTPUT R16V12
SETUP PARAMETERS
LATTICE MESH,26,18,12
TIME STEPS,33000
LOSSY MATERIALS,0.120
SPACE DIMENSIONS,6.405,4.920,3.060
EXCITATION,100.0,1.2E8,5.0E9,7,10,5,3,2
RESTART, 10000
DATA OUTPUT,2
7.10.5,-3
22.10.5,-3 
END
define Rx dipole
put in feeders too (0.9852 meters long)
BUILD PARAMETERS
3.22.22.10.10.5.6
1.1.6.10.10.6.6
1,22,25,10,10,6,6
3,25,25,10,10,1,5 
END
RUN
STOP
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SCREENED ROOM 16
end on dipoles, tx is 6 cells out, rx 21 cells out 
antennas 12 ft apart - empty room, 
run valid to 137 mhz 
first mode at 38 mhz.
OUTPUT R16P12
SETUP PARAMETERS
LATTICE MESH,26,18,12
TIME STEPS, 33000
LOSSY MATERIALS,0.120
SPACE DIMENSIONS,6.405,4.920,3.060
EXCITATION, 100.0,1.2E8,5.0E9,6,10,6,1,2
RESTART, 10000
DATA OUTPUT,4
6,10,6,-1
7.10.6,-1
22.10.6,-1 
END
define Rx dipole and put in feeders too (1.093 meters long) 
BUILD PARAMETERS 
1,21,22, 10,10
2.7.7.6.9.6.6
3.7.7.6.6.1.5
2.22.22.6.9.6.6
3.22.22.6.6.1.5 
END
RUN
STOP
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10.6 The measurements and predictions presented show only a limited degree 
of correlation. The graphical plots are similar in general shape and 
there is generally agreement on the individual excited frequency modes. 
However precise correlation has not been obtained. The fact that 
correlation is considerably better when the antenna feeders are 
included in the calculation, suggests that the feeders themselves do 
have a significant effect on measurement. Although the presence of the 
feeders can be included in the numerical model the coupling of current 
onto the inner of the coaxial feeder has not been computed. Hence the 
predicted coupling assumes the feeder cables are perfectly shielded.
Another difficulty in aligning measurement with prediction is to ensure 
the antennas and feeders are accurately represented on the lattice mesh 
of the numerical model. The alignment of the antennas for the large 
screened room prediction is compared with the actual measurement 
positions as follows:
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Model Actual
Measurement
Difference
Antenna Length 0.547m 0.594m 4.7cm
Transmit C of C x 1.478m 1.425m 5.3cm
y 2.460m 2.460m 0cm
z 1.275m 1.235m 4cm
Receive C of C x 5.173m 5.145m 2.8cm
y 2.460m 2.460m 0cm
z 1.275 1.235m 4cm
Antenna Separation 3.695m 3.620m 7.5cm
Semi-Rigid
Feeder Length 0.985m 1.05m 6.5cm
Experience showed that small changes of antenna position
dramatically effect the measured or predicted coupling .
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11. EFFECTS OF CONDUCTING AND FERRITE MATERIALS IN SCREENED
CHAMBER
11.1 The usual method for damping resonances within a screened room is to 
line the walls of the room with anechoic absorbing material. Such 
material is typically impregnated with carbon granules which damp 
propagating electromagnetic fields. The material can be shaped as a 
cone or graded to reduce reflection from the air interface. For ideal 
performance the absorber thickness should be a quarter wavelength. The 
performance is degraded at frequencies below this wavelength.
11.2 An alternative method for damping resonances is to line the room with 
ferrite material. Ferrite material is non-conducting, but has magnetic 
properties which give absorbing characteristics (See Appendix D). 
Since the H-field intensity is greatest at the surface of the screened 
room walls only a thin layer of ferrite material need be applied to the 
room walls to give significant damping response.
11.3 Following the measurements of antenna coupling made in the empty large 
screened room, the room was lined on four walls and ceiling with a 
standard carbon impregnated coned anechoic absorber. The original 
empty room measurements described in section 10.4 were repeated in the 
lined room, and the measured antenna couplings are presented in 
figure 11.1 for horizontally polarised dipoles and figure 11.2 for 
vertically polarised dipoles.
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11.4 A limited supply of ferrite tiles was obtained from Holland and an 
investigation into the use of these for damping screened room 
resonances was undertaken using the minichamber. Each tile measured 
10.8 cm by 9.3 cm by 0.8 cm thick. Measurements of coupling bwetween 
dipole antennas identical to these described in section 10.1 were 
repeated in the presence of a layer of ferrite tiles fitted only over 
the chamber floor and these are presented in figures 11.3 and 11.4 for 
horizontally polarised and vertically polarised antennas respectively.
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12. FURTHER CONSIDERATIONS
12.1 The theoretical and experimental analyses have both shown dramatic 
variations in magnitude of coupling within a screened enclosure, with 
peak to peak measurements exceeding 80 dBs. Both theory and experiment 
have demonstrated that the character of a screen chamber is modal as 
expected. However difficulties in correlating predictions and 
measurements precisely have arisen. This is certainly in part due to 
variations in the numerical models and the experimental setup, such as 
ducting on the walls of the room and cable feed layout, as well as pick 
up of currents on the cable feeds themselves.
12.2 The major aspect of the time domain finite difference prediction method 
which needs further investigation, is the transmitting antenna model. 
The lattice mesh is excited by forcing an electric field across a 
single lattice cell at the location of the transmit antenna. The 
fields propagating from the transmit antenna are determined as a 
natural process by the finite difference algorithm. However, it is 
possible that this transmit model is too simplistic to describe the 
fields with adequate accuracy. Improvements to the method for exciting 
the antenna should be directed at reproducing a more realistic current 
distribution across the antenna.
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12.3 The provision of absorbing material in a screened enclosure can have a 
dramatic effect in damping the resonant modes. Experiments have shown 
that partial lining of an enclosure can significantly reduce the Q of a 
resonant mode. This has been demonstrated for cases where the 
absorbing material is much less than a quarter wavelength in size. 
Further experimentations are being undertaken to evaluate different 
types of absorber and different thicknesses of absorber.
12.4 The next stage of development of the finite difference method and 
computer program in terms of modelling screened rooms should be 
directed at investigating non-uniform variations in mesh spacing of the 
finite difference lattice and incorporating a variable permittivity, 
permeability and conductivity within the algorithm. This would enable 
absorbing materials to be modelled.
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13. CONCLUSION
13.1 A time evolving numerical technique has been described to undertake the
prediction of coupling between dipole antennas in a metallic screened 
room. The technique includes a mechanism to model loss in the walls of 
the room, and enables scattering objects such as cables or a workbench 
to be defined within the room, as conventionally present during 
electromagnetic compatibility tests.
13.2 Various measurements of coupling between dipoles within screened
cavities have been made. It has been found in general, that it is too
difficult to accurately correlate predictions and measurement although 
certain resonant frequencies can be predicted. This is due to the high 
Q of the screeened room causing large perturbations on antenna 
coupling.
13.3 Measurements have also been made of coupling between dipoles within a
screened room lined with absorbing materials, including anechoic coned 
absorber and ferrite tiles. These demonstrate that a high degree of 
model damping can be acheived by using absorbing materials within a 
cavity. The numerical model used to predict coupling within a screened 
room could be developed further to explicitly account for the presence 
of these absorbing materials. The damping provided by absorbing 
material should enable the correlation of predicted and measured 
coupling to be significantly improved.
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APPENDIX A
L i s t i n g  o f  f i n i t e  d i f f e r e n c e  c o d e
LINE 1
LINE 2
LINE 3
LINE 4
LINE 5
LINE 6
LINE 7
LINE 8
LINE 9
LINE 10
LINE 11
LINE 12
LINE 13
LINE 14
LINE 15
LINE 16
LINE 17
LINE 18
INE 19
INE 20
INE 21
INE 22
INE 23C
INE 24C
INE 25C
INE 26
INE 27
.ilNE 28
INE 29
LINE 30
INE 31
LINE 32
LINE 33
LINE 34
INE 35
LINE 36
LINE 37
LINE 38
LINE 39
LINE 40
LINE 41
LINE 42
LINE 43
LINE 44
LINE 45
LINE 46
LINE 47
LINE 48
LINE 49
LINE 50
LINE 51
LINE 52
INE 53
INE 54
INE 55
INE 56
PROGRAM SCREEN
IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
PARAMETER ( IMAX=27, JMAX=19, KMAX=25, ICELLMAX=5)
INTEGERS ITIM, IARGS ( 2 ) ,  NARG, IMAXN, ICOUNT 
CHARACTER I N F I L E * 1 2 , ARGUS( 2 ) * 8 0 , ANS*1 
CHARACTER RESULTS*80, OUTFILE*8, APPOUT*12 
LOGICAL*! FLAG,PRESENT
DIMENSION ICOORD( ICELLMAX) , JCOORD( ICELLMAX) ,KCOORD(ICELLMAX), 
&ICELL( ICELLMAX)
DIMENSION NOPE( IMAX, JMAX, KMAX)
DIMENSION EX( IMAX, JMAX, KMAX) , EY(IMAX, JMAX, KMAX) , EZ( IMAX, JMAX, KMAX; 
DIMENSION HX( IMAX, JMAX, KMAX) ,HY(IMAX, JMAX, KMAX) , HZ( IMAX, JMAX, KMAX 
COMMON /DATA/ TIMST, IRTSECS, RTIMST, A , B , C , NX, NY,NZ, DELX,
&DELY, DELZ, DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM 
& , IMAXN
COMMON /IEXDATA/AMP, ALPHA, BETA, IEXX, IEXY, IEXZ, IEXTYPE, IBUILD, 
&ISEGS, NOPE
COMMON /OUTPUT/ ICOORD,JCOORD, KCOORD,NPTS, OUTFILE, ICELL 
CALL INVALOP(FLAG)
CALL OVEFL(FLAG)
CALL UNDFL(FLAG)
CALL DVCHK(FLAG)
CHECK COMMAND LINE ARGUMENTS
CALL ARGS(NARG,ARGUS,IARGS)
I F ( NARG.LT.l)THEN  
PRINT 1
1 FORMAT( '& E n te r  Command f i l e  : ' )
INPUT,INFILE
ELSE
DO 2 J = 1 , IARGS(1)
2 I N F I L E ( J : J)=ARGUS(1 ) ( J : J )
DO 3 J=IARGS( 1 ) + l , 1 2
3 I N F I L E ( J : J ) = '  '
ENDIF
INQUIRE( FILE=INFILE, EXIST=PRESENT)
I F ( . NOT. PRESENT)THEN 
PRINT 4 , INFILE
4 FORMAT('&File  ' , A 1 2 , '  d o e s  n o t  e x i s t  ' )
STOP
ELSE
OPEN( 9 , INFILE, STATUS=' OLD' )
ENDIF 
PRINT 5
5 FORMAT( ' & F i n i t e  D i f f e r e n c e  T o t a l  F i e l d  p r o g r a m ' , / )
CALL TIMER(ITIM)
TIMST=FLOAT( ITIM) / 1 0 0 . 0  
I SE T =-1
6 READ( 9 , 7 , END=33) RESULTS
7 FORMAT(A80)
I F ( RESULTS.EQ.'RESTART RUN')THEN 
I F ( I S E T . EQ. - 1 ) THEN
PRINT,'CAN NOT RESTART RUN -  NO OUTPUT FILE DEFINED'
STOP
ENDIF
89
INE 57 APPOUT=CHARNB( OUTFILE) / / "  . EST"
LINE 58 INQUIRE( FILE=APPOUT, EXIST=PRESENT)
LINE 59 I F ( .NOT.PRESENT)THEN
INE 60 PRINT 8 , APPOUT
LINE 61 8 FORMAT('&File  ' , A 1 2 , '  n o t  f o u n d ' , / )
LINE 62 GOTO 33
LINE 63 ENDIF
LINE 64 OPEN( 1 5 , FILE=APPOUT, STATUS=' OLD' , FORM=' UNFORMATTED' )
LINE 65 READ(1 5 )NX1, NY1, NZ1
LINE 66 NX=NX1-1
LINE 67 NY=NY1-1
LINE 68 NZ=NZ1-1
LINE 69 CALL UNDHOLD(EX, EY, EZ, HX, HY, HZ, NX1, NY1, NZ1)
LINE 70 CALL MESSAGE
LINE 71 CLOSE( 1 5 )
LINE 72 GOTO 12
LINE 73 ELSEIF( RESULTS( 1 : 6 ) . EQ. ' OUTPUT' ) THEN
LINE 74 CLOSE(4)
LINE 75 I=NBLANK(RESULTS)
LINE 76 OUTFILE=RESULTS( 8 : 1 )
LINE 77 INQUIRE(FILE=OUTFILE, EXIST=PRESENT)
LINE 78 IF(PRESENT)THEN
LINE 79 PRINT 9 , OUTFILE
LINE 80 9 FORMAT('&File  ' , A 8 , '  a l r e a d y  e x i s t s  -  Do y o u  w i s h  t o
LINE 81 &Y/N) : ' )
INE 82 60 INPUT,ANS
LINE 83 I F ( ANS. EQ. ' N ' ) STOP
INE 84 I F ( A N S . EQ. ' Y ' ) OPEN( 4 , FILE=OUTFILE, ACCESS=' APPEND' )
INE 85 I F ( A N S . NE. 'Y ' .A N D .A N S.N E . 'N ' )G O T O  60
INE 86 ELSE
INE 87 OPEN( 4 , OUTFILE, STATUS=' NEW' )
INE 88 ENDIF
INE 89 I F ( I S E T . EQ. - 1 ) ISET=0
INE 90 ELSEIF( RESULTS. EQ. ' SETUP PARAMETERS' ) THEN
j INE 91 I F ( I S E T . EQ. - 1 ) THEN
LINE 92 PRINT,'CAN NOT SETUP -  NO OUTPUT FILE DEFINED'
LINE 93 STOP
LINE 94 ENDIF
LINE 95 CALL SETUP
LINE 96 NX1=NX+1
LINE 97 NY1=NY+1
LINE 98 NZ1=NZ+1
LINE 99 DO 10 K =1 , NZ1
LINE 100 DO 10 J = 1 , NY1
LINE 101 DO 10 1 = 1 , NX1
LINE 102 10 N O P E ( I , J , K ) = 0
LINE 103 I F ( I S E T . EQ. 0 ) ISET=1
LINE 104 ELSEIF( RESULTS.EQ.'BUILD PARAMETERS' ) THEN
LINE 105 I F ( I S E T . LT. 1 )THEN
LINE 106 PRINT,'CAN NOT BUILD -  SETUP NOT DONE'
LINE 107 STOP
LINE 108 ENDIF
LINE 109 CALL BUILD( NOPE, IMAX, JMAX, KMAX, NX1, NY1, NZ1)
LINE 110 IBUILD=1
LINE 111 ELSEIF( RESULTS. EQ. ' RUN' ) THEN
LINE 112 I F ( I S E T . LT. 1 ) THEN
LINE 113 PRINT,'CAN NOT RUN -  SETUP NOT DONE'
LINE 114 STOP
LINE 115 ENDIF
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LINE 116 DO 11 K = 1 , NZ1
LINE 117 DO 11 J = 1 , NY1
LINE 118 DO 11 1 = 1 , NX1
LINE 119 E X ( I , J , K ) = 0 . 0
LINE 120 E Y ( I , J , K ) = 0 . 0
LINE 121 E Z ( I , J , K ) = 0 . 0
LINE 122 H X ( I , J , K ) = 0 . 0
LINE 123 H Y ( I , J , K ) = 0 . 0
LINE 124 11 H Z ( I , J , K ) = 0 . 0
LINE 125 EXC=0.0
LINE 126 CALL MESSAGE
LINE 127 GOTO 12
LINE 128 ELSEIF( RESULTS.EQ.'STOP')THEN
LINE 129 GOTO 33
LINE 130 ENDIF
LINE 131 GOTO 6
LINE 132 12 ICOUNT=ICOUNT+l
LINE 133C ADVANCE TIME
LINE 134 TIME=TIME+TSTEP/2. 0
LINE 135C SET EXCITATION
LINE 136 CALL PULSE(EXC)
LINE 137 IF(IE XTYPE. EQ. 1 ) THEN
LINE 138 EX( IEXX, IEXY, IEXZ) =EXC
LINE 139 I F ( ISEG S. GT. 1 ) EX( IEXX+1, IEXY, IEXZ) =-EXC
LINE 140 I F ( ISEGS. EQ. 4 )THEN
LINE 141 EX( IEXX-1 , IEXY, IEXZ) =E X C /2 .0
LINE 142 EX( IEXX+2, IEXY, IEXZ) = - E X C / 2 . 0
LINE 143 ENDIF
LINE 144 ELSEIF(IEXTYPE. EQ. 2 ) THEN
LINE 145 EY( IEXX, IEXY, IEXZ) =EXC
LINE 146 I F ( ISEGS. GT. 1 ) EY( IEXX, IEXY+1, IEXZ) =-EXC
LINE 147 I F ( I S E G S . E Q . 4 ) THEN
LINE 148 EY( IEXX, IEXY-1 , IEXZ) =E X C /2 . 0
LINE 149 EY( IEXX, IEXY+2, IEXZ) = - E X C / 2 . 0
LINE 150 ENDIF
LINE 151 EL SEIF( IEXTYPE. EQ. 3 ) THEN
INE 152 EZ( IEXX, IEXY, IEXZ) =EXC
LINE 153 I F ( ISEGS. GT. 1 ) EZ( IEXX, IEXY, IEXZ+1 ) =-EXC
LINE 154 I F ( ISEGS. EQ. 4 )THEN
LINE 155 EZ( IEXX, IEXY, IE X Z -1 ) =E X C /2 .0
LINE 156 EZ( IEXX, IEXY, IEXZ+2) = - E X C / 2 . 0
LINE 157 ENDIF
LINE 158 ENDIF
LINE 159C ADVANCE H-FIELD
LINE 160 DO 16 K =1 , NZ
LINE 161 DO 16 J = 1 , NY
LINE 162 DO 16 1 = 1 , NX1
LINE 163 H X ( I , J , K ) = H X ( I , J , K ) - T S T M * ( ( E Z ( I , J + 1 , K ) - E Z ( I , J , K ) ) * D E L Y I -
LINE 164 & ( E Y ( I , J , K + 1 ) - E Y ( I , J , K ) ) * D E L Z I )
LINE 165 16 CONTINUE
LINE 166 DO 17 K = 1 , NZ
LINE 167 DO 17 J = 1 , NY1
LINE 168 DO 17 1 = 1 , NX
LINE 169 HY( I , J , K) =HY( I , J , K) -TSTM*( ( EX( I , J , K+1 ) -E X ( I , J , K) )*DELZI-
LINE 170 & ( E Z ( I + 1 , J , K ) - E Z ( I , J , K ) ) * D E L X I )
LINE 171 17 CONTINUE
LINE 172 DO 18 K = 1 , NZ1
LINE 173 DO 18 J = 1 , NY
LINE 174 DO 18 1 = 1 , NX
LINE 175 HZ( I , J ,K ) = H Z ( I , J ,K ) - T S T M * ( ( E Y ( 1 + 1 , J , K ) - E Y ( I , J , K ) ) * D E L X I -
LINE 176 & ( E X ( I , J + 1 , K ) - E X ( I , J , K) ) *DELYI)
LINE 177 18 CONTINUE
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LINE 178 CALL GETCUR( HX, HY, HZ, IEXX, IEXY, IEXZ, IEXTYPE, HXC)
LINE 179 I F ( HXC. NE. 0 . 0 ) THEN
LINE 180 ZANT=EXC/HXC
LINE 181 ELSE
LINE 182 ZANT=0.0
LINE 183 ENDIF
LINE 184C ADVANCE TIME
LINE 185 TIME=TIME+TSTEP/2.0
LINE 186C ADVANCE E-FIELD
LINE 187 DO 23  K = 2 , NZ
LINE 188 DO 23 J = 2 , NY
LINE 189 DO 23 1 = 1 , NX1
LINE 190 E X ( I , J , K ) = E X ( I , J , K ) + T S T E * ( ( H Z ( I , J , K ) - H Z ( I , J - 1 , K ) ) * D E L Y I -
LINE 191 & ( H Y ( I , J , K ) - H Y ( I , J , K - 1 ) ) * D E L Z I )
LINE 192 23 CONTINUE
LINE 193 DO 24 K =2 , NZ
LINE 194 DO 24  J = 1 , NY1
LINE 195 DO 24 1 = 2 , NX
LINE 196 EY( I , J , K ) = E Y ( I , J , K ) + T S T E * ( ( H X ( I , J , K ) - H X ( I , J , K - l ) )*DELZI-
LINE 197 & ( H Z ( I , J , K ) - H Z ( I - 1 , J , K ) ) *DELXI)
LINE 198 24 CONTINUE
LINE 199 DO 25 K = 1 , NZ1
LINE 200 DO 25 J = 2 , NY
LINE 201 DO 25 1 = 2 , NX
LINE 202 E Z ( I , J , K ) = E Z ( I , J , K)+TSTE*( ( H Y ( I , J , K )-HY( 1 - 1 , J , K ))*D E L X I-
LINE 203 &(HX( I , J , K) -HX ( I , J - 1 , K) ) *DELYI)
INE 2 0 4 25 CONTINUE
INE 205C SET BOUNDARY CONDITIONS
INE 206 IF(IBUILD .EQ .1)C ALL EBC(EX, EY,EZ, NOPE, NX1, NY1, NZ1)
INE 207 I F ( ZWALL. EQ. 0 . 0 )GOTO 29
INE 208C FORCE E-FIELD ON WALLS OF ROOM TO H * Z
INE 209C USE RIGHT HAND RULE Hnormal  i s  m i d d l e  f i n g e r ,
INE 210C H t a n g e n t i a l  i s  f i r s t  f i n g e r ,  and  f o r c e d  E i s  thum b.
INE 211 DO 26 K = 1 , NZ1
INE 212 DO 26 1 = 1 , NX1
INE 213C FLOOR (NORMAL t o  Y = l )
INE 214 EX( I , 1 , K) =ZWALL*HZ( I , 1 , K)
INE 215 EZ( I , 1 , K) =-ZWALL*HX( I , 1 , K)
INE 216C CEILING (NORMAL t o  Y = - l )
INE 217 EX( I , NY1, K) =-ZWALL*HZ(I,NY1 - 1 , K)
INE 218 EZ(I ,N Y1,K )=ZW ALL*HX (I ,N Y1-1 ,K)
INE 219 26 CONTINUE
INE 220 DO 27 J = 1 , NY1
INE 221 DO 27 1 = 1 , NX1
LINE 222C BACK (NORMAL t o  Z = l )
INE 223 E X ( I , J , 1 ) = - Z W A L L * H Y ( I , J , 1)
INE 2 2 4 EY( I , J , 1 ) =ZWALL*HX( I , J , 1 )
INE 225C FRONT (NORMAL t o  Z = - l )
INE 226 E X ( I , J,NZ1)=ZWALL*HY(I, J . N Z l - l )
INE 227 E Y ( I , J , N Z 1 ) = - Z W A L L * H X ( I , J . N Z l - l )
LINE 228 27 CONTINUE
INE 2 2 9 DO 28  K =1 , NZ1
INE 230 DO 28  J = 1 , NY1
INE 231C LEFT (NORMAL t o  X = l )
INE 232 EY( 1 , J , K) =-ZWALL*HZ( 1 , J , K)
INE 233 EZ( 1 , J , K) =ZWALL*HY( 1 , J , K)
INE 234C RIGHT (NORMAL t o  X = - l )
INE 235 EY(NX1, J , K)=ZWALL*HZ(NX1-1, J , K )
INE 236 EZ( NX1 , J , K) = -ZWALL*HY(NX1-1,J,K)
INE 237 28 CONTINUE
INE 2 3 8 29 WRITE(4 ,3 2 ) TIME,ZANT
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LINE 239 DO 31 1 = 1 , NPTS
LINE 240 IP=ICOORD(I)
LINE 241 JP=JCOORD(I)
LINE 242 KP=KCOORD(I)
LINE 243 I F ( I . EQ. 1 ) PRINT 3 0 , EX( I P , J P , KP) , TIME, ICOUNT
LINE 244 30 FORMAT( '&E-FIELD = ' , G 1 3 . 7 , '  AT TIME = ' , G 1 3 . 7 , ' SECS ( ' , 1 5 , ' )
LINE 245 I F ( I C E L L ( I ) . E Q . 1 ) WRITE( 4 , 3 2 ) E X ( I P , J P , K P )
LINE 246 I F ( I C E L L ( I ) . EQ. 2 ) WRITE( 4 , 3 2 ) E Y ( I P , J P , KP)
LINE 247 I F ( I C E L L ( I ) . E Q . 3 ) W R I T E ( 4 , 3 2 ) EZ( I P , J P , KP)
LINE 248 I F ( I C E L L ( I ) . EQ. 4 ) WRITE( 4 , 3  2 ) H X ( I P , J P , KP)
LINE 249 I F ( I C E L L ( I ) . E Q . 5 ) W R I T E ( 4 , 3 2 ) H Y ( I P , J P , K P )
LINE 250 I F ( ICELL( I ) . EQ. 6 )WRITE(4 , 3 2 ) H Z ( I P , J P , K P )
LINE 251 I F ( I C E L L ( I ) . E Q . - 1 ) T H E N
LINE 252 CALL GETCUR( HX, HY, HZ, I P , J P , KP, 1 , HXC)
LINE 253 WRITE( 4 , 3 2 )HXC
LINE 254 ENDIF
LINE 255 I F ( I C E L L ( I ) .E Q . - 2 ) T H E N
LINE 256 CALL GETCUR(HX,HY,HZ,IP,JP,KP,2 ,HXC)
LINE 257 WRITE( 4 , 3 2 )HXC
LINE 258 ENDIF
LINE 259 I F ( I C E L L ( I ) . EQ. - 3 ) THEN
LINE 260 CALL GETCUR(HX,HY,HZ,IP ,JP,KP,3,HXC)
LINE 261 WRITE(4 , 3 2 )HXC
LINE 262 ENDIF
LINE 263 32 FORMAT(E13. 7 )
LINE 264 31 CONTINUE
LINE 265 CALL TIMER(ITIM)
LINE 266 RTIME=FLOAT(ITIM)/100 .0
LINE 267 I F ( RTIME. LT . RTIMST) RTIMST=RTIME
LINE 268 RTSECS=IRTSECS
LINE 269 I F ( RTIME-RTIMST. GE. RTSECS) THEN
LINE 270 CLOSE( 4 )
LINE 271 OPEN( 4 , FILE=OUTFILE, ACCESS='APPEND' )
LINE 272 CALL DHOLD( EX, EY, EZ, HX, HY, HZ, NX1, NY1, NZ1)
LINE 273 CALL TIMER(ITIM)
LINE 274 RTIMST=FLOAT(ITIM)/100. 0
LINE 275 ENDIF
LINE 276 I F ( ICOUNT. GT. IMAXN)GOTO 33
LINE 277 GOTO 12
LINE 278 33 CLOSE( 4 )
LINE 279 CALL DHOLD( EX,EY, EZ, HX, HY, HZ, NX1, NY1, NZ1)
LINE 280 CALL TIMER(ITIM)
LINE 281 RTIME=FLOAT(ITIM)/100.0
LINE 282 RTIME=RTIME-TIMST
LINE 283 TMINS=RTIME/60. 0
LINE 2 8 4 MINS=TMINS
LINE 285 I F ( FLOAT( MINS) . GT. TMINS) MINS=MINS-1
LINE 286 TMINS=MINS
LINE 287 RTIME=RTIME-TMINS*60. 0
LINE 288 PRINT 3 4 , MINS,RTIME
LINE 2 8 9 34 FORMAT( ' & T o t a l  t i m e  e l a p s e d  s i n c e  s t a r t  o f  r u n  : ' ,  1 6 , '  m in s
LINE 2 9 0 &F6. 3 ,  ' s e c s ' )
LINE 291 STOP
LINE 292 END
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INE 293  SUBROUTINE SETUP
INE 2 9 4  IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
INE 2 9 5  PARAMETER ( IMAX=27, JMAX=19,KMAX=25, ICELLMAX=5)
INE 296  INTEGERS IMAXN, ICOUNT
INE 297  DIMENSION NOPE( IMAX,JMAX,KMAX)
INE 298  DIMENSION ICOORD(ICELLMAX) , JCOORD(ICELLMAX) , KCOORD(ICELLMAX)
INE 299  DIMENSION ICELL(ICELLMAX), I S E T (7 )
INE 300  CHARACTER OUTFILE*8, CIMPED*29
INE 301 CHARACTERS TITLE, TINFO
INE 302  COMMON /DATA/ TIMST, IRTSECS, RTIMST, A , B , C , NX, NY, NZ, DELX,
INE 303  &DELY, DELZ, DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM
INE 304  & , IMAXN
INE 305  COMMON /IEXDATA/AMP,ALPHA,BETA,IEXX,IEXY,IEXZ,IEXTYPE,IBUILD,
INE 306  &ISEGS, NOPE
INE 3 0 7  COMMON /OUTPUT/ ICOORD,JCOORD,KCOORD,NPTS,OUTFILE,ICELL
INE 308  NPTS=0
INE 309  ZWALL=0. 0
INE 310  IBUILD=0
INE 311  ISEGS=0
INE 312  DO 60 1 = 1 , ICELLMAX
INE 313  60  ICELL( I )=0
INE 3 1 4  DO 1 1 = 1 , 7
INE 315  1 I S E T ( I ) = - 1
INE 316  22 READ(9 , 3 , END=4, ERR=5)TITLE
INE 317  3 FORMAT(A80)
INE 318  I =IN D E X (T IT L E , ' , ' )
INE 319  TINFO=TITLE(1 + 1 : 8 0 )
INE 320  I F ( I . E Q . 0 ) 1 = 8 1
1 - 1 ) .EQ.'LATTICE MESH')GOTO 13 
1 - 1 ) .EQ.'TIME STEPS')GOTO 12 
1 - 1 ) .EQ.'LOSSY MATERIALS') GOTO 7 
I -1 ) .E Q .'EXC ITATION ')GO TO  8 
1 - 1 ) .EQ.'SPACE DIMENSIONS')GOTO 11 
1 - 1 ) .EQ.'DATA OUTPUT')GOTO 15 
I -1 ) .E Q .'RESTAR T')G O TO  6 
1 - 1 ) .EQ.'END')GOTO 17 
INE 329  4 P R IN T , '  UNEXPECTED END OR IDENTIFIER IN DATA FILE'
INE 3 3 0  STOP
INE 331  5 P R IN T , '  DATA ERROR WITH IDENTIFIER : ' .T ITL E
INE 332  STOP
INE 333  6 READ(TINFO, * ) IRTSECS
INE 334  CALL SETRST(RTIMST)
INE 335  I S E T ( 7 ) = 0
INE 336  GOTO 22
INE 337  7 READ(TINFO,*)ZWALL
INE 338  IS E T ( 3 ) = 0
INE 3 3 9  GOTO 22
INE 3 4 0  8 READ(TINFO,*)AMP,ALPHA,BETA,IEXX,IEXY,IEXZ,IEXTYPE,ISEGS
INE 3 4 1  I S E T ( 4 ) = 0
INE 3 4 2  I F ( IEX TYPE.LT . l .O R.IE XTY PE.G T.3 ) THEN
INE 3 4 3  PRINT 9
INE 3 4 4  9 FORMAT( ' & U n r e c o g n i s e d  e x c i t a t i o n  t y p e ' )
INE 3 4 5  STOP
INE 3 4 6  ENDIF
INE 347  GOTO 22
INE 3 4 8  11 READ(TINFO,*)A ,B,C
INE 349  I S E T ( 5 ) = 0
INE 3 5 0  GOTO 22
INE 351  12 READ(TINFO,*)IMAXN
INE 352  I S E T ( 2 ) = 0
INE 3 5 3  GOTO 22
INE 321 I F ( T I T L E (1
INE 322  I F ( T I T L E (1
INE 323  I F ( T I T L E (1
INE 324  I F ( TITLE(1
INE 325  I F ( T I T L E ( 1
INE 326  I F ( T I T L E ( 1
INE 327 I F ( T I T L E (1
INE 328  I F ( T I T L E ( 1
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354C SET PROBLEM SPACE DIMENSIONS
355  13 READ(TINFO,* ) NX,NY,NZ
356  I F ( NX. GT. IMAX-1 . OR. NY. GT. JMAX-1 . OR. NZ. GT. KMAX-1 ) THEN
357  PRINT 14
358  14 FORMAT( '&ERROR -  Too many c e l l s  r e q u i r e d ' )
359  STOP
360  ENDIF
361  IS E T ( 1 ) = 0
362  GOTO 22
363  15 READ(TINFO, * ) NPTS
364  I F ( N P T S . GT. ICELLMAX)THEN
36 5  PRINT 6 6 , ICELLMAX
36 6  66 FORMAT( '&ERROR Number o f  d a t a  o u t p u t  p o i n t s  g r e a t e r  t h a n
367  STOP
368  ENDIF
3 6 9  IERR=0
370  DO 16 1 = 1 , NPTS
371  READ( 9 , * ) ICOORD( I ) , JCOORD( I ) , KCOORD( I ) , ICELL( I )
372  I F ( I C E L L ( I ) . G T . 6 ) I E R R = 1
373  I F ( I C E L L ( I ) . L T . - 3 ) I E R R = 1
37 4  I F ( I E R R . E Q .1 ) THEN
375  PRINT 27
3 76  27 FORMAT( '&ERROR D a t a  o u t p u t  s p e c i f i c a t i o n  i n c o r r e c t ' , / )
377  STOP
378  ENDIF
379  16 CONTINUE
380  IS E T ( 6 ) = 0
381  GOTO 22
3 8 2  17 I F ( I S E T ( 1 ) . EQ. - 1 )THEN
3 8 3  PRINT 18
3 8 4  18 FORMAT('&Mesh n o t  d e f i n e d ' )
3 8 5  STOP
386  ENDIF
387 I F ( I S E T ( 4 )  .E Q .-D T H E N
388  PRINT 19
389  19 FORMAT( ' & E x c i t a t i o n  n o t  d e f i n e d ' )
390  STOP
391  ENDIF
392  I F ( I S E T ( 5 ) . E Q . - 1 ) T H E N
393  PRINT 20
3 9 4  20  FORMAT( '&Room d i m e n s i o n s  n o t  d e f i n e d ' )
395  STOP
3 96  ENDIF
3 9 7  I F ( I S E T ( 3 ) . E Q . - 1 ) T H E N
398  CIMPED=' ( P e r f e c t l y  c o n d u c t i n g  w a l l s ) '
3 9 9  ELSE
4 0 0  CIMPED=' ( W a l l  I m p e d a n c e  = Ohms) '
4 0 1  WRITE(CIMPED(1 9 : 2 4 ) , ' ( F 6 . 3 ) ' )ZWALL
4 0 2  ENDIF
4 0 3  I F ( I S E T ( 2 ) . EQ. - 1 )IMAXN=8200
4 0 4  I F ( I S E T ( 7 )  .E Q .-D T H E N
4 0 5  IRTSECS=900
40 6  CALL SETRST(RTIMST)
4 0 7  ENDIF
, 1 2 , / )
95
X  XL
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
' x ' , F 6 . 3 ,  
, / , '  2 ' , / ,  
( s e c o n d s ) ' )
' E '
' E '
' E '
'H'
'H'
'H'
-F IELD'
■iUO JU fiiiA -n /1 1A
409  DELY=B/NY
41 0  DELZ=C/NZ
411  DELXI=2. 997925E8/DELX
41 2  DELYI=2. 997925E8/DELY
413  DELZI=2. 997925E8/DELZ
41 4  TSTEP=1.0/SQRT(DELXI*DELXI+DELYI*DELYI+DELZI*DELZI)
415  ICOUNT=0
416  TIME=0. 0
417  I=NPTS+2
41 8  WRITE( 4 , 2 1 )NX+1, NY+1, NZ+1, A , B , C , CIMPED,I
41 9  21 FORMAT( 'Mesh ' , 1 2 , ' x ' , 1 2 , ' x ' , 1 2 , '  S p a c e  s i z e  : ' , F 6 . 3
420  & ' x ' , F 6 . 3 , A 2 9 , / , ' 0 ' , / , 'FILE VERSION', / , '  1 ' , / , 'DOMAIN
4 2 1  &'ARRAYS', / , 1 2 , / , 'SUBTITLES PER A R R A Y ' , / , '  O ' , / , 'T im e
422  WRITE(4 , 3 0 )
423  30  FORMAT( ' A n t e n n a  I m p e d a n c e  ( O h m s ) ' )
4 2 4  DO 23 1 = 1 , NPTS
425  I F ( I C E L L ( I ) . E Q . 1 )WRITE(4 , 2 ) ICOORD(I) , JCOORD(I),KCOORD(I)
426  I F ( I C E L L ( I ) . EQ. 2 ) WRITE( 4 , 2 ) ICOORD( I ) , JCOORD( I ) , KCOORD( I )
427  I F ( I C E L L ( I ) . EQ. 3 ) WRITE( 4 , 2 ) ICOORD(I) , JCOORD(I),KCOORD(I)
428  I F ( I C E L L ( I ) . EQ. 4 )WRITE( 4 , 2 ) ICOORD(I) , JCOORD(I) , KCOORD(I)
429  I F ( I C E L L ( I ) . EQ. 5 )WRITE(4 , 2 ) ICOORD(I) , JCOORD(I),KCOORD(I)
430  I F ( ICELL( I ) . EQ. 6 ) WRITE( 4 , 2 ) ICOORD(I) , JCOORD(I) , KCOORD(I)
431 2 FORMAT( 'CELL ' , 1 2 , ' x ' , 1 2 , ' x ' , 1 2 , '  -  ' , A 1 , '  DIRECTED ' , A 1
432  I F ( I C E L L ( I ) . EQ. - 1 ) WRITE( 4 , 2 6 ) ' X ' , ICOORD(I) , JCOORD(I) , KCOORD(I)
433  I F ( I C E L L ( I ) . EQ. - 2 ) WRITE( 4 , 2 6 ) ' Y ' , ICOORD( I ) , JCOORD( I ) , KCOORD( I )
434  I F ( I C E L L ( I ) . EQ. - 3 ) WRITE(4, 2 6 ) ' Z ' , ICOORD(I) , JCOORD(I) , KCOORD(I)
435  26  FORMAT( 'CURRENT ON ' , A 1 , ' -DIRECTED WIRE : CELL ' , 1 2 , ' x ' , 1 2 , ' x ' , 1 2 ;
436  23 CONTINUE
437 WRITE( 4 , 2 4 )
438  24 FORMAT( ' 4 ' , / ,  ' 0 . 1 0 0 0 0 0 0 E + 0 1 ' , / ,  ' 0 . 1000000E+CJ1' )
439  WRITE( 4 , 2 5 ) TIME, TSTEP*IMAXN
440  25 FORMAT( E 1 3 . 7 )
441  TSTE=TSTEP/8 . 8 5 4 E - 1 2
442  TSTM=TSTEP/(4 . 0 * 3 . 1 4 1 5 9 2 6 5 4 E - 7 )
443  DELXI=1. 0/DELX
4 4 4  DELYI=1. 0/DELY
445  DELZI=1. 0/DELZ
446  RETURN
447 END
448  SUBROUTINE DHOLD(EX, EY, EZ, HX, HY, HZ, NX1, NY1, NZ1)
4 4 9  IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
450  PARAMETER ( IMAX=27, JMAX=19, KMAX=25, ICELLMAX=5)
451  INTEGER*4 IMAXN,ICOUNT
452  CHARACTER APPOUT*12, OUTFILE*8
4 5 3  DIMENSION NOPE(IMAX, JMAX, KMAX)
4 5 4  DIMENSION ICOORD(ICELLMAX) , JCOORD(ICELLMAX) , KCOORD( ICELLMAX),
4 5 5  &ICELL(ICELLMAX)
45 6  DIMENSION EX ( IMAX, JMAX, KMAX) ,  EY ( IMAX, JMAX, KMAX) ,  EZ ( IMAX, JMAX, KMAX)
45 7  DIMENSION HX( IMAX, JMAX, KMAX) , HY( IMAX, JMAX, KMAX) ,  HZ ( IMAX, JMAX, KMAX)
45 8  COMMON /DATA/ TIMST, IRTSECS, RTIMST, A , B , C , NX, NY, NZ, DELX,
45 9  &DELY, DELZ, DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM
4 6 0  & , IMAXN
461  COMMON /IEXDATA/AMP,ALPHA,BETA,IEXX,IEXY,IEXZ,IEXTYPE,IBUILD,
4 6 2  &ISEGS, NOPE
463  COMMON /OUTPUT/ ICOORD,JCOORD,KCOORD,NPTS,OUTFILE,ICELL
4 6 4  CALL C_MFD( 1 , CARG( CHARNB( OUTFILE) ) )
4 6 5  PRINT 1
46 6  1 FORMAT('&Data C a t c h i n g  ' )
467  APPOUT=CHARNB( OUTFILE) / / " . RST"
46 8  OPEN( 1 5 , FILE=APPOUT,STATUS='NEW' ,FORM='UNFORMATTED')
96
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
469  WRITE( 1 5 )NX1, NY1, NZ1
470  WRITE( 1 5 ) TIMST, IRTSECS, RTIMST, A , B , C , DELX, DELY, DELZ, NPTS
471  & ,DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME,TSTE, TSTM, IMAXN,
472  &AMP, ALPHA, BETA, IEXX, IEXY, IEXZ, IEXTYPE, IBUILD, ISEGS
473  WRITE( 1 5 ) ICOORD,JCOORD,KCOORD
474  WRITE( 1 5 ) ICELL, NOPE
475  WRITE( 1 5 ) ( ( ( E X ( I , J , K ) , I = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
476  W R I T E ( 1 5 ) ( ( ( E Y ( I , J , K ) , 1 = 1 , NX1) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
477  WRITE(1 5 ) ( ( ( EZ( I , J , K ) , 1 = 1 , NX1) , J = 1 , NY1) , K =1 , NZ1)
478  WRITE( 1 5 ) ( ( (HX( I , J , K ) , 1 = 1 , NX1) , J = 1 , NY1) , K =1 , NZ1)
479  WRITE( 1 5 ) ( ( ( H Y ( I , J , K ) , 1 = 1 , NX1) , J = 1 , NY1) , K =1 , NZ1)
480  W R I T E ( 1 5 ) ( ( ( H Z ( I , J , K ) , I = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
481  CLOSE( 1 5 )
482  PRINT 2
483  2 FORMAT( ' & C o m p l e t e ' , / )
484  CALL C_MFD(2, CARG(CHARNB(OUTFILE)) )
4 8 5  RETURN
486  END
487  SUBROUTINE UNDHOLD( EX, EY, EZ, HX, HY, HZ, NX1, NY1, NZ1)
4 88  IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
4 89  PARAMETER ( IMAX=27, JMAX=1 9 , KMAX=25, ICELLMAX=5)
490  INTEGERS ITIM, IMAXN, ICOUNT
491  CHARACTERS OUTFILE
492  DIMENSION NOPE( IMAX,JMAX,KMAX)
493  DIMENSION EX( IMAX, JMAX,KMAX), EY(IMAX, JMAX, KMAX), EZ( IMAX, JMAX, KMAX;
494  DIMENSION HX( IMAX, JMAX, KMAX) , HY( IMAX, JMAX, KMAX) , HZ( IMAX, JMAX/KMAX.
495  DIMENSION ICOORD(ICELLMAX), JCOORD(ICELLMAX), KCOORD(ICELLMAX)
4 9 6  & , ICELL(ICELLMAX)
497  COMMON /DATA/ TIMST, IRTSECS, RTIMST, A , B , C , NX, NY, NZ, DELX,
498  &DELY, DELZ, DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM
499  & , IMAXN
500  COMMON / IEXDATA/AMP, ALPHA, BETA, IEXX, IEXY, IEXZ, IEXTYPE, IBUILD,
501  &ISEGS, NOPE
502  COMMON /OUTPUT/ ICOORD,JCOORD,KCOORD,NPTS, OUTFILE, ICELL
503  PRINT 1 , OUTFILE
504  1 FORMAT( ' & R e s t a r t  f rom  f i l e  " ' , A 8 , ' . RST"' , / )
5 0 5  READ( 1 5 ) TIMST, IRTSECS, RTIMST, A , B , C, DELX, DELY, DELZ, NPTS,
506  &DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM, IMAXN, AMP
507  & ,ALPHA,BETA,IEXX,IEXY,IEXZ,IEXTYPE,IBUILD,ISEGS
508  PRINT 2 , ICOUNT
509  2 FORMAT( '&Number o f  t i m e  s t e p s  c o m p l e t e d  = ' , 1 5 , / ,
510  &' E n t e r  Time s t e p s  r e q u i r e d  a f t e r  r e s t a r t  : ' )
511  INPUT,IMAXN
5 1 2  READ(1 5 ) ICOORD,JCOORD,KCOORD
513  READ( 1 5 ) ICELL,NOPE
51 4  READ( 1 5 ) ( ( ( E X ( I , J , K ) , I = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
5 1 5  READ( 1 5 ) ( ( ( E Y ( I , J , K ) , I = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
51 6  READ( 1 5 ) ( ( ( E Z ( I , J , K ) , I = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
51 7  READ( 1 5 ) ( ( ( H X ( I , J , K ) , I = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
5 1 8  READ(1 5 ) ( ( ( H Y ( I , J , K ) , 1 = 1 , NX1) , J = 1 , NY1) , K =1 , NZ1)
5 1 9  R E A D ( 1 5 ) ( ( ( H Z ( I , J , K ) , 1 = 1 , N X 1 ) , J = 1 , N Y 1 ) , K = 1 , N Z 1 )
5 2 0  CALL TIMER(ITIM)
521  RTIMST=FLOAT(ITIM)/100. 0
5 2 2  RETURN
5 2 3  END
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LINE 524 SUBROUTINE SETRST(RTIMST)
LINE 525 IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
LINE 526 PARAMETER (ICELLMAX=5)
LINE 527 DIMENSION ICOORDCICELLMAX), JCOORD( ICELLMAX), KCOORD( ICELLMAX),
LINE 528 &ICELL(ICELLMAX)
LINE 529 CHARACTER OUTFILE*8,APPOUT*12
LINE 530 INTEGERS ITIM
LINE 531 LOGICAL*l PRESENT
LINE 532 COMMON /OUTPUT/ ICOORD, JCOORD, KCOORD, NPTS, OUTFILE, ICELL
LINE 533 APPOUT=CHARNB( OUTFILE) / / " . BAK”
LINE 534 INQUIRE( FILE=APPOUT, EXIST=PRESENT)
LINE 535 IF(PRESENT)CALL C_MFD( 2 , CARG( CHARNB( OUTFILE) ) )
LINE 536 APPOUT=CHARNB(OUTFILE) / / " . RST"
LINE 537 INQUIRE( FILE=APPOUT, EXIST=PRESENT)
LINE 538 I F ( . NOT. PRESENT) THEN
LINE 539 OPEN( 1 5 , FILE=APPOUT, STATUS=' NEW' )
LINE 540 CLOSE( 1 5 )
LINE 541 ELSE
LINE 542 PRINT,'Warn CHARNB(OUTFILE) ,
LINE 543 & ' .R ST a l r e a d y  e x i s t s  i n  t h i s  d i r e c t o r y '
LINE 544 PAUSE
LINE 545 ENDIF
LINE 546 CALL TIMER(ITIM)
LINE 547 RTIMST=FLOAT(ITIM)/100. 0
LINE 548 RETURN
LINE 549 END
LINE 550 SUBROUTINE MESSAGE
LINE 551 IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
LINE 552 PARAMETER (IMAX=27, JMAX=19,KMAX=25, ICELLMAX=5)
LINE 553 INTEGERS IMAXN, ICOUNT
LINE 554 CHARACTERS OUTFILE
LINE 555 DIMENSION ICOORD(ICELLMAX),JCOORD(ICELLMAX), KCOORD( ICELLMAX)
LINE 55 6 & , ICELL(ICELLMAX)
LINE 557 DIMENSION NOPE(IMAX,JMAX,KMAX)
LINE 558 COMMON /DATA/ TIMST, IRTSECS, RTIMST, A , B , C , NX,NY, NZ, DELX,
LINE 559 &DELY, DELZ, DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM
LINE 560 & , IMAXN
LINE 561 COMMON /IEXDATA/AMP, ALPHA, BETA, IEXX, IEXY, IEXZ, IEXTYPE, IBUILD,
LINE 562 &ISEGS, NOPE
LINE 563 COMMON /OUTPUT/ ICOORD,JCOORD, KCOORD, NPTS, OUTFILE, ICELL
LINE 564 PRINT 1,NX,NY,NZ
LINE 565 1 FORMAT( '&Mesh s p a c e  : ' , 1 2 , '  x  ' , 1 2 , '  x  ' , 1 2 , / )
LINE 566 PRINT 2 , A , B , C
LINE 567 2 FORMAT( '&Room d i m e n s i o n s  : ' , F 7 . 3 , '  a c r o s s  x  ' , F 7 . 3 , '  d e e p  x
LINE 568 & F 7 . 3 , ' h i g h ' , / )
LINE 569 PRINT 3 , IMAXN
LINE 570 3 FORMAT( '&Number o f  t i m e  s t e p s  s e t  t o  ' , 1 5 , / )
LINE 571 I F ( ZWALL. EQ. 0 . 0 )PRINT 4
LINE 572 4 FORMAT( ' & P e r f e c t l y  c o n d u c t i n g  room w a l l s  s p e c i f i e d ' , / )
LINE 573 I F ( ZWALL.NE.0.0)PRINT 3 4 , ZWALL
LINE 5 74 34 FORMAT( '&Room w a l l  i m p e d a n c e  = ' , G 1 3 . 7 , '  Ohms p e r  s q u a r e ' , / )
LINE 5 7 5 PRINT 5 , IEXX,IEXY,IEXZ
LINE 576 5 F O R M A T ('& E x c i ta t io n  c e l l  : ' , 1 2 , '  x ' , 1 2 , '  x ' , 1 2 , '  -  ' )
LINE 577 I F ( IEXTYPE.EQ.1)PRINT 55
LINE 578 55 FORMAT('&along x - a x i s ' , / )
LINE 579 I F ( IEXTYPE. EQ. 2)PRINT 56
LINE 5 8 0 56 FORMAT( ' & a l o n g  y - a x i s ' , / )
LINE 581 I F ( IEXTYPE.EQ.3 ) PRINT 57
LINE 582 57 FORMAT( ' & a l o n g  z - a x i s ' , / )
LINE 583 I F ( IBUILD.EQ. 1 )PRINT 6
LINE 5 8 4 6 FORMAT( ' & S c a t t e r i n g  o b j e c t s  s p e c i f i e d  u n d e r  BUILD o p t i o n ' , / )
LINE 585 PRINT 7 , IRTSECS
LINE 5 86 7 FORMAT( '&Data  c a t c h i n g  e v e r y  ' , 1 5 , '  s e c o n d s ' , / )
LINE 587 PRINT 8 , TSTEP*1 . 0E9
LINE 588 8 FORMAT( '&Time s t e p  : ' , F 7 . 3 , '  n a n o s e c o n d s ' , / )
LINE 589 RETURN
LINE 590 END
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LINE 591  SUBROUTINE BUILD( NOPE, IMAX, JMAX, KMAX, NX1, NY1, NZ1)
LINE 592  IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
LINE 593  DIMENSION NOPE( IMAX, JMAX, KMAX)
LINE 594  CHARACTER*80 TITLE
LINE 595  1 READ(9 , 2 , END=4)TITLE
LINE 596  2 FORMAT(A80)
LINE 597  I F ( T I T L E .E Q . ' E N D ' ) RETURN
LINE 598  R E A D (T I T L E ,* ) I T Y P E ,I L , I H , J L , JH, KL, KH
LINE 599  I F ( I L . LT. 1 . OR. J L . LT. 1 . OR. KL. LT. 1 )GOTO 6
LINE 6 0 0  I F ( I H .G T .N X 1 .O R .J H .G T .N Y 1 . OR. KH. GT. NZ1)GOTO 6
LINE 601  DO 3 I = I L , I H
LINE 602  DO 3 J=JL,JH
LINE 603  DO 3 K=KL,KH
LINE 6 0 4  3 N O PE (I , J ,K )= ITYPE
LINE 605  GOTO 1
LINE 606  4 PRINT 5
LINE 607  5 FORMAT( ' & U n e x p e c t e d  e n d  o f  f i l e  d u r i n g  BUILD')
LINE 608  STOP
LINE 6 0 9  6 PRINT 7
LINE 6 1 0  7 FORMAT( '&BUILD d a t a  o u t  o f  r a n g e ' )
LINE 611  STOP
LINE 612  END
LINE 613  SUBROUTINE EBC(EX, EY, EZ, NOPE, NX1, NY1, NZ1)
LINE 6 1 4  IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
LINE 615  PARAMETER ( IMAX=27, JMAX=19, KMAX=25)
LINE 616  DIMENSION NOPE( IMAX,JMAX,KMAX)
LINE 617  DIMENSION EX( IMAX, JMAX,KMAX) , EY(IMAX, JMAX, KMAX) , EZ( IMAX, JMAX, KMAX
LINE 618  DO 1 1 = 1 , NX1
LINE 619  DO 1 J = 1 , NY1
LINE 6 2 0  DO 1 K=1,NZ1
LINE 621  IF(NOPE( I , J , K) . EQ. 0 )GOTO 1
LINE 622  I F ( NOPE( I , J , K) . EQ. 1 ) THEN
LINE 623  E X ( I , J , K ) = 0 . 0
LINE 624  EL SEIF( NOPE( I , J , K) . EQ. 2 ) THEN
LINE 625  E Y ( I , J , K ) = 0 .0
LINE 626  ELSEIF( NOPE( I , J , K) . EQ. 3 ) THEN
LINE 627  E Z ( I , J , K ) = 0 .0
LINE 628  E L S E I F ( N O P E (I ,J ,K ) .E Q .2 3 ) T H E N
LINE 629  E Y ( I , J , K ) = 0 . 0
LINE 630  EZ( I , J , K ) = 0 . 0
LINE 631  ELSEIF( NOPE( I , J , K ) . E Q . 1 3 ) THEN
LINE 632  E X ( I , J , K ) = 0 . 0
LINE 633  E Z ( I , J , K ) = 0 .0
LINE 6 3 4  ELSEIF( NOPE( I , J , K ) . E Q . 1 2 ) THEN
INE 635  E X ( I , J , K ) = 0 . 0
INE 6 3 6  E Y ( I , J , K ) = 0 . 0
r iNE 6 3 7  ELSEIF(NO PE (I , J ,K ) .E Q .1 2 3 ) T H E N
INE 6 3 8  E X ( I , J , K ) = 0 . 0
INE 639  E Y ( I , J , K ) = 0 . 0
INE 6 4 0  E Z ( I , J , K ) = 0 . 0
INE 6 4 1  ENDIF
INE 6 4 2  1 CONTINUE
INE 6 4 3  RETURN
INE 6 4 4  END
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64 5  SUBROUTINE GETCUR(HX,HY,HZ,IEXX,IEXY,IEXZ,IEXTYPE,HXC)
64 6  IMPLICIT I N T E G E R * 2 ( I ,J ,K ,L ,M ,N )
647  PARAMETER ( IMAX=27, JMAX=1 9 , KMAX=25)
64 8  DIMENSION HX( IMAX, JMAX, KMAX), HY( IMAX, JMAX, KMAX), HZ( IMAX, JMAX, KMAX
64 9  IF(IEXTYPE. EQ. 1 ) THEN
65 0  HXC=-HY( IEXX, IEXY, IEXZ) -HY( IEXX, IEXY, IEXZ-1 ) +
651  &HZ( IEXX, IEXY, IEXZ) +HZ( IEXX, IEXY-1 , IEXZ)
65 2  ELSEIF( IEXTYPE. EQ. 2 )THEN
65 3  HXC=-HZ( IEXX, IEXY, IEXZ) -H Z ( IEXX-1 , IEXY, IEXZ)+
6 5 4  &HXCIEXX,IEXY,IEXZ)+HX(IEXX,IEXY,IEXZ-1)
65 5  ELSEIF( IEXTYPE.EQ.3 ) THEN
65 6  HXC=-HX(IEXX, IEXY, IEXZ) -HX(IEXX, I E X Y - 1 , IEXZ)+
65 7  &HY( IEXX, IEXY, IEX Z) +HY( IEXX-1 , 1EXY, IEXZ)
65 8  ENDIF
65 9  HXC=HXC/2. 0
66 0  RETURN
661  END
6 6 2  SUBROUTINE PULSE(EXC)
6 6 3  IMPLICIT I N T E G E R S ( I , J , K , L , M , N )
6 6 4  PARAMETER ( IMAX=27, JMAX=19, KMAX=25)
6 6 5  INTEGERS IMAXN,ICOUNT
6 6 6  DIMENSION NOPE(IMAX,JMAX,KMAX)
667  COMMON /DATA/ TIMST, IRTSECS, RTIMST, A , B , C , NX, NY, NZ, DELX,
668  &DELY, DELZ, DELXI, DELYI, DELZI, TSTEP, ZWALL, ICOUNT, TIME, TSTE, TSTM*
6 6 9  & , IMAXN
6 7 0  COMMON /IEXDATA/AMP, ALPHA, BETA, IEXX, IEXY, IEXZ, IEXTYPE, IBUILD,
671  &ISEGS, NOPE
6 7 2  EXC=AMP*( EXPL( -ALPHA*TIME) -EXPL( -BETA*TIME) )
673  RETURN
67 4  END
67 5  REAL*4 FUNCTION EXPL(A)
676  I F ( A . G T . - 5 0 . 0 ) THEN
677  EXPL=EXP(A)
67 8  ELSE
67 9  EXPL=0.0
68 0  ENDIF
681  RETURN
682  END
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APPENDIX B
The Use of Personal Computers for Numerical Analysis
It is widely recognised that the numerical solution of engineering 
problems requires large and powerful computing resources, such as the 
DEC VAX range of 32-bit virtual memory mini-computers. A 32-bit 
machine like the VAX is generally regarded as the minimum essential for 
number crunching problems, since the smaller 16-bit machines can only 
naturally address 64K of program code and data, and the representation 
of floating point numbers maintaining 6 or 7 digits of accuracy 
requires 32-bit registers to conveniently store 4 byte single precision 
real values.
The IBM PC and PC compatibles are based on the Intel 8088/86/826 16-bit 
processors which would seemingly be insufficient for scientific or 
engineering applications. The PC is accepted to be a flexible, low 
cost office machine for small businesses and within departments, 
however, closer inspection reveals the PC fitted with an 8087-287 maths 
co-processor offers an 80-bit wide register set for floating point 
processing and the segmented architecture of the main processor enables 
applications to address 1 Megabyte of memory directly (16 Megabytes on 
the Intel 80286). Thus, in principle, there is no reason why large 
numerical codes should not be implemented efficiently, and with 80-bit 
wide register set, a high degree of precision can be assured (16 or 17 
digits for floating point numbers) without compromising run times 
(reference 29).
The latest range of PC compatibles, based on the 32-bit Intel 80386 
processor can linearly address 4 Gigabytes of memory and can 
comfortably achieve processor instruction rates of 8 MIPS (comparable 
with many mainframes) (reference 30).
B3. The particularly intensive computations required to undertake a finite 
difference analysis demand considerable run-times. An investigation 
was carried out to compare the speed of a PC with a range of other 
systems as indicated. Two benchmark programs written in Fortran were 
tested. Program SIEVE is a standard benchmark to get prime numbers and 
program TEST is very similar to the code used in the finite difference 
program.
PROCESSOR RUNTIME-ITERATION (SECS)
SIEVE TEST
COMPAQ DESKPRO 386/20 PC 0.0769
SNAP attached processor 0.104 0.038
VAXSTATION 2 0.57 0.2
PDP 11/73 0.8
OPUS PC 0.8 0.52
IBM PC 1.48 1.0
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Note that during these tests only the PDP 11/73 was either multi-user 
or multi-tasking.
The above timings are shown simply to demonstrate the relative merit of 
using different machines for developing or running software, however it 
is clear that a PC, which is a very low cost computer system can 
provide an acceptable environment for software development.
B.4 The common operating system for PC compatibles is MS-DOS. The power of 
DOS lies in its simplicity, and in its support from many third party 
suppliers. DOS version 4.0 is designed for a single user, without 
multi-tasking, but with a range of utilities to undertake many of the 
conventional services offered by other operating systems. One 
important advantage of the DOS operating system is the wide range of 
compilers available from very low process. Full specification C 
compilers are available from as little as £30. Thus, it is possible to 
learn new languages or compare compiler implementations for minimal 
cost. Fortran compilers are available from many suppliers, the most 
popular include Microsoft, Ryan-Mcfarland, Prosperso, Supersoft and 
Lahey. The full Fortran-77 standard is in general adhered to, with 
many extensions added by most compilers. However, contrary to what 
many programmers would expect, each implementation is quite different. 
Variations occur on the implementation itself - e.g. not all compilers 
offer COMPLEX *16.
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Limitations may be applied on size of code, or data in modules, 
compatibility with other languages varies, speed of execution can vary 
dramatically depending on how efficiently the 8087/287 is used and to 
make selection of compiler particularly difficult, the generation of
bade code can be a significant problem. Additionally, a linker must be
specified for use with a given compiler.
Most compilers support the Microsoft Linker, which is a good quality 
linker and is supported with symbolic debuggers and library utilities
etc. The Phoenix Linker is compatible with the Microsoft Linker and 
also supports overlays plus a range of highly sophisticated development 
aids, being overall a more powerful alternative to the Microsoft
Linker. Clearly, the combination of correct compiler and linker can 
offer a useful development tool for a programmer.
To access the memory available with 80386 based PCs, extender programs 
are available. These can load a program’s runcode into the protected 
addressing space of the processor, which has a theoretical limit of 4 
Gigabytes. Two such extender programs include the Phar Lap RUN and 
Architects Incorporated OS/386. The latter has for example been used 
to successfully run the NEC program (Appendix C) in a 5 megabyte 
address space for a wire grid model with nearly 1400 segments.
104
APPENDIX C 
Electromagnetic Analysis Computer Software
C .l The development of numerical techniques in electromagnetics began in 
the late 1960’s. A range of comprehensive and highly refined computer 
codes for electromagnetic analysis have been developed since then. 
This appendix describes four major computer codes implementing various 
numerical techniques which comprise the most important electromagnetic 
codes in the world today. The codes are as follows:
1) Numerical Electromagnetic Code (NEC)
- incorporating Method of Moments
2) General Electromagnetic code for the Analysis of Complex Systems 
(GEMACS) - incorporating Method of Moments
Physical Optics
Geometrical Optics
Geometrical Theory of Diffraction
3) Generalised Three-Dimensional Experimental Lightning Code (G3DXL)
- incorporating Time Domain Finite Differences
4) STRIPES - incorporating Transmission Line Modelling
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C.2 The earliest computational technique to be applied to electromagnetics 
was the Method of Moments (References 31,32,33). Method of Moments 
(MOM) is based on determining interactions between discrete sampling 
points on a conducting boundary by solution of an integral type 
equation for the scattered Electric or Magnetic field generated by a 
current element. The integral equation is solved by using a basis 
function to approximate the current form on the element and using a 
weighting function to approximate the field distribution at the 
sampling point. The current element on a thin wire is most commonly 
used where the integral equation to express the scattered fields is a 
Pocklington type equation. Hence models composed of grids of wire 
segments can be used to simulate complicated equipments as shown below:
Figure C. 1 Wire Grid Model of a Complicated Structure
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The scattered field, Es , at a sampling point tangential to a perfectly 
conducting surface is related to the incident field, E . , as follows:
E = -E.
S  1
Assuming a linear set of interactions the Method of Moment formulation 
results in a matrix equation of the form:
[-E.] = [Z] [I]
Where [Z] represents the interactions between all wire segments. The 
currents on wire segments [I] are determined by inverting the 
interaction matrix [Z] so that:
[I] =  [Z]"1 [E.]
Once the current distribution on the wire grid model has been 
determined various other parameters may be calculated including near 
and far fields, radiation impedances, radiation patterns etc. The 
stability and applicability of the Method of Moments is considered in 
detail in reference 34.
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C.3 A second computational tool developed for the study of high frequency
scattering problems is the Geometrical Theory of Diffraction (GTD) 
(references 32,35). GTD is in fact an extension to Geometrical Optics 
in which propagation occurs along ray paths defined according to 
Fermat’s principle.
Geometrical Optics is a high frequency asymptotic solution which is
valid in the limit of vanishing wavelength. When a ray strikes a
boundary between two mediums, part of the energy is reflected from the 
boundary and part is transmitted across the boundary. For a perfectly 
conducting surface all the energy is reflected. GTD essentially adds 
diffracted rays to the ray tracing processes of Geometrical Optics. 
This is important to account for edge effects on objects such as
plates.
C4. Both Method Moments and Geometrical Theory of Diffraction are frequency
domain numerical techniques where time variation of field quantities is 
assumed to be harmonic. The finite difference technique described in 
this thesis represents an important numerical technique for studying
time evolving problems in electromagnetics. An alternative time domain 
technique for electromagnetics is Transmission Line Modelling (TLM) 
which is discussed here.
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C.5 Like the finite different method the TLM method operates on a mesh 
structure at discrete points in space and time (reference 36). In TLM 
the mesh is reduced to a three dimensional grid of transmission lines. 
The TLM method uses a stable time stepping numerical algorithm which is 
based on a solution of the wave equation.
i.e. 72E = yt/e d2E
dtfc
The solution gives forward and backward travelling pulses propagating 
along the transmission lines. The pulses are scattered at the nodes of 
the transmission line grid and can connect to other lines and travel to 
neighbouring nodes. Field quantities are given in terms of the pulses 
as required. Boundary conditions are explicitly enforced on the mesh 
at the surfaces of conducting structures.
In certain respects TLM is similar to time-domain finite differences. 
In fact reference 37 demostrates that under certain conditions TLM is 
numerically equivalent to finite differences. However, TLM can also 
operate on a three dimensional condensed lattice cell in which the 6 
field components all converge at the center of the unit lattice cell 
(reference 38). This enables boundaries to be modelled more accurately 
and data input to be simplified.
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An extension to TLM is the diakoptics procedure, which allows a large 
network of transmission lines to be broken down into smaller more 
manageable structures (reference 39). Diakoptics enables TLM meshes 
having different coarseness to be mixed, and substructures to be 
investigated without modelling an entire geometry for every computer 
run.
C.6 Numerical computer codes implementing the method of moments have been 
applied most successfully for modelling wire like structures such as 
cables, antennas (e.g. log-periodics, Biconics) or complicated 
structures using grids of interconnected wires. A range of earlier 
computer codes is discussed in reference 40. The most advanced 
computer codes available for this type of analysis include the NEC 
program, which is developed at Lawrence Livermore National 
Laboratories, USA (reference 41) and the GEM ACS program, developed at 
Rome Air Development Centre, USA (reference 42).
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The most recent version of the NEC program (version 3) includes an 
option to model lossy ground effects by a Sommerfield integral 
evaluation (Reference 43), where the wire grid structure can penetrate 
the air-ground interface. Both NEC and GEM ACS have a surface patch 
option to model solid structures. Lumped circuit elements may be 
defined on wires to allow representation of networks or transmission 
lines. The structure may be excited using either a voltage source 
across a wire or an incident plane wave of linear or elliptic 
polarisation.
The NEC program incorporates a wide range of techniques to improve 
computational accuracy by removing the approximations inherent in the 
integral equation technique. The GEM ACS program, has concentrated on 
the development of faster matrix solutions to analyse larger more 
complicated structures. The NEC code uses Gaussian elimination to 
solve the interaction equations which becomes prohibitively expensive 
in terms of computer resources for problems containing up to 1000 
segments.
The solution methods implemented in GEMACS enable modelling several 
thousand segments by making the assumption that certain segment 
interactions can be neglected and so the solution matrix can be
i l l
diagonalised and solved very efficiently by iteration. Other methods 
to increase solution speed include the use of structure symmetry to 
reduce the numbers of equations to be solved, and the use of partially 
factored matrices to save part of a structure matrix and allow small 
additions to be made without repeating the full calculation. Both 
these techniques are implemented in the NEC program.
112
C.7. The most recent version of GEMACS (version 4.1) offers a capability to
undertake modelling by Geometrical Optics, Geometrical Theory of 
Diffraction and Finite Differences. GEMACS also offers a hybrid 
formalism to mix the GTD and FD methods with MOM. The Finite 
Differences in GEMACS is reserved exculsively for modelling the 
interiors of structures and requires the space within a structure to be 
meshed. The basic building blocks used in GEMACS for Geometrical 
Optics modelling are plates, elliptic cylinders and cylinder end-caps.
C.8. The Time Domain Finite Difference code, G3DXL, is a lineal descendent
of an earlier Finite Difference code - THREDE (reference 44). THREDE 
was developed to undertake EMP analysis of three dimensional scattering 
objects. G3DXL and THREDE are scattered field codes, in that the 
finite difference algorithm operates only on the field scattered from 
the object. The incident field, Ez , is independent of the scatterer, 
and the total electric field is given by:
E = E + E .^ T O T A L  I s
The advantage of this approach is that the radiation condition at the 
boundary of the lattice mesh can be defined with greater accuracy 
(reference 16). Various total field codes have been reported. These 
include MEEC-3D (reference 45) and PRES-3D (reference 46) which can 
model air chemistry to study source region electromagnetic pulse 
effects. The total field method is also superior for modelling 
coupling within cavities having large attenuation (>  30dBs).
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For this type of problem the scattered field approach results in 
numerical problems caused by the near equality of scattered and 
incident fields within the region of high attenuation (reference 15).
THREDE is restricted to modelling perfectly conducting scatterers. 
G3DLX includes an option to model lossy dielectric structures using the 
technique describe in reference 47, and an expanded lattice option to 
mix meshes having different coarseness. G3DLX is reported to be the 
most advanced finite-difference code generally available, however it is 
not user-orientated. The code must be reprogrammed to set up each new 
run.
C.9. The STRIPES program is developed by Kimberly Communications 
Consultants, Nottingham, UK. This program implements a generalised 
three dimensional transmission line modelling process to model 
complicated scattering objects (reference 48). STRIPES is highy 
user-orientated for data input and output. The code contains a 
cylindrical solver as well as a cartesian solver and a fourier 
transform facility to generate frequency domain data.
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APPENDIX D
Properties of ferrite and superconducting material relevant 
to screened room applications
D .l Ferrites and superconductors are two classes of materials that have
future potenial application for use in screened rooms. This appendix 
describes certain basic properties of these material to highlight their 
practical use.
D.2 Ferrites are a class of magnetic material made from ceramic.
Therefore, they are hard, brittle and poor conductors of electricity. 
Ferrites have a dielectric constant up to 10. The permeability of a 
ferrite is frequency dependent, complex and has the form of a tensor. 
Absorbtion of electromagnetic fields in a ferrite is due to electron 
spin resonance (reference 49). The precession frequency of a free
electron having magnetic moment, m, placed in a magnetic field, H is 
given by
f  =  1 u e . H
2n m
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Hence the resonance spin frequency is proportional to the applied 
field. The resonant absorption of a ferrite can thus be tuned to 
a required frequency by suspending the material in an appropriate 
field. The width of a resonance is dependent upon various 
factors including sample shape, surface condition, applied field, 
orientation of grains, thermal treatment etc. Figure D1 presents 
a graph of the imaginary component of permeability against 
frequency for the case of NiZnFe2 0 4 ferrite, for resonant states 
corresponding to two applied magnetic fields.
500
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Figure D. 1 Permeability of ferrite as a function of frequency
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D.3. The electrical resistance of many metals decreases as temperature 
is reduced, until a residual value is reached. As temperature is 
further reduced, certain metals demonstrate a sudden drop in 
electrical resistance to zero. This behaviour called 
superconductivity was originally discovered by H. Kamerlingh - 
Onnes in 1911 at a temperature of 4.3 K in Mercury, (references 
50,51).
The effect of superconductivity has never been observed in the 
usual high conducting metals such as Copper, Silver or Gold. 
However there are 26 metallic elements including Aluminium, Zinc, 
Lead and Tin which exhibit superconductivity and over a thousand 
alloys and compounds. Recently certain ceramics have been 
identified as demonstrating superconductivity at temperatures as 
high as 95K. This is well above the temperature of liquid
Nitrogen (77K) which can be maintained cheaply and conveniently, 
(reference 52).
A superconductor has virtually infinite conductivity, and is a 
perfect diamagnet (zero relative permeability). In actual fact, a 
magnetic field may penetrate up to about 50 nanometers into a 
sperconductor, but not beyond. This effect in which a magnetic 
field is expelled from the interior of a superconductor is known 
as the Meissner effect and has the consequence that a
superconductor does not exhibit skin effect. There is a further 
property of superconductors in that there exists a critical value
of magnetic field which will destroy the superconductivity in a
material.
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The possibility of using superconducting materials to form a high 
Q cavity is considered in reference 3. The ultimate Q attainable 
is dependant on the surface impedence of the cavity. The surface
3 / 2resistance in microwave cavities is proportional to frequency 
However, residual resistance due to trapped flux and impunities 
limit the maximum Q obtainable. In practice Qs as high as 1011 
have been obtained for resonant cavities, although only for low 
power applications such as microwave oscillator stabilisation. In 
principle a superconducting screened room, with very high Q would 
offer a means for generating very large field strenghs for EMC 
susceptibility testing. A superconducting screened room would 
also shield the electromagnetic ambient perfectly, including low 
frequency magnetic fields
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