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资源 , 实现最佳的调度策略 , 从而充分利用网格资


















遗传算法( GA) 是 Holland 于 1975 年受生物进
化论的启发提出的, 它可以较好地对 NP 问题进行
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摘 要: 网格计算关注大规模的资源和任务调度 , 要求采用的调度算法能够具有高效性。提出一种基于改进遗传
算法的资源调度算法 , 该算法综合考虑了资源任务分配量以及任务完成时间 , 从而设计出良好的交叉和选择算子 ,
既能够保留完成时间比较小的个体又能够保留具有一部分优秀资源分配方式的个体 , 算法具有较好的效率和收敛
性。
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Abstract: Scheduling tasks and resources on a large scale is paid attention to by grid computing, and thus a scheduling
algorithm of high efficiency is required. So a resource scheduling algorithm based on GA is proposed. Both the quota of
tasks distributed and the finish time of tasks are considered in this algorithm and a good mechanism of cross- over and
choosing is designed in order to keep individuals which have small finish time or parts of resources well distributed. This
algorithm has better efficiency and constringency.
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用 X={k1, k2, k3, ⋯ , ki, ⋯ , kn}来代表一个染色体 , 则
ki 代表第 i 个任务所分配的资源, 其中任务的编号 i
是唯一的。给每个任务分配一个资源 , 不同的任务
所分配的资源可以是相同的。采用这种方式进行编
码 , 易于对染色体进行交叉变异 , 编码和解码的过
程也比较简单。
3.2 资源任务量
用 Cj 来代表第 j 个资源所能提供的计算能力 ,
用 Ti 代表第 i 个任务的任务量大小。假设第 j 个资






假设任务 i 在资源 j 上的完成时间为 fintime[i]
[ j], 则 fintime[i] [ j]=starttime[i] [ j]+E[i] [ j]。其中 E
[i] [ j]为第 i 个任务在第 j 个资源上的执行时间 , 且
E[i] [ j]= Ti /Cj。starttime[i] [ j]为任务 i 在资源 j 上的
开始执行时间 , 若资源上还末分配任务 , 则 startime
[i] [ j]=STj, 若资源上已分配任务 , 用 usedtime 代表
该资源处理已分配的任务所用的时间。则 starttime
[i] [ j]= STj+usedtime。
算法 1: 理论最小完成时间计算
( 1) 初始化当前已执行的任务量 TD=0, 并把 m
个资源空闲时刻 STj 从小到大进行排序, 得到 m 个
按顺序排列的时刻。
( 2) 从第二个时刻到最后一个时刻, 执行步骤
①和②:
① 确定该时刻( 不包括这个时刻本身 ) 与上一
时刻( 包括这个时刻) 之间可用的资源数目 , 并计算
可用资源总的计算能力 CTotal, 计算这个时间段可以
完成的任务量 TP=CTotal ·( 该时刻与上一时刻时间间
隔) 。
② 若 TD+TP≥T, 则标记上一个时刻, 并转向( 3)
否则置 TD=TD+TP, 继续执行步骤( 2) 。
( 3) 若没有时刻被标记, 则标记最后一个时刻。
( 4) 计算最小完成时间 t=( 被标记的时刻) +( T-
TD) /( 被标记的时刻所有可用资源提供的总的计算
能力)。
用算法 1 来计算在理想的情况下 , 任务的理论
最小完成时间 t, 实际上由于任务大小以及各资源
计算能力的差异 , 最小的完成时间往往大于 t。第 j
个资源理想情况下的所要执行的任务量的大小为
Lj:







打乱任务的顺序 , 对于每个任务 , 随机按照以
下四种方式分配到各个资源。
( 1) 选择一个资源, 使得把任务加入到该资源
后的完成时间与 t 的差的绝对值最小。
( 2) 选择一个当前任务量小于 Lj 的资源 j, 使得
把任务加入到该资源后的完成时间与 t 的差的绝对
值最小。










( 1) 选择两个个体, 标记所有的资源未选择。
( 2) 若所有的资源都已经选择过 , 转向( 4) , 否
则选择一个之前没选择过的资源 , 标记该资源为已
选择 , 比较两个个体在该资源上的任务 , 如果所有
任务都相同, 则重复执行( 2) , 否则转向( 3) 。
( 3) 对于( 2) 中最后选择的资源 j, 比较两个个
体在该资源上的现有任务量与 Lj 差的绝对值 , 对于
差的绝对值比较大的那个个体 ( 如果差一样 , 随机
选择其中一个 , 因为步骤 ( 2) 中已经判断了任务的
不同) , 把资源 j 上的分配的任务置为未分配状态,
把另外一个个体资源 j 上所分配的任务分配到这个
个体的资源 j 上, 再把先前置为未分配的任务按照
算法 2 中的第一种方法进行分配。这样就生成一个
新个体。
( 4) 完成。按照算法 3 的方式进行交叉, 可以保
留优秀个体某个资源上的全体任务分配 , 而不仅仅
是某个单一任务的分配。对于一个资源 j 来说, 分配
在它上面的任务总量与 Lj 的差越小, 该资源的分配
方式就越有可能是任务完成时间最小的个体上的
资源 j 的任务分配方式, 因此保留某个资源的分配
方式有利于更优秀个体的产生。
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未分配, 再用算法 2 对该任务进行分配。
3.5 个体的选择
在进行个体交叉之前 , 要选择适当的个体 , 个
体的选择方法很多 , 有轮盘赌选择方法[4]、随机遍历
抽样选择[4]等。我们采用两种方式来计算个体适应





源上分配任务需要执行的时间与 t 之间差 的 绝 对
值 , 这个差的绝对值越小 , 就认为这个资源的任务
分配量越合理 , 该资源分配就越优秀。对于每个个
体中的所有资源 , 按照资源的优秀程度进行排序 ,
剔除掉 p·n 个优秀程度较低的资源 , 把余下的资源
加入到集合 S 中来 , 其中 p 为给定的百分比 , 这里
取 p=5%。用 Ttj 来代表在资源 j 上执行分配任务的
完成时间 , 对于 S 集合中的资源 , 我们计算完成时
间与 t 之间的均方差 Ar: Ar= j
!(Ttj- t)2
N" , j∈s, N
为集合 S 中资源个数。
我们用 Ar 值的大小来反映适应值的大小 , Ar













( 1) 用算法 2 的方法产生一些初始个体, 加入
到初始种群。
( 2) 在当前种群中随机加入一些用算法 2 产生
的个体 , 用算法 3 的方法进行交叉 , 按概率选择一
些个体用 3.4 节中描述的方式进行变异, 把新生成
的个体加入当前种群。
( 3) 用 3.5 中描述的两种方法对种群中的个体
进行选择, 在种群中删去没被选中的个体。
( 4) 判断是否满足算法设定的终止条件, 如果










算法在种群规模为 100, 任务数量 1000, 资源个数
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运算性能。初步有如下结论: ( 1) 如果基地址落入同
一节点并且向量步长相互之间差距少则向量分布
较均匀, 向量操作涉及的节点少 , 产生的通信量少 ,
同时每次 V- Parcel 操作引起的计算多, 提高了计算
性能 , 隐藏了多数通信时间 , 可获得较好的加速比;
( 2) 虽然基地址落入同一节点但向量步长差距大 ,
使向量元素跨节点分布广 , 导致每个节点向量元素
片段所含的连续元素少 , 降低了重叠度 , 无法充分
利用数据并行性 , 并且容易发生频繁的数据通信 ,
从而使计算时间增长; ( 3) 基地址落入不同节点并
且向量步长差距大 , 使向量元素分布稀疏 , 节点间
通信增多 , 多数计算无法重叠进行 , 使运算性能恶
化。
5 结束语
提出的 V- Parcel Splitting 通信机制能够根据向
量指令中向量元素分布情况 , 在指令级动态判定是
否进行向量操作传递。通过 V- Parcel Splitting 使原
本远程数据访问变为局部访问、远程计算变为本地
计算 , 有效降低了向量指令运算时的数据通信量 ,
提高了运算并行度。
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