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Abstract
Dynamic Movement Primitives (DMPs) is a framework for learning a point-to-point trajectory from a demonstra-
tion. Despite being widely used, DMPs still present some shortcomings that may limit their usage in real robotic
applications. Firstly, at the state of the art, mainly Gaussian basis functions have been used to perform function
approximation. Secondly, the adaptation of the trajectory generated by the DMP heavily depends on the choice of hy-
perparameters and the new desired goal position. Lastly, DMPs are a framework for ‘one-shot learning’, meaning that
they are constrained to learn from a unique demonstration. In this work, we present and motivate a new set of basis
functions to be used in the learning process, showing their ability to accurately approximate functions while having
both analytical and numerical advantages w.r.t. Gaussian basis functions. Then, we show how to use the invariance of
DMPs w.r.t. affine transformations in order to make the generalization of the trajectory robust against both the choice
of hyperparameters and new goal position, performing both synthetic tests and experiments with real robots to show
this increased robustness. Finally, we propose an algorithm to extract a common behavior from multiple observations,
validating it both on a synthetic dataset and on a dataset obtained by performing a task on a real robot.
Keywords: Learning from Demonstrations, Motion and Path Planning, Kinematics, Dynamic Movement Primitives.
1. Introduction
The recent improvements in robot dexterity have
given rise to increasing attention to Learning from
Demonstration (LfD) approaches to make robots faith-
fully mimic human motions.
Dynamic Movement Primitive (DMP) [1, 2, 3, 4] is
one of the most used frameworks for trajectory learn-
ing from a single demonstration. They are based on a
system of second-order Ordinary Differential Equations
(ODEs), in which a forcing term can be “learned” to en-
code the desired trajectory. This approach has already
been proven effective in teaching a robot how to perform
some human task as, for instance, (table) tennis swing
[1, 5], to play drums [6], and to write [7, 8]. The frame-
work of DMPs has been shown to be flexible and robust
enough to allow learning sensory experience [9, 10, 11],
handling obstacle avoidance [12, 13, 14], describing bi-
manual tasks [15], learning orientations [16, 17], and
working in scenarios with human-robot interaction [18].
Despite their wide use, DMPs approach has still some
shortcoming that needs to be fixed to obtain a more ro-
bust framework.
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In this work, we discuss three aspects of DMPs, and
propose modifications that guarantee a more robust im-
plementation of the framework. In more detail, we dis-
cuss different classes of basis functions to be used in-
stead of the Gaussian radial basis functions. Then we
show how to exploit invariance of DMPs with respect to
particular transformations in order to make the gener-
alization of the learned trajectory more robust. Finally,
we present an algorithm to learn a unique DMP from
multiple observations without the need to rely on prob-
abilistic approaches or additional parameters.
The work is organized as follows. In Section 2 we
review the two classical formulations of DMPs, empha-
sizing their shortcomings. In Section 3 we review mul-
tiple classes of basis functions and introduce a new one,
which has both the desirable properties of being smooth
and compactly supported. We then test and compare
various numerical aspects of all the sets of basis func-
tions presented, showing that our proposed one gives
rise to a more numerically stable optimization problem.
In Section 4 we show how to generalize the DMPs to
any new starting and goal positions by exploiting the
invariance property of DMPs under affine transforma-
tions. In Section 5 we present and test a novel algo-
rithm to learn a unique DMP from a set of observations.
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Lastly, in Section 6 we present the conclusions.
Our implementation of DMPs, written in Python
3.6, is available at the link https://github.com/
mginesi/dmp_pp. Together with the implementation
of DMPs and our extensions, the repository contains the
scripts to run all the tests presented in Sections 3.2, 4.2,
and 5.2, together with the tests that are mentioned but
not shown.
2. Dynamic Movement Primitives: an Overview
DMPs are used to model both periodic and discrete
movements [1, 2, 3]. However, in this work, we will fo-
cus on the latter.
They consist of a system of second-order ODEs (one for
each dimension of the ambient space) of mass-spring-
damper type with a forcing term. DMPs aim to model
the forcing term in such a way to be able to general-
ize the trajectory to new start and goal positions while
maintaining the shape of the learned trajectory.
The one-dimensional formulation of DMPs is:{
τv˙ = K(g − x) − Dv + (g − x0) f (s) (1a)
τx˙ = v (1b)
where x, v ∈ R are, respectively, position and velocity
of a prescribed point of the system. x0 ∈ R is the initial
position, while g ∈ R is the goal. Constants K,D ∈ R+
are, respectively, the spring and damping terms, chosen
in such a way that the associated homogeneous system
is critically damped: D = 2
√
K. Parameter τ ∈ R+ is
a temporal scaling factor, and f is a real-valued, non-
linear forcing (also called perturbation) term. s ∈ (0, 1]
is a re-parametrization of time t ∈ [0,T ], governed by
the so-called canonical system:
τs˙ = −αs. (2)
α ∈ R+ determines the exponential decay of canonical
system (2). The initial value is set to s(0) = 1.
The forcing term f in (1a) is written in terms of basis
functions as
f (s) =
∑N
i=0 ωi ψi(s)∑N
i=0 ψi(s)
s, (3)
where
ψi(s) = exp
(
−hi (s − ci)2
)
(4)
are Gaussian basis functions with centers ci and widths
hi defined respectively as:
ci = exp
(
−α i T
N
)
, i = 0, 1, . . . ,N, (5)
and
hi =
1
(ci+1 − ci)2 , i = 0, 1, . . . ,N − 1,
hN = hN−1.
(6)
The learning process focuses on the computation of the
weights ωi ∈ R that best approximate the desired forc-
ing term, obtained by solving (1a) for f . In details, the
vector ω = [ω0, ω1, . . . , ωN]T can be computed by solv-
ing the linear system
Aω = b, (7)
where A = [ahk] is a (N+1)×(N+1) matrix and b = [bh]
is a vector in RN+1 with components
ahk =
∫ s(T )
s(0)
ψh(s)ψk(s)(∑N
i=0 ψi(s)
)2 s2 ds, (8)
bh =
∫ s(T )
s(0)
ψh(s)∑N
i=0 ψi(s)
f (s) s ds.
When dealing with d-dimensional trajectories, we
make d decoupled copies of system (1), obtaining the
following vector formulation:{
τv˙ = K(g − x) − Dv + (g − x0)  f(s) (9a)
τx˙ = v (9b)
where x, v, g, x0, f(s) ∈ Rd, K,D ∈ Rd×d are diagonal
matrices, so to maintain each direction decoupled from
the others. The operator  denotes the component-wise
multiplication: given v = [vi],w = [wi] ∈ Rd, we define
v  w = [viwi]i.
Thanks to the decoupling of the system, the forcing term
can be learned direction by direction.
Three main drawbacks characterize DMP formula-
tion (9) (see [13]). Firstly, if in any direction the goal
position coincides with the starting position, g = x0, the
perturbation term f clearly does not contribute to the
evolution of the dynamical system. Secondly, if g − x0
is “small” the scaling of the perturbation term f by the
quantity g−x0 may produce unexpected (and undesired)
behaviors. Finally, if the scaling factor g − x0 changes
sign from the learned trajectory to the new one, the tra-
jectory will result mirrored.
In Figure 1 we present an example similar to that in Fig-
ure 2 of [13] to show the aforementioned drawbacks.
In both tests, the vertical component of the difference
g − x0 is quite small: (g − x0)|2 = 115 ≈ 0.0667. Fig-
ure 1a shows that even a slight change in goal position
results in a complete different trajectory when using for-
mulation (1). Figure 1b, instead, shows the ‘mirror-
ing’ problem. In this case, the vertical component of
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Figure 1: Comparison between DMPs’ formulation (9) and (10). In
both plot the blue solid line shows the learned trajectory. The dot
and star mark, respectively, the new initial position x0 (which, for
simplicity, in this example is kept the same as the learned one) and
new goal position g. The black dotted line shows the generalization to
the new goal using DMP formulation (9), while the dashed green line
shows the generalization using formulation (10). The grid is plotted
to emphasize that in Figure 1b the vertical component of the new goal
position is of opposite sign than the learned one.
g − x0 changes sign from the learned to the new exe-
cution. Thus, the trajectory results mirrored w.r.t. the
horizontal axis x2 = 0.
To overcome these disadvantages, the following for-
mulation was proposed in [12, 19, 13]:
{
τv˙ = K(g − x) − Dv −K(g − x0)s + Kf(s) (10a)
τx˙ = v (10b)
where the evolution of s is still described by the canon-
ical system (2), and the forcing term is still written as in
(3).
By removing the scaling term g− x0 from the forcing
term f, this new formulation solves the aforementioned
problems of (1), as it can be seen in Figure 1. However,
(10) still presents an important drawback: the general-
ization to different spatial scales is not always feasible
since the forcing term does not have any dependence on
the relative position between starting and ending points.
We will discuss the details of this aspect in Section 4,
when presenting our proposed modifications to solve
this drawback.
3. New Set of Basis Functions
A change of the set of basis functions is motivated
by the fact that a desirable property of basis functions
is to be compactly supported [8] since compactly sup-
ported basis functions provide an easier update of the
learned trajectory. Indeed, if only a portion of the tra-
jectory has to be modified, only a subset of the weights
need to be re-computed. Moreover, while with Gaussian
basis functions the forcing term never vanishes, com-
pactly supported basis functions allow the forcing term
to be zero outside the support, thus providing a faster
convergence to the goal position.
In [8] the authors proposed to use truncated Gaussian
basis functions:
ψ˜i(s) =
exp
(
− hi2 (s − ci)2
)
, if s − ci ≤ θi
0 otherwise
, (11)
where ci and hi are defined as in (5) and (6) respectively,
and θi = K/
√
hi. Unfortunately, this approach has two
main drawbacks. Firstly, a discontinuity is introduced at
the truncation points θi, which may produce unexpected
behaviors. Secondly, in order to work properly, this ap-
proach requires the introduction of biases terms in (3),
which now reads
f (s) =
∑N
i=0(ωis + βi) ψ˜i(s)∑N
i=0 ψ˜i(s)
, (12)
thus doubling the number of parameters that need to be
learned (a weight ωi and a bias βi for each basis func-
tion), and increasing the overall computational cost.
Finally, we remark that these basis functions are not
compactly supported since their support is an interval
(−∞, L] with L ∈ R. Moreover, since the truncation
point is at the “right” in s (i.e. ψ˜i(s) ≡ 0 when s is
above a certain quantity), and s is a decreasing function
in t, we remark that these basis functions never vanish
as t → ∞.
In this part, we propose a new set of basis functions
that improves the truncated Gaussian basis functions
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(11). Indeed, our proposed set contains compactly sup-
ported basis functions, which then vanish in both direc-
tions. Moreover, since no truncation (and, thus, discon-
tinuities) are introduced, there is not the need of dou-
bling the number of parameters, and our formulation
will require the learning of only the weights ωi in (3).
We will also show that our proposed set of basis func-
tions results in a minimization problem that is both nu-
merically more stable and faster to solve.
3.1. Mollifier-like and Wendland’s Basis Functions
In this work, we propose a new set of basis functions
which are both smooth and compactly supported.
Consider the mollifier ϕ : R→ R defined as
ϕ(x) =
 1In exp
(
− 11−|x|2
)
if |x| < 1
0 otherwise
, (13)
where In is set so that
∫
R ϕ(x) dx = 1. Function ϕ is
smooth and compactly supported (its support is the in-
terval [−1, 1]).
It is then natural to define the set of mollifier-like basis
functions {ϕi(s)}i=0,1,...,N given by
ϕi(s) =
exp
(
− 1
1−|ai(s−ci)|2
)
if |ai(s − ci)| < 1
0 otherwise
(14)
where, given the centers ci as in (5), we define the
widths ai as
ai = 1ci−ci−1 , i = 1, 2, . . . ,N,
a0 = a1.
(15)
The usual normalization term In in (13) is omitted since
it does not enter our approach.
In Figure 2 we plot an example of mollifier-like func-
tions both as function of s and of t. We remark that the
basis functions are equispaced in t. Moreover, since s
is a strictly decreasing function of t, their order changes
from s to t (the first basis function in s is the last in t
and vice versa), as it was for the Gaussian basis func-
tions used so far in the literature.
Other well known regular (see Table 1 for details on
the regularity) and compactly supported basis functions
are Wendland’s functions [20, 21]. In Section 3.2 we
test the following Wendland’s basis function (where the
operator (·)+ denotes the positive part function: (x)+ =
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s
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Figure 2: Plot of mollifier-like basis functions as defined in (14). In
this example N = 9, α = 4 and T = 1. The first plot shows the
basis functions as function of s, while the second plot shows them as
functions of time t.
max{0, x}):
φ(2)i (r) = (1 − r)2+, (16a)
φ(3)i (r) = (1 − r)3+, (16b)
φ(4)i (r) = (1 − r)4+(4r + 1), (16c)
φ(5)i (r) = (1 − r)5+(5r + 1), (16d)
φ(6)i (r) = (1 − r)6+(35r2 + 18r + 3), (16e)
φ(7)i (r) = (1 − r)7+(16r2 + 7r + 1), (16f)
φ(8)i (r) = (1 − r)8+(32r3 + 25r2 + 8r + 1). (16g)
where ci are the centers as in (5) and ai are the widths
as in (15), and we defined r in (16) as r = |ai(s − ci)|.
In Table 1 we summarize the properties of the ba-
sis functions we presented in this section. As can be
seen, mollifier-like basis functions are the only ones be-
ing both smooth and compactly supported.
3.2. Results
We now investigate the goodness of the approxima-
tions obtained using the various examples of basis func-
tions we introduced. In particular, we test both the clas-
sical (4) and the truncated (11) Gaussian basis func-
tions, the mollifier-like basis functions (14), and the
Wendland’s functions (16). We test two numerical as-
pects: in Section 3.2.1 the approximation error on a par-
ticular target function, and in Section 3.2.2 the condition
number of matrix A in (7).
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Table 1: Summary of the properties (regularity and support compactness) of the different sets of basis functions presented in Section 3. Bold font
is used to mark the more desirable properties (smoothness and compact support).
Function Regularity Compactly Supported
Gaussian ψi(s)(·) Cω(R) No
Truncated Gaussian ψ˜i(s)(·) Discontinuous No
Mollifier-like ϕi(s)(·) C∞(R) Yes
Wendland
φ(2)(·) C0(R) Yes
φ(3)(·) C0(R) Yes
φ(4)(·) C2(R) Yes
φ(5)(·) C2(R) Yes
φ(6)(·) C4(R) Yes
φ(7)(·) C4(R) Yes
φ(8)(·) C6(R) Yes
3.2.1. Numerical Accuracy.
We test the accuracy of the approximation of the fol-
lowing function:
η(t) = t2 cos(pi t), t ∈ [0, 1]. (17)
Figure 3 shows the approximation error, measured
w.r.t. the L2-norm, both w.r.t. the number of basis func-
tions (Figure 3a), and w.r.t. the number of parameters
that need to be learned (Figure 3b). We recall that for
truncated Gaussian basis functions the number of pa-
rameters is double the number of basis functions since
every basis function requires one weight and one bias
term. On the other hand, for all other classes of basis
functions, the number of parameters coincide with the
number of basis functions, since for each basis function
only one parameter (the weight) has to be computed.
The plot shows that truncated Gaussian functions (11)
work properly only using the biased formulation (de-
noted by ψ˜B in the legend) for the forcing term (12) ,
which means that given N basis functions we are solving
a 2N-length linear system when computing the weights
and the biases. On the other hand, when using the unbi-
ased formulation (3) (denoted by ψ˜U in the legend) the
approximant does not converge to the desired forcing
term.
We observe that when comparing the error w.r.t. the
number of basis functions, the error obtained by using
truncated Gaussian basis functions is comparable to the
error done using classical Gaussian basis functions. On
the other hand, when comparing the error w.r.t. the
number of parameters that have to be computed, trun-
cated Gaussian basis functions approximate worse than
mollifier basis functions when the number of parame-
ters is below 60. Usually, in the applications, no more
than fifty basis functions are used. For this particular
value and target function, mollifier-like basis functions
and truncated Gaussian have almost identical approxi-
mation error. However, we remark that these results de-
pend on the particular choice of the target function η in
(17), and that different target functions may give differ-
ent results. Tests performed with different target func-
tions show similar results: classical Gaussian functions
remain the best approximator, while truncated Gaussian
and mollifier-like give similar approximation accuracy
and usually work better than Wendland functions.
We tested classical Gaussians, Wendland, and
mollifier-like basis functions also using the biased for-
mulation (12), without noticing any difference in the
goodness of the approximation.
3.2.2. Condition Number.
We now discuss the numerical accuracy of the min-
imization problem (7) used to compute the weights ωi
in (3). To do so, we investigate the condition number of
matrix A, cond(A) def= ‖A‖ ‖A−1‖, in (7). The importance
of this test is given from the fact that when one solves
numerically a linear system, the approximation error is
directly proportional to the condition number (for fur-
ther details, see Appendix A).
In this test, we do not consider truncated Gaussian basis
functions since, in this case, the components A,b of the
linear problem (7) have different formulations, having
to learn both the weights and the biases.
Figure 4 shows that the condition number cond(A) of
matrix A increases faster for Gaussian basis functions,
while the compactly supported basis functions show a
slower increase. Moreover, even with only ten basis
functions, the condition number obtained with Gaussian
basis functions is significantly bigger than any com-
pactly supported basis function. This means that solv-
ing the minimization problem (7) using Gaussian basis
functions results in a more severe numerical cancella-
tion error than mollifier-like or Wendland’s functions.
The lower condition number can be explained by the
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Figure 3: Plot of the L2 error done by approximating the hat function (17). First plot shows the error w.r.t. the number of basis functions, while
second plot shows the error w.r.t. the number of parameters that has to be learned. Truncated Gaussian basis functions are tested both using the
(classical) unbiased formulation (3) and the biased one (12). These two different approaches are denoted respectively by ψ˜U and ψ˜B in the legend.
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Figure 4: Condition number of the matrix A with elements ahk defined
in (26) w.r.t. the number of basis functions.
fact that mollifier-like and Wendland’s basis functions
are compactly supported, and then the resulting ma-
trix A will have many off-diagonal components equal
to zero, as it can be seen in the sparsity pattern shown
in Figure 5. On the other hand, when one uses Gaus-
sian basis functions, all the components of A are non-
zero, since ψi(s) > 0,∀s ∈ R. Thus, A is a full matrix
when using Gaussian basis functions, while it is a sparse
n−diagonal matrix when using compactly supported ba-
sis functions; and, in general, full matrices have a bigger
condition number than sparse n−diagonal ones.
Moreover, solving a sparse linear system is faster than
solving a full one, since fewer operations have to be per-
formed.
We remark that convergence shown in Figure 3 is
done on a particular choice of the target function. The
0 20 40 60 80 100 120
0
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120
Figure 5: Sparsity pattern of matrix A with elements ahk defined in
(8) in the case of N = 27 = 128 using mollifier-like basis functions.
convergence error may differ depending on the forcing
term that needs to be approximated, and various basis
functions should be tested to choose the best one for the
particular case. However, we stress that the condition
number shown in Figure 4 does not depend on the tar-
get function, but only on the choice of basis functions.
3.3. General Considerations
The tests performed in Section 3.2.1 and 3.2.2 show
that mollifier basis functions (14) are the best aproxima-
tors among all the compactly supported basis functions
introduced in Section 3.1. Moreover, their accuracy as
approximator is comparable to the truncated basis func-
tions (11) introduced by [8]. However, we remark that
this accuracy depends on the target function and that by
changing this, the result may vary. On the other hand,
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the usage of mollifier basis functions (14) results in a
numerically more stable linear problem when perform-
ing the learning phase, and the fact that the resulting
matrix is sparse results also in a computationally faster-
to-solve problem.
The usage of compactly supported basis functions
gives a faster convergence of the DMP system to the
goal position since the resulting forcing term is null af-
ter a finite amount of time, f (s(t)) = 0,∀t > T?. This is
not true for (both classical and truncated) Gaussian basis
functions (4), (11). Indeed, the support of the classical
Gaussian basis functions is the whole real line R; while
the support for truncated Gaussian functions is an inter-
val (−∞, L], L ∈ R in s, which is an interval [L′,+∞),
L′ ∈ R in t.
Finally, in [8] was pointed out that if only a por-
tion of the trajectory has to be re-learned, only a sub-
set of weights has to be re-computed. To be more pre-
cise, assume that a desired trajectory γ(t) has to be up-
dated in the time interval [t0, t1] ⊂ [0,T ]. Then, not all
the weights ωi have to be re-computed, but only those
whose basis function satisfy (where the support has to
be intended on the values of t and not s)
supp(ϕi) ∩ [t0, t1] , ∅.
From this, it is easy to notice that for classical Gaussian
basis functions this means that all weights have to be
re-computed, since their support is the whole real line
R: supp(ψi) = R. For compactly supported basis func-
tions, this intersection will be usually smaller than the
whole set of indexes {0, 1, . . . ,N}, and it will depends
only on the length t1 − t0 of the interval. On the other
hand, in the case of truncated Gaussian basis functions,
the set of weights to update will depend not only on the
length of the interval, but also on the ‘position’ of it.
For instance, if the last part of the trajectory has to be
updated, i.e. [t0, t1] = [t0,T ], all the weights must be
updated since T ∈ supp(ψ˜i) for any i = 0, 1, . . . ,N and
any t0 < T .
Thus, in general, when a trajectory has to be updated,
the number of weights to update will be less when using
compactly supported basis functions than using trun-
cated Gaussian.
In summary, we showed that mollifier basis functions
(14) are good approximators and result in numerically
more stable and faster linear problem to solve. More-
over, they ensure that the forcing term is null after a
finite amount of time. Finally, when a trajectory has to
be updated, a limited number of weights has to be re-
computed. For these reasons, we argue that this new set
of basis functions may become the new standard when
using DMPs, given all the improvements it gives.
4. Invariance Under Invertible Linear Transforma-
tions
Invariance under translations of DMPs formulations
(1) and (10) is straightforward. Indeed, by changing the
initial position from x0 to x′0, and by considering, in-
stead of g, the new goal position g′ = g + (x′0 − x0), the
whole trajectory is translated by a quantity x′0 − x0.
DMPs are able to adapt to small changes of the rela-
tive position between goal and start, g − x0; however,
the robustness of DMPs w.r.t big changes of the Eu-
clidean norm of g − x0 heavily depends on the choice
of the hyperparameters K,D in (10) and α in (2) (see,
for instance, the tests performed in Figures 6, 7). Gen-
eralization to arbitrary changes of quantity g−x0 can be
achieved by exploiting the invariance property of equa-
tions (10) w.r.t. (invertible) affine transformations, see
[13]. At the best of the authors’ knowledge, this well-
known property has never been exploited in order to
make DMPs globally robust w.r.t. arbitrary changes of
g − x0.
The invariance of (10) can be easily proven (see [13]).
Consider the invertible transformation matrix S ∈ Rd×d.
By substituting
x′ = Sx, v′ = Sv, x′0 = Sx0,
g′ = Sg, K′ = SKS−1, D′ = SDS−1,
(18)
in (10) we obtain the transformation law of the forcing
term
f′ = Sf. (19)
Thus, if we want to generate a new trajectory Sx, it is
sufficient to apply the transformations in (18) and (19)
to (10). We remark that if the elastic and damping terms
are the same for each direction, then K and D are multi-
ple of the identity matrix and thus K = K′ and D = D′.
4.1. Invariance Under Roto-Dilatation
A case of particular interest is when S in (18), (19)
represents a roto-dilatation.
Consider a trajectory which is learned together with the
relative position between the goal and the starting point,
i.e. the vector g − x0; and a new trajectory, with starting
and ending points x′0 and g
′ respectively has to be repro-
duced.
We first compute the rotation matrix Rĝ
′−x′0
ĝ−x0 , which maps
the unit vector ĝ − x0 to ĝ′ − x′0, where operator ·̂ de-
notes the normalization: v̂ def= v/‖v‖. Rotation matrix
Rĝ
′−x′0
ĝ−x0 can be computed using the algorithm presented
in [22].
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Figure 6: Different behaviors obtained when changing the goal position. The desired curve is given by (21). In all four plots, the desired curved
is plotted using the dashed line. The execution of extended DMP is shown by the full line for α = 4, and by the dotted line for α = 1 (in all these
experiments, they overlap). The execution of classical DMPs are marked with the dash-dotted line when α = 4, and with the one dash three dots
line when α is set to 1. The dot and star mark, respectively, the desired starting and goal positions x0 and g. The stars trial in Figure 6d shows the
movement of the goal.
After performing the rotation, we perform a dilatation of
‖g′ − x′0‖/‖g − x0‖ obtaining the transformation matrix
S =
∥∥∥g′ − x′0∥∥∥
‖g − x0‖ R
ĝ′−x′0
ĝ−x0 . (20)
Therefore, when a learned DMP has to be used to gen-
erate a new trajectory, characterized by the parameters
x′0 and g
′, we compute the matrix S as in (20), and then
the quantities K′, D′, and f′ as in (18) and (19).
This approach can be used even if the goal position
changes with time during the execution of the trajectory
simply by updating the matrix S at each time. This, in
particular, means that S depends on time. In Section 4.2
we will test this approach both for static and moving
goal positions.
We remark that this method cannot be performed
when starting and ending points coincide: x0 = g, since
the matrix S in (20) would result in a null matrix, S = 0.
However, in such cases, one should use rhythmic (or
periodic) DMPs instead of discrete ones, which are be-
yond the scope of this paper.
Remark 1. The choice to use a roto-dilatation as the
transformation matrix S is not a unique possibility.
Indeed, any invertible matrix can be used. For ex-
ample, if we write S as the diagonal matrix S =
diag(s1, s2, . . . , sd) in which each component of the di-
agonal is defined as (assuming that the learned goal and
starting positions differ in each component)
si =
g′i − x′0 i
gi − x0 i , i = 1, 2, . . . , d,
we would obtain a formulation similar to (9), in which
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Figure 7: Different behaviors obtained when changing the goal position. The desired curve is given by (22). In all four plots, the desired curved
is plotted using the dashed line. The execution of extended DMP is shown by the full line for K = 1000, and by the dotted line for K = 100 (in
Figures 7a–7c, they overlap). The execution of classical DMPs are marked with the dash-dotted line when K = 1000, and with the one dash three
dots line when K is set to 100. The dot and star mark, respectively, the desired starting and goal positions x0 and g. The stars trial in Figure 7d
shows the movement of the goal.
each direction is scaled by g − x0.
Remark 2. Choosing roto-dilatation has the advantage
that the evaluation of the inverse transformation does
not require numerically inverting the matrix. Indeed,
since the matrix S of the transformation can be written
as a non-zero scalar value multiplied by an orthogonal
matrix
S = aR, a ∈ R \ {0}, R ∈ Rd×d, R−1 = RT,
where R is the rotation matrix, the inverse is simply
S−1 =
1
a
R−1 =
1
a
RT.
Thanks to this property, the computation of the inverse
matrix S−1 in (18) can be performed efficiently (since
transposing a matrix is faster than inverting one).
4.2. Results
4.2.1. Synthetic Tests.
We investigate the robustness gain ensured by the in-
variance property under rotation and dilatation of the
reference system by considering two examples in which
a trajectory is learned and then executed changing the
relative position between goal and starting point g − x0.
In these tests, we do not change x0 since DMPs are na-
tively translational invariant. We compare the different
behaviors obtained with and without the scaling term S
defined in (20).1 For all the tests presented in this Sec-
tion, we use mollifier-like basis functions (14). How-
1 We will not compare the results with the original DMPs (9) since
the drawbacks of such formulation have already been discussed in the
literature [12, 13, 19].
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ever, we remark that tests done with other classes of ba-
sis functions give similar results.
In the following, we refer to classical DMPs when
talking about the implementation without exploiting the
invariance property. Similarly, we refer to extended
DMPs when talking about the implementation we intro-
duced in Section 4.1, in which the invariance property
is exploited by using, as linear invertible transformation,
the roto-dilatation defined in (20).
In the first simulation, we generate the desired curve
in the plane:
x(t) =
(
t, sin2(t)
)
, t ∈ [0, pi]. (21)
Then we perform the learning step to compute the
weights ωi, and we test the generalization properties of
DMPs by changing in different manners the goal posi-
tion (both in a static and a dynamic way). All tests are
executed using both classical and extended DMPs.
We performed these tests with elastic term K = 1000,
and damping term D = 2
√
1000 ≈ 63.25 for both direc-
tions x1 and x2, that is K = KI2 and D = DI2, being I2
the 2 × 2 identity matrix. We test the generalization by
using two different values of α in the canonical system
(2), α = 4 and α = 1. Figure 6 shows the results of our
tests.
In the second simulation, the desired curve is:
x(t) =
(
t2 cos(t), t sin(t)
)
, t ∈ [0, 2pi]. (22)
Also in this case we test the generalization properties
of both classical DMPs and extended DMPs when the
relative position g − x0 is changed. The main different
is that in this second test (see Figure 7) we set α = 4,
and we use two different values for K (and, thus, for
D). Indeed, we set K = KI and set K to assume value
1000 and 100. In both cases, the damping term is set to
D =
√
K I2.
The tests show how extended DMPs are more robust
than the classical DMP formulation since the trajecto-
ries generated by taking advantage of the invariance
property have a shape that closely resembles the learned
trajectory, while classical DMPs may generate trajecto-
ries that do not resemble the learned behavior. More-
over, we notice that the goodness of the generalization
of classical DMPs heavily depends on the choice of the
parameters. For instance, in the cases of dilatation and
moving goal for (21), they generalize well when α = 4,
but fails when α = 1 (see Figure 6b and 6d). Similarly,
we observe that the generalization of classical DMPs
heavily depends also on the choice of parameter K (and,
consequently, D). For instance, Figure 7d shows that the
(a) Panda setup. (b) daVinci setup.
Figure 8: Setups of the Peg & Ring task.
trajectories are different, even if the change in goal po-
sition is the same. On the other hand, we see that the
generalization of the trajectory is robust against the par-
ticular choice of hyperparameters when using extended
DMPs. Indeed, in almost all our tests, the generaliza-
tions obtained by extended DMPs completely overlap
when changing the goal position. The only case in
which there is an actual difference, even if hardly no-
ticeable, is for the test in Figure 7d. This is due to two
factors: the scaling matrix S depends explicitly on time
(since g is moving), and different values for K influ-
ence the un-perturbed evolution of dynamical system
(10). On the other hand, we observe that, in the case
presented in 6d, there is no difference between the two
trajectories, even if S depends on time because the un-
perturbed evolution of the system is not influenced by
the change of α.
4.2.2. Test on Real Robots.
On a real setup, we test our new formulation by per-
forming a task on a 7 DoF industrial manipulator, a
Panda robot from Franka Emika shown in Figure 8a,
and by using the learned behavior to execute the same
task on a da Vinci surgical robot from Intuitive, shown
in Figure 8b. The Peg & Ring task consists of grabbing,
one at a time, four colored rings and moving them to
the same-colored peg. The task consists of two ges-
tures, namely move, in which the end-effector has to
reach the ring, and carry, in which the ring is moved
toward the peg. During the learning phase, we learn a
3−dimensional DMP for both gestures, on the Panda,
via kinesthetic teaching. Then, the learned DMPs are
used to generate the trajectories on the da Vinci in order
to execute the task. As it is shown in Figure 9 for the
move gesture, the DMP is able to generalize to a very
different length-scale, while maintaining a shape similar
to the learned behavior, effectively permitting to transfer
movement from the industrial manipulator to the surgi-
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Figure 9: Generalization fo DMPs between the learned trajectory on the Panda (dashed blue line) and the executed trajectory on the daVinci surgical
robot.
cal robot.
5. Learning from Multiple Trajectories
DMPs have been used to learn trajectories from a sin-
gle demonstration, because a set of demonstrated trajec-
tories, in general, does not have the same starting and
ending points, making the learning phase highly non-
trivial.
So-called Stylistic DMPs [5, 23] were developed to
learn from multiple demonstrations by introducing an
additional variable, called style parameter, and by mak-
ing the execution dependent on this new variable. This
approach is useful when the “style” is needed to de-
scribe a trajectory (for instance, the trajectory may de-
pend on the height of an obstacle). However, when the
style is not an issue, this approach introduces additional
and undesired variables that increase the complexity of
the problem.
5.1. Linear Regression Over Aligned DMPs
We propose a technique that allows to extract a
unique set of weights wi ∈ Rd, i = 0, 1, . . . ,N, from
a set of multiple observations as a single linear regres-
sion problem.
We consider a set of M demonstrated trajectories
{x( j)(t)}Mj=1. Using the technique introduced in Sec-
tion 4.1 we transform each trajectory in such a way
that all the starting and ending points are the same.
We choose x0 = 0 and g = 1, but we emphasize
that any choice satisfying x0 , g would give the same
results. We compute the roto-dilatation matrices, for
j = 1, 2, . . . ,M,
S( j) =
‖1 − 0‖∥∥∥x( j)(t f ) − x( j)(t0)∥∥∥ R1̂−0̂x( j)(t f )−x( j)(t0), (23)
and use these matrices to create the new set of trans-
formed trajectories {xˇ( j)(t) = S( j)x( j)(t)} j=1,2,...,M .
Next, we perform a time scaling, so that each curve has
[0,T ] as time domain, for a given T > 0. This step is
done as follows: let t0 and t1 be the initial and final time
of a given curve xˇ( j)(t). The new parametrization of the
curve is then
x˜( j)(t) = xˇ( j)
(
T (t − t0)
t1 − t0
)
. (24)
From these two step, we obtain a new set of ‘trans-
formed’ curves {x˜( j)(t)}Mj=1, each with time domain
[0,T ], and 0 and 1 as starting and ending points respec-
tively.
Equation (10a) allows to compute the set of forcing
terms {f( j)(s)} j=1,2,...,M , and then we are able to com-
pute the set of weights {wi}i=0,1,...,N that minimizes the
sum of the squared errors (w.r.t. the L2-norm) between
the function generated using (3) and the forcing terms
f( j)(s), j = 1, 2, . . . ,M.
For this purpose, we decompose the problem in each
independent directions. For each direction p =
11
1, 2, . . . , d, we look for the weight vector ω? =
[ω?0 , ω
?
1 , . . . , ω
?
N]
T ∈ RN+1 satisfying
ω? = arg min
ω∈RN+1
M∑
j=1
∥∥∥∥∥∥
∑N
i=0 ωiϕi(s)∑N
i=0 ϕi(s)
s − f ( j)(s)
∥∥∥∥∥∥
2
2︸                                 ︷︷                                 ︸
F(ω)
,
where f ( j)(s) denotes the p-th component of f( j)(s).
The existence and uniqueness of a minimum for F is
guaranteed by its continuity and strict convexity. More-
over, since F is smooth, ω? is the vector that nullify
its gradient: ∇ωF(·)|ω? = 0. Let us denote with G
the gradient of F: G(·) .= ∇ωF(·) : RN+1 → RN+1.
Its h-th component, denoted by Gh is (recalling that
‖ζ(s)‖22 =
∫ s1
s0
(ζ(s))2 ds)
Gh(ω) =
∂F
∂ωh
(ω)
=
M∑
j=1
∫ s1
s0
2
∑Ni=0 ωiϕi(s)∑N
i=0 ϕi(s)
s − f ( j)(s)
 ϕh(s)∑N
i=0 ϕi(s)
s
 ds
Function Gh is linear in ω, thus the minimization prob-
lem can be written as a linear system:
Aω = b. (25)
The component in row h and column k of A, ahk, is, for
h, k ∈ {0, 1, . . . ,N},
ahk =
∂Gh
∂ωk
(ω)
=
M∑
j=1
∫ s1
s0
2
ϕh(s)ϕk(s)(∑N
i=0 ϕi(s)
)2 s2 ds
= 2M
∫ s1
s0
ϕh(s)ϕk(s)(∑N
i=0 ϕi(s)
)2 s2 ds, (26)
while the h-th component of the vector b, bh, is, for h =
0, 1, . . . ,N,
bh =
M∑
j=1
∫ s1
s0
2
ϕh(s)∑N
i=0 ϕi(s)
f ( j)(s) s ds. (27)
Using any quadrature formula (e.g. Simpson’s rule), the
integrals in equations (26) and (27) can be computed for
each h, k = 0, 1, . . . ,N giving matrix A and vector b of
(25). Thus, we can solve the linear problem and obtain
ω?. We recall that this procedure has to be reaped for
each direction p = 1, 2, . . . , d.
The algorithm to perform regression is summarized
in Algorithm 1.
Algorithm 1 Regression Over Multiple Demonstrations
Input: Set of desired trajectories {x( j)(t)} j=1,2,...,M , set of
basis functions {ϕi(s)}i=0,1,...,N , DMPs hyperparame-
ter K,D and α, final time T > 0;
Output: Set of weights {ω(p)}p for each direction p =
1, 2, . . . , d.
. Align the trajectories (both temporally and spa-
tially)
1: for j = 1, 2 . . . ,M do
2: Compute S( j) using (23)
3: Compute xˇ( j)(t) = S( j)x(t)
4: Compute x˜( j)(t) using (24)
5: end for
6: Evaluate the canonical system extrema s0 = 1, s1 =
e−αT
. Compute the matrix A = [ahk]h,k=0,1,...,N
7: for h = 0, 1, . . . ,N do
8: ahh = 2M
∫ s1
s0
ϕh(s)2
(∑Ni=0 ϕi(s))2 s2 ds
9: for k = h + 1, h + 2, . . . ,N do
10: ahk = 2M
∫ s1
s0
ϕh(s)ϕk(s)
(∑Ni=0 ϕi(s))2 s2 ds
11: akh = ahk
12: end for
13: end for
. For loop along the directions
14: for p = 1, 2, . . . , d do
15: For each trajectory x˜( j)(t) compute the forcing
term f ( j)(s) for direction p using (10a).
. Compute the vector b = [bh]h=0,1,...,N
16: for h = 0, 1, . . . ,N do
17: bh =
∑M
j=1
∫ s1
s0
2 ϕh(s)∑N
i=0 ϕi(s)
f ( j)(s) s ds
18: end for
19: Solve the minimization problem: Aω(p) = b
20: end for
Remark 3. Although we presented the algorithm using
mollifier-like basis functions {ϕi}i=0,1,...,N , this algorithm
works for any choice of the set of basis functions.
Remark 4. This approach does not encode information
about ‘styles’, differently from [23]. Thus, the gener-
alization of the DMP depends only on the starting and
goal positions x0 and g.
Remark 5. The presented method performs classical lin-
ear regression over a set of observed trajectories, and it
gives a non-probabilistic result, differently from other
approaches, such as Probabilistic Movement Primitives
[24] and Kernelized Movement Primitives [25], which
are purely probabilistic approaches.
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(b) Synthetic test after rescaling.
Figure 10: Tests for our proposed approach to perform DMPs learning from multiple trajectories. The trajectories are obtained by integrating (28)
with different initial conditions. In both plots the solid lines represent the demonstrated trajectories, while the dashed one is an execution of the
learned DMP. The tests are plotted both before (Figure 10a) and after (Figure 10b) the spatial scaling step. In Figure 10b, the dot represents the
initial position x0 = (0, 0), while the star marks the goal g = (1, 1).
5.2. Results
In this Section, we test the ability to learn from multi-
ple demonstrations in two ways: at first, we create a set
of trajectories {x( j)(t) = (x( j)1 (t), x( j)2 (t))} j by integrating
a known dynamical system; and secondly, we use the
trajectories obtained by the execution of a task by a 7
DoF Panda industrial manipulator by Franka Emika.
5.2.1. Synthetic Test.
For the test with synthetic data, we generate the tra-
jectories computing the solution of the dynamical sys-
tem x˙1 = x31 + x22 x1 − x1 − x2x˙2 = x32 + x21 x2 + x1 − x2 , (28)
which is known to have a alpha-limit on the circumfer-
ence of radius 1 and an attractive equilibrium at the ori-
gin. The set of (fifty) trajectories is generated by choos-
ing a random angle θ0 ∈ [0, 2pi) and a random radius
ρ0 ∈ (0.8, 1), and then setting as initial position x1(0) =
ρ0 cos(θ0), x2(0) = ρ0 sin(θ0). Then the dynamical sys-
tem is integrated using the classic fourth-order Runge-
Kutta method up to a random final time T ∈ (5, 7). After
generating the set of observations, we use Algorithm 1
to generate a DMP. The DMP’s hyper-parameters are
K = K I2, D = D I2, with K = 1000 D = 2
√
K ≈ 63.25,
and α = 4. Finally, we randomly select an initial point
x0 : ‖x0‖ ∈ (0.8, 1) and execute the obtained DMP by
setting as goal the attractive equilibrium of the system:
g = (0, 0).
Figure 10 shows the results of these tests. In particular
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Figure 11: Comparison of two DMPs obtained by a noisy data-
set. The solid line shows the trajectory obtained using the proposed
method for regression over multiple observations. The dashed line
shows the execution of a DMP learned from one sample of the dataset.
The dot represent the initial position x0, while the star represent the
goal g.
Figure 10a shows the set of trajectories obtained by in-
tegrating the ODE (28), together with an execution of
the obtained DMP. Figure 10b shows the same trajecto-
ries when spatially rescaled to have 0 and 1 as starting
and ending points respectively.
To highlight the usefulness of learning from a set of
observations, we added a Gaussian noise  ∼ N(0, σ2)
of null mean and variance σ2 = 5 · 10−5 to the set of tra-
jectories obtained by solving the dynamical system (28).
We then use Algorithm 1 to extract a DMP (the hyper-
parameters are the same as the previous test). More-
over, we learned a second DMP, with the same hyper-
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(a) move (b) carry
Figure 12: Experiments on the real robot. For both gestures (move and carry), the trajectories of the dataset are plotted using solid lines, while
the execution of the obtained DMP is plotted using a dashed line. All the trajectories are plotted after the rescaling, so that x0 = 0, and g = 1 for
both gestures.
parameters, using as desired trajectory a single trajec-
tory of the dataset.
In Figure 11 it can be seen that learning from a single
sample of the dataset results in a DMP with undesired
oscillation. On the other hand, performing regression
heavily reduce these oscillations.
5.2.2. Test on Real Robot.
For the experiments on a real setup, we executed the
Peg & Ring task from Section 4.2.2. The task uses
four colored rings (and, thus, four same-colored pegs)
and we execute the task a total of fifty times on the
Panda robot, changing each time the grasping and leav-
ing point (i.e. the initial and final position of both ges-
tures), obtaining a total of 200 samples for both gesture.
Figure 12a and 12b show the trajectories of, respec-
tively, move and carry obtained with the industrial ma-
nipulator together with an execution of the obtained
DMP. These are plotted after the rescaling so that x0 =
0, and g = 1 for both gestures.
These tests show the capability of Algorithm 1 to ex-
tract a common behavior from multiple demonstrations.
6. Conclusions
In this work, we have highlighted some of the weak
aspects of the DMP framework, proposing three major
modifications to overcome them.
At first, we proposed a new formulation for the set of
basis functions. In particular, we introduced a new set
of basis functions, showing how it is able to well ap-
proximate the desired forcing term while having both
the desirable properties of being smooth and, most im-
portantly, compactly supported. Secondly, we proposed
a strategy to exploit the invariance under affine trans-
formations of the DMP formulation (10). In particular,
we showed how to generalize the learned trajectory to
any length scale and any rotation of the reference frame
maintaining the qualitative shape of the learned trajec-
tory, specifying that the same approach can be extended
to any invertible transformation. Finally, we solved one
of the major issues in DMPs, which is the inability of the
original framework to learn a common behavior from
multiple observations.
As future work, we aim to extend these improvements
to the unit quaternion formulation of DMPs, in order to
make more robust also the orientation formulation of
DMPs.
Moreover, we aim to use the proposed formulation
to improve the ‘Surgical Task Automation Framework’
presented in [26], in which DMPs are used to generate
surgical gestures.
A. Condition Number Theory
Here we present a quick recall on the theory of con-
dition number of matrices.
Consider the linear problem Ax = b, where A ∈
RN×N is a non singular matrix, b ∈ RN is a vector, and
x ∈ RN is the unknown vector. The condition number
of a non-singular matrix is defined as
cond(A) def= ‖A‖ ‖A−1‖,
where with ‖A‖ we denote the 2-norm of the matrix A.
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When the linear system is numerically solved, we ob-
tain a solution x˜. Let us define the residual r as
r def= b − Ax˜.
From Ax˜ = b − r and Ax = b, it follows A(x − x˜) = r,
from which
‖x˜ − x‖ ≤ ‖A−1‖ ‖r‖ .
Using the inequality ‖b‖ ≤ ‖A‖ ‖x‖, we obtain the fol-
lowing result on the relative error of the solution x:
‖x˜ − x‖
‖x‖ ≤ ‖A‖ ‖A
−1‖ ‖r‖‖b‖ = cond(A)
‖r‖
‖b‖ .
The above inequality shows that the relative error made
when solving a linear system is amplified by the condi-
tion number of the matrix A.
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