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NON-COMMUTATIVE COUNTING AND STABILITY
ARKADIJ BOJKO AND GEORGE DIMITROV
Abstract. The second author and Katzarkov introduced categorical invariants based on counting
of full triangulated subcategories in a given triangulated category T and they demonstrated different
choices of additional properties of the subcategories being counted, in particular - an approach to
make non-commutative counting in T dependable on a stability condition σ ∈ Stab(T ). In this
paper, we focus on this approach. After recalling the definitions of a stable non-commutative curve
in T and related notions, we prove a few general facts, and study fairly completely an example:
T = Db(Q), where Q is the acyclic triangular quiver. In previous papers was shown that there
are two non-commutative curves of non-commutative genus 1 and infinitely many non-commutative
curves of non-commutative genus 0 in Db(Q). Our studies here imply that for an open and dense
subset in Stab(Db(Q)) the stable non-commutative curves in Db(Q) are finite. Counting such curves
as σ varies in Stab(Db(Q)) and for genus 0 produces all the even non-negative integers, 1, and +∞,
whereas for genus 1 it produces the integers 0, 1, 2. Counting semi-stable derived points (explained
in the paper) produces {3, 4, 5,+∞}, and the subset of Stab(Db(Q)) with finitely many such points
is open but not dense.
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1. Introduction
1.1. Setup and some results. The idea of non-commutative counting in [5] is to count elements
in a set CΓA,P (T ) defined as follows: given two triangulated categoriesA, T , a subgroup Γ ⊂ Aut(T ),
and choosing some additional restrictions P of fully faithful exact functors, the set CΓA,P (T ) consists
of equivalence classes of fully faithful exact functors from A to T satisfying P with two functors
F, F ′ being equivalent iff F ◦ α ∼= β ◦ F ′ for some α ∈ Aut(A), β ∈ Γ (see Definition 17). Various
choices of A,Γ, P, T have been shown to result in finite sets CΓA,P (T ) in [5], [6], [10]. In this paper
we explore in more detail a setup, suggested in [5, Section 12.4], where P depends on a parameter
σ varying in a space attached to T : the Bridgeland stability space. We demonstrate an example
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with fixed T and A, in which for some points σ in the parameter space the set C{Id}A,P (σ)(T ) is an
already studied in [6] infinite set, however, for “generic” parameter σ the set C
{Id}
A,P (σ)(T ) is finite.
When the categories T , A are K-linear, then choosing the following property P imposed on
the functors: to be K-linear, and restricting Γ to be a subgroup of the group of K-linear auto-
equivalences AutK(T ) results in the set CΓA,P (T ), which is denoted by CΓA,K(T ) .
Following Kontsevich-Rosenberg [11], Db(RepK(K(l + 1))) will be denoted by NPl for l ≥ −1
(see Section 2 for basic terminology and the notation Db(RepK(K(l + 1)))). In [5] NPl is selected
as a first choice for A, being non-trivial but well studied category. For a K-linear category T
and any l ≥ −1 the set CΓ
NPl,K(T ) is denoted by CΓl (T ) and is referred to as the set of non-
commutative curves of non-commutative genus l in T modulo Γ. On the other hand, in [6] the
theory of intersection of the entities being counted is initiated and, in that respect, the elements in
C
{Id}
Db(pt),K(T ) are referred to as derived points in T .
A derived point in a proper K-linear T with enhancement is just a full triangulated subcategory
in it generated by an exceptional object, whereas a non-commutative curve of non-commutative
genus l is the same as a full triangulated subcategory generated by a strong exceptional pair (A,B)
with hom(A,B) = l + 1 ( [6, Proposition 5.5]).
Let from now on in the introduction T be as in the previous paragraph, let Γ ⊂ Aut(T ) be the
trivial subgroup Γ = {Id}. We will skip writing {Id} as a superscript in C{Id}A,P (T ). In this paper
the restriction P will be K-linearity strengthened by additional constraints depending on a stability
condition on T . We will now explain P (Definition 20 and Remark 27). The notion of stability
condition on a triangular category T , introduced by T. Bridgeland in [2], has its roots in string
theory and mirror symmetry. In [2] the set of so called locally finite stability conditions is equipped
with a structure of a complex manifold, denoted by Stab(T ). Each σ ∈ Stab(T ) distinguishes a
set of non-zero objects in T and labels them with real numbers, these objects are referred to as
σ-semistable objects and the real number attached to such an object X is denoted by φσ(X) ∈ R
and called the phase of X. We denote the set of semistable objects by σss. Since the set σss is
invariant under translation functor, it follows that for a derived point A ∈ CDb(pt),K(T ) either no
exceptional object in A is in σss or all exceptional objects in A are also in σss, thus σss naturally
distinguishes those derived points satisfying the latter. The set of these derived points, distinguished
by σ, will be denoted by CDb(pt),σσ(T ) ⊂ CDb(pt),K(T ) (see Definition 23). We will be mainly
interested here in two subsets of Cl(T ), denoted by Cl,σσ(T ) and Cl,σ(T ), whose elements
are refered to as σ-stable and, respectively, σ-semistable non-commutative curves, as
defined in [5, Section 12.4]. A non-commutative curve A ∈ Cl(T ) is in Cl,σ(T ) if and
only if infinitely many derived points in it are also in CDb(pt),σσ(T ), and it is in Cl,σσ(T ) if
and only if all derived points in A are also in CDb(pt),σσ(T ) (see Lemma 24). Details on the
definitions and basic properties are given in Section 4. In particular, for l ≤ 0 holds Cl,σ(T ) = ∅,
whereas for l ≥ 1 we have Cl,σσ(T ) ⊂ Cl,σ(T ) ⊂ Cl(T ) (Remark 26). For any A ∈ Cl(T ) the set
{σ ∈ Stab(T ) : A ∈ Cl,σσ(T )} is a closed subset in Stab(T ) (Corollary 25).
This paper contains an example of T , where C0(T ) is infinite however the set {σ ∈ Stab(T ) :
|∪l≥−1Cl,σσ(T )| < ∞} is open and dense subset in Stab(T ). Furthermore, counting the elements
of C0,σσ(T ) as σ varies in this open and dense subset results in all the numbers in {1} ∪ 2Z≥0.
Before focusing on this example, we show in Section 5 general situations ensuring non-trivial
behavior of Cl,σσ(T ), CDb(pt),σσ(T ) as σ varies in Stab(T ). To that end we recall the notion of
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σ-exceptional collection, introduced in [7] and show that if σ ∈ Stab(T ) and E = (E0, . . . , En) is a
full σ-exceptional collection , such that
φσ(Ei) < φσ(Ei+1) for all 0 ≤ i < n,(1)
then CDb(pt),σσ = {〈E0〉, 〈E1〉, . . . , 〈En〉}, and it follows that Cl,σσ(T ) = Cl,σ(T ) = ∅ for l ≥ 0
(Corollary 32 ). In Corollary 34 we show that failure of (1) for some i combined with non-vanishing
hom1(Ei, Ei+1) = l+ 1 6= 0, and vanishings homj(Ei, Ei+1) = 0 for j ∈ Z \ {1} ensure 〈Ei, Ei+1〉 ∈
Cl,σσ(T ), in Corollary 35 this result is presented in a slightly different form. Corollaries 34, 35 give
us criteria for stability of non-commutative curves, however in this paper we will need also more
subtle tools from [7], [8] to ensure that certain elements in Cl(T ) are in Cl,σσ(T ) or in Cl,σ(T ) for
some σ ∈ Stab(T ).
In [5, Proposition 12.13] it was completely described the behavior of Cl,σ(NPk) and Cl,σσ(NPk)
for any l ≥ −1, σ ∈ Stab(NPk), k ≥ 1. In this case Cl(NPk) is non-trivial only for l = k, Ck(NPk)
has only one element and it turns out that Ck,σ(NPk) = Ck,σσ(NPk) for each σ.
Here we focus on another example, namely from now on T = Db(Q), where:
(2) Q =
z
x -
-
y
- .
We recall results from [6], [7], [8]. The derived points in T are ([8, Subsection 3.2, Remark 3.6]):
CDb(pt),K(T ) = {〈am〉, 〈bm〉 : m ∈ Z} ∪ {〈M〉, 〈M ′〉},(3)
where am, bm, M , M ′ are exceptional objects, M , M ′ is the only couple of exceptional objects in
RepK(Q) such that Ext
1(M,M ′) 6= 0, Ext1(M ′,M) 6= 0 (see the beginning of [7, Subsection 2.3]).
Proposition 1. [6, Proposition 8.1, (34), (35), (36), (37))]. For l 6∈ {0, 1} holds Cl(T ) = ∅ and:
C1(T ) = {〈am, am+1〉 = 〈M〉⊥, 〈bm, bm+1〉 = 〈M ′〉⊥}(4)
C0(T ) = {〈M ′, am, bm+1〉 = 〈am+1〉⊥ : m ∈ Z} ∪ {〈M, bm, am〉 = 〈bm+1〉⊥ : m ∈ Z}.(5)
We will denote A = 〈am, am+1〉, B = 〈bm, bm+1〉, and thus C1(T ) = {A,B}.1
Denoting αm = 〈M ′, am, bm+1〉, βm = 〈M, bm, am〉 we can write C0(T ) = {αm, βm : m ∈ Z}.
In [5, Proposition 12.14] it was suggested and in [3] proved that when σ varies in Stab(T ) the
set C1,σ(T ) takes all subsets in C1(T ). On the other hand C0(T ) has infinitely many elements
and one expects that imposing a stability condition would reduce this infinite set to a finite set for
“generic” σ ∈ Stab(T ) and that the set of stable curves should vary non-trivially. Only C0,σσ(T )
is meaningful, since we already mentioned that C0,σ(T ) = ∅ for any σ and any T , and actually
for any l ≥ −1 we expect that studying Cl,σσ(T ) is more meaningful than Cl,σ(T ), for example
Corollary 25 does not seem to hold for Cl,σ(T ). These are reasons to suggest in [5, Remark 12.15]
that not only C1,σ(T ) but also C1,σσ(T ) ⊂ C1,σ(T ) takes all possible subsets in C1(T ).
We describe here fairly completely how Cl,σ(T ), Cl,σσ(T ), CDb(pt),σσ(T ) vary as σ ∈ Stab(T ). Be-
fore giving detailed description of the functions Stab(T ) 3 σ 7→ {Cl,σ(T ), Cl,σσ(T ), CDb(pt),σσ(T )}
for l = 0, 1 we present some features of the full picture. The following two propositions follow from
this picture and they answer positively the expectations specified in the previous paragraph:
1here (am, am+1), (bm, bm+1) are exceptional pairs
4 ARKADIJ BOJKO AND GEORGE DIMITROV
Proposition 2. As σ varies in Stab(T ):
(a) the subset C1,σσ(T ) ⊂ C1(T ) takes all possible subsets of C1(T );
(b) the subset C0,σσ(T ) ⊂ C0(T ) is allowed to be one of the following subsets and takes all of
them: ∅, {αi}, {βi}, {αj , βj : i ≤ j ≤ k}, {αj , βj+1 : i ≤ j ≤ k}, {αj , βj : i ≤ j}, {αj , βj+1 : i ≤ j},
{αj , βj : j ≤ k}, {αj , βj+1 : j ≤ k}, where i, k are arbitrary integers such that i ≤ k. In particular
{|C0,σσ(T )| : σ ∈ Stab(T )} = {1,+∞} ∪ 2Z≥0.
Proposition 3. The set {σ ∈ Stab(T ) : |C0,σσ(T )| <∞} is an open and dense subset in Stab(T ).
One could investigate in more details the “walls” separating the connected components of the
open subset from Proposition 3 and to study “wall-crossing”. We have initiated this in Section 8.
Our results contain also description of CDb(pt),σσ(T ) for each σ ∈ Stab(T ). However, counting
elements in CDb(pt),σσ(T ) is not finite for “generic” σ. More precisely we have:
Proposition 4. The following subsets are equal and they are open but not dense subsets in Stab(T ):{
σ :
∣∣∣CDb(pt),σσ(T )∣∣∣ <∞} = {σ : |C1,σ(T )| = 0} = {σ : |C1,σσ(T )| = 0} .
Furthermore,
{∣∣∣CDb(pt),σσ(T )∣∣∣ : σ ∈ Stab(T )} = {3, 4, 5,+∞}.
For any T and l ≥ 1 we have C1,σσ(T ) ⊂ C1,σ(T ). For NPl holds Cl,σ(NPl) = Cl,σσ(NPl) for all
σ ∈ Stab(T ) and all l ≥ 1. However, for the case T = Db(Q) we observe a new phenomenon:
Proposition 5. The set C1,σ(T ) \ C1,σσ(T ) can be non-trivial.
Another result, following from Section 6, is:
Proposition 6. Let σ ∈ Stab(T ), then C1,σσ(T ) = C1(T ) ⇐⇒ M,M ′ ∈ σss, φ(M) = φ(M ′).
Furthermore, C1,σσ(T ) = C1(T ) ⇐⇒ C0,σσ(T ) = C0(T ) ⇐⇒ CDb(pt),σσ(T ) = CDb(pt),K(T ).
1.2. Details on Cl,σσ(T ), Cl,σ(T ) as σ varies in Stab(T ) and l ≥ −1. The space Stab(T ) was
completely described in [7], [8]. Important role play the exceptional triples. They are:
Proposition 7. [8, Corollary 3.12, Remark 3.14] Some sets of full exceptional triples in T are:
Ta =
{
(M ′, am, am+1), (am, bm+1, am+1), (am, am+1,M) : m ∈ Z},
Tb =
{
(M, bm, bm+1), (bm, am, bm+1), (bm, bm+1,M ′) : m ∈ Z},
The set of all full exceptional collections in T up to shifts is:
T = Ta ∪
{
(am,M, bm+1) : m ∈ Z} ∪ {(bm,M ′, am) : m ∈ Z} ∪ Tb.(6)
[8, Proposition 2.7] assigns to each exceptional triple E = (A,B,C) in T an open subset of
Stab(T ), denoted by (A,B,C) ⊂ Stab(T ), the stability conditions in (A,B,C) are determined by
the properties that the objects A,B,C are in σss and their phases satisfy certain inequalities (see
tables (49), (50)). In [7], [8] was shown that Stab(Db(Q)) =
⋃
(A,B,C)∈T(A,B,C) (see [8, (92)]).
Following (6) we reorganize the union as follows (see [8, (95) and Section 5]):
Stab(Db(Q)) = Tsta ∪ ( ,M, ) ∪ ( ,M ′, ) ∪ Tstb Tsta ∩ Tstb = ∅,(7)
where Tsta , resp. T
st
b , is the union of all the subsets described in the first, resp. second, column of
table (49) as j, p,m, resp. n, q, i, vary in Z. The union of all the subsets described in the first, resp.
second, column of table (50) as p vary in Z will be denoted by ( ,M, ), resp ( ,M ′, ).
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In Subsection 6.4 we determine Cl,σ(T ), Cl,σσ(T ) for σ ∈ Tsta ∪ Tstb and l ≥ −1. The results are
collected in tables (8), (9), (10), (11), (12). The sets specified in the first column in each table are
non-empty. The following table collects results from Propositions 43, 48, Corollary 46, Lemma 49:
σ ∈ (bp, bp+1,M ′)
v = φ(bp) + 1, q = φ(M ′)
t = arg(φ(bp)−1,φ(bp))(Z(bp)− Z(bp+1))
C0,σσ(T ) =? and M ∈ σss? C1,σ(T ) C1,σσ(T )
φ(bp+1) > v and q > φ(bp+1) C0,σσ(T ) = ∅ and M 6∈ σss ∅ ∅
φ(bp+1) > v and q ≤ φ(bp+1)
{αp} ⊂ C0,σσ(T ) ⊂ {αp, βp}
βp ∈ C0,σσ(T ) ⇐⇒ M ∈ σss ⇐⇒
arg[q,q+1)(Z(b
p+1) + Z(M ′)) ≤ v
∅ ∅
φ(bp+1) = v and q > v C0,σσ(T ) = ∅ and M 6∈ σss {B} {B}
φ(bp+1) = v and q < v
C0,σσ(T ) = {αp, βp}
M ∈ σss and q < φ(M) + 1 2 {B} {B}
φ(bp+1) = v and q = v
C0,σσ(T ) = {αj , βj : j ≥ p}
M ∈ σss and q = φ(M) + 1 {A,B} {B}
φ(bp+1) < v and q − 1 ≥ t C0,σσ(T ) = ∅,M ∈ σss ⇐⇒ q − 1 = t {B} {B}
φ(bp+1) < v and q − 1 < t
C0,σσ(T ) = {αj , βj : N ≤ j ≤ u},
where N ≤ u are determined
in Proposition 48 (a.2)
{B} {B}
(8)
The last table and Remark 40 imply:
σ ∈ (ap, ap+1,M)
v = φ(ap) + 1, q = φ(M)
t = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(ap+1))
C0,σσ(T ) =? and M ′ ∈ σss? C1,σ(T ) C1,σσ(T )
φ(ap+1) > v and q > φ(ap+1) C0,σσ(T ) = ∅ and M ′ 6∈ σss ∅ ∅
φ(ap+1) > v and q ≤ φ(ap+1)
{βp+1} ⊂ C0,σσ(T ) ⊂ {αp, βp+1}
αp ∈ C0,σσ(T ) ⇐⇒ M ′ ∈ σss ⇐⇒
arg[q,q+1)(Z(a
p+1) + Z(M)) ≤ v
∅ ∅
φ(ap+1) = v and q > v C0,σσ(T ) = ∅ and M ′ 6∈ σss {A} {A}
φ(ap+1) = v and q < v
C0,σσ(T ) = {βp+1, αp}
M ′ ∈ σss and q < φ(M ′) + 1 {A} {A}
φ(ap+1) = v and q = v
C0,σσ(T ) = {βj+1, αj : j ≥ p}
M ′ ∈ σss and q = φ(M ′) + 1 {A,B} {A}
φ(ap+1) < v and q − 1 ≥ t C0,σσ(T ) = ∅,M ′ ∈ σss ⇐⇒ q − 1 = t {A} {A}
φ(ap+1) < v and q − 1 < t
C0,σσ(T ) = {βj+1, αj : N ≤ j ≤ u},
where N ≤ u are determined in
Proposition 48 (a.2) by replacing
b with a and exchanging M ′ and M
{A} {A}
(9)
2In details, the second row of this box says that for σ ∈ (bp, bp+1,M ′), φ(bp+1) = φ(bp) + 1, φ(M ′) < φ(bp) + 1
hold both M ∈ σss and φ(M ′) < φ(M) + 1. We will use this for the proof of (109) in Section 7.
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The following table collects results from Propositions 43, 51, Corollary 47, Lemma 52:
σ ∈ (M, bp, bp+1)
v = φ(bp+1)− 1, s = φ(M) + 1,
t = arg(φ(bp)−1,φ(bp))(Z(bp)− Z(bp+1))
C0,σσ(T ) =? and M ′ ∈ σss? C1,σ(T ) C1,σσ(T )
v > φ(bp) and s < φ(bp) C0,σσ(T ) = ∅ and M ′ 6∈ σss ∅ ∅
v > φ(bp) and s ≥ φ(bp)
{βp} ⊂ C0,σσ(T ) ⊂ {αp, βp}
αp ∈ C0,σσ(T ) ⇐⇒ M ′ ∈ σss ⇐⇒
v ≤ arg(s−1,s](Z(bp)− Z(M))
∅ ∅
v = φ(bp) and s < φ(bp) C0,σσ(T ) = ∅ and M ′ 6∈ σss {B} {B}
v = φ(bp) and s > φ(bp)
C0,σσ(T ) = {αp, βp}
M ′ ∈ σss and φ(M ′) < s {B} {B}
v = φ(bp) and s = φ(bp)
C0,σσ(T ) = {αj , βj : j ≤ p}
M ′ ∈ σss and φ(M ′) = s {A,B} {B}
v < φ(bp) and s ≤ t C0,σσ(T ) = ∅,M ′ ∈ σss ⇐⇒ s = t {B} {B}
v < φ(bp) and s > t
C0,σσ(T ) = {αj , βj : N ≤ j ≤ u},
where N ≤ u are determined
in Proposition 51 (a.2)
{B} {B}
(10)
This table and Remark 40 imply:
σ ∈ (M ′, ap, ap+1)
v = φ(ap+1)− 1, s = φ(M ′) + 1,
t = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(ap+1))
C0,σσ(T ) =? and M ∈ σss? C1,σ(T ) C1,σσ(T )
v > φ(ap) and s < φ(ap) C0,σσ(T ) = ∅ and M 6∈ σss ∅ ∅
v > φ(ap) and s ≥ φ(ap)
{αp} ⊂ C0,σσ(T ) ⊂ {αp, βp+1}
βp+1 ∈ C0,σσ(T ) ⇐⇒ M ∈ σss
v ≤ arg(s−1,s](Z(ap)− Z(M ′))
∅ ∅
v = φ(ap) and s < φ(ap) C0,σσ(T ) = ∅ and M 6∈ σss {A} {A}
v = φ(ap) and s > φ(ap)
C0,σσ(T ) = {βp+1, αp}
M ∈ σss and φ(M) < s {A} {A}
v = φ(ap) and s = φ(ap)
C0,σσ(T ) = {βj+1, αj : j ≤ p}
M ∈ σss and φ(M) = s {A,B} {A}
v < φ(ap) and s ≤ t C0,σσ(T ) = ∅,M ∈ σss ⇐⇒ s = t {A} {A}
v < φ(ap) and s > t
C0,σσ(T ) = {βj+1, αj : N ≤ j ≤ u},
where N ≤ u are determined in
Proposition 51 (a.2) by replacing
b with a and exchanging M ′ and M
{A} {A}
(11)
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The following table collects results from Corollary 45 and Propositions 43, 44
X = C0,σσ(T ) =? and M,M ′ ∈ σss? C1,σ(T )
σ ∈ (bp, ap, bp+1)
X ⊂ {αp, βp}
M ′ ∈ σss ⇐⇒ αp ∈ X ⇐⇒ φ(bp+1)− 1 ≤ φ(ap) < φ(bp+1)
M ∈ σss ⇐⇒ βp ∈ X ⇐⇒ φ(ap)− 1 ≤ φ(bp) < φ(ap)
∅
σ ∈ (ap, bp+1, ap+1)
X ⊂ {βp+1, αp}
M ∈ σss ⇐⇒ βp+1 ∈ X ⇐⇒ φ(ap+1)− 1 ≤ φ(bp+1) < φ(ap+1)
M ′ ∈ σss ⇐⇒ αp ∈ X ⇐⇒ φ(bp+1)− 1 ≤ φ(ap) < φ(bp+1)
∅
(12)
In Subsection 6.5 we determine the behavior of Cl,σ(T ), Cl,σσ(T ) in Stab(T ) \ (Tsta ∪ Tstb ). The
results there imply Proposition 8 (the proof is given after Corollary 58):
Proposition 8. Let σ 6∈ Tsta ∪ Tstb .
If {M,M ′} ⊂ σss, then φ(M) = φ(M ′) and C1,σσ(T ) = C1,σ(T ) = {A,B}, C0,σσ(T ) = C0(T ).
If {M,M ′} 6⊂ σss, then C1,σσ(T ) = C1,σ(T ) = ∅, |C0,σσ(T )| ≤ 1.
The set {σ : σ 6∈ Tsta ∪ Tstb and {M,M ′} ⊂ σss} is disjoint union (any two summands are
non-empty and disjoint):⋃
p∈Z
{σ ∈ (ap,M, bp+1) : φ(M) + 1 = φ(bp+1) = φ(ap) + 1}
∪
⋃
p∈Z
{σ ∈ (bp,M ′, ap) : φ(M ′) + 1 = φ(ap) = φ(bp) + 1}(13)
∪
⋂
p∈Z
(ap,M, bp+1) ∩ (bp,M ′, ap).
The set {σ : σ 6∈ Tsta ∪ Tstb and {M,M ′} 6⊂ σss} is disjoint union (any two summands are disjoint
and non-empty):⋃
p∈Z
{
σ ∈ (ap,M, bp+1) : φ(M) + 1 < φ(b
p+1) and φ(ap) ≤ φ(M)
or (φ(M) + 1 = φ(bp+1) and φ(ap) < φ(M))
}
(14)
∪
⋃
p∈Z
{
σ ∈ (bp,M ′, ap) : φ(M
′) + 1 < φ(ap) and φ(bp) ≤ φ(M ′)
or (φ(M ′) + 1 = φ(ap) and φ(bp) < φ(M ′))
}
.
For σ ∈ (ap,M, bp+1) we have: (a) C0,σσ(T ) = {βp}, when φ(ap) = φ(M), φ(M) + 1 < φ(bp+1);
(b) C0,σσ(T ) = {βp+1}, when φ(ap) < φ(M), φ(M) + 1 = φ(bp+1); (c) C0,σσ(T ) = ∅, when
φ(ap) < φ(M), φ(M) + 1 < φ(bp+1).
For σ ∈ (bp,M ′, ap) we have: (a) C0,σσ(T ) = {αp−1}, when φ(bp) = φ(M ′), φ(M ′) + 1 < φ(ap);
(b) C0,σσ(T ) = {αp}, when φ(bp) < φ(M ′), φ(M ′) + 1 = φ(ap); (c) C0,σσ(T ) = ∅, when φ(bp) <
φ(M ′), φ(M ′) + 1 < φ(ap).
From tables (8), (9), (10), (11), (12) and Proposition 8 follow the results listed in the end of
Subsection 1.1 (in some cases more work is required and it is carried out in the paper).
Proposition 2 (a) is obtained by looking at all the cases in the tables and Proposition 8, recalling
that all summands in the unions (13), (14) are non-empty and that stability conditions in each row
of the listed tables exist. Proposition 2 (b) follows again by looking at all the cases in the tables
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and Proposition 8, in this case to prove that all of the subsets in the list are taken we need to use
Proposition 50 for {αj , βj : i ≤ j ≤ k} and then Remark 40 for {αj , βj+1 : i ≤ j ≤ k}.
Proof. of the first sentence in Proposition 4. We first prove that the three sets are equal.
The first equality is in (52). If σ ∈ Tsta ∪ Tstb we see in tables (9), (11), (8), (10), (12) that
|C1,σ(T )| = 0 iff |C1,σσ(T )| = 0 . Otherwise we fall in Proposition 8, where C1,σσ(T ) = C1,σ(T ).
We prove that the set on the RHS of the proved equality is open. To that end, we note that it
is the complement of {σ ∈ Stab(T ) : A ∈ C1,σσ(T )} ∪ {σ ∈ Stab(T ) : B ∈ C1,σσ(T )}. And we use
Corollary 25 to deduce that the latter union is a closed subset.
Looking at tables (10), (8), etc we see that there are non-empty open subsets, where C1,σσ(T ) 6= ∅
(see also Remark 59), hence the set in question is not dense. 
Proof. of Proposition 5. In tables (9), (11), (8), (10) we see that there are σ such that C1,σ(T ) =
{A,B}, C1,σσ(T ) = {A} and there are σ such that C1,σ(T ) = {A,B}, C1,σσ(T ) = {B}. 
Proof. of Proposition 6 The first equivalence follows from (7) and Corollaries 53, 42, 58. The
second equivalence follows from (7), tables (9), (11), (8), (10), (12) and Proposition 8. The last
equivalence is in (51). 
The proof of Proposition 3 follows also from the tables and Proposition 8, however, as for the
proof of Proposition 6 requires more work. This is carried out in Section 7.
1.3. Details on CDb(pt),σσ(T ) as σ varies in Stab(T ). The results in Subsection 6.4 contain also
description of CDb(pt),σσ(T ) for σ ∈ Tsta ∪ Tstb . The following table collects results from Lemma 41,
Corollary 46, Proposition 48, Lemma 49 (it is useful to take into account also the already obtained
table (8) and Section 6.3):
σ ∈ (bp, bp+1,M ′)
v = φ(bp) + 1, q = φ(M ′)
t = arg(φ(bp)−1,φ(bp))(Z(bp)− Z(bp+1))
X = CDb(pt),σσ(T ) =?
φ(bp+1) > v and q > φ(bp+1) {〈bp〉, 〈bp+1〉, 〈M ′〉}
φ(bp+1) > v and q ≤ φ(bp+1)
{〈ap〉, 〈bp〉, 〈bp+1〉, 〈M ′〉} ⊂ X
X ⊂ {〈ap〉, 〈bp〉, 〈bp+1〉, 〈M ′〉, 〈M〉}
M ∈ σss ⇐⇒ arg[q,q+1)(Z(bp+1) + Z(M ′)) ≤ v
φ(bp+1) = v and q > v {〈M ′〉, 〈bj〉 : j ∈ Z}
φ(bp+1) = v and q < v {〈M〉, 〈M ′〉, 〈bj〉 : j ∈ Z} ∪ {〈ap〉}
φ(bp+1) = v and q = v {〈M〉, 〈M ′〉, 〈bj〉 : j ∈ Z} ∪ {〈aj〉 : j ≥ p}
φ(bp+1) < v and q − 1 ≥ t {〈b
j〉, 〈M ′〉 : j ∈ Z} ⊂ X ⊂ {〈bj〉, 〈M ′〉, 〈M〉 : j ∈ Z}
M ∈ σss ⇐⇒ q − 1 = t
φ(bp+1) < v and q − 1 < t {〈M
′〉, 〈M〉, 〈bj〉 : j ∈ Z} ∪ {〈aj〉 : N ≤ j ≤ u},
where N ≤ u are determined in Proposition 48 (a.2)
(15)
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The last table and Remark 40 imply:
σ ∈ (ap, ap+1,M)
v = φ(ap) + 1, q = φ(M)
t = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(ap+1))
X = CDb(pt),σσ(T ) =?
φ(ap+1) > v and q > φ(ap+1) {〈ap〉, 〈ap+1〉, 〈M〉}
φ(ap+1) > v and q ≤ φ(ap+1)
{〈bp+1〉, 〈ap〉, 〈ap+1〉, 〈M〉} ⊂ X
X ⊂ {〈bp+1〉, 〈ap〉, 〈ap+1〉, 〈M ′〉, 〈M〉}
M ′ ∈ σss ⇐⇒ arg[q,q+1)(Z(ap+1) + Z(M)) ≤ v
φ(ap+1) = v and q > v {〈M〉, 〈aj〉 : j ∈ Z}
φ(ap+1) = v and q < v {〈M〉, 〈M ′〉, 〈aj〉 : j ∈ Z} ∪ {〈bp+1〉}
φ(ap+1) = v and q = v {〈M〉, 〈M ′〉, 〈aj〉 : j ∈ Z} ∪ {〈bj〉 : j ≥ p+ 1}
φ(ap+1) < v and q − 1 ≥ t {〈a
j〉, 〈M〉 : j ∈ Z} ⊂ X ⊂ {〈aj〉, 〈M ′〉, 〈M〉 : j ∈ Z}
M ′ ∈ σss ⇐⇒ q − 1 = t
φ(ap+1) < v and q − 1 < t
{〈M ′〉, 〈M〉, 〈aj〉 : j ∈ Z} ∪ {〈bj+1〉 : N ≤ j ≤ u}
where N, u are determined in Proposition 48 (a.2)
by replacing b with a and exchanging M ′ and M
(16)
The following table collects results from Lemma 41, Corollary 47, Proposition 51, and Lemma 52:
σ ∈ (M, bp, bp+1)
v = φ(bp+1)− 1, s = φ(M) + 1,
t = arg(φ(bp)−1,φ(bp))(Z(bp)− Z(bp+1))
X = CDb(pt),σσ(T ) =?
v > φ(bp) and s < φ(bp) {〈bp〉, 〈bp+1〉, 〈M〉}
v > φ(bp) and s ≥ φ(bp)
{〈ap〉, 〈bp〉, 〈bp+1〉, 〈M〉} ⊂ X
X ⊂ {〈ap〉, 〈bp〉, 〈bp+1〉, 〈M ′〉, 〈M〉}
M ′ ∈ σss ⇐⇒ v ≤ arg(s−1,s](Z(bp)− Z(M))
v = φ(bp) and s < φ(bp) {〈M〉, 〈bj〉 : j ∈ Z}
v = φ(bp) and s > φ(bp) {〈M〉, 〈M ′〉, 〈bj〉 : j ∈ Z} ∪ {〈ap〉}
v = φ(bp) and s = φ(bp) {〈M〉, 〈M ′〉, 〈bj〉 : j ∈ Z} ∪ {〈aj〉 : j ≤ p}
v < φ(bp) and s ≤ t {〈b
j〉, 〈M〉 : j ∈ Z} ⊂ X ⊂ {〈bj〉, 〈M ′〉, 〈M〉 : j ∈ Z}
M ′ ∈ σss ⇐⇒ s = t
v < φ(bp) and s > t
{〈M ′〉, 〈M〉, 〈bj〉 : j ∈ Z} ∪ {〈aj〉 : N ≤ j ≤ u}
where N, u are determined in Proposition 51 (a.2)
(17)
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This table and Remark 40 imply:
σ ∈ (M ′, ap, ap+1)
v = φ(ap+1)− 1, s = φ(M ′) + 1,
t = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(ap+1))
X = CDb(pt),σσ(T ) =?
v > φ(ap) and s < φ(ap) {〈ap〉, 〈ap+1〉, 〈M ′〉}
v > φ(ap) and s ≥ φ(ap)
{〈bp+1〉, 〈ap〉, 〈ap+1〉, 〈M ′〉} ⊂ X
X ⊂ {〈bp+1〉, 〈ap〉, 〈ap+1〉, 〈M ′〉, 〈M〉}
M ∈ σss ⇐⇒ v ≤ arg(s−1,s](Z(ap)− Z(M ′))
v = φ(ap) and s < φ(ap) {〈M ′〉, 〈aj〉 : j ∈ Z}
v = φ(ap) and s > φ(ap) {〈M〉, 〈M ′〉, 〈aj〉 : j ∈ Z} ∪ {〈bp+1〉}
v = φ(ap) and s = φ(ap) {〈M〉, 〈M ′〉, 〈aj〉 : j ∈ Z} ∪ {〈bj〉 : j ≤ p+ 1}
v < φ(ap) and s ≤ t {〈a
j〉, 〈M ′〉 : j ∈ Z} ⊂ X ⊂ {〈aj〉, 〈M ′〉, 〈M〉 : j ∈ Z}
M ∈ σss ⇐⇒ s = t
v < φ(ap) and s > t
{〈M ′〉, 〈M〉, 〈aj〉 : j ∈ Z} ∪ {〈bj+1〉 : N ≤ j ≤ u}
where N, u are determined in Proposition 51 (a.2)
by replacing b with a and exchanging M ′ and M
(18)
The following table collects results from table (49), Lemma 41 and Proposition 44
X = CDb(pt),σσ(T ) =?
σ ∈ (bp, ap, bp+1)
{〈bp〉, 〈bp+1〉, 〈ap〉} ⊂ X ⊂ {〈bp〉, 〈bp+1〉, 〈ap〉, 〈M〉, 〈M ′〉}
M ′ ∈ σss ⇐⇒ φ(bp+1)− 1 ≤ φ(ap) < φ(bp+1)
M ∈ σss ⇐⇒ φ(ap)− 1 ≤ φ(bp) < φ(ap)
σ ∈ (ap, bp+1, ap+1)
{〈ap〉, 〈ap+1〉, 〈bp+1〉} ⊂ X ⊂ {〈ap〉, 〈ap+1〉, 〈bp+1〉, 〈M〉, 〈M ′〉}
M ∈ σss ⇐⇒ φ(ap+1)− 1 ≤ φ(bp+1) < φ(ap+1)
M ′ ∈ σss ⇐⇒ φ(bp+1)− 1 ≤ φ(ap) < φ(bp+1)
(19)
Parts (c) and (d) in Proposition 57 (and facts specified in their proof) combined with Lemma
41 and Remark 40 imply the following (see also Proposition 8):
Proposition 9. Let σ 6∈ Tsta ∪ Tstb .
If {M,M ′} ⊂ σss, then φ(M) = φ(M ′) and CDp(pt),σσ(T ) = CDp(pt),K(T ).
Recall that the set {σ : σ 6∈ Tsta ∪ Tstb and {M,M ′} 6⊂ σss} is the disjoint union (14).
For σ ∈ (ap,M, bp+1) we have: (a) CDp(pt),σσ(T ) = {〈M〉, 〈ap〉, 〈bp〉, 〈bp+1〉}, when φ(ap) =
φ(M), φ(M) + 1 < φ(bp+1); (b) CDp(pt),σσ(T ) = {〈M〉, 〈ap〉, 〈ap+1〉, 〈bp+1〉}, when φ(ap) < φ(M),
φ(M) + 1 = φ(bp+1); (c) CDp(pt),σσ(T ) = {〈M〉, 〈ap〉, 〈bp+1〉}, when φ(ap) < φ(M), φ(M) + 1 <
φ(bp+1).
For σ ∈ (bp,M ′, ap) we have: (a) CDp(pt),σσ(T ) = {〈M ′〉, 〈bp〉, 〈ap−1〉, 〈ap〉}, when φ(bp) =
φ(M ′), φ(M ′) + 1 < φ(ap); (b) CDp(pt),σσ(T ) = {〈M ′〉, 〈bp〉, 〈bp+1〉, 〈ap〉}, when φ(bp) < φ(M ′),
φ(M ′)+1 = φ(ap); (c) CDp(pt),σσ(T ) = {〈M ′〉, 〈bp〉, 〈ap〉}, when φ(bp) < φ(M ′), φ(M ′)+1 < φ(ap).
From the results listed in this subsection follow the second sentence in Proposition 4.
Acknowledgements. The authors are grateful to Ludmil Katzarkov for his interest and encour-
aging remarks.
The second author was supported by FWF Project P 29178-N35.
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2. Notations
We fix a universe and assume that the set of objects and the set of morphisms of any category
we consider are elements of this universe.
The shift functor in a triangulated category T is designated sometimes by [1].
A triangulated subcategory in a triangulated category T is a non-empty full subcategory B in T ,
s. t. two conditions hold:
(a) Ob(B)[1] = Ob(B) ;
(b) for any X,Y ∈ Ob(B) and any distinguished triangle X → Z → Y → X[1] in T the object
Z is also in Ob(B).
We write 〈S〉 ⊂ T for the triangulated subcategory of T generated by S, when S ⊂ Ob(T ). We
write Homi(X,Y ) for Hom(X,Y [i]). In this paper K denotes a field. If T is K-linear triangulated
category we write homi(X,Y ) for dimK(Hom(X,Y [i])), where X,Y ∈ T .
A K-linear triangulated category T is called proper if ∑i∈Z homi(X,Y ) < +∞ for any two
objects X,Y in T .
When we say that T has an enhancement we mean enhancement as explained in [12].
An exceptional object in aK-linear triangulated category is an object E ∈ T satisfying Homi(E,E) =
0 for i 6= 0 and Hom(E,E) = K. We denote by Texc the set of all exceptional objects in T ,
We will often write ffe functor instead of fully faithful exact functor in the sequel.
An exceptional collection is a sequence E = (E0, E1, . . . , En) ⊂ Texc satisfying hom∗(Ei, Ej) = 0
for i > j. If in addition we have 〈E〉 = T , then E will be called a full exceptional collection. For
a vector p = (p0, p1, . . . , pn) ∈ Zn+1 we denote E [p] = (E0[p0], E1[p1], . . . , En[pn]). Obviously E [p]
is also an exceptional collection. The exceptional collections of the form {E [p] : p ∈ Zn+1} will be
said to be shifts of E .
If an exceptional collection E = (E0, E1, . . . , En) ⊂ Texc satisfies homk(Ei, Ej) = 0 for any i, j
and for k 6= 0, then it is said to be strong exceptional collection.
For two exceptional collections E1, E2 of equal length we write E1 ∼ E2 if E2 ∼= E1[p] for some
p ∈ Zn+1.
An abelian category A is said to be hereditary, if Exti(X,Y ) = 0 for any X,Y ∈ A and i ≥ 2, it
is said to be of finite length, if it is Artinian and Noterian.
By Q we denote an acyclic quiver and by Db(RepK(Q)), or just D
b(Q), - the derived category
of the category of K-representations of Q. Sometimes we write Db(pt) instead of Db(A1).
For an integer l ≥ 0 the l-Kronecker quiver (the quiver with two vertices and l parallel arrows)
will be denoted by K(l): 1 2
... .
For a subset S ⊂ G of a group G we denote by 〈S〉 ⊂ G the subgroup generated by S.
The number of elements of a finite set X we denote by |X| or by #(X).
For integers a, b ∈ Z we denote by g.c.d(a, b) the greatest common divisor of a, b.
For any a ∈ R and any complex number z ∈ eipia·(R+iR>0), respectively z ∈ eipia·(R<0 ∪ (R+ iR>0)),
we denote by arg(a,a+1)(z), resp. arg(a,a+1](z), the unique φ ∈ (a, a+ 1), resp. φ ∈ (a, a+ 1], satis-
fying z = |z| exp(ipiφ).
For a non-zero complex number v ∈ C we denote the two connected components of C \ Rv by:
vc+ = v · (R+ iR>0) vc− = v · (R− iR>0) v ∈ C \ {0}.(20)
12 ARKADIJ BOJKO AND GEORGE DIMITROV
Definition 10. Let T be a triangulated category and Ti for i = 1, . . . , n be its triangulated subcat-
egories, such that T = 〈T1, . . . , T2〉. One says that T = 〈T1, . . . , Tn〉 is a semi-orthogonal decompo-
sition of T when for any Xi ∈ Ob(Ti) and Xj ∈ Ob(Tj) the space of morphisms Homl(Xi, Xj) is
trivial for all l whenever i > j.
3. Triangulated categories and Bridgeland stability conditions
In this work, we use the definition of triangulated categories found for example in [1, p. 239].
We give here the form of the octahedral axiom that we will use later: If one has the following
commutative diagram in a triangulated category T
(21)
E F G
A B
[1] [1]
[1]
with the triangles E,F,A and F,B,G being distinguished and the others being commutative,
then there exists an object F ′ with a diagram
(22)
E G
F ′
A B
[1]
[1]
[1]
,
such that the upper and lower triangle are again distinguished and the left and right triangle are
commutative. The arrows A→ E, E → G, G→ B and B → A are the same in both diagrams.
Remark 11. Using the axioms of a triangulated category one can also show that if one has a
diagram (22), then one can construct a diagram of the form (21), where the arrows A → E and
G → B will be the same and the arrows E → G and B → A will get an additional minus sign in
the newly constructed diagram.
The following lemma will be used in Section 5.
Lemma 12. If the diagram of distinguished triangles of the form
(23)
E F G
A B
g[1] [1]
f
satisfies:
(a) g[1]◦f = 0, then there exists another diagram of distinguished triangles of the following form:
E F ′′ G
B A
[1] [1]
;
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(b) g[1] ◦ f is isomorphism, then the composition A→ F → G is isomorphism.
Proof. The commutative diagram
E F G
A B
g[1] [1]
f
[1]
0
gives by the octahedral axiom explained above the commutative diagram of distinguished triangles
of the form
E G
F ′
A B
[1]
[1]
[1]
.
(b) In this case the arrow from B to A[1] in the lower distinguished triangle is isomorphism and
then by the axioms of triangulated category it follows that F ′ is a zero object, hence by the upper
distinguished triangle we see that the arrow E → G is isomorphism as well.
(a) By the vanishing ofB → A the lower triangle is a biproduct diagram. Thus we can interchange
A and B in the last diagram and apply Remark 11 to get the following diagram:
E F ′′ G
B A
g[1] [1]
[1]

3.1. Slicings and stability conditions. T. Bridgeland defined in [2]:
Definition 13. [2] Let T be a triangulated category. A slicing P is a collection of strictly full
additive subcategories P(φ) given for any φ ∈ R, such that the following conditions hold:
(1) P(φ)[1] = P(φ+ 1) .
(2) If X ∈ Ob(P(φ)) and Y ∈ Ob(P(ψ)) where φ > ψ, then Hom(X,Y ) = 0 .
(3) For any non-zero E ∈ Ob(T ) there exists a sequence φ1 > φ2 > . . . > φn and a diagram of
distinguished triangles
(24)
0 E1 E2 . . . En−1 E
A1 A2 An
[1] [1] [1]
where Ai ∈ Ob
(P(φi)) are non-zero.
Remark 14. One can prove that the diagram (24) for any object E is unique up to isomorphism.
We call this diagram the Harder-Narasimhan filtration of E.
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Definition 15. [2] Let T be a triangulated category. A pair σ = (Z,P), where P is a slicing on
T and Z : K0(T )→ C is a group homomorphism, is said to be a stability condition on T when for
any non-zero A ∈ P(t) there exists mσ(A) ∈ R>0, such that
(25) Z(A) = mσ(A) exp
(
ipit
)
.
The homomorphism Z is then called the central charge of σ.
For a stability condition σ = (Z,P) a non-zero object A in P(t) for some t is called σ-semistable,
we will write σss for the set of σ-semistable objects. Additionally, we denote φσ(A) = t for
A ∈ P(t) \ {0}, and φ+σ (E) = φσ(A1), φ−σ (E) = φσ(An) for any non-zero object E with HN
filtration as in (24). One is usually interested in a special case of stability conditions called locally
finite (see [2, Definition 5.7] for details).
Remark 16. In [2], the set of locally finite stability conditions is equipped with a structure of a
complex manifold. This complex manifold is denoted by Stab(T ). Furthermore, in [2] a left action
by biholomorphisms of the group of exact autoequivalences Aut(T ) on Stab(T ) is constructed. This
action is determined as follows:
Aut(T )× Stab(T ) 3 (Φ, (Z, {P(t)}t∈R)) 7→
(
Z ◦ [Φ]−1,
{
Φ(P(t))
}
t∈R
)
∈ Stab(T ),(26)
where [Φ] : K0(T ) → K0(T ) is the induced isomorphism (we will often omit specifying the square
brackets) and Φ(P(t)) is the full isomorphism closed subcategory containing Φ(P(t)).
For any Φ ∈ Aut(T ), σ ∈ Stab(T ) let us denote σ = (Pσ, Zσ), Φ · σ = (PΦ·σ, ZΦ·σ), then we
have:
(Φ · σ)ss = Φ(σss) φΦ·σ(X) = φσ(Φ−1X) X ∈ (Φ · σ)ss(27)
ZΦ·σ(X) = Zσ(Φ−1(X)) X ∈ T .(28)
4. Non-commutative curve counting. Dependence on a stability condition
In this section we present in details an approach to make non-commutative counting depend-
able on stability condition. The idea is sketched in [5, Section 12.4]. We make also first basic
observations. The main definition is
Definition 17. [5, Definition 12.5] Let A, T be any triangulated categories. And let Γ ⊂ Aut(T )
be a subgroup of the group of auto-equivalences. We denote
C ′A,P (T ) = {A
F- T : F is a fully faithful exact functor satisfying properties P}.(29)
Here we need P to be a property of fully faithful functors, such that (29) is a well defined set,
examples are in Definitions 18, 20.
Next we fix an equivalence relation in C ′A,P (T ):
CΓA,P (T ) = C ′A,P (T )/∼ F ∼ F ′ ⇐⇒ F ◦ α ∼= β ◦ F ′ for some α ∈ Aut(A), β ∈ Γ(30)
where F ◦α ∼= β ◦F ′ means equivalence of exact functors between triangulated categories (this is so
called graded equivalence).
In special cases, important role play the categories Db(RepK(K(l + 1))) = NPl, l ≥ −1.
These special cases of Definition 17 are relevant to non-commutative curve counting and to
intersection theory, are:
NON-COMMUTATIVE COUNTING AND STABILITY 15
Definition 18. [5, Definition 12.8], [6, Definitions 4.3, 6.4]
Let T be K-linear and let Γ ⊂ AutK(T ) be a subgroup of the group of exact K-linear auto-
equivalences on T . Let the property P in (29) be “F is K-linear”.
Let l ≥ −1. We denote C ′
NPl,P (T ) and CΓNPl,P (T ) by C ′l(T ) and CΓl (T ), respectively, and refer
to the elements of CΓl (T ) as to non-commutative curves of non-commutative genus l in T modulo
Γ.
We denote C ′
Db(pt),P
(T ) and CΓ
Db(pt),P
(T ) by C ′
Db(pt),K(T ) and CΓDb(pt),K(T ), respectively, and
refer to the elements of CΓ
Db(pt),K(T ) as to derived points in T modulo Γ.
Furthermore, in the special case when Γ =
{
[IdT ]
}
we will omit writing Γ in the superscript.
The following proposition holds
Proposition 19. [6, Proposition 5.5]. Let T be a proper K-linear triangulated category which has
an enhancement, e.g. T = Db(RepK(Q)) for an acyclic quiver Q.
Then there are bijections:
(31) Cl(T )→
 A full triangulated subcategory of T s.t. A = 〈E0, E1〉A ⊂ T : for some strong exceptional pair (E0, E1) with
hom(E0, E1) = l + 1

CDb(A1),K(T )→
{
A ⊂ T : A is a full tr. subcategory s.t. A = 〈E〉
for some exceptional object E
}
(32)
defined by [F ] 7→ Im(F ).
From now on we will assume that T is a proper K-linear triangulated category which has an
enhancement and we will use Proposition 19 to identify Cl(T ) and CDb(A1),K(T ) with the corre-
sponding sets of subcategories in T .
Using Definition 17, the concept of σ-(semi)stability of non-commutative curves in T was in-
troduced in [5]. The idea is to specify a restriction P in Definition 17 depending on a stability
condition σ ∈ Stab(T ). The following definition is the same as [5, Definition 12.12] when l ≥ 1, the
cases l = −1, 0 are not carefully explained in [5, Definition 12.12], which we repair here:
Definition 20. Let l ≥ −1. Let Γ ⊂ AutK(T ) and let σ ∈ T .
Let E ⊂ Ob(NPl) be a set of exceptional objects in NPl, s.t. for each exceptional object X ∈ NPl
there exists unique Y ∈ E, such that X ∼= Y [k] for some k ∈ Z.
We specify the property P from Definition 17 to two different cases and denote the set C ′
NPl,P (T )
from (29) by C ′l,σ(T ), C ′l,σσ(T ), respectively. More precisely, (recall C ′l(T ) from Definition 18):
C ′l,σ(T ) =
{
F ∈ C ′l(T ) : |{E ∈ E : F (E) ∈ σss}| =∞
}
(33)
C ′l,σσ(T ) = {F ∈ C ′l(T ) : ∀E ∈ E F (E) ∈ σss }.(34)
The formula (30) gives two sets of equivalence classes corresponding to the two different choices of
P specified above and we refer to these sets as sets of σ-semistable (resp. σ-stable) non-commutative
curves of non-commutative genus l in T , and modulo Γ, we denote them as follows:
CΓl,σ(T ) = C ′l,σ(T )/∼ CΓl,σσ(T ) = C ′l,σσ(T )/∼
Again, we will skip the superscript Γ when Γ contains only the identity.
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Remark 21. From (33), (34) and Definition 18 we see that C ′l,σ(T ) and C ′l,σσ(T ) are subsets of
C ′l(T ). We show here that these subsets are unions of equivalence classes in Cl(T ) (according to
Definition 18 Cl(T ) is a set of equivalence classes, which are subsets of C ′l(T )). In particular,
inclusions Cl,σ(T ) ⊂ Cl(T ) and Cl,σσ(T ) ⊂ Cl(T ) hold.
Indeed, let F ∈ C ′l(T ) and G ∈ C ′l,σ(T ), resp. G ∈ C ′l,σσ(T ), be such that F ◦ α ∼= G for some
α ∈ Aut(NPl). Since by definition both F and G are K-linear it follows from [6, Corollary 3.10]
that α is K-linear as well, and hence α(X) is exceptional iff X is exceptional for any X ∈ Ob(NPl).
It follows that F ∈ C ′l,σ(T ), resp. F ∈ C ′l,σσ(T ), as well.
Next we will discuss here the restriction of the bijection (31) to the subsets Cl,σ(T ) ⊂ Cl(T ),
Cl,σσ(T ) ⊂ Cl(T ). We note first that the set E from Definition 20 is bijective to the set of derived
points in NPl (recall Definition 18 and (32)):
Remark 22. The objects in a derived point 〈E〉 in any proper K-lineat T are exactly all the
possible finite direct sums of shifts of E. Therefore the function E → CDb(pt),K(NPl) defined by
E 3 E 7→ 〈E〉 ∈ CDb(pt),K(NPl) is a bijection, where E ⊂ Ob(NPl) is as in Definition 20. Hence
for any F ∈ C ′l(T ) the function E 3 E 7→ 〈F (E)〉 ∈ CDb(pt),K(Im(F )) is also a bijection.
Taking into account this we define:
Definition 23. Let σ ∈ Stab(T ). Due to the first sentence in Remark 22 we see that if we have a
derived point A ∈ CDb(pt),K(T ) and A = 〈A〉 = 〈B〉 with A, B exceptional objects, then A ∈ σss if
and only if B ∈ σss. Hence the set CDb(pt),σσ(T ) = {〈E〉 ∈ CDb(pt),K(T ) : E ∈ σss} is well defined.
Using this terminology and Remark 22 we see that:
Lemma 24. Let l ≥ −1 and σ ∈ Stab(T ). In Remark 21 we explained that Cl,σ(T ), Cl,σσ(T ) are
subsets of Cl(T ). Let A ⊂ T be an element in the codomain of (31). Then
(a) A ∈ Cl,σ(T ) iff
∣∣∣CDb(pt),σσ(T ) ∩ CDb(pt),K(A)∣∣∣ =∞.
(b) A ∈ Cl,σσ(T ) iff CDb(pt),K(A) ⊂ CDb(pt),σσ(T ).
Corollary 25. For any A ∈ Cl(T ), l ≥ −1 the set {σ ∈ Stab(T ) : A ∈ Cl,σσ(T )} is a closed subset
in Stab(T ).
Proof. Let E be the set of exceptional objects in A. From [2, p. 342] is known that for any object
X in T the set {σ ∈ Stab(T ) : X ∈ σss} is closed. From Lemma 24 we see that {σ ∈ Stab(T ) :
A ∈ Cl,σσ(T )} =
⋂
E∈E{σ ∈ Stab(T ) : X ∈ σss}. 
Remark 26. Let E be set of exceptional objects as in Definition 20.
(a) Let l ≥ 1 and let {si}i∈Z be a Helix in NPl (see [5, Subsection 7.1]). Then from [5, (72),
(73)] we see that we can choose E = {si : i ∈ Z} and that the function Z 3 i 7→ si ∈ E is bijection.
(b) If l = 0 or l = −1, then NPl, and hence E, has three or respectively two elements (see [6,
Figure 1]) and it follows that for l = 0, l = −1 we have always CΓl,σ(T ) = ∅. The derived points in
a genus zero nc curve cannot be ordered in a semi-orthogonal triple (follows also from [6, Figure
1]).
(c) From (a) it follows that for l ≥ 1 we have Cl,σσ(T ) ⊂ Cl,σ(T ) ⊂ Cl(T ) (recall remark 21).
Remark 27. Taking into account Remark 24, it seems reasonable to call the elements in Cl,σσ(T )
point-wise semistable and those in Cl,σ(T ) - almost everywhere point-wise semistable. Also one
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can define similarly point-wise semistability for any subcategory in T . Actually, provided that one
has defined semi-stability for some triangulated category A ( could be different from derived point),
then by analogy one gets in similar fashion notions of A-wise semistable and of almost everywhere
A-wise semistable subcategories in T . However, here we will use the shorter terminology fixed in
Definition 20 and its equivalent description in Lemma 24.
5. Some remarks for σ-exceptional collections and Cl,σσ(T )
From now on, we will assume that the triangulated categories we are working with are proper.
Firstly, we recall a Definition from [7] :
Definition 28. [7, Definition 3.17, Remark 3.19] Let σ = (P, Z) ∈ Stab(T ). An exceptional
collection E = (E0, E1, . . . , En) is called σ-exceptional collection if the following properties hold:
• E is semistable w. r. to σ (i. e. all Ei are semistable).
• ∀i 6= j hom≤0(Ei, Ej) = 0 (i. e. this is an Ext-exceptional collection).
• There exists t ∈ R, s. t. {φ(Ei)}ni=0 ⊂ (t, t + 1] (this is equivalent to |φ(Ei)− φ(Ej)| < 1
for 0 ≤ i < k ≤ n).
Remark 29. Let E be a full exceptional collection. The following is a well defined assignment:
{σ ∈ Stab(T ) : E ⊂ σss} 3 (P, Z) fE- ({|Z(Ei)|}ni=0, {φσ(Ei)}ni=0) ∈ R2(n+1)(35)
(a) Let E be Ext3 and let Θ′E denote the set of stability conditions for which E is σ-exceptional.
From [7, Corollary 3.18, Remark 3.19 ] we know that Θ′E is an open subset in Stab(T ) and (35)
restricted to Θ′E gives a homeomorphism between Θ
′
E and the following simply connected set:{
(x0, . . . , xn, y0, . . . , yn) ∈ R2(n+1) : xi > 0, |yi − yj | < 1
}
.
(b) Let E be any full exceptional collection in a proper T , then after shifting it is an Ext-
exceptional collection. Let ΘE denote the set of stability conditions σ ∈ Stab(T ), such that a shift
of E is a σ-exceptional. In [8, (11) ] is shown that (35) restricted to the open subset ΘE is also
homeomorphism, however the image is more complicated than for Θ′E .
For a class of objects E in T we denote by Eˆ the extension closure in T of E .
Remark 30. Let E ∈ T be an exceptional object. It is well known that every object X in 〈E〉 is
a direct product of finitely many objects from the class {E[i]}i∈Z, that Eˆ[i] is a heart of a bounded
t-structure in 〈E〉, and that Eˆ[i] is of finite length for each i ∈ Z. Due to homi(E,E) = 0 whenever
i 6= 0, it follows that any object X in Eˆ is a direct product of copies of E.
Proposition 31. Let T be a triangulated category. Let σ ∈ Stab(T ). If E = (E0, . . . , En) its full
σ-exceptional collection with strictly increasing phases of its objects, i. e. φσ(Ei+1) > φσ(Ei) for
all 0 ≤ i < n, then the slicing P of σ is given in the following way.
P(t) =
{
Eˆi[j] when t = φσ(Ei) + j
{0} otherwise(36)
3satisfies the second condition in Definition 28
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Proof. We note first that from the given properties of E and σ it follows:
(37) φσ(Ei2 [j2]) > φσ(Ei1 [j1]) ⇐⇒ j2 > j1 or j2 = j1, i2 > i1 .
Let us show that σ′ = (P, Z) indeed gives a locally finite stability condition when P is given by
the equation (36) and Z is the central charge of the given stability condition. For that, we only
need to show that P is a locally finite slicing on T . The first two axioms of the Definition 13 follow
immediately. By a property of semi-orthogonal decomposition, for any object F there is a filtration
with factors Ai that are objects of 〈Ei〉 and as such are the direct sums of shifts of Ei by Remark
30. So T is the extension closure of {Ei[j]}0≤i≤n,j∈Z. However, when there is a diagram of the form
A B C
Ei1 [j1] Ei2 [j2]
[1] [1]
where φZ(Ei2 [j2]) > φZ(Ei1 [j1]), then by E being Ext-exceptional and using 37 it follows that the
composition Ei2 [j2]→ B[1]→ Ei1 [j1 + 1] is either zero morphism or isomorphism 4, so we see from
Lemma 12 that we can either interchange the order of the factors Ei1 [j1], Ei2 [j2] or the composition
A→ B → C is isomorphism and we can stick A and C. Doing so until any two neighboring factors
Ei1 [j1] and Ei2 [j2] have φZ(Ei1 [j1]) ≥ φZ(Ei2 [j2]) and then using the octahedral axiom where two
neighboring factors Ei1 [j1] and Ei2 [j2] have φZ(Ei1 [j1]) = φZ(Ei2 [j2]), gives us a HN-filtration of
F with respect to P. In this slicing there exists  > 0, such that P(t − , t + ) is either trivial
or Eˆi[j] for some i, j, which by Remark 30 is a locally finite abelian category, and therefore P is
locally finite slicing (see [2, Deifinition 5.7]). Therefore σ′ ∈ Stab(T ).
Since φσ′(Ei) = φσ(Ei) for 0 ≤ i ≤ n it follows that E is also σ′-exceptional. Furthermore, the
central charges of σ and σ′ are the same. Therefore the bijection (35) has equal values on σ and σ′
and therefore σ′ = σ. 
Corollary 32. Let T be a triangulated category and σ ∈ Stab(T ). Let E = (E0, . . . , En) be a full
σ-exceptional collection with strictly increasing phases. Then the set of stable derived points, as
defined in Definition 23, is CDb(pt),σσ = {〈E0〉, 〈E1〉, . . . , 〈En〉}. In particular this set is finite and
Cl,σσ(T ) = Cl,σ(T ) = ∅ for l ≥ 0.
Proof. From the previous Proposition we have σss = {E : E ∈ Eˆi[j] : 0 ≤ i ≤ n, j ∈ Z}. If 〈E〉
is a stable derived point, then from Definition 23 E ∈ σss, hence E ∈ Eˆi[j] for some 0 ≤ i ≤ n
and some j ∈ Z and from Remark 30 it follows that 〈E〉 = 〈Ei〉. Obviously 〈Ei〉 is stable for
each i. Therefore indeed CDb(pt),σσ = {〈E0〉, 〈E1〉, . . . , 〈En〉}, and it has n+ 1 elements. Now from
Lemma 24 it follows that Cl,σ(T ) = Cl,σσ(T ) = ∅ for l ≥ 1. On the other hand, if C0,σσ(T ) 6= ∅
and A ∈ C0,σσ(T ), then the three derived points in A (see Remark 26 (b)) must be of the form
〈Ei〉, 〈Ej〉, 〈Ek〉 with 0 ≤ i < j < k ≤ n, which contradicts the last sentence in Remark 26 (b). 
Remark 33. Let E = (E0, . . . , En) be a full Ext-exceptional collection. The homeomorphism (35)
restricted to the set of stability conditions σ ∈ Θ′E with strictly increasing phases on E gives a
4in the case i1 = i2 and j2 = j1 + 1 this arrow is of the form Ei1 [j1 + 1]→ Ei1 [j1 + 1]
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homeomorphism between this set and the following subset of R2(n+1):{
(x0, . . . , xn, y0, . . . , yn) ∈ R2(n+1) : xi > 0, y0 < y1 < · · · < yn < y0 + 1
}
.
Proposition 34. Let T have an enhancement, let σ ∈ Stab(T ) and let E = (E0, . . . , En) be a full
σ-exceptional collection, such that hom1(Ei, Ei+1) = l + 1 and hom
j(Ei, Ei+1) = 0 for j ∈ Z \ {1}
for some 0 ≤ i < n and some l ≥ 0. Then 〈Ei, Ei+1〉 ∈ Cl,σσ(T ).
Proof. From Lemma 19 we see that 〈Ei, Ei+1〉 ∈ Cl(T ), in particular there is an exact equivalence
F : 〈Ei, Ei+1〉 → Db(K(l)).(38)
We will show that all exceptional objects of T , which lie in 〈Ei, Ei+1〉, are in σss and then from
Lemma 24 will follow that 〈Ei, Ei+1〉 ∈ Cl,σσ(T ). Let A be the extension closure of (Ei, Ei+1) in
T . From [8, Proposition 2.2] we see that each exceptional object in T , which is also in A, is in σss.
To finish the proof it is enough to show that each exceptional object in 〈Ei, Ei+1〉 is isomorphic to
a shift of an object in A. Since F in (38) is exact equivalence, it is enough to prove that
Each exceptional object in Db(K(l + 1)) is isomophic to a shift of an object in F (A),(39)
Now F (Ei) is an exceptional object in D
b(K(l+ 1)). Using an auto-equivalence of Db(K(l+ 1))
we can assume that F (Ei) is the simple representation in RepK(K(l + 1)) with dimension vector
(1, 0) (for the case l = 0 we use [6, Proposition 10.9] and for the case l ≥ 1 we use [9, Corollary 5.3]).
On the other hand F (Ei), F (Ei+1) is an exceptional pair and it follows that F (Ei+1) is isomorphic
to a shift of the simple representation in RepK(K(l+ 1)) with dimension vector (0, 1) (this follows
for example from results in [4]). However, we have also hom1(F (Ei), F (Ei+1) = l+ 1 and it follows
that this shift is trivial. Hence we see that we can assume that (F (Ei), F (Ei+1)) is the exceptional
pair of the simple representations of K(l). It follows that each X ∈ RepK(K(l + 1)) is isomorphic
to F (A) for some A ∈ A, and since RepK(K(l + 1)) is hereditary we obtain (39). 
Corollary 35. Let T have an enhancement, let E = (E0, . . . , En) be a full exceptional collection
such that for some 0 ≤ i < n, some α ∈ Z, and some l ≥ 0 holds hom1+α(Ei, Ei+1) = l + 1 and
homj(Ei, Ei+1) = 0 for j ∈ Z \ {1 + α}. If σ ∈ ΘE and φ(Ei) ≥ φ(Ei+1[α]), then 〈Ei, Ei+1〉 ∈
Cl,σσ(T ).
Proof. By the definition of ΘE in Remark 29, the sequence (E0[p0], . . . En[pn]) is σ-exceptional
for some (p0, . . . , pn) ∈ Zn+1. We can ssumme that pi = 0 and therefore homj(Ei, Ei+1[pi+1]) =
0 for j ≤ 0, |φ(Ei)− φ(Ei+1[pi+1])| < 1. Since we are given hom1+α(Ei, Ei+1) = l + 1 and
homj(Ei, Ei+1) = 0 for j ∈ Z \ {1 + α}, therefore pi+1 ≤ α. If pi+1 < α, then pi+1 = α − δ for
some δ ≥ 1 and φ(Ei) − φ(Ei+1[pi+1]) = φ(Ei) − φ(Ei+1[α]) + δ ≥ δ ≥ 1 by the given φ(Ei) −
φ(Ei+1[α]) ≥ 0, and this contradicts |φ(Ei)− φ(Ei+1[pi+1])| < 1, Therefore pi+1 = α and we apply
the Proposition 34 to the sequence (E0[p0], . . . En[pn]). 
6. The example: Stable non-commutative curves in Db(Q)
We fix T = Db(Q), where Q is as in (2). Here we will study how the sets Ci,σσ(T ) ⊂ Ci,σ(T )
(defined in Definition 20) change as σ varies in Stab(T ) and i ∈ Z. Recalling that Cl(T ) = ∅ for
l ≥ 2 (see Proposition (1)) and using Remark 26 (c) we see that Cl,σσ(T ) = Cl,σ(T ) = ∅ for l ≥ 2.
Our study uses to a great extent results from [6], [7], [8] regarding exceptional objects in T and
Stab(T ). We present these results in the first two subsections.
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6.1. On the exceptional objects in Db(Q). Let dim(E) = (x, y, z) be the dimension vector of
an exceptional representation in RepK(Q). Let pi
m± : Km+1 → Km and jm± : Km → Km+1 be linear
maps such that
pim+ (x1, . . . , xm+1) = (x1, . . . , xm) pi
m
− (x1, . . . , xm+1) = (x2, . . . , xm+1)
jm+ (x1, . . . , xm) = (x1, . . . , xm, 0) j
m
− (x1, . . . , xm) = (0, x1, . . . , xm) .
Proposition 36. [7, Proposition 2.2] The exceptional objects of T up to equivalence are:
Em1 =
Km
Km+1 Km
pim−
pim+ id Em2 =
Km+1
Km Km+1
jm−
jm+ id Em3 =
Km+1
Km Kmid
jm+ j
m
−
Em4 =
Km
Km+1 Km+1id
pim+ pi
m
− M =
0
0 K
M ′ =
K
K 0
where m goes over all non-negative integers.
Following [8], we denote
(40) am =
{
E−m1 m ≤ 0
Em−12 [1] m ≥ 1
, bm =
{
E−m4 m ≤ 0
Em−13 [1] m ≥ 1
.
Due to Proposition 36 and Corollary 32 holds (3).
The following results from [7], [8] will be used often later.
Corollary 37. ([8, Corollary 3.7]) For each m ∈ Z we have:
hom(M ′, am) 6= 0; hom(M, bm) 6= 0; hom∗(am,M ′) = 0;(41)
hom1(am,M) 6= 0; hom1(bm,M ′) 6= 0; hom∗(bm,M) = 0(42)
hom∗(bm, am−1) = 0; hom(bm, an) 6= 0 for m ≤ n; hom1(bm, an) 6= 0 for m > n+ 1;(43)
hom∗(am, bm) = 0; hom(am, bn+1) 6= 0 for m ≤ n; hom1(am, bn) 6= 0 for m > n;(44)
hom∗(am, am−1) = 0; hom(am, an) 6= 0 for m ≤ n; hom1(am, an) 6= 0 for m > n+ 1;(45)
hom∗(bm, bm−1) = 0; hom(bm, bn) 6= 0 for m ≤ n; hom1(bm, bn) 6= 0 for m > n+ 1;(46)
hom1(M,M ′) 6= 0 hom1(M ′,M) 6= 0.(47)
Corollary 38. [7, Corollary 2.6 (b)] For any two exceptional objects X,Y ∈ Db(Q) at most one
element of the family {homp(X,Y )}p∈Z is nonzero.
In [8, Remark 3.15] is explained that for any p, q ∈ Z there are distinguished triangles
(48)
bp+1[−1] - M ′
ap
ff
ff a
q[−1] - M
bq
ff
ff
.
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Remark 39. We will denote by δ ∈ K0(Db(Q)) the element δ = [E01 ] + [M ] + [E03 ]. For δ holds
δ = [M ] + [M ′]. In particular for any stability condition (Z,P) ∈ Stab(T ) hold the equalities
Z(δ) = Z(M) + Z(M ′). Furthermore, from (48) we see that Z(ap) = Z(M ′) + Z(bp+1) and
Z(bq) = Z(M) + Z(aq) for any p, q ∈ Z. On the other hand, the latter two equalities imply that
Z(bp) = Z(δ) + Z(bp+1), Z(ap) = Z(δ) + Z(ap+1).
6.2. On stability conditions on Db(Q). The entire manifold Stab(T ) was described in [8] and
there was proved that it is contractible. We recollect some material from [8].
For a given triple (A,B,C) ∈ T we will denote the open subset Θ(A,B,C) ⊂ Stab(Db(Q)) from
Remark 29 (b) by (A,B,C), when (we believe that) no confusion may arise. In [8, Proposition
2.7] is shown that the image of the homeomorphism in Remark 29 (b) is a set of the form R3>0 × y0 − y1 < 1 + αy0 − y2 < 1 + min{β, α+ γ}
y1 − y2 < 1 + γ
, where α, β, γ ∈ Z are defined in [8, (30)]. Furthermore, the
subset (A,B,C) ⊂ Stab(T ) is described in [8, Proposition 2.7] as those stability conditions such
that A,B,C are semis-table and the phases φ(A), φ(B), φ(C) satisfy the inequalities above with
y0, y1, y2 replaced by φ(A), φ(B), φ(C). These inequalities are described in the following tables for
each E ∈ T, where T is as in Proposition 7 (see [8, (100), (118)]):
Tsta T
st
bM ′, aj , aj+1 ∈ σss : φ (M
′) < φ
(
aj
)
φ (M ′) + 1 < φ
(
aj+1
)
φ
(
aj
)
< φ
(
aj+1
)

M, bn, bn+1 ∈ σss :
φ (M) < φ (bn)
φ (M) + 1 < φ
(
bn+1
)
φ (bn) < φ
(
bn+1
)
ap, bp+1, ap+1 ∈ σss : φ (a
p) < φ
(
bp+1
)
φ (ap) + 1 < φ
(
ap+1
)
φ
(
bp+1
)
< φ
(
ap+1
)

bq, aq, bq+1 ∈ σss :
φ (bq) < φ (aq)
φ (bq) + 1 < φ
(
bq+1
)
φ (aq) < φ
(
bq+1
)
am, am+1,M ∈ σss : φ (a
m) < φ
(
am+1
)
φ (am) < φ (M)
φ
(
am+1
)
< φ (M) + 1

bi, bi+1,M ′ ∈ σss : φ
(
bi
)
< φ
(
bi+1
)
φ
(
bi
)
< φ (M ′)
φ
(
bi+1
)
< φ (M ′) + 1
 .
(49)
(ap,M, bp+1) (bq,M ′, aq)ap,M, bp+1 ∈ σss :
φ (ap) < φ (M) + 1
φ (ap) < φ
(
bp+1
)
φ (M) < φ
(
bp+1
)

bq,M ′, aq ∈ σss : φ (b
q) < φ (M ′) + 1
φ (bq) < φ (aq)
φ (M ′) < φ (aq)
 .(50)
6.3. First remarks on Ci,σ(T ), Ci,σσ(T ). From 3, Proposition 1, and Remark 26 we see that:
αm ∈ C0,σσ(T ) iff {M ′, am, bm+1} ⊂ σss; βm ∈ C0,σσ(T ) iff {M,am, bm} ⊂ σss;
A ∈ C1,σσ(T ) iff {am : m ∈ Z} ⊂ σss; B ∈ C1,σσ(T ) iff {bm : m ∈ Z} ⊂ σss;
A ∈ C1,σ(T ) iff |{m ∈ Z : am ∈ σss}| =∞; B ∈ C1,σ(T ) iff |{m ∈ Z : bm ∈ σss}| =∞ .
In particular, it follows (taking into account (3))
CDb(pt),σσ(T ) = CDb(pt),K(T ) ⇐⇒ C0,σσ(T ) = C0(T ).(51) {
σ :
∣∣∣CDb(pt),σσ(T )∣∣∣ <∞} = {σ : |C1,σ(T )| = 0} .(52)
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Furthermore, if infinitely many genus zero nc curves are in C0,σσ(T ), then either for infinitely
many m we have αm ∈ C0,σσ(T ) and hence {M ′, am, bm+1} ⊂ σss or for infinitely many m we
have βm ∈ C0,σσ(T ) and hence {M,am, bm} ⊂ σss, and it follows that C1,σ(T ) = C1(T ). Thus we
deduce:
C1,σ(T ) 6= {A,B} ⇒ |C0,σσ(T )| <∞.(53)
6.4. Study of Ci,σ(T ), Ci,σσ(T ), CDb(pt),σσ(T ) as σ ∈ Tsta ∪Tstb and i ≥ −1. Recall that Tsta ∪Tstb
is in (7). It will be enough to study only one of both the cases, σ ∈ Tsta or σ ∈ Tstb , because there
is an auto-equivalence ζ such that ζ(Tsta ) = T
st
b . More precisely, there is ζ such that
ζ ∈ AutK(T ) ζ(am) ∼= bm ζ(bm) ∼= am−1 ζ(M) ∼= M ′ ζ(M ′) ∼= M(54)
for each m ∈ Z. Indeed from [6, Proposition 8.4] we see that there is an auto-equivalence ζ ∈ Aut(T )
such that ζ(am) ∼= bm, ζ(bm) ∼= am−1 for each m ∈ Z. On the other hand, from the full exceptional
triples (M ′, am, am+1), (M, bm, bm+1), (am, am+1,M), (bm, bm+1,M ′) it follows that ζ(M ′) ∼= M [p],
ζ(M) ∼= M ′[q] for some p.q ∈ Z. However, due to Corollary 37 we have also 0 6= hom(M ′, am) =
hom(ζ(M ′), ζ(am)) = hom(M [p], bm) and from Corollaries 37, 38 we see that p = 0. Also we have
0 6= hom(M, bm) = hom(ζ(M), ζ(bm)) = hom(M ′[q], am−1) and again Corollaries 37, 38 imply
q = 0. From Proposition 1 and (54) we obtain
ζ(αm) = βm ζ(βm) = αm−1 ζ(A) = B ζ(B) = A.(55)
Using (27) in Remark 16 and Subsection 6.3 we see that
Remark 40. For any σ ∈ Stab(T ) and any m ∈ Z we have
M ∈ σss ⇐⇒ M ′ ∈ (ζ · σ)ss ⇒ φζ·σ(M ′) = φσ(M)(56)
M ′ ∈ σss ⇐⇒ M ∈ (ζ · σ)ss ⇒ φζ·σ(M) = φσ(M ′)(57)
am ∈ σss ⇐⇒ bm ∈ (ζ · σ)ss ⇒ φζ·σ(bm) = φσ(am)(58)
bm ∈ σss ⇐⇒ am−1 ∈ (ζ · σ)ss ⇒ φζ·σ(am−1) = φσ(bm)(59)
αm ∈ C0,σσ(T ) ⇐⇒ βm ∈ C0,(ζ·σ)(ζ·σ)(T )(60)
βm ∈ C0,σσ(T ) ⇐⇒ αm−1 ∈ C0,(ζ·σ)(ζ·σ)(T )(61)
A ∈ C1,σσ(T ) ⇐⇒ B ∈ C1,(ζ·σ)(ζ·σ)(T ) A ∈ C1,σ(T ) ⇐⇒ B ∈ C1,ζ·σ(T ).(62)
Lemma 41. Let p ∈ Z. In any of the following cases holds C1,σσ(T ) = C1,σ(T ) = ∅:
(a) ap, ap+1 ∈ σss and φ(ap+1) > φ(ap)+1. In fact in this case aj 6∈ σss for j 6∈ {p, p+1}, bj 6∈ σss
for j 6= p + 1, and it follows that C0,σσ(T ) ⊂ {αp, βp+1}, βp+1 ∈ C0,σσ(T ) iff {M, bp+1} ⊂ σss,
αp ∈ C0,σσ(T ) iff {M ′, bp+1} ⊂ σss.
(b) bp, bp+1 ∈ σss and φ(bp+1) > φ(bp) + 1. In this case bj 6∈ σss for j 6∈ {p, p+ 1}, aj 6∈ σss for
j 6= p, and it follows that C0,σσ(T ) ⊂ {αp, βp}, βp ∈ C0,σσ(T ) iff {M,ap} ⊂ σss, αp ∈ C0,σσ(T ) iff
{M ′, ap} ⊂ σss.
(c) ap, bp+1 ∈ σss and φ(bp+1) > φ(ap) + 1. In fact, in this case bj , aj 6∈ σss for j 6∈ {p, p+ 1}.
Proof. (a) If bj ∈ σss for j ≤ p, then from hom(bj , ap) 6= 0 in (43) and axiom (2) in Definition 13
it follows that φ(bj) ≤ φ(ap), and therefore axiom (2) in Definition 13 implies hom1(ap+1, bj) = 0,
which contradicts (44).
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If bj ∈ σss for j > p + 1, then from hom(ap+1, bj) 6= 0 in (44) and axiom (2) in Definition 13
it follows that φ(ap+1) ≤ φ(bj), and therefore axiom (2) in Definition 13 implies hom1(bj , ap) = 0,
which contradicts (43). The cases of aj for j < p, j > p + 1 are obtained by similar arguments,
relying on (45).
The statement for C0,σσ(T ) follows from the already proved part and Subsection 6.3.
(b) follows from (a) due to the auto-equivalence ζ with (54) and (55).
(c) If aj ∈ σss for some j < p, then using Corollary 37 and axiom (2) in Definition 13 we deduce
φ(aj) ≤ φ(ap) and therefore φ(aj) + 1 < φ(bp+1). Hence vie axiom (2) in Definition 13 we have
hom1(bp+1, aj) = 0, which contradicts (43).
If aj ∈ σss for some j > p + 1, then by hom(bp+1, aj) 6= 0 in (43) we get φ(bp+1) ≤ φ(aj) and
therefore hom1(aj , ap) = 0, which contradicts (45).
If bj ∈ σss for some j < p, then 43 ensures φ(bj) ≤ φ(ap), which however implies hom1(bp+1, bj) =
0, which contradicts (46).
If bj ∈ σss for some j > p + 1, then by hom(bp+1, bj) 6= 0 in (46) we get φ(bp+1) ≤ φ(bj) and
therefore hom1(bj , ap) = 0, which contradicts (43).

We will prove Propositions 43, 51 and 48. From these follow tables (8), (10) and then using
Remark 40 follows tables (9), (11).
We will prove also Proposition 44, from which follows
Corollary 42. If σ ∈ Tstb and M,M ′ ∈ σss, then φ(M) < φ(M ′). If σ ∈ Tsta and M,M ′ ∈ σss,
then φ(M) > φ(M ′).
Now we start proving tables (8), (10). We first determine completely the behavior of the stability
and semi-stability of the curve B in Tstb , and mention something about A.
Proposition 43. Let σ ∈ Tstb .
If σ ∈ (bq, aq, bq+1) for some q, then C1,σ(T ) = C1,σσ(T ) = ∅.
If σ ∈ (M, bq, bq+1) or σ ∈ (bq, bq+1,M ′) for some q, then for φ(bq+1) > φ(bq) + 1 we have
C1,σσ(T ) = C1,σ(T ) = ∅ and otherwise for φ(bq+1) ≤ φ(bq) + 1 holds B ∈ C1,σσ(T ).
Proof. All the cases are in the second column of table (49) and therefore bq, bq+1 ∈ σss. From
Lemma 41 it follows that A 6∈ C1,σ(T ) and B 6∈ C1,σ(T ), when φ(bq+1) > φ(bq) + 1, furthermore
for σ ∈ (bq, aq, bq+1) we see in table (49) that φ(bq+1) > φ(bq) + 1 is automatically satisfied.
It remains the case when σ ∈ (M, bq, bq+1) or σ ∈ (bq, bq+1,M ′) for some q and φ(bq+1) ≤ φ(bq)+1.
In this case Corollary 35 ensure B ∈ C1,σσ(T ). 
Now we discuss the behavior of φσ(M), φσ(M
′) for some stability conditions.
Proposition 44. Let p ∈ Z.
(a) Let σ ∈ (bp, ap, bp+1). If M,M ′ ∈ σss, then φ(M) < φ(M ′) ≤ φ(M) + 1. Furthermore:
M ∈ σss ⇐⇒ φ(ap)− 1 ≤ φ(bp) < φ (ap)
(63)
M ′ ∈ σss ⇐⇒ φ(bp+1)− 1 ≤ φ(ap) < φ (bp+1) .
For example one can choose σ ∈ (bp, ap, bp+1) with φ(bp) = t, φ(ap) = t+ 1, φ(bp+1) = t+ 2 and in
this case both inequalities in (63) hold and φ(M) = t, φ(M ′) = t+ 1.
(b) Let σ ∈ (M, bp, bp+1) or σ ∈ (bp, bp+1,M ′). If M,M ′ ∈ σss then φ(M) < φ(M ′).
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Proof. (a) Let M,M ′ ∈ σss. Combining the inequalities
φ (bp) < φ (ap)
φ (bp) + 1 < φ
(
bp+1
)
φ (ap) < φ
(
bp+1
) in (49) with the
following inequalities due to (41), (42):
φ(bp+1)− 1 ≤ φ(M ′) ≤ φ(ap)
φ(ap)− 1 ≤ φ(M) ≤ φ(bp) we we obtain the following
equivalent system of inequalities: φ(ap) − 1 ≤ φ(M) ≤ φ(bp) < φ(bp+1) − 1 ≤ φ(M ′) ≤ φ(ap). In
particular, φ(M) < φ(M ′) ≤ φ(M) + 1, if M,M ′ ∈ σss.
Conversely, let σ ∈ (bp, ap, bp+1) and some of the inequalities (63) hold. The constants α, γ
defined in [8, Lemma 2.7] for the triple (bp, ap, bp+1) are α = γ = −1, which follows from Corollary
37. From Corollary 35 we see that if the first, resp. the second, inequality in (63) holds, then
the exceptional objects in the extension closures of (bp, ap[−1]), resp. in (ap, bp+1[−1]), are in σss.
Therefore M ∈ σss, resp. M ′ ∈ σss (see (48)). The last sentence follows also from (48).
(b) Let M,M ′ ∈ σss. If σ ∈ (M, bp, bp+1), then from table (49) we have φ(M) + 1 < φ(bp+1), and
from (42) it follows that φ(bp+1) ≤ φ(M ′)+1. Therefore φ(M) < φ(M ′). If σ ∈ (bp, bp+1,M ′), then
from table (49) we have φ(bp) < φ(M ′), and from (41) it follows that φ(M) ≤ φ(bp). Therefore
φ(M) < φ(M ′). 
Corollary 45. Let σ ∈ (bp, ap, bp+1), then C0,σσ(T ) ⊂ {αp, βp} and αp ∈ C0,σσ(T ) iff φ(bp+1)−1 ≤
φ(ap) < φ(bp+1), βp ∈ C0,σσ(T ) iff φ(ap)− 1 ≤ φ(bp) < φ(ap). In particular, the first row of table
(12) follows, taking into account also Proposition (43).
Let σ ∈ (ap, bp+1, ap+1), then C0,σσ(T ) ⊂ {αp, βp+1} and βp+1 ∈ C0,σσ(T ) iff φ(ap+1) − 1 ≤
φ(bp+1), αp ∈ C0,σσ(T ) iff φ(bp+1)− 1 ≤ φ(ap). In particular, the second row of table (12) follows.
Proof. Let σ ∈ (bp, ap, bp+1). In table 49 we have bp, ap, bp+1 ∈ σss and
φ (bp) < φ (ap)
φ (bp) + 1 < φ
(
bp+1
)
φ (ap) < φ
(
bp+1
) .
From Lemma 41 (b) and Proposition 44 (a) we obtain the statement.
The second part follows from the first with the help of (54), (55) and Remark 40. 
Corollary 46. Let σ ∈ (bp, bp+1,M ′) and φ(bp+1) > φ(bp) + 1. Then
(a) C0,σσ(T ) ⊂ {αp, βp} and
C0,σσ(T ) 6= ∅ ⇐⇒ φ
(
M ′
)
+ 1 > φ(bp+1) ≥ φ(M ′) ⇐⇒ αp ∈ C0,σσ(T ) ⇐⇒ ap ∈ σss.(64)
Furthermore for φ (M ′)+1 > φ(bp+1) ≥ φ(M ′) we have φ(ap) = arg[φ(M ′),φ(M ′)+1)(Z(bp+1)+Z(M ′))
and βp ∈ C0,σσ(T ) ⇐⇒ arg[φ(M ′),φ(M ′)+1)(Z(bp+1) + Z(M ′)) ≤ φ(bp) + 1.
(b) M ∈ σss if and only if βp ∈ C0,σσ(T ), which in turn by (a) is equivalent to φ (M ′) + 1 >
φ(bp+1) ≥ φ(M ′) and arg[φ(M ′),φ(M ′)+1)(Z(bp+1) + Z(M ′)) ≤ φ(bp) + 1.
(c) From (a) and (b) follow the third and the second row of table (8) (taking into account Propo-
sition 43).
Proof. Recall that in table (49) we have φ
(
bp+1
)
< φ (M ′) + 1. From Lemma 41 (b) it follows
that C0,σσ(T ) ⊂ {αp, βp}, βp ∈ C0,σσ(T ) iff {M,ap} ⊂ σss, αp ∈ C0,σσ(T ) iff {M ′, ap} ⊂ σss. In
particular C0,σσ(T ) 6= ∅ iff ap ∈ σss. On the other hand, if ap ∈ σss, then (41), (44) imply that
φ(M ′) ≤ φ(ap) ≤ φ(bp+1) and vice versa, if φ(bp+1) ≥ φ(M ′), then Corollary 35 and (42) imply
that αp = 〈M ′, ap, bp+1〉 ∈ C0,σσ(T ) and hence ap ∈ σss. So we proved (64). Before continuing
with analyzing the case φ(bp+1) ≥ φ(M ′), we note that when φ(bp+1) < φ(M ′) we have M 6∈ σss.
Indeed, the non-vanishing hom(M, bp) 6= 0 in (41) combined with inequalities φ(bp+1) < φ(M ′),
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φ(bp+1) > φ(bp) + 1, and M ∈ σss, recalling (2) in Definition 13, would imply hom1(M ′,M) = 0,
which contradicts (47). Recalling that βp ∈ C0,σσ(T ) iff {M,ap} ⊂ σss and using the already
proved (64) we see that βp ∈ C0,σσ(T ) iff M ∈ σss.
Let φ(bp+1) ≥ φ(M ′) and φ(bp+1) > φ(bp) + 1. It remains to determine when βp ∈ C0,σσ(T ),
i.e. when M ∈ σss. We already explained that ap ∈ σss and φ(M ′) ≤ φ(ap) ≤ φ(bp+1). In table
(49) we have also
φ (bp) < φ
(
bp+1
)
φ (bp) < φ (M ′)
φ
(
bp+1
)
< φ (M ′) + 1
. Therefore φ(M ′) ≤ φ(ap) ≤ φ(bp+1) < φ(M ′) + 1.
Recalling that Z(ap) = Z(bp+1) + Z(M ′) (the first triangle in (48)) we deduce that φ(ap) =
arg[φ(M ′),φ(M ′)+1)(Z(b
p+1) + Z(M ′)), Furthermore, φ(ap) = φ(bp+1) iff φ(bp+1) = φ(M ′) otherwise
φ(M ′) < φ(ap) < φ(bp+1). If φ(bp+1) = φ(M ′), then φ(ap) = φ(bp+1) and therefore, taking into
account φ(bp) + 1 < φ(bp+1), we deduce φ(ap[−1]) > φ(bp) and then the second triangle in (48)
implies M 6∈ σss. Otherwise φ (bp) < φ(M ′) < φ(ap) < φ(bp+1) and from table (49) if follows that
σ ∈ (bp, ap, bp+1) and now applying Corollary 45 we complete the proof. 
Corollary 47. Let σ ∈ (M, bp, bp+1) and φ(bp+1) > φ(bp) + 1. Then
(a) C0,σσ(T ) ⊂ {αp, βp} and
C0,σσ(T ) 6= ∅ ⇐⇒ φ (bp) > φ(M) ≥ φ(bp)− 1 ⇐⇒ βp ∈ C0,σσ(T ) ⇐⇒ ap ∈ σss.(65)
Furthermore for φ (bp) > φ(M) ≥ φ(bp) − 1 we have φ(ap) = arg(φ(M),φ(M)+1](Z(bp) − Z(M)) and
αp ∈ C0,σσ(T ) ⇐⇒ φ(bp+1)− 1 ≤ arg(φ(M),φ(M)+1](Z(bp)− Z(M)).
(b) M ′ ∈ σss if and only if αp ∈ C0,σσ(T ), which in turn by (a) is equivalent to φ (bp) > φ(M) ≥
φ(bp)− 1 and φ(bp+1)− 1 ≤ arg(φ(M),φ(M)+1](Z(bp)− Z(M)).
(c) From (a) and (b) follow the second and the third row of table (10) (taking into account
Proposition 43).
Proof. In table (49) we have φ (M) < φ (bp). From Lemma 41 (b) it follows that C0,σσ(T ) ⊂
{αp, βp}, βp ∈ C0,σσ(T ) iff {M,ap} ⊂ σss, αp ∈ C0,σσ(T ) iff {M ′, ap} ⊂ σss. In particular
C0,σσ(T ) 6= ∅ iff ap ∈ σss. On the other hand, if ap ∈ σss, then (42), (43) and (44) imply that
φ(bp) ≤ φ(ap) ≤ φ(M) + 1, φ(ap) ≤ φ(bp+1) and vice versa, if φ(M) ≥ φ(bp)− 1, then Corollary 35
implies that βp = 〈M, bp, ap〉 ∈ C0,σσ(T ) and hence ap ∈ σss. Thus, we proved (65).
Note that when φ(M) < φ(bp)−1 we have M ′ 6∈ σss. Indeed, the non-vanishing hom1(bp+1,M ′) 6=
0 in (42) combined with inequalities φ(bp)−1 > φ(M), φ(bp+1) > φ(bp)+1, and M ′ ∈ σss, recalling
(2) in Definition 13, would imply hom1(M ′,M) = 0, which contradicts (47). Having (65) and
αp ∈ C0,σσ(T ) iff {M ′, ap} ⊂ σss we see that M ′ ∈ σss ⇐⇒ αp ∈ C0,σσ(T ).
Let φ(M) ≥ φ(bp) − 1 and φ(bp+1) > φ(bp) + 1. It remains to determine when αp ∈ C0,σσ(T ),
i.e. when M ′ ∈ σss ? We already explained that ap ∈ σss and φ(bp) ≤ φ(ap) ≤ φ(M) + 1,
φ(ap) ≤ φ(bp+1). In table (49) we have also
φ (M) < φ (bp)
φ (M) + 1 < φ
(
bp+1
)
φ (bp) < φ
(
bp+1
) . Therefore φ(M) < φ (bp) ≤
φ(ap) ≤ φ(M) + 1. Recalling that Z(ap) = Z(bp)− Z(M) (the second triangle in (48)) we deduce
that φ(ap) = arg(φ(M),φ(M)+1](Z(b
p) − Z(M)), Furthermore, φ(ap) = φ(bp) iff φ(bp) − 1 = φ(M)
otherwise φ(bp) < φ(ap) < φ(M) + 1 < φ(bp+1). If φ(bp) − 1 = φ(M), then φ(ap) = φ(bp) and
therefore, taking into account φ(bp)+1 < φ(bp+1), we deduce φ(bp+1[−1]) > φ(ap) and then the first
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triangle in (48) implies M ′ 6∈ σss. Otherwise φ(bp) < φ(ap) < φ(M) + 1 < φ(bp+1) and from table
(49) if follows that σ ∈ (bp, ap, bp+1) and now applying Corollary 45 we complete the proof. 
In Proposition 43 and Corollaries 47, 46 we filled in some boxes of tables (8), (10). The rest
boxes in these tables are proved in the next two propositions.
Proposition 48. Let σ ∈ (bn, bn+1,M ′) for some n ∈ Z and φ(bn+1) ≤ φ(bn) + 1. Then A 6∈
C1,σσ(T ).
(a) If φ(bn+1) < φ(bn) + 1, we denote5
t = arg(φ(bn)−1,φ(bn))(Z(b
n)− Z(bn+1)),(66)
and then consider two subcases:
(a.1) φ(M ′) ≥ t+ 1: in this sub-case aj 6∈ σss for all j ∈ Z and C0,σσ(T ) = ∅ and A 6∈ C1,σ(T );
(a.2) φ(M ′) < t+ 1: in this sub-case if we denote U = arg(t,t+1)(Z(M ′) +Z(bn+1)−Z(bn)), then
it holds U > φ(M ′), M ∈ σss, U = φ(M) + 1 and there are uniquely determined integers N ≤ u
such that
t < φ(bN ) < φ(M ′) ≤ φ(bN+1) < t+ 1(67)
t < φ(bu) ≤ U < φ(bu+1) < t+ 1,(68)
and for these integers N, u holds aj ∈ σss ⇐⇒ N ≤ j ≤ u and C0,σσ(T ) = {αj , βj : N ≤ j ≤ u}.
In particular here we have A 6∈ C1,σ(T ) again.
(b) If φ(bn+1) = φ(bn) + 1, then we consider three sub-cases
(b.1) φ(M ′) > φ(bn) + 1: in this case aj 6∈ σss for all j ∈ Z and A 6∈ C1,σ(T ), C0,σσ(T ) = ∅.
Furthermore, in this case M 6∈ σss.
(b.2) φ(M ′) < φ(bn) + 1: in this case aj ∈ σss iff j = n, A 6∈ C1,σ(T ), C0,σσ(T ) = {αn, βn}.
Furthermore, in this case M ∈ σss and φ(M ′) < φ(M) + 1.
(b.3) φ(M ′) = φ(bn+1) = φ(bn)+1: in this case M ∈ σss, φ(M ′) = φ(M)+1, j ≥ n iff aj ∈ σss,
C0,σσ(T ) = {αj , βj : j ≥ n}, A ∈ C1,σ(T ).
In particular, follows the rest of table (8) and then from Remark 54 follows table (9),
Proof. From Proposition 43 we see that {bj}j∈Z ⊂ σss. From Corollary 37 we see that hom(bj , aj) 6=
0, hom(aj , bj+1) 6= 0, hom(M ′, aj) 6= 0 for any j ∈ Z and it follows
∀j ∈ Z aj ∈ σss ⇒ φ(bj) ≤ φ(aj) ≤ φ(bj+1) and φ(M ′) ≤ φ(aj).(69)
So, if aj ∈ σss for some j ∈ Z, then φ(M ′) ≤ φ(aj) and from table (49) it follows that φ(bn) <
φ(aj), hence hom(aj , bn) = 0. Now the non-vanishing hom(ap, bq+1) 6= 0 for p ≤ q in corollary 37
implies that j ≥ n. So we see that
j < n ⇒ aj 6∈ σss ⇒ A 6∈ C1,σσ(T ).(70)
(a) Here we have φ(bn) < φ(bn+1) < φ(bn) + 1. Recalling that (see [8, (84)]) Z(δ) = Z(bn) −
Z(bn+1) we see that choosing t as in (66) and combining the facts: {bj : j ∈ Z} ⊂ σss, hom(bi, bj) 6=
0 for i ≤ j, hom1(bi, bj) 6= 0 for i > j + 1 and [8, Corollaries 3.19, 3.18] one obtains:
0 6= Z(δ) = |Z(δ)| exp(ipit) lim
j→+∞
φ(bj) = t+ 1 lim
j→−∞
φ(bj) = t ∀j ∈ Z φ(bj) < φ(bj+1).(71)
5Recall that Z(bn)− Z(bn+1) = Z(δ) - see Remark 39.
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Having (71) and (69) and using again [8, Corollary 3.19] we deduce:
{Z(aj)}j∈Z ⊂ Z(δ)c+ lim
k→+∞
arg(t,t+1)(Z(a
j)) = t+ 1
(72)
∀k ∈ Z t < arg(t,t+1)(Z(ak)) < arg(t,t+1)(Z(ak+1)) < t+ 1.
(a.1) If φ(M ′) ≥ t+ 1, then using (69) and (71) it follows that aj 6∈ σss for any j ∈ Z and hence
in Subsection 6.3 we deduce that C0,σσ(T ) = ∅.
(a.2) So, assume that φ(M ′) < t + 1. In table (49) we have φ(bn) < φ(M ′) and due to (71) we
see that for some N ∈ Z holds n ≤ N and (67).
Table (49) ensure that σ ∈ (bN , bN+1,M ′) and recalling that hom1(bN+1,M ′) 6= 0 in (42) we can
use Corollary 35 to deduce that
αN = 〈bN+1,M ′〉 = 〈aN , bN+1,M ′〉 ∈ C0,σσ(T ).(73)
For j < N we use (69) and φ(bN ) < φ(M ′) to deduce that aj 6∈ σss for j < N . From the first triangle
in (48) we have actually that for j > N holds Z(aj) = Z(M ′)+Z(bj+1), aj ∈ P([φ(M ′), φ(bj+1)]) ⊂
P((t, t+ 1]) hence from (67) and [8, Remark 2.1] we see that
N < j ⇒ arg(t,t+1)(Z(aj)) < arg(t,t+1)(Z(bj+1)) = φ(bj+1)(74)
N < j, aj 6∈ σss ⇒ φ−(aj) < arg(t,t+1)(Z(aj)), φ(M ′) ≤ φ−(aj) ≤ φ(bj+1)(75)
Furthermore, we will show (76) below with the help of [8, Lemma 7.2]. Let N < j and aj 6∈ σss.
One of the five cases given there must appear. In case (a) of [8, Lemma 7.2] we have ak ∈ σss,
φ−(aj) = φ(ak) + 1 for some k < j − 1, however then (75) and (25) imply Z(ak) ∈ Z(δ)c−, which
contradicts (72). In case (b) of [8, Lemma 7.2] we have φ−(aj) = φ(ak) for some k > j, however
then (75) (69), and (25) imply arg(t,t+1)(Z(a
k)) < arg(t,t+1)(Z(a
j)) with k > j, which contradicts
(72). In case (c) of [8, Lemma 7.2] we have φ−(aj) = φ(bk) + 1 for some k < j, which would imply
Z(bk) ∈ Z(δ)c−, which contradicts (71). Case (d) of [8, Lemma 7.2] ensures φ−(aj) = φ(bk) for some
j < k, and then (75), (25) ensure arg(t,t+1)(Z(b
k)) = φ(bk) < arg(t,t+1)(Z(a
j)), which contradicts
(74), (71) and j < k. So only case (e) in Lemma [8, Lemma 7.2] remains possible, hence
j > N, aj 6∈ σss ⇒ M ∈ σss, φ−(aj) = φ(M) + 1.(76)
In Remark 39 we see that −Z(M) = Z(M ′)− Z(δ) and (67) implies
−Z(M) ∈ Z(δ)c+ φ(M ′) < U = arg(t,t+1)(−Z(M)) < t+ 1(77)
increasing the superscript starting from N and taking into account (67) we get an integer u ≥ N
such that (68) holds. In (48) we see that Z(aj) = Z(bj)−Z(M) and from (68), (77) it follows that
for j > u holds arg(t,t+1)(Z(a
j)) < arg(t,t+1)(Z(b
j)). Therefore using (69), (25) we deduce that
aj ∈ σss for j > u implies φ(aj) < φ(bj) and hom(bj , aj) = 0, which contradicts (43). Hence we get
(using also (76)):
j > u ⇒ aj 6∈ σss ⇒ M ∈ σss, φ−(aj) = φ(M) + 1.(78)
For N < j ≤ u we have φ(bj) ≤ U due to (68) and the formula Z(aj) = Z(bj) − Z(M) implies
that arg(t,t+1)(Z(a
j)) ≤ U . Using (75), (76) we see that N < j ≤ u, aj 6∈ σss imply φ(M ′) =
φ(M) + 1 < U , which is impossible, since U = arg(t,t+1)(−Z(M)) and we proved that M ∈ σss.
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Therefore we proved aj ∈ σss ⇐⇒ N ≤ j ≤ u. Taking into account that {bj : j ∈ Z} ⊂ σss and
M ∈ σss we use Subsection 6.3 to deduce C0,σσ(T ) = {αj , βj : N ≤ j ≤ u}.
(b) Assume now φ(bn+1) = φ(bn) + 1. Let us denote φ(bn) = t, then φ(bn+1) = t+ 1. Using that
{bj}j∈Z ⊂ σss, hom(bn, bm) 6= 0 for n ≤ m and hom1(bm, bn) 6= 0 for m > n+ 1 it follows that:
φ(bj) = t for j ≤ n φ(bj) = t+ 1 for j ≥ n+ 1.(79)
(b.1) If φ(M ′) > t + 1, then in (69) we see that aj ∈ σss implies φ(aj) > t + 1 and hence
hom1(aj , bk) = 0 for small enough k, which contradicts (44). Furthermore, if M ∈ σss, then from
hom(M, bn) 6= 0 in (41) it follows that φ(M) ≤ φ(bn) and therefore φ(M ′) > φ(M) + 1 which
contradicts hom1(M ′,M) 6= 0 in (47).
(b.2) If φ(M ′) < t+ 1, due to table 49 we get t < φ(M ′) < t+ 1 = φ(bn) + 1 and from Corollary
35 it follows αn = 〈M ′, an, bn+1〉 ∈ C0,σσ(T ), an ∈ σss. From Z(an) = Z(M ′) +Z(bn+1) in Remark
39 it follows that φ(M ′) < φ(an) < t+ 1. Hence φ(M ′)− 1 < φ(an)− 1 < t = φ(bn).
If aj ∈ σss for some j > n, then from (69) and (79), (25) we see that Z(bj+1), Z(aj) are non-zero
and collinear and from Remark 39 we know that Z(M ′) = Z(aj) − Z(bj+1), which contradicts
t < φ(M ′) < t + 1 = φ(bn) + 1. So for j > n we have aj 6∈ σss. Recalling (70) and Subsection 6.3
we deduce that αj , βj 6∈ C0,σσ(T ) for j 6= n. We will show that M ∈ σss and this would imply that
βn = 〈M,an, bn〉 ∈ C0,σσ(T ).
Indeed, let j > n. From the first triangle in (48) we have aj ∈ P([φ(M ′), φ(bj+1)]) ⊂ P((t, t+1]),
therefore φ(M ′) ≤ φ−(aj) < φ+(aj) ≤ φ(bj+1) and [8, Remark 2.1] implies
j > n ⇒ t < φ−(aj) < arg(t,t+1)(Z(aj)) < t+ 1.(80)
One of the five cases given in [8, Lemma 7.2] must appear. In case (a) of [8, Lemma 7.2] we have
ak ∈ σss, φ−(aj) = φ(ak) + 1 for some k < j−1, and since we already showed that only j = n gives
aj ∈ σss it would follow that φ(an)+1 = φ−(aj), which contradicts (80) and φ(M ′) < φ(an) < t+1.
In case (b) of [8, Lemma 7.2] we have φ−(aj) = φ(ak) for some k > j, which contradicts the already
proved instability of ak for k > n. In cases (c) and (d) of [8, Lemma 7.2] we have φ−(aj) = φ(bk)+1
or φ−(aj) = φ(bk) for some k ∈ Z, which contradicts (80) and the already proved fact that φ(bk) = t
or φ(bk) = t+ 1. So only case (e) in Lemma [8, Lemma 7.2] remains possible, hence M ∈ σss.
Finally, from hom(M, bn) 6= 0 in (41) and hom1(an,M) 6= 0 in (42) we have φ(an)−1 ≤ φ(M) ≤ t
and then the second triangle in (48) implies that φ(M ′)− 1 < φ(an)− 1 < φ(M) < t = φ(bn).
(b.3) Let φ(M ′) = t + 1, then for p ≥ n the first distinguished triangle in (48) ensures that
ap ∈ σss and φ(ap) = t+ 1. In particular, we have φ(an) = φ(bn) + 1 and from the second triangle
in (48) it follows that M ∈ σss, φ(M) = φ(bn). Recalling (70) and using Subsection 6.3 we obtain
C0,σσ(T ) = {αj , βj : j ≥ n}. 
Lemma 49. Let us assume that we are in the situation of (a.1) of Proposition 48.In this case
M ∈ σss ⇐⇒ φ(M ′) = t+ 1.
Proof. First, we note that for φ(M ′) > t + 1 holds M 6∈ σss. Indeed, if M ∈ σss, then from (41)
and (71) it follows that φ(M) ≤ t and hom1(M ′,M) = 0, which contradicts (47).
So, it remains to consider the case φ(M ′) = t + 1. Combining the triangles in (48) we get a
diagram for any p ∈ Z:
0 - M ′[−1] - ap[−1] - M
M ′[−1]
ff
ff
bp+1[−1]
ff
ff
bp
ff
ff
(81)
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Therefore M is in the extension closure of M ′[−1], bp+1[−1], bp for each p ∈ Z. Since for any
p ∈ Z we have φ(bp+1[−1]) < t = φ(M ′)− 1 < φ(bp), it follows that M ∈ P[φ(bp+1[−1]), φ(bp)] for
each p ∈ Z, hence φ(bp+1[−1]) ≤ φ−(M) and φ+(M) ≤ φ(bp) for each p ∈ Z. Now using (71) and
limiting p to +∞ we obtain t ≤ φ−(M), whereas limiting p to −∞ ensures φ+(M) ≤ t, therefore
φ−(M) = φ+(M) = t and indeed M ∈ σss. 
Proposition 50. Varying σ ∈ (bn, bn+1,M ′) in the region with φ(bn+1) < φ(bn) + 1 and φ(M ′) <
t + 1, where t is as in (66), one can arrange that the pair (N, u) is (n, n + i) for any i ∈ Z≥0,
where u,N are as in (a.2) of Proposition 48. Therefore for any i ∈ Z≥0 we have σ such that
C0,σσ(T ) = {αj , βj : n ≤ j ≤ n+ i}. Hence |C0,σσ(T )| can be any positive even integer.
Proof. From Remark 29 (b) and table (49) we know that the map (35) gives a homeomorphism
from (bn, bn+1,M ′) ⊂ Stab(T ) to R3>0×
 y0 − y1 < 0y0 − y2 < 0
y1 − y2 < 1
. Taking into account also (25), it follows
that for any (r0, r1, r2) ∈ R3>0 and any (y0, y1, y2) satisfying the specified inequalities we have
σ ∈ (bn, bn+1,M ′) such that Z(bn) = r0 exp(ipiy0), Z(bn+1) = r1 exp(ipiy1), Z(M ′) = r2 exp(ipiy2).
These arguments and the equalities Z(bn+1) = Z(bn)−Z(δ), Z(δ) = Z(M) +Z(M ′) imply that we
have a stability condition σ ∈ (bn, bn+1,M ′), such that Z(bn), Z(bn+1), Z(M ′), −Z(M), Z(δ) are
as in Figure 1, and for this σ we have φ(bn) < φ(M ′) < φ(bn+1) < φ(bn)+1. Furthermore, choosing
t as in (66), we see from Figure 1 that φ(M ′) < t+1. Hence the chosen stability condition σ falls in
the case (a.2) of Proposition 48. In particular, denoting U = arg(t,t+1)(Z(M
′) + Z(bn+1)− Z(bn)),
we have M ∈ σss, U = φ(M) + 1, and from Figure 1 we see that not only φ(bn) < φ(M ′) < φ(bn+1)
but also φ(bn) < φ(M) + 1 = U < φ(bn+1). Now the defining properties of N , u in (67) and (68)
imply that u = N = n for this σ.
The constructed σ corresponds to a point (r0, r1, r2, y0, y1, y2) via the map (35). Varying r2 to
arbitrary s > 0 without changing r0, r1, y0, y1, y2 corresponds, via the homeomorphism specified
above, to varying the stability condition σ(s) in (bn, bn+1,M ′) and σ(s) falls in the case (a.2) of
Proposition 48 for any s > 0. Since we change only r2, the entities φσ(s)(M
′), φσ(s)(bn), φσ(s)(bn+1),
Zσ(s)(b
n), Zσ(s)(b
n+1) remain the same as for the initial σ = σ(r2) for any s > 0. It follows that
Zσ(s)(δ) = arg(φσ(s)(bn)−1,φσ(s)(bn))(Zσ(s)(b
n) − Zσ(s)(bn+1)) and {Zσ(s)(bj)}j∈Z remain the same as
well for any s > 0. By the arguments used before (71) it follows that for any j ∈ Z the real number
φσ(s)(b
j) equals arg(t,t+1)(Zσ(s)(b
j)) and therefore it does not change as s varies in R>0. Now from
(67) we see that N(s) does not change as s varies in R>0 and remains equal to n.
On the other hand from Figures 2 and (3) we see that U(s) = φσ(s)(M) + 1 increases monotone
and continuously as s decreases, and that lims→0 U(s) = t + 1. Recalling (71) and the defining
property of u(s) in (68) which hold for σ(s) and each s > 0 we see that we can obtain an infinite
sequence r0 = s0 > s1 > s2 > s3 > · · · > 0 such that u(si) = n+ i for each i ∈ Z≥0.

Proposition 51. Let σ ∈ (M, bn, bn+1) for some n ∈ Z and φ(bn+1) ≤ φ(bn) + 1. Then A 6∈
C1,σσ(T ).
(a) If φ(bn+1) < φ(bn) + 1, we denote t = arg(φ(bn)−1,φ(bn))(Z(bn)−Z(bn+1)) and then must hold
φ(M) < t and consider two sub-cases:
(a.1) φ(M) ≤ t−1, then in this sub-case aj 6∈ σss for all j ∈ Z and C0,σσ(T ) = ∅ and A 6∈ C1,σ(T );
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Z(δ)−Z(δ)
Z(M ′)
Z(bn)Z(bn+1)
−Z(M)
Figure 1. n = N = u
(a.2) φ(M) > t− 1: in this sub-case if we denote V = arg(t,t+1)(Z(bn)− Z(bn+1)− Z(M)), and
then holds V < φ(M) + 1, M ′ ∈ σss, φ(M ′) = V , and there are integers N ≤ u such that
t < φ(bN ) < V ≤ φ(bN+1) < t+ 1(82)
t < φ(bu) ≤ φ(M) + 1 < φ(bu+1) < t+ 1.(83)
and for these integers N, u holds aj ∈ σss ⇐⇒ N ≤ j ≤ u and C0,σσ(T ) = {αj , βj : N ≤ j ≤ u}.
In particular here we have A 6∈ C1,σ(T ) again.
(b) If φ(bn+1) = φ(bn) + 1, then we consider three sub-cases
(b.1) φ(M) < φ(bn) − 1: in this case aj 6∈ σss for all j ∈ Z and A 6∈ C1,σ(T ), C0,σσ(T ) = ∅.
Furthermore, in this case M ′ 6∈ σss.
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Z(δ)−Z(δ)
−Z(M) Z(M ′)
Z(bn)Z(bn+1)
Figure 2. n = N < u
Z(δ)−Z(δ)
−Z(M)
−Z(M) Z(M ′)
Z(M ′)
Z(bn)Z(bn+1)
Figure 3
(b.2) φ(M) > φ(bn) − 1: in this case aj ∈ σss iff j = n, A 6∈ C1,σ(T ), C0,σσ(T ) = {αn, βn}.
Furthermore, in this case M ′ ∈ σss and φ(M ′) < φ(M) + 1.
(b.3) φ(M) = φ(bn) − 1: in this sub-case for j ≤ n hold aj ∈ σss, φ(aj) = φ(bj) = φ(bn)
and for j > n hold aj 6∈ σss, M ′ ∈ σss, φ(M ′) = φ(M) + 1. In particular, A ∈ C1,σ(T ) and
C0,σσ(T ) = {αj , βj : j ≤ n}.
In particular, the rest of table (10) follows, and then from Remark 54 follows table (11),
Proof. From the proposition 43 we see that {bj}j∈Z ⊂ σss.
From Corollary 37 we see that hom(bj , aj) 6= 0, hom(aj , bj+1) 6= 0, hom1(aj ,M) 6= 0 for any
j ∈ Z and it follows
∀j ∈ Z aj ∈ σss ⇒ φ(bj) ≤ φ(aj) ≤ φ(bj+1) and φ(aj) ≤ φ(M) + 1.(84)
So, if aj ∈ σss for some j ∈ Z, then φ(aj) ≤ φ(M) + 1 and from table (49) it follows that
φ(aj) < φ(bn+1), hence hom(bn+1, aj) = 0. Now the non-vanishing hom(bp, aq) 6= 0 for p ≤ q in
Corollary 37 implies that n ≥ j. So we see that
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j > n ⇒ aj 6∈ σss(85)
and therefore indeed A 6∈ C1,σσ.
(a) Here we have φ(bn) < φ(bn+1) < φ(bn) + 1. The arguments as in the beginning of the proof
of (a) in Proposition 48 are applicable in this case and they imply the same formulas (71), (72) in
this case. From (71) and the inequality φ(M) + 1 < φ(bn+1) in (49) imply that φ(M) < t.
(a.1) If in this sub-case aj ∈ σss for some j ∈ Z, (84) implies t < φ(aj) and φ(aj) ≤ φ(M)+1 ≤ t,
which is a contradiction. Therefore in this case aj 6∈ σss for each j ∈ Z.
(a.2) In this case t− 1 < φ(M) < t. In table (49) we have φ(M) + 1 < φ(bn+1) and due to (71)
we see that for some u ∈ Z holds u ≤ n and (83).
Table (49) ensure that σ ∈ (M, bu, bu+1) and recalling that hom(M, bu) 6= 0 in (41) we can use
Corollary 35 to deduce that
βu = 〈M, bu〉 = 〈M, bu, au〉 ∈ C0,σσ(T ).(86)
For j > u we use (84) and φ(M) + 1 < φ(bu+1) to deduce that aj 6∈ σss for j > u. From the
second triangle in (48) we have for j < u holds Z(aj) = Z(bj)−Z(M), aj ∈ P([φ(bj), φ(M) + 1]) ⊂
P((t, t+ 1]) hence from (83) and [8, Remark 2.1] we see that
j < u ⇒ φ(M) + 1 > arg(t,t+1)(Z(aj)) > arg(t,t+1)(Z(bj)) = φ(bj)(87)
j < u, aj 6∈ σss ⇒ φ−(aj) < arg(t,t+1)(Z(aj)), φ(bj+1) ≤ φ−(aj) ≤ φ(M) + 1(88)
In Remark 39 we see that Z(M ′) = −Z(M) + Z(δ) and (83) implies
Z(M ′) ∈ Z(δ)c+ t < V = arg(t,t+1)(Z(M ′)) < φ(M) + 1 < t+ 1(89)
decreasing the superscript starting from u and taking into account (83) we get an integer N ≤ u
such that (82) holds. In Remark 39 we see that Z(aj) = Z(M ′) + Z(bj+1) and from (82) we see
that
j < N ⇒ arg(t,t+1)(Z(aj)) > arg(t,t+1)(Z(bj+1)) = φ(bj+1)(90)
j ≥ N ⇒ arg(t,t+1)(Z(aj)) ≤ arg(t,t+1)(Z(bj+1)) = φ(bj+1)(91)
Therefore, using (25) and (84) we deduce that for j < N the inclusion aj ∈ σss implies φ(aj) >
φ(bj+1), hom(aj , bj+1) = 0 which contradicts (44).
Now we will show that aj ∈ σss for N ≤ j < u with the help of [8, Lemma 7.2]. Let N ≤ j < u
and aj 6∈ σss. One of the five cases given there must appear. In case (a) of [8, Lemma 7.2]
we have ak ∈ σss, φ−(aj) = φ(ak) + 1 for some k < j − 1, however then (88) and (25) imply
Z(ak) ∈ Z(δ)c−, which contradicts (72). In case (b) of [8, Lemma 7.2] we have φ−(aj) = φ(ak)
for some k > j, however then (88) (69), and (25) imply arg(t,t+1)(Z(a
k)) < arg(t,t+1)(Z(a
j)) with
k > j, which contradicts (72). In case (c) of [8, Lemma 7.2] we have φ−(aj) = φ(bk) + 1 for some
k < j, which would imply Z(bk) ∈ Z(δ)c−, which contradicts (71). Case (d) of [8, Lemma 7.2]
ensures φ−(aj) = φ(bk) for some j < k, and then (88), (25) ensure arg(t,t+1)(Z(bk)) = φ(bk) <
arg(t,t+1)(Z(a
j)), which contradicts (91), (71) and j < k. In the last case (e) of Lemma [8, Lemma
7.2] holds φ−(aj) = φ(M) + 1, however (87) and (88) imply that φ−(aj) < φ(M) + 1 (here we take
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into account j < u), which is again contradiction and we proved that aj ∈ σss for N ≤ j < u. And
in (86) we also proved that au ∈ σss.
Finally, we want to prove that M ′ ∈ σss. We will use [8, Lemma 2.12] with either the triple
(au,M, bu+1[−1]) or the triple (au−1,M, bu[−1]) and taking into account the first triangle in (48).
From Corollary 37 we see that this triple is Ext-exceptional triple. From the second triangle
in (48) it follows that φ(au) − 1 = φ(M) = φ(bu) − 1 if φ(M) = φ(bu) − 1 and φ(bu) − 1 <
φ(au) − 1 < φ(M) if φ(M) > φ(bu) − 1. The latter case combined with (83) and (84) imply
φ(au) − 1 < φ(M) < φ(bu+1[−1]) < φ(au) and indeed the second system of inequalities in the
conditions of [8, Lemma 2.12] holds, and then this lemma ensures that M ′ ∈ σss. Note that, if
N = u, then the already proved (82), (83) and V < φ(M) + 1 imply the latter case. Thus, it
remains to consider the case φ(au) − 1 = φ(M) = φ(bu) − 1 and N < u. From (72) and since
au−1, au,∈ σss (recall also (84)) we see that φ(au−1) < φ(au) = φ(bu) = φ(M) + 1, hence recalling
also that φ(M) < t < φ(bu−1) ≤ φ(au−1) we derive φ(au−1) − 1 < φ(bu[−1]) = φ(M) < φ(au−1),
and now [8, Lemma 2.12] applied to the triple (au−1,M, bu[−1]) ensures M ′ ∈ σss. Now Subsection
6.3 shows that αj ∈ Co,σσ(T ) for N ≤ j ≤ u.
(b) Assume now φ(bn+1) = φ(bn) + 1. Let us denote φ(bn) = t, then φ(bn+1) = t+ 1. Using that
{bj}j∈Z ⊂ σss, hom(bn, bm) 6= 0 for n ≤ m and hom1(bm, bn) 6= 0 for m > n+ 1 it follows that:
φ(bj) = t for j ≤ n φ(bj) = t+ 1 for j ≥ n+ 1.(92)
(b.1) If φ(M) < φ(bn) − 1 and aj ∈ σss for some j ∈ Z, then (42) imply φ(aj) < φ(bn), hence
(92) imply that φ(aj) < φ(bk), hom(bk, aj) for small enough k, which contradicts (43).
If φ(M) < φ(bn) − 1 and M ′ ∈ σss, then from hom1(bn+1,M ′) 6= 0 in (42) it follows that
φ(bn+1)− 1 ≤ φ(M ′) and using that φ(bn) = φ(bn+1)− 1 we obtain φ(M) < φ(M ′)− 1 and hence
hom1(M ′,M) = 0, which contradicts (47).
(b.2) In this case t − 1 < φ(M) and from table (49) we have also φ(M) < t. Recalling that
hom(M, bn) 6= 0 (see (41)) we can use Corollary 35 to deduce that βn = 〈M, bn, an〉 ∈ C0,σσ(T ).
Since Z(an) = Z(bn)−Z(M) and hom(bn, an) 6= 0 (43), hom1(an,M) 6= 0 (42) we have φ(bn+1)−1 =
φ(bn) < φ(an) < φ(M) + 1.
If aj ∈ σss for some j < n, then from (84) and (92), (25) we see that Z(bj+1), Z(aj), Z(bj) are
non-zero and collinear and from Remark 39 we know that Z(M) = Z(bj)−Z(aj), which contradicts
t − 1 < φ(M) < t = φ(bn). So for j < n we have aj 6∈ σss. Recalling (85) and Subsection 6.3 we
deduce that αj , βj 6∈ C0,σσ(T ) for j 6= n. If we prove that M ′ ∈ σss, then using again Subsection
6.3 we would obtain C0,σσ(T ) = {αn, βn}. To prove that M ′ ∈ σss we use [8, Lemma 2.12] with
the Ext-exceptional triple (an,M, bn+1[−1]) and the first triangle in (48). We showed above that
φ(bn) < φ(an) < φ(M) + 1, and recalling that t − 1 < φ(M) < t = φ(bn) = φ(bn+1) − 1 it
follows φ(an) − 1 < φ(M) < φ(an), φ(an) − 1 < φ(bn+1[−1]) < φ(an). Thus, the second system
of the inequalities in the presumptions in [8, Lemma 2.12] is satisfied and this lemma ensures that
M ′ ∈ σss due to the first triangle in (48) wit q = n.
Finally, from hom1(bn+1,M ′) 6= 0 in (42) and hom(M ′, an) 6= 0 in (41) it follows that φ(bn+1)−
1 ≤ φ(M ′) ≤ φ(an) and now from the first triangle in (48) we get φ(bn+1)− 1 < φ(M ′) < φ(an) <
φ(M) + 1.
(b.3) Now we have φ(M) = φ(bn) − 1 and hence φ(M) = t − 1. Now for q ≤ n the second
distinguished triangle in (48) ensures that aq ∈ σss and φ(aq) = t. In particular, we have φ(an)+1 =
φ(bn+1) and from the first triangle in (48) it follows that M ′ ∈ σss, φ(M ′) = φ(an). Recalling (85)
and using Subsection 6.3 we obtain C0,σσ(T ) = {αj , βj : j ≤ n}. 
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Lemma 52. Let us assume that we are in the situation of (a.1) of Proposition 51. In this case
M ′ ∈ σss ⇐⇒ φ(M) = t− 1 .
Proof. First, we note that for φ(M) < t − 1 holds M ′ 6∈ σss. Indeed, if M ′ ∈ σss, then from (42)
and (71) it follows that φ(M ′) ≥ t and hom1(M ′,M) = 0, which contradicts (47).
So, it remains to consider the case φ(M) = t − 1. From the second triangle in (48) we have
a distinguished triangle
bp - ap
M [1]
ff
ff
for each p ∈ Z, and since φ(bp) > φ(M [1]) = t, it follows
that this triangle is the HN filtration of ap, hence ap ∈ P[t, φ(bp)] for each p ∈ Z. From the first
triangle in (48) we see that M ′ is in the extension closure of bp+1[−1] and ap, and taking into
account that φ(bp+1[−1]) < t, we deduce that M ′ ∈ P[φ(bp+1[−1]), φ(bp)] for each p ∈ Z. Therefore
φ(bp+1[−1]) ≤ φ−(M ′) and φ+(M ′) ≤ φ(bp) for each p ∈ Z. Now using (71) and limiting p to +∞ we
obtain t ≤ φ−(M ′), whereas limiting p to −∞ ensures φ+(M ′) ≤ t, therefore φ−(M ′) = φ+(M ′) = t
and indeed M ′ ∈ σss. 
From tables (9), (11), (8), (10), (12) and subsection 6.2 follow the following two corollaries:
Corollary 53. For σ ∈ Tsta ∪ Tstb we have |C1,σσ(T )| ≤ 1.
Corollary 54. The set {σ ∈ Tsta ∪ Tstb : |C0,σσ(T )| = ∞} is a disjoint union (any two summands
are disjoint)⋃
p∈Z{σ ∈ (M, bp, bp+1) : φ(bp+1) = φ(bp) + 1, φ(bp) = φ(M) + 1}∪⋃
p∈Z{σ ∈ (M,ap, ap+1) : φ(ap+1) = φ(ap) + 1, φ(ap) = φ(M ′) + 1}∪⋃
p∈Z{σ ∈ (bp, bp+1,M ′) : φ(bp+1) = φ(bp) + 1 = φ(M ′)}∪⋃
p∈Z{σ ∈ (ap, ap+1,M) : φ(ap+1) = φ(ap) + 1 = φ(M)}.
Proof. In the tables we see that |C0,σσ(T )| = ∞ if and only iff σ is in the shown union. The fact
that the union is disjoint follows from the behavior of C0,σσ(T ). In the tables we see that when σ
varies in any subset, which is a summand of the given union, the set C0,σσ(T ) does not change and
that for any two different summands the corresponding sets of stable genus zero non-commutative
curves are different (recall also that Tsta ∩ Tstb = ∅, see (7)). 
6.5. Study of C1,σ(T ), C1,σσ(T ) as σ ∈ ( ,M, ) ∪ ( ,M ′, ) and results for the genus zero
case. Here Remark 40 shows that the auto-equivalence ζ transforms ( ,M, ) to ( ,M ′, ) and more
precisely σ ∈ (ap,M, bp+1) is mapped to ζ · σ ∈ (bp,M ′, ap) as φζ·σ(bp) = φσ(ap), φζ·σ(M ′) =
φσ(M), φζ·σ(ap) = φσ(bp+1). Therefore it is enough to study the behavior of Cl,σ(T ), Cl,σσ(T ) in
(ap,M, bp+1). To that end, we need first to strengthen [8, lemma 7.5 (e)]. So, we prove first:
Lemma 55. Let σ ∈ (ap,M, bp+1), and let the following inequalities hold:
φ (ap)− 1 < φ (M) < φ (ap)(93)
φ (ap)− 1 < φ (bp+1)− 1 < φ (ap) .(94)
Then M ′ ∈ σss and φ(bp+1)− 1 < φ(M ′) = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(bp+1)) < φ(ap).
Furthermore, if φ(M) = φ(M ′), then σ ∈ (aj ,M, bj+1) ∩ (bj ,M ′, aj) for all j ∈ Z, and therefore
CDb(pt),σσ(T ) = CDb(pt),K(T ). In particular ∩j∈Z(aj ,M, bj+1) ∩ (bj ,M ′, aj) 6= ∅.
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Proof. From [8, Lemma 7.5 (a), (c)] we obtain bp,M ′ ∈ σss, and φ(M) < φ(bp) < φ(ap), φ(bp+1)−
1 < φ(M ′) = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(bp+1)) < φ(ap).
Assume that φ(M) = φ(M ′) holds.
In this case we have φ(ap)− 1 < φ(M) = φ(M ′) < φ(ap). Recalling that Z(δ) = Z(M ′) +Z(M),
we see that t = φ(M) = φ(M ′) satisfies Z(δ) = |Z(δ)| exp(ipit) and t < φ(ap) < t + 1. From the
already obtained φ(M) < φ(bp) < φ(ap) we get t < φ(bp) < φ(ap) < t + 1. Now we can apply [8,
Corollary 3.20], which, besides {Z(aj), Z(bj)}j∈Z ⊂ Z(δ)c+, gives us the formulas
∀j ∈ Z arg(t,t+1)(Z(xj)) < arg(t,t+1)(Z(xj+1))(95)
lim
j→−∞
arg(t,t+1)(Z(x
j)) = t; lim
j→+∞
arg(t,t+1)(Z(x
j)) = t+ 1,(96)
where {xi}i∈Z is either the sequence {ai}i∈Z or the sequence {bi}i∈Z. On the other hand, [8,
Corollary 3.20] claims that for any three integers i, j,m we have:
j < m ≤ i ⇒ arg(t,t+1)(Z(aj)) < arg(t,t+1)(Z(bm)) < arg(t,t+1)(Z(ai)).(97)
We extend the inequality t < φ(bp) < φ(ap) < t + 1 to (98) as follows. We already have that
ap, bp, bp+1 ∈ σss. In (94) is given that φ(ap) < φ(bp+1). From hom1(bp+1,M ′) 6= 0 (see (42)) it
follows φ(bp+1) ≤ t + 1, and from Z(bp+1) ∈ Z(δ)c+ we get φ(bp+1) < t + 1 = φ(M) + 1. We have
also φ(M) < φ(bp+1) (due to σ ∈ (ap,M, bp+1) and (50)). Therefore φ(bp+1)−1 < φ(M) < φ(bp+1),
and from [8, Lemma 7.4 (a)] we get ap+1 ∈ σss and φ(bp+1)− 1 < φ(ap+1)− 1 < φ(M). Thus, we
derive:
φ(ap)− 1 < φ(bp+1)− 1 < φ(ap+1)− 1 < t < φ(bp) < φ(ap) < φ(bp+1) < φ(ap+1) < t+ 1.(98)
In [8, Lemma 7.5 (e)] is shown that σ ∈ (aj ,M, bj+1) for each j ≤ p, and therefore aj , bj+1 ∈ σss
for each j ≤ p.
Let j ≥ p+ 1. We will work now to prove that aj , bj ∈ σss. From [8, Remark 3.9] we see that, if
xj is aj or bj , then xj [−1] is in the extension closure of xp, xp+1[−1], therefore we have:
j ≥ p+ 1 xj ∈ P[φ(xp+1), φ(xp) + 1]⇒ φ±(xj) ∈ [φ(xp+1), φ(xp) + 1].(99)
Suppose that aj 6∈ σss for some j ≥ p+ 1. Due to (98) and (99) we have aj ∈ P[φ(ap+1), φ(ap) +
1] ⊂ P(φ(bp+1), φ(bp+1) + 1], and [8, Remark 2.1(c)] shows that arg(φ(bp+1),φ(bp+1)+1](Z(aj)) =
arg(t,t+1)(Z(a
j)). Combining with [8, Remark 2.1 (a)], we put together:
t < φ(ap+1) ≤ φ−(aj) < arg(t,t+1)(Z(aj)) < φ+(aj) ≤ φ(ap) + 1 < φ(ap+1) + 1.(100)
We use [8, Lemma 7.2] to get a contradiction. One of the five cases given there must appear.
In case (a) of [8, Lemma 7.2] we have ak ∈ σss, φ−(aj) = φ(ak) + 1 for some k < j − 1, and
since we already have that aq ∈ σss and φ(aq−1) < φ(aq) for q ≤ p, it follows that φ(aq) < φ(ak)
for small enough q, hence hom1(aj , aq) = 0 for small enough q, which contradicts (43).
Case (b) of [8, Lemma 7.2] ensures φ−(aj) = φ(ak) for some k > j. Using (100) and [8, Remark
2.1 (c)] we get φ(ak) = arg(t,t+1)(Z(a
k)), hence by (100) we get arg(t,t+1)(Z(a
k)) < arg(t,t+1)(Z(a
j)),
which contradicts (95).
In case (c) of [8, Lemma 7.2] we have φ−(aj) = φ(bk) + 1 for some k < j, and since we already
have that bq ∈ σss and φ(bq−1) < φ(bq) for q ≤ p, it follows that φ(bq) < φ(bk) for small enough q,
hence hom1(aj , bq) = 0 for small enough q, which contradicts (44).
36 ARKADIJ BOJKO AND GEORGE DIMITROV
Case (d) of [8, Lemma 7.2] ensures φ−(aj) = φ(bk) for some j < k, and then (100), [8, Remark
2.1 (c)] ensure arg(t,t+1)(Z(b
k)) = φ(bk), hence by (100) we get arg(t,t+1)(Z(b
k)) < arg(t,t+1)(Z(a
j)),
which contradicts (97) and j < k.
In case (e) of [8, Lemma 7.2] we have φ−(aj) = φ(M) + 1 = t + 1, and (100), (98) imply
t+ 1 < arg(t,t+1)(Z(a
j)) < t+ 2, which contradicts the incidence Z(aj) ∈ Z(δ)c+.
So far, we proved that aj ∈ σss for all j ∈ Z.
Suppose that bj 6∈ σss for some j ≥ p+1. Due to (98) and (99) we have bj ∈ P[φ(bp+1), φ(bp)+1] ⊂
P(φ(ap), φ(ap) + 1], and [8, Remark 2.1(c)] shows that arg(φ(ap),φ(ap)+1](Z(bj)) = arg(t,t+1)(Z(bj)).
Combining with [8, Remark 2.1 (a)] we put together:
t < φ(bp+1) ≤ φ−(bj) < arg(t,t+1)(Z(bj)) < φ+(bj) ≤ φ(bp) + 1 < φ(bp+1) + 1.(101)
We use [8, Lemma 7.3] to obtain a contradiction. Some of the five cases given there must appear.
Case (a) in [8, Lemma 7.3] ensures φ−(bj) = φ(ak) + 1 for some k < j − 1, and since we have
already proved that aq ∈ σss and φ(aq−1) < φ(aq−1) for q ∈ Z, it follows that (101) implies that
hom1(bj , aq) = 0 for small enough q, which contradicts (43).
Case (b) in [8, Lemma 7.3] ensures φ−(bj) = φ(ak) for some k ≥ j, and then (101) and Z(ak) ∈
Z(δ)c+ imply arg(t,t+1)(Z(a
k)) = φ(ak), hence by (101) we get arg(t,t+1)(Z(a
k)) < arg(t,t+1)(Z(b
j)),
which contradicts (97) and k ≥ j.
Case (c) in [8, Lemma 7.3] ensures φ−(bj) = φ(bk) + 1 for some k < j − 1, and since we already
have that bq ∈ σss and φ(bq−1) < φ(bq) for q ≤ p, it follows that hom1(bj , bq) = 0 for small enough
q, which contradicts (46).
In case (d) in [8, Lemma 7.3] we have φ−(bj) = φ(bk) for some k > j. By Z(bk) ∈ Z(δ)c+ and (101)
it follows that φ(bk) = arg(t,t+1)(Z(b
k)), and then (101) gives arg(t,t+1)(Z(b
k)) < arg(t,t+1)(Z(b
j)),
which contradicts (95) and k > j.
In case (e) using (101) we obtain φ−(bj) = φ(M ′)+1 = t+1 < arg(t,t+1)(Z(bj)) < φ+(bj) < t+2,
which contradicts the incidence Z(bj) ∈ Z(δ)c+.
So, we proved that bj ∈ σss for all j ∈ Z.
We claim that φ(M ′) = φ(M) < φ(aj) < φ(bj+1) < φ(aj+1) < φ(M)+1 for each j ∈ Z, and then
from table (50) follows that σ ∈ (aj ,M, bj+1)∩ (bj ,M ′, aj) for all j ∈ Z. The desired inequality for
j = p is in (98). In [8, p. 869] is shown that φ(aj) = arg(t,t+1)(Z(a
j)) and φ(bj) = arg(t,t+1)(Z(b
j))
for each j < p, if we show that this holds for j ≥ p+1, then the desired inequalities follow from (97).
Let j > p. Since aj , bj ∈ σss for each j, then by (45), (46) we get φ(ap+1) ≤ φ(aj) ≤ φ(ap+1) + 1
and φ(bp+1) ≤ φ(bj) ≤ φ(bp+1) + 1, which combined with t < φ(bp+1) < φ(ap+1) < t + 1 and
Z(aj), Z(bj) ∈ Z(δ)c+ implies that φ(aj), φ(bj) ∈ (t, t + 1), in particular φ(aj) = arg(t,t+1)(Z(aj))
and φ(bj) = arg(t,t+1)(Z(b
j)) for each j ≥ p+ 1. 
Lemma 56. If σ ∈ ∩j∈Z(aj ,M, bj+1) ∩ (bj ,M ′, aj), then φ(M) = φ(M ′) and (93), (94) hold for
each p ∈ Z. In particular for any p ∈ Z holds
∩j∈Z(aj ,M, bj+1) ∩ (bj ,M ′, aj) =
σ ∈ (ap,M, bp+1) :
φ (ap)− 1 < φ (M) < φ (ap)
φ (ap)− 1 < φ (bp+1)− 1 < φ (ap)
φ(M) = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(bp+1))

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Proof. Let σ ∈ ∩j∈Z(aj ,M, bj+1)∩(bj ,M ′, aj). From table 50, and the non-vanishings hom(M, bj) 6=
0, hom1(bj ,M ′) 6= 0 in Corollary 37 it follows that for each j ∈ Z we have
φ(M ′) < φ(aj) < φ(bj+1) < φ(aj+1) < φ(M ′) + 1 φ(M) < φ(aj) < φ(bj+1) < φ(aj+1) < φ(M) + 1
From [8, Corollaries 3.18,Corollary 3.19] it follows that there exists t ∈ R such that
lim
j→+∞
φ(aj) = t+ 1, lim
j→−∞
φ(aj) = t.(102)
And therefore t = φ(M) = φ(M ′). The last sentence now follows from Lemma 55. 
Now we pass to the behavior of C1,σ(T ), C1,σσ(T ) in (ap,M, bp+1).
Proposition 57. Let σ ∈ (ap,M, bp+1) for some p ∈ Z. Then ap,M, bp+1 ∈ σss and φ (M) <
φ
(
bp+1
)
, φ(ap) < φ(bp+1), φ(ap) < φ(M) + 1.
(a) If φ(bp+1)− 1 < φ(M) < φ(bp+1), then ap+1 ∈ σss and
φ(ap+1) = arg(φ(bp+1),φ(bp+1)+1](Z(b
p+1)− Z(M)).(103)
(a.1) if φ(ap) < φ(M), then σ ∈ (ap, ap+1,M) ⊂ Tsta .
(a.2) if φ(ap) ≥ φ(M), then M ′ ∈ σss and φ(M ′) = arg(φ(bp+1)−1,φ(bp+1))
(
Z(ap)− Z(bp+1)) and:
φ(bp+1)− 1 < φ(ap+1)− 1 < φ(M) ≤ φ(ap) < φ(bp+1); φ(bp+1)− 1 < φ(M ′) < φ(ap)(104)
(a.2.1) if φ(M ′) < φ(M), then σ ∈ (aj , aj+1,M) for j ∈ Z≤x1 and C1,σσ(T ) = C1,σ(T ) = {A},
(a.2.2) if φ(M ′) > φ(M), then σ ∈ (bj , bj+1,M ′) for j ∈ Z≤x1 and C1,σσ(T ) = C1,σ(T ) = {B},
(a.2.3) if φ(M ′) = φ(M), then σ ∈ ⋂j∈Z(aj ,M, bj+1) ∩ (bj ,M ′, aj) and C1,σσ(T ) = C1,σ(T ) =
{A,B} = C1(T ) and C0,σσ(T ) = C0(T ).
(b) If φ(M) + 1 < φ(bp+1) and φ(M) < φ(ap), then σ ∈ (M, bp, bp+1) and we use table (10) with
φ(bp) = arg(φ(M),φ(M)+1](Z(M) + Z(a
p)), φ(M) < φ(bp) < φ(ap) < φ(M) + 1(105)
(c) If φ(M) + 1 < φ(bp+1) and φ(ap) ≤ φ(M), then C1,σ(T ) = ∅ and σ 6∈ Stab(T )\ (ap,M, bp+1),
M ′ 6∈ σss. Furthermore C0,σσ(T ) = {βp}, when φ(ap) = φ(M), whereas for φ(ap) < φ(M), we have
C0,σσ(T ) = ∅
(d) If φ(M)+1 = φ(bp+1) and φ(ap) < φ(M), then C1,σ(T ) = ∅ and σ 6∈ Stab(T )\ (ap,M, bp+1),
M ′ 6∈ σss. Furthermore C0,σσ(T ) = {βp+1}.
(e) If φ(M)+1 = φ(bp+1) and φ(ap) > φ(M), then σ ∈ (bj , bj+1,M ′) for j ∈ Z≤x1 and C1,σσ(T ) =
C1,σ(T ) = {B}.
(f) If φ(M) + 1 = φ(bp+1) = φ(ap) + 1, then aj , bj ∈ σss for all j ∈ Z and φ(aj) = φ(bj) = t+ 1
for each j ≥ p + 1, φ(aj) = φ(bj) = t for j ≤ p. In particular C1,σσ(T ) = C1,σ(T ) = C1(T ).
In this case M ′ ∈ σss and φ(M) = φ(M ′), and in particular C0,σσ(T ) = C0(T ). In this case
σ 6∈ Stab(T ) \ (ap,M, bp+1).
Proof. Looking in table (50) we see that ap,M, bp+1 ∈ σss and the inequalities given there hold.
(a) [8, Lemma 7.4 (a)] ensures that ap+1 ∈ σss and
φ(bp+1) < φ(ap+1) < φ(M) + 1.(106)
Recalling from Remark 39 that Z(ap+1) = Z(bp+1)− Z(M) it follows (103).
(a.1) Now φ(ap) < φ(M) and [8, Lemma 7.4 (b)] ensure that σ ∈ (ap, ap+1,M) and hence σ ∈ Tsta .
1for some x ∈ Z
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(a.2) Now combining (106) and (50) we see that hold the first series of inequalities in (104), and
[8, Lemma 7.4 (c)] ensure that M ′ ∈ σss, φ(M ′) = arg(φ(bp+1)−1,φ(bp+1))
(
Z(ap)− Z(bp+1)) and the
second series of inequalities in (104).
(a.2.1) In the [8, proof of Lemma 7.4 (d)] is shown that σ ∈ (aj−1, aj ,M) for small enough j.
From [8, Lemma 5.2.] it follows that σ ∈ (aj−1, aj ,M) and σ ∈ (aj−1, aj ,M) and φ(aj) − 1 <
φ(aj−1) < φ(aj) for all small enough j ∈ Z. From Propositions (43), (48) we see that A is stable
and B is not semistable.
(a.2.2) Now combining with (104) we obtain φ(bp+1) − 1 < φ(ap+1) − 1 < φ(M) < φ(M ′) <
φ(ap) < φ(bp+1) and therefore all the three conditions φ(ap) − 1 < φ(M) < φ(ap), φ(ap) − 1 <
φ(bp+1) − 1 < φ(ap), φ(M) < φ(M ′) required in [8, Lemma 7.5 (d)] are satisfied, which ensures
that σ ∈ (bj , bj+1,M ′) for some j ∈ Z. Furthermore, since we have φ(bp+1) < φ(M) + 1, then in
the [8, proof of Lemma 7.5 (d)] is actually shown that σ ∈ (bj , bj+1,M ′) for all small enough j ∈ Z.
From [8, Lemma 5.2.] it follows that σ ∈ (bj−1, bj ,M ′) and φ(bj)−1 < φ(bj−1) < φ(bj) for all small
enough j ∈ Z. From Propositions (43), (48) we see that B is stable and A is not semistable.
(a.2.3) In (50) we have φ(ap) < φ(bp+1) and (104) together with φ(M) = φ(M ′) give rise to (93),
(94). Now we apply Lemma 55 and (51).
(b) The given inequalities and (50) ensure that φ(ap) − 1 < φ(M) < φ(ap) and [8, Lemma 7.5
(a), (b)] shows that bp ∈ σss, φ(M) < φ(bp) < φ(ap) < φ(M + 1), σ ∈ (M, bp, bp+1). Recalling that
in Remark 39 we have Z(bp) = Z(M) + Z(ap) and (105) follows.
(c) and (d): From the given inequalities follows φ(bp+1) > φ(ap) + 1 and Lemma 41 we see that
both A, B are not semistable. Furthermore, using [8, Lemmas 7.6, 7.7] it follows that σ 6∈ Tsta ∪Tstb .
From Lemma 41 (c) it follows that bj , aj 6∈ σss for j 6∈ {p, p + 1} and hence σ 6∈ (aj ,M, bj+1) for
j 6= p. On the other hand the first triangle in (48) for q = p is a non-trivial HN filtration of M ′
and therefore M ′ 6∈ σss, hence σ 6∈ ( ,M ′, ). From (7) we deduce that σ 6∈ Stab(T ) \ (ap,M, bp+1).
From Subsection 6.3 it follows that αm 6∈ C0,σσ(T ) for m ∈ Z. On the other hand, since bj , aj 6∈ σss
for j 6∈ {p, p + 1}, it follows that βp ∈ C0,σσ(T ) iff bp ∈ σss and βp+1 ∈ C0,σσ(T ) iff ap+1 ∈ σss.
In case (d) we have φ(M) = φ(bp+1) − 1 and we can use Lemma 35 and Corollary 37 to get
ap+1 ∈ σss, βp+1 ∈ C0,σσ(T ). In case (d) we have also φ(ap) < φ(M), and due to the non-vanishings
hom(M, bp) 6= 0, hom(bp, ap) 6= 0 in (41), (43) we see that bp 6∈ σss, therefore βp 6∈ C0,σσ(T ). In
case (c), ap+1 6∈ σss, since we have hom1(ap+1,M) 6= 0, hom(bp+1, ap+1) 6= 0 in (42), (43). In case
(c) with φ(ap) < φ(M) we have also bp 6∈ σss by the arguments used in case (d). Finally, in case
(c) with φ(ap) = φ(M) we use Corollary 35 and (42) to deduce that βp ∈ C0,σσ(T ).
(e) The given inequalities and (50) give rise to φ(ap) < φ(M) + 1 = φ(bp+1) < φ(ap) + 1.
Therefore φ(ap) − 1 < φ(M) = φ(bp+1) − 1 < φ(ap) and from [8, Lemma 7.5 (c)] we see that
M ′ ∈ σss and φ(bp+1) − 1 < φ(M ′) = arg(φ(ap)−1,φ(ap))(Z(ap) − Z(bp+1)) < φ(ap). On the other
hand φ(M) = φ(bp+1)− 1 implies that φ(M ′) = arg(φ(ap)−1,φ(ap))(Z(ap)− Z(bp+1)) > φ(M), hence
we apply [8, Lemma 7.5 (d)]. Furthermore, we are given now that φ(bp+1) = φ(M) + 1. Looking in
the proof of [8, Lemma 7.5 (d)] we see that σ ∈ (bj , bj+1,M ′) for small enough j ∈ Z and now the
same arguments as in the proof of (a.2.2) imply that C1,σσ(T ) = C1,σ(T ) = {B}.
(f) Let us denote t = φ(M). In this case we have t = φ(M) = φ(ap) = φ(bp+1) − 1 and by
the triangles in (48) it follows that M ′, bp, ap+1 ∈ σss and φ(bp) = φ(M) = φ(M ′) = φ(ap) = t,
φ(ap+1) = t + 1. Using induction and (48) one sees that aj , bj ∈ σss, φ(aj) = φ(bj) = t + 1
for each j ≥ p + 1, and aj , bj ∈ σss, φ(aj) = φ(bj) = t for j ≤ p. Due to the last sentence
and table (50) it follows that σ 6∈ ( ,M ′, ) and σ 6∈ (aj ,M, bj+1) for j 6= p. We showed that
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C1,σσ(T ) = {A,B} and from Corollary 53 it follows that σ 6∈ Tsta ∪ Tstb . From (7) we deduce that
σ 6∈ Stab(T ) \ (ap,M, bp+1). 
Corollary 58. For σ ∈ ( ,M, ) ∪ ( ,M ′, ) we have C1,σσ(T ) = {A,B} iff M,M ′ ∈ σss and
φ(M) = φ(M ′).
Proof. Let σ ∈ ( ,M, ). Then σ ∈ (ap,M, bp+1) for some p ∈ Z. This σ must satisfy exactly one of
the cases (a.1), (a.2.1), (a.2.2), (a.2.3), (b), (c), (d), (e),(f) in Proposition 57. Taking into account
tables (9), (11), (10), (8) we see that C1,σσ(T ) = {A,B} if and only if σ is in case (a.2.3) or in case
(f). On the other hand using Corollary 42 we see that σ satisfies case (a.2.3) or case (f) if and only
if M,M ′ ∈ σss and φ(M) = φ(M ′). If σ ∈ ( ,M ′, ) we use the already proved case and Remark
40. 
Now we can give also proof of Proposition 8.
Proof. of Proposition 8 If σ 6∈ Tsta ∪Tstb due to (7) we have either σ ∈ (ap,M, bp+1) or σ ∈ (bp,M ′, ap)
for some p ∈ Z. If σ ∈ (ap,M, bp+1) we go through all possible cases (a.1), (a.2.1), (a.2.2), (a.2.3),
(b), (c), (d), (e),(f) in Proposition 57 and from σ 6∈ Tsta ∪ Tstb we must be in some of the cases
(a.2.3), (c), (d), (f).
In cases (a.2.3) and (f) we have {M,M ′} ⊂ σss, φ(M) = φ(M ′) and C1,σσ(T ) = {A,B},
C0,σσ(T ) = C0(T ). Furthermore using also Lemma 56 we see that σ satisfies case (a.2.3) if and
only if σ ∈ ⋂p∈Z(ap,M, bp+1) ∩ (bp,M ′, ap).
In cases (c), (d) we have {M,M ′} 6⊂ σss and C1,σσ(T ) = C1,σ(T ) = ∅.
The case σ ∈ (bp,M ′, ap) follows from the already proved case and Remark 40.
The fact that the unions are disjoint follows from the properties σ 6∈ Stab(T ) \ (ap,M, bp+1)
obtained in (c), (d), (f) of Proposition 57.
The behavior of C0,σσ(T ) specified in the first three sentences after (14) is the same as explained
in (c), (d) of Proposition 57.
If σ ∈ (bp,M ′, ap) we use (55) and Remark 40. 
7. The set of stabilities, where |C0,σσ(T )| <∞ is open and dense in Stab(T )
Note first that due to (53) we have that |C0,σσ(T )| =∞ implies C1,σ(T ) = {A,B}. On the other
hand from the already proved tables (11), (10), (9), (8), (12), Proposition 8, and (7) we see that
C1,σ(T ) = {A,B} implies |C0,σσ(T )| =∞. Therefore, we see that
C1,σ(T ) = {A,B} ⇐⇒ |C0,σσ(T )| =∞.(107)
Note that from the results in previous sections follows Proposition 6 (see the proof in the end
of Subsection 1.2), i. e. C1,σσ(T ) = {A,B} ⇐⇒ M,M ′ ∈ σss and φ(M) = φ(M ′). From
(107) tables (9), (11), (8), (10), (12), Proposition 8, (7) and Subsection 6.2 it follows that the set
{σ ∈ Stab(T ) : |C0,σσ(T )| =∞} is union of the following three subsets in (108), (109), (110)
{σ ∈ Stab(T ) : C1,σσ(T ) = {A,B}}(108)
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{σ ∈ Stab(T ) : B ∈ C1,σσ(T ) and M,M ′ ∈ σss and φ(M) + 1 = φ(M ′)}\
(109)⋃
p∈Z
{σ ∈ (M, bp, bp+1) : φ(bp+1) < φ(bp) + 1} ∪ {σ ∈ (bp, bp+1,M ′) : φ(bp+1) < φ(bp) + 1}

{σ ∈ Stab(T ) : A ∈ C1,σσ(T ) and M,M ′ ∈ σss and φ(M ′) + 1 = φ(M)}\
(110)⋃
p∈Z
{σ ∈ (M ′, ap, ap+1) : φ(ap+1) < φ(ap) + 1} ∪ {σ ∈ (ap, ap+1,M) : φ(ap+1) < φ(ap) + 1}

From Corollary 25 we know that {σ ∈ Stab(T ) : B ∈ C1,σσ(T )} is a closed subset in Stab(T ). From
[2, p. 342] is known that for any object X in T the set {σ ∈ Stab(T ) : X ∈ σss} is closed subset
and the function assigning φσ(X) to any σ in this subset, is continuous in this subset. Therefore
{σ ∈ Stab(T ) : B ∈ C1,σσ(T ) and M,M ′ ∈ σss and φ(M) + 1 = φ(M ′)} is a closed subset in
Stab(T ).
Remark 59. From Remark 29 (b) and table (49) we know that the map (35) gives a homeo-
morphism from (M, bp, bp+1) ⊂ Stab(T ) to R3>0 ×
 y0 − y1 < 0y0 − y2 < −1
y1 − y2 < 0
. It follows that the sub-
set {σ ∈ (M, bp, bp+1) : φ(bp+1) < φ(bp) + 1} is the inverse image of the open subset R3>0 × y0 − y1 < 0y0 − y2 < −1−1 < y1 − y2 < 0
 with respect to this homeomorphism, therefore {σ ∈ (M, bp, bp+1) : φ(bp+1) <
φ(bp) + 1} is an open subset in Stab(T ).
By similar arguments one shows that {σ ∈ (bp, bp+1,M ′) : φ(bp+1) < φ(bp) + 1} is also an open
subset in Stab(T ). Therefore (109) is a closed subset in Stab(T ). Since (110) is obtained from
(109) via the auto-equivalence ζ in (54) it follows that (110) is closed subset as well. From Corollary
25 it follows that (108) is a closed subset as well (see also Proposition 6). We proved that (108),
(109), (110) are closed subset, therefore {σ ∈ Stab(T ) : |C0,σσ(T )| =∞} is a closed subset in
Stab(T ), hence {σ ∈ Stab(T ) : |C0,σσ(T )| <∞} is an open subset in Stab(T ).
Corollary 60. The set {σ ∈ Stab(T ) : |C0,σσ(T )| <∞} is dense subset in Stab(T ).
Proof. We already proved that the set in question is open subset, therefore it is enough to show
that for any σ ∈ Stab(T ) such that |C0,σσ(T )| =∞ and for any neighborhood U of σ there exists
σ′ ∈ U such that ∣∣C0,σ′σ′(T )∣∣ <∞. So let σ ∈ Stab(T ) be such that |C0,σσ(T )| =∞ and let σ ∈ U
for some open subset U . We use Corollary 54, Proposition 8, Lemma 56 and deduce that the set
{σ ∈ Stab(T ) : |C0,σσ(T )| =∞} is the following disjoint union (in the last summand q ∈ Z):⋃
p∈Z{σ ∈ (M, bp, bp+1) : φ(bp+1) = φ(bp) + 1, φ(bp) = φ(M) + 1}∪⋃
p∈Z{σ ∈ (M,ap, ap+1) : φ(ap+1) = φ(ap) + 1, φ(ap) = φ(M ′) + 1}∪⋃
p∈Z{σ ∈ (bp, bp+1,M ′) : φ(bp+1) = φ(bp) + 1 = φ(M ′)}∪
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p∈Z{σ ∈ (ap, ap+1,M) : φ(ap+1) = φ(ap) + 1 = φ(M)}∪
⋃
p∈Z
{σ ∈ (ap,M, bp+1) : φ(M) + 1 = φ(bp+1) = φ(ap) + 1}
∪
⋃
p∈Z
{σ ∈ (bp,M ′, ap) : φ(M ′) + 1 = φ(ap) = φ(bp) + 1}
∪
σ ∈ (aq,M, bq+1) :
φ (aq)− 1 < φ (M) < φ (aq)
φ (aq)− 1 < φ (bq+1)− 1 < φ (aq)
φ(M) = arg(φ(aq)−1,φ(aq))(Z(aq)− Z(bq+1))
 .
Assume that σ ∈ (M, bp, bp+1) and φ(bp+1) = φ(bp) + 1, φ(bp) = φ(M) + 1 (the arguments in the
other cases are analogous).
The subset {σ ∈ (M, bp, bp+1) : φ(bp+1) = φ(bp)+1, φ(bp) = φ(M)+1} is the inverse image of the
subset R3>0 ×
{
y1 = y0 + 1
y2 = y1 + 1
}
in R3>0 ×
 y0 − y1 < 0y0 − y2 < −1
y1 − y2 < 0
 with respect to the homeomorphism
discussed in Remark 59. Denote this homeomorphism by f .6 In particular, f(σ) = (r0, r1, r2, y0, y0+
1, y0 + 2) for some ri > 0 and y0 ∈ R. Since (M, bp, bp+1) is an open subset in Stab(T ), it follows
that f(U ∩ (M, bp, bp+1)) is an open subset in R6 containing f(σ), therefore for some ε > 0 we have
open subset V 3 σ, such that V ⊂ U ∩ (M, bp, bp+1) and such that f(V ) = (r0 − ε, r0 + ε)× (r1 −
ε, r1 + ε)× (r2− ε, r2 + ε)× (y0− ε, y0 + ε)× (y0 + 1− ε, y0 + 1 + ε)× (y0 + 2− ε, y0 + 2 + ε). Hence
f(v) 6∈ R3>0 ×
{
y1 = y0 + 1
y2 = y1 + 1
}
for many v ∈ V , hence by table (10) we have |C0,vv(T )| < ∞ for
many v ∈ V . 
8. Walls and chambers for C1,σσ
In tables (8), (9), (10), (11) and (12) and Proposition 8, we have summed up the local behaviour
of C1,σσ. However, to understand how many walls there are, how they attach one to another
and how the chambers with given subset of C1,σσ are separated by them, we need to combine these
results with knowing how two subset (A,B,C), (A′, B′, C ′) ⊂ Stab(T ) intersect or equivalently how
the corresponding charts given by the homoemorphism in Remark 29 glue. We begin by labeling
some of the subsets appearing in the aforementioned tables and proposition.
6f can be viewed as a chart in a C∞ manifold.
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Definition 61. The following subsets of Stab(T ) and their connected unions will be called walls
W(am, am+1,M) = {σ ∈ (am, am+1,M) : φ(am+1) = φ(am) + 1} ,
W(bm, bm+1,M ′) = {σ ∈ (bm, bm+1,M ′) : φ(bm+1) = φ(bm) + 1} ,
W(M ′, am, am+1) = {σ ∈ (M ′, am, am+1) : φ(am+1) = φ(am) + 1} ,
W(M, bm, bm+1) = {σ ∈ (M, bm, bm+1) : φ(bm+1) = φ(bm) + 1} ,
W0(A,B) =
⋂
p∈Z
(
(ap,M, bp+1) ∩ (bp,M ′, ap)) ,
G(am,M, bm+1) = {σ ∈ (am,M, bm+1) : φ(am) + 1 = φ(M) + 1 = φ(bm+1)} ,
G(bm,M ′, am) = {σ ∈ (bm,M, am) : φ(bm) + 1 = φ(M ′) + 1 = φ(am)} ,
for all m ∈ Z.
If X is a submanifold and Y a submanifold with a boundary in Stab(T ) both of real codimension
1 and disjoint. Let Z ⊂ Y be a submanifold of real codimension 2 contained in the boundary of Y ,
then we say that X attaches to Y in Z if Z = X¯ ∩ Y .
Notice that except for the last 2 walls which are of real codimension 2 submanifolds the other
walls are submanifolds of real codimension 1. For W0(A,B) this follows from Lemma 56. For our
purposes the following definition of a chamber will be sufficient:
Definition 62. A closed chamber with N ⊂ C1(T ) stable is a closure of a non-empty maximal
open connected subset Ch0 of Stab(T ) with C1,σσ = N for all σ ∈ Ch0.
We now state the main result summing up the global behaviour of C1,σσ.
Proposition 63. There is a unique closed chamber Ch(A) with A stable and a unique closed cham-
ber Ch(B) with B stable . The complement of Ch(A) ∪ Ch(B) is an open subset of Stab(T ) with
C1,σσ = ∅ whenever σ lies in it. It is given by the disjoint union of open subsets Om (see (114))
going over all m ∈ Z. In particular, the closures Om are the closed chambers with ∅ stable.
There is a unique connected set with |C1,σσ| = 2 given by
Ch(A) ∩ Ch(B) =W0(A,B) =W0(A,B) ∪
⋃
p
(G(ap,M, bp+1) ∪ G(bp,M ′, ap)) .
The boundary of Ch(A) is the union of the walls:
(111)
⋃
p
(W(ap, ap+1,M) ∪W(M ′, ap, ap+1)) ∪W0(A,B) ,
where W(ap, ap+1,M)∪W(M ′, ap, ap+1) is a connected sub-manifold of real codimension 1. The
union of the sets W(ap, ap+1,M) ∪ W(M ′, ap, ap+1) is disjoint, and moreover it is disjoint from
W0(A,B). However, the intersection W(ap, ap+1,M) ∩ W(M ′, ap, ap+1) attaches to W0(A,B) in
G(am,M, bm+1) and G(bm,M ′, am). Therefore, (111) is a connected real codimension 1 wall.
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The boundary of Ch(B) is the union of the walls:
(112)
⋃
p
(W(bp, bp+1,M ′) ∪W(M, bp, bp+1)) ∪W0(A,B) ,
whereW(bm, bm+1,M ′)∪W(M, bm, am+1) is a connected sub-manifold of real codimension 1. The
union of the sets W(bm, bm+1,M ′) ∪W(M, bm, bm+1) is disjoint, and moreover it is disjoint from
W0(A,B). However, the intersection W(bm, bm+1,M ′)∩W(M, bm, am+1) attaches to W0(A,B) in
G(am,M, bm+1) and G(bm,M ′, am). Therefore, (112) is a connected real codimension 1 wall.
Proof. Recall that Tsta ∩ Tstb = ∅ and there exists an auto-equivalence ξ ∈ Aut(Stab(T )) given by
(54) which identifies the two disjoint sets. We will therefore first understand the picture in Tsta
and then glue (ap,M, bp+1) and (bp,M ′, ap) (where the last two sets are again identified using the
auto-equivalence).
First, let us describe the situation in
⋃
p(a
p, ap+1,M). Using [8, Lemma 5.4], we can describe
the intersection (ap, ap+1,M) ∩ (aj , aj+1,M) for p > j as
{σ ∈ (ap, ap+1,M) : φ(ap+1) < φ(ap) + 1} .
By looking at Table (9), we see that this corresponds to the interior of the unique chamber with A
stable in (ap, ap+1,M). It implies that this set is contained in the interior of the chamber with A
stable in (aj , aj+1,M). The union⋃
p
{σ ∈ (ap, ap+1,M) : φ(ap+1 < φ(ap) + 1} .
is connected and therefore contained in a single chamber which we denote by Ch(A, 1). Moreover,
the walls W(ap, ap+1,M) and W(aj , aj+1,M) are disjoint whenever p 6= j.
We do the same for
⋃
p(M
′, ap, ap+1). By [8, Lemma 5.6], we see that
(M ′, ap, ap+1) ∩ (M ′, aj , aj+1) = {σ ∈ (M ′, ap, ap+1) : φ(ap+1 < φ(ap) + 1}
for p < j. By Table (11) this coincides with the interior of the unique chamber with A stable in
(M ′, ap, ap+1). The union ⋃
p
{σ ∈ (M ′, ap, ap+1) : φ(ap+1 < φ(ap) + 1} .
is connected and thus contained in a single chamber which we denote by Ch(A, 2). The walls
W(M ′, ap, ap+1) and W(M ′, aj , aj+1) are disjoint whenever p 6= j.
Let us now glue the sets (−,−,M) and (M ′,−,−). The intersection (am, am+1,M)∩ (M ′,−,−)
is contained by [8, Lemma 6.3] in the following subset of (am, am+1,M):
(113) {σ ∈ (am, am+1,M) : φ(am+1) < φ(am) + 1 or φ(M) < φ(am+1)} .
From the proof of [8, Lemma 6.3], we see that if the condition φ(am+1) < φ(am) + 1 is true, then
there exists a j  m with σ ∈ (M ′, aj , aj+1). This shows that the interior of the unique chamber
with A stable in (am, am+1,M) intersects with the interior of the chamber Ch(A, 2) non-trivially
and therefore Ch(A, 1) = Ch(A, 2) =: Ch(A). Notice that we have already considered all subsets of
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Stab(T ) with C1,σσ = {A} as either walls of Ch(A) or as contained in its interior. We can conclude
that Ch(A) is the unique closed chamber with A stable.
If the condition φ(M) < φ(am+1) is true and φ(am+1) = φ(am) + 1, then by the proof of [8,
Lemma 6.3], σ lies in (M ′, am+1, am+1) and in particular in W(M ′, am, am+1). Therefore, we see
that
W(am, am+1,M) ∩W(M ′, am, am+1) = {σ ∈ W(am, am+1,M : φ(M) < φ(am+1)} ,
which is an open subset ofW(am, am+1,M). Moreover, as we see from (113) thatW(am, am+1,M)∩
(M ′,−,−) =W(am, am+1,M)∩W(M ′, am, am+1) we conclude thatW(am, am+1,M)∩W(M ′, aj , aj+1) =
∅ whenever j 6= m.
Let us now attach (ap, bp+1, ap+1) which will help us understand chambers with ∅ stable of which
they are open subsets by Table (12). From [8, Lemma 6.1 and 6.2], we know that they are pairwise
disjoint, and that
(am, bm+1, am+1) ∩ (al, al+1,M) = (am, bm+1, am+1) ∩ (M ′, al, al+1) = ∅ ,
whenever m 6= l, while if m = l the intersections are non-trivial. Looking at the proof of [8,
Lemma 6.3] we see that if σ ∈ (am, am+1,M) and φ(M) < φ(am+1), φ(am+1) > φ(am) + 1, then
σ ∈ (am, bm+1, am+1). Therefore, we can say that
(am, am+1,M)∩ (am, bm+1, am+1) = {σ ∈ (am, am+1,M : φ(M) < φ(am+1), φ(am+1) > φ(am) + 1} .
Additionally, as (am, am+1,M)∩(M ′, am, am+1) has to contain a neighborhood ofW(am, am+1,M)∩
W(M ′, am, am+1), it must intersect with (am, am+1,M)∩ (am, bm+1, am+1) in a nonempty open set.
If a set of the form (X,Y, Z) ⊂ Stab(T ) for (X,Y, Z) full exceptional triple has a unique closed
chamber with ∅ stable, we denote by (X,Y, Z)∅ its interior. We can conclude from the above that
(am, am+1,M)∅ ∪ (M ′, am, am+1)∅ ∪ (am, bm+1, am+1)∅
are connected open subsets of Stab(T ) for all m ∈ Z and they are pairwise disjoint.
We now need to consider what happens in (ap,M, bp+1). This is partly handled by Proposition
57. However, we do some extra work to obtain the qualitative picture given in Figure (4), where
we use φ(am)− φ(M) and φ(M) + 1− φ(bm+1) as our coordinates under the assumption that they
are the only variables that are allowed to vary. The reader should note that this picture is meant
as a helpful tool to represent what is happening and is not meant to be precise. From now on when
we talk about a sub-case without mentioning its proposition, we mean a sub-case of Proposition 57.
In case (a.2.1), the stability condition σ lies in the interior of Ch(A) as it lies in the intersection
of multiple (aj , aj+1,M ′) and it connects to the case (a.1) which lies in (ap, ap+1,M): this can
be seen, because if φ(am) − φ(M) decreases while keeping φ(M) + 1 − φ(bm+1) constant, then
from the formula for φ(M ′) in (a.2), we see that φ(M) − φ(M ′) increases. Therefore by doing
so, we eventually land in (a.2.1) on our way to φ(ap) = φ(M). Now as (a.1) connects to both
(a.2.1) and (d) with C1,σσ = ∅, it needs to contain an open subset of W(ap, ap+1,M). We show
that W(ap, ap+1,M) ∩ (ap,M, bp+1) is contained in W(ap, ap+1,M) ∩W(M ′, ap, ap+1) and that it
attaches to the closure of W0(A,B) in (ap,M, bp+1) through G(ap,M, bp+1).
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From Proposition 57, we see that in (a.1) σ ∈ (bp, bp+1,M) and φ(ap+1) > φ(bp+1) > φ(M).
Using again the proof of [8, Lemma 6.3], we see that if additionally σ ∈ W(ap, ap+1,M) then
σ ∈ W(ap, ap+1,M) ∩W(M ′, ap, ap+1). Let us now assume that we are in case (a.1) and on top of
that φ(M) + 1 < φ(bm+1) + 1 and φ(a
m) > φ(M) + 2 for some small 1, 2 > 0. This corresponds
to taking a small neighborhood of G(ap, ap+1,M) and intersecting it with case (a.1). It follows then
using Table (49) that
φ(am) + 1− 1 < φ(M) + 1− 1 < φ(bp+1) < φ(ap+1) < φ(M) + 1 < φ(am) + 1 + 2 .
This implies that every σ in this neighborhood lies withing the distance max(1, 2) fromW(ap, ap+1,M).
From this, one can easily conclude that G(ap,M, bp+1) lies in the closure of W(ap, ap+1,M).
Similar arguments show that (a.2.2) connects through (e) to (b) and that the open subset of
W(M, bp, bp+1) attaches to the closure of W0(A,B) in (ap,M, bp+1) through G(ap,M, bp+1). We
additionally want to show that W(M, bp, bp+1) ∩ (ap,M, bp+1) is contained in W(bp, bp+1,M ′) ∩
W(M, bp, bp+1). Let us first show that in case (b) with φ(bp+1) = φ(bp)+1, we have M ′ ∈ σss. This
follows from φ(bp) < φ(ap) < φ(M)+1 and looking at the Table (10). To show that the inequalities
for (bp, bp+1,M ′) from Table (49) hold, we only need to show φ(M ′) + 1 > φ(bp+1), but this follows
from looking at the proof of (b.2) in Proposition 51.
Let us now conclude the final results of the proposition. As the closure ofW0(A,B) in (ap,M, bp+1)
is clearly given by W0(A,B) ∪ G(ap,M, bp+1), we see that
W0(A,B) =W0(A,B) ∪
⋃
p
(G(ap,M, bp+1) ∪ G(bp,M ′, ap)) .
Moreover, this lies in the intersection of Ch(A) and Ch(B) and as it is the only set, where both A
and B are stable, we see that it is equal to it. Using ξ, we also know that W(ap, ap+1,M) ∩
W(M ′, ap, ap+1) and W(bp, bp+1,M ′) ∩ W(M, bp, bp+1) attach to W0(A,B) in G(ap,M, bp+1) ∪
G(bp,M ′, ap).
Finally, the sets
Om = (am, am+1,M)∅ ∪ (M ′, am, am+1)∅ ∪ (am, bm+1, am+1)∅ ∪ (bm, bm+1,M ′)∅
∪ (M ′, bm, bm+1)∅ ∪ (bm, am, bm+1)∅ ∪ (am,M, bm+1)∅ ∪ (bm,M ′, am)∅(114)
are open connected subsets with C1,σσ = ∅ and they are pairwise disjoint as the cases (c) and (d)
in Proposition 57 are only contained in (ap,M, bp+1). Therefore, the set of closed chambers with ∅
stable is given by {Om}m∈Z. This completes the proof of the statements in the proposition.

Remark 64. Notice that to go from the chamber Ch(A) into the chamber Ch(B), one needs to
either pass through the wall W0(A,B) or to go through Om for some m and pass through the walls
W(am, am+1,M) ∪W(M ′, am, am+1) and W(bm, bm+1,M ′) ∪W(M, bm, bm+1).
We consider now an example of going through the wall W0(A,B) and show the corresponding
values of the central charge Z.
Recall that the triple (a0,M, b1[−1]) is (E01 ,M,E03). We will draw pictures for σ ∈ Θ′(a0,M,b1[−1]) ⊂
(a0,M, b1), where Θ
′
E is as in Remark 29.
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φ(M) + 1− φ(bm+1)
φ(am)− φ(M)
(a.1)
(a.2.1)
(a.2.2)
(a.2.3)
(c) (b)
W(ap, ap+1,M) ∩W(M ′, ap, ap+1)
W(bp, bp+1,M ′) ∩W(M, bp, bp+1)
(d) (e)(f)
Figure 4. (ap,M, bp+1) with subsets as in Proposition 57 and its walls
References
[1] I. Gelfand, Y. Manin, Methods of Homological algebra, 2nd edition, Springer.
[2] T. Bridgeland, Stability conditions on triangulated categories, Annals of Math. 166 no. 2, 317-
345 (2007).
[3] A. Bojko, Stability conditions on quivers and semistable noncommutative curve counting, Mas-
ter thesis, University of Vienna. Fakulta¨t fu¨r Mathematik, Betreuer: L. Katzarkov and G.
Dimitrov, 2018. http://othes.univie.ac.at/52820/
[4] W. Crawley-Boevey, Exceptional sequences of representations of quivers, in ’Representations of
algebras’, Proc. Ottawa 1992, eds V. Dlab and H. Lenzing, Canadian Math. Soc. Conf. Proc.
14 (Amer. Math. Soc., 1993), 117-124
[5] G. Dimitrov and L. Katzarkov, Some new categorical invariants, Selecta Mathematica, doi:
10.1007/s00029-019-0493-8
[6] G. Dimitrov and L. Katzarkov, Non-commutative counting invariants and curve complexes,
arXiv: 1805.00294v4
[7] G. Dimitrov and L. Katzarkov , Non-semistable Exceptional Objects in Hereditary Categories,
International Mathematics Research Notices, rnv336, 85 pages. doi:10.1093/imrn/rnv336
[8] G. Dimitrov and L. Katzarkov, Bridgeland stability conditions on the acyclic triangular quiver,
Advances in Mathematics 288 (2016), 825-886
[9] G. Dimitrov and L. Katzarkov,Bridgeland stability conditions on wild Kronecker quivers, Ad-
vances in Mathematics 352 (2019) 27-55, doi: 10.1016/j.aim.2019.05.032
[10] G. Dimitrov and L. Katzarkov, More finite sets coming from non-commutative counting,
arXiv:1903.00295
[11] M. Kontsevich, and A. Rosenberg,: Noncommutative smooth spaces, The Gelfand Mathemat-
icalS eminars, 1996-1999, 85-108, Birkhaa¨user, Boston, 2000.
NON-COMMUTATIVE COUNTING AND STABILITY 47
[12] D. Orlov, Geometric realizations of quiver algebras, Proceedings of the Steklov institute of
mathematics, Vol. 290, 2015
(Bojko) University of Oxford, Mathematical Institute, Andrew Wiles Building, Radcliffe Obser-
vatory Quarter (550), Woodstock Road, Oxford, OX2 6GG
E-mail address: bojkoarkadij@gmail.com
(Dimitrov) Universita¨t Wien, Fakulta¨t fu¨r Mathematik, Oskar-Morgenstern-Platz 1, 1090 Wien,
O¨sterreich,
E-mail address: george.dimitrov@univie.ac.at
