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Abstract
A truly isolated atom always has an integer number
of electrons. If placed in contact with a far-away
metallic reservoir, a range of metallic chemical po-
tentials µ will lead to an identical number of elec-
trons, N , on the atom. We formulate a density
embedding method in which the range of µ leading
to integer N decreases due to finite-distance inter-
actions between the metal and the atom. The typi-
cal N(µ) staircase function is smoothed out due to
these finite-distance interactions, resembling finite-
temperature effects. Fractional occupations on the
atom occur only for sharply-defined µ’s. We illus-
trate the new method with the simplest model sys-
tem designed to mimic an atom near a metal sur-
face. Because calculating fractional charges is im-
portant in various fields, from electrolysis to catal-
ysis, solar cells and organic electronics, we antic-
ipate several potential uses of the proposed ap-
proach.
1 Introduction
When the Hohenberg-Kohn theorem [1] was ex-
tended to fractional electron numbers by Perdew,
Parr, Levy, and Balduz (PPLB, [2–4]), a result of
far-reaching consequences was found: The ground-
state energy of an N -electron system, E(N), is a
piecewise-continuous linear function of N :
E(N) = (1− ω)E(m) + ωE(m+ 1) , (1)
where E(m) and E(m + 1) are the ground-state
energies of the (integer) m and (m + 1)-electron
systems, and 0 ≤ ω ≤ 1. At strictly zero temper-
ature, an atom or molecule that is in equilibrium
with a far-away metal reservoir, will be neutral in
the ground state for any chemical potential µ in the
range
− I < µ < −A , (2)
where I is the ionization potential and A the (pos-
itive) electron affinity of the neutral atom. For
chemical potentials lower than −I, the atom trans-
fers one electron to the reservoir. For chemical
potentials higher than −A, the atom receives one
electron from the reservoir. The number of elec-
trons in the atom is thus a staircase function of
the chemical potential (black dot-dash line in Fig.
1), which is clearly only sharply defined for non-
integer numbers. The range of µ that is consistent
with the integer m is the fundamental energy gap
of the atom, Eg = I−A, which is thus given by the
total discontinuity in the derivative of E(N) with
respect to N at N = m. All properties of the sys-
tem involving derivatives of the energy with respect
to N are similarly undefined at the integers at zero
temperature.
A smoothening of the discontinuities at integer
numbers of electrons and a range of µ that is nar-
rower than I − A can be found by applying tech-
niques of the grand-canonical ensemble at finite
temperature [5]. The main result of our work is that
sharper values of µ can be found even at zero tem-
perature by considering finite distances from the
metal reservoir. To show this, an unambiguous def-
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Figure 1: The atomic fragment occupation number
Natom as a function of the system chemical poten-
tial, µ, for R = 3 (dotted blue line), R = 5 (solid
red line), and R > 10 (dot-dash black line). The
step-like behavior that occurs at large separations
smooths out as we bring the fragments closer to-
gether. The light blue and salmon-shaded regions
highlight µ values for which Natom is exactly inte-
ger at R = 3 and R = 5 respectively.
inition is needed for the charge of the atom when
it is located at an interacting distance from the
metal. We provide such definition by requiring that
the chemical potential of the two fragments (metal
and atom) be equal while satisfying the standard
constraint of density-embedding methods, i.e. that
the sum of the two fragment densities be equal to
the total electronic density. With this definition of
fragments, the regions of strictly integer numbers
of electrons on the atom are narrower than I − A
when the atom is at an interacting distance from
the reservoir (red and blue lines in Fig. 1). Outside
of the shaded regions in Fig. 1, the atom acquires
a fractional number of electrons. At large separa-
tions between the atom and the metal, our model
recovers the PPLB results. At shorter separations,
the regions of integer occupations shrink but do not
collapse to a single point. Due to the finite-distance
interactions, the effective values of I and A are dif-
ferent from those of the isolated atom. As a result,
the narrowing of the integer windows is not sym-
metric with respect to (I +A)/2 and is markedly
different near different integer occupations.
The method is described in Sec. 2 and illustrated
through explicit numerical computation in Sec. 3.
We end with a brief summary and outlook in Sec.
4.
2 Chemical-potential
constrained
Partition-DFT
Consider a system of electrons in an external po-
tential v(r) that can be written as:
v(r) = vatom(r) + vmetal(r) , (3)
where vmetal(r) describes a background periodic or
semi-periodic metallic potential supporting a con-
tinuum of electronic levels occupied up to a Fermi
energy, ǫF , and vatom(r) is a localized potential
such as the Coulomb or screened-Coulomb poten-
tial of an atom. The partition of Eq.(3) is use-
ful when one wants to describe an atomic defect
in a solid or an atom adsorbed on a metal sur-
face.
The task of finding the number of electrons on
the atom, Natom, is non-trivial unless vatom(r) is
far from all regions where vmetal(r) is non-zero, in
which case one recovers the black staircase func-
tion of Fig.1 with µ = ǫF . The total density
n(r) for the combined system of atom and metal
can be partitioned as natom(r)+nmetal(r) in many
different ways. Partition Density Functional The-
ory (P-DFT, [6–8]) provides an elegant, unambigu-
ous method for performing such a partition when
the number of electrons is finite and the external
potential for each fragment vanishes in all direc-
tions as |r| → ∞. Fragments in P-DFT are iso-
lated from each other and are in contact with a
far-away electronic reservoir through which they
can exchange electrons. The interaction energy
between the fragments is recovered by means of
a unique global embedding potential, referred to
here as the reactivity potential, vR(r). The pre-
scription to determine Natom becomes simple: Min-
imize the sum of the fragment energies (i.e. atom
and metal) subject to the constraint that the frag-
ment densities sum to to the correct total density,
and then calculate the number of electrons in the
atom as Natom =
∫
natom(r)dr. This number is in
general not an integer because each P-DFT frag-
ment energy is given by the ensemble expression
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of Eq.(1), where the non-integer ω is one of the
parameters to be optimized during the energy min-
imization.
In the case of the potential of Eq.(3), however,
vmetal(r) does not vanish as |r| → ∞ in all direc-
tions, and one of the fragment energies is infinite.
The approach of P-DFT is thus not directly appli-
cable.
In lieu of an energy minimization, we propose
here to impose a chemical-potential equalization
constraint, shown to be equivalent to energy-
minimization for the case of finite systems [9]. The
prescription is just as simple: Find the fragment
densities that equalize the chemical potentials of
the fragments and the chemical potential of the
combined system:
µatom = µmetal = µ , (4)
while adding to the correct total density. The re-
sulting density of the atom is an ensemble ground-
state density of vatom that is modified by the ad-
dition of vR(r), which is identical for both atomic
and metallic fragments.
When Natom is an integer, µatom is defined only
within a range, so Eq. 4 is applicable only for non-
integer values of Natom. For integer occupations,
the condition of Eq. 4 is modified taking into ac-
count Eq. 2:
− Iatom < µmetal = µ < −Aatom , (5)
where Iatom and Aatom are computed in the pres-
ence of vR(r). We consider our method converged
if either Natom is non-integer and condition 4 is
satisfied or if Natom is integer and condition 5 is
satisfied. In the following section, we successfully
apply this method to a model system that mimics
an atom-metal interface in 1-D; however, the rigor-
ous derivation of the conditions for the existence of
a unique reactivity potential for systems with semi-
infinite fragments is still not established.
3 Simple Illustration
We choose the simplest non-trivial system that ex-
hibits the features we need: One semi-infinite frag-
ment (the ‘metal’) and one finite fragment with a
Figure 2: The potentials vmetal and vatom (dashed
black lines) along with the total external potential
v (solid red line) for the parameters R = 5, γ = 0.5,
Z = 2, and V0 = 3.5.
small number of bound states (the ‘atom’). The to-
tal number of electrons is infinite, but the electrons
are non-interacting and restricted to move in only
one dimension.
3.1 Model System
The metal is represented by a potential that goes
to a negative constant −V0 as x→ −∞:
vmetal(x) =
−V0
1 + es(x−R)
, (6)
and is populated with non-interacting ‘spinless elec-
trons’ up to the Fermi level ǫF , with −V0 < ǫF < 0.
In Eq. 6, R is the separation between the metal
surface and the center of the atomic potential,
and s is a parameter that determines the steep-
ness of the step. The form of the potential al-
lows it to be smooth enough to be used with finite-
difference methods on a spatial grid while preserv-
ing a steep step-like feature. The atom is repre-
sented by a finite potential with a finite number of
bound states:
vatom(x) = −Zcosh
−2(γx) , (7)
where Z and γ are parameters that control the
depth and width of the well. We use V0 = 3.5,
Z = 2, and γ = 0.5 throughout the paper. The to-
tal external potential is then just the sum of vmetal
and vatom according to Eq.(3), as shown in Fig. 2.
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Figure 3: Total system densities, n(x), for four
choices of µ which give Natom = 0, 1, 2, and 3 using
a separation R = 15.
The full system of metal plus atom produces a con-
tinuum of states. The chemical potential of this
system is its Fermi energy. The reactivity potential
vR(x) ensures fragment densities sum to the total
density of the system. The densities of the total
system and of the metal fragment are calculated as
the integral [10, 11]:
n(x) =
1
2πi
∫
Cµ
GE(x, x)dE . (8)
Here, GE(x, x
′) is the corresponding Green’s func-
tion that can be found numerically exactly. The
integral is evaluated over Cµ, a contour in the com-
plex energy plane containing all possible occupied
states. The total system density n(x) for a large
separation R = 15 is shown in Fig. 3. We can
see that as the chemical potential of the system
increases through the energy levels of the isolated
atomic potential, the density near the atom in-
creases in large jumps every time the chemical po-
tential reaches a bound state. The atomic densities
have the ensemble form [2]:
natom(x) = ωnp+1(x) + (1− ω)np(x) , (9)
where p is the lower bounding integer of Natom,
0 ≤ ω < 1, and Natom = p + ω. Calculations
of the atomic densities at integer occupations are
trivial.
The eigenvalues of vatom(x), when isolated, are
known for any chosen Z and γ [12]:
ε
(0)
i = −
γ2
8
{
− [1 + 2(i− 1)] +
√
1 + (8Zγ2)
}2
,
(10)
Figure 4: The atomic fragment eigenvalues εi as the
fragment occupation number Natom passes through
the integer occupation of one for R = 3.
where i runs from 0 to the maximum number of
bound states. The superscript ‘(0)’ indicates that
the atom does not interact with the metal. These
eigenvalues broaden into resonances when the atom
couples to the metal and |ǫF | > |εi|.
3.2 Search for chemical-potential
Equalization
To obtain a single point on the Natom versus µ plot
in Fig. 1, we perform a numerical algorithm for a
set value of µ. This algorithm consists of the ‘inner’
inversion that computes the reactivity potential at
the current guess of Natom and the ‘outer’ loop that
updates Natom until one of the chemical-potential
equalization conditions, Eq. 4 or Eq. 5, is satisfied.
Our inversion method requires the precomputed to-
tal density n(x) for each µ. We set µmetal equal to
µ and do not vary it throughout the inversion pro-
cedure.
We choose v
(0)
R,Guess(x) = 0 as our initial guess for
vR(x). To calculate the initial guess for Natom,
we start by calculating the isolated atomic den-
sity, n
(0)
atom(x). We separate n
(0)
atom(x) into contri-
butions from the density of the highest occupied
atomic orbital (HOMO) and the density due to the
core electrons, n
(0)
atom(x) = n
(0)
core(x) + n
(0)
HOMO(x).
The number of states included in the core region,
Ncore, is equal to the number of eigenvalues of the
isolated atom which are below µ. The initial guess
for the atomic occupation is N
(0)
atom = Ncore+ω
(0),
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where ω(0) is found as:
ω(0) =
∫
dx
[
n(x) − n
(0)
metal(x) − n
(0)
core(x)
]
, (11)
and n
(0)
metal(x) is the density of the isolated metal
fragment.
At each iteration i ≥ 0 of the ‘outer’ loop, we
use the current values N
(i)
atom and v
(i)
R,Guess(x) to
compute the v
(i)
R (x) that minimizes the difference
between n(x) and n
(i)
f (x) = n
(i)
metal(x) + n
(i)
atom(x)
to numerical precision (i.e. v
(i)
R,Guess(x) is used as
an initial guess to find v
(i)
R (x) at fixed N
(i)
atom and
µmetal). The resulting fragment densities are used
to calculate the fragment responses χ
(i)
α (x, x′) that
will be used to update v
(i)
R,Guess(x):
χ(i)α (x, x
′) =
dn
(i)
α (x)
dv
(i)
eff,α(x
′)
, (12)
where v
(i)
eff,α(x) = vα(x) + v
(i)
R (x) and α is either
‘metal’ or ‘atom.’
If N
(i)
atom is not an integer, then µ
(i)
atom equals the
HOMO energy ε
(i)
HOMO in the presence of v
(i)
R (x),
and we use Eq. 4 to check if the algorithm has
converged. On the other hand, if N
(i)
atom is an inte-
ger, we use the convergence criteria of Eq. 5, with
−Iatom = ε
(i)
HOMO and −Aatom = ε
(i)
LUMO, where
ε
(i)
LUMO is the energy of lowest unoccupied atomic
orbital in the presence of v
(i)
R (x).
If neither of the conditions is met, we continue by
calculating N
(i+1)
atom as:
N
(i+1)
atom = N
(i)
atom +
µ
(i)
metal − µ
(i)
atom
dµ
(i)
atom/dN
(i)
atom
, (13)
where:
dµ
(i)
atom
dN
(i)
atom
=
∫
dxn
(i)
HOMO(x)
dv
(i)
R (x)
dN
(i)
atom
. (14)
In Eq. 14, the derivative on the right hand side is
given by:
dv
(i)
R (x)
dN
(i)
atom
=
∫
dx′n
(i)
HOMO(x)
[(
χ
(i)
metal(x, x
′)
)
−1
+
(
χ
(i)
atom(x, x
′)
)
−1]
.
(15)
Eq. 15 is also used to update the guess
v
(i+1)
R,Guess(x) = v
(i)
R (x) + dv
(i)
R (x).
3.3 Energies, densities, and reactiv-
ity potentials
The origin of the discontinuities of the chemical po-
tential can be understood in terms of the atomic
orbitals εi (in the presence of vR(x)). Near inte-
ger occupations, the energy of the HOMO shifts up
from the left and the energy of the LUMO shifts
down from the right, as we see in Fig. 4. Even
for separations as small as R = 3, levels do not
equalize.
The effect of the finite-distance interactions on the
energy of the atom can be seen in Fig. 5. The
energy of the atom is defined as the sum of occu-
pied orbitals minus the energy contribution from
the reactivity potential:
Eatom ≡
patom∑
i=1
εiatom + wε
LUMO
atom
−
∫
dxvR(x)natom(x) .
(16)
In Fig. 5, the dashed line shows the energy at large
separation, R = 15. It consists of straight line seg-
ments [2–4]. At short distances (e.g. R = 3, solid
red in Fig. 5) the line segments have a slight curva-
ture. As shown in the inset plot of Fig. 5, the cur-
vature is more noticeable for Natom in the range of
2 to 3, where Eatom values are more evenly spaced.
This curvature is the consequence of the inter-
fragment interactions, but it does not smoothen the
cusps at integer occupations.
The atomic fragment density at large values of R
jumps abruptly when going through integer occu-
pations, as can been seen in the top (Natom = 1)
and middle (Natom = 2) panels of Fig. 6. For each
value of Natom, increasing the Fermi energy of the
system changes almost exclusively nmetal(x). As
these changes occur, we observe an increase in the
value of the metal density accompanied by a de-
crease in the period of density (Friedel) oscillations.
The bottom panel of Fig. 6 shows the representa-
tive behavior of fragment densities at small separa-
tions. Densities corresponding to non-integer val-
ues of Natom begin to appear. We note that, in this
5
Figure 5: The atomic fragment energy Eatom as a
function of the fragment occupation number Natom
for R = 3 (solid red line) and R =∞ (dashed black
line).
regime, the density of the metal fragment appears
unchanged for different values of µmetal. The den-
sity response of the system to infinitesimal changes
of µ is thus largely localized to either atom or metal
fragments.
Finally, we point out a connection between the fea-
tures of vR(x) and the known features of exact
Kohn-Sham (KS) potentials, vs(x), at interfaces
[1, 3, 13–17]. Since we work with non-interacting
electrons, vR(x) has contributions only from the
non-additive external potential (vR,ext) and from
the non-additive kinetic potential (vR,kin):
vR(x) = vR,ext(x) + vR,kin(x), (17)
where vR,ext(x) is given by:
nmetal(x)
n(x)
vatom(x) +
natom(x)
n(x)
vmetal(x), (18)
and vR,kin(x) = vR(x) − vR,ext(x). In Fig. 7,
we plot vR(x) and its components at large inter-
fragment separation when Natom = 2. We ob-
serve that vR,ext(x) has a well in the low den-
sity region. In contrast, vR,kin(x) has a step-
like feature analogous to the feature known to
be present in vs(x) when two inequivalent frag-
ments are separated (note from Eqs. 17-18
that vR,kin(x) = vs[nmetal](x)nmetal(x)/n(x) +
vs[natom](x)natom(x)/n(x) − vs[n](x)). The mag-
nitude of the feature in vR,kin(x) highlights the
importance of non-additive non-interacting kinetic
energy functional approximations for practical em-
bedding calculations. [18, 19]
-24 -23 -22
0.75
0.8
Figure 6: Fragment densities nα(x) at various val-
ues of R and µmetal. Top: R = 15 and val-
ues of µmetal corresponding to Natom = 1: −1.55
(blue), −1.35 (red), −1.15 (black), and −0.95 (vi-
olet). Middle: R = 15 and values of µmetal corre-
sponding to Natom = 2: −0.8 (blue), −0.75 (red),
−0.65 (black), and −0.55 (violet). Bottom: R = 3
and values of µmetal producing values of Natom be-
tween 0 and 1: −1.585 (blue), −1.565 (red), −1.56
(black), and −1.535 (violet).
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Figure 7: The reactivity potential (black) along its
components vR,ext(x) (blue) and vR,kin(x) (red) at
R = 15 and µmetal corresponding to Natom = 2.
3.4 Finite Distance as Finite Tem-
perature
The smoothening of the N vs. µ staircase in Fig.1
suggests a possible analogy between finite distances
and finite temperatures. In Fig. 8, we compare our
calculatedNatom to the average number of particles
n¯ from a Fermi-Dirac (FD) distribution:
n¯ =
1
e(ε
(0)
i
−µ)/kT + 1
(19)
where k is Boltzmann’s constant and T is the tem-
perature. It is apparent from the figures that the
analogy is not exact. The FD distribution at speci-
fied (unphysical) temperatures can capture some of
the behavior of Natom(µ) around the step between
integer numbers or the upper region of the curve
as it flattens near the integer. It cannot capture
both at once, or correctly follow the behavior of
the lower region as it rises from the lower integer.
4 Conclusions and
Outlook
We have shown that the chemical potential of an
integer-electron system can be smaller than I − A
when the system (here, an atom) is at interacting
distances from a metallic reservoir of electrons. A
continuous change in a global molecular property, µ,
distorts the density of one fragment (either metal
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Figure 8: The atomic fragment occupation num-
bers Natom (solid blue line) compared to the Fermi-
Dirac n¯ (dashed black line). Top: T = 1050 K
and ε
(0)
0 = −1.5586. Bottom: T = 9500 K and
ε
(0)
1 = −0.8008.
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or atom) markedly more than the density of the
other fragment. The typical Natom vs. µ stair-
case function is smoothed-out as a result of the
finite-distance interactions between the atom and
the metal surface. Our method is useful for calcula-
tions on semi-infinite systems and allows treatment
of different fragments with different computational
techniques. For example, an atomic or a molecular
fragment can be treated with an accurate wave-
function method and the semi-infinite metal frag-
ment can be treated with a more innate Green’s
function method. The method provides a conve-
nient way to account for the finite-distance inter-
actions near the metal surface.
In the extension of Frozen-density embedding [20]
to fragments with non-integer particle numbers
[21], the total energy is minimized under the con-
straint that each fragment density integrates to a
pre-established fractional value. In this method,
each fragment has a different chemical potential
along with a different embedding potential, and the
fractional charges on the fragments are not an out-
put but an input for the calculation. As an alterna-
tive, we have proposed chemical-potential equaliza-
tion as the main criterion for determining fractional
charges in density embedding. Because calculat-
ing fractional charges is important in various fields,
from electrolysis [22, 23] to catalysis [24], solar cells
and organic electronics [25, 26], we anticipate sev-
eral potential uses of the proposed approach.
Next steps include the investigation of exchange-
correlation effects, the application of chemical-
potential constrained P-DFT to realistic systems of
atoms and molecules adsorbed on metal surfaces,
and the calculation of surface resonance lifetimes
through complex scaling [27].
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