Abstract-We verify whether parameter-driven and observation-driven classes of dynamic models can outperform each other in predicting timevarying parameters. We consider existing and new dynamic models for counts and durations, but also for volatility, intensity, and dependence parameters. In an extended Monte Carlo study, we present evidence that observation-driven models based on the score of the predictive likelihood function have similar predictive accuracy compared to their correctly specified parameter-driven counterparts. Dynamic observation-driven models based on predictive score updating outperform models based on conditional moments updating. Our main findings are supported by the results from an extensive empirical study in volatility forecasting.
I. Introduction
I N this paper, we study the predictive ability of parameterdriven versus observation-driven model classes. We consider dynamic models for count, intensity, duration, volatility, and copula densities and present results for three specifications that have been widely used in the analysis and forecasting of economic and financial time series. The first specification is the nonlinear non-Gaussian state-space model as formulated, for example, in Shephard and Pitt (1997) and Durbin and Koopman (1997) . This model belongs to the class of parameter-driven models. The second specification is an observation-driven model and is based on the score function of the predictive likelihood function. We refer to it as the generalized autoregressive score model. Creal et al. (2013) discuss this class of models in detail. The other observation-driven specification relies on the moment function of the time series. Typical examples are the generalized autoregressive conditional heteroskedasticity (GARCH) model of Engle (1982) and Bollerslev (1987) , the autoregressive conditional duration (ACD) model of Engle and Russell (1998) , and the multiplicative error models of Engle and Gallo (2006) . For ease of reference, we group the latter set of models under the general heading of autoregressive conditional moment (ACM) models. Cox (1981) classifies time-varying parameter models in two classes: observation-driven and parameter-driven specifications. In an observation-driven model, current parameter values are obtained as deterministic functions of lagged dependent variables, as well as contemporaneous and lagged exogenous variables. In this approach, the parameters evolve randomly over time, but they are perfectly predictable one step ahead given past information. The likelihood function for observation-driven models is available in closed form via the prediction error decomposition. This feature leads to simple estimation procedures and has contributed to the popularity of these models in applied econometrics and statistics.
In parameter-driven models, parameters vary over time as dynamic processes with idiosyncratic innovations. Analytical expressions for the likelihood function are hardly ever available in closed form. Likelihood evaluation therefore becomes more involved for parameter-driven models, typically requiring the use of efficient simulation methods. Special cases of this class are stochastic volatility models as discussed by Tauchen and Pitts (1983) , Taylor (1986) , Melino and Turnbull (1990) , and Ghysels, Harvey, and Renault (1996) ; the stochastic conditional duration model of Bauwens and Veredas (2004) ; the stochastic conditional intensity model of Bauwens and Hautsch (2006) ; the stochastic copula models of Hafner and Manner (2012) ; and the non-Gaussian unobserved components time series models of Durbin and Koopman (2000) .
Given the different natures of observation-driven and parameter-driven models and the substantial efforts devoted to studying and applying a variety of these models, it is important to assess the relative merits of these two approaches from an out-of-sample perspective. A robust outof-sample performance is key to the applicability of any time series model. However, three substantial problems have obstructed a systematic comparison between observationdriven and parameter-driven models across a range of datagenerating processes (DGPs). Our aim is to contribute to the literature by providing solutions to each of these problems and, hence, enabling a wide-ranging comparison between the two classes of models.
First, parameter-driven models are flexible and easily applied in new settings. For any conditional observation density, we can make a specific parameter time-varying by turning it into a stochastic process subject to its own innovation. By contrast, observation-driven models have so far lacked a similarly flexible unifying framework. For a new observation density and parameterization, we need to construct a new function of the data to update the time-varying parameter. Whereas the appropriate function is (arguably) clear in some cases, such as volatility modeling, in many other settings, it may not be evident.
The generalized autoregressive score (GAS) model of Creal et al. (2013) is a class of observation-driven models with a similar degree of generality as obtained for nonlinear, non-Gaussian state-space models. The GAS model 98 THE REVIEW OF ECONOMICS AND STATISTICS adopts the score vector of the predictive model density to update the time-varying parameters. It follows that GAS models can be based on any observation density. Creal et al. (2013) show that the GAS class encompasses well-known observation-driven models such as the GARCH model of Bollerslev (1986) . At the same time it enables the development of new models such as the mixed measurement dynamic factor model of Creal et al. (2014) . In the same way as parameter-driven models, GAS models can accommodate different parameterizations of the observation density in a straightforward manner. We believe that the GAS framework provides a natural observation-driven alternative to the state-space framework for a wide range of different DGPs.
Second, observation-driven and parameter-driven models are inherently hard to compare even if they are based on the same measurement density. The difficulty stems from the fact that the predictive distribution of a parameter-driven model is a mixture of measurement densities over the random time-varying parameter, whereas the predictive density of observation-driven models is simply the observation density given a perfectly predictable parameter. Parameter-driven models typically generate overdispersion, heavier tails, and other features that may directly put such models at an advantage over observation-driven models.
In order to develop a systematic comparison between the two classes of models, we need to control for this distinction. We therefore develop new observation-driven models that aim to accommodate similar degrees of overdispersion and fat tails as parameter-driven models. We introduce new generalized autoregressive score models based on exponential gamma, Weibull gamma, and double gamma mixtures. Beyond their role in the current analysis, these GAS model formulations are also of intrinsic interest as new duration and multiplicative error models that combine the flexibility of their mixture distributions with score-based updates.
Third, parameter estimation for nonlinear non-Gaussian state-space models is computationally intensive. As a result, large-scale comparative analyses such as the one in Hansen and Lunde (2005) often exclude parameter-driven models. To overcome this computational challenge, we turn to the recently developed numerically accelerated importance sampling method (NAIS) of Koopman, Lucas, and Scharth (2015) . The NAIS algorithm leads to fast and numerically efficient parameter estimation for nonlinear non-Gaussian state-space models and requires no model-specific interventions other than the specification of the appropriate observation densities. We can therefore easily apply the NAIS algorithm repeatedly across the range of DGPs considered in our analysis. We also employ the method for the efficient computation of the out-of-sample forecasts, the prime focus of this study.
We obtain two main findings. First, when the DGP is a state-space model, the predictive accuracy of a (misspecified) GAS model is similar to that of a (correctly specified) state-space model. This holds in particular if the (conditional) observation density for the GAS specification allows for heavy tails and overdispersion. For the nine model specifications in this paper, the loss in mean squared error from using a GAS model instead of the correct state-space specification is smaller than 1% most of the time and never higher than 2.5%. We conclude that we can obtain high predictive accuracy for many relevant time-varying parameter models without the need to specify and estimate a parameter-driven model. Second, we find that the GAS models outperform many of the familiar observation-driven models from the literature, which we have referred to as ACM models. By relying on the full density structure to update the time-varying parameters, GAS models capture additional information in the data that is not exploited by ACM models (see also Blasques, Koopman, and Lucas, 2015) . GAS models are therefore effective new tools for forecasting that often lead to important forecasting gains over other classes of observation-driven models.
To illustrate the relevance of our findings for empirical applications, we analyze the performance of different parameter-driven and observation-driven models for predicting the volatility of twenty Dow Jones index stocks and five major stock indices over a period of several years. We find that stochastic volatility and GAS models based on the Student's-t distribution achieve a similar performance for all series, while ACM models in many cases lead to substantially larger forecasting errors. This conclusion is robust to the introduction of leverage effects, more complex twofactor specifications for the volatility dynamics, and different sample sizes.
We structure the rest of this paper as follows. In section II, we present our three econometric approaches for modeling time-varying parameters. section III introduces several new GAS models for continuous mixtures. Section IV discusses the estimation of parameters for the different model classes. Section V presents the Monte Carlo results. Section VI presents the empirical application. Section VII concludes.
II. Modeling Time-Varying Parameters

A. Dynamic Model Specifications
Let y 1 , . . . , y n denote a sequence of p × 1 dependent variables of interest. In financial applications, for example, the variables may represent stock returns, the time between asset transactions, the number of firm defaults within a certain period, and so on. We are interested in modeling the mean, variance, or another relevant characteristic of the conditional distribution of y t given all the data up to time t−1. We assume that y t is generated by the observation density
where θ t is a time-varying parameter vector, Λ(·) is a possibly nonlinear link function, and α t has a linear dynamic specification. In this paper, we focus on the case in which α t is a scalar variable. The static parameter vector ψ incorporates additional fixed and unknown coefficients from the density p(y t |θ t ; ψ).
State-space models. In parameter-driven models, the state vector α t evolves according to an idiosyncratic source of innovations. We model α t as a Gaussian autoregressive process of order 1
where δ is a constant and φ is the autoregressive coefficient. We assume that the initial state vector α 1 is normally distributed with mean δ/(1 − φ) and variance σ 2 η /(1 − φ 2 ). Equations (1) and (2) characterize a class of nonlinear non-Gaussian state-space models (see Durbin & Koopman, 2012 , for a general discussion). More generally, the state vector α t can also represent higher-order autoregressive moving average, random walk, cyclical, seasonal, and other dynamic processes, including an aggregation of those components. Shephard and Pitt (1997) and Durbin and Koopman (1997) develop simulation-based methods for the estimation of ψ, α t , and θ t . Liesenfeld and Richard (2003) , Richard and Zhang (2007) , Jungbacker and Koopman (2007) , and Koopman et al. (2015) report recent developments on Monte Carlo methods for the analysis of general nonlinear non-Gaussian state-space models.
Generalized autoregressive score models. In observationdriven models, the time-varying vector α t in equation (1) depends on lagged values of y t and the model parameters in a deterministic way. We consider the autoregressive update
where d, a, and b are fixed coefficients and s t = s t (α t , F t ; ψ) is the driving mechanism, with F t representing the information set consisting of all observations up to time t. We can also consider extensions of the dynamic specification (3), which are similar to the ones available for the state-space model. For example, the dynamic process for α t can include more lags for s t and α t . Another example is to decompose α t in different dynamic processes that are associated with seasonal and cycle effects as in Harvey and Luati (2014) . Finally, the autoregressive update (3) can be replaced by a long memory process as in Janus, Koopman, and Lucas (2014) . Specific choices for the driving mechanism s t lead to different classes of observation-driven models. In this paper, we focus on the generalized autoregressive score (GAS) class of Creal et al. (2013) as our main observation-driven model. The GAS framework is of similar generality as the statespace model, equations (1) and (2), in that it is applicable to any measurement density. In this framework, the updating step s t in equation (3) is the scaled density score,
where S(·) is the scaling matrix. A GAS model updates the parameter α t+1 in the direction of steepest increase of the log density at time t given the current parameter α t and data history F t . It follows from the properties of the score vector that E(s t |F t−1 ) = 0, and hence the GAS update is a martingale difference under the correct specification. Creal et al. (2013) discuss appropriate choices for S t based on the curvature of the log density at time t as summarized by the Fisher information matrix,
therefore linking the scaling matrix to the variance of the score. In this paper, we take the scaling matrix as S t (α t ) = I t (α t ) −1/2 . For this choice of scaling, the updating step s t has a constant unit variance and is invariant under any nondegenerate parameter transformation Λ(·). The constant unit variance property can be a useful device for detecting model misspecification in applications. Other choices for the scaling matrix such as S t = I −1 t are also possible and lead to different observation-driven models (see Creal et al., 2013) . We can also specify the observation-driven dynamics directly for θ t .
A useful feature of the GAS approach is the automatic treatment of the link function Λ(·). This characteristic facilitates comparisons between GAS and state-space models and is particularly helpful if the parameter of interest θ t is subject to constraints. For example, if θ t is a correlation parameter, θ t = tanh(α t ) ensures that the correlation is between −1 and +1. Finally, for some models such as the time-varying conditional volatility, intensity, or duration models, using the transformation θ t = exp(α t ) leads to an information matrix I t that does not depend on α t , such that the choice of scaling matrix S t becomes irrelevant. Here we report the results for GAS models with S t = I −1/2 t , whether it depends on α t or not. We have found that this choice of scaling leads to greater predictive accuracy across different DGPs.
Autoregressive conditional moment models. Many observation-driven models link the time-varying parameter directly to the data or some transformation of it. A common approach is to define s t such that
We refer to this class as autoregressive conditional moment (ACM) models. The ACM model adheres to the intuitive notion that the time-varying parameter should increase (or decrease) if the realized value for s t is higher (or lower) than its conditional expectation. For example, if θ t is the conditional mean θ t = E( y t |F t−1 ), the ACM update is s t = y t . Similarly, if 100 THE REVIEW OF ECONOMICS AND STATISTICS 
The table displays the dynamic densities that we consider in our simulation study. We write them as p(yt |θt ; ψ), where θt is the parameter of interest. We assume that θt = Λ(αt ), where θt is the time-varying parameter of interest, Λ(.) is a monotonically increasing transformation, and αt has a linear dynamic specification. We denote the data by yt . For the Gaussian copula model, zi,t = Φ θ t is the conditional variance of y t , then
Key examples of ACM models include the generalized autoregressive conditional heteroskedasticity (GARCH) model of Bollerslev (1986) , the autoregressive conditional duration (ACD) and intensity (ACI) models of Bollerslev (1986) , the autoregressive conditional Poisson model of Rydberg and Shephard (2000) , the dynamic conditional correlation model of Engle (2002) , some autoregressive copulas in Patton (2006) , and realized volatility models as in Shephard and Sheppard (2010) and Hansen, Huang, and Shek (2012) . Due to their widespread use, the class of ACM models provides a useful benchmark in our analysis.
B. Observation Densities
In table 1 we present the observation densities p(y t |θ t ; ψ) from equation (1) as used in our current simulation study. We consider a wide range of specifications, including densities for count, intensity, duration, volatility, and copula models. The combination of the dynamic gamma, Weibull, normal, Student's-t, and copula densities in table 1 with equation (2) directly leads to the stochastic conditional duration, stochastic volatility, and stochastic copula models as in Tauchen and Pitts (1983) , Bauwens and Veredas (2004) , Bauwens and Hautsch (2006) , and Hafner and Manner (2012) . Table 2 completes the specifications of the considered observation-driven models. It presents the generalized autoregressive score and autoregressive conditional moment updates s t for the densities in table 1. The ACM updates lead to the well-known autoregressive conditional Poisson, autoregressive conditional duration, autoregressive conditional intensity, GARCH, and autoregressive copula specifications. The ACM model for the gamma distribution with k = 1/β t corresponds to the multiplicative error model of Engle and Gallo (2006) . The GAS specifications for the exponential, gamma, normal, and Student's-t volatility models and the Gaussian copula have appeared in Creal et al. (2013) . The Student's-t volatility model is also discussed in Harvey (2013) . The GAS model for the Student's-t copula is obtained from Creal, Koopman, and Lucas (2011) .
C. Parameter-Driven versus Observation-Driven Models
When considering parameter-driven models, p(y t |F t−1 ; ψ) is the mixture distribution
In a parameter-driven framework, estimation of θ t takes by construction into account the complete density structure of past observations. As we discuss below, the same is not necessarily true for observation-driven models. The mixture distribution, equation (7), may also describe relevant features of the data. It is typically the case that higher-order conditional moments of y t , such as kurtosis, are at least as high for p(y t |F t−1 ; ψ) as for p(y t |θ t ; ψ). For example, Carnero, Peña, and Ruiz (2004) , among others, show that the Gaussian stochastic volatility model of table 1 with the dynamics as specified in equation (2) is conditionally leptokurtic. Similarly, the stochastic count and duration models we study below display conditional overdispersion. A major obstacle for the application of the parameterdriven models in table 1 is that the conditional density p(θ t ; ψ|F t−1 ) is typically not available in closed form. The 
The table displays the score and information matrix for the models given in table 1. The GAS update st = ∇t (αt )It (αt ) −1/2 we consider in this paper is invariant under nondegenerate parameter transformations, so that st = ∇t (θt )It (θt ) −1/2 . The equivalent ACM models are without parameter transformation; see table 1. The data are denoted by yt . For the copula models, yi,t has a uniform (0, 1) marginal distribution for i = 1, 2, z1,t = z1,t z2,t , andẑ2,t = z 2 1,t + z 2 2,t , where zi,t = Φ −1 (yi,t ) for the Gaussian copula and zi,t = T −1 ν (yi,t ) for the Student's-t copula, with Φ −1 (·) and T −1 ν (yi,t ) denoting the inverse normal CDF and the inverse CDF of a Student's-t distribution with ν degrees of freedom, respectively.
likelihood-based estimation of parameters in parameterdriven models therefore requires the use of computationally intensive simulation methods for evaluating the high-dimensional integral that characterizes the likelihood function of the model (see Durbin & Koopman, 2002) . Simulation methods are also necessary for estimating and forecasting the time-varying parameter θ t . We discuss parameter estimation in section IV.
In observation-driven models, the time-varying parameter θ t is perfectly predictable one step ahead given past information. It implies that the likelihood functions for ACM and GAS models are available in closed form. Hence, the estimation of the parameters is straightforward for observationdriven models. It also contributes to their widespread use in applied econometrics and statistics. Within the observationdriven class of models, some key differences exist between GAS and ACM specifications. GAS models can handle parameter transformations and are applicable in cases where ACM updates are not readily available (see Creal et al., 2013) . By making use of the observation density score, the GAS model update s t takes the full density information into account (see Blasques et al., 2015) . By contrast, ACM models rely exclusively on a specific moment of p(y t |θ t ; ψ), such as its mean or variance.
We illustrate the difference using time-varying volatility models for the Gaussian and Student's-t distributions based on the GAS and ACM approaches. From table 2, we learn that a Gaussian GAS(1,1) volatility model with α t = σ 2 t and update s t = I −1 t ∇ t reduces to
which is equivalent to the standard GARCH(1, 1) model, the corresponding ACM model. If we replace the normal distribution by the Student's-t distribution with ν degrees of freedom, the ACM model updating step remains the same, such that the ACM model reduces to the GARCH(1,1) model with Student's-t distributed errors. However, we learn from table 2 that the GAS update step becomes
If ν −1 → 0, the GAS update step recovers the GARCH(1,1) model, as it should. If ν is finite and observations are fat tailed, a large value y 2 t receives less weight in the updating of α t+1 due to its presence in the denominator of equation (9). This feature is intuitively appealing. The GARCH update with y 2 t becomes more volatile in the presence of fat tails. Large values of y 2 t are then more likely to reflect noise caused by the excess kurtosis in the conditional distribution of the dependent variable rather than large increases in variance. Therefore, the GAS update step for the Student's-t distribution discounts large values of y 2 t in comparison to the Gaussian case.
III. Observation-Driven Continuous Mixture Models
For a given observation density p(y t |θ t ; ψ), parameterdriven and observation-driven specifications imply different models for the conditional density p(y t |F t−1 ; ψ). We need to address this distinction in order to carry out a systematic comparison between these two approaches. In this section, we develop new observation-driven models based on exponential gamma, Weibull gamma, and double gamma mixtures. The new GAS models display overdispersion and fat-tail features that are comparable to those implied by parameter-driven models.
A. Weibull Gamma and Exponential Gamma Mixture Models
We consider the following parameterization of the Weibull distribution,
where k 1 is a shape coefficient and γ t is a time-varying scale variable. It follows that E(y t |γ t , k) = γ
. Let γ t = μ t ν t where α t = log(μ t ) follows a GAS updating step and ν t is an i.i.d.
The multiplicative error ν t has mean 1 and variance k 2 < ∞. The Weibull gamma mixture or Burr density is given by
Lancaster (1979) and Das and Srinivasan (1997) illustrate the use of this distribution in econometrics. Grammig and Maurer (2000) propose an ACD model for a Weibull gamma mixture. They advocate the Burr model for the empirical analysis of price durations on the basis of its ability to account for nonmonotonic hazard functions (see also the discussions in Harvey, 2013) . We notice that
and hence we need to impose 0 < k 2 < k 1 so that
1 ) exists. The score and the inverse of the Fisher information matrix with respect to μ t are given by
respectively. This update recovers the Weibull model when k 2 → 0. We base the GAS update step for α t = log(μ t ) on the scaled score 
By setting k 1 = 1 above, we obtain the exponential gamma GAS model. Figure 1 illustrates the probability density function and the GAS updates for the Weibull (k 2 = 0) and the Weibull gamma mixture model (k 2 = 0.5) for k 1 = 1.2 and μ t = 0.5. For k 2 = 0, the scaled score for the update step collapses to s t = 1 − μ t y k t . Panel a in figure 1 shows that the mixture density function significantly stretches the right tail of the distribution. Hence, large values of y t typically signal a large realization of ν t , containing little information about μ t . Accordingly, panel b shows that realizations of y t in the right tail of the distribution have a limited additional impact on s t in the mixture model. This property contrasts sharply with the corresponding ACM model, in which the update step for the conditional mean is linear in y t irrespective of the value of the mixture variance k 2 .
B. Double Gamma Mixture Models
We can follow a similar approach to obtain a gammagamma mixture model. 
where γ t = μ t ν t . The error ν t follows the Γ(k −1 2 , k 2 ) distribution with density (11).
The mixture density is
. (17) We have
which leads to the requirement that 0 < k 2 < 1. We obtain
and
Hence the intuition for the GAS updates of the gammagamma mixture distribution is similar to that of the Weibullgamma model.
IV. Maximum Likelihood Estimation
We estimate the parameter vectors in the three classes of models (state space, GAS, and ACM) by the method of maximum likelihood. We maximize the log-likelihood function numerically with respect to the parameters using numerical gradient-based optimization methods. The evaluation of the log-likelihood function is straightforward for observationdriven models. For the parameter-driven models, we rely on simulation methods for the evaluation of the log-likelihood function. Recent developments in importance sampling have shown that fast and reliable simulated maximum likelihood estimation is feasible for nonlinear non-Gaussian state-space models.
A. Observation-Driven Models: Maximum Likelihood
Given an observed time series y 1 , . . . , y n , we use the standard prediction error decomposition to obtain the maximum likelihood estimates aŝ
where t = ln p(y t |θ t , F t−1 ; ψ). We deduce p(y t |θ t , F t−1 ; ψ) directly from equation (1) for a given model. We evaluate the log-likelihood functions for the GAS and ACM models after implementing the GAS and ACM updating steps and calculating t for particular values of ψ. We obtain estimates of θ t by evaluating the GAS or ACM recursions with ψ set equal to the maximum likelihood estimateψ.
B. Parameter-Driven Models: Simulated Maximum Likelihood
The numerically accelerated importance sampling (NAIS) method of Koopman et al. (2015) is a computationally and numerically efficient method for obtaining an unbiased estimate of the likelihood function of a nonlinear non-Gaussian state-space model. The method is applicable to a wide class of observation densities and is able to treat all model specifications in table 1. The method requires only the specification of equation (1) and a linear state equation such as equation (2). The computation times for parameter estimation range from a few seconds to slightly less than a minute for the sample size of 2,000 observations we consider in section V.
The likelihood for the state-space model specified by equations (1) and (2) is given by the analytically intractable integral
where α = (α 1 , . . . , α n ), y = (y 1 , . . . , y n ) and p(α, y; ψ) is the joint density of y and α. To evaluate the likelihood function by importance sampling, we consider a Gaussian importance density g(α, y; ψ) = g(y|α; ψ)g(α; ψ), where g(y|α; ψ) and g(α; ψ) are both Gaussian densities. We then express the likelihood function as
where g(y; ψ) is the likelihood function of the Gaussian importance model and ω(α, y; ψ) is the importance weight function:
By generating S independent trajectories α (1) , . . . , α
from the importance density g(α|y; ψ), we can estimate the likelihood function by computing
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where ω s is the realized importance weight function in equation (23) for α = α (s) . We base our estimations in section V on S = 100 simulated trajectories.
The choice of the importance sampling density partly determines the accuracy of the likelihood, estimate equation (24). We follow the approach of Richard and Zhang (2007) and choose an importance sampling density that (approximately) minimizes the variance of equation (24). Koopman et al. (2015) develop a new method to obtain such an efficient importance sampler using a combination of numerical integration techniques and approximating linear state-space methods. We provide the details in the online appendix. To further improve the numerical efficiency of the likelihood estimate, equation (24), we also use the control variables proposed by Koopman et al. (2015) . The NAIS method also facilitates the computation of the smoothed estimates of the state vector α t (see the online appendix for details).
V. Predictive Analysis: A Monte Carlo Study
We conduct a large-scale Monte Carlo study to investigate the predictive performances of state-space, generalized autoregressive score (GAS), and autoregressive conditional moment (ACM) models. We simulate series of observations y 1 , . . . , y n from both parameter-driven and observationdriven data-generation processes (DGPs), estimate the parameters for the parameter-driven and observation-driven models, and analyze forecasts for the time-varying parameter θ t generated by these different specifications. The onestep-ahead prediction generated by model j at time t is E j (θ t+1 |y 1 , . . . , y t ; ψ j ), where E j denotes the expectation under model j and parameter vector estimate ψ j . In a Monte Carlo study, one can take the simulated values of the timevarying parameter θ t as the actual realizations of θ t , which would otherwise be unobserved in an empirical study. Hence, we compare the predictions with the true θ t that we have simulated. In this way, we are able to accurately measure which models perform best across a range of empirically relevant DGPs.
A. Design of the Monte Carlo Study
In our first experiment, we take different state-space model specifications as DGPs. We consider the nine observation densities listed in table 1. The autoregressive state equation (2) completes the specifications of all parameter-driven models. We draw 1, 000 realizations of time series with length n = 5, 000 for each DGP, where the parameter values for the different DPGs are in table 3. The parameter values are chosen to be typical for what is found in empirical work for these and related models. We specify the state-space models as yt
We parameterize the generalized autoregressive score models as yt |θt ∼ p(yt |Λ(αt ); ψ), t = 1, . . . , n, αt+1 = d + a st + b αt , where the st = I −1/2 t ∇t is the scaled score from table 2. Table 1 provides the specifications for the observation densities and the parameterizations used to simulate the "true" θt 's in our Monte Carlo study.
In each simulation, we use the first 2,500 observations to estimate the parameters for the following model specifications: (a) the correctly specified state-space model; (b) the GAS model based on the same conditional observation density as the DGP, with the appropriate parameter transformation and scaling S t = I −1/2 t , and the functional form of the parameter update for the model in table 2; (c) the ACM model for the corresponding specification; and (d) in the case of the exponential, gamma, Weibull, and Gaussian models, the robust model variant of the GAS and ACM specifications. We base the robust specifications on the exponential gamma, Weibull gamma, double gamma (see section III), and Student's-t distributions, respectively. These alternative specifications allow for fatter tails and more overdispersion and are therefore more comparable to the parameter-driven specifications (see the discussion in section III). We consider different sample sizes for estimation to investigate the effect of estimation error in our results. For reference, we also compute the predictions for the state-space model using the DGP parameters.
We compute one-step-ahead predictions for the next 2,500 values of θ t given the estimated model parameters. We therefore consider 2.5 million (2, 500 × 1, 000) forecasts for each specification. In the case of the state-space model, we estimate the parameters and predict θ t one step ahead using the NAIS method (see the online appendix for further details). For the gamma and Weibull models, we predict the means for θ t k and θ t Γ(1 + 1/k), respectively, and we compare the predictions with their respective true stimulated counterparts. We measure the accuracy by means of the mean squared error (MSE), in levels and relative to the MSE of the statespace model. We compute the MSE across the 2.5 million forecasts of θ t .
For the second experiment, we adopt the GAS model as the DGP. We consider the nine observation densities in table 1 and the update step of equation (3). table 2 provides the scaled scores s t . The other details of the second experiment are the same as those for the first experiment. The parameter values for the GAS models are in table 3. We draw 1, 000 realizations of time series length n = 5, 000 for the state-space DGPs of table 3. In the upper panel, we use the first 2, 500 observations, and in the lower panel we use the last 500 of the first 2, 500 observations, for the estimation of the parameters of the correct model specification, a robust GAS model, column 1, and only for some DGPs, a GAS model based on the same observation density as the DGP, column (2), a robust autoregressive conditional moment (ACM) model, column (1) and only for some DGPs, and an ACM model based on the same observation density as the DGP, column (2). The robust GAS and ACM models are based on the mixture models of section III for the exponential, gamma, and Weibull densities, and the Student's-t model for the Gaussian volatility model. We compute one-step-ahead out-of-sample predictions for the next 2,500 values of the time-varying parameter θt (or the means θt k and θt Γ(1 + 1/k) for the gamma and Weibull models, respectively) using the models with the true and estimated parameters. We report the MSEs relative to those of the state-space model with estimated parameters. Table 4 presents the results for the state-space DGPs. We focus on two key findings. First, we notice that the differences in forecasting accuracy between the estimated statespace models and the corresponding estimated GAS models are small. We find that when the estimation is based on 2,500 observations, the effect of estimation error is small and the MSE increase for the GAS specifications is around 1% or less for six of the models and less than 2.5% for the exponential and volatility specifications. The intuition for this result follows from our discussions in sections IIC and III. GAS models construct an update step that accounts for the full density information. The score-based observation-driven models are therefore able to generate accurate forecasts when the assumed observation densities approximate the conditional densities implied by the state-space models relatively well. Similar results hold the sample size for estimation at 500, even though we observe a small increase in the relative MSEs of the GAS model in this setting.
B. Results for the State-Space Model as DGP
The second finding is that the GAS specifications lead to large gains in forecasting performance over ACM models for the exponential, Student's-t volatility, Gaussian copula, and Student's-t copula models. The GAS models also outperform the ACM specifications for the other models, but by a small margin. For the exponential and Student's-t volatility models, the result is due to the fact that the ACM updates are sensitive to realizations from the tails of their distributions. The heavy-tailed (robust) GAS models overcome these problems by incorporating the fat-tailed nature of the error distribution in the update step for α t . Interestingly, we find that the ACM models may have a better relative performance when the estimation sample size is small. In the case of the gamma and Weibull models, it outperforms the correct specification by a small margin.
We can also provide further insight for the copula models. We learn from table 2 that the GAS copula update is given by
(see Creal et al., 2013) . The ACM update is
, which is as a conditionally unbiased estimator of ρ t (see Patton, 2006) . Creal et al. (2013) argue that the ACM driver can be sensitive to large realizations of Φ −1 (y 1t ) or Φ −1 (y 2t ). They consider two possible scenarios for illustrative purposes: Φ −1 (y 1t ) = 1 and Φ −1 (y 2t ) = 1 or, alternatively, Φ −1 (y 1t ) = 0.25 and Φ −1 (y 2t ) = 4. The ACM update is the same for the two scenarios, although the second scenario provides a weaker justification for a large correlation update. In contrast, the GAS update is able to separate the two possibilities through the presence of the adjustment term
, which discounts the large realization of Φ −1 (y 2t ). We have used a rather long sample size for parameter estimation so that the reported results are not prone to small-sample variations. We therefore regard our findings as reliable and not dependent on random number-generating methods and nonaccurate parameter estimates. However, to We draw 1, 000 realizations of time series length n = 4, 000 for the GAS DGPs from table 3. We use the first 2, 000 observations to estimate the parameters for three statistical models: the correct specification, the state-space specification with the same observation density as the DGP, and the autoregressive conditional moment (ACM) specification. The ACM updates are in table 2. We compute one-step-ahead out-of-sample predictions for the next 2, 000 values of θt (or the means θt k1 and θt Γ(1 + k −1 1 ) for the gamma and Weibull models, respectively). We report the MSEs relative to those of the GAS model in the left-hand panel and the MSEs themselves in the right-hand panel.
provide some insight into the more realistic case that we have a smaller sample size for estimation, we report in the lower panel of table 4 the results when we use only the last 500 of our first 2,500 observations for estimation. The reported relative MSEs are somewhat more prone to small-sample estimation issues, but the overall set of results presents a similar picture. It has been expected that the use of the true parameters in the state-space model leads to a more pronounced reduction in MSEs when the sample size for estimation is smaller. The ACM duration models are able to produce smaller MSEs compared to the true state-space model but with estimated parameters. But apart from these specific findings, the earlier conclusions remain valid for an estimation sample of smaller length.
In the online appendix, we also report the associated model confidence sets (MCS) of Hansen, Lunde, and Nason (2011) for different sample sizes. For all model settings, the GAS model is a true competitor to the state-space model in the number of times that it is present in the 90% MCS. This finding applies especially to the count, intensity, and Student's-t volatility models for sample sizes n ≥ 500. For both copula models, the GAS framework convincingly outperforms ACM. These results confirm our main conclusions presented here. Table 5 presents the results for the GAS DGPs. Since the time-varying parameters are perfectly predictable under the true DGP, the forecasting errors for the GAS specification are due only to parameter estimation error. Hence, the correct specification strongly outperforms the other two models in relative terms. We focus on the actual differences in mean squared errors since it is common practice; due to space limitations, we report results for other loss functions such as mean absolute errors in the online appendix. Our choices of parameters in table 3 imply that the transformed parameters α t have the same unconditional means and variances and the same persistence as the states in the parameter-driven DGPs of table 3. The properties of the time-varying processes underlying the results in tables 4 and 5 are therefore similar.
C. Results for GAS Model as DGP
A direct comparison between tables 4 and 5 is not justified given that the update step for the GAS and ACM models is (conditionally) a fixed function, while it is a stochastic function for the state-space models. We observe that the results vary substantially for different DGPs. The state-space models perform poorly overall for the gamma duration and Gaussian volatility models in terms of MSE. For the other specifications, and particularly in comparison with the ACM models, the differences are small. In some cases, the statespace models are producing smaller MSEs. For example, the results for the negative binomial and Student's-t models support our discussion in section IIC: the state-space models generate better or similar predictions if the GAS observation density is fat tailed, such as for the mixture models. Table 5 also shows that the forecasting performances of the ACM models are much less favorable compared to those of the GAS models. This result further stresses the distinction between GAS and ACM models. Most of these findings are confirmed in terms of model confidence sets and for different sample sizes (see the presented results in the online appendix).
VI. Empirical Example
To illustrate the relevance of our Monte Carlo findings for empirical applications, we analyze the performance of different parameter-driven and observation-driven models for predicting the log volatility of stock returns and stock index returns. We consider eight specifications with Student's-t observation densities: stochastic volatility and GAS models with and without leverage effects, the GARCH model, the GJR-GARCH model of Glosten, Jagannathan, and Runkle (1993) , and the EGARCH model of Nelson (1991) with and without leverage terms.
A. Description of the Models
We specify the dynamics of the latent variable as a sum of two components in each of these models. In the case of the SV model, the log volatility follows a sum of two autoregressive processes of order 1. For the observation-driven models, we consider sums of two GAS(1,1), GARCH(1,1), GJR-GARCH(1,1), and EGARCH(1,1) factors. Engle and Lee (1999) originally proposed the two-factor GARCH model; the extension for other observation-driven models is straightforward. We can regard the two-factor specifications as approximate long memory models that are able to account for the slow decays observed in the empirical autocorrelations of squared and absolute returns and realized volatilities.
The Student's-t observation density is given in table 1. The two-factor GAS model specifies the dynamic equations for the log volatility as log σ
with the restriction that −1 < b 2 < b 1 < 1 for identification. In the model without leverage, we impose the restriction that c 1 = c 2 = 0. The GAS update s t for the Student's-t volatility model is with respect to α t = log σ 2 t and therefore the same as reported in table 2. Further details of estimation and forecasting are provided in section IVA.
The Student's-t two-factor stochastic volatility model is formulated with the same observation density given in table 1, but with the signal and the state update steps given by log σ
with −1 < φ 2 < φ 1 < 1. Let ε t = y t /σ t be the return innovation. We introduce leverage effects by letting ε t be negatively correlated with the volatility disturbances η 1,t and η 2,t . Define the vector of transformed disturbances
, where T ν (·) denotes the CDF of a standardized Student's-t random variable with ν degrees of freedom and Φ −1 (·) the inverse standard normal CDF. We assume that
Based on this specification of the stochastic volatility model, we have adopted the importance sampling method NAIS for parameter estimation by maximum likelihood and for signal forecasting (some details and further references are given in section IVB).
B. Data Description and Forecast Precision Measures
Our data consist of daily and high-frequency prices for twenty stocks from the Dow Jones index between January 1993 and June 2012 and five major stock indexes between January 1996 and October 2012. We estimate the parameters for all eight models based on the daily close-to-close returns.
We compute one-step-ahead forecasts starting in 2001 and 2004 for the stocks and indexes, respectively. This choice implies that we use approximately 2,000 observations for initial estimation and 2,900 (2,200 for the indexes) observations for predictive evaluation. For each model, the parameters are reestimated on a daily basis in an expanding window including all previous daily returns. (In the online appendix, we replicate the forecasting exercise using a rolling window scheme and obtain similar results and conclusions.)
The precision of the forecasts from a model is evaluated by comparing the log volatility forecasts with the log of the daily realized volatilities as measured from high-frequency data. We focus here on the transformed parameters in order to make the model comparison less sensitive to short-term volatility peaks observed in the data, which make the prediction error distributions pronouncedly fat tailed and skewed to the right. We adopt the realized kernel of Barndorff-Nielsen et al. (2008) for the measurement of daily open-to-close variance of the stock and index returns. Since the modelimplied volatility predictions are for daily volatility, while we compute the realized kernel over trading hours, we cannot compare these quantities directly. Hence we measure the forecast precision in terms of the variance of the residuals from standard Mincer-Zarnowitz regressions. Table 6 reports the Mincer-Zarnowitz residual variances as ratios with respect to those from the SV model with leverage effects, our choice of benchmark model. The results are consistent with those we have obtained in the Monte Carlo study. We find that SV and GAS models have very similar performances for all stocks and indexes except two, whether or not we consider leverage effects. When we consider leverage effects, the relative difference in variance between these models is 2%, or less for 21 out of 25 series. In contrast, the GARCH and GJR-GARCH models appear to be less robust, leading to markedly higher forecasting variances in some cases. The EGARCH model performs better than the other GARCH models, achieving a similar performance to the SV and GAS in a majority of cases. These results indicate that the exponential link function by itself can play a significant role in improving forecasting. However, we also find that the SV and GAS models lead to important gains over the EGARCH model in some other cases.
C. Empirical Results
We present a summary of the results in the last rows of table 6. We report the proportion of series in which a model specification is among the best-performing models, meaning it appears in the 90% model confidence set (considering all models or comparing within the groups with and without leverage effects). The model confidence sets are proposed by Hansen et al. (2011) , and their construction in our study is detailed in the online appendix. The models with leverage effects are clearly preferred over the ones without leverage, especially for the stock indexes. Focusing on leverage effects, the GAS model achieves the lowest forecasting 108 THE REVIEW OF ECONOMICS AND STATISTICS The table presents the relative performance of different two-factor models with Student's-t return innovations. We have estimated the parameters using daily returns and have used these to forecast daily volatilities one step ahead. The performance is measured as the variance of the residuals of Mincer-Zarnowitz regressions of the realized volatilities on the daily volatility forecasts for each specification. We report the values relative to those of the SV model with leverage. In the last four rows, we report the average performance, the proportion in which a specification is the best-performing model, the proportion in which it appears in a 90% model confidence set (MCS) over all eight specifications, and the same proportion but then over all four specifications in each group ("No Leverage" and "Leverage" models).
errors for 48% of the series, closely followed by the SV model (32%). The 90% model confidence set includes the SV, GAS, and EGARCH models for 88%, 88%, and 48% of the series, respectively. The most common scenario is therefore one in which we cannot statistically select the SV or GAS model as the best model; they appear together in the MCS in nineteen series. At least one of them lies in the MCS for all series except one. The EGARCH model is often competitive but is rejected for half of the series in favor of the SV and/or GAS models.
We report additional results in the online appendix for unconditional forecasts and other loss functions. We also repeated our empirical study using parameter estimates and one-step-ahead forecasts from a rolling window of 2,000 observations instead of the expanding window of table 6. The results are very similar, and the overall conclusions remain. However, in the rolling window study, the GARCH model and the other volatility models without leverage appear more regularly in the 90% MCS. The GAS model, however, is still most present in the 90% MCS within the "No Leverage" group. The same comments apply to the results for the mean absolute error, presented in the online appendix. An additional difference with table 6 is that the SV model with leverage is best for 52% of the cases in terms of mean absolute error compared to 32% in terms of MSE. This finding may indicate that the SV with leverage model is more robust to outlying observations than other volatility model specifications.
VII. Conclusion
We have studied the forecasting performance of three different classes of time-varying parameter models. We have considered nonlinear non-Gaussian state-space models as representatives of parameter-driven models, generalized autoregressive score models as flexible representatives of observation-driven models, and autoregressive conditional moment models such as the well-known GARCH and the autoregressive conditional duration models. Our results are applicable to a large range of specifications for count, intensity, duration, volatility, and dependence models.
The state-space and GAS specifications lead to similar predictive performances if the data-generating process is the state-space model. This holds particularly if the observation density in the GAS specification is sufficiently flexible to approximate the conditional distribution implied by the statespace model. If the DGP is the GAS model, the forecasting performance of state-space models sometimes decreases when compared to GAS models. We conclude that GAS models provide a competitive alternative to state-space models from a forecasting perspective at a reduced computational cost. The practical advantage for this model stems from the fact that the likelihood function is available in closed form. The analysis based on this models therefore does not require the use of computational-intensive simulation methods.
We have also established that GAS models often lead to important forecasting gains over ACM models, including GARCH and dynamic conditional correlation models. ACM models are typically intuitively based on moment conditions derived from the conditional distribution of the observations. However, our results show that they possibly miss key information about the observation density when updating the time-varying parameters. Our evidence therefore shows that GAS models are a useful new tool for forecasting.
The findings rely mostly on our large-scale Monte Carlo study. We have verified these findings with an empirical study for twenty individual stocks and five major stock indices. The results are consistent with those obtained from our Monte Carlo study. The SV and GAS models have very similar forecasting performances for all series considered.
