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Abstract—With the increasing popularity of deep neural
networks (DNNs), it has recently been applied to many advanced
and diverse tasks, such as medical diagnosis, automatic pilot
etc. Due to the lack of transparency of the deep models, it
causes serious concern about widespread deployment of ML/DL
technologies. In this work, we address the Explainable AI
problem of black-box classifiers which take images as input and
output probabilities of classes. We propose a novel technology,
the Morphological Fragmental Perturbation Pyramid (MFPP),
in which we segment input image into different scales of frag-
ments and randomly mask them as perturbation to generate
an importance map that indicates how salient each pixel is for
prediction results of the black-box DNNs. Compared to existing
input sampling perturbation methods, this pyramid structure
fragmentation has proven to be more efficient and it can better
explore the morphological information of input image to match
its semantic information, while it does not require any values
inside model. We qualitatively and quantitatively demonstrate
that MFPP matches and exceeds the performance of state-of-
the-art black-box explanation methods on multiple models and
datasets.
I. INTRODUCTION
Over the past decade, deep neural networks (DNNs) have
shown breakthroughs in various AI tasks and have dramat-
ically changed many fields, such as computer vision and
Natural Language Processing (NLP). However, the lack of
transparency in DNN models has led to serious concerns
about the widespread deployment of ML/DL technologies,
especially when these black-box models will be endowed with
a decision-making role in life-critical applications, such as
medical diagnoses, automatic pilot, intelligent surveillance,
and space engineering et al..
Numerous methods for model explanation have been pro-
posed, but always yields to unsatisfactory results. Some exist-
ing methods [2], [22], [32] generate importance maps based
on intermediate information. For example, CAM [32](Class
Activation Mapping) requires specific model structure with a
global average pooling layer; Grad-CAM [22] needs weights
and feature map values for weighted summation. In addition to
the inconvenience of application, the results are also with low
resolution and visually coarse due to the up-scaling operations
in the heat map generating process. As shown in Figure 1,
Grad-CAM can locate objects such as bananas and skiers, but
it covers too large an area which goes beyond the scope of the
object region, thereby reducing its reliability and validity. The
black-box model methods [7], [14], [19], [26] get rid of the
disadvantages of inconvenience, but there are still problems
of accuracy and granularity. LIME [19] solves the model-
agnostic problem in a traditional machine learning thinking,
by fitting a small local linear model to explain the prediction
of much more complicated model. However, linear model
can not bear the weight of millions of data, which leads to
over-fitting. Therefore, they yield to simplification of input
sampling method (from pixel-wise to super-pixel-wise) which
results in coarse-grained and low-accuracy. For samples such
as banana and wall-clock in Figure 1, LIME roughly covers
the region. However, it can only cover part of the target’s
patches and also covers some patches in wrong location,
resulting in the non-adaptive values of probability threshold
which needs user’s manual input. BBMP [7] utilizes iterative
optimization of saliency map with Adam optimizer, but when
the background is complex and deceptive, it is difficult to
converge and correctly locate the target, thus making a terrible
explanation for the first three samples. RISE [14] can generate
a pixel-wise heat-map, but the grid-based sampling method
results in poor performance when non-rectangular shaped
targets and multiple tiny objects are in the same category.
It is only applicable to rectangular-like objects, such as the
goldfish sample in the forth row. A very recent work Extremal
Perturbation(EP) [6] identifies an optimal mask to occlude that
gives the maximum efficacy on the output of CNN model. It is
the State Of The Art (SOTA) method and we have comparison
in Sec.IV-C.
In summary, the main contributions of this paper are sum-
marized as follows:
(1) We invent the Morphological Fragmental Perturbation
Pyramid (MFPP), a new perturbation technique for black-box
model explanation, which perturbs morphological fragments
of different scales and makes full use of input semantic
information;
(2) We apply MFPP to randomized input sampling method
and significantly improve its performance on explanation ac-
curacy score;
(3) We perform qualitative and quantitative evaluations on
multiple datasets and models, and prove MFPP has better
explainability for predictions from black-box DNNs, with
better accuracy and is an order of magnitude faster than state-
of-the-art method.
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Fig. 1: The visualization comparison result of our proposed method MFPP and four SOTA methods as from left to right: RISE [14],
BBMP [7], LIME [19] and Grad-CAM [22]. Samples are from MS COCO2014 [13] and ImageNet [21]
The rest of the paper is organized as follows: Section II
briefly reviews related works in model explanation area;
Section III proposes our black-box model explanation method
MFPP; Section IV shows the intuitive and quantitative ex-
periments and corresponding results analysis; Finally, we
summarize our work in Section V.
II. RELATED WORK
In the past several years, numerous methods [2], [14],
[19], [22], [26], [32] have been proposed to explain and
visualize predictions of deep CNN classifiers, which have
significantly promoted the model interpretability and model
design optimization study. Survey works from [30], [8] and
[4] have given comprehensive summary on those methods. In
this section, we provide several criteria to delimit previous
approaches for visual explanation in multiple dimensions.
This can allow researchers to change their perspectives to
thoroughly understand the differences between each category.
A. Model-dependent vs. Model-agnostic
Since the ultimate goal of model interpretation is to di-
agnose and analyze how a model works, the model itself
is the protagonist. The question of whether the model is a
black-box or a white-box divides different methods into two
main camps: model-dependent methods (MDM) and model
agnostic methods (MAM). For MDM, internal model values
must be partially available because these methods use a linear
combination of activations from the final convolutional layer
to generate an explanation. CAM generates a low-resolution
localization map of the important regions in the image by using
the class-specific gradient information flowing into the final
GAP(Global Average Pooling [11]) layer of a CNN model.
Grad-CAM requires values of activations and specified feature
map. Grad-CAM++ [2] even requires smooth prediction func-
tion, since it utilizes third-order derivatives. In short, model-
dependent methods often have strict limitations on their use.
On the contrary, model-agnostic methods can explain pre-
dictions from almost any classifiers, such as LIME [19],
BBMP [7], RISE [14], FGVis [26]. Generally, with input
samples and corresponding output results, a model’s prediction
should be able to be visually explained. The classifiers are not
limited to CNN models, and their application can be easily
extended to other models, such as Supported Vector Machine
(SVM), decision tree, and random forests. Model-agnostic
methods have a wide range of practicalities.
B. Patch-wise vs. Pixel-wise perturbation
Input perturbation is an universal method which we measure
the variation of output from changing inputs by removing
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Fig. 2: Overview of MFPP method work flow: The input image I is sent to segmentation algorithm Ψ to generate multiple segmentation
results. Randomly generate masks Mi from each fragments, element-wise multiplied with input I to get masked images. The multiplication
results are fed to the black-box model to obtain the prediction scores of the target classes. The scores are used as weight for weighted sum
of all masks. The final output are obtained as importance map.
or inserting information from the image such as masking,
blurring, and replacing. It’s also applied to generate vol-
ume prediction data for random sampling or local model
fitting. BBMP discusses which perturbation method is most
meaningful by comparing three ways as regional blurring,
constant value replacing and noise adding perturbations. The
perturbated regions could be selected as pixels or patches,
which would lead to the discrepancy of result.
Pixel-wise perturbation is adopted by FGVis, Real-time
saliency [3], while LIME, Anchors [20], Regional [23] are
patch-wise perturbation based. This will affect the granularity
of the output heat-map. In general, pixel-wise heat-map is
more accurate in terms of location, but short of details because
their results are spatially discrete. Patch-wise result is more
visually pleasing and close to model-dependent result where
boundaries can better fit the object boundaries.
C. External model fitting vs. statistical method
Operation methods on how to process the model outputs
of perturbation inputs further divides different methods into
two camps and also make the result and processing time very
different.
LIME needs to locally fit another linear model with ridge
regression to facilitate interpretation. Anchors [20] method
extends this idea further to locally fit a decision tree for better
interpretability. But both of them manually set the number of
iterations for local model fitting. That could not make sure
the model fits well. BBMP also iteratively optimizes the heat-
map with gradient-based optimization method (Adam [10]).
Our experiment results show that, the number of iterations
will visibly affect the accuracy and appearance of the final
importance map, and the authors set it to a constant value
based on experience. On the contrary, RISE uses statistical
method, they weighted sum all sampling outputs without
extra model fitting or optimizer iteration. Table II shows its
advantage on average speed aspect.
III. PROPOSED METHOD
Input perturbation is a generic method for existing ap-
proaches[LIME, Anchors, BBMP, RISE, FGVis, EP]. In the
work of RISE, Petsiuk has proposed a randomized input
sampling method. They randomly shelter half of 7x7 grids and
additionally make a random transportation shift to generate
masks. Ignoring the morphological characteristics of object
makes the visual explanation result unsatisfactory as shown
in Figure 1. In the work of LIME, coarse-grained super-
pixels perturbation makes their explanation coarse-grained and
low accuracy as shown in Figure 1. In Sec.III-A, we show
how morphology matters to the visual explanation result and
analyze the relationship; In Sec.III-B, we introduce a novel
method of input perturbation to bridge multi-scale morpholog-
ical information with input perturbation method. It achieves
great improvement on the granularity of explanation result;
Sec.III-C shows the overall flow chart of our proposed method.
A. Morphological analysis on visual explanation
The object with its surrounding region is the major founda-
tion for classification model to do the decision-making. What
consists an object matters to the visual explanation result
for each prediction. Based on the theory of morphology, an
object consist of shapes, textures, colors. Zeiler et al.make
the work [28] of visualizing and understanding convolutional
networks with DeconvNet [27], the visualization of outputs for
Fig. 3: Top-left: the super-pixel result for ’bird-and-cat’ picture; Top-
right: perturb the super-pixel and statistically measure ’bird’ class
score for each fragment; Bottom: visualize probability distribution
for bird fragments from high to low.
each convolutional layer proves that low-level layers focus on
edges, corners, colors; then is the nets; following are textures
and partly shapes; high-level layers focus on the whole object
and prefer to extract the semantic information of complete
shape. Motivated by this work, a question comes up: have we
fully utilized the morphological information when we do the
input perturbation?
As Figure 3 shows, firstly, the image is segmented into
different fragments also called super-pixels. Then we perturb
the super-pixels and send them to model f for prediction.
Thirdly, we statistically measure the scores of the ’bird’ class
in each prediction. At last, lowering threshold of explaining
score to visualize the probabilities distribution for fragments
constituting the target object.
Based on this method we can evaluate contribution of each
patch for a specific class. For the ”bird” class prediction, as
shown on top-right figure of Figure 3, we mark fragments
with different colors; the brighter the color, the higher the
score. It can be seen that the highest-scoring patches cluster
in the region is where bird located and the score decreases
from the inside to the outside, as shown at the bottom of
the Figure 3. This phenomenon gives us enlightenment to
Fig. 4: Different boundary regions generated with different configu-
ration and grid-based boundary. Top: fitting-edge boundary. From left
to right, sigma is 1, 3, 7; Bottom: Grid-like boundary. From left to
right, sigma is 10, 20. The bottom-right is 7x7 grids boundary used
by RISE.
generate morphology-based masks to better perturb the model
input with its semantic distribution. As segmentation is the
foundation of mask generation in our method, a fast and
effective super-pixel algorithm SLIC [1] with O(N) time
complexity is adopted. In Figure 4, we generate different
segmentation results with various sigma values in SLIC which
control the smoothness of fragments boundary to see its impact
on the final result. The charts a d in Figure 6 shows the
relationship for all factors. In this method, we choose the value
which is able to better fitting the edges in the image since
they are probably boundary of foreground and background or
between instances.
B. Fragments Perturbation Pyramid
Fig. 5: Different segmentation density applied on the Input image.
Lin et al.propose Feature Pyramid Network [12] to exploit
the inherent multi-scale pyramidal hierarchy of deep convolu-
tional networks that shows significant improvement in several
applications. In object detection domain, from sliding window
to multiple feature maps as input of classification module,
people are always seeking a way to make the predictors have
abilities to see objects in vastly different scale. In Faster-
RCNN [18], anchors are designed to place on several layers
of feature map, to extend receptive field into different scale,
which also significantly improve the accuracy on objects in
different scales. Besides, One-step object detection network
YOLO [15]–[17] series continue evolve with adding more fea-
ture maps of different scales into evaluation phase. According
to this principle, we transfer this classic idea from detection
to explanation.
As Figure 5 shows, the input image I is fed into segmen-
tation algorithm and segmented into fragments with different
granularity, by changing the values of fragment number in
segmentation algorithms. These fragments are templates used
for randomized mask generation.
This method enables those model interpreters to view multi-
scale objects in the region, as shown in Figure 5. This is great
helpful in enriching explanation sources.
C. MFPP
Figure 2 shows the overall structure of MFPP and all the
data flow for prediction of black-box model explanation.
The input image I is sent to segmentation algorithm Ψ to
generate multiple segmented fragments. Then masks Mi are
generated by randomly turning off these fragments with zero
grayscale. We element-wise multiplied these masks with input
I to get masked images. Masked images are fed to the black-
box model f to get prediction score of target class, which is
taken as weight to weighted sum of all masks. Then we get
the final output as importance map.
Let I : Ω → R3 be the space of a color image with size
H × W where Ω = {1, ...,H} × {1, ...,W} is a discrete
lattice. Let Φ : Γ → R be a black model, which could
be a CNN model, that maps the image to a scalar output
value Φ(I) in R. The latter could be an output activation,
corresponding to a class prediction score, in a model trained
for image classification, or an intermediate activation. In the
following, we investigate which parts of the input I strongly
activate the category, causing the response Φ(I) to be large. In
particular, we would like to find a mask M assigning to each
pixel µ ∈ Ω a value M(µ) ∈ {0, 1}, where M(µ) = 1 means
that the pixel strongly contributes to the output and M(µ) = 0
that it does not. Based on Monte Carlo method, we can get
SI,Φ(µ) ≈ 1
E[M ] ·N
N∑
i=1
Φ(I Mi) ·Mi(µ) (1)
denotes Ψ as image segmentation operation, Fl is the output
of image I with this operation:
Fl = Ψ(I) (2)
In this case, N is the total number of masks with different
segmentation style, function g provides the number of frag-
ments in each group.
N =
L∑
l=1
g(Fl) (3)
Substituting N from (3) in (1)
SI,Φ(µ) =
1
E[M ] ·∑Ll=1 g(Fl)
L∑
l=1
g(Fl)∑
i=1
Φ(I Ml,i) ·Ml,i(µ) (4)
Note that our method does not use any information from the
model inside and thus, is suitable for explaining any black-box
models.
IV. EXPERIMENTS AND RESULTS
A. Datasets and based models
The experiments are performed with single P6000 GPU. The
platform for our algorithm implementation and evaluation is
PyTorch 1.2.0. Each input image I is resized to 224x224.
In the experiments, the visual comparisons of four SOTA
methods and our proposed method MFPP are on typical
samples from MS-COCO 2014 dataset [13]. The quantitative
experiments are conducted on the whole test subset of PAS-
CAL VOC [5]. The trained-models which our evaluation based
on are VGG16 [25] and ResNet50 [9].
B. Intuitive Results
In Figure 1, we have listed the outputs of total 5 methods,
including MFPP which is our main proposal. For human
intuitive judgement, MFPP provides more accurate and finer-
grained importance map than other competitive methods.
The explanation outputs of Grad-CAM are low resolution
and coarse due to their upscaling operation in the process
of heat-map generation. As Figure 1 shows, Grad-CAM can
locate the objects like banana in the first row, or the skiers in
the fifth row, but it covers too large an area and far overstep the
boundary of the object region, that would decrease the degree
of reliability. For the goldfish sample in forth row, it shows
weakness for the case of multi-tiny-objects in same category
within a picture.
Some previous model-agnostic methods such as LIME,
BBMP, RISE and FGVis have accuracy and granularity issues.
LIME fits a small local linear model to explain the prediction
of much more complicated model, which brings the risk of
over-fitting. They yield to bring in the simplification of input
sampling method from pixel-wise to super-pixel-wise which
leads to coarse-grained results with low-accuracy. For the first
two samples like banana and wall-clock, this method roughly
covers the region but only partially matches the target. It
also has some wrong location patches are covered, due to
the fixed values of probability threshold. It’s also not good
at the case of multi-tiny-objects in the same category. BBMP
does a horrible explanation on first 3 samples since it can not
correctly locate the target when the background is complex
and deceptive. RISE can generate a pixel-wise heat-map ,
but its grid-based sampling methodology leads to two issues:
first, poor performance on abnormal shape targets, which only
applies to rectangular-like object; second, it loses granularity
as the baseball player sample shows in third row. The second
column shows performance of MFPP: in first two and the last
samples, it does best job in localizing important pixels and
fitting boundaries; In goldfish sample, it finds all instances ad
makes no mistake; In baseball sample, it is not impacted by
the complex background and find the exact body shape area
for target object. EP is not included in this part as it only has
dots output.
C. Quantitative results
In this section, we quantitatively evaluate the localization
accuracy of explainability and explanation speed on pointing
game experiments [29]. Pointing game is extracting maximum
points from saliency map and measuring whether it falls into
ground truth b-boxes, we define the ratio of correct hits is
final score as Acc = HitsHits+Misses . The experiments are
conducted on PASCAL VOC07 test dataset which contains
4952 images with 20 categories ground truth labels. We repeat
the experiments three times and take the average value. The
results of reference methods are partly taken from [6].
Two versions of MFPP with different number of masks
are included in the evaluation, Fast-MFPP contains 4k masks
while MFPP contains 20k. For localization accuracy, as Table I
shows, MFPP gets the highest score on ResNet50 as 89.1%
TABLE I: The Result of Pointing Game [29] on VOC2007 Test
Dataset. Methods in Grey Color are for White-box Model.
Model VGG16 ResNet50
Cntr. 69.6% 69.6%
Grad 76.3% 72.3%
DConv 67.5% 68.6%
Guid. 75.9% 77.2%
MWP 77.1% 84.4%
cMWP 79.9% 90.7%
Grad-CAM [22] 86.6% 90.4%
RISE* [14] 86.1% 85.7%
EP* [6] 88.0% 88.9%
Ours(Fast-MFPP*) 86.1% 88.5%
Ours(MFPP*) 87.0% 89.1%
TABLE II: The Benchmark for Average Processing Time for Single
Sample Explanation on VOC07 Test Dataset.
Model VGG16 ResNet50
LIME* [19] 39.75s 32.33s
RISE* [14] 33.95s 13.49s
EP* [6] 123.86s 72.09s
Ours(Fast-MFPP*) 16.93s 6.72s
Ours(MFPP*) 83.99s 32.63s
which is higher than 88.9% from current SOTA method EP [6].
EP keeps the record on VGG16 as 88.0%. For processing time
benchmark, as Table II shows, MFPP spends 32.63 seconds
per explanation on ResNet50, which is 2.2 times faster than
EP’s 72.09 seconds. It’s also 1.47 times faster on VGG16.
Especially the fast version Fast-MFPP is 10.7 times faster
on ResNet50 and 7.3 times faster on VGG16 than EP. It’s
the fastest method in our benchmark for black-box model
explanation.
Since performance of model explanation methods could be
impacted by numerous factors. As a result, we evaluate the
pointing game accuracy of MFPP with different parameters
settings to quantitatively discuss the influence of them and
then locate the most effective portfolio. The criteria are set
as pointing game accuracy and average speed. As shown in
Figure 6, (a) and (b) show affect of mask upscaling offset
on VGG16 and ResNet50; (c) shows affect of fragmentation
smoothness, the higher sigma value in x-axis, the smoother
boundary we get. If sigma is high enough, we would get
grids only as Figure 4 right-bottom subgraph shows, MFPP
will simplify into multi-layer RISE; (d) shows the affect of
fragment numbers, extreme dense or sparse fragmentation
would damage the final performance. In Figure 7, (a) and
(b) show affect of mask numbers on accuracy on VGG16
and ResNet50, the accuracy is slowly rising with the in-
creasing number of masks. When 20k number of masks are
adopted by MFPP, it exceeds SOTA and gets highest score.
In Figure 8, (a) and (b) show corresponding processing time
with different mask numbers, they are linear relationship. In
summary, pointing game experiments on the PASCAL VOC07
test dataset show that our proposed approach MFPP exceeds
the performance of SOTA black-box explanation method on
accuracy. Meanwhile, MFPP is at least twice as fast as SOTA
method for average processing time per sample. Especially, the
degradation version Fast-MFPP is more than 10 times faster
than SOTA method on ResNet50 while it matches the same
level of accuracy (within 0.5%).
V. CONCLUSION
This paper proposes MFPP, a novel method to explain
predictions from black-box deep neural network with a multi-
scale morphological fragmental perturbation module. Firstly,
we prove morphological fragmentation to be a more efficient
perturbation method than previous works for randomized input
sampling in model explanation task. Secondly, MFPP has
the capability to generate finer-granularity explanation results
on critical-shaped objects in intuitive benchmark. Thirdly,
quantitative experiments on the entire PASCAL VOC07 test
dataset show that the performance of MFPP exceeds SOTA
black-box explanation method EP [6] on classic pointing game
accuracy score. The speed of MFPP is at least twice as fast
as EP. In particular, the fast version of MFPP is an order
of magnitude faster than EP on ResNet50, while achieving
the same level of accuracy. MFPP does a better job on both
accuracy and speed aspects than state-of-the-art method. We
believe MFPP could be a promising explanation method in
practical deep neural network diagnosis domain.
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Fig. 6: Pointing game accuracy variation with different settings: (a) and (b) show affect of mask upscaling offset on VGG16 and ResNet50;
(c) shows affect of fragmentation smoothness; (d) shows the affect of fragment numbers.
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ResNet50.
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