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GLOBAL EXISTENCE FOR NONLINEAR WAVE EQUATIONS WITH
MULTIPLE SPEEDS
CHRISTOPHER D. SOGGE
1. Introduction.
We shall be concerned with the Cauchy problem for quasilinear systems in three space
dimensions of the form
(1.1) ∂2t u
I − c2I∆u
I = CIJKabc ∂cu
J∂a∂bu
K +BIJKab ∂au
J∂bu
K , I = 1, . . . , D.
Here we are using the convention of summing repeated indices, and ∂u denotes the space-
time gradient, ∂u = (∂0u, ∂1u, ∂2u, ∂3u), with ∂0 = ∂t, and ∂j = ∂xj , j = 1, 2, 3. We shall
be in the nonrelativistic case where we assume that the wave speeds ck are all positive
but not necessarily equal.
The main difficulty in the nonrelativistic case is that one can only use a smaller group
of commuting vector fields. In particular, since one cannot use the generators of the
hyperbolic rotations, due to the different wave speeds, the earlier approach of Klainerman
[9] breaks down. This is because the invariant Sobolev inequality that plays a key role in
[9] does not hold if one uses a smaller collection of vector fields. The conformal approach
of Christodoulou [2] also does not seem to apply to the nonrelativistic approach. Also,
unlike [9], our techniques do not use Morawetz’s conformal vector field.
In [1], [2], [9], and [12] the (3+1)-dimensional case was handled. The null condition
was first identified and shown to lead to global existence of small solutions. Without the
null condition, small solutions remain smooth “almost globally” [5], but arbitrarily small
compactly supported initial data can develop singularities in finite time [4].
We shall assume that the nonlinear terms satisfy a null condition. Let us first assume,
for simplicity, that the wave speeds cI , I = 1, . . . , D are distinct. In this case, the null
condition only involves the self-interactions of each wave family. First we require that
self-interactions among the quasilinear terms satisfy the standard null condition for the
various wave-speeds:
(1.2) CIJJabc ξaξbξc = 0 whenever
ξ20
c2J
− ξ21 − ξ
2
2 − ξ
2
3 = 0, I, J = 1, . . . , D.
We shall require that the self-interacting part of the semilinear terms satisfy the standard
null condition
(1.3) BIJJab ξaξb = 0, whenever
ξ20
c2J
− ξ21 − ξ
2
2 − ξ
2
3 = 0, I, J = 1, . . . , D.
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If one allows repeated wave speeds, one must require that interactions of families with
the same speeds satisfy a null condition. Specifically, if we let Ip = {I : cI = cIp , 1 ≤
I ≤ D}, then the above null condition is extended to be
(1.4) CIJKabc ξaξbξc = 0 whenever
ξ20
c2Ip
− ξ21 − ξ
2
2 − ξ
2
3 = 0, (J,K) ∈ Ip × Ip, 1 ≤ I ≤ D,
and
(1.5) BIJKab ξaξb = 0, whenever
ξ20
c2Ip
− ξ21 − ξ
2
2 − ξ
2
3 = 0, (J,K) ∈ Ip × Ip, 1 ≤ I ≤ D.
Since we are going to use the energy integral method, we also require that the metric
perturbation terms in the system (1.1) are symmetric:
(1.6) CIJKabc = C
IJK
bac = C
KJI
abc , 0 ≤ a, b, c ≤ 3, 1 ≤ I, J,K ≤ D.
If the symmetry condition and these null conditions hold, we shall show that (1.1) has
a global solution, provided that the initial data is small.
To prove this result, we shall have to use estimates involving various vector fields.
We shall use the generators of translations, ∂, the generators of Euclidean rotations
Ω = (Ω1,Ω2,Ω3) = x ∧ ∇x, and the scaling operator
(1.7) S = t∂t + r∂r = x
a∂a.
Here X = (x0, x1, x2, x3) = (t, x) denotes a point in R
4. We shall denote these eight
vector fields as
(1.8) Γ = (Γ0, . . . ,Γ7) = (∂,Ω, S),
and we shall use the multi-index notation
Γα = Γαm · · ·Γα1 ,
if α = (α1, . . . , αm), for a sequence of indices αi ∈ {0, . . . , 7} of length |α| = m.
The D’Alembertian will be the operator
(1.9) ✷ = Diag(✷1, . . . ,✷D), with ✷I = ∂2t − c
2
I∆.
We can then write (1.1) as
(1.10) ✷u = N(∂u, ∂2u),
where
(1.11) N I(∂u, ∂2u) = CIJKabc ∂cu
J∂a∂bu
K +BIJKab ∂au
J∂bu
K , I = 1, . . . , D.
To describe the solution space we let
Hm(R3) = {f ∈ L2(R3;RD) : (〈x〉∇x)
αf ∈ L2, |α| ≤ m},
denote the weighted Sobolev space with norm
‖f‖Hm(R3) =
∑
|α|≤m
‖(〈x〉∇x)
αf‖L2(R3).
Here, 〈x〉 = (1 + |x|2)1/2.
We can now state our global existence theorem for Minkowski space.
GLOBAL EXISTENCE FOR NONLINEAR WAVE EQUATIONS WITH MULTIPLE SPEEDS 3
Theorem 1.1. Assume that the nonlinear terms (1.11) satisfy (1.6) as well as the null
condition (1.4) and (1.5). Then the initial value problem for (1.10) with initial data
∂u(0, · ) ∈ Hm−1(R3), m ≥ 10,
satisfying
(1.12) ‖∇xu(0, · )‖H9 + ‖∂tu(0, · )‖H9 < ε,
with ε > 0 sufficiently small, has a unique global solution satisfying u(t, · ) ∈ Hm(R3) for
every t > 0.
Sideris and Yu [14] proved the special case of this theorem where the semilinear terms
vanished identically. Their approach differed from much of the previous work since they
did not use any estimates arising from the fundamental solution of the d’Alembertian.
A limitation of their approach, though, is that it only leads to good pointwise control
of second and higher derivatives, and this explains why they were not able to handle
equations with semilinear terms.
Our approach is more in line with the original proof of Klainerman [9]. A key difference,
though, is that our main estimates exploit the 1/〈x〉 decay of solutions of the wave
equation, as opposed to the 1/〈t〉 decay, which is much more difficult to obtain. We are
able to exploit this weaker decay because of a key pointwise estimate for solutions of
the inhomogeneous wave equation that is adapted to the 1/〈x〉 decay and only uses the
vector fields in (1.8). This estimate was proved in an earlier joint paper with Keel and
Smith [8], which proved almost global existence for quasilinear equations using only the
above vector fields in the Minkowski space setting, as well as for the case of Minkowski
space minus star-shaped spatial obstacles. In a future paper, we hope to show how the
techniques from this paper can show that in the obstacle setting one has global existence
for the above Dirichlet-wave equations when the null condition is satisfied. This would
extend results in our earlier joint paper with Keel and Smith [6], and give a proof that
works directly in Minkowski space, instead of relying on the conformal method.
This paper is organized as follows. In the next section we shall recall L2 and pointwise
estimates from [7] and [8] that will play an important role in our arguments. After that,
we shall see consequences of the null condition and prove some related auxiliary estimates
that are adapted to the L2 and pointwise estimates that we shall use. Then, in the final
section we shall prove Theorem 1.1.
The author would like to thank Kunio Hidano for some very helpful conversations,
and Mark Keel for useful comments regarding an early draft of this paper.
2. Background: Pointwise estimates and L2 estimates.
As above {Ω} = {Ωij}, Ωij = xi∂j−xj∂i, 1 ≤ i < j ≤ 3, are the Euclidean R3 rotation
operators, and the scaling operator is S = t∂t + x · ∇x = t∂t + r∂r . Then we require the
following result from [8].
Proposition 2.1. If w ∈ C4 and (∂2t −∆)w = F in [0, t]× R
3, and the Cauchy data of
w are 0 at t = 0, then
(2.1) t|w(t, x)| ≤ C
∫ t
0
∫
R3
∑
|α|≤3
|ΓαF (s, y)|
dyds
1 + |y|
.
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In [8] the following variant of of (2.1) was actually proved:
t|w(t, x)| ≤ C
∫ t
0
∫
R3
∑
|α|≤2,j≤1
|SjΩαF (s, y)|
dyds
|y|
.
This estimate of course implies (2.1) when F (s, y) = 0 for |y| < 1. One gets the estimate
for the case where F (s, y) = 0 for |y| > 2 by applying the preceding case to a transla-
tion such as F (s, y1, y2, y3 + 3). (The translation introduces the constant vector fields.)
Combining the two cases by a partition of unity yields (2.1) in full generality.
In addition to the pointwise estimate (2.1), we also require an L2tL
2
x estimate that is
a simple consequences of the energy inequality and Huygen’s principle.
Proposition 2.2. Suppose that v solves the wave equation (∂2t −∆)v = G in R+ × R
3.
Then there is a uniform constant C so that
(2.2) ‖(1 + r)−1v′‖L2({(s,x): 0≤s≤t}) + ‖(1 + r)
−2v‖L2({(s,x): 0≤s≤t})
≤ C‖v′(0, · )‖2 + C
∫ t
0
‖G(s, ·)‖L2(R3) ds.
Here, and in what follows, v′ denotes the space-time gradient of v, i.e., v′ = (∂tv,∇xv).
In addition to this L2tL
2
x estimate we shall also of course need the standard energy
estimates for solutions of perturbed wave equations
(2.3) (∂2t − c
2
I∆)u
I +
D∑
K=1
∑
0≤j,k≤3
γIK,jk∂j∂ku
K = F I , I = 1, . . . , D,
which satisfy the symmetry conditions
(2.4) γIK,jk = γIK,kj = γKI,jk, 0 ≤ j, k ≤ 3, 1 ≤ I,K ≤ D.
The associated energy form then is e0 =
∑D
I=1 e
I , where
(2.5) eI(u, t) = (∂0u
I)2+
3∑
k=1
c2I(∂ku
I)2+2
D∑
J=1
3∑
k=0
γIJ,0k∂0u
I∂ku
J−
D∑
J=1
γIJ,jk∂ju
I∂ku
J .
If we assume that
(2.6)
D∑
I,J=1
3∑
j,k=0
|γIJ,jk| ≤
1
2
min(1, c2I),
it follows that
(2.7)
1
2
min(1, c2I)|∇t,xu|
2 ≤ e(u).
If we let E(u, t)2 =
∫
R3
e(u, t) dx be the associated energy, then, assuming (2.4) and (2.6),
we also have the energy inequality
(2.8) ∂tE(u, t) ≤ C‖F (t, · )‖2 + CE(u, t)
∑
0≤j,k,l≤3
1≤I,K≤D
‖∂lγ
IK,jk(t, · )‖∞,
where C is an absolute constant (only depending on the wave speeds cI).
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If we use the following commutator relations [✷, Z] = 0, when {Z} = {∂j ,Ωij}, and
[✷, S] = 2✷, where, as above, S is the scaling vector field, we see that this implies
(2.9)
∑
|α|≤M
∂tE(Γ
αu, t) ≤ C
∑
|α|≤M
‖ΓαF (t, · )‖2 +
∑
|α|≤M
I,K,j,k
‖ [Γα, γIK,jk∂j∂k]u(t, · )‖2
+ C
∑
|α|≤M
E(Γαu, t)
∑
0≤j,k,l≤3
1≤I,K≤D
‖∂lγ
IK,jk(t, · )‖∞,
3. Null form bounds and auxiliary estimates.
Here we shall prove simple bounds for the null forms. They must involve the weight
〈ckt− r〉 due to the fact that we are not using the generators of Lorentz rotations.
Lemma 3.1. Suppose that the nonlinear form N(∂u, ∂2u) satisfies the null condition
(1.2)-(1.3). Then
(3.1) |CIJJabc ∂cu∂a∂bv| ≤ C〈r〉
−1
(
|Γu| |∂2v|+ |∂u| |∂Γv|
)
+ C
〈cJ t− r〉
〈t+ r〉
|∂u| |∂2v|.
Also,
(3.2) |BIJJab ∂au∂bv| ≤ C〈r〉
−1
(
|Γu| |∂v|+ |∂u| |Γv|
)
+ C
〈cJ t− r〉
〈t+ r〉
|∂u| |∂v|.
Proof of Lemma 3.1: Since ∇x =
x
r ∂r −
x
r2 ∧Ω. So, if we introduce the two operators
D± = 12 (∂t ± cJ∂r) and the null vectors Y
± = (1,±x/cJr) associated to the wave speed
cJ , we have
(∂t,∇x) = (Y
−D− + Y +D+)− (0,
x
cJr2
∧ Ω).
Since we can write
D+ =
cJ
cJ t+ r
S −
cJ t− r
cJ t+ r
D−,
the preceding formula can be rewritten as
∂ = Y −D− −
cJ t− r
cJ t+ r
Y +D− +
cJ
cJ t+ r
Y +S − (0,
x
cJr2
∧Ω).
Consequently,
∂ = Y −D− +R,
where
|Ru| ≤ C〈r〉−1|Γu|+
〈cJ t− r〉
t+ r
|∂u|.
Therefore, we have
CIJJabc ∂cu∂a∂bv = C
IJJ
abc
(
Y −a Y
−
b Y
−
c D
−u(D−)2v
+Rcu∂abv + Y
−
c D
−uRa∂bv + Y
−
c D
−uY −a D
−Rbv
)
.
Note that (Y −0 )
2/c2J − (Y
−
1 )
2 − (Y −2 )
2 − (Y −3 )
2 = 0, therefore by (1.4) the first term in
the right of the last equation must vanish. Therefore, the bounds for R lead to (3.1).
The proof of (3.2) is similar. 
Since we shall be proving estimates for scalar functions in the rest of this section, let
us abuse notation a bit by letting ✷ = ∂2t −∆ here.
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Lemma 3.2. If h ∈ C∞0 (R+ × R
3) then
(3.3) ‖〈t− r〉∇h′(t, · )‖2 ≤ C
∑
|α|≤1
‖Γαh′(t, · )‖2 + C‖〈t+ r〉✷h(t, · )‖2.
Also, if 0 < δ < 1/2 is fixed then
(3.4) ‖h′(t, · )‖L6(|x|/∈[(1−δ)t,(1+δ)t])
≤ C〈t〉−1
(∑
|α|≤1
‖Γαh′(t, · )‖2 + C‖〈t+ r〉✷h(t, · )‖2
)
.
Proof of Lemma 3.2: Inequality (3.4) is a consequence of (3.3) since
‖h′(t, · )‖L6(|x|/∈[(1−δ)t,(1+δ)t]) ≤ C‖∇h
′(t, · )‖L2(|x|/∈[(1−2δ)t,(1+2δ)t]) + C〈t〉
−1‖h′(t, · )‖2.
Inequality (3.3) is essentially in [13] (see Lemma 2.3 and Lemma 3.1 in [13]). The first
step is to notice that one has the elementary pointwise estimate
〈t− r〉
(
|∂∂th(t, x)| + |∆h(t, x)|
)
≤ C
∑
|α|≤1
|∂Γαh(t, x)|+ C〈t+ r〉|✷h(t, x)|,
which leads to the L2 bounds
‖〈t− r〉(|∂∂th(t, · )|+ |∆h(t, · )|)‖2 ≤ C
∑
|α|≤1
‖Γαh′(t, · )‖2 + C‖〈t+ r〉✷h(t, · )‖2.
Therefore, to finish, we need to see that
(3.5) ‖〈t− r〉∇2xh(t, · )‖2 ≤ C
∑
|α|≤1
‖Γαh′(t, · )‖2 + C‖〈t+ r〉✷h(t, · )‖2.
To see this, we note that if we sum over 1 ≤ i, j ≤ 3 and integrate by parts twice we have
∫
R3
〈t− r〉2
∑
i,j
|∂i∂jh|
2dx =
∫
R3
〈t− r〉2|∆h|2dx
−
∑
i,j
(∫
R3
[
(∂i〈t− r〉
2)(∂ju)(∂i∂jh)− (∂j〈t− r〉
2)(∂jh)(∂2i h)
]
dx
)
.
The first term on the right has already been shown to be dominated by the right side
of (3.3), and since an application of Schwarz’s inequality shows that the second term is
dominated by
(∫
R3
〈t− r〉2
∑
i,j
|∂i∂jh|
2dx
)1/2
‖h′(t, · )‖2,
we conclude that (3.5) must hold, which finishes the proof. 
The following result will be useful for dealing with waves interacting at different speeds.
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Corollary 3.3. Fix c1, c2 > 0 satisfying c1 6= c2. Then if u, v ∈ C∞0 (R× R
3),
∫
R3
|u′′(t, x)| |v′(t, x)|〈x〉−1dx(3.6)
≤ C〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉(∂
2
t − c
2
1∆)u(t, · )‖2
)
‖〈x〉−1v′(t, · )‖2
+ C〈t〉−4/3
(∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉(∂
2
t − c
2
1∆)u(t, · )‖2
)
×
( ∑
|α|≤1
‖Γαv′(t, · )‖2 + ‖〈t+ r〉(∂
2
t − c
2
2∆)v(t, · )‖2
)
Proof: Let 2δ < |c1 − c2|. Then if we use Schwarz’s inequality and (3.3) we see that we
can bound ∫
|c1t−r|>δt
|u′′(t, x)| |v′(t, x)|〈x〉−1dx
by the first term in the right side of (3.6).
For the next step we split the remaining region where |r−c1t| ≤ δt into the annuli, Aj ,
where 〈c1t− r〉 ∈ [2j , 2j+1), j = 0, 1, 2, . . . . Assuming that Aj ∩ {x : |r − c1t| ≤ δt} 6= ∅,
we can use Ho¨lder’s inequality to find that
∫
〈c1t−r〉∈[2j,2j+1)
|u′′(t, x)| |v′(t, x)|〈x〉−1dx
≤ Ct−1/32j/3‖u′′(t, · )‖L2(〈c1t−r〉∈(2j,2j+1))‖v
′(t, · )‖L6(〈c1t−r〉∈(2j,2j+1)).
Since 2δ < |c1−c2|, on the set where |r−c1t| ≤ δt we have the lower bound |r−c2t| ≥ δt.
Therefore, we can apply (3.3) and (3.4) to see that the right side is bounded by 2−2j/3
times the second term in the right side of (3.6), which, after summing over j, implies that
when we restrict the integration in the left side of (3.6) to the the set where |r− c1t| ≤ δt
the resulting expression is dominated by the second term in the right of (3.6). Therefore,
after summing over j, we also have control of the analog of (3.6) where the integration is
over the region where |c1t− r| ≤ δ, which completes the proof. 
To handle same-speed interactions, we shall need the following similar result.
Corollary 3.4. Let u, v ∈ C∞0 (R× R
3). Then,
∫
R3
〈x〉−2|∂2u(t, x)| |v(t, x)| dx(3.7)
≤ C〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−2v‖2
+ C〈t〉−4/3
(∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖v′‖2.
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∫
R3
〈x〉−2|u′(t, x)| |v′(t, x)| dx(3.8)
≤ C log(2 + t)〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−1v′‖2
+ C〈t〉−2‖u′(t, · )‖2‖v
′(t, · )‖2.
(3.9)
∫
R3
〈t− r〉
〈t+ r〉
|∂2u(t, x)| |v′(t, x)| 〈x〉−1 dx
≤ C〈t〉−1
(∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−1v′(t, · )‖2.
Proof of Corollary 3.4: To prove (3.7) we first notice that by using Schwarz’s inequality
and (3.3) we get that
∫
|x|/∈[t/2,3t/2]
〈x〉−2|∂2u(t, x)| |v(t, x)| dx
≤ C〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−2v‖2.
If we use (3.3) and argue as in the proof of Corollary 3.3 we can estimate the integral
over |x| ∈ [t/2, 3t/2]. We do so by noting that for j = 0, 1, 2, . . . the integral over
{x : |x| ∈ [t/2, 3t/2]} ∩ {x : 〈t− r〉 ∈ [2j, 2j+1)} is dominated by
〈t〉−22−j
( ∑
|α|≤2
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
t2/32j/3‖v(t, · )‖6.
We conclude that the integral over the region where |x| ∈ [t/2, 3t/2] is dominated by
the other term in the right side of (3.7) after summing over j and applying Sobolev’s
theorem.
To prove (3.8) we note that it suffices to show that
∫
|x|<(t+1)/2
〈x〉−2|u′(t, x)| |v′(t, x)| dx
≤ C log(2 + t)〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−1v′‖2,
since clearly the integral over |x| > (t+1)/2 is dominated by the second term in the right
side of (3.8). However, if we use Ho¨lder’s inequality and (3.4), we see that the integral
over |x| < (t+ 1)/2 is dominated by
log(2 + t)‖u′(t, · )‖L6(|x|<(t+1)/2)‖〈x〉
−1v′‖2
≤ C log(2 + t)〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−1v′‖2,
which handles the remaining part of (3.8).
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To prove (3.9) we just use Schwarz’s inequality and (3.3) to see that its left side is
dominated by
〈t〉−1‖〈t− r〉∂2u(t, · )‖2‖〈x〉
−1v′(t, · )‖2
≤ C〈t〉−1
( ∑
|α|≤1
‖Γαu′(t, · )‖2 + ‖〈t+ r〉✷u(t, · )‖2
)
‖〈x〉−1v′(t, · )‖2,
which completes the proof. 
We shall also need the following simple result.
Lemma 3.5. Let u, v ∈ C∞0 (R× R
3). Then,
(3.10) ‖ 〈t+ r〉u(t, · )v(t, · )‖L2(R3) ≤ C‖u(t, · )‖L2(R3) 〈t〉‖v(t, · )‖L∞(R3)
+ C‖u(t, · )‖L2(R3)
∑
|α|+|β|≤2
‖Ωα∂βxv(t, · )‖L2(R3).
The proof is simple. We first note that if we replace 〈t + r〉 by 〈t〉 in the left side of
(3.10) the resulting quantity is dominated by the first term in the right side of (3.10). So
to finish the proof, it would suffice to show that
‖ ru(t, · )v(t, · )‖L2(R3) ≤ C‖u(t, · )‖L2(R3)
∑
|α|+|β|≤2
‖Ωα∂βxv(t, · )‖L2(R3).
Since |v(t, x)| ≤ C
∑
|β|≤2 ‖∂
β
xv(t, · )‖2, we can prove the analog of this estimate where
the norm in the left is taken over |x| ≤ 2. The L2 bound over the region |x| > 2 follows
from the following Sobolev estimate for R+ × S2
|v(t, rω)| ≤ C
∑
|α|+j≤2
(∫
|r−ρ|≤1
∫
S2
|Ωα∂jρv(t, ρω)|
2 dωdρ
)1/2
,
since, when expressed in polar coordinates, the standard volume form on R3 is 4piρ2dρdω.
4. Proof of Theorem 1.1.
We shall assume that the data satisfies the smallness condition (1.12). We then wish
to show that (1.10) has a global solution if the null condition (1.4)-(1.5) holds. For
simplicity, we shall assume that the wave speeds cI , I = 1, . . . , D, are distinct. A simple
modification of the arguments to follow handles the general case where this assumption
is removed.
To proceed, we shall need to use a standard local existence theorem:
Theorem 4.1. Suppose that f and g as above satisfy (1.12). Suppose also that the
symmetry condition (1.6) holds. Then there is a T > 0 so that the initial value problem
(1.10) with initial data has a C2 solution satisfying
(4.1) u ∈ L∞([0, T ];H10(R3)) ∩ C0,1([0, T ];H9(R3)).
The supremum of all such T is equal to the supremum of all T such that the initial value
problem has a C2 solution with ∂αu bounded for |α| ≤ 2.
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This result is essentially Theorem 6.4.11 in [3]. The latter result, though, is just for
scalar wave equations; however, the same proof, which is based on energy inequalities,
yields Theorem 4.1 since we are assuming that the symmetry condition (1.6) and thus
one can use the energy-integral method exactly as in [3].
We now turn to the proof of Theorem 1.1. We let ε > 0 be as in (1.12), and assume
that we already have a C2 solution of our equation for 0 ≤ t ≤ T such that for such t
and small ε
(4.2) (1 + |t|)
∑
|α|≤4
|Γαu′(t, x)| ≤ A0ε
(4.3)
∑
|α|≤9
‖Γαu′(t, · )‖L2(R3) +
∑
|α|≤8
‖〈x〉−1Γαu′‖L2({(s,x)∈[0,t]×R3})
+
∑
|α|≤8
‖〈x〉−2Γαu‖L2({(s,x)∈[0,t]×R3}) ≤ A1ε(1 + t)
A2ε
∑
|α|≤9
‖Γαu′(0, · )‖2.
Clearly both estimates are valid if T is small.
We then let A0 be so large that (4.2) holds with A0 replaced by A0/3 if u is replaced
by the solution of the wave equation ✷u0 = 0 with Cauchy data (f, g), and ✷ is as in
(1.9). We shall then prove for ε smaller than some number depending on A1 and A2 that
i) (4.2) is valid with A0 replaced by A0/2;
ii) (4.3) is a consequence of (4.2) for suitable A1, A2.
By the local existence theorem it will follow that a solution exists for all t ≥ 0 if ε is
small enough.
Proof of i): Since the Cauchy data of Γαu − Γαu0 is O(ε2), it suffices by Proposition
2.1 to prove that for small ε
∑
|α|≤4
∑
|β|≤3
∫∫
0<s<T
|Γβ✷Γαu′(s, y)|
dyds
1 + |y|
≤ Cε2.
Using the commutativity relations of the Γ and ✷, we can write Γα✷Γαu′ as a sum of
terms of the form Γσ✷u′ with |σ| ≤ |α|+ |β| ≤ 7. Therefore, it suffices to prove that
(4.4)
∑
|α|≤7
∫∫
0<s<T
|Γα✷u′(s, y)|
dyds
1 + |y|
≤ Cε2.
To do so we note that the I-th component of Γα✷u′, |α| ≤ 7 is a linear combination of
terms of the form
(4.5)
3∑
a,b,c=0
Γα∂
(
CIJKabc ∂cu
J∂a∂bu
K
)
+
3∑
a,b=0
Γα∂
(
BIJKab ∂au
J∂bu
K
)
, |α| ≤ 7.
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Let us first handle the contribution to (4.4) of the terms in (4.5) with J 6= K. If we
use Corollary 3.3, we find that if we fix s ∈ (0, T ) then for J 6= K and |α| ≤ 7 we have
∫
R3
(
|Γα∂(CIJKabc ∂cu
J∂a∂bu
K)(s, y)|+ |Γα∂(BIJKab ∂au
J∂bu
K)|
) dy
1 + |y|
(4.6)
≤ C〈s〉−1
( ∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2
)
×
∑
|α|≤8
‖〈r〉−1Γαu′(s, · )‖2
+ C〈s〉−4/3
( ∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2
)
×
( ∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
K∆)Γ
αuK(s, · )‖2
)
.
Note that
|(∂2t − c
2
J∆)Γ
αuJ(s, y)| ≤ C
∑
|β|≤4
|Γβu′(s, y)|
∑
|β|≤9
|Γβu′(s, y)|, |α| ≤ 8.
Therefore, if we use Lemma 3.5 and our assumptions (4.2)-(4.3) we conclude that
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2 ≤ Cε
2〈s〉2A2ε.
Because of this, if we use (4.2)-(4.3) again, we find that the left side of (4.6) is dominated
by
Cε〈s〉−1+2A2ε
∑
|α|≤8
‖〈x〉−1u′(s, · )‖2 + Cε
2〈s〉−4/3+2A2ε,
which means that when J 6= K
∑
|α|≤7
∫∫
0<s<T
(
|Γα∂(CIJKabc ∂cu
J∂a∂bu
K)(s, y)|+ |Γα∂(BIJKab ∂au
J∂bu
K)|
) dyds
1 + |y|
(4.7)
≤ C
∫ T
0
(
ε〈s〉−1+2A2ε
∑
|α|≤8
‖〈r〉−1u′(s, · )‖2 + ε
2〈s〉−4/3+2A2ε
)
ds
≤ Cδε
∑
|α|≤8
‖〈s〉−
1
2
+2A2ε+δ〈r〉−1Γαu′‖L2({(s,x)∈[0,t]×R3}) + Cε
2, δ > 0,
using the Schwarz inequality in the last step. If we assume that ε and δ are small enough
1
2 − 3A2ε− δ > 0 then we can bound the first term in the right by Cε
2 as well by using
(4.3). One first controls the L2 norms when s lies in a dyadic subinterval of [0, t] and
then sums.
We therefore conclude that the terms in (4.5) with J 6= K satisfy the bounds in (4.4).
So to finish we have to consider the terms with J = K, in which case we shall need to
use the null condition.
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We first estimate the contribution of the quasilinear terms satisfying the null condition.
If we use Lemma 3.1 we conclude that∑
|α|≤7
(
|Γα∂
(
CIJJabc ∂cu
J∂a∂bu
J
)
|+ |Γα∂
(
BIJJab ∂au
J∂bu
J
)
|
)
(4.8)
≤ C〈r〉−1
[∑
|α|≤8
|ΓαuJ |
∑
|α|≤8
|∂2ΓαuJ |+
∑
|α|≤8
|∂ΓαuJ |2
]
+ C
〈cJs− r〉
〈s+ r〉
∑
|α|≤8
|∂ΓαuJ |
∑
|α|≤8
|∂2ΓαuJ |.
If we use (3.7) we can handle the first term on the right. Indeed,
∫
R3
∑
|α|≤8
|∂2ΓαuJ(s, y)|
∑
|α|≤8
|ΓαuJ(s, y)|
dy
(1 + |y|)2
(4.9)
≤ C〈s〉−1
(∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2
)
×
∑
|α|≤8
‖〈r〉−2Γαu(s, · )‖2
+ C〈s〉−4/3
(∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2
)
×
∑
|α|≤8
‖Γαu′(s, · )‖2.
Using (3.8) we can bound the second term in the right side of (4.8):
∫
R3
∑
|α|≤8
|∂ΓαuJ(s, y)|2
dy
(1 + |y|)2
(4.10)
≤ C log(2 + s)〈s〉−1
(∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2
)
×
∑
|α|≤8
‖〈r〉−1Γαu′(s, · )‖2
+ C〈s〉−2
∑
|α|≤8
‖Γαu′(s, · )‖22.
And, similarly, if we use (3.9) we can estimate the last term in (4.8):∫
R3
〈cJs− r〉
〈s+ r〉
∑
|α|≤8
|∂2ΓαuJ(s, y)|
∑
|α|≤8
|∂ΓαuJ(s, y)|
dy
1 + |y|
(4.11)
≤ C〈s〉−1
( ∑
|α|≤9
‖Γαu′(s, · )‖2 +
∑
|α|≤8
‖〈s+ r〉(∂2t − c
2
J∆)Γ
αuJ(s, · )‖2
)
×
∑
|α|≤8
‖〈r〉−1Γαu′(s, · )‖2.
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If we combine (4.8)-(4.11), then the arguments used to prove (4.7) yield
∑
|α|≤7
∫∫
0<s<T
(
|Γα∂(CIJJabc ∂cu
J∂a∂bu
J)|+ |Γα∂(BJJ∂au
J∂bu
J)|
) dyds
1 + |y|
≤ Cε2,
as desired. This, along with (4.7) yields (4.4). Therefore, we have completed step i) of
the proof.
Proof of ii): We need to apply (2.9) with M = 9, and
F I =
∑
J,K
∑
a,b
BIJKab ∂au
J∂bu
K
γIK,ab = −
∑
J
∑
c
CIJKabc ∂cu
J .
We then have (2.6), assuming that ε in (4.2) is small. Since
∑
|α|≤9
(
|ΓαF |+ |[Γα, γIK,ab∂a∂b]u|
)
≤
∑
|α|≤4
|Γαu′|
∑
|α|≤9
|Γαu′|,
we conclude from (4.2) that the first two terms in the right side of (2.9) are
≤ Cε(1 + t)−1
∑
|α|≤9
E(Γαu, t).
Since (4.2) also implies that this must be the case for the last term in (2.9), we conclude
that (4.2) implies that∑
|α|≤9
∂tE(Γ
αu, t) ≤ Cε(1 + t)−1
∑
|α|≤9
E(Γαu, t),
and hence that ∑
|α|≤9
E(Γαu, t) ≤ (1 + t)Cε
∑
|α|≤9
E(Γαu, 0).
This implies that the first term in (4.3) satisfies the desired bounds.
If we take
GI =
∑
J,K
∑
a,b
BIJKab ∂au
J∂bu
K +
∑
J,K
∑
a,b,c
CIJKabc ∂cu
J∂abu
K ,
then we can apply Proposition 2.2 to bound the other two terms in the left side of (4.3).
Indeed, they are controlled by
∑
|α|≤8
‖Γαu′(0, · )‖2 +
∫ t
0
∑
|α|≤8
‖ΓαG(s, · )‖2 ds.
We can control the last term if we use (4.2) and the fact that we have shown that the
first term in (4.3) is under control. By doing this we get∑
|α|≤8
‖ΓαG(s, · )‖2 ≤ C
∑
|α|≤4
‖Γαu′(s, · )‖∞
∑
|α|≤9
‖Γαu′(s, · )‖2 ≤ C
′A0ε
2〈s〉−1+A2ε.
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Therefore∫ t
0
∑
|α|≤8
‖ΓαG(s, · )‖2 ds ≤ C
′A0ε
2
∫ t
0
〈s〉−1+A2ε ds ≤
C′A0
A2
ε(1 + t)A2ε.
Since this give the desired bounds for the remaining terms in (4.3) if A2 is large enough,
the proof is complete. 
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