Regarding the security of computer systems, the intrusion detection systems (IDSs) are essential components for the detection of attacks at the early stage. They monitor and analyze network traffics, looking for abnormal behaviors or attack signatures to detect intrusions in real time. A major drawback of the IDS is their inability to provide adequate sensitivity and accuracy, coupled with their failure in processing enormous data. The issue of classification time is greatly reduced with the IDS through feature selection. In this paper, a new feature selection algorithm based on Firefly Algorithm (FA) is proposed. In addition, the naïve bayesian classifier is used to discriminate attack behaviour from normal behaviour in the network traffic. The FA selects the discriminating features from NSL-KDD dataset. The performance of the IDS in the detection of attacks was enhanced by the proposed model and compare with other models.
Introduction
In the world of data innovation today, computer security is a critical area. The preserving of total security for computer systems is a difficult task owing to the complex and diverse nature of the ISSN: 0067-2904
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Iraqi Journal of Science, 2018, Vol. 59, No.1B, pp: 426-433 427 computer substructures. The daily eruption of novel automated intrusion tools has given rise to the increase in the number of computer attacks. These attacks could be from an interior or lawful user from outside users .Intrusion detection methods (IDM) are systems for the identification and handling of malicious computer and network resource usage [1, 2] . The IDM was developed to ensure the security of computer systems by discovering and informing un-authorized and abnormal situations as well as network security violation. There are two categories of intrusion detection techniques which are anomaly detection technique and misuse detection technique.
Misuse detection technique identifies intrusion by the matching of the attack features through the attacking feature library. Its speed of intrusion detection is high with a low chance of false alarms; though it does not identify non-designated attacks in the feature library, and cannot detect several new attacks.
In anomaly detection techniques, the usual features of user's behaviors are stored in the database, and the behavior of the current user is compared to those stored in the database. In the presence of a high rate of divergence, it can be said that an abnormal situation has occurred. It has the advantage of being comparatively irrelevant to the system and its strong versatility possibility of detecting novel attacks. However, because a complete description of the behavior of all the users in the system cannot be provided by conducting a normal contour, the user behaviors often change, and there is a high chance of false alarms [3, 4, 5] .
During the development of an IDS that uses machine learning technique, one of the major factors to be considered is the design of appropriate features that represent activities and differentiate normal network usage from attacks [6, 7, 8] . Even though there are many features that have been proposed, the lack of publicly available datasets makes the objective evaluation and fair comparison of the proposed features difficult and similarly delays the systematic investigations into the effect of features on IDSs. To solve this problem, MIT Lincoln laboratory [9] formulated KDDCUP 1999 dataset, while Tavallaee et al. [10, 11] modified it to develop the NSL_KDD dataset. After these, the performance of IDS proposed by many researchers has been subsequently evaluated objectively using the KDD'99 and NSL_KDD datasets.
However, there are 41 features in the connection vectors processed from raw tcpdump data in the KDD'99 and NSL_KDD datasets. These datasets have therefore been considered as having too many features for real-time deployment in IDS. Researches on IDSs have recently overcome this problem by using only the feature parts that have attracted several researchers' attention. This is referred to as feature selection problems and has elicited the proposing of many feature selection methods. With feature selection, the computation time can be reduced, prediction performance can be improved, and the machine learning data or pattern recognition applications can be understood.
However, in many proposed feature selection methods, the central focus has been on the analysis of the individual feature relevance to the dataset using analysis measures such as dependency ratio, information gain or correlation coefficient [12, 13, 14] . In these methods, features are usually ranked in a suggested metrics order, and then removed based on the ranking results [15] . These approaches do not explicitly consider the combinatorial properties of features, despite the capability of the combinatorial properties of features to lead to emergent effects on the performance of IDSs; and this is a major drawback of these methods. In other words, important features with less individual information but highly informative when in combination with other features could be eliminated [16] . The reason for adopting the relevance of individual features to the data as a feature selection criteria in the proposed methods despite knowing the issues with these approaches is due to a large number of possible feature subsets. As the number of features in the KDDCUP data set is 41, the total number of feature subsets is up to 41−1. Therefore, it is difficult to get the optimal feature subsets for IDSs based on the evaluation of the individual performance of the features rather than a collectively.
This study proposed a new feature selection method based on the binary Firefly Algorithm (FA) and Naïve Bayesian (NB) classifier. This paper is organized as follows: Section 2 presents the description and properties of the NSL_KDD dataset, while section 3 presents the details of the proposed feature selection algorithm. Section 4 comparers the performance of the selected feature subsets and 41 features. Finally, section 5 presents the major conclusions and recommendations for future research directions.
NSL_KDD Dataset
In this paper, the NSL_KDD dataset was used to assess the performance of the subsets selected by running the proposed algorithm. The original KDD'99 data set widely used for the evaluation of the performance of IDSs is made up of the test and train datasets, each with nearly 300 thousand and 5 million instances, respectively. These attacks exhaust the network traffic or computing resources, denying the legitimate users of the services provided.
User to Root (U2r) These attacks try to bypass the network after sniffing the ordinary users.
Remote to Local (R2l)
These attacks try exploiting the target server vulnerability to access the ordinary users.
Probing
These attacks collect network activity information in an attempt to avoid security management.
These 41 features are additionally grouped into 3 groups which are the basic, contents, and traffic features as shown in Table- 2. There are some advantages of the NSL_KDD data set over the KDD'99 dataset even though it is a subset of KDD'99 dataset. At first, no redundant records exist in the NSL_KDD dataset as in KDD'99 train and test data set; so, there will be no bias in the learning algorithm based-IDS based towards more frequent records. Records from each attack category are adjusted based on its level of difficulty with respect to attack detection; making it easier to evaluate different detection methods with improved accuracy. Secondly, there is a reasonable amount of records in the NSL_KDD data set that made it possible to objectively compare different detection methods while avoiding the arbitrariness that occurs when using randomly selected data parts.
There are similar categories (4) of attacks in the NSL_KDD dataset as the KDD'99 dataset, with each data instance having 41 features. While in this paper is used the binary classes which include (Normal and Attack) only. This paper is, therefore, presenting a feature selection method for binary classification problem of IDS, employing a dataset of 10,000 records.
Firefly Algorithm (FA)
The FA is a nature-inspired biological global stochastic approach for optimization developed by Yang [17] . It is a meta-heuristic approach based on Firefly population, with each Firefly representing a potential search space solution. The FA copies the mating and light flash-based information exchange mechanisms of Fireflies. In this section, the major attributes of Fireflies, the artificial FA, as well as the variants introduced to the basic algorithm already proposed were presented. Three idealized rules which describe the behavior of the artificial Fireflies were proposed by Yang [17] as: 1. Fireflies are unisex and can be attracted to each other irrespective of the sex. 2. The degree of attractiveness is related to the intensity of the emitted light; therefore, Fireflies with lights of lesser intensity will be made to move towards lights with higher intensities. Attractiveness decreases with increase in the distance between fireflies. They will randomly move when there is no brighter Firefly within the surrounding. 3. The brightness of the light from the Fireflies is a function of the landscape of the fitness function. The brightness can be proportional to the fitness function value of the maximization problem. From these criteria, a summary of the basic steps of the FA can be presented as the pseudo-code illustrated in Figure-1 . 
The proposed algorithm
The major motivation towards building a feature selection algorithm is to find a subset of features for better performance accuracy. With the traditional wrapper model like the FA, all Fireflies are initialized with randomly selected features, but in the proposed model, all the Fireflies in the swarm will be initialized in a binary sequence. The major steps in the proposed algorithm as follows: -
Initialization
This step initiates all the Fireflies in the swarm by a random number in the range of (0, 1). These random numbers represent the position of each Firefly, so there are (41) positions of each firefly and are calculated using Equation 1.
(1) where UB and LB represent the upper bound (1.0) and lower bound (0.0), respectively. The generated positions will be converted into a binary sequence using the sigmoid function as follows: -1,
0, e
where X i is the position of a Firefly, the sigmoid (X i ) is 1 / (1 + e -Xi ), and U is the uniform distribution. Bi represents the binary sequence, where 1 implies that the feature will be selected, 0 implies the feature will not be selected. The Fireflies are initialized through these steps. Each Firefly has its own position based on the generated number of each one.
Fitness Function
The fitness function of the proposed algorithm is to minimize the error rate of the classification performance over the validation set of given training data, as shown in Equation 3 while maximizing the number of non-selected features (irrelevant features). To calculate the fitness function, a classifier should be used. In this case, the Naïve Bayesian Classifier was applied to get the accuracy as shown in the Equation 2.
(2)
After calculating the error, the intensity of each Firefly is calculated using Equation 4 .
Attractiveness Calculation
The attractiveness of each Firefly can be defined using Equation 5 [17] . (5) where r represents the distance between two Fireflies and can be calculated using Equation 6 , and represents the attractiveness at r = 0 (Initial Case) [17] .
where X represents the real values of the position of the Fireflies .The distance is calculated using the hamming distance method, by subtracting each bit of Firefly i from Firefly j. The distance in this method is represented by the difference between the binary strings of the two Fireflies. This method will improve the Firefly algorithm for working with the binary sequence (features) better than working with the continuous values (positions).
Position Updating
Each Firefly in the swarm moves towards the brighter Firefly; in other words, Fireflies (Fi) are attracted by the brighter Firefly. This step can be called position updating which can be determined using Equation 7 [17] .
( ) (7) where in the first part of the equation represents the current position, and the second part contains the attractiveness between the position of F i and F j . The third part contains the randomization with , where . The randomness parameter is decremented by another constant rate , where , so that at the final stage of the optimization, has its minimum value as in Equation 8 [17] .
(8)
Experimental Results
The experiment is divided into two parts; the first part showed the results of the proposed algorithm over different types of testing, while the second part showed the comparison between the proposed algorithm and another two well-known algorithms. Accuracy was measured to analyze the performance of the feature subsets generated by the proposed selection algorithm.
The results of the proposed algorithm
This part showed the results of the proposed algorithm in terms of accuracy and the number of selected features. The experiments contain two main factors the number of iterations (IT) and number of Fireflies in the swarm or swarm size (SS). The results presented in Tables 2, 3, and 4 showed that the FA can improve the performance of the intrusion detection. Each table contains different values of swarm size (SS) and fixed values of the number of iterations (IT).
From Tables-(2, 3 , 4) , one can be noticed that the major improvements in the accuracy occurred when the swarm size was increased at the same time the number of iterations affected the results, but with a little improvement. Table-5 showed that the best results were obtained by the maximum swarm size of 40. The results were increasing but with no major difference, when compared with the results based on the number of iterations. We can conclude that the proposed method needed for 40 Fireflies in the swarm but with 250 iterations to decrease the time.
Benchmarking the proposed method with other algorithms
The proposed IDS model is anomaly based and has two main stages -the pre-processing stage, which involved the wrapper feature selection process that combines BBAL with the detection classifier (NBC); the second stage is the detection step which showed the performance measures obtained by the classifier with previously selected feature subsets. To test the proposed intrusion detection, a personal computer with a core i7 processor, speed 2.2 GHz, and 4 GB of RAM running under windows 10 operating system was used. Also, for the ranking, the proposed algorithm was benchmarked with two other algorithms (Binary Particle Swarm Optimization (BPSO) and Binary Bat algorithm (BBA) [18] .
The three algorithms had their individual parameters and use specific values, as follows: Swarm size = 10, Maximum number of iteration = 200. Table-6 shows the comparison results of all the algorithms. 
Conclusion
A wrapper feature selection method was proposed for intrusion detection system. Furthermore, Naïve Bayesian Classifier was used to judge the performance of the proposed method The NSL-KDD dataset was used. The results proved that the movement and randomization of the Firefly algorithm were enhanced by distance calculation through hamming distance method since the Firefly algorithm was initialized by a binary sequence, unlike the standard Firefly algorithm. This enhancement can offer better results in terms of accuracy. Further works will focus on proposing and testing other modifications for improving the meta-heuristic approaches for feature selection problems in general, and the intrusion detection system in particular.
