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Abstract
We investigate random minimal factorizations of the n-cycle, that is, factorizations of
the permutation (1 2 · · ·n) into a product of cycles τ1, . . . , τk whose lengths `(τ1), . . . , `(τk)
verify the minimality condition
∑k
i=1(`(τi) − 1) = n − 1. By associating to a cycle of the
factorization a black polygon inscribed in the unit disk, and reading the cycles one after an
other, we code a minimal factorization by a process of colored laminations of the disk, which
are compact subsets made of red noncrossing chords delimiting faces that are either black or
white. Our main result is the convergence of this process as n→∞, when the factorization is
randomly chosen according to Boltzmann weights in the domain of attraction of an α-stable
law, for some α ∈ (1, 2]. The new limiting process interpolates between the unit circle and
a colored version of Kortchemski’s α-stable lamination. Our principal tool in the study of
this process is a bijection between minimal factorizations and a model of size-conditioned
labelled random trees whose vertices are colored black or white.
1 Introduction
1.1 Model and motivation
The purpose of this work is to introduce and investigate a geometric representation, as compact
subsets of the unit disk, of certain random minimal factorizations of the n-cycle. For an integer
n ≥ 1, let Sn be the group of permutations of J1, nK, and Cn the set of cycles of Sn. We denote
by `(c) the length of a cycle c ∈ Cn. A particular object of interest is the n-cycle cn := (12 . . . n),
which maps i to i+ 1 for 1 ≤ i ≤ n− 1, and n to 1. For any n ≥ k ≥ 1, the elements of the set
M(k)n :=
{
(τ1, . . . , τk) ∈ Ckn, τ1 · · · τk = cn, ∀i `(τi) ≥ 2,
k∑
i=1
(`(τi)− 1) = n− 1
}
are called minimal factorizations of cn of order k, while an element of
Mn :=
n−1⋃
k=1
M(k)n .
is simply called a minimal factorization of cn (one can check thatM
(k)
n is empty as soon as k ≥ n).
By convention, we read cycles from the left to the right, so that τ1τ2 corresponds to τ2◦τ1. Notice
that the condition
∑k
i=1 (`(τi)− 1) = n−1 in the definition ofM(k)n is a condition of minimality,
in the sense that any k-tuple of cycles (τ1, . . . , τk) such that τ1 · · · τk = cn necessarily verifies
k∑
i=1
(`(τi)− 1) ≥ n− 1.
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Minimal factorizations of the n-cycle are a topic of interest, mostly in the restrictive case
of factorizations into transpositions (that is, all cycles in the factorization have length 2). The
number of minimal factorizations of cn into transpositions is known to be nn−2 since Dénes
[10], and bijective proofs of this result have been given, notably by Moszkowski [33] or Goulden
and Pepper [19]. These proofs use bijections between the set of minimal factorizations into
transpositions and sets of trees, whose cardinality is computed by other ways.
More recently, factorizations into transpositions have been studied from a probabilistic ap-
proach by Féray and Kortchemski, who investigate the asymptotic behaviour of such a factor-
ization taken uniformly at random, as n grows. On one hand from a ’local’ point of view [17], by
studying the joint trajectories of finitely many integers through the factorization. On the other
hand from a ’global’ point of view [16], by coding a factorization in the unit disk as was initially
suggested by Goulden and Yong [18]: associating to each transposition a chord in the disk and
drawing these chords in the order in which the transpositions appear in the factorization, they
code a uniform factorization by a random process of sets of chords, and prove the convergence of
the 1-dimensional marginals of this process as n grows, after time renormalization. The author
[36] extends this result by proving the functional convergence of the whole process, highlighting
in addition interesting connections between this model and a fragmentation process of the so-
called Brownian Continuum Random Tree (in short, CRT), due to Aldous and Pitman [2]. This
fragmentation process codes a way of cutting the CRT at random points into smaller components,
as time passes.
Let us also mention Angel, Holroyd, Romik and Virág [3], and later Dauvergne [9], who
investigate from a geometric point of view the closely related model of uniform sorting networks,
that is, factorizations of the reverse permutation (which exchanges 1 with n, 2 with n− 1, etc.)
into adjacent transpositions, that exchange only consecutive integers.
In an other direction, more general minimal factorizations have been studied as combinatorial
structures. Specifically, Biane [5] investigates the case of minimal factorizations of cn of class
a := (a1, . . . , ak), where a1, . . . , ak are all integers ≥ 2 such that ∑ki=1(ai− 1) = n− 1, which are
k-tuples of cycles (τ1, . . . , τk) ∈M(k)n such that, for 1 ≤ i ≤ k, `(τi) = ai. Biane notably proves
that, at a fixed, the number of factorizations of class a is surprisingly always equal to nk−1, and
therefore only depends on the cardinality of the class. A proof based on a bijection with a new
model of trees is given by Du and Liu [11], which inspired our own bijection, exposed in Section
4 and very close to theirs. In particular, the class (2, 2, . . . , 2), where 2 is repeated n− 1 times,
corresponds to minimal factorizations of the n-cycle into transpositions, and one recovers Dénes’
result.
Our goal in this paper is to extend the geometric approach of uniform minimal factorizations
into transpositions initiated by Féray & Kortchemski to minimal factorizations into cycles of
random lengths, when the probability of choosing a given factorization only depends on its class.
Weighted minimal factorizations Let us immediately introduce the object of interest of
this paper, which is a new model of random factorizations. The idea is to generalize minimal
factorizations of the cycle into transpositions, by giving to each element of Mn a weight which
depends on its class and then choosing a factorization at random proportionally to its weight.
We fix a sequence w := (wi)i≥1 of nonnegative real numbers, which we call weights. We will
always assume that there exists i ≥ 1 such that wi > 0. For any positive integers n, k, and any
factorization f := (τ1, . . . , τk) ∈M(k)n , define the weight of f as
Ww(f) :=
k∏
i=1
w`(τi)−1.
Then, we define the w-minimal factorization of the n-cycle, denoted by fwn , as the random variable
on the setMn such that, for all f ∈Mn, the probability that fwn is equal to f is proportional to
2
the weight of f :
P (fwn = f) =
1
Yn,w
Ww(f),
where Yn,w :=
∑
f∈MnWw(f) is a renormalization constant. We shall implicitly restrict our study
to the values of n such that Yn,w > 0.
Remark that some particular weight sequences give birth to specific models of random fac-
torizations:
• fix an integer r ≥ 2, and define δr as follows: δrr−1 = 1, and for all k 6= r − 1, δrk = 0.
Then f δrn is a uniform minimal factorization of the n-cycle into r-cycles. In particular,
when r = 2, one recovers the model of minimal factorizations into transpositions, studied
in depth in [16, 17, 36].
• define v as the weight sequence such that, for all k ≥ 1, vk = 1. Then fvn is a uniform
element of Mn.
Minimal factorizations of stable type We specifically focus in this paper on a particular
case of weighted factorizations, which we call factorizations of stable type. These random factor-
izations of the n-cycle are of great interest, as we can code them by a process of compact subsets
of the unit disk which converges in distribution (see Theorem 1.3).
Let us start with some definitions. A function L : R∗+ → R∗+ is said to be slowly varying if,
for any c > 0, L(cx)/L(x)→ 1 as x→∞. For α ∈ (1, 2], we say that a probability distribution
µ which is critical - that is, µ has mean 1 - is in the domain of attraction of an α-stable law if
there exists a slowly varying function L such that, as x→∞,
V ar [X 1X≤x] ∼ x2−αL(x), (1)
where X is a random variable distributed according to µ. We refer to [21] for an in-depth study
of these well-known distributions. In particular, any law with finite variance is in the domain of
attraction of a 2-stable law.
Throughout the paper, for such a distribution µ, (Bn)n≥1 denotes a sequence of positive real
numbers satisfying
nL(Bn)
Bαn
→
n→∞
α(α− 1)
Γ (3− α) , (2)
where L verifies (1). Notice in particular that, if µ has finite variance σ2, then L(x) → σ2 as
x → ∞, and (2) can be rewritten Bn ∼
n→∞
σ√
2
√
n. For such a sequence (Bn)n≥1, we denote by
(B˜n)n≥1 the sequence defined as
B˜n =

Bn if α < 2, or α = 2 and V ar(µ) =∞, 
σ2 + 1
2
√
n if V ar(µ) = σ2 <∞.
(3)
Finally, for α ∈ (1, 2], we say that a weight sequence w is of α-stable type if there exists a
critical distribution ν in the domain of attraction of an α-stable law and a real number s > 0
such that, for all i ≥ 1,
wi = νis
i.
In this case, ν is said to be the critical equivalent of w. One can check that, if w admits a
critical equivalent - which is not always the case - then it is unique. Furthermore, it appears
that, whenever different weight sequences may have the same critical equivalent, the distribution
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of the minimal factorization fwn only depends on this critical law. If w is a weight sequence of
α-stable type, then we also say that fwn is a minimal factorization of α-stable type.
Throughout the paper, we investigate several combinatorial quantities of these factorizations.
Here are two examples. As a first result, we can control the number of cycles in such a factoriza-
tion. For any n ≥ 1 and any minimal factorization F of the n-cycle, denote by N(F ) the number
of cycles in F .
Lemma 1.1. Let w be a weight sequence of α-stable type for some α ∈ (1, 2], and ν be its critical
equivalent. Then, as n→∞,
1
n
N (fwn )
P→ 1− ν0,
where P→ denotes the convergence in probability.
In words, the number of cycles in fwn behaves linearly in n. The proof of this lemma can be
found in Section 4.3.
Example. If one looks at the weight sequence v defined as vi = 1 for all i ≥ 1 (so that fvn
is a uniform element of Mn), then one can check that v has a critical equivalent ν satisfying
ν0 = (3 −
√
5)/2 and νi = ((3 −
√
5)/2)i for i ≥ 1. Thus, the average number of cycles in a
uniform minimal factorization of the n-cycle is of order (1− ν0)n = (
√
5− 1)n/2.
As an other side result, we are able to control the length of the largest cycle in such factor-
izations. For any n ≥ 1 and any minimal factorization F of the n-cycle, denote by `max(F ) the
length of the largest cycle in F .
Proposition 1.2. Let w be a weight sequence of α-stable type for some α ∈ (1, 2], and ν be its
critical equivalent. Let (Bn)n≥1 be a sequence satisfying (2). Then:
(i) if α = 2, then with probability going to 1 as n→∞, `max(fwn ) = o(Bn);
(ii) if α < 2 then for any  > 0 there exists η > 0 such that, for n large enough, with probability
larger than 1− , ηBn ≤ `max(fwn ) ≤ η−1Bn.
In other terms, for α < 2, the largest cycle in fwn is of order Bn (thus of order n1/α, up to a
slowly varying function). If α = 2 then one can only say that the largest cycle is of length o(Bn)
(which means o(
√
n) if ν has finite variance). This is proved in Section 2.4.
1.2 Coding a minimal factorization by a colored lamination-valued process
The first aim of this paper is to code random minimal factorizations in the unit disk. In what
follows, D := {z ∈ C, |z| ≤ 1} denotes the closed unit disk and S1 := {z ∈ D, |z| = 1} the unit
circle.
The idea of coding random structures by compact subsets of D goes back to Aldous [1]
who investigates triangulations of large polygons: let n ∈ Z+ and define Pn, the regular n-gon
inscribed in D, whose vertices are
¶
e2ikpi/n, 1 ≤ k ≤ n
©
. Aldous proves that a random uniform
triangulation of Pn (that is, a set of non-crossing diagonals of Pn whose complement in Pn is
a union of triangles) converges in distribution towards a random compact subset of the disk
which he calls the Brownian triangulation. This Brownian triangulation is notably a lamination
- that is, a compact subset of D made of the union of the circle and a set of chords that do not
cross, except maybe at their endpoints. In particular, the faces of this lamination, which are
the connected components of its complement in D, are all triangles. See Fig. 1, middle, for an
approximation of this lamination. Since then, the Brownian triangulation has been appearing
as the limit of various random discrete structures [4, 8], and has also been connected to random
maps [30].
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In a extension of Aldous’ work, Kortchemski [27] constructed a family (L(α)∞ )1<α≤2 of random
laminations, called α-stable laminations (see Fig. 1, left, for an approximation of the stable
lamination L(1.3)). These laminations appear as limits of large general Boltzmann dissections
of the regular n-gon [27]. This extends Aldous’ result about triangulations, since the 2-stable
lamination L(2)∞ is distributed as the Brownian triangulation. Stable laminations are also limits
of large non-crossing partitions [28].
Let us now introduce colored laminations, which generalize the notion of lamination. A
colored lamination is a subset of D, in which each point is colored either black, red or left white,
so that the subset of red points is a lamination whose faces are each either completely black or
completely white. See an example on Fig. 2. A particular example of colored laminations is
the colored analogue of the α-stable laminations. These objects are colored laminations whose
red chords form the α-stable lamination, and whose faces are colored black in an i.i.d. way.
Specifically, for p ∈ [0, 1], the p-colored α-stable lamination L(α),p∞ is a random colored lamination
such that: (i) the red part of L(α),p∞ has the law of L(α)∞ ; (ii) independently of the red component,
the faces of L(α),p∞ are colored black independently of each other with probability p (see Fig. 1,
right for a simulation of L(2),0.5∞ ).
Figure 1: Left: a simulation of the 1.3-stable lamination L(1.3)∞ . Middle: a simulation of the
Brownian triangulation L(2)∞ . Right: a simulation of L(2),0.5∞ .
We now provide a way of representing a minimal factorization by a process of colored lamina-
tions of the unit disk. This representation is a generalization of the representation of a minimal
factorization into transpositions, introduced by Goulden and Yong [18]. It consists in drawing,
for each cycle τ of the factorization, a number `(τ) of red chords in D, and coloring the face that
it creates in black. More precisely, for n ≥ 1, let τ ∈ Cn be a cycle and assume that it can be
written as (e1, . . . , e`(τ)), where e1 < · · · < e`(τ). We will prove later that indeed, if τ appears in
a minimal factorization of the n-cycle, then it satisfies this condition (see Section 4 for details
and proofs). Then draw in red, for each 1 ≤ j ≤ `(τ)− 1, the chord [e−2ipiej/n, e−2ipiej+1/n], and
also draw the chord [e−2ipie`(τ)/n, e−2ipie1/n] (here, [x, y] denotes the segment connecting x and y
in R2). This creates a red cycle. Color now the interior of this cycle in black, and finally color
the unit circle in red. We denote the colored lamination that we obtain by S(τ).
Now, let n, k ≥ 1 and f := (τ1, . . . , τk) ∈ M(k)n . For c ∈ [0,∞], define Sc(f) as the colored
lamination
Sc(f) = S1 ∪
bcc∧k⋃
r=1
S(τr),
and finally define S(f) as S(f) := Sk(f) =
⋃k
r=1 S(τr). See Fig. 2 for an example.
In their study of a uniform minimal factorization of the n-cycle into transpositions (which
we now denote by f (2)n instead of f δ
2
n , for convenience), Féray and Kortchemski [16] show that
a phase transition appears after having read roughly
√
n transpositions. Specifically, at c ≥ 0
5
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Figure 2: The subset S(f) where f := (5678)(23)(125)(45) is an element of M8.
fixed, the lamination Sc√n(f
(2)
n ) converges in distribution for the Hausdorff distance, as n grows,
to a random lamination L(2)c . The author [36] later obtains the functional analogue of this
convergence, thus providing a coupling between the laminations (L(2)c )c≥0. Let us explain in
which sense we understand the convergence of colored lamination-valued processes: for E,F two
metric spaces, following Annex A2 in [23], let D(E,F ) be the space of càdlàg functions from E to
F (that is, right-continuous functions with left limits), endowed with the J1 Skorokhod topology.
In our case, we see a colored lamination of D as an element of K2, where K denotes the space
of compact subsets of D. The first coordinate corresponds to the set of red points which is a
lamination by definition, and the second one to the colored component (the set of points that are
black or red). Finally, the set CL(D) of colored laminations of D is endowed with the distance
which is the sum of the usual Hausdorff distances dH on the two coordinates. This means that,
if A and B are two colored laminations of D, dH(A,B) = dH(Ar, Br) + dH(Ac, Bc) where Lr
denotes the set of red points of a colored lamination L, and Lc the set of colored points of L
(that is, either black or red). For convenience, we denote this new distance on CL(D) by dH as
well. Finally, the set of laminations of the disk is seen as a subset of CL(D), on which the red
part and the colored part of an element are equal.
Theorem. [36, Theorem 1.2] There exists a lamination-valued process (L(2)c )c∈[0,∞] such that
the following convergence holds in distribution for the Skorokhod distance in D([0,∞],CL(D)),
as n→∞: Ä
Sc
√
n
Ä
f (2)n
ää
c∈[0,∞]
(d)→
Ä
L(2)c
ä
c∈[0,∞] . (4)
In this case, it is to note that no face with 3 or more chords in its boundary appears in
S(f
(2)
n ), as S(τ) is in fact just the union of S1 and a chord when `(τ) = 2. Therefore, no point
of S(f (2)n ) is black and, for any c ∈ [0,∞], Sc√n(f (2)n ) is just a lamination. Moreover, it appears
that the process (L(2)c )c∈[0,∞] is a nondecreasing interpolation between the unit circle and the
Brownian triangulation.
Our main result, which generalizes (4), states the convergence of the geometric representation
of a random minimal factorization of stable type. In the stable case, the phase transition does
not appear at the scale
√
n anymore, but at the scale B˜n.
Theorem 1.3. Let α ∈ (1, 2] and w a weight sequence of α-stable type. Let ν be its critical equiv-
alent and (B˜n)n≥0 satisfying (3). Then, there exists a lamination-valued process (L
(α)
c )c∈[0,∞],
depending only on α, such that:
(I) If α < 2, then the following convergence holds:ÅÄ
Sc(1−ν0)B˜n(f
w
n )
ä
0≤c<∞ , S∞(f
w
n )
ã
(d)→
n→∞
(Ä
L(α)c
ä
0≤c<∞ ,L
(α),1
∞
)
.
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(II) If ν has finite variance, there exists a parameter pν ∈ [0, 1] such that the following conver-
gence holds: ÅÄ
Sc(1−ν0)B˜n(f
w
n )
ä
0≤c<∞ , S∞(f
w
n )
ã
(d)→
n→∞
(Ä
L(2)c
ä
0≤c<∞ ,L
(2),pν∞
)
.
Furthermore,
pν =
σ2ν
σ2ν + 1
,
where σ2ν denotes the variance of ν.
Both convergences hold in distribution in the space D(R+,CL(D))× CL(D).
This process (L(α)c )c∈[0,∞] is a nondecreasing interpolation between the circle and L
(α)
∞ . It is
in addition lamination-valued, in the sense that, for all c ≥ 0, almost surely L(α)c contains no
black point.
Remark. We conjecture that the result of Theorem 1.3 (I) still holds when α = 2 and ν has
infinite variance. However our proofs do not directly apply to this case.
Examples. In the case w = δj for some j ≥ 1, the critical equivalent of δj is ν := j−2j−1δ0+ 1j−1δj,
and pν = j−2j−1 . When j = 2, pν = 0 and we recover the Brownian triangulation without coloration,
as the limit of the lamination obtained from a uniform minimal factorization of the n-cycle into
transpositions. In the case j = 3 of factorizations into 3-cycles, each face of the limiting colored
Brownian triangulation is black with probability 1/2.
In the case of a minimal factorization of the n-cycle taken uniformly at random, one obtains
the surprising limit value pν = 1− 1/
√
5.
1.3 Construction of the processes (L(α)c )c∈[0,∞]
Let us immediately explain how to construct the limiting processes (L(α)c )c∈[0,∞] which appear
in the statement of Theorem 1.3 and in (4). In order to understand this construction, we define
from a (deterministic) càdlàg function F : [0, 1] → R+ such that F (0) = F (1) = 0 a random
lamination-valued process (Lc(F ))c∈[0,∞]. Define the epigraph of F as EG(F ) := {(s, t) ∈ R2, 0 ≤
s ≤ 1, 0 ≤ t < F (s)}, the set of all points that are under the graph of F . Denote by P(F ) an
inhomogeneous Poisson point process on EG(F )× R+, of intensity
2 dsdt
d(F, s, t)− g(F, s, t)1(s,t)∈EG(F ) dr,
where g(F, s, t) := sup{s′ ≤ s, F (s′) < t} and d(F, s, t) := inf{s′ ≥ s, F (s′) < t}, and r shall
be understood as a ’time’ coordinate. For any c ≥ 0, its restriction to R2 × [0, c] is denoted by
Pc(F ). Now, for c ≥ 0, define the lamination Lc(F ) as
S1 ∪
⋃
(s,t)∈Pc(F )
[
e−2ipig(F,s,t), e−2ipid(F,s,t)
]
,
so that each point of Pc(F ) codes a chord in D (see Fig. 3), and let L∞(F ) be the lamination⋃
c≥0 Lc(F ).
For α ∈ (1, 2], the process (L(α)c )c∈[0,∞] is constructed this way from the so-called stable
height process H(α): Ä
L(α)c
ä
c∈[0,∞] =
Ä
Lc
Ä
H(α)
ää
c∈[0,∞] .
7
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(s, t)
g(F, s, t) d(F, s, t) e−2ipig(F,s,t)
e−2ipid(F,s,t)
1
Figure 3: A càdlàg function F , a point (s, t) of its epigraph EG(F ) and the corresponding chord
in D.
These stable height processes are random continuous processes on [0, 1], and can be defined
starting from stable Lévy processes (see Fig. 4, right, for a simulation of H(1.7), and Section
2 for more background and details). The animated Fig. 5 is an approximation of the process
(L(1.8)c )c≥0.
In the case α = 2, the 2-stable height process happens to be distributed as the normalized
Brownian excursion (et)0≤t≤1, which is roughly speaking a Brownian motion between 0 and 1,
conditioned to reach 0 at time 1 and to be nonnegative between 0 and 1 (see Fig. 4, left for
a simulation of e). It appears in addition that the lamination L(2)∞ coded by e has the law of
Aldous’ Brownian triangulation.
Figure 4: A simulation of the normalized Brownian excursion e (left) and the 1.7-stable height
process H(1.7) (right).
Figure 5: The image represents an approximation of the lamination L(1.8)15 . By using Adobe
Acrobat and by clicking on the “play” button, one can view an approximation of the process(
L(1.8)c
)
c≥0.
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1.4 A bijection with labelled bi-type trees
The main idea in the proof of Theorem 1.3 is to use a bijection between the set of minimal
factorizations of the n-cycle and a certain set of discrete trees with labels on their vertices.
Specifically, for n ≥ 1, denote by Un the set of trees T that satisfy the following conditions:
• T is a bi-type tree, that is, its vertices at even height are colored white and its vertices at
odd height are colored black;
• the root and the leaves of T are white. In other terms, each black vertex necessarily has
at least one child;
• T has n white vertices;
• black vertices of T are labelled from 1 to N•(T ), where N•(T ) is the total number of black
vertices in the tree. In addition, the labels of the neighbours (parent and children) of each
white vertex are sorted in decreasing clockwise order, starting from one of these neighbours,
and the labels of the children of the root are sorted in decreasing order.
See Fig. 6 for an example.
3
6
7
2
1
4
5
Figure 6: An element of the set U11. Its six black vertices are labelled from 1 to 6, in clockwise
decrasing order around each white vertex. The children of the root are in decreasing order.
Theorem 1.4. For any n ≥ 1, the sets Mn and Un are in bijection.
In Section 4, we provide an explicit bijection between these sets. Roughly speaking, from
a minimal factorization f ∈ Mn, one constructs T (f) ∈ Un as the "dual tree" of the colored
lamination S(f): its black vertices are in bijection with the cycles of f , while its white vertices
correspond to white faces of S(f). Theorem 1.3 is therefore obtained as a corollary of a result on
trees, that states the convergence of colored lamination-valued processes coding random bi-type
trees (Theorem 2.7). It appears indeed that the distribution of the random bi-type tree T (fwn )
is particularly well understood when w is a weight sequence of stable type.
Notations In the whole paper, P→ denotes the convergence in probability, (d)→ the convergence
in distribution and
(d)
= the equality in distribution. Moreover, a sequence of events (En)n≥0 being
given, we say that En occurs with high probability if P(En)→ 1 as n→∞.
Outline of the paper In Section 2, we first define and investigate plane trees and more par-
ticularly bi-type trees, which are a cornerstone of the paper as they code minimal factorizations.
We suggest two different ways of coding trees by colored laminations-valued processes, and state
in particular the convergence of one of these processes coding a particular model of random
bi-type trees (Theorem 2.7). The proof of this theorem is the main result of Section 3, which
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is devoted to the study of these specific random trees. Finally, in Section 4, we investigate in
depth the model of minimal factorizations and explain a natural bijection between the sets Mn
and Un for all n. In addition, we provide the proof of Theorem 1.3 by showing that the process
of colored laminations coded by a random minimal factorization fwn of stable type is in some
sense also coded by the random bi-type tree T (fwn ), which is the image of the factorization by
the abovementioned bijection.
Acknowledgements I would like to thank Igor Kortchemski for the numerous fruitful discus-
sions that have led to this paper.
2 Plane trees, bi-type trees and different ways of coding them by
laminations
In this section, we rigorously define our notion of trees. Then, we describe a certain family of
trees, which we call bi-type trees, whose vertices are given a color, either black or white. We finally
introduce random models of trees, monotype or bi-type - which we call simply generated trees
- and study some of their main properties. We state in particular Theorem 2.7, which provides
the convergence of a process of colored laminations coding random bi-type trees conditioned by
their number of white vertices.
2.1 Plane trees and their coding by laminations
Plane trees. We first define plane trees, following Neveu’s formalism [34]. First, let N∗ =
{1, 2, . . .} be the set of all positive integers, and U = ∪n≥0(N∗)n be the set of finite sequences of
positive integers, with the convention that (N∗)0 = {∅}.
By a slight abuse of notation, for k ∈ Z+, we write an element u of (N∗)k as u = u1 · · ·uk,
with u1, . . . , uk ∈ N∗. For k ∈ Z+, u = u1 · · ·uk ∈ (N∗)k and i ∈ N∗, we denote by ui the element
u1 · · ·uki ∈ (N∗)k+1 and by iu the element iu1 · · ·uk. A plane tree T is formally a subset of U
satisfying the following three conditions:
(i) ∅ ∈ T (∅ is called the root of T );
(ii) if u = u1 · · ·un ∈ T , then, for all k ≤ n, u1 · · ·uk ∈ T (these elements are called ancestors
of u, and the set of all ancestors of u is called its ancestral line; u1 · · ·un−1 is called the parent
of u). The set of ancestors of a vertex u is denoted by Au(T );
(iii) for any u ∈ T , there exists a nonnegative integer ku(T ) such that, for every i ∈ N∗,
ui ∈ T if and only if 1 ≤ i ≤ ku(T ) (ku(T ) is called the number of children of u, or the outdegree
of u).
The elements of T are called vertices, and we denote by |T | the total number of vertices in T .
A vertex u such that ku(T ) = 0 is called a leaf of T . The height h(u) of a vertex u is its distance
to the root, that is, the unique integer k such that u ∈ (N∗)k. We define the height of a tree
T as H(T ) = supu∈T h(u). In the sequel, by tree we always mean plane tree unless specifically
mentioned.
The lexicographical order ≺ on U is defined as follows: ∅ ≺ u for all u ∈ U\{∅}, and for
u,w 6= ∅, if u = u1u′ and w = w1w′ with u1, w1 ∈ N∗, then we write u ≺ w if and only if
u1 < w1, or u1 = w1 and u′ ≺ w′. The lexicographical order on the vertices of a tree T is the
restriction of the lexicographical order on U .
We do not distinguish between a finite tree T , and the corresponding planar graph where
each vertex is connected to its parent by an edge of length 1, in such a way that the vertices
with same height are sorted from left to right in lexicographical order.
Subtrees and nodes Let T be a plane tree and u ∈ T be one of its vertices. We define the
subtree of T rooted in u as the set of vertices that have u as an ancestor. This subtree is denoted
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by θu(T ).
One will often consider large nodes in a tree, i.e. vertices whose removal splits the tree into
at least two components of macroscopic size (that is, of the same order as the size of T ) that do
not contain the root. Specifically, a ≥ 0 being fixed, we say that u ∈ T is an a-node of T if there
exists an integer r ≤ ku(T ) satisfying:∑
w∈Ar(u,T )
|θw(T )| ≥ a,
∑
w∈A−r(u,T )
|θw(T )| ≥ a,
where Ar(u, T ) denotes the set of the first r children of u in lexicographical order, and A−r(u, T )
the set of its other children. In other terms, u is an a-node of T if one can split the set of its
children into two disjoint subsets made of consecutive children, in such a way that the sum of
the sizes of the subtrees rooted in the elements of each of these two subsets is larger that a. In
what follows, a will be of order |T | (by this, we mean larger than |T |, for some  > 0). We
denote by Ea(T ) the set of a-nodes of the tree T .
A particular case of a-nodes, for a > 0, is the case of a-branching points. We say that
u ∈ T is an a-branching point if there exist two children of u, say, v1(u) and v2(u), such that
|θv1(u)(T )| ≥ a, |θv2(u)(T )| ≥ a. One easily sees that any a-branching point is an a-node.
Contour function of a tree, associated lamination-valued process. We introduce here
some important objects derived from a plane tree. Specifically, a finite plane tree T being given,
we define its contour function, which is a walk on the nonnegative integers coding T in a bijective
way. In a second time, we construct from this contour function a lamination L(T ) and a random
lamination-valued process (Lu(T ))u∈[0,∞] which interpolates between S1 and L(T ). In what
follows, T is a plane tree and n denotes its number of vertices.
The contour function C(T ): First, it is useful to define the contour function (Ct(T ), 0 ≤ t ≤
2n) of T , which completely encodes the tree. To construct C(T ), imagine a particle exploring
the tree from left to right at unit speed, starting from the root. For t ∈ [0, 2n − 2], denote
by Ct(T ) the distance of the particle to the root at time t. We set in addition Ct(T ) = 0 for
2n− 2 ≤ t ≤ 2n. See Fig. 7 for an example. By construction, C(T ) is continuous, nonnegative
and satisfies C0(T ) = C2n(T ) = 0.
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Figure 7: A tree T ∈ U(7)11 , its contour function C(T ), and the associated lamination L(T ).
Chords and faces associated to vertices of T . We now propose a way of coding a vertex x of
T by a chord in D: define g(x) (resp. d(x)) the first (resp. last) time the particle performing
this contour exploration is located at x, and denote by cx(T ) the chord
cx(T ) :=
î
e−2ipig(x)/2n, e−2ipid(x)/2n
ó
in D. We define the lamination associated to the tree T
L(T ) := S1 ∪
⋃
x∈T
cx(T ).
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One can indeed check that the chords (cx(T ), x ∈ T ) do not cross each other. See Fig. 7, right
for an example.
The lamination-valued process (Lu(T ))u∈[0,∞]. We derive here from T a random nondecreas-
ing lamination-valued process, which interpolates between S1 and L(T ): at each integer time,
we add a chord corresponding to a uniformly chosen vertex in the tree. More precisely, let U1
be the root of T , and U2, . . . , Un be a uniform random permutation of the n − 1 other vertices
of T . Then, for u ∈ [0,∞], define
Lu(T ) := S1 ∪
buc∧n⋃
i=1
cUi(T ).
Remark notably that, for u ≥ n, Lu(T ) = L(T ).
Lukasiewicz path of the tree We define here an other way to code the tree T , called its
Lukasiewicz path and denoted by (Wt(T ))0≤t≤n. It is constructed as follows: start fromW0(T ) =
0 and, for all i ∈ Z+, i ≤ n−1, setWi+1(T ) = Wi(T )+kvi(T )−1, where vr denotes the (r+1)-th
vertex of T in lexicographical order. Then, W is the linear interpolation between these integer
values. See an example on Fig. 8.
1 2 53 4 6
1
2
3
0
Figure 8: A tree T and its Lukasiewicz path W (T ).
One can check that Wn(T ) = −1 and that, for all t ≤ n − 1, Wt ≥ 0. This walk provides
information on the degrees of the vertices of T , whereas the contour function rather allows to
get information on the global shape of the tree.
2.2 Bi-type trees
We now give to a plane tree additional structure, by coloring each of its vertices either black or
white - a tree whose vertices are not colored will be called monotype from now on. We say that
a finite plane tree T is a bi-type tree (in our context) if its vertices are colored white when their
height is even and black when it is odd. In particular, white vertices only have black children
and conversely. Notice that the root of a bi-type tree is white by definition. The number of white
vertices in a bi-type tree T is denoted by N◦(T ), and its number of black vertices by N•(T ). See
Fig. 9, left, for an example of bi-type tree.
We say that T is a labelled bi-type tree if, in addition, its black vertices are labelled from 1
to N•(T ). Such models of trees have already been studied in the past, notably by Bouttier, Di
Francesco and Guitter [7] who establish a bijection between a class of planar maps and a class
of labelled bi-type trees which they call mobiles.
Finally, for n, k ≥ 1, we denote by U(k)n the set of labelled bi-type trees with n white vertices
and k black vertices, whose leaves are all white, in which the labels of the black neighbours
(parent and children) of each white vertex are sorted in decreasing clockwise order (starting
from one of these children), and in which the labels of the children of the root are sorted in
decreasing order from left to right. Remark that, then, Un = ∪k≥1U(k)n .
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The white reduced tree. Let T be a bi-type tree. We define the associated monotype white
reduced tree T ◦, the following way:
• The vertices of T ◦ are the white vertices of T .
• A vertex x is the child of a vertex y in T ◦ if and only if x is a grandchild of y in the original
tree T .
This reduced tree encompasses the grandparent-grandchild relations between the white ver-
tices in T . See Fig. 9 for a picture of a tree and of the associated white reduced tree. For
convenience, we make no distinction between a white vertex of T and the associated vertex of
T ◦.
3
6
7
2
1
4
5
Figure 9: A labelled bi-type tree T , its associated white reduced tree T ◦ and the lamination
L•6(T ).
2.3 Colored laminations constructed from labelled bi-type trees
We propose here two ways to code a finite labelled bi-type tree T by discrete nondecreasing
colored lamination-valued processes. The first one only takes into account white vertices, and
is obtained from the contour function of the reduced tree T ◦. The second one is obtained by
considering the black vertices of T and their labelling.
The white process (L◦u(T ))u∈[0,∞] The white process of a bi-type tree T is the lamination-
valued process presented in Section 2.1, applied to the white reduced tree T ◦:
L◦u(T ) := S1 ∪
buc∧N◦(T )⋃
i=1
cUi(T
◦).
for any u ∈ [0,∞], where we recall that U1 = ∅ and U2, . . . , Un is a uniform permutation of the
other vertices. Remark that this construction is not an injection, as it only depends on C(T ◦)
while different bi-type trees may provide the same white reduced tree. Remark also that this
process is only made of laminations, without any black point.
The black process (L•u(T ))u∈[0,∞] The black process of a bi-type tree T is derived from
the contour function (Ct(T ), 0 ≤ t ≤ 2|T |) of the whole labelled bi-type tree T . Here, black
vertices are coded by faces of a colored lamination, and not by chords as in the white process.
More precisely, we define the face Fx(T ) associated to a vertex x of T the following way: let
0 ≤ t1 < t2 < . . . < tkx(T )+1 be the times at which x is visited by the contour function C(T ).
Then define the associated face as:
Fx(T ) := Conv
Ñ
kx(T )+1⋃
j=1
î
e−2ipitj/2|T |, e−2ipitj+1/2|T |
óé
,
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whose boundary is colored red and whose interior is colored black. In this definition, by conven-
tion, tkx(T )+2 = t1 and Conv(A) denotes the convex hull of A.
Now, for u ≥ 0, define
L•u(T ) := S1 ∪
buc∧N•(T )⋃
i=1
FVi(T ).
where Vi is the black vertex labelled i in T . The process (L•u(T ))u∈[0,∞] is called the black process
associated to T (on Fig. 9 are represented a tree T ∈ U(7)11 (left) and the color lamination L•6(T )).
2.4 Random trees
Let us now define random variables taking their values in the set of finite trees. We first define
the so-called monotype simply generated trees, and then extend this framework to bi-type trees.
We finally give some useful properties of both models. To avoid ambiguity, random monotype
trees will be written with a straight double T, and random bi-type trees with a curved T .
Monotype simply generated trees In the monotype case, we mostly rely on the deep survey
of Janson [22] about simply generated trees, in which all proofs and further details can be found.
Monotype simply generated trees (MTSG in short) were first introduced by Meir and Moon [32],
and are random variables taking their values in the space of finite monotype trees. Specifically,
for any n ≥ 1, denote by Tn the set of trees with n vertices. Fix w := (wi)i≥0 ∈ RZ++ a weight
sequence such that w0 > 0 and, to a finite tree T , associate a weight Ww(T ) :=
∏
x∈T
wkx(T ).
Then, for each n ≥ 1, n ≥ 1, we define the w-MTSG Twn with n vertices as the random variable
satisfying, for any tree T ∈ Tn,
P (Twn = T ) =
1
Zn,w
Ww(T )
where
Zn,w :=
∑
T∈Tn
Ww(T ).
Since, for any n ≥ 1, the set Tn is finite, the tree Twn is well-defined provided that Zn,w > 0,
which we implicitly assume.
Remark. Here, weight sequences satisfy w0 > 0, which was not the case for the weight sequences
inducing factorizations of the n-cycle, defined in Section 1. Indeed, in the case of monotype trees
the condition w0 > 0 ensures that at least one finite tree has positive weight. We will still use the
term ’weight sequence’ for both.
Remark that different weight sequences may provide the same simply generated tree:
Lemma 2.1. Let w,w′ be two weight sequences such that w0 > 0, w′0 > 0. Then, the two
following assumptions are equivalent:
(i) For any n ≥ 1, Twn
(d)
= Tw′n
(ii) There exists q, s > 0 such that, for all i ≥ 0, wi = qsiw′i.
Proof. The proof that (ii) ⇒ (i) is essentially due to Kennedy [24] in a slightly different setting,
and can be found in our form in [22, (4.3)]. In order to prove that (i) ⇒ (ii), we proceed by
induction on n. Assume without loss of generality that w′1 > 0 (otherwise we just need to slightly
14
adapt the proof). There exists a unique couple (q, s) ∈ (R∗+)2 such that w0 = qw′0 and w1 = qsw′1.
Now we consider the two different trees with 3 vertices: one has weight w0w21 and the other w20w2,
so that Z2,w = w0w21 + w20w2 > 0, and as well Z2,w′ = w′0w′21 + w′20 w′2 > 0. Since Tw2 and Tw
′
2
have the same distribution, Z−12,ww0w
2
1 = Z
−1
2,w′w
′
0w
′2
1 , which implies that Z2,w = q3s2Z2,w′ and
therefore that w2 = qs2w′2. By induction on i ≥ 2, we get that wi = qsiw′i for all i ≥ 0.
Galton-Watson trees When a weight sequence µ satisfies µ0 > 0 and
∑
i≥0 µi = 1, µ is a
probability distribution and we can define a random variable Tµ such that, for any finite tree T ,
P (Tµ = T ) = Wµ(T ) =
∏
x∈T
µkx(T ).
This variable is now defined on the whole set of finite trees, and not only on the subset of trees
of fixed size. In this case, we say that Tµ is a µ-Galton-Watson (µ-GW in short) tree, and that
µ is its offspring distribution. Thus, for any n ≥ 1, the MTSG Tµn is a µ-GW tree conditioned
to have n vertices.
Stable trees and stable processes Recall that the probability law µ is said to be critical if∑
i≥0 iµi = 1. A particular case of GW trees is when the offspring distribution µ is critical and
in the domain of attraction of an α-stable law, for α ∈ (1, 2].
If µ is in the domain of attraction of an α-stable law, the sequence of trees (Tµn)n≥1, restricted
to the values of n such that P(|Tµ| = n) > 0), is known to have a scaling limit: these trees, seen
as metric spaces for the graph distance and properly renormalized, converge in distribution, for
the so-called Gromov-Hausdorff distance, to some random compact metric space, introduced by
Duquesne and Le Gall [14] and called the α-stable tree, which we denote by T (α) (see Fig. 10,
left for a simulation of the 1.5-stable tree T (1.5)).
Figure 10: A simulation of the 1.5-stable tree T (1.5), the stable height process H(1.5) and the
process X(1.5).
These trees have recently become a topic of interest for probabilists. In particular, a funda-
mental result states that, jointly with the convergence of the renormalized trees (Tµn)n≥1 towards
T (α), their contour functions and Lukasiewicz paths also converge, after renormalization, to some
limiting càdlàg random processes (X(α)t )0≤t≤1 and (H
(α)
t )0≤t≤1 respectively, which can therefore
be seen as the analogues of the Lukasiewicz path and the contour function of these stable trees.
See Fig. 10 for a simulation of H(1.5) (middle) and X(1.5) (right).
Theorem 2.2. Let α ∈ (1, 2] and let µ be a probability distribution in the domain of attraction of
an α-stable law. Let (Bn)n≥0 be a sequence verifying (2). Then, in distribution in D([0, 1],R)2:Å
1
Bn
Wnt (Tµn) ,
Bn
n
C2nt (Tµn)
ã
t∈[0,1]
(d)→
n→∞
(
X
(α)
t , H
(α)
t
)
t∈[0,1]
This result is due to Marckert and Mokkadem [31] under the assumption that µ has a finite
exponential moment (that is,
∑
i≥0 µieβi > 0 for some β > 0). The result in the general case can
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be deduced from the work of Duquesne [12], although it is not clearly stated in this form. See
[26, Theorem 8.1, (II)] (taking A = Z+ in this theorem) for a precise statement.
In light of this convergence, investigating properties of these limiting objects allows to obtain
information on the shape of a typical realization of the tree Tµn for n large. Let us immediately
see an example. For α ∈ (1, 2), the limiting process X(α) satisfies the following properties with
probability 1 where, for s ∈ (0, 1], we have set ∆s := X(α)s −X(α)s− .
(H1) The local minima of X(α) are distinct (that is, for any 0 ≤ s < t ≤ 1, there exists at most
one r ∈ (s, t) such that X(α)r = inf [s,t]X(α)).
(H2) Let t be a local minimum of X(α) (i.e. X(α)t = min{X(α)u , t− ≤ u ≤ t+} for some  > 0),
and define s := sup
{
r ≤ t,X(α)r < X(α)t
}
. Then ∆s > 0, and X
(α)
s− < X
(α)
t < X
(α)
s .
(H3) If s ∈ (0, 1) is such that ∆s > 0, then for all 0 ≤  ≤ s, inf [s−,s]X(α) < X(α)s− .
These three properties are notably used in [27], in order to construct the lamination L(α)∞ , and are
proved in [27, Proposition 2.10]. The following lemma, which is a consequence of these properties
of X(α), provides useful information about the structure of a large µ-Galton-Watson tree:
Lemma 2.3. Let α < 2, and let µ be a critical distribution in the domain of attraction of an
α-stable law. Then:
(i) For any  > 0, there exists η > 0 such that, for all n large enough:
P (∃u ∈ Tµn, ku (Tµn) ≥ ηBn) ≥ 1− .
(ii) For any  > 0, there exists η > 0 such that, for n large enough, with probability larger than
1− , any n-node in Tµn has more than ηBn children.
In other terms, (i) means that, with high probability, there is at least one vertex in Tµn whose
number of children is of order Bn. Furthermore, (ii) states that all n-nodes of Tµn (which appear
to correspond to large faces in the associated lamination L(Tµn)) have a number of children of
order Bn.
Proof of Lemma 2.3. The proof of (i) is straightforward: it is known that the set of points
t ∈ [0, 1] where ∆t > 0 is dense in [0, 1] (for instance, the process satisfies Assumption (H0) in
[27]). In particular, almost surely, M := max {∆t, t ∈ [0, 1]} > 0. Fix  > 0, and take η > 0 such
that M > 2η with probability ≥ 1− /2. Then, by the convergence of Theorem 2.2, for n large
enough, the maximum degree in Tµn is larger than ηBn with probability ≥ 1− .
Let us now prove (ii). For x a vertex of Tµn, denote by i(x) the position of x in Tµn in
lexicographical order. Take u an n-node in Tµn. In particular, Wi(u) −Wi(u)−1 = ku(Tµn) − 1.
By definition of an n-node, its children can be split into two subsets Ar(u), A−r(u) for some
r ≥ 1, such that ∑w∈Ar(u) |θw(Tµn)| ≥ n and ∑w∈A−r(u) |θw(Tµn)| ≥ n. Let v(u) ∈ Tµn be the
first vertex of A−r(u) in lexicographical order. Then, it is clear by definition of W that
Wi(u)−1(Tµn) ≤Wi(v(u))−1(Tµn) ≤Wi(u)(Tµn). (5)
Now assume by the Skorokhod representation theorem that the convergence of Theorem 2.2 holds
almost surely. Assume that, for n along a subsequence, there exists an n-node un in Tµn such
that Wi(un)(Tµn)−Wi(un)−1(Tµn) = o(Bn) as n→∞ (that is, un has o(Bn) children). Since [0, 1]
is compact, up to extraction, one can assume in addition that there exists 0 < s < t < 1 such
that i(un)/n→ s and i(v(un))/n→ t. Thus, the limiting process X(α) should satisfy:
(a’) X(α)s = X
(α)
t−
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(b’) X(α)t− = inf [t−,t+]X(α).
Indeed, (a’) can be deduced from (5) and the fact thatWi(un)(Tµn)−Wi(un)−1(Tµn) = o(Bn), while
(b’) comes from (a’) along with the fact thatW is larger thanWi(un)(Tµn)−1 on [i(un), i(v(un))+
2n] as |θu(Tµn)| ≥ 2n. There are now two possible cases:
• first, if ∆s = 0, then, as by (H1) the local minima of X(α) are almost surely distinct,
X
(α)
s is not a local minimum of X(α) (since by (b’) X
(α)
t− is a local minimum). Therefore,
s = sup{r ≤ t,X(α)r < X(α)t } and by (H2) ∆s > 0, which contradicts our assumption;
• second, if ∆s > 0 then by (H3) s = sup{r ≤ t,X(α)r < X(α)t }; by (H2), it should happen
that X(α)t < X
(α)
s , which is not the case by (a’).
In conclusion, almost surely, there exists η > 0 such that, as n→∞, all n-nodes in Tµn have
at least ηBn children.
We can now present a first result of convergence concerning the lamination-valued process
associated to the trees Tµn, n ≥ 1. As the renormalized contour functions of these trees converge
as n → ∞ to H(α) by Theorem 2.2, it appears that the associated processes of laminations
converge towards the α-stable lamination-valued process (L(α)c )c∈[0,∞].
Theorem 2.4. Let α ∈ (1, 2], µ a distribution in the domain of attraction of an α-stable law,
and (Bn) satisfying (2). Then, jointly with the convergence of Theorem 2.2, the following holds
in distribution in D([0,∞],CL(D)):
(LcBn (Tµn))c∈[0,∞]
(d)→
Ä
L(α)c
ä
c∈[0,∞] ,
where we recall that the process (L(α)c )c∈[0,∞] is obtained from H(α) by the construction of Section
1.
This result is an immediate consequence of [36, Theorem 4.3 and Proposition 4.3], and is a
cornerstone of the proof of (4).
To end this section on random monotype trees, we provide a useful tool in the study of
Galton-Watson trees called the local limit theorem. It can be seen for instance as a consequence
of [26, Theorem 8.1, (I)], taking A = Z+ in the statement:
Theorem 2.5 (Local limit theorem). Let µ be a critical distribution in the domain of attraction
of a stable law, and (Bn) satisfying (2). Then, there exists a constant C > 0 such that, for the
values of n for which P(|Tµ| = n) > 0,
P (|Tµ| = n) ∼ C
nBn
as n→∞.
In particular, P(|Tµ| = n) decreases more slowly than some polynomial in n.
Bi-type simply generated trees We now define the bi-type analogue of MTSG trees, which
we call bi-type simply generated trees (in short, BTSG). Such random bi-type trees notably
appear in [29].
Let w◦, w• be two weight sequences, and impose that w•0 = 0 and w◦0 > 0. For T a bi-type
tree, define the weight of T as
Ww◦,w•(T ) :=
∏
x∈T,x white
w◦kx(T ) ×
∏
y∈T,y black
w•ky(T ).
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An integer n being fixed, a (w◦, w•)-BTSG with n white vertices is a random variable T (w◦,w•)n ,
taking its values in the set BTn of bi-type rooted trees with n white vertices, such that the
probability that T (w◦,w•)n is equal to some bi-type tree T ∈ BTn is
P
Ä
T (w◦,w•)n = T
ä
=
1
Zn,w◦,w•
Ww◦,w•(T ).
Here, Zn,w◦,w• =
∑
T∈BTnWw◦,w•(T ) is a renormalization constant (as usual, we shall restrict
ourselves to the values of n such that Zn,w◦,w• > 0). Note that, since we impose the condition
w•0 = 0, the set {T ∈ BTn,Ww◦,w•(T ) > 0} is finite at n fixed and therefore Zn,w◦,w• < ∞. In
addition, the leaves of T (w◦,w•)n are all white, and the number of black vertices in T (w
◦,w•)
n is at
most n− 1.
As in the monotype case, different couples (w◦, w•) may give the same BTSG.
Lemma 2.6 (Exponential tilting). Take two sequences w◦, w• such that w•0 = 0 and w◦0 > 0.
Take p, q, r, s ∈ R∗+ such that qr = 1, and define two new weight sequences w˜◦, w˜• as, for i ∈ Z+,
w˜◦i = pq
iw◦i , w˜
•
i = rs
iw•i .
Then, for all n ≥ 1, T (w◦,w•)n has the same distribution as T (w˜
◦,w˜•)
n .
In this case, we say that (w◦, w•) and (w˜◦, w˜•) are two equivalent couples of weight sequences
(one easily checks that this indeed defines an equivalence relation on the set of couples of weight
sequences (w◦, w•) such that w•0 = 0 and w◦0 > 0).
Proof. Fix n ≥ 1. Take T a bi-type tree with n white vertices, and denote by k the number of
black vertices in T . Then, remark that
Ww˜◦,w˜•(T ) =
∏
x∈T, x white
w˜◦kx(T ) ×
∏
y∈T, y black
w˜•ky(T )
=
∏
x∈T, x white
pqkx(T )w◦kx(T ) ×
∏
y∈T, y black
rsky(T )w•ky(T )
= pnqkrksn−1
∏
x∈T, x white
w◦kx(T ) ×
∏
y∈T, y black
w•ky(T )
= pnsn−1Ww◦,w•(T ) since qr = 1.
This implies in particular that Zn,w˜◦,w˜• = pnsn−1Zn,w◦,w• . Thus, for any tree T ∈ BTn,
P
Ä
T (w˜◦,w˜•)n = T
ä
= P
Ä
T (w◦,w•)n = T
ä
,
which provides the result.
From now on, unless explicitly mentioned, the tree T (w◦,w•)n will always be con-
sidered as a labelled bi-type tree, whose black vertices are labelled uniformly at
random from 1 to N•(T (w◦,w•)n ).
Finally, we end this section by stating a bi-type analogue of Theorem 2.4, in the case of a
size-conditioned (µ∗, ν)-BTSG. Here, µ∗ denotes the Poisson distribution of parameter 1 (that
is, for all i ≥ 0, (µ∗)i = e−1i!−1), and ν is a probability distribution satisfying either one of the
following two conditions:
(I) There exists α ∈ (1, 2) such that ν is in the domain of attraction of an α-stable law.
(II) ν has finite variance σ2ν (in which case we recall that ν is in the domain of attraction of a
2-stable law).
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Theorem 2.7. Let ν be a probability law satisfying (I) or (II), and let w• be the weight sequence
defined as w•0 = 0 and w•i = νi for i ≥ 1. Let (B˜n) be a sequence satisfying (3). Then the
following convergence holds in the space D(R+,CL(D))× CL(D).
(i) In case (I),Å(
L•
c(1−ν0)B˜n
Ä
T (µ∗,w•)n
ä)
0≤c<∞
,L•∞
Ä
T (µ∗,w•)n
äã (d)→
n→∞
(Ä
L(α)c
ä
0≤c<∞ ,L
(α),1
∞
)
.
(ii) In case (II),Å(
L•
c(1−ν0)B˜n
Ä
T (µ∗,w•)n
ä)
0≤c<∞
,L•∞
Ä
T (µ∗,w•)n
äã (d)→
n→∞
(Ä
L(2)c
ä
0≤c<∞ ,L
(2),pν∞
)
,
where
pν :=
σ2ν
σ2ν + 1
∈ [0, 1).
The proof of this theorem, which is quite technical, is postponed to Section 3.3. Studying
this particular family of BTSG is of great interest in our case, since they code in some sense a
w-minimal factorization of the n-cycle, as will be seen in Section 4.
Remark. Although we state and prove Theorem 2.7 only in the specific case w◦ = µ∗ for its con-
nection with minimal factorizations, this result holds in a more general framework. Specifically,
let ν◦ and ν• be two critical probability distributions, and w• a weight sequence such that w•0 = 0,
whose critical equivalent is ν•. Then, Theorem 2.7 still holds in the following more general cases
(I’) and (II’):
(I’) ν• is in the domain of attraction of an α-stable law for 1 < α < 2, and ν◦ has a finite
moment of order 2 + 2α. This seemingly strange condition appears when one adapts the
proof of Lemma 3.7.
(II’) both ν◦ and ν• have finite variance. In this framework, pν shall be replaced by a parameter
p which depends on both ν◦ and ν•.
In these two cases, all further proofs can be easily adapted.
Remark. Using the same tools as for the proof of Theorem 2.7, one can in fact prove that the
following slightly stronger convergence holds in the space D(R+,CL(D))× D((0, 1],CL(D)):
(i) In case (I),Å(
L•
c(1−ν0)B˜n
Ä
T (µ∗,w•)n
ä)
0≤c<∞
,
Ä
L•dn
Ä
T (µ∗,w•)n
ää
0<d≤1
ã
(d)→
n→∞
ÅÄ
L(α)c
ä
0≤c<∞ ,
(
L(α),1∞,d
)
0<d≤1
ã
.
(ii) In case (II),Å(
L•
c(1−ν0)B˜n
Ä
T (µ∗,w•)n
ä)
0≤c<∞
,
Ä
L•dn
Ä
T (µ∗,w•)n
ää
0<d≤1
ã
(d)→
n→∞
ÅÄ
L(2)c
ä
0≤c<∞ ,
(
L(2),pν∞,d
)
0<d≤1
ã
,
where
pν :=
σ2ν
σ2ν + 1
.
Here, for p ∈ [0, 1] and α ∈ (1, 2], the process
(
L(α),p∞,d
)
0<d≤1 that appears at the limit interpolates
in a ’linear’ way between the stable lamination L(α)∞ (for d ↓ 0) and the colored stable lamination
L(α),p∞ (for d = 1). To construct this process, start from the stable lamination and sort its faces by
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decreasing area. Associate to the face Fi labelled i a couple of independent variables (Xi, Yi), all
these couples (Xi, Yi)i≥1 being independent. For any i, the variable Xi is binomial of parameter
p, and determines whether the face Fi is colored in L
(α),p
∞ or not. The variable Yi is uniform on
[0, 1]: if X = 1 (that is, Fi is colored at the limit) then Yi is the time at which it is colored in the
process. More rigorously, for any d ∈ (0, 1],
L(α),1∞,d := L
(α)
∞ ∪
⋃
i≥1
Xi=1,Yi≤d
F •i
where F •i denotes the face Fi colored black. In words, we state that the faces that are colored
in the limiting lamination L(α),p∞ in case (I) and (II) appear in the process at independent times
Yin, where the Yi’s are uniform on (0, 1]. In some sense, this marks a second phase transition
at scale n, in which large black faces begin to appear.
3 The particular case of (µ∗, w)-bi-type trees.
This section is devoted to the study of particular properties of (µ∗, w)-BTSG trees, where µ∗ =
Po(1) and w is a weight sequence of stable type. Indeed, such trees appear as a natural coding of
minimal factorizations of stable type, as we will see in Section 4.3. In particular, we characterize
the distribution of the associated white reduced tree, and use it to prove Theorem 2.7. From
now on, as there is no ambiguity, we write Tn instead of T (µ∗,w)n , and T ◦n instead of
T ◦,(µ∗,w)n .
3.1 Reachable distributions: a study of the white reduced tree.
Recall that, a weight sequence (wi)i≥1 being given, there exists at most one critical probability
distribution ν called the critical equivalent of w such that, for some s > 0, for all i ≥ 1, νi = wisi.
If it is the case, the white reduced tree T ◦n is distributed as a Galton-Watson tree. The goal of
this section is to investigate the possible behaviours of its offspring distribution, and notably for
which sequences w this white reduced tree converges to a stable tree. Indeed, in this case, the
white process of Tn converges by Theorem 2.4, which helps us prove the convergence of the black
process of Tn.
In the rest of the paper, in the case of a (µ∗, w)-BTSG tree, ν will always denote the critical
equivalent of w, and µ the critical distribution such that T ◦n
(d)
= Tµn.
Let us state things formally. To a weight sequence w, we associate its generating function
Fw : x →
∞∑
i=0
wix
i. In particular, Fµ∗(x) := ex−1 is defined for any x ∈ R. It is a simple matter
of fact that the white reduced tree T ◦n is distributed as the monotype simply generated tree Tw˜n ,
where w˜ is the weight sequence whose generating function satisfies
Fw˜ = Fµ∗ ◦ Fw := eFw−1.
We say that a critical probability distribution µ is reachable if there exists a weight sequence
(wi)i≥1 such that, for all n ≥ 1, T ◦n is a µ-Galton-Watson tree conditioned to have n vertices.
In this case, we say that w reaches µ. The following theorem states that a large range of
distributions are reachable:
Theorem 3.1. Let α ∈ (1, 2) and L a slowly varying function. Then, there exists a reachable
critical distribution µ such that
Fµ(1− u)− (1− u) ∼
u↓0
u6=0
uαL
Ä
u−1
ä
. (6)
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Let α = 2 and ` > 0. Then there exists a reachable critical distribution µ such that
Fµ(1− u)− (1− u) →
u↓0
u6=0
` (7)
if and only if ` ≥ 1/2. This is equivalent to saying that µ has finite variance 2`.
Furthermore, let w be a weight sequence that reaches a critical probability distribution µ. Then
the two following points are equivalent:
• µ verifies (6) or (7).
• the critical equivalent ν of w satisfies:
Fν(1− u)− (1− u) ∼
u→0
u6=0
{
uαL
Ä
u−1
ä
if α ∈ (1, 2)
u2 (`− 1/2) if µ has finite variance.
In other terms, let (Bn)n≥1 be a sequence of positive numbers satisfying (2) for ν, and (B˜n)n≥1
be the sequence constructed from (Bn)n≥1 as in (3). Then, (B˜n) satisfies (2) for µ. This relation
between both is the reason of the scaling in B˜n appearing in both Theorems 1.3 and 2.7.
Theorem 3.1 also means that the only way to reach a distribution in the domain of attraction
of a stable law is to start from a weight sequence whose critical equivalent is already in the
domain of attraction of a stable law.
Theorem 3.1 is the consequence of a general result about reachable distributions, which may
be of independent interest: a reachable µ being given, all weight sequences that reach it are
closely related.
Proposition 3.2. Let µ be reachable and w a weight sequence reaching µ. Then, for any weight
sequence w′, w′ reaches µ if and only if there exists s, t > 0 such that
Fw′(tx)− Fw′(t) = Fw(sx)− Fw(s).
In particular, the set of weight sequences reaching µ can be written {w(s), s ∈ R∗+} defined
as: for any s > 0, any i ≥ 1, w(s)i := wisi.
Proof. Let w be a weight sequence reaching µ, and let w˜ be the weight sequence such that
Fw˜ = e
Fw−1. Then w˜ shall satisfy for some q, s > 0, by Lemma 2.1,
∀x ∈ [−1, 1], Fµ(x) = qFw˜(sx) = qeFw(sx)−1.
Applying this for x = 1, one gets 1 = qeFw(s)−1, which finally gives:
∀x ∈ [−1, 1], Fµ(x) = eFw(sx)−Fw(s).
The result directly follows.
Let us see how it implies Theorem 3.1:
Proof of Theorem 3.1. We start by proving the first part of this theorem. When α < 2, one can
define ν a critical distribution satisfying νk = k−1−αL(k), for k large enough. Thus, Fν(1− u)−
(1 − u) ∼ uα(L(u−1)) as u → 0, by e.g. [6, Theorem 8.1.6]. Define now the weight sequence
w by w0 = 0 and wi = νi for i ≥ 1. In particular, Fw(1 − u) − Fw(1) = Fν(1 − u) − Fν(1) =
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−u+ uαL(u−1)(1 + o(1)), and F ′w(1) = 1. Then, one can check that the probability law µ such
that Fµ(x) = eFw(x)−Fw(1) is reached by w and is critical. One gets in addition:
Fµ(1− u) = eFw(1−u)−Fw(1) = eFν(1−u)−1
= Fν(1− u) + 1
2
Ä
(Fν(1− u)− 1)2
ä
= 1− u+ uαL
Ä
u−1
ä
+ o(uα),
which implies the first part of Theorem 3.1.
When α = 2 and L(x) →
x→∞ ` ≥ 1/2, choose any critical distribution ν with variance 2` − 1
and construct w from ν the same way. This leads to
Fµ(1− u) = 1− u+ u2
Å
`− 1
2
ã
+
u2
2
+ o(u2).
In a second time, we shall prove that any critical reachable distribution has variance greater
than 1. Let µ be reachable, and take a weight sequence w reaching µ. Then, there exists s > 0
such that, for all x ∈ (−1, 1), Fµ(x) = eFw(sx)−Fw(s). After differentiating once and applying at
x = 1, one gets
1 = F ′µ(1) = sF
′
w(s). (8)
By differentiating twice, one gets, for any x ∈ (−1, 1),
F ′′µ (x) = s
2
Ä
F ′′w(sx) +
(
F ′w(sx)
)2ä
eFw(sx)−Fw(s). (9)
Assume now that µ has finite variance σ2µ. Since µ is critical, σ2µ = F ′′µ (1). Letting x go to 1 in
(9), we get by (8) that σ2µ = s2F ′′w(s) + 1 ≥ 1.
The second part is just a consequence of Lemma 3.2 and the construction of suitable weight
sequences in the beginning of this proof.
Finally, we give a simple criterion for a distribution to be reachable, which may be of inde-
pendent interest.
Proposition 3.3. Let µ be a critical distribution on Z+. Then, the following statements are
equivalent :
(i) µ is reachable
(ii) All successive derivatives of logFµ at 0 are nonnegative.
Proof. By Lemma 3.2, µ is reachable if and only if there exists a weight sequence w and s > 0
such that Fµ(x) = eFw(sx)−Fw(s) on (−1, 1), i.e. Fw(sx) = Fw(s) + logFµ(x) on this interval. All
wi’s are nonnegative, which proves that (i) ⇒ (ii). Now assume (ii) and denote by vi the ith
derivative of logFµ at 0. Then, the weight sequence (wi)i≥0 defined by wi := vi(i!)−1 for i ≥ 1
and w0 = 0 satisfies Fµ = eFw−Fw(1) on (−1, 1). Therefore, w reaches µ.
As a consequence of Proposition 3.3, for any α ∈ (1, 2), any slowly varying function L, there
exists a probability distribution µ verifying (6), such that all successive derivatives of Fµ at 0 are
nonnegative. For any ` ≥ 1, there exists µ with variance `, verifying (7), such that all successive
derivatives of Fµ at 0 are nonnegative.
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3.2 Compared counting of the vertices in the tree Tn and the white reduced
tree T ◦n
Before we prove Theorem 2.7 in the next subsection, we gather results concerning the number of
black vertices in different connected components of the tree Tn, comparing them to the number of
white vertices in these connected components. It appears that these quantities are asymptotically
proportional, the proportionality constant being the average number of black children of a white
vertex. Let us state things properly:
Lemma 3.4 (Number of black vertices in a BTSG). Let w be a weight sequence of α-stable type
for some α ∈ (1, 2], and ν be its critical equivalent. Then, as n→∞,
1
n
N• (Tn) P→ 1− ν0.
As we will see in the next section, this straightforwardly implies Lemma 1.1.
Proof. The idea of the proof is to split the set of black vertices in the tree according to the
number of white grandchildren of their parents. Let Nn,◦k be the number of white vertices in Tn
that have exactly k white grandchildren. Then, observe two things: (i) for any fixed K ∈ Z+,
jointly for k ∈ J1,KK, we have with high probability∣∣Nn,◦k − nµk∣∣ ≤ n3/4; (10)
(ii) conditionally to the fact that a white vertex has k white grandchildren, its number of black
children is independent of the rest of the tree, and is distributed as a variable Xk verifying X0 = 0
almost surely and 1 ≤ Xk ≤ k for all k ≥ 1.
Indeed, (i) is a consequence of the joint asymptotic normality of the quantities Nn,◦k (see e.g.
[35, Theorem 6.2 (iii)]), while (ii) is clear by definition of the BTSG. Let us see how it implies
our result. Fix  > 0, and K ≥ 1 such that ∑Kk=1 kµk ≥ 1 − . Such a K exists by criticality
of µ. By (i) and (ii), a central limit theorem on the variables Xk, k ≤ K gives that, with high
probability, jointly for any 0 ≤ k ≤ K,
|Nn,•k − nµkE[Xk]| ≤ n4/5, (11)
where Nn,•k denotes the number of black vertices in the tree whose parent has k white grandchil-
dren. On the other hand, a white vertex u being given, its number of black children is necessarily
less than its number of white grandchildren. Thus we get that the total number of black vertices
in the tree whose parent has at least K + 1 white grandchildren satisfies
∑
k≥K+1
Nn,•k ≤
∑
k≥K+1
kNn,◦k = (n− 1)−
K∑
k=0
kNn,◦k ,
as
∑
k∈Z+ kN
n,◦
k is the number of white grandchildren in the tree, which is equal to n− 1 (only
the root is not a grandchild of any white vertex). Therefore, applying (10) to each k ≤ K, we
get that
∑
k≥K+1N
n,•
k ≤ n+ (K + 1)n3/4 with high probability. Finally, using (11), as n→∞,
P
Ñ∣∣∣∣∣∣N• (Tn)n − ∑k∈Z+ µkE[Xk]∣∣∣∣∣∣ ≥ 2é→ 0.
The only thing left to prove is that∑
k≥0
µk E [Xk] = 1− ν0. (12)
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To this end, we see the tree Tn as a bi-type Galton-Watson tree. We define two probability
measures µ◦, µ• as follows:
∀i ≥ 0, µ◦i = µ∗i eν0 (1− ν0)i
µ•0 = 0 and ∀i ≥ 1, µ•i = (1− ν0)−1νi, (13)
One easily checks that these measures have total mass 1. A quantity of particular interest is the
mean of µ◦: ∑
j≥1
j µ◦j =
∑
j≥1
j µ∗j e
ν0 (1− ν0)j = eν0−1
∑
j≥1
j
(1− ν0)j
j!
= 1− ν0. (14)
Furthermore, by Lemma 2.6, for any n ≥ 1, T (µ◦, µ•)n (d)= T (µ
∗,w)
n . We can therefore write:∑
k≥0
µk E [Xk] =
∑
k≥0
µk
∑
j≥1
j P
(
k∅
Ä
T (µ◦, µ•)n
ä
= j
∣∣∣k∅ ÄT ◦,(µ◦, µ•)n ä = k) .
Indeed, by definition, the variable Xk is distributed as the number of black children of ∅ (or any
other white vertex) conditionally to the fact that ∅ has k white grandchildren. Now remark that,
since µ◦ and µ• are probability measures, one can define the bi-type Galton-Watson tree T (µ◦, µ•)
as in the monotype case, as the random variable on the set of finite bi-type trees satisfying, for
any bi-type tree T :
P
Ä
T (µ◦, µ•) = T
ä
=
∏
x∈T,x white
µ◦kx(T ) ×
∏
y∈T,y black
µ•ky(T ).
In particular, the BTSG T (µ◦, µ•)n is distributed as the tree T (µ◦, µ•) conditioned to have n white
vertices. Now recall that µ is the critical distribution such that T ◦n
(d)
= Tµn for all n ≥ 1. Notably,
for all k, µk = P(k∅(T ◦,(µ◦, µ•)) = k). Thus, using the fact that, conditionally to the number of
white grandchildren of a white vertex u of Tn, the number of black children of u is independent
of the rest of the tree, we can prove (12). Here, for convenience, we write T for T (µ◦, µ•) and T ◦
for T ◦,(µ◦, µ•).
∑
k≥0
µk E [Xk] =
∑
k≥0
µk
∑
j≥1
j P
(
k∅ (T ) = j
∣∣∣k∅ (T ◦) = k)
=
∑
j≥1
j
∑
k≥0
P
(
k∅ (T ) = j
∣∣∣k∅ (T ◦) = k)P (k∅ (T ◦) = k)
=
∑
j≥1
j P (k∅ (T ) = j) =
∑
j≥1
j µ◦j ,
which implies (12) by (14).
We now generalize this statement, by investigating the number of black vertices in different
components of a tree. This refinement allows us to precisely control the location of large faces in
the black process of the tree, and thus to prove Theorem 2.7. Specifically, a tree T being given,
each vertex u of T induces a partition of the set of vertices of T into three parts: the set G1(u, T )
of vertices that are visited for the first time by the contour function C(T ) before u, the subtree
G2(u, T ) rooted in u and the set G3(u, T ) of the vertices visited for the first time by C(T ) after
u has been visited for the last time.
Lemma 3.5. With high probability, jointly for u ∈ Tn a white vertex, as n→∞, we have, jointly
for i = 1, 2, 3:
|Gi (u, T ◦n )| = (1 + (1− ν0))−1 |Gi(u, Tn)|+ o(n),
where we recall that we also denote by u the vertex in T ◦n corresponding to u.
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In other terms, the proportions of vertices in Tn in lexicographical order respectively before
u, in the subtree rooted at u and after u are, with high probability, close to the proportions of
vertices in T ◦n in lexicographical order before u, in the subtree rooted at u and after u. This
boils down to proving that, in each of these components, the number of black vertices is roughly
(1− ν0) times the number of white vertices.
Proof. Fix  > 0, and take K ∈ Z+ such that ∑Kk=0 kµk ≥ 1 − . For 0 ≤ k ≤ K, denote by
Nk2nt(T ◦n ), for 0 ≤ t ≤ 1, the number of different vertices in T ◦n with k children visited by the
contour function C(T ◦n ) before time 2nt. Then, it is known (see [35, Theorem 1.1 (ii)] for the
finite variance case and [35, Theorem 6.1 (ii)] for the infinite variance case) that, uniformly in
k ≤ K: Ç
Nk2nt (T ◦n )− nµkt√
n
å
0≤t≤1
(d)→
n→∞ (C1et + C2Bt)0≤t≤1 , (15)
where C1, C2 are constants that only depend on µ, e is a normalized Brownian excursion and B
is a Brownian motion independent of e.
Now, for u a white vertex of Tn, denote by Nk,(1)(u) (resp. Nk,(2)(u), Nk,(3)(u)) the number
of different white vertices with k white granchildren in Tn visited by C(Tn) for the first time
before the first visit of u (resp. between the first and last visits of u, and after the last visit of
u). For 1 ≤ i ≤ 3, set in addition N (i)(u) = |Gi(u, Tn)| := ∑k≥0Nk,(i)(u), the total number of
vertices visited by the contour function resp. before the first visit of u, between the first and last
visits of u and after the last visit of u. We obtain from (15) that, as n→∞:
P
(
∃u ∈ Tn, u white, ∃k ∈ J0,KK,∃i ∈ J1, 3K, ∣∣∣Nk,(i)(u)− µkN (i)(u)∣∣∣ ≥ n3/4)→ 0.
Now, on the complement of this event, using the notation Xk of Lemma 3.4, for any white
vertex u ∈ Tn white, a central limit theorem provides:
P
(∣∣∣N•,k,(i)(u)−Nk,(i)(u)E[Xk]∣∣∣ ≥ n3/4) = o(1/n), (16)
where N•,k,(i)(u) denotes the number of black vertices in Gi(u, Tn) whose parent has k white
grandchildren. On the other hand, the total number of black vertices in the tree whose parent
has more than K white grandchildren is again at most n + (K + 1)n3/4 with high probability
by (10). By summing (16) over all k ≤ K, all 1 ≤ i ≤ 3 and all white vertices u ∈ Tn, and finally
by letting → 0, we obtain the result.
3.3 Proof of the technical theorem 2.7
This whole subsection is devoted to the proof of Theorem 2.7. First of all, we explain the
structure of this proof: let α ∈ (1, 2], (wi)i≥1 be a weight sequence of α-stable type, and ν be
its critical equivalent. When α < 2 or when ν has finite variance, we prove that the black and
white processes coded by the BTSG Tn are asymptotically close to each other at the scale B˜n
(where (B˜n)n≥1 satisfies (3) for ν). Then, we investigate the whole colored lamination L•∞(Tn),
showing that it converges to a random stable lamination whose faces are colored independently
with the same probability. The following theorem gathers these different results. Again in this
section, as there is no ambiguity, Tn stands for T (µ∗,w)n .
Theorem 3.6. Let α ∈ (1, 2], w be a weight sequence of α-stable type, ν be its critical equivalent,
and (B˜n)n≥1 verifying (3) for ν. Then, if α ∈ (1, 2) or if ν has finite variance:
(i) There exists a coupling between the black process and the white process of Tn such that:
dSk
Å(
L•
c(1−ν0)B˜n(Tn)
)
c≥0
,
Ä
L◦
cB˜n
(Tn)
ä
c≥0
ã
P→
n→∞ 0.
where dSk denotes the Skorokhod distance on D(R+,CL(D)).
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(ii) The white process of Tn converges in distribution towards the α-stable lamination process:Ä
L◦
cB˜n
(Tn)
ä
c∈[0,∞]
(d)→
n→∞
Ä
L(α)c
ä
c∈[0,∞] .
(iii) In distribution, under the coupling of (i) and jointly with convergence (ii),
L•∞ (Tn)
(d)→
n→∞ L
(α),pν∞ ,
where
pν :=
σ2ν
σ2ν + 1
.
Before jumping into the proof of Theorem 3.6, let us explain why this theorem is enough to
get Theorem 2.7.
Proof of Theorem 2.7. The proof of Theorem 2.7 is now straightforward. Indeed, Theorem 3.6
(i) and (ii) imply the convergence of the first marginal in Theorem 2.7, that is, the convergence
of the black process of Tn on any compact of R+. The joint convergence of L•∞(Tn) is finally a
consequence of Theorem 3.6 (iii).
Let us therefore prove Theorem 3.6.
3.3.1 Proof of Theorem 3.6 (i)
We first explain the way of coupling the white and black processes coded by Tn. To each black
vertex u, associate its white child k(u) whose subtree in T ◦n has the largest size (if the largest
size is reached by more than one white child, then choose one uniformly at random). Now, start
from a uniform labelling of the white vertices. We label the black vertices the following way:
give the label 1 to the black vertex u1 such that k(u1) has the smallest label among all white
vertices of the form k(u); give the label 2 to u2 such that k(u2) has the second smallest label,
etc. This provides a way of labelling the black vertices of Tn from 1 to N•(Tn), and this labelling
is clearly uniform. See Fig. 11 for an example of this coupling. This induces therefore a coupling
between the black and white processes (L◦u(Tn))u∈[0,∞] and (L•u(Tn))u∈[0,∞].
3
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Figure 11: The coupling between labels of black and white vertices in a tree: arrows go from a
black vertex u to the white vertex k(u). Left: the coupling between vertices. Middle: a uniform
labelling of the white vertices. Right: the induced labelling of the black vertices
We claim that, under this coupling, Theorem 3.6 (i) holds. To this end, we prove that the
following two events hold with high probability:
(a) first, uniformly for u a black vertex in Tn with label ≤ B˜n log n, the distance between
S1 ∪ Fu(Tn) (in L•(Tn)) and S1 ∪ ck(u)(T ◦n ) (in L◦(Tn)) goes to 0;
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(b) uniformly for each black vertex u with label e(u) ≤ B˜n log n,
|(1− ν0) e◦(k(u))− e(u)| = o(B˜n), (17)
where e◦(x) is the label of the white vertex x.
Roughly speaking, (a) proves that faces of the black process are close (one by one) to some chords
of the white process, and (b) that each face roughly appears at the same time as the associated
chord, in the time-rescaled processes.
Under these two events, the Skorokhod distance between the black and the white processes
up to time B˜n log n, rescaled in time by a factor B˜n, goes to 0 as n→∞. Indeed, by (17), if one
rescales by this factor B˜n, asymptotically the face Fu(Tn) and the chord ck(u)(T ◦n ) appear at the
same time up to o(1), uniformly for u a black vertex with label ≤ B˜n log n. The only thing left
to prove is that no other large white chord appears in the white process before time B˜n log n.
To see this, remark that, at  > 0 fixed, if a chord cv(T ◦n ) has length larger than , where v is
a white vertex that is not of the form k(u) for some black vertex u, then necessarily the parent
of v in T ◦n is an n-branching point. The number of white vertices v such that |θv(T ◦n )| ≥  and
such that the parent of v in T ◦n is an n-branching point is bounded by −1, independently of
n. Hence, with high probability none of them has a label less than B˜n log n, and all large white
chords in the white process that appear before time B˜n log n are of the form ck(u)(T ◦n ) for some
black vertex u. This implies Theorem 3.6 (i).
W now prove (a) and (b). In what follows, we call marked vertices the white vertices of the
form k(u) for some black vertex u ∈ Tn.
In order to prove (a), we mostly rely on Lemma 3.5. Fix  > 0 and take u a black vertex in
Tn with label ≤ B˜n log n. Then, with high probability, u is not a black n-node of Tn. Indeed,
there are at most 2n vertices in total in Tn, and thus at most 2−1 n-nodes in this tree. Assume
that it is not an n-node. Then, if all chords of the boundary of Fu have lengths < , with high
probability ck(u) has length less than 2 by Lemma 3.5. Now assume that one of the chords in
the boundary of Fu, which we denote by c∗, has length greater than . As u is not an n-node
of Tn, there are at most two such chords in the boundary of Fu and therefore dH(c∗, Fu) < 2pi.
In addition, again by Lemma 3.5, with high probabliity dH(c∗, ck(u)) < 2pi. Furthermore, this
holds jointly for all u with label ≤ B˜n log n.
In order to prove (b), the idea is to code the location of marked vertices (corresponding to
the children of each black vertex having the largest subtree, which are fixed and do not depend
on the labelling on the white vertices; they are white vertices that are targets of an arrow on
Fig. 11 left and middle) in lexicographical order by a walk on R, and then use well-known results
about the behaviour of random walks.
First, remark that, by Lemma 3.4, with high probability there are N•(Tn) := (1− ν0)n(1 +
o(1)) black vertices in the tree Tn. Therefore, among the n white vertices in the tree, (1−ν0)n(1+
o(1)) of them are marked, and the fact that a vertex is marked does not depend on the labelling.
Moreover, the labels of these white vertices are uniformly chosen among all N•(Tn)-tuples of
distinct integers between 1 and n.
Thus, the problem boils down to the following: there are n white vertices, among which (1−
ν0)n(1 + o(1)) are marked. We want to prove that, with high probability, uniformly in c ≤ log n,
among the first cB˜n white vertices (for the order of the labels), there are c(1− ν0)B˜n(1 + o(1))
marked ones.
To prove it, denote by qx the number of marked vertices among the first x ones. It is clear
that, uniformly for k ≤ B˜n log n, uniformly for N ≥ (1− ν0)n/2, conditionally to N•(Tn) = N :
P
Ä
qB˜n logn = k
ä
=
P (B1 = k)P (B2 = N − k)
P (B3 = N)
∼ P (B1 = k) (18)
as n→∞, where B1 = Bin(bB˜n log nc, 1−ν0), B2 = Bin(n−bB˜n log nc, 1−ν0), B3 = Bin(n, 1−
ν0). Remark that N•(Tn) ≥ (1 − ν0)n/2 with high probability, so that (18) holds with high
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probability. Furthermore, conditionally to the value k of qB˜n logn, the set of marked vertices is
uniformly distributed among all possible subsets of k of these B˜n log n white vertices.
Finally, notice that the quantity (1 − ν0) e◦(k(u)) − e(u), for u the white vertex labelled i,
can be seen as the value at time i of a specific random walk, constructed from the labelling
of the vertices in Tn. More precisely, denote by (Si)0≤i≤B˜n logn the walk defined as follows: it
starts from the value S0 = 0 and, for 1 ≤ i ≤ B˜n log n, Si − Si−1 = −1 if the white vertex
labelled i is of the form k(u) for some black vertex u (that is, the vertex is marked), and
Si − Si−1 = (1 − ν0)/ν0 otherwise. Then, one can check that conditionally to the value k of
qB˜n logn, this walk is distributed as a random walk (S
′
i, 0 ≤ i ≤ B˜n log n) starting from 0 with
i.i.d. jumps, the jumps being −1 with probability 1 − ν0 and (1 − ν0)/ν0 with probability ν0,
conditioned to have k "−1" jumps. In particular, the expectation of each jump of S′ is 0. By the
so-called local limit theorem (see [20, Theorem 4.2.1] for a statement and proof), the maximum
of the absolute value of this walk is of order
»
B˜n log n = o(B˜n). Using (18), the maximum of
the absolute value of (Si)0≤i≤B˜n logn is also of order
»
B˜n log n with high probability. Finally,
remark that, for any white vertex u labelled i ≤ B˜n log n, the value Si of the walk at time i is
exactly (1− ν0) e◦(k(u))− e(u) by construction. This proves the result.
3.3.2 Proof of Theorem 3.6 (ii)
To prove this, we use the fact that the white reduced tree T ◦n is a µ-GW tree conditioned to
have n vertices, where - by Theorem 3.1 - µ is a critical probability distribution in the domain of
attraction of an α-stable law. Hence, Theorem 3.6 (ii) directly follows from [36, Theorem 3.3 and
Proposition 4.3], and is used under this form in [36] to study the model of minimal factorizations
of the n-cycle into transpositions.
We now prove the third part of Theorem 3.6. We separately treat the two cases when α < 2
and when ν has finite variance.
3.3.3 Proof of Theorem 3.6 (iii), when α < 2
In the whole paragraph, (B˜n)n≥1 is a sequence that satisfies (3) for ν. In particular, as n→∞,
B˜n ∼ n1/α`(n) (19)
for some slowly varying function `.
We prove here that, jointly with the convergence of Theorem 3.6 (ii), the sequence (L•∞(Tn))n≥1
converges towards the colored stable lamination L(α),1∞ , whose red part is L(α)∞ (which denotes
here the limit of the process (L◦∞(Tn))n≥1 by Theorem 3.6 (ii)), and whose faces are all colored
black. In order to see it, we prove that with high probability in the tree Tn, for any white n-node
u of Tn, almost all grandchildren of u have the same black parent. To this end, we rely on the
following lemma, inspired from [29, Section 5, Lemma 5]:
Lemma 3.7. There exists a small δ > 0 such that, for any η > 0, with high probability, for any
white vertex u ∈ Tn having at least ηB˜n white grandchildren, all of them but at most B˜nn−δ have
the same black parent.
Let us immediately see how this implies the convergence of Theorem 3.6 (iii) in this case.
The key remark, which is straightforward by construction, is that all faces with a ’large’ area
in the colored lamination are coded by large nodes in the tree Tn (either black or white). More
precisely, for any r > 0, there exists  > 0 such that all faces of area larger than r in L•∞(Tn)
are coded by n-nodes of Tn. In addition, if a black vertex is a ρn-node of Tn, then, by Lemma
3.5, with high probability its white parent is an (1− ν0)ρn/2-node of the reduced tree T ◦n . This
allows us to focus only on white n-nodes of T ◦n .
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Proof of Theorem 3.6 (iii). We use the fact that with high probability all large white nodes in
original tree have a large number of white grandchildren. Let us fix  > 0, and take η > 0 such
that, with probability ≥ 1 − , all white n-nodes in T ◦n have at least ηB˜n white grandchildren
in Tn (such an η exists by Lemma 2.3 (ii)). Denote by K(T ◦n ) the (random) number of n
nodes in T ◦n . Remark that there are at most −1 of them, and denote them by a1, . . . , aK(Tn) in
lexicographical order.
Let us focus on a1. Take δ > 0 such that, by Lemma 3.7, with high probability all white
grandchildren of a1 except at most B˜nn−δ have the same black parent, which we denote by b1.
Set now S(a1) := {u granchild of a1, |θu(Tn)| ≥ n}, the subset of grandchildren of a1 whose
subtree in Tn has size more than n. Then |S(a1)| ≤ b2−1c, and with high probability all
elements of S(a1) are children of b1. Now define from these points the face F˜a1(Tn), as
F˜a1(Tn) = S1 ∪ ca1(Tn) ∪
⋃
u∈S(a1)
cu(Tn),
whose connected component having ca1 in its boundary and not containing 1 is colored black.
In other terms, this face does only take into account the subtrees of size larger than n rooted
in grandchildren of a1.
Then, using Lemma 3.5 jointly for each point of S(a1), it is clear that, with high probability,
dH
Ä
Fb1(Tn), F˜a1(Tn)
ä
≤ 2pi.
On the other hand, by construction,
dH
Ä
F˜a1(Tn), F ′a1(T ◦n )
ä
≤ 2pi,
where F ′a1(T ◦n ) is the colored lamination defined as
F ′a1(T ◦n ) := S1 ∪ ca1(T ◦n ) ∪
⋃
u granchild of a1
cu(T ◦n )
in which the face of L◦∞(Tn) whose boundary contains ca1 and all chords cu for u a grandchild
of a1 is colored black. In other words, the large face of L•∞(Tn) coded by b1 is close to the large
face of L◦∞(Tn) bounded by the chords coded by a1 and its grandchildren, and colored black. In
addition, the same holds for a2, . . . , aK(Tn). Since L◦∞(Tn) converges in distribution towards the
α-stable lamination L(α)∞ , L•∞(Tn) converges in distribution towards L(α),1∞ .
We now prove Lemma 3.7.
Proof of Lemma 3.7. The proof is inspired from [29, Section 5, Lemma 5]. Fix δ > 0 such that
2δ(α+ 1/α) < 1. Take η > 0, and n large enough so that ηB˜n > 2B˜nn−δ. For u a white vertex
of Tn, for any k,M ≥ 1, define the following event E(u, k,M): u has k black children, a number
M ≥ ηB˜n of white grandchildren and simultaneously none of its black children has more than
M − B˜nn−δ white children. This implies that at least two among its black children have more
than B˜nn−δ/k white children.
Therefore, for any white vertex u, uniformly in M ≥ ηB˜n and k ≥ 2, one gets:
P
(
E(u, k,M)
∣∣∣ ku(T ◦n ) = M) ≤ µ∗(k)Çk2åν Ä[B˜nn−δ/k,∞)ä2 .
On the other hand, by usual properties of the domain of attraction of stable laws (see e.g. [15],
Corollary XV II.5.2), there exists a constant K > 0 such that, for all R > 0, ν([R,∞)) ≤
KR−α+δ. Hence, the probability that there exists a white vertex u in Tn with more than ηB˜n
white grandchildren and such that E(u, k,M) holds for some k ≥ 2, M ≥ ηB˜n is less than
n
∞∑
k=2
µ∗(k)
Ç
k
2
å
ν
Ä
[B˜nn
−δ/k,∞)
ä2 ≤ n( ∞∑
k=2
µ∗(k)
Ç
k
2
å
k2α−2δ
)
B˜−2α+2δn n
2αδ = O
Ä
n1+2αδB˜2δ−2αn
ä
.
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Using (19) and the definition of δ, n1+2αδB˜2δ−2αn ≤ n2δ(α+1/α)−1`(n)2δ−2α for some slowly varying
function `. It is finally well-known that, for any  > 0, for n large enough, `(n) ∈ (n−, n), by
the so-called Potter bounds (see e.g. [6, Theorem 1.5.6] for a precise statement and a proof).
Thus, n1+2αδB˜2δ−2αn = o(1) as n→∞, which proves our result.
3.3.4 Proof of Theorem 3.6 (iii), when ν has finite variance
The case with finite variance is different. Indeed, in this case, it may happen that 0 < pν < 1,
and the coloration of the limiting Brownian triangulation is not trivial. We prove that, still, each
face of the limiting object is colored black independently with the same probability pν .
Let us first recall some notation. In what follows, for µ a critical distribution, Tµ denotes a
µ-GW tree, and, for any i ≥ 1, Tµi denotes a µ-GW tree conditioned to have exactly i vertices.
∅ always denotes the root of the tree, and Ku(T ) denotes the set of children of u in T .
Fix  > 0. When µ has finite variance, for n large, n-nodes in Tµn are in fact n/2-branching
points, which we recall are vertices such that two of their children are the root of a subtree of
size ≥ n/2:
Lemma 3.8. With high probability as n → ∞, jointly for all n-nodes u of Tµn, there exist
v1(u), v2(u) two children of u such that
|θv1(u)(Tµn)| ≥ n/2, |θv2(u)(Tµn)| ≥ n/2,
and
∑
w∈Ku(Tµn),w 6=v1(u),v2(u)
|θw(Tn)| = o(n).
In other therms, if the tree splits at the level of u into at least two macroscopic components,
then with high probability it splits into exactly two of them. This is a well-known fact, direct
consequence of the convergence of Theorem 2.2 and the fact that the local minima of the normal-
ized Brownian excursion are almost surely distinct. Thus, exactly two children of each n-node
are the root of a ’large’ subtree, while the sum of the sizes of all other subtrees rooted in a child
of this node is o(n). Therefore, investigating n-nodes boils down to investigating n-branching
points.
In order to prove that faces are asymptotically colored in an i.i.d. way, remark that, a
white n-branching point of T ◦n being given, there are two possible cases: either its two white
grandchildren with a large subtree v1(u), v2(u) have the same black parent (see Fig. 12, top-left)
which provides a large black face in the lamination; or they have two different black parents
(see Fig. 12, top-right) which provides a large white face. Finally, remark that the event that
v1(u), v2(u) have the same black parent, conditionally to the number of white grandchildren of
u, is independent of the rest of the tree.
The proof therefore has two different steps. We first prove that the distribution of the colors
of the faces asymptotically does not depend on the shape of the tree (this means that it is
asymptotically independent of the colored lamination-valued process (L•
cB˜n
(Tn))0≤c≤M stopped
at any finite time M). This step is done by shuffling branching points in the tree, in such a way
that the shape of the tree is not changed much. In a second time, we prove that the distribution
of the colors of the largest faces in the final lamination indeed converges towards i.i.d. random
variables, and compute the asymptotic probability that a large face is colored black.
Let us first define a transformation on bi-type trees, which allows to introduce additional
randomness in the degree distribution of white branching points without changing the overall
shape of this tree. The image T˜n of the random tree Tn by this transformation shall be distributed
as Tn, and their black processes shall in addition be close with high probability. Furthermore,
L•∞(T˜n) shall be close to L(α),p∞ for some p ∈ [0, 1], which proves Theorem 3.6 (iii).
The idea of the transformation is to randomize a small part of the tree Tn, so that the whole
black process (L•c(Tn))c≥0 does not change much. To this end, we associate to each ’large’ face
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of L•∞(Tn) a white branching point of T ◦n : the vertex coded by this face if the face is white, and
the parent of this vertex if it is black. Then,  > 0 being given, one shuffles some well-chosen
branching points in the tree, so that white n-branching points of T ◦n are still n-branching points
after this shuffling, but the coloration of the face that they code is randomized. Indeed, although
we are able to compute the limiting joint distribution of the degrees of the branching points
in a conditioned GW-tree, it is not clear at first sight that this distribution is asymptotically
independent of the shape of the tree. This transformation allows us to prove it, by shuffling a
large number of ρn-branching points (for 0 < ρ < ) with the n-branching points of the initial
tree.
Let us state it properly. For  > η > 0 two constants, we define the set BT,ηn as the set of
bi-type trees Tn with n white vertices, such that there exists a white vertex u ∈ Tn satisfying
|θu(T ◦n)| ∈ (ηn, n). For any tree Tn ∈ BT,ηn , we define a shuffling operation.
Definition 3.9 (The shuffling operation). Fix three constants  > η > ρ > 0 and take Tn ∈
BT,ηn . We construct the shuffled tree T ,η,ρn as follows: take u a white vertex of Tn such that
|θu(T ◦n)| ∈ (ηn, n). Let E := En(T ◦n) ∪ Eρn(θu(T ◦n)), the set made of all white n-branching
points of T ◦n and all white ρn-branching points of the white subtree rooted in u (remark that
there is no n-branching point in this subtree, by definition of u). Since ρ < , n-branching
points are also ρn-branching points and thus |E| ≤ ρ−1 (notice that |E| is random anyway). Let
U1, . . . , U|E| be the elements of E, sorted in lexicographical order. For each i ≤ |E|, denote by
v1(Ui), v2(Ui), in lexicographical order, the two grandchildren of Ui whose subtrees are the largest
(in case of equality, arbitrarily pick two that are larger than all others). Define the tree T ,η,ρn
from Tn as follows: denote by S(Ui) the part of the subtree θUi(Tn)\Ui, where one also "cuts" the
edges between v1(Ui), v2(Ui) and its black parent(s). See Fig. 12 for an example. We now take
σ, a permutation of J1, |E|K chosen uniformly at random, and exchange the S(Ui)’s according to
σ, reattaching the half-edges which lead to v1(Ui), v2(Ui) to Sσ(i). In addition, each black vertex
keeps its original label. See Fig. 12 for an example of this shuffling of Si’s.
We claim that, for any  > η > ρ > 0, any c ≤ B˜n log n, with high probability the Hausdorff
distance between L•c(Tn) and L•c(T ,η,ρn ) is bounded from above by the following quantity:
Cρ(Tn) :=
4pi
n
∑
u∈Eρn(T ◦n)
∑
v∈K(−2)u (T ◦n)
|θv(T ◦n)|,
where, for any u ∈ Tn, K(−2)u (T ◦n) denotes the union of the set of children v of u in T ◦n whose
subtree θv(T ◦n) has size less than ρn.
Lemma 3.10. Let  > η > ρ > 0, and take a tree Tn ∈ BT,ηn . Then, with high probability,
uniformly for 0 ≤ c ≤ log n:
dH
Ä
L•
cB˜n
(Tn),L•cB˜n(T
,η,ρ
n )
ä
≤ Cρ(Tn).
Notice that this is not true for all c, and in particular not for c =∞, as colors of large faces
may be changed by the transformation of Definition 3.9.
Proof. By shuffling a certain subset of Eρn(T ◦n) as stated in Definition 3.9, one moves subtrees
rooted in children and grandchildren in Tn of a white ρn-branching point of T ◦n . In particular,
using the fact that the number of black vertices in a subtree of Tn is less than the number of
white vertices in this subtree, the total number of vertices moved by the shuffling operation is at
most
∑
u∈Eρn(T ◦n)
∑
v∈K(−2)u (Tn) 2|θv(T
◦
n)|. Furthermore, with high probability, up to time B˜n log n
there is no black face of area larger whose color is changed between both colored lamination-
valued processes. Indeed, there are at most 2|E| black vertices with a subtree of size larger than
2n in Tn that are moved by these operations. Thus, with high probability none of them has a
label ≤ B˜n log n. The result follows.
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S(u)
u
v1(u) v2(u)
Two vertices in the tree Tn
S(u′)
u′
v1(u
′) v2(u′)
S(u′)
u
v1(u) v2(u)
The same vertices, exchanged in T ,η,ρn
S(u)
u′
v1(u
′) v2(u′)
Figure 12: Top: the two possible cases for a white branching point u of the tree Tn: either the
two larger subtrees of grandchildren of u have the same black parent (left), or two different black
parents (right). The part that is (possibly) shuffled by the transformation of Definition 3.9 is
in green (resp. red). Bottom: after having switched the green and red parts, in the tree T ,η,ρn .
Remark that the set of degrees of the vertices stays the same on top and bottom.
The idea is now to apply the transformation of Definition 3.9 to the tree Tn. It appears
that one can choose the parameters η and ρn (depending on n) carefully, so that the colored
lamination-valued process associated to T ,η,ρnn converges in distribution towards ((L(2)c )c≥0,L(2),pν∞ )
for some pν ∈ [0, 1].
Lemma 3.11. Fix  > 0 and set η = /6. The following holds:
(i) For all n ≥ 1, for all ρ > 0 such that ρ < η, conditionally to the fact that Tn belongs to
BT,ηn , T ,η,ρn
(d)
= Tn.
(ii) With high probability, Tn belongs to BT,ηn .
(iii) Recall that µ is defined as the probability measure such that T ◦n is a µ-GW conditioned
to have n vertices. Define K(T ◦n ) as the (random) number of white n-branching points
in T ◦n , and label them U1, . . . , UK(T ◦n ) in lexicographical order. Assume that Tn belongs
to BT,ηn . Then, for any ′ > 0, one can find ρ > 0 such that, as n → ∞, uniformly in
1 ≤ j ≤ −1, uniformly in k1, . . . , kj ≥ 1:∣∣∣∣∣∣P
Ñ
j⋃
i=1
{kUi(T ◦,,η,ρn ) = ki}
∣∣∣∣K(T ◦n ) = j
é
− (σ2µ)−j
j∏
i=1
µkk(k − 1)
∣∣∣∣∣∣ ≤ ′ + o(1),
the o(1) depending only on n.
Let us see how it implies Theorem 3.6 (iii). First, by Lemma 3.11 (ii) and (iii), for anyM > 0
one can choose ρM > 0 such that, for n large enough, uniformly for j ≤ −1, uniformly for any
k1, . . . , kj ∈ Z+:∣∣∣∣∣∣P
Ñ
j⋃
i=1
¶
kUi
Ä
T ◦,,/6,ρMn
ä
= ki
© ∣∣∣∣K = jé− Äσ2µä−j j∏
i=1
µkiki(ki − 1)
∣∣∣∣∣∣ < M−1.
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On the other hand, at ρ > 0 fixed, Lemma 3.8 implies that Cρ(Tn) P→ 0 in probability, as n→∞.
Therefore, by diagonal extraction, one can find a sequence of parameters (Mn)n≥1 such that the
tree T˜n := T ,/6,ρMnn satisfies the following conditions (using Lemma 3.10 to get (H2)):
(H1) For all n ≥ 0, T˜n (d)= Tn.
(H2) In probability,
sup
0≤c≤logn
dH
Ä
L•
cB˜n
(Tn),L•cB˜n(T˜n)
ä P→ 0.
(H3) Uniformly for any j ≤ −1, uniformly for any k1, . . . , kj ∈ Z+
P
Ñ
j⋃
i=1
¶
kUi
Ä
T˜ ◦n
ä
= ki
© ∣∣∣∣K ÄT˜ ◦n ä = jé →n→∞ Äσ2µä−j j∏
i=1
µkiki(ki − 1),
where we recall that Ui denotes the i-th n-branching point of T˜ ◦n .
Properties (H2) and (H3) mean in particular that the joint degree distribution of the n-branching
points in T˜ ◦n is asymptotically independent of the shape of the tree. We can now use this
transformation, and notably (H3), to compute the value of the parameter pν . To this end, we
use the fact that, the number of white grandchildren of an n-branching point u being given
equal to k ≥ 2, the event that v1(u), v2(u) have the same black parent is independent of the rest
of the tree. Thus, by (H3), all faces that correspond to n-branching points of Tn in the limiting
lamination are colored black in an i.i.d. way, with probability pν ∈ [0, 1] given by the following
proposition:
Proposition 3.12. If ν has finite variance, then pν has the form:
pν =
σ2ν
σ2ν + 1
Roughly speaking, to get this expression, we split according to the number k of white children
of a white branching point in T ◦n , thus computing the conditional probability given k that such
a white branching point codes a black face in L•∞(Tn).
Remark. As said in Section 1, in the case w = δj for some j ≥ 2, ν := j−2j−1δ0 + 1j−1δj, and this
formula simplifies in pν = j−2j−1 .
Proof of Proposition 3.12. According to (H3), pν is the limit as n→∞ of the sequence (p(n)ν )n≥1,
where:
p(n)ν =
Ä
σ2µ
ä−1 n−1∑
k=2
µkk(k − 1)P
Å
E(∅)
∣∣∣∣k∅(T ◦n ) = kã ,
where E(u) is the event that v1(u), v2(u) have the same black parent. Indeed, notice that,
conditionally to having k white grandchildren, the number j of black children of a vertex is
independent of the rest of the tree. Recall from (13) the definition of µ◦ and µ•, which are
two probability measures satisfying Tn (d)= T (µ
◦, µ•)
n for all n ≥ 1. By construction of the tree,
conditioning by k∅(T ◦n ) = k is the same as conditioning by k∅(T ◦,(µ
◦, µ•)) = k. Hence,
pν =
Ä
σ2µ
ä−1 ∞∑
k=2
µkk(k − 1)P
Å
E(∅)
∣∣∣∣k∅(T ◦) = kã , (20)
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where we write T instead of T (µ◦, µ•) by convenience.
Finally, j and k being fixed, what is left to compute is the probability that the two grand-
children of ∅ with the largest subtrees rooted on them have the same black parent.
In order to compute P(E(∅)|k∅(T ◦) = k), remark that there are k(k − 1) possibilities for
the locations of v1(∅) and v2(∅). Assuming that u has j black children, who respectively have
a1, . . . , aj white children, the number of possible locations for (v1(∅), v2(∅)) such that they have
the same black parent is
∑j
i=1 ai(ai − 1). More precisely, at k fixed:
P
(
E(∅)
∣∣∣k∅(T ◦n ) = k) = k∑
j=1
P
(
E(∅)
∣∣∣k∅(T ) = j, k∅(T ◦) = k)
=
k∑
j=1
∑
a1+···+aj=k
a1,...,aj≥1
P
(
G(a1, . . . , aj)
∣∣∣k∅(T ◦) = k)P (E(∅)∣∣∣G(a1, . . . , aj))
where G(a1, . . . , aj) is the event that ∅ has j black children, who respectively have a1, . . . , aj
white children. Thus, one just computes:
P
(
E(∅)
∣∣∣G(a1, . . . , aj)) = 1
k(k − 1)
j∑
i=1
ai(ai − 1)
and
P
(
G(a1, . . . , aj)
∣∣∣k∅(T ◦) = k) = (P (k∅(T ◦) = k))−1 µ◦j j∏
i=1
µ•ai =
1
µk
µ◦j
j∏
i=1
µ•ai ,
Hence, one gets for (20):
pν =
1
σ2µ
∞∑
k=2
k∑
j=1
µ◦j
∑
a1,...,aj≥1∑
ai=k
j∏
i=1
µ•ai
Ñ
j∑
i=1
ai(ai − 1)
é
=
1
σ2µ
∞∑
j=1
µ◦j
∑
a1,...,aj≥1
j∏
i=1
µ•ai
Ñ
j∑
i=1
ai(ai − 1)
é
=
1
σ2µ
∞∑
j=1
µ◦j E
 j∑
i=1
Xi(Xi − 1)
 ,
where the Xi’s are i.i.d. random variables of law µ•. By definition of µ• and independence of the
Xi’s, the expectation on the right-hand side is equal to j (1− ν0)−1 σ2ν since ν is critical. Thus,
checking from (9) that σ2µ = σ2ν + 1, one gets:
pν =
1
1− ν0
σ2ν
σ2ν + 1
∞∑
j=1
j µ◦j =
σ2ν
σ2ν + 1
by (14).
We finally need to prove the technical lemma 3.11.
Proof of Lemma 3.11 (i) and (ii) The image of any bi-type tree Tn by the transformation
of Definition 3.9 has the same weight as Tn, which implies (i). In order to prove (ii), just
observe that, if no subtree of the white reduced tree T ◦n has size between n/6 and n, then
its contour function attains at least twice the same local minimum, at two times at which it
visits the same white vertex. More precisely, there exists t1 < t2 < t3 < t4 ∈ [0, 1] such that
C2nt1(T
◦
n) = C2nt2(T ◦n ) = C2nt3(T ◦n ) = C2nt4(T ◦n ), C2ns(T ◦n ) ≥ C2nt1(T ◦n ) for all s ∈ [t1, t4] and
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t2 − t1, t3 − t2, t4 − t3 are all larger than /6. The white vertex u visited at these four times
satisfies |θu(T ◦n )| ≥ n, but for any of its children v, |θu(T ◦n )| < n (such a vertex u necessarily
exists). But with high probability as n → ∞ this does not occur. Indeed, by Theorem 2.2,
C(T ◦n ) converges after renormalization towards the Brownian excursion, whose local minima are
almost surely unique.
Proof of Lemma 3.11 (iii) The third part of this lemma focuses on the distribution of
the degree of branching points in the white reduced tree T ◦n . Our main tool is therefore the
following proposition, which computes the asymptotic distribution of the number of children of
a branching point, in a large monotype size-conditioned tree. Recall that, a distribution µ being
fixed, T denotes a µ-GW tree and, for any n ≥ 1, Tn denotes a µ-GW tree conditioned to have
n vertices.
Lemma 3.13. Fix  > 0, and let µ be a critical distribution in the domain with finite variance
σ2µ. Then:
(i) For any n ≥ 1, any i ≥ 2n+ 1, any k ≥ 2,
P (|T| = i, ∅ ∈ En(T), k∅(T) = k) =
µk
Ç
k
2
å i−1−2n∑
q=0
P(|Fk−2| = q)
i−1−q−n∑
t=n
P(|T| = t)P(|T| = i− 1− q − t),
where Fj is a forest of j i.i.d. µ-Galton-Watson trees.
(ii) Let U be a uniform vertex in Tn. Then, for any k ≥ 2:
P
Å
kU (Tn) = k
∣∣∣∣U ∈ En(Tn)ã →n→∞ µk k(k − 1) (σ2µ)−1,
where we recall that En(T ) denotes the number of n-branching points in a tree T .
(iii) Let K(Tn) be the (random) number of n-branching points in Tn, and denote them by
U1, . . . , UK(Tn) in lexicographical order. Then, for all j ≥ 0, all k1, . . . , kj ∈ Z+:
P
Ñ
j⋃
i=1
{kUi(Tn) = ki}
∣∣∣K(Tn) = j
é
→
n→∞
Ä
σ2µ
ä−j j∏
i=1
µkiki(ki − 1).
The proof of this lemma is postponed to the end of this section. Let us see how it implies
Lemma 3.11 (iii). To this end,  and η := /6 being fixed, we adapt the parameter ρ in order
to control the distribution of the degrees of the n-branching points. Let u be the vertex chosen
in the transformation of Definition 3.9. By Lemma 3.13 (iii), we know how the degrees of the
ρn-branching points in θu(T ◦n ) behave. Therefore, by choosing ρ so that the number of ρn-
branching points in θu(T ◦n ) is much larger than the number of n-branching points in Tn with
high probability, we can control the degree distribution of these n-branching points of T˜ ◦n , after
the shuffling operation.
Specifically, for any q ≥ 1, we define ρq such that, uniformly for ` ∈ (ηn, n) satisfying
Z`,µ∗,w > 0, with probability larger than 1− 1/q there are at least q ρqn-branching points in T ◦` .
The existence of such a ρq, for q ≥ 1, is a consequence of the convergence of Theorem 2.2, and
the fact that the set of local minima of the normalized Brownian excursion is dense in [0, 1] with
probability 1.
Now for any ′ > 0, Lemma 3.13 (iii) ensures that one can choose q > 0 such that with high
probability, uniformly in k, for n large enough,
35
∣∣∣N (k)q (θu (T ◦n ))− µkk(k − 1) Äσ2µä−1Nq (θu (T ◦n ))∣∣∣ ≤ ′Nq (θu (T ◦n )) .
Here, Nq(T ) denotes the number of ρqn-branching points in T and N
(k)
q (T ) denotes the number of
ρqn-branching points who have k black children. In other terms, the proportion of ρqn-branching
points in θu(Tn) that have k children is asymptotically proportional to µkk(k− 1). As there are
at most −1 n-branching points in Tn, Lemma 3.11 (iii) follows.
Let us finish with the proof of Lemma 3.13.
Proof of Lemma 3.13 (i). To prove (i), remark that, for any k ≥ 2, any i ≥ 2n+ 1,
P (|T| = i, ∅ ∈ En(T), k∅(T) = k) = P (k∅(T) = k)P
Å
|T| = i, ∅ ∈ En(T)
∣∣∣∣k∅(T) = kã
The right-hand side can be estimated thanks to Lemma 3.8, through the formula:
P
Å
|T| = i, ∅ ∈ En(T)
∣∣∣∣k∅(T) = kã = ∑
1≤a<b≤k
P
Å
|T| = i, B,a,b
∣∣∣∣k∅(T) = kã
where B,a,b is the event that the subtrees rooted in the a-th and b-th children of ∅ have size
≥ n. Thus, since P(k∅(T) = k) = µk:
P (|T| = i, ∅ ∈ En(T), k∅(T) = k) = µk
Ç
k
2
å ∑
t1≥n
t2≥n
t1+t2≤i−1
P(|T| = t1)P(|T| = t2)P (|Fk−2| = i− 1− t1 − t2) ,
where Fj is a forest of j i.i.d. µ-GW trees.
Separating according to the value q := i− 1− t1 − t2, the right-hand side is equal to
µk
Ç
k
2
å i−1−2n∑
q=0
P(|Fk−2| = q)
i−1−q−n∑
t=n
P(|T| = t)P(|T| = i− 1− q − t).
Proof of Lemma 3.13 (ii). Let U be a uniform vertex of Tn. Then:
P (U ∈ En(Tn), kU (Tn) = k) = 1
n
∑
j≥1
E
 ∑
u∈Tn
|u|=j
1u∈En(Tn)1ku(Tn)=k

=
1
n
P (|T| = n)−1
∑
j≥1
n∑
i=2n
E
∑
u∈T
|u|=j
Fn−i(Cutu(T))Gi,k(θu(T))
 ,
where Fn−i(T ) = 1|T |=n−i and Gi,k(T ) = 1|T |=i1∅∈En(T )1k∅(T )=k. Here, for T a tree and u a
vertex of T , Cutu(T ) denotes the tree T\θu(T ), obtained by cutting T at the level of u (not
keeping u).
In order to investigate this quantity, let us now define T∗, the so-called local limit of the
conditioned Galton-Watson trees Tn: T∗ is a random variable taking its values in the set of
infinite trees, and satisfies, for all r ≥ 1,
Br(Tn)
(d)→ Br(T∗),
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where, a tree T (finite or infinite) being given, Br(T ) denotes the ball of radius r around the root
of T for the graph distance - that is, all edges have length 1. The structure of this tree T∗, called
Kesten’s tree, is known: it has a unique infinite branch, on which independent nonconditioned µ-
GW trees are planted. See Fig. 13 for an illustration, and [25] for more background. Information
on the large tree Tn can therefore be deduced from the properties on T∗. In particular, by
estimations à la Lyons-Pemantle-Peres (see [13, Section 3]), we obtain that, for any j ≥ 0,
E
∑
u∈T
|u|=j
Fn−i(Cutu(T))Gi,k(θu(T))
 = E [Fn−i (CutU∗j (T∗))]E [Gi,k(T)] .
where U∗j denotes the unique vertex of the infinite branch of T∗ at height j. We can now use
Lemma 3.13 (i) to obtain an expression of E[Gi,k(T)]:
∑
j≥0
n∑
i=2n
E
∑
u∈T
|u|=j
Fn−i(Cutu(T))Gi,k(θu(T))
 = µk
Ç
k
2
å n∑
i=2n
Ai
i−1−2n∑
q=0
P(|Fk−2| = q)Bi,q, (21)
where, for i ∈ J2n, nK, Ai = ∑j≥0 P(|CutU∗j (T∗)| = n− i) and, for q ∈ J0, i− 1− 2nK,
Bi,q =
i−1−q−n∑
t=n
P(|T| = t)P(|T| = i− 1− q − t).
GW
GW GW
GW GW GW
GW
Figure 13: Kesten’s infinite tree T ∗. On the infinite branch (in the middle), independent µ-GW
are planted.
Set, for n, k ∈ Z+,
R
(n)
k :=
n∑
i=2n
Ai
i−1−2n∑
q=0
P(|Fk−2| = q)Bi,q.
In order to prove Lemma 3.13 (ii), we show two things:
(a) there is no loss of mass as n grows, in the sense that, for any γ > 0, there exists K ∈ Z+
such that, for any n large enough,∑
k>K
µk
Ç
k
2
å
R
(n)
k ≤ γ
∑
k≤K
µk
Ç
k
2
å
R
(n)
k .
In other words, the degree of a uniform n-branching point in Tn is tight;
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(b) uniformly for k1, k2 on a compact subset of Z+, as n→∞:
R
(n)
k1
∼ R(n)k2 .
By (a),(b) and (21), we conclude that, for all k ≥ 2, P
Å
kU (Tn) = k
∣∣∣∣U ∈ En(Tn)ã is asymp-
totically proportional to µk
(k
2
)
. This implies Lemma 3.13 (ii).
We finish with the proofs of (a) and (b). Let us first prove (a). By the local limit theorem
2.5, as µ has finite variance, there exists two constants C > c > 0 depending only on  and µ
such that, for any i ∈ J2n, nK, any 0 ≤ q ≤ i− 1− 2n,
c(i− 1− 2n− q)n−3 ≤ Bi,q ≤ C(i− 1− 2n− q)n−3. (22)
Thus, for any k ∈ Z+,
R
(n)
k ≤ Cn−3
n∑
i=2n
Ai nP(|Fk−2| ≤ n) ≤ Cn−2
n∑
i=2n
Ai. (23)
Now, take η = 1/2 +  ∈ (2, 1). We claim that
n∑
i=2n
Ai ≤ 3
n∑
i=ηn
Ai, (24)
which we prove later. Then, for any i ≥ ηn, by (22),
i−1−2n∑
q=0
P(|Fk−2| = q)Bi,q ≥
ηn−2n∑
q=0
P(|Fk−2| = q)Bi,q ≥ cn−3 (η − 2)nP (|Fk−2| ≤ (η − 2)n) .
At k fixed, for n large enough, this quantity is larger than c n−2 (η/2− ), and by (24)
R
(n)
k ≥
n∑
i=ηn
Ai
i−1−2n∑
q=0
P(|Fk−2| = q)Bi,q ≥ c
3
(η/2− )n−2
n∑
i=2n
Ai.
Using (23) and the fact that
∑
k>K µk
(k
2
) → 0 as K → ∞, this implies (a) and ensures the
tightness of the degree of a uniform n-branching point.
The only thing left to prove is that, indeed,
∑n
i=2nAi ≤ 2
∑n
i=ηnAi. To this end, remark
that, by definition, for any δ ∈ (0, 1),
n∑
i=bδnc
Ai =
n∑
i=bδnc
∑
j≥0
P
(
|CutU∗j (T∗)| = n− i
)
=
∑
j≥0
P
(
|CutU∗j (T∗)| ≤ n− bδnc
)
= E
[
sup
{
j ≥ 0, |CutU∗j (T∗)| ≤ n− bδnc
}]
= E
[
inf
{
j ≥ 1, |CutU∗j (T∗)| > n− bδnc
}]
− 1.
Now, by definition of the tree T∗, for any j ≥ 1, |CutU∗j (T∗)| is the sum of j i.i.d. random
variables. In particular, the sequence (ur)r≥0 defined as
ur = E
[
inf
{
j ≥ 1, |CutU∗j (T∗)| > r
}]
is clearly subadditive, in the sense that, for all r1, r2 ≥ 0, ur1+r2 ≤ ur1 + ur2 . On the other hand
this sequence is increasing and goes to +∞. This proves (24), since n− 2n = 2(n− ηn).
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To prove (b), just remark that, at k fixed, the mass of R(n)k is asymptotically concentrated
on small values of q. Indeed, by (22), uniformly for i ≥ 2n+ 1 + log n,
i−1−2n∑
q=logn
P (|Fk−2| = q)Bi,q ≤ C n−3(i− 1− 2n− log n)P (|Fk−2| ≥ log n) = o
Ñ
logn∑
q=0
P (|Fk−2| = q)Bi,q
é
,
since, by (22) again,
logn∑
q=0
P(|Fk−2| = q)Bi,q ≥ c n−3 (i− 1− 2n− log n)P(|Fk−2| ≤ log n) ≥ c
2
n−3 (i− 1− 2n− log n)
for n large enough. Now, by Theorem 2.5, for any i ≥ 2n + 1, there exists a constant C˜i such
that, as n→∞, uniformly for q ≤ log n, Bi,q ∼ C˜in−3. Thus, for any k ≥ 2 fixed,
R
(n)
k ∼ n−3
n∑
i=2n
AiC˜i
logn∑
q=0
P(|Fk−2| = q) ∼ n−3
n∑
i=2n
AiC˜i.
In particular, this implies (b).
Proof of Lemma 3.13 (iii). In order to check (iii), one only needs to see that, conditionally to its
size, a subtree of Tn is independent of the rest of the tree. Therefore, taking u an n-branching
point of Tn, the subtrees θv1(u)(Tn) and θv2(u)(Tn), conditionally to their sizes (which are larger
than n by definition) are independent of the rest of the tree. Hence, using repeatedly Lemma
3.13 (ii) on these subtrees, one obtains (iii).
4 A bijection between minimal factorizations and a set of bi-type
trees
In this section, we first discuss some properties of minimal factorizations of the n-cycle, and
specify a way to code them by bi-type trees with n white vertices. In a second time, we use
this bijection to code a w-minimal factorization of the n-cycle fwn by a random labelled BTSG
T (fwn ), with some constraints on the labels of its black vertices. This BTSG with constraints is
of particular interest, as we prove that the process (Su(fwn ))u∈[0,∞] is asymptotically close to the
black process of this tree:
Theorem 4.1. Let α ∈ (1, 2]. Let w be a sequence of α-stable type, ν its critical equivalent and
(B˜n)n≥1 satisfying (3) for ν. Then, if α < 2 or if ν has finite variance, the face configuration
process obtained from fwn is close in distribution to the process associated to a (µ∗, w)-BTSG with
uniformly labelled black vertices. More precisely, there exists a coupling of fwn and T (µ∗,w)n such
that, in probability:
dSk
ÅÄ
ScB˜n(f
w
n )
ä
c∈[0,∞] ,
Ä
L•
cB˜n
Ä
T (µ∗,w)n
ää
c∈[0,∞]
ã
P→
n→∞ 0,
where dSk denotes the Skorokhod distance on D([0,∞],CL(D)).
This theorem, which we prove later in the section, directly implies Theorem 1.3:
Proof of Theorem 1.3. The proof of the main result in this paper, Theorem 1.3, is just a conse-
quence of Theorem 2.7 and Theorem 4.1.
The principal tool in the proof of Theorem 4.1 is a operation that we perform on the white
vertices of T (fwn ), which consists in shuffling its black children in two different ways, in order to
lift the constraints on this labelling. The aim is to obtain at the end a tree distributed as T (µ∗,w)n
(that is, its black vertices are uniformly labelled), whose black process is close in probability to
the one of T (fwn ). See Section 4.5 for details.
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4.1 Coding a minimal factorization by a colored lamination
In a first time, our aim is to prove Theorem 1.4 by showing an explicit bijective way to code a
factorization of Mn by a tree of Un. We do it in two steps, first coding a minimal factorization
by a colored lamination of D and then coding it by a bi-type tree.
It is to note that our bijection is close to the one presented by Du and Liu [11], who investigate
minimal factorizations of a given cycle. Notably, what they call S− [d] bipartite graphs is exactly
what we call the "dual tree" of the factorization. In their paper, Du and Liu use this bipartite
graph as a tool to show a bijection between minimal factorizations and a new family of trees
which they call multi-noded rooted trees; we prefer studying the bipartite graph (or bi-type tree
in our case) directly, as its structure allows to use the machinery of random trees and seems more
adapted in our setting.
The first step consists in adapting the bijection introduced by Goulden and Yong [18] to
code minimal factorizations into transpositions by monotype trees with labelled vertices. In our
broader framework, we code general minimal factorizations by bi-type trees with n white vertices
and labelled black vertices. We check in a first time that we can code a minimal factorization of
the n-cycle by a colored lamination, as explained in Section 1.2. For this, we need to be able to
define the face associated to a cycle appearing in the factorization.
For n ≥ 1, we say that a cycle τ ∈ Cn is increasing if it can be written as (e1 e2 · · · e`(τ)),
where e1 < e2 < . . . < e`(τ).
Proposition 4.2. Let n ≥ 1. Then any cycle appearing in a minimal factorization of the n-cycle
is increasing.
To prove Proposition 4.2, we make use of what we call the transposition slicing of a minimal
factorization, which is roughly speaking a decomposition into transpositions of the factorization:
Definition 4.3. Let n, k ≥ 1 and f := (τ1, . . . , τk) ∈M(k)n . We define from f a factorization f˜ of
the n-cycle into transpositions as follows: for 1 ≤ i ≤ k, let us write the cycle τi as (d(i)1 . . . d(i)`(τi)),
where d(i)1 is the minimum of the support of τi. Now remark that τi can be written as the product
of (`(τi)−1) transpositions: (d(i)1 d(i)2 ) (d(i)1 d(i)3 ) · · · (d(i)1 d(i)`(τi)). By replacing all cycles of f by their
decomposition into transpositions, we obtain a factorization f˜ of the n-cycle into transpositions,
which we call the transposition slicing of f .
See Fig. 14 for an example. It is clear that, if f is a minimal factorization of the n-cycle, then
its transposition slicing f˜ is made of n − 1 transpositions, and hence is a minimal factorization
of the n-cycle into transpositions. This allows to translate results on f˜ (mostly taken from [18])
into results on f .
Proof of Proposition 4.2. Let n, k ≥ 1 and f := (τ1, . . . , τk) ∈ M(k)n . We first construct a lami-
nation, denoted by Slab(f˜), by giving labels to the faces of S(f˜) (which are in fact all chords):
draw for the i-th transposition of f˜ , say (ai bi), the chord [e−2ipiai/n, e−2ipibi/n], and label it i.
This provides a lamination in which all chords are labelled. Furthermore, [18, Theorem 2.2
(iii)] states that chords in Slab(f˜) are labelled in increasing clockwise order around each ver-
tex e−2ijpi/n, 1 ≤ j ≤ n (remark that it is sorted in decreasing clockwise order in [18]: indeed
their coding is slightly different from ours, since they label the n-th roots of unity decreasingly
clockwise. Nonetheless our result is an easy consequence of theirs).
Thus, for any i ≤ k, around the vertex e−2ipid(i)1 /n ∈ D, the chords of Slab(f˜) are labelled in
clockwise increasing order (see an example on Fig. 14, right). This implies that d(i)1 < d
(i)
2 <
. . . < d
(i)
`(i) and the result follows.
We can therefore code a factorization f by a colored lamination with labelled faces, by
labelling the black faces of S(f) from 1 to k (where k denotes the number of cycles that appear
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Figure 14: The labelled colored laminations Slab(f) and Slab(f˜), for f := (5678)(23)(125)(45).
Constructing the second one from the first one just consists in triangulating each black face,
starting from the smallest of its vertices.
in f) in the order in which they appear. See Fig. 14, left for an example. We denote this labelled
colored lamination by Slab(f).
Proposition 4.4. Let n, k ≥ 1 and f ∈M(k)n . Then Slab(f) satisfies the following properties:
P1: It has k black faces and n white faces (with the convention that chords corresponding to a
cycle of length 2 are considered to be black faces).
P2: A black (resp. white) face has only white (resp. black) neighbouring faces (with the same
convention).
P3 The set of black faces of Slab(f) obeys a noncrossing tree-like structure. Specifically, the
chords only meet at their endpoints and form a connected graph; in addition, there is no
cycle of chords of length ≥ 1 containing at most one edge of each black face.
P4: Around each n-th root of unity, black faces are labelled in increasing clockwise order.
These properties can be easily deduced from the results of [18, Section 2], which straight-
forwardly imply that they are satisfied by Slab(f˜). In particular, the chords of Slab(f˜) form a
tree and are labelled in increasing clockwise order around each vertex (see Fig. 14, right, for an
example).
Proof. Let us first check P1. It is clear by definition that Slab(f) has k black faces. Now remark
that each white face contains exactly one arc of the form ˇ (e−2ipia/n, e−2ipi(a+1)/n) (where a ∈ Z)
in its boundary, since the chords of Slab(f˜) form a tree (see [18, Theorem 2.2 (i)]). As there are
exactly n such arcs, P1 is satisfied.
To prove P2, notice that two white faces cannot be neighbours, as they need a chord to sepa-
rate them, which belongs to a black face. In addition, one can check that two black faces cannot
have a chord in common in their boundaries; otherwise either the same transposition would ap-
pear twice in f˜ , or there would be a cycle of chords in Slab(f˜). None of these configurations can
happen, which proves P2.
P3 follows from a similar argument, again using the fact that the chords of Slab(f˜) form a
tree.
To prove P4, let a be an n-th root of unity and F, F ′ two consecutive black faces around a
in clockwise order. Then there exist two chords c (resp. c′) in their respective boundaries in
Slab(f˜) having a as an endpoint, and corresponding to a transposition that appears in the cycle
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of f coded by F (resp. F ′). By [18, Theorem 2.2], the labels of c and c′ are sorted in increasing
clockwise order around a. By definition of f˜ , so are the labels of F and F ′.
One can check in addition that, if a labelled colored lamination satisfies these four properties,
then it also satisfies:
P5: Let F be a white face of Slab(f). By P4 , F has exactly one arc in its boundary, of the formˇ (e−2ipia/n, e−2ipi(a+1)/n) for some a ∈ Z. Then, the labels of its neighbouring black faces are
sorted in decreasing clockwise order around F , starting from this unique arc.
For n, k ≥ 1, we now define K(k)n the set of labelled colored lamination satisfying properties
P1 to P4. In addition, we set Kn = ∪1≤k≤n−1K(k)n . Then the following holds:
Theorem 4.5. Let n, k ≥ 1. The map
Φ(k)n :
®
M
(k)
n → K(k)n
f 7→ Slab(f)
is a bijection.
As a corollary, the map Φn : Mn → Kn, f 7→ Slab(f) is also a bijection.
Proof. Let f be an element of M(k)n . By Proposition 4.4, Slab(f) is an element of K
(k)
n , and
therefore Φ(k)n is well defined. It is also clearly an injection. Let us now take L ∈ K(k)n . We
prove that there exists a minimal factorization f ∈M(k)n such that L = Slab(f). To this end, for
i ∈ J1, kK, denote by Fi the black face of L labelled i, and denote by `(i) the number of chords in
its boundary. These chords connect exp(−2ipia1/n), . . . , exp(−2ipia`(i)/n) so that 1 ≤ a1 < a2 <
· · · < a`(i) ≤ n. Let ci := (a1 a2 · · · a`(i)), and consider the product σ := c1c2 · · · ck. By P4 and
P5, it is clear that, for all j ∈ J1, nK, σ(j) = j + 1 mod n. Thus, σ is the n-cycle. In addition,
f := (c1, c2, . . . , ck) is an element of M
(k)
n , which satisfies L = Slab(f). The result follows.
4.2 Coding a minimal factorization by a bi-type tree
We now construct from Slab(f) a tree T (f). We then prove that, for n, k ≥ 1, the map
Ψ(k)n : f → T (f)
is a bijection from M(k)n to the set of bi-type trees U
(k)
n . To this end, we rely on Theorem 4.5,
proving in fact that the mapping Ψ(k)n ◦ (Φ(k)n )−1 is bijective. As a corollary,
Ψn : Mn → Un, f → T (f)
is also a bijection.
Let n, k ≥ 1 and take f := (τ1, ..., τk) ∈ M(k)n a minimal factorization of the n-cycle. To f ,
we associate the graph T (f), constructed as the dual graph of Slab(f): black vertices correspond
to black faces of Slab(f), while white vertices correspond to its white faces. Specifically, put a
white vertex in each white face of Slab(f), and a black vertex in each of its black faces (including
faces of perimeter 2, which correspond to transpositions in f). Now, draw an edge between
two vertices whenever the boundaries of the corresponding faces share a chord. Finally, root
this graph at the white vertex corresponding to the white face whose boundary contains the arc˛ 1, e−2ipi/n, and give to each black vertex of T (f) the label of the corresponding face in Slab(f).
See an example on Fig. 15.
Lemma 4.6. Let n, k ≥ 1 and f ∈M(k)n . Then T (f) ∈ U(k)n .
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Figure 15: An application of the bijection Ψ8 to the minimal factorization f :=
(5678)(23)(125)(45) ∈ M8. Top-left: the colored lamination Slab(f). Top-right: the same
lamination, with its dual tree T (f) drawn in blue. The larger white vertex is its root. Bottom:
the dual tree T (f).
Proof. Let us check all properties of U(k)n one by one. First, T (f) is clearly connected by construc-
tion. Moreover, since each chord splits the unit disk into two disjoint connected components,
T (f) is necessarily a tree. By the property P1, T (f) has exactly k black vertices and n white
vertices, and by P2 all neighbours of a white vertex are black and conversely. The root of T (f)
is white by construction, and it is therefore a bi-type tree. In addition, a leaf of T (f) has only
one neighbour, and hence necessarily corresponds to a face that has an arc in its boundary. In
particular this face is white, and thus all leaves of T (f) are white. Finally, by P5, the labels of
the neighbours of each white face are sorted in decreasing clockwise order and the labels of the
children of the root are decreasing from left to right. In conclusion, T (f) ∈ U(k)n .
Remark notably that the degree of a black vertex in T (f) corresponds to the length of the
corresponding cycle in f . This mapping is a bijection, as stated in the following theorem.
Theorem 4.7. For any n, k ≥ 1, the map
Ψ(k)n :M
(k)
n → U(k)n
f 7→ T (f)
is a bijection.
Notice that, by Lemma 4.6, Ψ(k)n is well-defined from M
(k)
n to U
(k)
n .
Proof of Theorem 4.7. We rely here on [18, Section 3], where the Goulden-Yong bijection and
its inverse are constructed. Let us construct as well the inverse of the map Ψ(k)n . Fixing a tree
T ∈ U(k)n , we shall construct a lamination L := Slab(f) associated to a minimal factorization f ,
such that T = T (f). To this end, we define a way of exploring white vertices of the tree T ,
which we call its white exploration process. This process induces a way of labelling the white
vertices, in the order in which they are explored. The white exploration process is defined the
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Figure 16: An example of the inverse bijection Φ8 ◦ (Ψ8)−1. Top-left: a tree T ∈ U8. Top-right:
the tree T with labels on its white vertices, following the white exploration process. Bottom-left:
the locations of the arcs corresponding to these white vertices, on the circle. Bottom-right: the
associated colored lamination. We recover from this: Ψ−18 (T ) = (5678)(23)(125)(45).
following way: we start from the root which receives label 1, and explore the subtrees rooted in
its white grandchildren from left to right. The rule is that, in order to explore a subtree of T
rooted in a white vertex b whose black parent has label a, one first explores the subtrees rooted
in a black child of b with label < a (if there are some, from left to right), then visits the vertex
b, and finally explores the subtrees rooted in a black child of b with label > a if there are some,
from left to right, starting from the leftmost of these subtrees. Exploring a subtree rooted in
a black vertex juste consists in exploring the subtrees rooted in its white children, from left to
right. An example is given on Fig. 16, top-right.
Let us now construct a colored lamination L whose dual tree is exactly T . The idea (which
is the main interest of this white exploration process) is that the white vertex labelled k shall
correspond to the white face whose boundary contains the arc ( ˇ e−2i(k−1)pi/n, e−2ikpi/n) (so that the
root corresponds to the arc (˛ 1, e−2ipi/n)). The colored lamination L is constructed by drawing the
faces that correspond to black vertices of T , and giving them the label of the associated vertices.
See Fig. 16 for an example. There is a unique way of drawing such a colored lamination. To see
this, remark that there is only one way to draw the face corresponding to a black vertex whose
children are all leaves, and that this drawing does not depend on the label of the white parent of
this black vertex. Thus, there is only one way to draw all these faces from the leaves to the root,
which gives L. Furthermore, L belongs to K(k)n by construction. Thus, by Theorem 4.5, there
exists f ∈Mn such that L = Slab(f). Hence, f satisfies T = T (f), and Ψ(k)n is a bijection.
4.3 Image of a random weighted minimal factorization
We now investigate random weighted minimal factorizations of the n-cycle. Take (wi)i≥1 a weight
sequence, and remember that fwn is a minimal factorization of the n-cycle chosen proportionally
to its weight: P(fwn = f) ∝
k(f)∏
i=1
w`(τi)−1, where k(f) is the number of cycles in f . Then, it
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appears that the random tree T (fwn ) (which is the image of fwn by Ψn) is a BTSG. In what
follows, as in the previous section, µ∗ denotes the Poisson distribution of parameter 1.
Theorem 4.8. Let w be a weight sequence. Then the plane tree T (fwn ), forgetting about the
labels, has the law of the unlabelled version of T (µ∗,w)n . In addition, this plane tree being fixed, the
labelling of its black vertices is uniform among all labellings from 1 to their total number N•(T ),
satisfying the condition that the labels of all neighbours of a given white vertex are clockwise
decreasing, and that the labels of the children of the root are decreasing from left to right.
Notice that Lemma 1.1 is an immediate corollary of Theorem 4.8 and Lemma 3.4: the number
of cycles in a typical w-factorization of the n-cycle is of order (1− ν0)n. To see this, just remark
that the number of cycles in a minimal factorization F is exactly the number of black vertices
in the tree T (F ). Theorem 4.8 also implies Proposition 1.2:
Proof of Proposition 1.2. It is clear, by the abovementioned bijection, that the maximum length
of a cycle in a minimal factorization F is the maximum degree of a black vertex in T (F ). Thus,
by Theorem 4.8, we need to study the maximum degree of a black vertex in the conditioned
BTSG T (µ∗,w)n . Let ν be as usual the critical equivalent of w. If ν has finite variance, then by
the convergence of Theorem 2.2 the maximum degree of a white vertex in T ◦,(µ∗,w)n (that is, the
maximum number of grandchildren of a white vertex in T (µ∗,w)n ) is o(√n) with high probability.
Thus, the maximum degree of a black vertex in T (µ∗,w)n is necessarily o(√n) as well.
If α < 2, then for any  > 0, again by the convergence of Theorem 2.2, there exists C > 0 such
that, with probabiltiy larger than 1− , the maximum degree of a white vertex in T ◦,(µ∗,w)n is less
than CB˜n. Thus the maximum degree of a black vertex is also less than CB˜n with probability
larger than 1 − . To prove the lower bound on this quantity, take  > 0 and η such that, with
probability larger than 1 − , there exists a white vertex u in T (µ∗,w)n with at least ηB˜n white
grandchildren. Such an η exists by Lemma 2.3 (i). Then, by Lemma 3.7, one can choose δ > 0
such that, with high probability, all white grandchildren of u except at most B˜nn−δ of them have
the same black parent b(u). Hence, for n large enough, with probability larger than 1− 2, b(u)
has at least ηB˜n/2 children. The result follows.
Proof of Theorem 4.8. Take T a bi-type tree with n white vertices, whose leaves are all white.
Then, the number of labellings of the black vertices that are clockwise decreasing around each
white vertex is exactly
n!
Ñ ∏
x∈T, x white
kx(T )!
é−1
.
Furthermore, by Theorem 4.7, given such a labelling of T , exactly one minimal factorization is
coded by the tree T labelled this way, and this factorization has weight
∏
y∈T,y black
w•ky(T ). Finally,
P (T (fwn ) = T ) ∝
∏
x∈T,x white
1
kx(T )!
∏
y∈T,y black
wky(T ).
The result follows.
Equivalence of weighted minimal factorizations An other way to understand Lemma 2.6,
in the light of the bijection Ψn, is to remark that the weight sequence w is not uniquely defined
by the distribution of fwn . The following lemma characterizes the families of weight sequences
that give birth to the same random minimal factorization:
Lemma 4.9 (Equivalent sequences). Let w be a weight sequence and s > 0. Define w(s) the
weight sequence verifying, for any i ≥ 1, w(s)i = wisi. Then, for any n ≥ 1, fw
(s)
n has the same
distribution as fwn .
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Proof. Take n, k ≥ 1. For any f := (τ1, . . . , τk) ∈Mn, we have:
Ww(s)(f) =
k∏
i=1
w`(τi)−1s
`(τi)−1 = s
∑k
i=1
(`(τi)−1) ×
k∏
i=1
w`(τi)−1 = s
n−1Ww(f)
by definition ofMn. Recalling that we have defined Yn,v =
∑
f∈MnWv(f) for any weight sequence
v, this implies that Yn,w(s) = s
n−1Yn,w and therefore that, for f ∈Mn,
P
(
fw
(s)
n = f
)
=
Ww(s)(f)
Yn,w(s)
=
Ww(f)
Yn,w
= P (fwn = f) .
The result follows.
Remember that we say that two weight sequences w,w′ are equivalent if, for all n ≥ 1,
T (µ∗,w)n (d)= T (µ∗,w
′)
n . One can check, the same way as in Lemma 2.1, that the sequences w(s), s > 0
are the only sequences equivalent to w. Indeed, recalling the notation of Lemma 2.6, the white
weight sequence w◦ is the same (equal to µ∗) in both trees T (µ∗,w)n and T (µ∗,w
′)
n , and thus
the parameters p and q shall be equal to 1. Since we impose the condition qr = 1, the only
parameter that is allowed to vary is s. It is therefore natural to obtain a family indexed by only
one parameter s.
4.4 Relation between the colored lamination-valued processes and the tree
coding a minimal factorization
In order to prove Theorem 4.1, we start by proving that, when w is of stable type (for α < 2 or
for ν with finite variance), the colored lamination-valued constructed from fwn is close with high
probability to the black process of the associated tree T (fwn ).
Theorem 4.10. Let α ∈ (1, 2], w be a factorization of α-stable type and ν be its critical equiva-
lent. Then, if α < 2 or if ν has finite variance, in D([0,+∞],CL(D)), in probability, as n→∞,
dSk
Ä
(Su(f
w
n ))u∈[0,∞] , (L
•
u (T (f
w
n )))u∈[0,∞]
ä P→ 0,
where dSk denotes the Skorokhod distance on D([0,∞],CL(D)).
To prove it, for g : Z+ → R+, denote by Zgn the set of minimal factorizations f of the n-cycle
satisfying two conditions: (i) H(T (f)) ≤ g(n); (ii) there exists a constant A > 0 such that, for
any white vertex u of T (f), taking the notation of the proof of Lemma 3.5, for any 1 ≤ i ≤ 3,
we have ∣∣∣|Gi(u, T ◦(f))| −A|Gi(u, T (f))|∣∣∣ ≤ g(n).
For f a factorization of the n-cycle into k cycles for 1 ≤ j ≤ k, denote by Fj the face of
Slab(f) labelled j, and by uj the black vertex of T (f) labelled j. Recall that Fuj (T (f)) denotes
the face coding uj in the black process of T (f). Then the following holds:
Lemma 4.11. Let g : Z+ → R+. Then there exists a constant C > 0 such that, uniformly in j,
as n→∞, uniformly for f ∈ Zgn,
dH
Ä
Fj , Fuj (T (f))
ä
≤ Cg(n)/n,
This straightforwardly implies Theorem 4.10:
Proof of Theorem 4.10. By Lemma 3.5 and Theorem 2.2, there exists g : Z+ → R+ such that
g(n) = o(n) and fwn ∈ Zgn with high probability. Thus, with high probability, jointly for all
j ≤ N•(T (fwn )), dH(Fj , Fuj (T (fwn ))→ 0 as n→∞. This implies Theorem 4.10.
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Proof of Lemma 4.11. This proof is a straight adaptation of [36, Lemma 4.4], which investigates
the case of a minimal factorization into transpositions. Let f := (τ1, . . . , τk) ∈ M(k)n , and fix
1 ≤ j ≤ k. Denote by `j the length of the cycle τj , and write τj as (a1 · · · a`j ), with 1 ≤ a1 <
· · · < a`j ≤ n. By definition, the face Fj connects the points e−2ipia1/n, . . . , e−2ipia`j /n ∈ S1.
The lengths of the arcs delimited by 1 and these `j points are therefore, in clockwise order,
2pia1/n, 2pi(a2 − a1)/n, . . . , 2pi(a`j − a`j−1)/n, 2pi(n− a`j )/n.
Now, let us consider the vertex uj . It induces a partition of the set of vertices of T (f) into
`j + 1 subsets: the set S1 of vertices visited by the contour function before the first visit of uj ,
the set S2 of vertices visited between the first and the second visit of uj , etc. up to S`j+1, the set
of vertices visited for the first time after the last visit of uj . Let us denote by N◦(Si) the number
of vertices of Si that are white, and remark that the interval between two consecutive visits of
uj exactly corresponds to the exploration of a subtree rooted in a white child of uj . By the
second point in definition of Zgn, it is clear that |N◦(S1)− na1| ≤ g(n), |N◦(S2)− n(a2 − a1)| ≤
g(n), . . . , |N◦(S`j )− n(a`j − a`j−1)| ≤ g(n), |N◦(S`j+1)− (n− a`j )| ≤ g(n).
In order to control the locations of the associated faces in the unit disk, we follow the proof of
[36, Lemma 4.4]: remark that, for all i, the white vertices of Si exactly correspond to white faces of
Slab(f) whose boundary contains an arc between e−2ipiai−1/n and e−2ipiai/n, except for ancestors
of uj which may correspond to arcs either between exp(−2ipia`j/n) and 1, or between 1 and
e−2ipia1/n. By the first point in the definition of Zgn, uj has at most g(n) ancestors. This implies
that Fj and Fuj (T (f)) are at distance less than 4pig(n)/n, jointly for all j ≤ N•(T (fwn )).
4.5 A shuffling operation
By Theorem 4.10, in order to prove Theorem 4.1, we now only need to study the process
(L•u (T (fwn )))u∈[0,∞]. The main obstacle in this study is the constraint on the labelling of black
vertices in T (fwn ) (recall that the labels are clockwise decreasing around each white vertex, and
decreasing from left to right around the root). To get rid of this constraint, we define a shuffling
operation on the vertices of a bi-type tree, adapted from [36, Section 4.4].
Definition 4.12. Fix n, k ≥ 1. Let T be a plane bi-type tree with n white vertices and k black
vertices labelled from 1 to k, and let K ∈ Z+. We define the shuffled tree T (K) as follows: starting
from the root of T , we perform one of the following two operations on each white vertex of T .
For consistency, we put the constraint that the operation shall be performed on a white vertex
before being performed on its grandchildren.
• Operation 1: for a white vertex such that the labels of its black children are all > K, we
uniformly shuffle these labels (without touching the corresponding subtrees). See Fig. 17
(a).
• Operation 2: for a white vertex such that at least one of its black children has a label ≤ K,
we uniformly shuffle these labelled children and keep the subtrees on top of each of them.
See Fig. 17 (b).
The main interest of this shuffling operation is that, for any K, T (K)(fwn ) has the law of Tn,
which we recall is defined as the (µ∗, w)-BTSG tree conditioned to have n vertices, whose black
vertices are labelled uniformly at random from 1 to N•(Tn). Furthermore, for a well-chosen
sequence (Kn)n≥1 of values of K (depending on n), the black processes associated to T (fwn ) and
T (Kn)(fwn ) are asymptotically close. The choice of this sequence is important. Indeed, if Kn = 0,
we uniformly shuffle the labels of the children of each white vertex, and in particular the labels
of large faces may be given to small ones, which completely changes the structure of the colored
process. On the other hand, if Kn = n, then the subtrees on top of the children of branching
points may be swapped, so that the structure of the underlying tree is changed.
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(a) Shuffling of a labelled plane tree when K = 3: Operation 1 is performed.
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(b) Shuffling of the same tree when K = 5: Operation 2 is performed.
Figure 17: Examples of the shuffling operation. The operation is different in both cases, since in
the second case the vertex labelled 9 has a child with label 4 ≤ K.
Lemma 4.13. (i) For any Kn ≥ 0, any weight sequence w, the black vertices of the tree
T (Kn)(fwn ) are labelled uniformly at random:
T (Kn)(fwn )
(d)
= Tn.
(ii) If α < 2 or if the critical equivalent ν of w has finite variance, there exists a sequence
(Kn)n≥1 such that the black process of the initial tree is close in probability to the black
process of the tree with shuffled vertices:
dSk
ÅÄ
L•
cB˜n
(T (fwn ))
ä
c∈[0,∞] ,
Ä
L•
cB˜n
Ä
T (Kn)(fwn )
ää
c∈[0,∞]
ã
P→
n→∞ 0,
where B˜n satisfies (3) for ν and we recall that dSk denotes the Skorokhod distance on
D([0,∞],CL(D)).
Remark that Theorem 4.1 is an easy corollary of this lemma. In addition, notice that Lemma
4.13 (i) is immediate. Indeed, Operations 1 and 2 do not change the law of the underlying
unlabelled tree, while the labelling of the black vertices after the shuffling operations is uniform.
The proof of Lemma 4.13 (ii) is the object of the next subsection.
4.6 Proof of the technical lemma 4.13 (ii)
In order to prove Lemma 4.13 (ii), we need to quantify the distance between the locations of
faces with the same label in both labelled colored laminations L•∞(T (fwn )) and L•∞(T (Kn)(fwn )).
For any i ∈ J1, N•(T (fwn ))K, denote by Fi (resp. F ′i ) the face corresponding to the vertex labelled
i in T (fwn ) (resp. T (Kn)(fwn )).
One can remark that, for i ≤ Kn, if a vertex has label i ≤ Kn, then Operation 2 is performed
on its parent and hence it keeps its subtree on top of it, whose size determines the lengths of
the chords of the face Fi. Therefore, for all i, the lengths of the chords in the boundaries of Fi
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and F ′i are the same (which means that Fi and F ′i are the same up to rotation). In particular,
if the boundary of Fi contains no chord of length larger than , so does the boundary of F ′i , and
conversely. Thus, we only have to focus on the locations of the faces that have large chords in
their boundary, which correspond to vertices of the tree that are the root of a large subtree.
The idea is the following: when one shuffles vertices following Definition 3.9, the location of
a face Fi associated to a vertex u with given label i ≤ Kn is impacted only by the subset of
ancestors of u in T (fwn ) on which Operation 2 is performed; indeed, performing Operation 1 on
a vertex that is not u does not change the underlying unlabelled tree. We first investigate the
maximum possible displacement of Fi induced by Operation 2 on ancestors of u that are not
δn-nodes (Lemma 4.14), at δ > 0 fixed. Then, we show that the way Operation 2 is performed
on ancestors that are not δn-nodes does not affect much the colored lamination-valued process.
In the finite variance case, it is possible to choose Kn in such a way that, with high probability,
Operation 2 is never performed on any δn-node. When α < 2, we take Kn = n so that Operation
2 is performed on all vertices, and we prove that this still does not affect much the colored
lamination.
Fix  > 0. Let us fix δ ∈ (0, ), and define, for T a monotype tree with n vertices and u ∈ T
an n-node, the δ-maximum possible displacement of u as:
MPDδ(u, T ) =
1
n
∑
v∈Aδu(T )
∑
w∈Kv(T )
w/∈Au(T )
|θw(T )|,
where Aδu(T ) denotes the set of ancestors of u in T that are not δn-nodes. Recall that Kv(T )
denotes the set of children of v in T , and Au(T ) the set of ancestors of u in T . The quantity
MPDδ(u, T ) takes into account the sizes of the subtrees rooted in children of ancestors of u that
are not δn-nodes. See Fig. 18 for an example.
Lemma 4.14. Almost surely, jointly with the convergence of Theorem 2.2:
lim
n→∞ supz∈T ◦(fwn )
|θz(T ◦(fwn ))|≥n
MPDδ (z, T
◦(fwn )) −→
δ↓0
0.
Note that here,  is fixed while δ <  goes to 0. Roughly speaking, whether Operation 2 is
performed or not on vertices that are not δn-nodes does not impact much the associated colored
lamination-valued process, as the locations of large faces do not change much.
Let us immediately check that this indeed implies Lemma 4.13 (ii). We prove it in two
different ways, depending whether α < 2 or ν has finite variance.
Proof of Lemma 4.13 (ii) when α < 2. In this case, let us take Kn = n for all n ≥ 1, which
corresponds to the worst case in which Operation 2 is performed on each white vertex of T (fwn ).
We prove that doing this does not change much the underlying lamination, and Lemma 4.13
(ii) therefore follows by Lemma 4.14. Fix δ > 0. The idea is that, roughly speaking, almost all
grandchildren of any white δn-node u of T ◦(fwn ) have the same black parent, so that there is
only one black child of u that is the root of a big subtree. Thus, if this child always keeps its
subtree on top of it, the colored lamination does not change much.
To state things properly, fix q > 0 and take u ∈ T ◦(fwn ) a white δn-node. Then, by Lemma
2.3 (ii), there exists η > 0 such that, with probability larger that 1− q, u has at least ηB˜n white
grandchildren in T (fwn ). On this event, by Lemma 3.7, with high probability, there exists r > 0
such that all of its white grandchildren, except at most B˜nn−r of them, have the same black
parent bu. This implies that, with high probability, the sum of the sizes of the subtrees rooted in
one of these (at most) B˜nn−r grandchildren is o(n). Indeed, for any K ≥ 1, with high probability
the K white grandchildren of u with the largest subtrees on top of them are all children of bu.
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Figure 18: A representation of the quantity MPDδ(u, T ), in a given tree T , for some vertex
u ∈ T . The hatched part is θu(T ). MPDδ(u, T ) is the sum of the sizes of the three plain
subtrees on the left of the ancestral line of u, divided by |T |. Indeed, a1 and a2 are elements
of Aδu(T ). The dashed subtrees are not counted in MPDδ(u, T ), because they are rooted in
children of δn-nodes (namely, ∅ and a3).
Thus, with high probability, shuffling the siblings of bu in any way does only change the location
of the large face corresponding to bu by a distance o(n). Since there is only a finite number of
δn-nodes in T ◦(fwn ), by letting q go to 0, the result follows: uniformly for 1 ≤ i ≤ N•(T (fwn )),
using Lemma 4.14:
dH
(
Fi, F
′
i
)
= o(n).
Proof of Lemma 4.13 (ii) when ν has finite variance. In this case, we exactly follow the proof of
[36, Lemma 4.6]. To begin with, let us explain how to choose the sequence (Kn)n≥1. Remark that,
by the convergence of the Lukasiewicz path of T ◦(fwn ) renormalized by a factor
√
n (Theorem
2.2) towards the normalized Brownian excursion which is almost surely continuous, with high
probability the maximum degree of a vertex in the tree is o(
√
n). Furthermore, there are at most
δ−1 δn-nodes in the tree, which proves that the number Nδn(T (fwn )) of children of δn-nodes
is o(
√
n) with high probability. Thus, one can choose (K(δ)n )n≥1 such that K
(δ)
n  √n and
Nδn(T (f
w
n )) × K(δ)n = o(n). Thus, by diagonal extraction, one can choose (Kn)n≥1 such that
Kn 
√
n and, for any δ > 0, Nδn(T (fwn ))×Kn = o(n). Let us take such a sequence. We prove
Lemma 4.13 (ii) in two steps. On one hand, Kn is small enough, so that:
dSk
ÅÄ
L•
cB˜n
(T (fwn ))
ä
c≤Kn/B˜n
,
Ä
L•
cB˜n
(T (Kn)(fwn ))
ä
c≤Kn/B˜n
ã
P→ 0. (25)
On the other hand, Kn is large enough, so that:
dSk
ÅÄ
L•
cB˜n
(T (fwn ))
ä
c∈[Kn/B˜n,∞]
,
Ä
L•
cB˜n
(T (Kn)(fwn ))
ä
c∈[Kn/B˜n,∞]
ã
P→ 0. (26)
To show (25), we prove that, for any δ > 0 fixed, for this choice of (Kn)n≥1, with high
probability Operation 2 is not performed on any δn-node. For this, let pn be the probability
that there exists an δn-node of T ◦(fwn ) with a child of label ≤ Kn. Then, conditionally to the
values of N•(T (fwn )) and Nδn(T (fwn )),
pn = 1−
(N•(T (fwn ))−Nδn(T (fwn ))
Kn
)(N•(T (fwn ))
Kn
) ≤ 1− Ç1− Nδn(T (fwn ))
N•(T (fwn ))−Kn
åKn
.
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Now, by Lemma 3.4 and Lemma 4.13 (i), with high probability, N•(T (fwn ))
(d)
= N•(Tn) ≥ (1 −
ν0)n/2. Thus, with high probability,
pn ≤ 1−
Ç
1− Nδn(T (f
w
n ))
(1− ν0)n/2−Kn
åKn
∼ 2KnNδn(T (f
w
n ))
(1− ν0)n
which converges in probability to 0. Hence, with high probability Operation 2 is not performed
on any δn-node. The faces appearing in the colored lamination-valued processes until time Kn
therefore do not code δn-nodes, and (25) follows by Lemma 4.14.
To prove (26), remark that, by Theorem 3.6 (i), the red part of (L•Kn(T
(Kn)(fwn ))n≥1 converges
in distribution towards the Brownian triangulation, which is maximum in the set of laminations
of the disk. In addition, by (25), dH(L•Kn(T (f
w
n )),L•Kn(T
(Kn)(fwn ))) → 0 with high probability
as n→∞, and both red parts converge to the same Brownian triangulation. Therefore, the only
thing that we need to prove is that, for any  > 0, faces corresponding to the same white n-node
in both white reduced trees have the same color. This is clear, since the fact that the two large
subtrees rooted in white grandchildren of a given white vertex have the same black parent or not
is not affected by Operation 1 nor by Operation 2. The result follows.
We finally prove Lemma 4.14:
Proof of Lemma 4.14. To study the asymptotic behaviour of supu∈T ◦(fwn )MPDδ(u, T
◦(fwn )), we
define the continuous analogue of this quantity on the stable tree T (α). Recall that H(α) is seen
as the contour function of T (α), in the following sense: there exists a coupling between T (α) and
H(α) such that, if a particle explores the tree starting from its root from left to right as in the
discrete case, so that the exploration ends at time 1, then almost surely the distance between
the particle and the root as time passes is coded by H(α). Therefore, for any u ∈ T (α), one can
define the subtree of T (α) rooted at u, θu(T (α)), as the set of points visited between the first and
last visits of u by H(α).
Mimicking the notations of Section 2.1, for any x ∈ T (α), define g(x) (resp. d(x)) the first
(resp. last) time at which the vertex x is visited by H(α). Then we simply define the size of the
subtree θu(T (α)) as |θu(T (α))| = d(u)− g(u). In particular, if one denotes by ∅ the root of T (α),
|θ∅(T (α))| = 1.
Let us also define the analogue of δn-nodes in this continuous setting, which we will call
δ-nodes of T (α): for δ > 0, we say that u is a δ-node of T (α) if there exist 0 ≤ a1(u) < a2(u) <
a3(u) ≤ 1 such that H(α) visits u at times a1(u), a2(u), a3(u) and in addition a3(u) − a2(u) ≥
δ, a2(u)− a1(u) ≥ δ.
Now, for δ > 0 and u ∈ T (α), define Aδ(u, T (α)) the set of ancestors of u in T (α) (i.e. elements
of the tree that are visited before the first visit of u or after the last visit of u by H(α)) that are
not δ-nodes. Finally, set:
CMPDδ
Ä
u, T (α)
ä
:=
∑
v∈Aδ(u,T (α))
h˜u,v
Ä
T (α)
ä
where, in words, we define h˜u,v as follows: removing the vertex v from the tree splits it into several
connected components. We sum the sizes of all of these components which do not contain the
root of T (α), nor the vertex u. Rigorously, one can define it as:
h˜u,v := (d(v)− g(v))− (du(v)− gu(v)) ,
where gu(v) = sup{s < g(u), H(α)s = H(α)g(v)}, du(v) = inf{s > d(u), H
(α)
s = H
(α)
g(v)} are the
consecutive times at which H(α) visits v such that u is visited inbetween, corresponding to the
branch starting from v that contains u.
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Assume by Skorokhod theorem that the convergence of Theorem 2.2, stating that the renor-
malized white reduced tree T ◦(fwn ) converges to T (α), holds almost surely. Assume that there
exists η > 0 and an increasing extraction φ : N∗ → N∗ such that, for all n ≥ 1, we can find a
vertex vn ∈ T (fwφ(n)) such that |θvn(T (fwn ))| ≥ n, for which MPD1/n(vn, T (fwφ(n))) ≥ η. Using
the fact that T (α) is compact, up to extraction, vn converges to some vertex v∞ ∈ T (α) satisfying
|θv∞(T (fwn ))| ≥ . v∞ should in addition satisfy CMPD0(v∞, T (α)) ≥ η, which is impossible.
The result follows.
Notice that the condition that the subtree rooted in the vertex vn has size at least n is
mandatory. Indeed, otherwise, it may happen that vn belongs to a ’small’ branch of the tree,
but converges to a point v∞ of T (α) with a large subtree on top of it.
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