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We consider a quantum system that is initially localized at xin and that is repeatedly projectively
probed with a fixed period τ at position xd. We ask for the probability that the system is detected
in xd for the very first time, Fn, where n is the number of detection attempts. We relate the
asymptotic decay and oscillations of Fn with the system’s energy spectrum, which is assumed to be
absolutely continuous. In particular Fn is determined by the Hamiltonian’s measurement spectral
density of states (MSDOS) f(E) that is closely related to the density of energy states (DOS). We
find that Fn decays like a power law whose exponent is determined by the power law exponent dS of
f(E) around its singularities E∗. Our findings are analogous to the classical first passage theory of
random walks. In contrast to the classical case, the decay of Fn is accompanied by oscillations with
frequencies that are determined by the singularities E∗. This gives rise to critical detection periods
τc at which the oscillations disappear. In the ordinary case dS can be identified with the spectral
dimension found in the DOS. Furthermore, the singularities E∗ are the van Hove singularities of
the DOS in this case. We find that the asymptotic statistics of Fn depend crucially on the initial
and detection state and can be wildly different for out-of-the-ordinary states, which is in sharp
contrast to the classical theory. The properties of the first detection probabilities can alternatively
be derived from the transition amplitudes. All our results are confirmed by numerical simulations
of the tight-binding model, and of a free particle in continuous space both with a normal and with
an anomalous dispersion relation. We provide explicit asymptotic formulae for the first detection
probability in these models.
I. INTRODUCTION AND MAIN RESULTS
One of the first questions addressed in elementary
physics is how much time does it take an object to reach
its destination. In non-equilibrium statistical physics this
is the first-arrival problem which is fundamental for diffu-
sion controlled chemical reactions and other search prob-
lems [1–5]. Seemingly similar to the motion of diffusing
particles, quantum systems appear to evolve randomly.
One might therefore ask for the probability that a quan-
tum system initially localized at xin arrives at a target
position xd at time t for the first time. In a more general
setup, the target xd and initial position xin can be re-
placed with any valid states from the Hilbert space, |ψd〉
or |ψin〉, respectively. This question leads to complica-
tions. Soon after the establishment of quantum theory,
it became clear that there can be no self-adjoint operator
that represents the arrival time [6]. Still, since the con-
cept of arrival times is so very basic and intuitive, efforts
have been made to define and then calculate the arrival
time by a plethora of other methods: imposing special
boundary conditions on the Schro¨dinger equation [7], in-
troducing stochastic forces [8], or via imaginary poten-
tials [9]. It was also suggested to define the arrival time
in terms of positive-operator-valued measures [10, 11]. In
the operative approach, one tries to incorporate the de-
tector directly into the model [12, 13]. Moreover, some
authors used the concept of decoherent histories to de-
scribe the path of the system until it reaches the target
state [14–16].
∗ thiel@posteo.de
One of the major conceptual problems is that a quan-
tum particle does not possess a trajectory – it can not
be tracked in the classical sense. To infer the position or
state of a quantum system, the observer must perform a
measurement that will collapse the system’s wave func-
tion. The correct moment to perform the measurement
to achieve success is of course unknown a priori and too
frequent measurement will lock the system’s dynamics
via the quantum Zeno effect [17, 18]. A very pragmatic
solution to the dilemma is the introduction of a detec-
tion protocol [19, 20]. Here, the observer decides before
the experiment when he will attempt detection. This al-
lows the theoretician to weave the backfire of the initial
unsuccessful measurements into the remaining (unitary)
dynamics of the quantum system. Periodically measured
systems have also been considered in different contexts,
e.g. using the measurements as a heat bath [21].
A popular choice is to attempt detection at fixed in-
tervals of duration τ , the so-called stroboscopic detection
protocol. Such a setup was considered in [19, 20, 22–28]
and by the authors in [29–31]. This is also the approach
of the present work. The detection protocol shifts the
emphasis of the question: One does not ask for the first
arrival of the system, but rather for its first detection in
the target state. Particularly, we ask what is the prob-
ability Fn that the system is first detected in the target
at the n-th attempt.
The first detection problem is particularly relevant
from the perspective of quantum computing. It is
closely related to the quantum search problem [32–36]
and translates to the question of when a computation re-
sult becomes available. The popular search algorithms
of Refs. [32, 35] focus on tuning a quantum system such
that it most effectively transforms some fixed initial state
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2into some a priori unknown oracle state. Our approach
is different in that we fix a target state and ask for the
time when it is reached. Hence, our focus is on the in-
vestigation of Fn, which can later be optimized.
The canonical tight-binding model will serve as an
example throughout the discussion. It is most conve-
niently realized in wave-guide-lattice experiments [37],
which could easily be modified to our setup. The first
detection of a quantum walker in the one-dimensional
tight-binding model was discussed in Refs. [20, 25, 29–
31]. It was found that for large times the first detection
probability decays like a power law with exponent −3
upon which strong oscillations are superimposed. Two
dimensional systems have also been considered numeri-
cally and within a perturbation approach where different
exponents were reported [25]. In a more general setting,
e.g. in higher dimensions including fractal systems, it is
still an open question what controls the large n behavior
of Fn. In this paper, we will focus on systems with a
continuous energy spectrum, which is shown to give rise
to the power-law decay of Fn.
In the classical theory of random walks, the first pas-
sage probability F
(cl)
n also decays as a power law, with
an exponent that depends on the spectral dimension,
sometimes also called fracton, or harmonic, dimension.
This important quantity first appeared in the discussion
of transport in fractal systems [38, 39], where it was
found that many traditionally equivalent definitions of
dimensionality surprisingly give non-integer values and
do not coincide. The spectral dimension is defined as
the power law exponent found in the density of energy
states (DOS) ρ(E), which behaves like Ed
DOS
S /2−1 for
small energies E > 0. (Throughout our work, we shift
the minimal possible energy to E = 0.) The DOS is
a property of the Hamiltonian and, due to the ubiquity
of the Laplacian, also appears in countless other phys-
ical problems, e.g. lattice vibrations [39–42]. In non-
fractal systems with Euclidean dimension d, one finds
dDOSS = d; the Sierpiensky gasket – a popular fractal –
has dDOSS = ln 9/ ln 5 ≈ 1.365 [38]. For a classical random
walk, the probability P
(cl)
n (x|x) to return to its initial po-
sition at the n-th step can be expressed as the Laplace
transform of the DOS [42]. Consequently this quantity
decays as a power law with exponent −dDOSS /2. The
first passage probability is then computed from the re-
turn probability [1], and also decays as a power law with
exponent −max(dDOSS /2, 2− dDOSS /2). Logarithmic cor-
rections to the power law appear in the critical dimension
dDOSS = 2. The DOS, the first passage probability and
the return probability P
(cl)
n (x|x) are in a triangle relation
to each other.
The very same program is carried out in this article
in the quantum case. We relate the Hamiltonian’s spec-
tral properties to the first detection probability Fn as
well as to the amplitude of return. A subtle difference
between classical first passage theory and the quantum
first detection problem is that the DOS is not the rele-
FIG. 1. A sketch symbolizing the relations between the energy
spectrum (represented by the measurement spectral density
of states f(E), see section III), the return amplitudes un [see
Eq. (16)], and the first detection probabilities Fn. We present
two ways to calculate Fn: Directly from the spectrum or via
the return amplitudes.
vant quantity, but rather the so-called measurement spec-
tral density of states (MSDOS) f(E) of the Hamiltonian
(defined below). This key quantity is well known in the
mathematical literature [43]. It is closely related – and
sometimes equal – to the DOS ρ(E). The difference is
that the MSDOS not only summarizes the properties of
the Hamiltonian, but also those of the initial and detec-
tion states. In layman’s terms, it combines information
about available energy states with information about the
initial or detection states’ overlap with these energies.
Hence it allows one to concentrate only on the relevant
components of the energy spectrum.
From the power-law behavior |E − E∗|dS/2−1 of f(E)
around its singularities E∗, a spectral dimension dS can
be defined. In this article we discriminate between two
classes of quantum states. For “ordinary” states, f(E)
and ρ(E) share the positions and exponents of their sin-
gularities, that means E∗ can be identified with a van
Hove singularity and dS = d
DOS
S . However, there are
out-of-the-ordinary states for which this identification is
not possible; dDOSS and dS may assume different values.
It is the latter exponent that determines the behavior of
the system’s transition amplitudes [43] – which decay as
time−dS/2 – as well as the first-detection properties. Just
as in the classical case, the MSDOS f(E), the first detec-
tion probabilities Fn, and the (later precisely defined)
return amplitudes un, are cast into a triangle relation-
ship; see Fig. 1 for an illustration. The triangle enables
us to compute Fn from the MSDOS f(E), or alternatively
from the return amplitudes un, depending on analytical
convenience or on the theoretician’s taste.
Invoking the MSDOS, we show that the power-law de-
cay of Fn is generic for systems with continuous energy
spectrum and that its exponent depends only on the spec-
tral dimension dS found in f(E). Our main result is
Fn ∼
∣∣∣∣∣∣
L′−1∑
l=0
Fl,dSe
−in τE
∗
l
~
∣∣∣∣∣∣
2
×

1
n4−dS
, dS < 2
1
n2 ln4 n
, dS = 2
1
ndS
, dS > 2
. (1)
3The quantum power law exponent is exactly double the
classical exponent [1]. This can be understood in a hand-
waving fashion by invoking the fact that one deals with
amplitudes in the quantum problem. Although both the-
ories are developed along the same lines, the final squar-
ing operation in going from amplitudes to probabilities
doubles the resulting exponents. Furthermore, we again
find the critical dimension to be dS = 2. Beside the
power law decay, oscillations are typically found and they
are described by the | · · · |2 term. These oscillations do
not occur in every system, because their frequency can
be tuned with the detection period τ and because it de-
pends on the number L′ of non-analytic points E∗l of the
MSDOS. The oscillations, manifest in the complex ex-
ponentials in Eq. (1), are a surprising addition from the
classical point of view. From the quantum perspective,
they are easily understood as interference phenomena.
In the “ordinary” case, the spectral dimension dS
found in f(E) is equal to dDOSS , the spectral dimension
found in the DOS. Furthermore, the singularities E∗l of
f(E) can be identified with the van Hove singularities
of the DOS [41]. Since dDOSS , as well as the van Hove
singularities are properties of the DOS and thus of the
Hamiltonian, our result, Eq. (1), is “robust”, in the sense,
that a different choice of initial and detection state only
changes the amplitudes Fl,dS , but neither the power law
nor the frequencies of the oscillations. In the classical
theory, this is where the story ends, but our quantum
problem features an epilogue. Due to the possibility of
superposition of quantum states, the MSDOS f(E) can
be wildly different from the DOS ρ(E). This can go so
far that the singularities E∗l can not be identified with
the van Hove singularities or that even the spectral di-
mensions do not coincide, i.e. dS 6= dDOSS . Consequently,
in the quantum first detection probability may depend
sensitively on the particular choice of initial and detec-
tion state, which is a considerable departure from the
classical point of view. Eq. (1) is still valid in this out-
of-the-ordinary, but the involved quantities can not be
inferred from the DOS anymore.
Throughout the article we will demonstrate our rea-
soning in the tight-binding model in d dimensions with
Hamiltonian:
Hˆ := −γ
∑
x∈Ω
|x〉
d∑
j=1
[〈x + aej |+ 〈x− aej | − 2 〈x|] ,
(2)
where the energy constant γ determines the strength of
the nearest neighbor hopping, |x〉 is a position (lattice-
site) eigenstate and ej is the unit vector in the j-th co-
ordinate. This model describes a particle moving coher-
ently on an infinite simple cubic lattice with lattice con-
stant a. We stress though that our result, Eq. (1), is
fairly generic and holds for any system with a continu-
ous energy spectrum, although with different amplitudes
Fl,dS . (Of course, as we briefly mentioned, terms and
conditions apply. These are made explicit later in the
text.) To strengthen this claim, we will also consider a
FIG. 2. Sketch of the detection protocol. The system evolves
unitarily for τ time units with the evolution operator Uˆ in
between the detection attempts that are performed with the
projection operator Dˆ. The detection is a strong measure-
ment that erases the wave function in the target site, when it
was unsuccessful.
free particle in continuous space. Furthermore, Eq. (1)
is also applicable for fractional spectral dimensions, and
we demonstrate this in a free particle with an anomalous
dispersion relation.
The rest of the paper is organized as follows: In sec-
tion II we explain the stroboscopic detection protocol,
i.e. how the detection process is added to the system’s
natural dynamics. We review how to formally obtain the
first detection probability using generating functions [29].
Then in section III we present the main conceptual tool in
our investigations, the MSDOS, which is closely related
to the DOS. Using these, we show that the first detection
probability can be represented as a Fourier transform.
Section IV follows with an asymptotic formula for Fourier
transforms used to derive Eq. (1). The same formula can
be applied to the system’s free evolution unperturbed by
measurement. This opens up an alternative way to com-
pute Fn, which is also done in this section. Throughout
these derivations, we illustrate our reasoning using the
tight-binding model. In the last two sections, V and VI,
we compute the first detection probability for two other
example models: the free particle in continuous space
and a Le´vy particle. We close the article with discus-
sion in section VII. Derivations that interrupt the flow
of presentation have been relegated to the appendices.
Appendices A and B are concerned with an analogue to
the Sokhotski-Plemelj formula on the unit circle and an
asymptotic formula for Fourier transforms, respectively.
In Appendix C, we discuss the problem of first detected
arrival. Finally, Appendix D treats the case of even di-
mensions, where logarithmic corrections appear.
4II. THE STROBOSCOPIC DETECTION
PROTOCOL
In this section, we will review the derivation of the
first detection probabilities using the renewal equation
approach [29, 30]. This sets the ground for a reformula-
tion in terms of the system’s energy spectrum, which is
found in the next section.
The system is initially prepared in the state |ψin〉.
In the tight-binding model of Eq. (2), we can identify
|ψin〉 = |xin〉 with a position eigenstate on the lattice,
but in continuous-space systems this must be avoided
due to the uncertainty principle. In a general setup |ψin〉
could be any state from the Hilbert space of the system.
We will consider both situations (lattice and continuous-
space) in the examples.
The main idea to the first detection problem is to fix
the times, τ < 2τ < 3τ < . . ., of attempt detection
before the experiment. Here, we choose to measure every
τ units of times. In between the measurement times,
the system evolves unitarily with the operator Uˆ(τ) =
e−iτHˆ/~, where Hˆ is the Hamiltonian of the system. The
detection attempt is modeled as a strong measurement
using the projector Dˆ = |ψd〉〈ψd|. The detection leads
to a collapse of the wave function [44]. The detection
state |ψd〉 is subject to the same restrictions as |ψin〉. In
a lattice system like the tight-binding model, |ψd〉 can
also be chosen to be a lattice site eigenstate |xd〉.
Directly before the first measurement at time τ−, the
system is in the state
|ψ(τ−)〉 = Uˆ(τ)|ψin〉. (3)
Throughout the manuscript, the superscript −(+) de-
notes a limit from below(above). Now, measurement is
attempted, i.e. Dˆ is applied. The probability to detect
the system in |ψd〉 in the first attempt is therefore:
p1 = 〈ψ(τ−)|Dˆ|ψ(τ−)〉 = ‖DˆUˆ(τ)|ψin〉‖2, (4)
where ‖|ψ〉‖ = √〈ψ|ψ〉 denotes the usual Hilbert-space
norm of a state. If the detection was successful, the ex-
periment is finished, and the first detection time is τ . In
the other case, the wave function collapses (under the or-
thogonal projection 1−Dˆ, 1 being the identity operator),
and is renormalized. Directly after the first detection at-
tempt, assumed unsuccessful, the wave function is equal
to:
|ψ(τ+)〉 = (1− Dˆ)|ψ(τ
−)〉√
〈ψ(τ−)|1− Dˆ|ψ(τ−)〉
=
(1− Dˆ)Uˆ(τ)|ψin〉√
1− p1 .
(5)
For example in a discrete lattice system with |ψd〉 = |xd〉,
the amplitude of the particle at site xd is zero directly
after the measurement at time τ+. The paso-doble of uni-
tary evolution and strong measurement is repeated until
the first successful detection is registered. This “detec-
tion protocol” combines the collapse of the wave function
with the unitary dynamics generated by the Hamiltonian.
In our setup, detection is attempted stroboscopically, ev-
ery τ time units. Different choices of the detection times
are also possible. For example, in Ref. [45] the authors
sampled the detection times from a Poisson process. Let
us assume that the first success occurred at the n-th trial.
Then the wave function directly before this attempt is:
|ψ(nτ−)〉 = Uˆ(τ)[(1− Dˆ)Uˆ(τ)]
n−1|ψin〉∏n−1
j=1
√
1− pj
. (6)
The probability to detect the system in this trial under
the condition that it has not been detected before is:
pn = 〈ψ(nτ−)|Dˆ|ψ(nτ−)〉 = ‖DˆUˆ(τ)[(1− Dˆ)Uˆ(τ)]
n−1|ψin〉‖2∏n−1
j=1 (1− pj)
.
(7)
Using the conditional probabilities pn, we can write the
unconditioned probability of first detection at the n-th
attempt as the square norm of some state [29]:
Fn = pn
n−1∏
j=1
(1− pj) = ‖DˆUˆ(τ)[(1− Dˆ)Uˆ(τ)]n−1|ψin〉‖2.
(8)
The non-normalized state on the right hand side is called
the detection amplitude [19, 20]. As it is parallel to |ψd〉,
we can write:
ϕn := 〈ψd|Uˆ(τ)[(1− Dˆ)Uˆ(τ)]n−1|ψin〉. (9)
The first detection probability is the square norm of this
quantity:
Fn = |ϕn|2 (10)
It was demonstrated in [29] that the detection ampli-
tudes defined by Eq. (9) obey the following renewal equa-
tion:
ϕn = 〈ψd|Uˆ(nτ)|ψin〉−
n−1∑
m=1
〈ψd|Uˆ((n−m)τ)|ψd〉ϕm. (11)
This equation relates the first detection amplitudes with
the free evolution of the wave function unperturbed from
any measurement. The first term is the direct transi-
tion from initial to detection state. The sum, on the
other hand, describes the interference that takes place
after the system “first passed” the detection state. As
has been noted in Refs. [19, 29], this equation is formally
equivalent to the renewal equation from the first passage
theory of random walks, see [1]. To obtain the classical
equation, one replaces ϕn with the first passage prob-
ability F
(cl)
n after n steps. Furthermore, 〈ψd|Uˆ(nτ)|ψd〉
is replaced with the probability to return to xd after n
steps, P
(cl)
n (xd|xd) and 〈ψd|Uˆ(nτ)|ψin〉 with the proba-
bility to move from xin to xd in n steps, P
(cl)
n (xd|xin)
[1]:
F (cl)n = P
(cl)
n (xd|xin)−
n−1∑
m=1
P
(cl)
n−m(xd|xd)F (cl)m . (12)
5Just like in random walk theory, we solve the equation
with generating functions:
ϕ(z) :=
∞∑
n=1
znϕn (13)
Uˆ(z) :=
∞∑
n=0
znUˆ(nτ). (14)
Observe that we put ϕ0 := 0, since the first detection
attempt happens at 1 × τ . The generating function of
the evolution operator is closely related to its resolvent
Uˆ(z) = z−1[z−1 − Uˆ(τ)]−1. Eq. (11) is now multiplied
with zn and summed from n = 1 to infinity. One obtains
[29, 30]:
ϕ(z) =
〈ψd| Uˆ(z) |ψin〉 − 〈ψd|ψin〉
〈ψd| Uˆ(z) |ψd〉
. (15)
For notational simplicity, we will henceforth consider
the return problem only. That means we only consider
|ψd〉 = |ψin〉 in the main text. We stress that the deriva-
tion of the arrival problem (i.e. |ψd〉 6= |ψin〉) follows
exactly along the same lines. This is demonstrated in
Appendix C, where we explain the necessary modifica-
tions. Asymptotically, Eq. (1) is valid for the return as
well as the arrival problem, although both have different
amplitudes, Fl,dS . Consequently, any relation between
asymptotic first detection probabilities and the distance
between starting and final position appears in these am-
plitudes, and not in the exponents or frequencies [31].
Let us fix our language and notation. We abbreviate:
un :=〈ψd|Uˆ(nτ)|ψd〉, (16)
u(z) :=
∞∑
n=0
unz
n = 〈ψd|Uˆ(z)|ψd〉. (17)
We refer to un as the return amplitude and to u(z) as the
resolvent. “The” generating function refers to ϕ(z). With
these symbols and with the normalization 〈ψd|ψd〉 = 1,
we can rewrite Eq. (15) as [30]:
ϕ(z) = 1− 1
u(z)
. (18)
The z-transform can be inverted using Cauchy’s inte-
gral formula:
ϕn =
1
2pii
‰
|z|=r
dz
zn+1
[
1− 1
u(z)
]
. (19)
r ≤ 1 is the radius of the circle contour that only con-
tains the pole at the origin. (There is no other pole in-
side the unit circle, because ϕ(z) is by definition analytic
inside the unit disk.) Now, the integration contour is
parametrized as z = reiλ and the limit r → 1− is taken:
ϕn =
2piˆ
0
dλ
e−inλ
2pi
[
1− 1
u(eiλ)
]
. (20)
This identifies ϕn as a Fourier transform, for which
asymptotic formulae are readily available [46–48]. The
large n asymptotics of ϕn are related to the singularities
Λ∗l , l ∈ {0, . . . , L − 1}, at which ϕ(eiλ) is non-analytic
as a function of λ. The resolvent of an operator is a
standard tool to infer an operator’s spectrum. Since u(z)
is equal to the resolvent of the evolution operator up to
some factor, its properties are determined by the energy
spectrum. Consequently, the detection amplitude’s prop-
erties are determined by the energy spectrum as well. We
will restrict ourselves to systems with a continuous en-
ergy spectrum. This allows us to express the integrand
ϕ(eiλ) in terms of the so-called MSDOS, which is itself
related to the DOS. This is the subject of the next sec-
tion.
III. THE DENSITY OF ENERGY STATES AND
THE MEASUREMENT SPECTRAL DENSITY OF
STATES
A. The density of states and the spectral
dimension
Before treating the continuous spectrum case, let us
first consider a finite system of Hilbert space dimension
N with time independent Hamiltonian Hˆ. The (possibly
degenerate) eigen-energies are En and the corresponding
eigenstates are |χn,j〉, where j enumerates the degener-
acy. The DOS is defined by:
ρ(E) :=
1
N
∑
n,j
δ(E − En) = 1
N
Tr
[
δ(E − Hˆ)
]
. (21)
In a system with finite-dimensional Hilbert space, ρ(E)
is always a sum of delta functions. When the thermody-
namic limit N →∞ is taken, ρ(E) can become a mixture
of delta functions and a density function. (Instead of
N , any extensive quantity can be used to normalize the
thermodynamic limit.) In this manuscript, we deal with
systems that have no discrete energy states so that ρ(E)
contains no delta functions.
An example is the tight-binding Hamiltonian of
Eq. (2), which is diagonalized by free wave states |k〉 :=
(a/(2pi))d/2
∑
x∈aZ e
ikx, where k is taken from the cube-
shaped Brillouin zone B = [−pi/a, pi/a]d. The dispersion
relation is the relation between energy and wave-vector:
E(k) := 4γ
d∑
j=1
sin2(
akj
2 ), (22)
where kj is the j-th component of the vector k. The
corresponding DOS can be obtained by an integral over
the Brillouin zone. In one dimension, the DOS is given
by the arcsin law:
ρ(E) =
a
2pi
pi
aˆ
−pia
dk δ(E − E(k)) = 1
pi
1√
(4γ − E)E . (23)
6This is seen from plugging Eq. (22) into the middle ex-
pression of Eq. (23) and changing the integration vari-
able. The allowed energies lie in the interval [0, 4γ]; out-
side this interval, we have ρ(E) = 0. The DOS in higher
dimensions can be interpreted as the PDF of the sum of
random variables E(k) given by Eq. (22), when the kj ’s
are thought of as i.i.d. random variables that are uni-
formly distributed in [−pi/a, pi/a]. Consequently, ρ(E)
for higher dimensions can be represented as a convolu-
tion integral:
ρ(d)(E) =
ˆ
dE′
1
pi
1√
(4γ − E′)E′ ρ
(d−1)(E − E′), (24)
where ρ(1)(E) is given by Eq. (23). In two dimensions
ρ(E) can be expressed in terms of complete elliptic inte-
grals [40].
It is apparent from Eq. (23) that the DOS is not an-
alytic everywhere. At the singular energies E∗0 = 0 and
E∗1 = 4γ, it exhibits a transition from one-over-square-
root to vanishing behavior. These singular points are
called the van Hove singularities [41] and are a conse-
quence of differential geometric considerations [49]. One
of these points is always located at the lowest possible
energy (which we fix at zero). The total number of non-
analytic points in ρ(E) depends on the system at hand. In
higher dimensions there may be more than two of those
points and the singularity may be present in some deriva-
tive of ρ(E). This behavior is generic and defines the
so-called spectral dimension, dDOSS , of the system: The
non-analytic term in ρ(E) behaves as |E − E∗|dDOSS /2−1
around the singular point E∗ [38]. Logarithmic factors
appear in even dimensions [41, 50, 51]. In certain sys-
tems with fractal characteristics, the spectral dimension
can differ from the Euclidean one [39].
The DOS for the two and three dimensional tight-
binding model is plotted in Fig. 3(a-b). Our plots can be
compared with the sketches from [50]. We marked the
position of the van Hove singularities by vertical lines in
Fig. 3.
For all translational invariant systems, the DOS can
be obtained from an integral over the Brillouin zone us-
ing the system’s dispersion relation. The latter defines a
surface in (k, E)-space. The van Hove singularities are
related to the critical points of the surface [49]. Their
maximal number is a topological property of this sur-
face and is related to its Betti number [41]. For a lattice
system, the dispersion relation is always periodic over a
Brillouin-zone; hence the energy surface is a torus that
has multiple critical points. For a particle in continuous
space, the dispersion relation is a parabola, which has
only one critical point.
B. The measurement spectral density of states
The DOS is a property of the Hamiltonian only, and
encodes no information about the detection state. A
more precise tool is needed in our situation: the mea-
surement spectral density of states (MSDOS) associated
with the state |ψd〉. Instead of taking the trace of the
operator δ(E − Hˆ), as we did in Eq. (21), we will now
only consider one matrix element.
f(E) := 〈ψd| δ(E − Hˆ) |ψd〉 =
∑
n,j
|〈χn,j |ψd〉|2δ(E − En).
(25)
f(E) can be thought of as the squared modulus of |ψd〉’s
“energy representation”. Just as before, f(E) will ap-
proach a function of E without any delta-function con-
tributions in the thermodynamic limit. It is normalized
to unity,
´∞
0
dE f(E) = 〈ψd|ψd〉 = 1. (Remember that
the lowest possible energy is fixed at zero.) In the math-
ematical literature [43], it is known as the Hamiltonian’s
spectral measure associated with the state |ψd〉. If |ψd〉 is
an atomic orbital state or some other spatially localized
wave function, f(E) can also be identified with the local
DOS [52–54].
The advantage of the MSDOS is that matrix elements
of the Hamiltonian or related operators can be repre-
sented as integrals over all energies, in particular the re-
turn amplitudes:
un = 〈ψd| e−in τHˆ~ |ψd〉 =
∞ˆ
0
dE e−in
τE
~ f(E). (26)
The return amplitude and the MSDOS are a Fourier
transform pair.
Consider the case, when the system at hand is invari-
ant under a certain symmetry transformation. Then one
may be able to find a set of base states |χ˜n〉, such that
〈χ˜n|Hˆ|χ˜n〉 = 〈χ˜n′ |Hˆ|χ˜n′〉, for any pair n,n′. In this case
N−1Tr[δ(E − Hˆ)] = 〈χ˜n|δ(E − Hˆ)|χ˜n〉 for any n. This
means that the MSDOS associated with |χ˜n〉 can be iden-
tified with the DOS.
This is exactly the situation in the tight-binding model,
for the special case when |ψd〉 is a lattice site eigenstate
|xd〉: By translational invariance, the matrix elements
〈x|Hˆ|y〉 only depend on the distance y − x. In one di-
mension, one obtains with Eq. (23):
f(E) = ρ(E) =
1
pi
1√
E(4γ − E) (27)
Consequently, the van Hove singularities and the spectral
dimension can be found in f(E) as well.
In general, f(E) and ρ(E) are not equal! As a coun-
terexample, consider the detection state |ψd〉 = (|a〉+ |−
a〉)/√2 and compute its MSDOS from the Brillouin zone
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FIG. 3. MSDOS and WMSDOS for the tight-binding model with detection at the origin. Left: The MSDOS f(E) of the tight-
binding model. For our special choice of detection and initial states, f(E) is equal to the DOS ρ(E). (a): f(E) for d = 2. There
are three singular energies at 0, 4γ, and 8γ, indicated by the vertical lines. At the outer singularities, f(E) is discontinuous; it
vanishes outside [0, 8γ]. In the middle there is a logarithmic divergence. (b): f(E) for d = 3. There are four singularities in
the derivative of f(E) at multiples of 4γ indicated by the vertical lines. Around the singularities f(E) behaves like Eq. (29).
Compare these figures with the DOS sketches of [50]. Right: µ(λ) for the one dimensional tight-binding model, Eq. (39). (c):
For the detection period smaller than the critical value τ < τc = (pi/2)~/γ. The two singularities are clearly visible. The right
singularity moves further to the right as τ increases and merges with the left one at the critical value. (Note that µ(λ) is 2pi
periodic.) Also µ(λ) vanishes outside the singularities because the whole support of f(E) is mapped into the interval [0, 2pi].
(d): µ(λ) for τ > τc. The second singularity reappears on the left hand side of the plot for τ > τc. It moves to the right for
growing τ until τ is equal to another multiple of the critical value. Notice that µ(λ) does not vanish outside the singularities,
because f(E) is wrapped more than once around the unit circle. The non-vanishing area corresponds to additional terms in
the sum of Eq. (39) that appear when τ is larger than τc.
integral with 〈±a|k〉 = √a/(2pi)e±iak:
f(E) =
1
2
pi
aˆ
−pia
dk δ(E − E(k)) (〈a|+ 〈−a|) |k〉〈k| (|a〉+ |−a〉)
=
a
4pi
pi
aˆ
−pia
dk δ(E − E(k))4 cos2(ak) = 1
pi
(
1− E2γ
)2
√
E(4γ − E) .
(28)
Thus, here the MSDOS has an additional factor relative
to the DOS. Although the MSDOS and the DOS are
different for this detection state, we note that they both
feature a one-over-square-root divergence at E = 0 and
at E = 4γ. That is, the non-analytic points of f(E) are
the van Hove singularities and the spectral dimension dS
is the same as the one found in the DOS dDOSS .
As we have shown, f(E) and ρ(E) are not equal for
a general choice of detection state. Nevertheless, f(E)
may have L′ non-analytic points E∗l , just like ρ(E) has
the van Hove singularities. We assume that f(E) admits
the following asymptotic expansion around these points:
f(E∗l ± ) ∼ f˜l(±) +A±l 
dS
2 −1, (29)
where the coefficients A±l depend on the particular point
E∗l and on the direction of the approach. Since the singu-
larity may be present only in a derivative, we introduce
the “analytic remainder”, which is nothing else but the
Taylor expansion up to order dS/2− 1:
f˜l(±) =
∑
0≤n<dS2 −1
f (n)(E∗l )
n!
(±)n. (30)
Clearly, an expansion like Eq. (29) is always possible.
However, the identification of f(E)’s singularities with
those of ρ(E) is not always possible. We consider a de-
tection state as “ordinary” when the corresponding MS-
DOS’s singularities are located where the van Hove sin-
gularities are, and when its spectral dimension coincides
with dDOSS .
For the 1d tight-binding model with |ψd〉 = |xd〉, we
see from Eq. (27) that
f(0 + ) =f(4γ − ) = 1
pi
√
4γ

1
2−1 (31)
f(0− ) =f(4γ + ) = 0. (32)
This identifies the spectral dimension as unity and A−0 =
A+1 = 0 as well as A
+
0 = A
−
1 = (4pi
2γ)−1/2 and f˜l(±) =
0. Table I lists all the constants used throughout the
manuscript. As mentioned, when the detection state is
chosen as a lattice site eigenstate, f(E) and ρ(E) will co-
incide in the tight-binding model in any dimension. In
this special case the return amplitudes are Bessel func-
tions of the first kind. This can again be seen from an
8TB FP Le´vy Def.
L d+ 1 1 1 Sec. III
E∗l 4lγ 0 0 Eq. (29)
dS d d 2
d
α
Eq. (29)
A+l
(−1)
l
2 (dl)
Γ( d
2
)(4piγ)
d
2
E
− d
2
0
Γ( d2 )
2
α
E
− d
α
0
Γ( d2 )
Eq. (29)
A−l
(−1)
d−l
2 (dl)
Γ( d
2
)(4piγ)
d
2
0 0 Eq. (29)
Cl i
l
(
d
l
) ( −i~
4piγτ
) d
2
(
−i~
E0τ
) d
2 Γ(1+ dα )
Γ(1+ d2 )
(
−i~
E0τ
) d
α
Eq. (53)
Eq. (55) (73) (78)
TABLE I. Table of the different coefficients in the tight-
binding model (TB), the free particle (FP) and the Le´vy par-
ticle (Le´vy). In the tight-binding model the detection state is
a lattice site eigenstate |ψd〉 = |xd〉. For the other two models
the detection state is a Heisenberg state given by Eq. (68).
0 < α < 2 is the Le´vy parameter, see Eq. (75). The last col-
umn lists where to find the definition of the quantity. The last
row lists, where the specific result is found in the main text.
In the continuous space models, we used Eq. (53) to compute
the constants Cl from the A
±’s. In the tight-binding model,
we also used Eq. (53) to obtain the A±’s.a The tight-binding
entry for A+l is valid for even l and zero otherwise. The tight-
binding entry for A−l is valid for even d−l and zero otherwise.
In even dimensions A−0 and A
+
d vanish and furthermore log-
arithmic factors appear. For the free particle and the Le´vy
particle there is only one singular point with l = 0.
a Eq. (53) alone is not sufficient to determine both A+l and A
−
l
from Cl, because it is one equation for two variables. We
employed the additional condition, that A±l must be real from
which we inferred that A±l vanishes for some l. A rigorous
computation involves the Mellin transform of the MSDOS
around one of its singular points and uses its representation as
an integral over the Brillouin zone [49]:
M±l {f ; s} :=
∞ˆ
0
d s−1
ˆ
B
dk δ(E∗l ± − E(k))|ψd(k)|2,
where ψd(k) is the momentum representation of |ψd〉. The delta
function is easily resolved, and the remaining integrand is
expanded up to second order around the critical points k∗ of
the energy surface E(k) that correspond to the singular energy
E∗l , i.e. E(k
∗) = E∗l . The Mellin transform has several poles in
the complex s-plane. The pole with the largest real part lies at
s = dS/2− 1 and determines the small  behavior of the
MSDOS. The coefficients A±l , as well as possible logarithmic
factors can be extracted from this pole. This is possible for any
translationally invariant system. A full derivation will be
carried out in another publication.
integral over the Brillouin zone using the dispersion re-
lation Eq. (22):
un =
a
2pi
pi
aˆ
−pia
dk e−i2n
γτ
~ (1−cos(ak)) = e−i2n
γτ
~ J0
(
2nγτ~
)
,
(33)
where we first used the replacement 2 sin2(x/2) = 1 −
cosx, and then the integral representation of the Bessel
function. In higher dimensions of the tight-binding
model, the integral over the Brillouin zone factorizes and
we find:
un =
d∏
j=1
a
2pi
pi
aˆ
−pia
dkj e
−in 4γτ~ sin
2 akj
2 =
[
e−in
2γτ
~ J0
(
2γτ
~ n
)]d
(34)
An alternative integral representation of the Bessel func-
tion [Eq. 8.411(10) of [55]] reveals the Bessel function as
the Fourier transform of the arcsin law. This allows us
to use Eq. (27) directly in Eq. (26) in the 1d case:
un =
1
pi
4γˆ
0
dE
e−in
τE
~√
(4γ − E)E = e
−i 2γτ~ nJ0
(
2γτ
~ n
)
, (35)
where the variable change E = 2γ(1 + x) has to be used
to recover the reference’s formula. We plot the MSDOS
of the tight-binding model for two and three dimensions
in Fig. 3(a-b).
C. The wrapped MSDOS
In Eq. (26), we expressed the return amplitudes in
terms of f(E). The same can be done to the resolvent
[using Eq. (26), Eq. (17) and the geometric series]:
u(z) =
∞ˆ
0
dE
f(E)
1− ze−i τE~ =
1
2pi
2piˆ
0
dλ′
µ(λ′)
1− ze−iλ′ . (36)
Since the complex exponential in the denominator is pe-
riodic, it makes sense to gather all contributions of f(E)
with the same phase. The result is the “wrapped MS-
DOS” (WMSDOS):
µ(λ) :=
2pi~
τ
∞∑
m=−∞
f
(~
τ [λ+ 2pim]
)
. (37)
µ(λ) can be understood as “f(E) wrapped around the
unit circle”. It is actually the spectral measure of the
evolution operator associated with |ψd〉. It is normalized
according to (2pi)−1
´ 2pi
0
dλµ(λ) = 〈ψd|ψd〉 = 1. Example
plots of µ(λ) can be found in the insets of Fig. 3. In the
mathematical literature, Eq. (36) is called the Cauchy
transform of the measure µ(λ) dλ [56]. In contrast to the
series definition, Eq. (17), the integral representation is
also valid for |z| > 1.
A system with an infinite energy band, like a free par-
ticle in continuous space, will always have infinitely many
terms in the sum of Eq. (37). For a system with a finite
energy band, like the tight-binding model, most of the
terms in Eq. (37) will be zero, because they are outside
the support of f(E). The support of f(E) gets stretched
or compressed by a factor τ/~ before it is wrapped onto
the interval [0, 2pi].
9At certain critical values of τ a new term will appear
in the sum of Eq. (37). To better understand Eq. (37),
consider the one dimensional tight-binding model again.
For very small values of τ , smaller than the critical value:
τc :=
2pi~
4γ
=
pi~
2γ
, (38)
which is set by the width of the energy band, 4γ [see
Eq. (22)], the support of µ(λ) is actually smaller than 2pi
and µ(λ) is just a rescaled version of f(E). Additional
terms appear in µ(λ), as soon as τ surpasses a multiple
of the critical value τc. Assume that (n− 1)τc < τ < nτc
for some positive integer n, then we obtain by combining
Eq. (37) and Eq. (27):
µ(λ) =
n∑
m=0
2√
(λ+ 2pim)
(
4γτ
~ − λ− 2pim
) . (39)
We see that f(E)’s singularities are inherited by µ(λ).
The critical behavior of µ(λ) around its singular points
translates to the behavior of the resolvent u(reiλ) close
to the unit circle, i.e. in the limit r → 1−. As we show
in Appendix A, the chain of definitions for f(E) from
Eq. (29) can be traced forward to u(eiλ), in order to find
the singularities in the resolvent. We summarize this
behavior in the following equation:
u(ei(Λ
∗
l±)) ∼ u˜l(±) +B±l 
dS
2 −1, (40)
where the notation is similar to Eq. (29). The constants
B±l and A
±
l are related, as we will show later in Eqs. (53)
and (55), where both are computed from information
about un. The particular way how one obtains these
constants – from f(E), or from un – is a matter of con-
venience.
The wrapping procedure Eq. (37) shifts the positions
of the singularities from E∗l to:
Λ∗l :=
E∗l τ
~
mod 2pi. (41)
For the 1d tight-binding model with localized detection
state, these are the points
Λ∗0 = 0, Λ
∗
1 =
4γτ
~
mod 2pi. (42)
For special choices of τ , two singular energies E∗l and E
∗
l′
become equivalent:
τ (l,l
′)
c :=
2pi~
|E∗l − E∗l′ |
. (43)
These are the critical sampling periods [31], and we will
later show that such choices of τ yield special behavior
of the first detection probabilities. In the tight-binding
model these are:
τ (l)c =
pi~
2lγ
, (44)
for l ∈ {1, . . . , d}. At these critical detection periods,
two or more singularities of f(E) get mapped to one sin-
gularity of µ(λ). The number L of singularities of µ(λ)
is then smaller than L′, which is the number of singu-
larities in f(E). In the one dimensional tight-binding
model, this is the already encountered critical value from
Eq. (38). However, µ(λ)’s singularities exhibit exactly
the same power laws as f(E).
D. Singularities in the generating function
We conclude this section with identifying the singu-
larities in the generating function of the detection am-
plitudes evaluated on the unit circle. This is done by
taking the limit r → 1− in Eq. (18) and using Eq. (40).
The singularities of ϕ(eiλ) are the points Λ∗l defined by
Eq. (41). Close to these points, we have:
ϕ(ei(Λ
∗
l +)) ∼ 1− 1
u˜l(±) +B±l 
dS
2 −1
. (45)
We find a competition of terms in the denominator. De-
pending on the value of the spectral dimension, either
the power term or the analytic remainder dominates. For
dS ≤ 2 the analytic remainder u˜l is zero, while for dS > 2
it constitutes the leading order. Performing the small-
expansion, we find that ϕ(eiλ)’s singularity is always in
one of its derivatives. There is a crossover at the critical
dimension dS = 2:
ϕ(ei(Λ
∗
l±)) ∼

1− 
2− dS2 −1
B±l
, dS < 2,
ϕ˜l(±) + B
±
l[
u(eiΛ
∗
l )
]2  dS2 −1, dS > 2 .
(46)
When dS is an even integer, logarithmic corrections ap-
pear. This case is discussed in Appendix D. An analyt-
ical remainder of ϕ(eiλ) is always present (although it is
trivial for small dimensions). Interestingly, we see that,
in higher dimensions, additional constants appear. They
are the derived from the return amplitudes:
u(eiΛ
∗
l ) =
∞∑
n=0
einΛ
∗
l un. (47)
These series converge for dS > 2.
As we have mentioned, un and f(E) as well as ϕn and
ϕ(eiλ) are Fourier pairs. In the next section, we apply
an asymptotic formula for Fourier transforms to relate
Eq. (46) with the large n behavior of ϕn. After that, we
apply the same formula to Eq. (29).
IV. USING A FOURIER-TAUBER FORMULA
According to Refs. [46, 47], the singular points of ϕ(eiλ)
and the power-law behavior around these points deter-
mine the large n asymptotics of its Fourier coefficients,
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which are the first detection amplitudes ϕn. This is basi-
cally the Fourier analogue to the Tauberian theorems for
the Laplace transform well-known in the theory of ran-
dom walks [57, 58]. The notable difference is that in the
classical setup, there usually is only one singular point
at vanishing Laplace variable with the consequence that
the first passage probability decays monotonically in the
long-time limit. This condition is violated in our case, as
there are in general multiple singularities in ϕ(eiλ). This
fact is clearly related to the presence of quantum inter-
ference. Nevertheless, each of them can be isolated and
the Tauberian theorem can be applied from both sides
of the singular points. This leads to a sum of different
power-law terms accompanied with a complex exponen-
tial factor in n. A derivation of the formula is given
in Appendix B, while rigorous proofs are found in the
above cited references. The main statement is the fol-
lowing: Let h(x) be a function with L singularities at x∗l ,
each admitting an expansion like Eq. (29):
h(x∗l ± ) ∼ h˜l(±) +H±l ν−1, (48)
for some l-independent ν > 0. Then, its Fourier trans-
form behaves for large n like:
1
2pi
2piˆ
0
dx e−inxh(x) ∼ Γ(ν)
2pinν
L−1∑
l=0
e−inx
∗
l
[
H+l
iν
+
H−l
(−i)ν
]
.
(49)
In our prior publication [29–31] the large n behavior was
inferred from integrals along branch cuts in the complex
plane. The same procedure would be viable here. In fact,
each singular point eiΛ
∗
l corresponds to a branch point of
ϕ(z). Instead of writing ϕn as a Fourier transform of
ϕ(eiλ) one could put the branch cuts of ϕ(z) along rays
to complex infinity and integrate around them. However,
the connection to the energy properties is clearer using
the Fourier-Tauber theorem.
Since ϕ(eiλ) admits the expansion Eq. (46) around each
of the singular points Λ∗l , one finds that ϕn behaves for
large n like:
ϕn ∼
L−1∑
l=0
e−inΛ
∗
l
2pi
×

Γ(2− dS2 )
n2−
dS
2
[
i
dS
2
B+l
+ (−i)
dS
2
B−l
]
, dS < 2
Γ(
dS
2 )
[u(eiΛ
∗
l )]2n
dS
2
[
B+l
i
dS
2
+
B−l
(−i)
dS
2
]
, dS > 2
(50)
The squared absolute value of this expression is the de-
sired first detection probability and reproduces Eq. (1).
There, we hid most of the constants in the complex num-
bers Fl,dS which are now made explicit. Eq. (1) [and
Eq. (50)] is our main result and conveys the following
qualitative properties: The first detection probability de-
cays like a power law that only depends on the spectral
dimension. The decay exponent exhibits a crossover at
the critical dimension two and it is exactly double the
exponent from the first passage probability of classical
random walks [1]. The frequencies of the oscillations are
determined by the positions E∗l of the singularities of the
MSDOS via Eq. (41). Eq. (1) is valid for systems with
a continuous energy spectrum. In the classical theory,
the spectral dimension can always be identified with the
exponent dDOSS in ρ(E). It is hence a property of the
Hamiltonian alone, independent of the initial or detec-
tion state. Such an identification is possible for ordinary
detection states whose MSDOS f(E) behaves sufficiently
smoothly around the van Hove singularities and also does
not vanish at these points. This is basically a condition
on the overlap of |ψd〉 with certain energy eigenstates,
and has been used in a modified form also in [36].
A notable class of exceptions are those states that have
no overlap with the eigenstates of the singular energies.
We refer to them as “insufficiently populated” states.
Consider the 1d tight-binding model with the detection
state |ψd〉 = (|a〉 − | − a〉)/
√
2. Repeating the computa-
tions that led to Eq. (28), we find the MSDOS for this
state to be:
f(E) =
1
4piγ2
√
E(4γ − E). (51)
Although the density of states is an arcsin law, f(E) is
a semicircle law. The spectral dimension in this case is
dS = 3 whereas d
DOS
S = 1! The reason is that |ψd〉 was
chosen to have no momentum components with k = 0
and k = pi/a, which correspond to the singular ener-
gies. Hence, this |ψd〉 is insufficiently populated around
the singular energies, leading to a discrepancy between
ρ(E)’s and f(E)’s spectral dimension. Another choice
would be a state with wave vector representation sup-
ported only in the interval [pi/(2a), 3pi/(4a)]. This ex-
ample would even have different singular energies, be-
cause the support of f(E) lies in [2γ, 4γ sin2(3pi/8)]. Yet
another exception is a heavy-tailed detection state that
decays like 〈x|ψd〉 ∼ |x|−1−ν , for some ν ∈ [0, 2]. In
momentum space, such a detection state will behave like
|k|ν around the origin. This leads to a spectral dimension
dS = 1 + ν as opposed to d
DOS
S = 1. All these cases show
that the spectral dimension and the singular points, that
we use in this article, are strictly speaking properties of
f(E) and not of ρ(E). In many important cases, how-
ever, the positions of the singularities coincide in both,
as do the power-law exponents. (Although the prefactors
A±l found in f(E) may be different from those found in
ρ(E).) This is what we called ordinary. The classical the-
ory does not know of insufficiently populated states. All
eigenstates of the Hamiltonian/Laplacian are extended,
due to the continuous nature of the spectrum, and have
support in every lattice site. Hence, each lattice site has
overlap with every energy, in particular with the singular
ones. The only possible exception is a non-ergodic system
that splits up into separate pieces. As a superposition of
lattice states with negative interference in some energy is
our of question due to positivity of probabilities, it is not
possible to construct an insufficiently populated state in
the classical first passage theory.
The coefficients B±l are often not easy to obtain.
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Knowledge about the return amplitudes un opens up an
alternate way to compute ϕn. We remember that f(E)
and un are also a Fourier pair and that we have access to
f(E)’s singularities in Eq. (29). Therefore, the Fourier-
Tauber theorem is now applied to Eq. (26) using Eq. (29).
The result is:
un ∼ 1
n
dS
2
L−1∑
l=0
Cle
−inΛ∗l , (52)
where
Cl := Γ
(
dS
2
)(
~
τ
)dS
2 ∑
l′∼l
[
A+l′
i
dS
2
+
A−l′
(−i) dS2
]
. (53)
In Eq. (52) we have already identified the critical angles
Λ∗l = τE
∗
l /~ from Eq. (41). The sum in Eq. (53) runs
over all equivalent energies, i.e. eiτE
∗
l′/~ = eiΛ
∗
l . Re-
markably, the return amplitudes oscillate with the same
frequencies as do the detection amplitudes, which is also
true in the above discussed exceptions, because un and
ϕn are related to f(E) (and not to ρ(E)). The relation be-
tween the MSDOS and the time decay of the return am-
plitudes is known in the literature [43]. In Refs. [59, 60]
a similar argument was used to relate the spectral di-
mension to the decay of the return amplitudes. How-
ever, in these references the DOS was used instead of the
MSDOS. Also the role of the van Hove singularities was
under-appreciated. Therefore the authors were only able
to predict the decay of the envelope of un but not the
oscillations.
Often the matrix elements of the evolution operator are
much more accessible than the MSDOS. Consequently
the coefficients Cl may be more easily available than the
B±l ’s. Therefore, we provide this alternative approach
to derive ϕn. For example: In Eq. (34), we found the
return amplitudes for the tight-binding model in arbi-
trary dimension. Application of the asymptotic formula
J0(x) ∼ cos(x− pi/4)
√
2/(pix), yields:
un ∼e−i
2dγτ
~ n
(
~
piγτn
) d
2
cosd
(
2γτ
~
n− pi
4
)
=
(
~
4piγτn
) d
2
d∑
l=0
(
d
l
)
e−i
4lγτ
~ n+i(2l−d)pi4 . (54)
From here, one identifies:
Cl =
(
~
4piγτ
) d
2
(
d
l
)
ei(2l−d)
pi
4 , Λ∗l =
4γτ
~
l, (55)
with l ∈ {0, 1, . . . , d} for the tight-binding model. The
above equation is correct, provided that τ does not as-
sume a critical value. In that case, two singular points
merge and the corresponding Cl’s have to be added. The
points 4γl are exactly the van Hove singularities of the
density of states, see Fig. 3(a,b).
Multiplication of Eq. (52) with rneiλn, summing over
n, and taking the limit r → 1−, gives us the resolvent
u(eiλ). Close to the critical points Λ∗l it behaves as:
u
(
ei(Λ
∗
l±)
)
∼u˜l(±) + Γ
(
1− dS2
)
Cl
(
1− e±i) dS2 −1
∼u˜l(±) + Γ
(
1− dS2
)
Cl(∓i)
dS
2 −1. (56)
The last line was obtained by taking (1−eix)ν ∼ (−ix)ν .
Comparing this equation with (40) allows us to relate the
different coefficients:
B±l = Γ
(
1− dS2
)
e∓i
pi(dS−2)
4 Cl. (57)
B±l and A
±
l can be related via Eq. (53). Plugging the
result into Eq. (50), we can express the detection ampli-
tudes in terms of the decay behavior of the return am-
plitudes (i.e. in terms of Cl):
ϕn ∼

(
1− dS2
)
sin
(
pidS
2
)
pin2−
dS
2
L−1∑
l=0
e−inΛ
∗
l
Cl
, dS < 2
1
n
dS
2
L−1∑
l=0
Cl
[u(eiΛ
∗
l )]2
e−inΛ
∗
l , dS > 2
. (58)
We used Γ(x) Γ(1− x) = pi/ sin(xpi). Alternatively, one
could express the detection amplitudes in terms of the
MSDOS f(E) (that is in terms of A±l ) using Eq. (53).
For dS < 2 one obtains:
ϕn ∼ − 1
pi2n2
(nτ
~
) dS
2
L−1∑
l=0
Γ
(
2− dS2
)
sin
(
pidS
2
)
e−inΛ
∗
l∑
l′∼lA
+
l′ (−i)
dS
2 +A−l′ i
dS
2
.
(59)
For dS > 2 one obtains:
ϕn ∼
Γ
(
dS
2
)
(
nτ
~
) dS
2
L′−1∑
l′=0
e−in
τE∗
l′
~
u2(ei
τE∗
l′
~ )
[
A+l′ (−i)
dS
2 +A−l′ i
dS
2
]
.
(60)
Eqs. (58-60) complement Eq. (50). They are useful when
neither the MSDOS f(E), nor an expansion of the return
amplitudes, are available.
Using Eq. (55) in Eq. (58) one obtains the detection
amplitudes for the tight-binding model for dimensions
larger than 2:
ϕn ∼
(
~
4piγτn
) d
2
d∑
l=0
(
d
l
)
e−i
4lγτ
~ n+i(2l−d)
pi
4
[u(ei
4lγτ
~ )]2
. (61)
The modulus squared of this expression is the first detec-
tion probability:
Fn ∼
(
~
4piγτn
)d ∣∣∣∣∣∣
d∑
l=0
(
d
l
)
ei(d−2l)(
2γτ
~ n−
pi
4 )−2i arg u(e
i
4lγτ
~ )
|u(ei 4lγτ~ )|2
∣∣∣∣∣∣
2
.
(62)
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From the expression of un, Eq. (34), and the definition of
u(z), one can infer that u(ei4lγτ/~) is the complex conju-
gate of u(ei4(d−l)γτ/~). Hence, for each term in the sum
of Eq. (62), its complex conjugate appears as well. The
complex exponentials can actually be replaced by cosines
and half of the terms in the sum can be dropped. The
constants u(ei4lγτ/~) are defined by Eq. (47), no closed
form is known to us, and so they have to be computed
numerically.
Eq. (62) holds for all dimensions larger than two. The
one dimensional tight-binding model has already been
discussed extensively in Refs. [29–31]. There, the follow-
ing formula was reported:
Fn ∼ 4γτ~pin3 cos
2
(
2γτ
~
n+
pi
4
)
, (63)
which is perfect accordance with Eq. (58). Curiously, in
both the one- and three dimensional case, one finds a
power law with exponent −3.
In the two dimensional case logarithmic corrections to
the power law appear. This case is discussed in Ap-
pendix D. We simply state here the result for the 2d
tight-binding model:
Fn ∼
(
4piγτ
~n ln2 n
)2 ∣∣∣∣12 − 2 sin
(
4γτ
~
n
)∣∣∣∣2 . (64)
In Eq. (63) and Eq. (64) the Zeno effect is visible.
When the limit τ → 0 is taken, our asymptotic result
vanishes. From Eq. (11) and Eq. (34), one finds that
actually Fn → δn,1. The physical meaning is that the
particle is found at the detection site, immediately after
the experiment commences. Hence the long-time asymp-
totics of Fn vanish. The expression in Eq. (62), however,
diverges for fixed n in the limit τ → 0! (This can be seen
from numerical evaluation of u(ei4lγτ/~).) In the numeri-
cal simulations of Fn, an intermediary regime appears in
Fn that is not described by our asymptotic formula. As
τ decreases, this intermediary region grows in size. The
Fn values in that regime go to zero as τ decreases. At the
same time, F1 goes to unity, so that in total Fn → δn,1,
and the Zeno effect is restored. It can not be observed in
our asymptotic formula, though.
Numerical simulations were performed by using
Eq. (34) in Eq. (11) and solving the resulting system
of linear equations for ϕn. In Fig. 4, we present numeri-
cal simulations for the tight-binding model in dimensions
two and three for τ = 0.25~/γ. In the two-dimensional
case, we fitted the envelope of the asymptotic result (64).
Due to the slow logarithmic convergence it is necessary
to replace ln2 n by (lnn+x)2. x is determined from a fit.
Both expressions are equivalent in the asymptotic limit.
The figure depicts the fit.
One clearly sees the expected dimension dependent
power-law decay of Eq. (1) in the envelope of Fn as well
as the oscillations, and an overall good agreement with
our prediction.
As discussed, the frequency of the oscillations is given
by Eq. (41) and can be controlled via the detection period
τ . This is demonstrated in Fig. 5, where we plotted the
power spectrum of n3Fn for d = 3 and τ = 0.15~/γ. (The
power spectrum is the modulus squared of the discrete
Fourier transform of n3Fn.) This makes it possible to
visualize the characteristic frequencies. The frequencies
Λ∗l = 0.6l, l ∈ {0, 1, 2, 3} are visible as peaks in the power
spectrum of n3Fn. As another demonstration, we present
the case of a critical detection amplitude, τc = (pi/2)~/γ
from Eq. (38). For this value of τ , all critical energies
become equivalent and get mapped to the same critical
point Λ∗. As a consequence the oscillations in Fn disap-
pear and only the power law remains. This is shown in
the insets of Fig. 4.
Finally, we want to illustrate our discussion on insuf-
ficiently populated states and we want to showcase the
dependence of the spectral dimension on the detection
state. Therefore, we consider the two dimensional tight-
binding model with the detection state:
|ψd〉 = 1
2
[|(a, a)〉+ |(−a,−a)〉 − |(a,−a)〉 − |(−a, a)〉] .
(65)
By construction it has no overlap with the singular en-
ergies E∗l = 0, 4γ, 8γ. The corresponding MSDOS is a
convolution of Eq. (51) with itself. This is a convolu-
tion of two MSDOS’s with dS = 3 each, resulting in
dS = 6. f(E) is presented in Fig. 6(a) and does not
resemble Fig. 3(a) at all. For this choice, the return am-
plitudes are given by:
un = e
−i 4γτ~ n
[
J0
(
2γτ
~
)
+ J2
(
2γτ
~
)]2
(66)
and decay like n−3. The spectral dimension in f(E) is
dS = 6 instead of d
DOS
S = 2 found in the DOS! The
simulations depicted in Fig. 6(b) reflect this fact nicely.
In the next two sections we discuss two off-lattice mod-
els. The first is the free particle in continuous space and
the second is the Le´vy particle.
V. THE FREE PARTICLE IN CONTINUOUS
SPACE
We now consider a free non-relativistic particle with
mass M in continuous d-dimensional space. The Hamil-
tonian is given by the kinetic energy
Hˆ :=
~2
2M
kˆ
2
, (67)
where we write its momentum in terms of the wave vec-
tor ~k. The first difficulty one faces here is the definition
of the detection state. In contrast to the lattice system,
position eigenstates have zero width, and projection onto
such states can be tricky. We assume instead that our de-
tector has a finite accuracy σ and projects the wave func-
tion to a Heisenberg state with minimum uncertainty. In
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FIG. 4. Probability of first detected return for the tight-binding model in a semi-logarithmic plot. Blues squares are numerical
results, orange circles are the predictions of Eq. (64) and Eq. (62). (a): Two dimensional case with τ = 0.25~/γ. The n−2
power-law and the oscillations are clearly visible. The logarithmic factor was adjusted to (pi + lnn)−4, see Appendix D. Inset:
Two dimensional case for the critical detection period τ = τc = (pi/2)~/γ. No oscillations are present here, because µ(λ) has
only one singular point. We find a n−2 power law with logarithmic factor (x+ lnn)−4, where x ≈ 10.531, see Appendix D. (b):
Three dimensional case for τ = 0.25~/γ. Inset: d = 3 with τ = τc = (pi/2)~/γ. Oscillations are only present for non-critical τ .
No fitting was applied to the right-hand side plots.
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FIG. 5. Power spectrum of n3Fn for d = 3 and τ = 0.15~/γ.
Stripping off the power law off of Fn by the multiplication with
n3 exposes the oscillatory terms. The frequencies of the oscil-
lations correspond to peaks in the Fourier transform. Com-
pare the position of the peaks with the prediction of equation
Eq. (41), Λ∗l = 0.6l, l = 0, 1, 2, 3.
momentum representation this state is defined as:
ψ0(k) :=
(
2σ2
pi
) d
4
exp
[−σ2k2] , (68)
where the wave vector/momentum k = p/~ is a real
d-dimensional vector. Such a wave function has 〈r〉 =
0, 〈p〉 = 0, furthermore: 〈(r − x0)2〉 = dσ2, and
〈p2〉 = d~2/(4σ2). In particular it has minimum un-
certainty between the momentum and position coordi-
nates. We choose this state as initial and detection state:
|ψd〉 = |ψin〉 = |ψ0〉.
For the free particle the dispersion relation is the usual
kinetic energy:
E(k) =
(~k)2
2M
. (69)
As an abbreviation, we define the detection state’s en-
ergy per degree of freedom: E0 :=
〈
p2/(2m)
〉
/(2d) =
~2/(4mσ2). Using the momentum representation of the
evolution operator, we can obtain the return amplitudes
from an integral over all wave vectors:
〈ψ0|Uˆ(nτ) |ψ0〉 =
ˆ
Rd
dk |ψ0(k)|2e−i
nτE(k)
~ =
1(
1 + iE0τ~ n
) d
2
.
(70)
The expression has two regimes for n: When 1 
nE0τ/~ = (n~τ)/(4Mσ2), the return amplitude is ap-
proximately unity. For fixed n, this is the case when
either τ is very small or σ is very large. In the opposite
case, the return amplitude decays like a power law, which
reveals the spectral dimension as equal to the Euclidean
one,dS = d. The crossover between the two regimes ap-
pears at n˜ ≈ ~/(E0τ) = 4Mσ2/(~τ) and marks the time
at which the momentum-induced dispersion of the wave
packet becomes comparable to the initial width of the
wave packet. In the limit σ → 0, the return amplitudes
vanish. This signals to us that an infinitely precise posi-
tion measurement is not physically meaningful.
Since the dispersion relation (69) is a parabola, there
is only one critical point on the energy surface, which is
located at zero momentum. This shows there will be no
oscillations in the first detection probabilities in accord
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FIG. 6. Two dimensional tight-binding model with the special detection state of Eq. (65). (a) The MSDOS f(E). It is wildly
different from the DOS ρ(E) depicted in the inset or in detail in Fig. 3(a). The spectral dimension found in f(E) is six rather
than two, which is obtained from the DOS. The singularities of f(E) are in the in its second derivative, but they can be found
in the same positions as the singularities of ρ(E). (b) The first detection probabilities Fn for this case. In contrast to a ordinary
choice of the detection state, we do not find a n−2 ln−4 n decay of Fn but rather a n−6 decay in accordance with Eq. (1) for
large spectral dimensions.
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FIG. 7. First detection probabilities for the free particle and the Le´vy particle. Blue squares: d = 1, Orange circles: d = 3,
Black lines: theoretical prediction of Eq. (74) and Eq. (79) (a): Free particle. τ is measured in units of Mσ2/~. As τ decreases,
F1 moves closer to unity and a plateau appears for small n. The plateau extends to the right as τ becomes smaller and the
plateau value converges to zero. This is the Zeno effect Fn → δn,1. Our asymptotic solution only describes the non-plateau
regime of Fn. (b) Le´vy particle with τ = 1~/E0, α = 0.8 and different d. Prediction and simulations agree nicely. By tuning α
arbitrary power law exponents can be observed.
with the simulations depicted in Fig. 7(a). The resolvent
at the critical value on the unit circle can be expressed
via the Hurwitz zeta function ζ(s; a) :=
∑∞
n=0(n+ a)
−s.
u(z = 1) =
(−i~
E0τ
) d
2
ζ(d2 ;−i ~E0τ ), (71)
From the momentum presentation and the dispersion
relation it is also easy to find the MSDOS.
f(E) =
ˆ
Rd
dk |ψ0(k)|2δ(E − (~k)
2
2m ) =
e−
E
E0
Γ
(
d
2
)
E0
(
E
E0
) d
2−1
.
(72)
Of course, f(E) = 0 for E < 0. Therefore, one can easily
identify the constants A± of the MSDOS’s singularity at
E∗ = 0:
A+ :=
1
Γ
(
d
2
)
E
d
2
0
, A− = 0, dS = d (73)
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Using Eq. (71) and (73) in Eqs. (59) and (60), and squar-
ing the result, one obtains:
Fn ∼

E0τ
4pi2~n3
, d = 1(
E0τ
~n ln2 n
)2
, d = 2
∣∣∣ζ(d2 ;−i ~E0τ )∣∣∣−4(E0τ~n
)d
, d > 2
. (74)
(For the 2d case see Appendix D.) Fig. 7 shows excellent
agreement between simulations and Eq. (74). To our
surprise, the Zeno effect is not visible in our equation for
d > 3! Using the formula |ζ(s;−i/x)| ∼ xs−1, as x → 0,
we find that Fn ∝ τ4−d. In our simulations, however,
we still find Fn → δn,1 as τ → 0. As τ decreases a
plateau forms in Fn for small n that increases in size and
decreases in height. In the same time F1 moves closer
to unity. The asymptotic formula is valid only in the
non-plateau region. This is similar to the tight-binding
case.
VI. FREE LE´VY-PARTICLE
Instead of the regular dispersion relation (69), one can
also impose an anomalous energy-momentum relation:
E(k) = C|k|α, (75)
with 0 < α < 2, and some constant C with suitable units.
This can be viewed as a continuous interpolation between
a non-relativistic and a relativistic dispersion relation,
the latter being attained by putting α = 1. Such a dis-
persion relation can be obtained, when the Laplacian in
the Hamiltonian is replaced by a fractional Laplacian (a
Riesz-Feller derivative) of order α/2, which is obviously
very different than the canonical approach that leads to
the Dirac equation.
Detection and preparation state are again taken to be
the Gaussian, Eq. (68). We define the energy constant
E0 := C(2σ
2)−α/2 which is related to the energy of the
state |ψ0〉. Using Eq. (68) and the dispersion relation, we
can write the return amplitude in terms of an integral.
We use spherical coordinates and change variables to y =
2σ2k2, to obtain:
〈ψ0|Uˆ(t)|ψ0〉 = 1
Γ
(
d
2
) ∞ˆ
0
dy y
d
2−1e−y−i
E0t
~ y
α
2 . (76)
For large t, expanding the e−y term leads to an asymp-
totic series in inverse powers of t. The leading order is
t−d/α. Therefore the spectral dimension is dS = 2d/α
and can be tuned to any real number larger than d by
adjusting α. The same result is obtained when comput-
ing f(E) from the Brillouin zone:
f(E) =
2
α
e
−
(
E
E0
) 2
α
Γ
(
d
2
)
E0
(
E
E0
) d
α−1
. (77)
From here we identify the coefficients A±:
A+ :=
2
α
1
Γ
(
d
2
)E− dα0 , A− = 0, dS = 2αd, (78)
and write down the first detection probabilities:
Fn ∼

(
1− dα
)2
pi2n4−
2d
α
(
Γ
(
d
2 + 1
)
Γ
(
d
α + 1
))2(τE0
~
) 2d
α
, d < α
(
τE0Γ
(
1 + d2
)
~n ln2 n
)2
, d = α
(
Γ
(
d
α + 1
)
Γ
(
d
2 + 1
))2 1|u(z = 1)|4
(
~
nτE0
) 2d
α
, d > α
.
(79)
The remaining constant can be computed via a numeric
integral:
u(z = 1) =
1
Γ
(
d
2
) ∞ˆ
0
dy
y
d
2−1e−y
1− e−iE0τ~ y
α
2
(80)
Simulations of such a process are possible by numerically
evaluating the integral of Eq. (76). Results are depicted
in Fig. 7(b). This simple but important example shows
that Eq. (1) also holds for fractional values of the spectral
dimension.
VII. DISCUSSION
This article exposed the relation between the quantum
first detection probability and the MSDOS f(E). Quali-
tative features like the power law decay and the frequen-
cies of the oscillations have been obtained from f(E), in
particular from its singular points and its behavior in
their vicinity. In the ordinary case these properties can
also be inferred from the DOS ρ(E).
We stress that our main results from Eq. (1), also hold
for the problem of the first detected arrival, i.e. when
|ψin〉 6= |ψd〉. The additional steps are carried out in
Appendix C. In the main text, we only restricted our-
selves to the problem of first detected return for nota-
tional economy.
The frequencies of the oscillations in Fn can be found
in the asymptotic decay of the return amplitudes. This
is clear from comparison of Eq. (52) and Eq. (50). The
reason is that they both are related via f(E). The τ -
dependence of the frequencies gives rise to the existence
of critical detection periods, when the number of different
frequencies changes abruptly. In the ordinary case, the
frequencies are determined by the van Hove singularities.
The power law exponents of Eq. (1) are the exact dou-
ble of the classical exponents of the first passage problem
for random walks. The hand-waving argument is that
Eq. (11) is an equation for amplitudes, whereas its clas-
sical analogue Eq. (12) is an equation for probabilities.
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The necessary squaring operation brings the additional
factor of two in the exponent. This exponent doubling
when going from the classical to the quantum problem
was also reported in Refs. [59, 60] for the return probabil-
ity, and also in Ref. [61] where it manifested in a halving
of the walk dimension for certain discrete-time quantum
walks. However, only for ordinary states the relevant
spectral dimension dS agrees with the one found in the
DOS, dDOSS .
As a consequence of the large decay exponents of Fn,
it assumes substantial values only for small n. The larger
exponent comes with the price that the quantum system
is not almost surely detectable, in the sense that the to-
tal probability of detection, Pdet =
∑∞
n=1 Fn, is always
smaller than unity. This holds unless µ(λ) is a sum of
delta functions [19]. Hence, in our infinite space models,
featuring a continuous energy spectrum, there is always a
non-zero probability that the particle escapes the detec-
tor. Such a deficit in the total return probability is also
known in the classical problem, where it marks the di-
chotomy between recurrent and transient random walks
[62]. Random walks with a spectral dimension smaller
than the critical dimension two will eventually return to
their initial position with probability one and therefore
are considered recurrent. For transient random walks
with a spectral dimension larger than two there is a fi-
nite probability that they never return to their initial
site.
Although the total detection probability is smaller
than unity, one can compute the average first detection
time: 〈n〉 = ∑∞n=1 Fnn/Pdet under the condition that the
system was detected at all. As a consequence of the larger
exponents we found (the slowest decay is n−2 ln−4 n), this
expectation is always finite, contrasting the classical sit-
uation. The conditional variance of the first detection
time is finite only in dimensions larger than three.
We found that dS = 2 is a critical dimension, which
also plays an important role for quantum search algo-
rithms. For a coined quantum search algorithm in dimen-
sions larger than two, the Grover efficiency O(
√
N) can
be attained [34]. In coinless, oracle quantum searches,
the critical dimension is four [35, 36]. However, the last
reference shows that the decisive quantity is exactly the
spectral dimension, just as in our problem.
Finally, our main assumption for the identification of
the spectral dimensions found in the DOS and in the
MSDOS, is that neither |ψd〉 nor |ψin〉 are insufficiently
populated, i.e. they both overlap with the critical van
Hove energies. Exceptions have been discussed in the
main text and show that the first detection probabilities
subtly depend on the initial and detection state. This is
in sharp contrast to the classical problem, where the par-
ticular choice of initial state often only changes the tran-
sient, but not the long-time behavior of the first passage
probability. This new dependence on the detection state
is encoded in the MSDOS f(E) associated with the detec-
tion state. As we have shown in the main text this impor-
tant quantity is related to, but ultimately different from
the DOS. It requires a high degree of symmetry in the
system and a special choice of states for the DOS and the
MSDOS to coincide. We felt that f(E) is rarely known
outside the mathematical community, hence we focused
on “ordinary” situations where the spectral dimension
and the singularities of f(E) can also be found in the
well-known density of states. Still, this state-dependence
can lead to very counter-intuitive results, if one does not
carefully confirm the overlap condition.
Many open questions remain for the future. These
include the details of the arrival problem, for instance
the dependence of the amplitudes Fl,dS from Eq. (1) on
the distance between initial an detector position. We do
not have a clear intuition on the situation when the initial
state is insufficiently populated, but the detection state
is not. Also unclear is what happens when the energy
spectrum is neither completely discrete nor completely
continuous, that is when it is singular continuous as in
the Aubrey-Harper model [28]. It is possible to extend
our arguments to coined quantum walks, by discussing
the WMSDOS µ(λ) of their evolution operator.
Our most surprising finding is the sensitivity to the
initial and detection states for out-of-the-ordinary states,
which is a purely quantum phenomenon related to inter-
ference. This necessitates an adjustment of the concept
of spectral dimension from dDOSS , defined by the DOS, to
dS defined by the MSDOS.
We are confident, that this work will lift the quantum
first detection theory closer to the level of its classical
brother, the first passage theory of random walks.
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Appendix A: Behavior of the resolvent close to the
unit circle
In this appendix, we derive Eq. (40) of the main
text. The main part of this derivation is concerned
with an analogue of the classic formula (x − i)−1 →
P.V. 1/x + ipiδ(x) for the unit circle. This shows that
u(reiλ) is related to the WMSDOS and its Hilbert trans-
form:
u(reiλ) −→
r→1−
1 + µ(λ) + i (Hµ)(λ)
2
. (A1)
The Hilbert transform (Hµ) on the unit circle is defined
by a principal value integral:
(Hµ)(λ) := P.V.
2pi
2piˆ
0
dλ′ µ(λ′) cot
(
λ− λ′
2
)
, (A2)
17
or alternatively by its Fourier representation
F{(Hµ);n} = −isgn(n)F{µ;n}, where sgn(n) is
the signum function with sgn(0) = 0, and F{·;n}
denotes the Fourier coefficients.
By definition (37) of µ(λ) from f(E), it is apparent
that f(E)’s singularities, defined by Eq. (29), reappear in
µ(λ). Noting that the Hilbert transform can not change
the order of the singularity, but may only introduce log-
arithmic corrections, we find the same singularities in
(Hµ)(λ). This way, we can justify Eq. (40).
Eq. (A1) will be shown in two different ways. We first
do it by direct manipulation of u(z)’s integral definition,
then by using Fourier coefficients.
To begin, observe that the denominator in Eq. (36) can
be written as:
1
1− reiλ =
1
2
(1− r)(1 + r)
(1− r)2 + 4r sin2(λ2 )+
1
2
+ i
2r cot
(
λ
2
)
4r + (1−r)
2
sin2(λ2 )
 .
(A3)
The first term is a nascent delta function for r → 1. To
see this, consider the following integral:
1
2pi
λ+piˆ
λ−pi
dλ′ µ(λ′)
1
2
(1− r)(1 + r)
(1− r)2 + 4r sin2(λ−λ′2 )
:=
1−r
1+r
=
1
2pi
λ+piˆ
λ−pi
dλ′ µ(λ′)
1
2

2 + (1− 2) sin2(λ−λ′2 )
λ′′:=λ−λ′
=
1
2pi
pˆi
−pi
dλ′′ µ(λ− λ′′) 1
2

2 + (1− 2) sin2(λ′′2 )
t:=tan
λ′′
2=
1
2pi
∞ˆ
−∞
dt µ(λ− 2 arctan(t)) 
2 + t2
(A4)
In the first line we shifted the integration boundaries from
[0, 2pi] to [λ − pi, λ + pi], which is possible since the inte-
grand is 2pi-periodic in λ′. Then we replaced r in a con-
venient way and changed the integration variable. The
last variable change is a Weierstrass-substitution which
gives dλ′′ = 2dt/(1 + t2) and sin2(λ′′/2) = t2/(1 + t2).
Now, by taking the limit r → 1− which corresponds to
→ 0+, one recovers the WMSDOS:
1
4pi
2piˆ
0
dλ′
µ(λ′)(1− r)(1 + r)
(1− r)2 + 4r sin2(λ−λ′2 ) −→r→1− µ(λ)2 (A5)
For the remaining part of Eq. (A3), note that (1 +
i cot(λ/2))/2 = (1−eiλ)−1. As we have already extracted
the singular part, a Cauchy principal value remains:
1
2pi
2piˆ
0
dλ′ µ(λ′)
1
2
+ i
2r cot
(
λ−λ′
2
)
4r + (1−r)
2
sin2
(
λ−λ′
2
)

−→
r→1
P.V.
4pi
2piˆ
0
dλ′ µ(λ′)
[
1 + i cot
(
λ−λ′
2
)]
:=
1
2
+
i
4pi
P.V.
2piˆ
0
dλ′ µ(λ′) cot
(
λ−λ′
2
)
. (A6)
The first term is the normalization of the WMSDOS:´ 2pi
0
dλµ(λ) = 2pi. The convolution with the cotangent
is the Hilbert transform on the unit circle, (Hµ)(λ).
Putting Eq. (A5) and Eq. (A6) together, we obtain
Eq. (A1):
u(z) −→
r→1−
1
2
[µ(λ) + i (Hµ)(λ) + 1] (A7)
To better see how the Hilbert transform comes into
play, it is instructive to re-derive the result in a different
way. Again, we start from Eq. (36) and expand the geo-
metric series. This is done inside and outside of the unit
circle:
1
2pi
2piˆ
0
dλ′
µ(λ′)
1− ze−iλ′ =

∞∑
n=0
znF{µ;n}, |z| < 1
−
∞∑
n=1
z−nF{µ;−n}, |z| > 1
(A8)
Here F{µ;n} := (2pi)−1 ´ 2pi
0
dλ′ e−inλ
′
µ(λ′) = un are the
Fourier coefficients of the WMSDOS measure and also
the transition amplitudes. Now it is easy to combine the
outer and the inner expressions. The difference restores
the Fourier representation of µ(λ):
u(reiλ)−u(eiλ/r) −→
r→1−
∞∑
n=−∞
einλF{µ;n} = µ(λ) . (A9)
Using the sign function sgn(n), the sum of the outer and
inner limit can be expressed as a Fourier multiplication
operator:
u(reiλ) + u(eiλ/r) −→
r→1−
F{µ; 0}+
∞∑
n=−∞
einλsgn(n) µˆn.
(A10)
We used that sgn(0) = 0. The first term again is the
normalization. The second term is the Fourier represen-
tation of the Hilbert transform times the imaginary unit.
Its integral representation has been derived above. The
Fourier representation helps to identify the expression as
an Hilbert transform in the first place.
(Hµ)(λ) =
∞∑
n=−∞
einλ [−isgn(n)] µˆn
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The average of Eq. (A10) and Eq. (A9) gives Eq. (A1):
u(reiλ) −→
r→1−
1
2
[µ(λ) + i (Hµ)(λ) + 1] (A11)
Appendix B: The Fourier-Tauber formula
In this appendix we explain how to relate the large n
asymptotic behavior of a Fourier transform to the sin-
gular points of the original function. As a starter con-
sider the Fourier transform of an one-sided power term
(x − x∗)ν−1Θ(x − x∗), where ν > 0 and Θ(x) is Heavi-
side’s step function. We can calculate it by regularizing
the integral with an exponential term e−s(x−x
∗), s > 0,
and taking the limit s → 0. The result is a power term
and a gamma function.
1
2pi
∞ˆ
−∞
dx e−inx(x− x∗)ν−1Θ(x− x∗) (B1)
= lim
s→0+
e−inx
∗
2pi
∞ˆ
x∗
dx e−(x−x
∗)(s+in)(x− x∗)ν−1
= lim
s→0+
e−inx
∗
2pi(s+ in)ν
∞ˆ
0
dx′ e−x
′
x′ν−1 =
Γ(ν)
2pi
e−inx
∗
(in)ν
.
This result is correct for large absolute values of n. There
is a delta function at n = 0 that is removed by our reg-
ularization. In a similar way to before, one can compute
the Fourier transform of a power term on the left hand
side of x∗:
1
2pi
∞ˆ
−∞
dx e−inx(x∗ − x)ν−1Θ(x∗ − x) = Γ(ν)
2pi
e−inx
∗
(−in)ν .
(B2)
Using the last two equations, we can compute the Fourier
transform of a function that has a singularity in the M -th
derivative at x∗. Consider a function h(x) that behaves
like:
h(x∗ ± ) ∼
M−1∑
m=0
h(m)(x∗)
m!
(±)m +H±M+ν−1, (B3)
where 0 < ν < 1 and rest of the notation is like in the
main text, see Eq. (29). Consider the Fourier integral of
h(x). We split up the integral at x∗, use the asymptotic
form of h(x) and apply Eqs. (B1) and (B2) to both sides
of the integral.
hn =
1
2pi
∞ˆ
−∞
dx e−inxh(x)
∼e
−inx∗
2pi

∞ˆ
0
dx′
[
M−1∑
m=0
h(m)(x∗)
m!
x′m +H+x′M+ν−1
]
+
0ˆ
−∞
dx′
[
M−1∑
m=0
h(m)(x∗)
m!
(−x′)m +H−(−x′)M+ν−1
]
=
e−inx
∗
2pi
{
M−1∑
m=0
h(m)(x∗)
(in)m+1
+
Γ(M + ν)H+
(in)M+ν
+
M−1∑
m=0
h(m)(x∗)(−1)m
(−in)m+1 +
Γ(M + ν)H−
(−in)M+ν
}
=
e−inx
∗
2pi
{
M−1∑
m=0
h(m)(x∗)
(in)m+1
[
1 +
(−1)m
(−1)m+1
]
+
+
Γ(M + ν)H+
(in)M+ν
+
Γ(M + ν)H−
(−in)M+ν
}
=
Γ(M + ν)
2pi
e−inx
∗
nM+ν
[
H+
iM+ν
+
H−
(−i)M+ν
]
. (B4)
Evidently, the analytic remainder has no influence on the
asymptotic result at all. The reason is, that contribu-
tions from both sides of the singularity cancel. Addi-
tional splitting the Fourier integral of h(x) at any point
where h(x) is smooth will therefore not change the asymp-
totic result. Only the singular points count towards the
large n limit.
Consider now that h(x) has multiple singular points
x∗l , and admits an expansion like Eq. (B3) around each
of these points. The Fourier integral of h(x) is then split
up at each x∗l and the expansion around each point is
plugged in. Eq. (B4) is applied to each part of the in-
tegral, leading to a sum of power terms. The bound-
ary terms of the integrals are irrelevant, because h(x) is
smooth in these points. Therefore, we can take each in-
tegral’s boundaries to infinity.
hn ∼ 1
2pi
L−1∑
l=0
x∗l +ˆ
x∗l−
dx e−inxh(x)
∼ 1
2pi
L−1∑
l=0
∞ˆ
−∞
dx e−inx[h˜l(x− x∗l )+
+H+(x− x∗l )M+ν−1Θ(x− x∗l )+
+H−(x∗l − x)M+ν−1Θ(x∗l − x)]
=
Γ(M + ν)
2pinM+ν
L−1∑
l=0
e−inx
∗
l
[
H+l
iM+ν
+
H−l
(−i)M+ν
]
. (B5)
This is the formula used to go from Eq. (29) to Eq. (52)
and also from Eq. (46) to Eq. (50).
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Appendix C: The arrival problem
In this appendix we demonstrate that our results hold
as well for the problem of first detected arrival, i.e. when
|ψd〉 6= |ψin〉. To do so, it is necessary to introduce an-
other MSDOS, namely the one associated with the pair
|ψd〉 and |ψin〉. Similar to Eq. (25), we define
g(E) := 〈ψd|δ(E − Hˆ)|ψin〉. (C1)
g(E) can be understood as the joint participation of |ψd〉
and |ψin〉 in the energy E. Similar to Eq. (37) we define:
ν(λ) :=
2pi~
τ
∞∑
l=−∞
g(
~
τ
[λ+ 2pil]). (C2)
While g(E) is the Hamiltonian’s spectral measure asso-
ciated with the detection and the initial state, ν(λ) is
the evolution operator’s spectral measure associated with
these states. The transition amplitude from initial to de-
tection state is abbreviated with vn := 〈ψd|Uˆ(nτ)|ψin〉,
its generating function is v(z) =
∑∞
n=0 vnz
n.
Repeating the arguments of Appendix A to v(z), we
find v(z) close to the unit circle. Care has to be taken,
as ν(λ) is normalized differently: (2pi)−1
´ 2pi
0
dλ ν(λ) =
〈ψd|ψin〉.
v(reiλ) −→
r→1−
〈ψd|ψin〉+ ν(λ) + i (Hν)(λ)
2
. (C3)
The Hilbert transform (Hν) is defined analogously to
Eq. (A2).
In terms of v(z) and u(z), the generating function of
the detection amplitudes is given by [see Eq. (15)]:
ϕ(reiλ) =
v(reiλ)− 〈ψd|ψin〉
u(reiλ)
−→
r→1−
ν(λ) + i (Hν)(λ)− 〈ψd|ψin〉
µ(λ) + i (Hµ)(λ) + 1 (C4)
As we have done before, we require that the singular-
ities of g(E) are identical with the ones of ρ(E). Under
this assumption, we have the same statement as Eq. (40)
v(ei(Λ
∗
l±)) ∼ v˜l(±) + V ±l 
dS
2 −1. (C5)
The last equation is used together with Eq. (40) to find
the new expansion of ϕ(eiλ) around the singular points.
In this expansion, the following complex constants ap-
pear:
R±l :=
1
B±l
[
V ±l u˜l −B±l (v˜l − 〈ψd|ψin〉)
]
(C6)
=
1
B±l
[
V ±l u(e
iΛ∗l )−B±l
(
v(eiΛ
∗
l )− 〈ψd|ψin〉
)]
.
Although u(eiΛ
∗
l ) and v(eiΛ
∗
l ) individually may diverge,
the particular combination in Eq. (C6) cancels the sin-
gularity, whence R±l is finite. We obtain for ϕ(e
iλ):
ϕ(eiΛ
∗
l±) ∼

V ±
B±l
−R±l
2−
dS
2 −1
B±l
, dS < 2
ϕ˜l +R
±
l
B±l[
u(eiΛ
∗
l )
]2  dS2 −1, dS > 2 .
(C7)
The result is the same as in Eq. (50), except for the addi-
tional factor R±l . This shows, that the probability of first
detected arrival will show the same power law decay and
exhibit the same oscillations as the probability of first de-
tected return with different amplitudes of the oscillations.
A discussion of these amplitudes for the one dimensional
tight-binding model can be found in Ref. [31].
Appendix D: Even dimensions
When dS is an even integer, the return amplitudes still
decay like Eq. (52), but u(z) behaves logarithmically close
to the singular points:
u(ei(Λ
∗
l±)) ∼u˜l(±)− Cl
Γ
(
dS
2
) (e±i − 1)dS2 −1 ln(1− e±i)
∼u˜l(±)− Cl
Γ
(
dS
2
) (±i) dS2 −1 ln(∓i). (D1)
For the last line, we used (1 − ei) ∼ (−i). If dS > 2,
the expansion of ϕ(eiλ) around the singular points looks
exactly the same as the expansion of u(eiλ), just with Cl
replaced by Cl/u
2(eiΛ
∗
l ) [see Eq. (50)]. Therefore, going
back to the original space recovers Eq. (52) with different
coefficients, which is equal to Eq. (58) for large dimen-
sions.
The case when dS = 2 is different. It is useful to first
look at the case when there is only one critical point Λ∗0 =
0. This resembles the classical theory of random walks,
where ϕn and un are real and monotonically decaying.
The decay of un is un ∼ C0/n, so that we have:
u(z) =
∞∑
n=0
unz
n ∼ C0
∞∑
n=1
zn
n
= C0 ln
1
1− z , (D2)
as z → 1−. The generating function ϕ(z) has the form:
ϕ(z) ∼ 1− 1
C0 ln
1
1−z
(D3)
as z → 1−. In this case we may apply classical Tauberian
theorems [57] using the fact that ϕ(z) is a slowly varying
function. The necessary Tauberian theorem states that
the sum
∑n
m=1 ϕm behaves like ϕ(z = 1− 1/n) for large
20
n. Inverting the relation for ϕn yields:
ϕn ∼ 1
2pii
‰
|z|=r
dz
zn+1
[
1− 1
C0 ln(
1
1−z )
]
∼ϕ(n−1n )− ϕ(n−2n−1 ) ∼
1
C0n ln
2 n
. (D4)
The second line reveals the logarithmic corrections. (We
have used ln(n − 1) ∼ lnn and ln(n/(n − 1)) ∼ 1/n.)
From the first line, on the other hand, we can learn the
behavior of ϕn, when there are more than one singular
points. In that case, each singular point contributes a
term like above to ϕ(z). We can write:
ϕ(z) ∼ 1−
L−1∑
l=0
1
Cl
1
ln 1
1−ze−iΛ∗l
. (D5)
This expression is plugged into Eq. (19). In each sum-
mand we apply the variable change z′ := ze−iΛ
∗
l ; this in-
troduces oscillatory factors e−inΛ
∗
l and restores the prior
integral. We obtain:
ϕn ∼ 1
n ln2 n
L−1∑
l=0
e−inΛ
∗
l
Cl
. (D6)
This is the asymptotic result we derived and that is
shown in Eq. (1). However, when comparing it to nu-
merical results, the agreement between numerics and our
asymptotic theory appears poor. The reason is the slow
logarithmic convergence. To palliate the discrepancy,
the logarithmic term in Eq. (D6) was augmented with
a constant term. That means, we replaced ln2 n with
(lnn + x)2, both expressions are asymptotically equiva-
lent. x was fitted such that the envelopes of the numerical
and theoretical results agree best in the tails.
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