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Abstract
This paper investigates a two-objective k-cardinality assignment problem. As a result, a chance-constrained goal programming
model is constructed for the problem. Also, tabu search algorithm based on fuzzy simulation is designed to solve the problem.
Finally, a numerical example is presented to show the application of the algorithm.
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1. Introduction
Assignment problem is a common problem in the real system. For this problem in deterministic environment, a lot
of models and algorithms have been presented up to now. In recent years, many researchers began to investigate this
kind of problem under the uncertain environment. For the research of random assignment problem, we may consult
Bogomolnaia and Moulin [3,2], Coppersmith and Sorkin [4], Mézard and Parisis [13], and so on. In addition, Tadei
and Ricciardi [15] studied the multilevel assignment problem under the assumption that the utility components for
each pairwise matching are stochastic. As we know, there is another uncertainty in the real world, that is, fuzziness. In
order deal with fuzziness, Zadeh [17] initialized the fuzzy set theory in 1965. For the assignment problem, it may be
also considered under the fuzzy environment, which causes the research of fuzzy assignment problem. For instance,
Lin and Wen [10] considered a kind of fuzzy assignment problem and designed a labeling algorithm for it; Ridwan
[14] studied a fuzzy preference based trafﬁc assignment problem; Belacela and Boulasselb [1] studied a multi-criteria
fuzzy assignment method.
K-cardinality assignment problem is a special case of assignment problem and it has potential applications in the
real life. The purpose of this problem is to choose k tasks and k workers from n tasks and m workers so that the
total proﬁt is maximized after all the selected tasks are completed by the selected workers, where k min{m, n}. For
the development of k-cardinality assignment problem, we may consult Mauro and Silvano [12], Mauro et al. [11],
Volgenant [16], and so on.
Since the real system is complex, in decision-making, we always treat some parameters as uncertain variables when
we cannot obtain their concrete values. In this paper, we shall consider a two-objective k-cardinality assignment problem
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under fuzzy environment, in which the proﬁts and the consumed times are supposed to be fuzzy variables. This paper is
organized as follows.After introducing the fuzzy assignment problem in Section 2, we construct the chance-constrained
goal programming model for the problem in Section 3. For the convenience of calculation, the crisp equivalences of
the goal constraints are investigated in Section 4. In Section 5, we design a tabu search algorithm based on fuzzy
simulation to achieve an approximate best solution of this problem. Finally, a numerical example is presented to show
the application of this algorithm.
2. Two-objective fuzzy k-cardinality assignment problem
Assume that there are n tasks and m workers. For the convenience of description, the notations i = 1, 2, . . . , m and
j = 1, 2, . . . , n are used to denote the indexes of the different workers and tasks. The purpose of the k-cardinality
assignment problem in this paper is to choose k tasks and k workers from n tasks and m workers so that the total
proﬁt is maximized and the total consumed time is minimized after all the selected tasks are completed by the selected
workers, where k min{m, n}. In this problem, each selected task need to be completed by only one of the selected
workers, and a selected worker can undertake just one of the selected k tasks. Furthermore, if worker i has ability to
undertake some tasks and we think that he will probably produce much less proﬁt, or consume very long time, in such
conditions worker i may be deprived of opportunity to undertake these tasks.
In the process of decision-making, if task j is assigned to worker i, then the corresponding proﬁts and consumed
times, denoted by p˜ij and t˜ij , i =1, 2, . . . , m, j =1, 2, . . . , n, respectively, will occur. Generally speaking, the optimal
plan is made before the tasks are completed, thus it is impossible for us to know the concrete values of p˜ij and t˜ij in
advance. In order to obtain a decision, p˜ij and t˜ij are supposed to be fuzzy variables in this paper. We also assume that
the membership functions of p˜ij and t˜ij (i = 1, 2, . . . , m, j = 1, 2, . . . , n) have been given. Then the proﬁt matrix and
the consumed time matrix may be denoted by
P˜ = (p˜ij )m×n =
⎛
⎜⎜⎝
p˜11 p˜12 · · · p˜1n
p˜21 p˜22 · · · p˜2n
...
...
. . .
...
p˜m1 p˜m2 · · · p˜mn
⎞
⎟⎟⎠ , T˜ = (t˜ij )m×n =
⎛
⎜⎜⎝
t˜11 t˜12 · · · t˜1n
t˜21 t˜22 · · · t˜2n
...
...
. . .
...
t˜m1 t˜m2 · · · t˜mn
⎞
⎟⎟⎠ .
In order to model the above k-cardinality fuzzy assignment problem, the following variables are employed:
xij =
{
1 if worker i is assigned to task j,
0 otherwise,
where i = 1, 2, . . . , m, j = 1, 2, . . . , n.
Let f (x, P˜ ) and g(x, T˜ ) denote the total proﬁt and the total consumed time after all the selected tasks are completed,
respectively. Then the following relations can be obtained easily:
f (x, P˜ ) =
m∑
i=1
n∑
j=1
p˜ij xij ,
g(x, T˜ ) =
m∑
i=1
n∑
j=1
t˜ij xij .
In the problem, it is required that all the chosen k tasks should be completed. Thus, we can obtain the following
constraint:
m∑
i=1
n∑
j=1
xij = k. (1)
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Also, the problem needs to satisfy
m∑
i=1
xij 1, j = 1, 2, . . . , n, (2)
n∑
j=1
xij 1, i = 1, 2, . . . , m. (3)
Let Ai= {j | task j cannot be assigned to worker i}. It follows that
xij = 0, j ∈ Ai, i = 1, 2, . . . , m. (4)
Without any other statement, Ai always represents the above-mentioned set in this paper.
Since the elements of the proﬁt matrix and the consumed time matrix are fuzzy variables, it follows that the total
proﬁt and the total consumed time are also fuzzy variables. In order to optimize the objective, it is inevitable to rank
fuzzy variables. In fact, ranking fuzzy variables must be done according to some criteria since we cannot rank them
directly. In view of this fact, we shall treat the assignment problem by chance-constrained programming in the next
section.
3. Mathematical model
In view of many fuzzy variables in the problem, we shall construct fuzzy chance-constrained goal programming
model for this problem based on the credibility measure. Fuzzy chance-constrained programming was initialized by Liu
[6]. For more details, we can refer to Liu [7,8]. Roughly speaking, the main idea of chance-constrained programming
is to optimized the critical value of fuzzy objective under the chance constraints. The deﬁnitions of critical values of
fuzzy variable are presented by Liu [8] on the basis of credibility measure.
Let  be a fuzzy variable with membership function (x), B a subset of R. Then the possibility measure of fuzzy
event  ∈ B is deﬁned as
Pos{ ∈ B} = sup
x∈B
(x).
The necessity of a fuzzy event is deﬁned as the impossibility of the opposite event. Thus, necessity measure of fuzzy
event  ∈ B is
Nec{ ∈ B} = 1 − sup
x∈Bc
(x).
Credibility measure was ﬁrst presented by Liu and Liu [9] in 2002, which is deﬁned as the average of possibility
measure and necessary measure:
Cr{ ∈ B} = 12 (Pos{ ∈ B} + Nec{ ∈ B}). (5)
In addition, some mathematical properties of credibility measure are also obtained, such as self-duality, semi-continuity,
monotonicity, as so on.
On the basis of credibility measure, Liu [8] presented the concepts of critical values for fuzzy variable as follows:
Deﬁnition 3.1 (Liu [8]). Let  be a fuzzy variable, and  ∈ (0, 1]. Then
sup() = sup{r|Cr{r}}
is called the -optimistic value to ; and
inf() = inf{r|Cr{r}}
is called the -pessimistic value to .
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In order to construct chance-constrained goal programming model by using credibility measure, we may have the
following target levels and priority structure:
At the ﬁrst priority level, the total proﬁt f (x, P˜ ) should exceed the target f¯ with a credibility conﬁdence level 1.
Thus, we have the ﬁrst goal constraint
Cr{f¯ − f (x, P˜ )d−1 }1, (6)
in which 1-negative deviation d−1 from the target f¯ will be minimized and f¯ is a predetermined minimal proﬁt.
At the second priority level, the total consumed time g(x, T˜ ) should not be larger than the target g¯ with a credibility
conﬁdence level 2. Thus, we have the second goal constraint
Cr{g(x, T˜ ) − g¯d+2 }2, (7)
in which 2-positive deviation d+2 from the target g¯ will be minimized and g¯ is a predetermined due time.
Then, we construct fuzzy chance-constrained goal programming model as follows:
lexmin {d−1 , d+2 }
s.t.
Cr{f¯ − f (x, P˜ )d−1 }1
Cr{g(x, T˜ ) − g¯d+2 }2
m∑
i=1
n∑
j=1
xij = k
m∑
i=1
xij 1, j = 1, 2, . . . , n
n∑
j=1
xij 1, i = 1, 2, . . . , m
xij = 0, j ∈ Ai, i = 1, 2, . . . , m
xij = 0 or 1, i = 1, 2, ..., m, j = 1, 2, . . . , n
d−1 , d
+
2 0.
(8)
In the above model, the notation “lexmin” represents lexicographically minimizing the objective vector. We would
like to point out that fuzzy chance-constrained goal programming model is a kind of idea of modelling. It is not only
suitable for the problem discussed in this paper, but also can be applied to a wider class of problems in optimal ﬁeld.
4. Crisp equivalences of goal constraints
Note that there are many fuzzy variables in two goal constraints of model (8). In the process of seeking the best
solution, it is inevitable to compute the critical values of fuzzy variable. Generally, for the convenience of calculation,
it is better for us to transfer the goal constraints into their crisp equivalences if possible. In the following, we shall
discuss this issue.
The objective of the model (8) is to lexicographically minimize the deviation vector. Thus, for a given solution x,
the corresponding objective may be computed according to the following formula:
d−1 = {f¯ − sup{d|Cr{f (x, P˜ )d}1}} ∨ 0, (9)
d+2 = {inf{d|Cr{g(x, T˜ )d}2} − g¯} ∨ 0. (10)
Deﬁnition 4.1 (Liu [8]). The credibility distribution  : (−∞,+∞) → [0, 1] of a fuzzy variable  is deﬁned by
(x) = Cr{x}.
It is easy to verify that credibility distribution  is an increasing function.
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Theorem 4.1. Suppose that f (x, P˜ ) is a fuzzy number with continuous membership function. Then (6) is equivalent
to the following goal constraint:
F(x, 1) + d−1 − d+1 = f¯ , (11)
where d−1 will be minimized and F(x, 1) = sup−1(1 − 1).
Proof. By using (9), it sufﬁces to prove that
sup{d|Cr{f (x, P˜ )d}1} = sup−1(1 − ).
Since Cr{f (x, P˜ )d} = 1 − Cr{f (x, P˜ )< d} = 1 − (d), it follows that
sup{d|Cr{f (x, P˜ )d}1} = sup{d|1 − (d)1} = sup{d|(d)1 − 1}.
By using the continuity and monotonicity of , we have
sup{d|(d)1 − 1} = sup−1(1 − 1).
Thus, the theorem is proved. 
Note 4.1: Since the credibility distribution is an increasing function, we may conclude that the larger the parameter
1 is, the larger the deviation d−1 is.
Let b˜ = (b1, b2, b3, b4) be a trapezoidal fuzzy number. If b2 = b3, the trapezoidal fuzzy number degenerates to a
triangular fuzzy number. So we can treat each triangular fuzzy number as a trapezoidal fuzzy number. Also for the
trapezoidal fuzzy number b˜ = (b1, b2, b3, b4), according to the deﬁnition (5), the credibility distribution is:
Cr{b˜x} =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if xb1,
x − b1
2(b2 − b1) if b1xb2,
1
2
if b2xb3,
2b3 − b4 − x
2(b3 − b4) if b3xb4,
1 if xb4.
(12)
In order to make the above equation more clear, we shall verify the fourth row, and other consequences may be obtained
by a similar way. In fact, if b3xb4, we have
Cr{b˜x} = 12
(
Pos{b˜x} + Nec{b˜x}
)
= 12
(
sup
yx
(y) + 1 − sup
y>x
(y)
)
= 1
2
(
1 + 1 − x − b4
b3 − b4
)
= 2b3 − b4 − x
2(b3 − b4) .
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For the convenience of understanding, the membership function (x) and credibility distribution (x) of trapezoidal
fuzzy number b˜ are shown in the following ﬁgures:
b 1 b 2 b 3 b 4
1
x
µ(x )
b 1 b 2 b 3 b 4 x
(x )
1
0.5
Membership function Credibility distribution

Corollary 4.1. Let the elements p˜ij of the proﬁt matrix be trapezoidal fuzzy numbers, denoted by p˜ij = (p˜1ij , p˜2ij , p˜3ij ,
p˜4ij ), i = 1, 2, . . . , m, j = 1, 2, . . . , n, respectively. Then we have
F(x, 1) =
⎧⎪⎨
⎪⎩
r1(x, P˜ ) if 1 = 1,
2(1 − 1)(r2(x, P˜ ) − r1(x, P˜ )) + r1(x, P˜ ) if 0.5 < 1 < 1,
r3(x, P˜ ) if 1 = 0.5,
2r3(x, P˜ ) − r4(x, P˜ ) − 2(1 − 1)(r3(x, P˜ ) − r4(x, P˜ )) if 0 < 1 < 0.5,
where
r1(x, P˜ ) =
m∑
i=1
n∑
j=1
p˜1ij xij , r2(x, P˜ ) =
m∑
i=1
n∑
j=1
p˜2ij xij ,
r3(x, P˜ ) =
m∑
i=1
n∑
j=1
p˜3ij xij , r4(x, P˜ ) =
m∑
i=1
n∑
j=1
p˜4ij xij .
Proof. Since the elements p˜ij of the proﬁt matrix are all trapezoidal fuzzy numbers, it follows that
f (x, P˜ ) = (r1(x, P˜ ), r2(x, P˜ ), r3(x, P˜ ), r4(x, P˜ )).
Then by using Theorem 4.1 and (12), the theorem can be proven.
Theorem 4.2. Suppose that g(x, T˜ ) is a fuzzy number with continuous membership function. Then (7) is equivalent to
the following goal constraint:
G(x, 2) + d−2 − d+2 = g¯, (13)
where d+2 will be minimized and G(x, 2) = inf −1(2).
Proof. By using (10), it sufﬁces to prove that
inf{d|Cr{g(x, T˜ )d}2} = inf{d|(d)2} = inf −1(2).
By using the continuity and monotonicity of , the above consequence is obvious. The proof is completed. 
Corollary 4.2. Let the elements t˜ij of the consumed time matrix be trapezoidal fuzzy numbers, denoted by t˜ij =
(t˜1ij , t˜
2
ij , t˜
3
ij , t˜
4
ij ), i = 1, 2, . . . , m, j = 1, 2, ..., n, respectively. Then we have
G(x, 2) =
⎧⎪⎨
⎪⎩
r4(x, T˜ ) if 2 = 1,
2r3(x, T˜ ) − r4(x, T˜ ) − 22(r3(x, T˜ ) − r4(x, T˜ )) if 0.5 < 2 < 1,
r2(x, T˜ ) if 2 = 0.5,
22(r2(x, T˜ ) − r1(x, T˜ )) + r1(x, T˜ ) if 0 < 2 < 0.5,
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where
r1(x, T˜ ) =
m∑
i=1
n∑
j=1
t˜1ij xij , r2(x, T˜ ) =
m∑
i=1
n∑
j=1
t˜2ij xij ,
r3(x, T˜ ) =
m∑
i=1
n∑
j=1
t˜3ij xij , r4(x, T˜ ) =
m∑
i=1
n∑
j=1
t˜4ij xij .
Proof. Since the elements t˜ij of the consumed time matrix are all trapezoidal fuzzy numbers, it follows that
g(x, T˜ ) = (r1(x, T˜ ), r2(x, T˜ ), r3(x, T˜ ), r4(x, T˜ )).
By using Theorem 4.2 and (12), the theorem can be proven. 
5. Algorithm
Enlightened by the idea of using hybrid intelligent algorithm to solve uncertain programming presented by Liu [7,8],
we shall integrate tabu search algorithm and fuzzy simulation to solve the model (8). Before solving our problem, we
ﬁrst design technical details for assignment problem.
5.1. Solution representation
The aim of this problem is to choose k workers to undertake k selected tasks. In computer, we use the following
array to represent a solution x:
[d1 d2 d3 · · · dn]. (14)
Here, the values of dj (j = 1, 2, . . . , n) are zeroes or integers in [1,m]. If dj = 0, task j will be assigned to the worker
dj . Otherwise, task j cannot be undertaken by any worker. It is easy to see that this solution does not necessarily satisfy
the system constraints. In order to satisfy the system constraints (1), (2) and (3), we stipulate that nonzero elements
in the array (14) are different from each other and the number of nonzero elements is just k. If this solution satisﬁes
system constraint (4), then the solution x is a feasible solution.
5.2. Neighborhood structure
Let S = {r1, r2, r3, . . . , rm−k} denote the set of workers who are not assigned to any task. In this paper, the move
of a solution x is deﬁned as follows: only one nonzero element dj in (14) is replaced by an element in S, or a nonzero
element dj exchanges the position with other element in (14). If the move operation is completed, then a new solution
x′ comes into being. If x′ is feasible, this move is called a feasible move and x′ is called a feasible neighbor.
In this paper, we shall use the following procedure to produce the neighborhood N(x) of a feasible solution x:
Step 1: Let j = 1;
Step 2: If dj = 0, go to step 8;
Step 3: Let l = 1;
Step 4: For the solution x, replace dj with rl to obtain anther solution x′. If x′ is feasible, then put x′ into N(x);
Step 5: Randomly choose an element d ′j (d ′j = rl) in x′ and exchange its position with rl to obtain a new solution x′′.
If x′′ is feasible, put x′′ into N(x);
Step 6: Continue step 5 for a given number times;
Step 7: Let l + 1 → l, if lm − k, go to step 4; otherwise, go to step 8;
Step 8: Let j + 1 → j , if jn, go to step 2; otherwise, stop.
240 Y. Feng, L. Yang / Journal of Computational and Applied Mathematics 197 (2006) 233–244
5.3. Evaluation function
In fact, evaluation function is used as a tool to evaluate the priority of the solutions. In this paper, we use objective as
evaluation function. If the elements in the proﬁt matrix and the consumed time matrix are trapezoidal fuzzy numbers
or triangular fuzzy numbers, then goal constraints can be transformed into their crisp equivalences. Otherwise, we may
simulate the objective by fuzzy simulation technique. We ﬁrstly introduce some notations. We know that the elements
p˜ij and t˜ij are fuzzy variables, then the -level sets p˜ij and t˜

ij of fuzzy variables p˜ij and t˜ij may be obtained. Then the
-level sets of fuzzy proﬁt matrix P˜ and fuzzy time matrix T˜ are, respectively, denoted by
P˜  =
⎛
⎜⎜⎝
p˜11 p˜

12 · · · p˜1n
p˜21 p˜

22 · · · p˜2n
...
...
. . .
...
p˜m1 p˜

m2 · · · p˜mn
⎞
⎟⎟⎠ , T˜  =
⎛
⎜⎜⎝
t˜11 t˜

12 · · · t˜1n
t˜21 t˜

22 · · · t˜2n
...
...
. . .
...
t˜m1 t˜

m2 · · · t˜mn
⎞
⎟⎟⎠ .
(i) Compute proﬁt goal constraint by fuzzy simulation
Step 1: Randomly generate N crisp proﬁt matrixes Pk = (pkij )m×n(k = 1, 2, . . . , N) from the -level set P˜ , where 
is a sufﬁciently small positive number;
Step 2: Calculate the membership degree k for each Pk according to the formula k = mini,jij (pkij ), where ij is
the membership function of p˜ij ;
Step 3: Find the maximal value d such that L(d)1 holds, where
L(d) = 12
(
max
1kN
{k|f (x, Pk)d} + min
1kN
{1 − k|f (x, Pk)< d}
)
;
Step 4: Return {f¯ − d} ∨ 0.
(ii) Compute time goal constraint by fuzzy simulation
Step 1: Randomly generate N crisp time matrixes Tk = (tkij )m×n(k = 1, 2, . . . , N) from the -level set T˜ , where  is
a sufﬁciently small positive number;
Step 2: Calculate the membership degree k for each Tk according to the formula k = mini,jij (tkij ), where ij is
the membership function of t˜ij ;
Step 3: Find the minimal value d such that L(d)2 holds, where
L(d) = 12
(
max
1kN
{k|g(x, Tk)d} + min1kN{1 − k|g(x, Tk)> d}
)
;
Step 4: Return {d − g¯} ∨ 0.
5.4. Tabu moves
If the present optimal solution at the iteration u is obtained by the means of replacing dj with rl or afterward
exchanging the position of rl with other element in the array, it will be forbidden to change rl to dj again until iteration
u + v (where v is tabu tenure). Thus, at the present iteration, the tabu move is denoted by (j, rl, dj ), which implies
forbidding rl to be changed into dj for the j th element in the array.
5.5. Aspiration criterion
Assume that x∗ is the best solution so far encountered. If a feasible neighbor x of the present solution made by a
tabu move satisﬁes that the objective value of solution x is better than that of x∗, then this tabu move is invalid. That is,
solution x can be selected.
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Table 1
Transpose of proﬁt matrix
j\i 1 2 3 4 5 6
1 (25,29,30, 33) (11,13,14, 17) (21, 23, 25, 27) (12,15,17,18) — (20,25,30)
2 (30,35, 38) (11, 14, 15, 18) — (13,17,18,19) (21,25,28, 29) —
3 — (12, 15, 18, 19) (5,6,8) — (17, 18, 19, 20) —
4 (19,20,21,25) — (12,13,15) (9,10,15) — (32, 34, 36, 38)
5 (28, 36, 37) (24,25,30) — (8,10,12,15) (25,30,35) (15,18,19,23)
6 (13,16,17,20) (23,26,29) (17,18,19) — (28,31,34) (21,22,25)
7 (30, 33, 36, 40) (16,17,19,20) (20,25,27,30) — (13, 15, 17, 19) (31, 35, 36, 38)
8 (13,15,17,20) (17,18,19) (14,17,18) (18, 20, 22, 24) (30,32,33) —
5.6. Algorithm
In the algorithm, the following notations are employed:
presentsol: the initial solution in each iteration;
bestsol: the best solution so far encountered;
nbiter: the number of iteration;
bestier: the number of iteration in which the best solution is so far encountered;
N(presentsol): the neighborhood of presentsol;
nbmax: the largest iteration number that the best solution so far encountered does not change.
Now we summarize the procedure of tabu search algorithm as follows:
Step 1: Choose a feasible solution x randomly, let presentsol = x, bestsol = x, nbiter = 0, bestier = 0, then
initialize the tabu list;
Step 2: Produce the neighborhoodN(presentsol) of presentsol, in which the elements are nontabu or satisfy aspiration
criterion, let nbiter ← nbiter+1;
Step 3: Calculate the objective values of elements in N(presentsol) and then ﬁnd the best solution x∗ in N(presentsol);
Step 4: If the objective value of solution x∗ is better than the objective value of bestsol, then let presentsol = x∗,
bestsol = x∗, bestier = nbiter; otherwise, let presentsol = x∗;
Step 5: Update the tabu list;
Step 6: If nbiter − bestier<nbmax, go to step 2; otherwise, output bestsol, stop.
6. Numerical example
This section will give a numerical example to show application of the algorithm. In this example, the number of
tasks is 8 and the number of workers is 6. We need to select 4 workers and 4 tasks so that the objective of model (8) is
optimized after all the selected tasks are completed by the selected workers.
Tables 1 and 2 are transposes of the proﬁt matrix and the consumed time matrix, respectively. The elements of them
are triangular or trapezoidal fuzzy numbers, denoted by the forms of (a, b, c) or (a, b, c, d), respectively. The notation
“–” states that the worker in this column is prohibited to undertake the task in this row.
For the chance-constrained goal programming model, we take the following goal targets: f¯ =125, g¯=65. In fact, for
different credibility conﬁdence levels, the optimal solution may be different. Thus, we shall take different credibility
conﬁdence levels to see the behavior of the algorithm.
(1) Firstly, we solve the model with the credibility conﬁdence level 1 = 2 = 0.9. After running about 100 times
with the different parameters (tabu tenure is randomly chosen from [5,8], and the nbmax is randomly chosen from
[40, 2000]), we can always ﬁnd the approximate optimal objective (7.0, 4.0). For the convenience of understanding,
we present Fig. 1 to show the change of optimal objective values in each iteration, where we let tabu tenure = 5,
nbmax = 100.
In this operation, we start the algorithm with an initial solution [1, 1, 1, 1, 0, 0, 0, 0]. Fig. 1 records the objective
value of optimal solution (i.e., presentsol) in each iteration. As can be seen from the ﬁgure, the approximate best
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Table 2
Transpose of consumed time matrix
j\i 1 2 3 4 5 6
1 (9,11,15) (3,4,7) (11,13,15) (15,17,18) — (12,13,14)
2 (5,8,10) (14,15,18) — (17,18,19) (15,18,19) —
3 — (15, 18, 19) (25,26,28) — (18,19,20) —
4 (25,26,27) — (12,14,15) (19,20,25) — (4,6,8)
5 (19,21,25) (12,15,20) — (10,12,15) (25,30,35) (18,19,23)
6 (13,18,20) (18,19,20) (7,8,9) — (13,15,16) (11,12,15)
7 (25,28,30) (6,7,9) (5,7,10) — (15,17,19) (8,10,12)
8 (13,15,17) (17,18,19) (4,7,8) (20,22,24) (30,32,33) —
Fig. 1. The best objective value (1 = 2 = 0.9).
Fig. 2. The best objective value (1 = 2 = 0.8).
objective value (7.0, 4.0) is ﬁrstly found in iteration number 8. Afterward, the approximate best objective value is also
found three times in the previous 80 iterations, and the iteration numbers are 71, 73, and 76, respectively. And the
corresponding assignment strategy pairs are:
{worker 1, task 2}, {worker 2, task 5},
{worker 5, task 8}, {worker 6, task 4}.
(2) We solve the model with the credibility conﬁdence level 1 = 2 = 0.8. Similarly, After running about 100 times
with the different parameters (tabu tenure is randomly chosen from [5,8], and the nbmax is randomly chosen from [40,
2000]), we can always ﬁnd the approximate optimal objective (5.0, 2.0). Fig. 2 shows the change of optimal objective
values in each iteration, where we set the parameters: tabu tenure = 6, nbmax = 100.
Also in this operation, we start the algorithm with initial solution [1, 1, 1, 1, 0, 0, 0, 0]. Fig. 2 records the objective
value of optimal solution (i.e., presentsol) in each iteration. The approximate best objective value (5.0, 2.0) is ﬁrstly
found in iteration number 11. Afterward, the approximate best objective value is also found seven times in the previous
80 iterations, and the iteration numbers are 43, 45, 47, 49, 54, 73 and 76, respectively.And the corresponding assignment
Y. Feng, L. Yang / Journal of Computational and Applied Mathematics 197 (2006) 233–244 243
Fig. 3. The best objective value (1 = 2 = 0.7).
Fig. 4. The best objective value (1 = 2 = 0.6).
strategy pairs are:
{worker 1, task 2}, {worker 2, task 5},
{worker 5, task 8}, {worker 6, task 4}.
(3) Thirdly, we solve the model with the credibility conﬁdence level 1 = 2 = 0.7. After running about 100 times
with the different parameters (tabu tenure is randomly chosen from [5,8], and the nbmax is randomly chosen from
[40, 2000]), we can always ﬁnd the approximate optimal objective (2.6, 6.4). For the convenience of understanding,
we present Fig. 3 to show the change of optimal objective values in each iteration, where we set the parameters: tabu
tenure = 6, nbmax = 100.
Also in this operation, we start the algorithm with initial solution [1, 1, 1, 1, 0, 0, 0, 0]. Fig. 3 records the objective
value of optimal solution (i.e., presentsol) in each iteration. As can be seen from the ﬁgure, the approximate best
objective value (2.6, 6.4) is ﬁrstly found in iteration number 17. Afterward, the approximate best objective value is
also found three times in the previous 80 iterations, and the iteration numbers are 19, 21 and 36, respectively. And the
corresponding assignment strategy pairs are:
{worker 1, task 2}, {worker 2, task 6},
{worker 5, task 8}, {worker 6, task 7}.
(4) Fourthly, we solve the model with the credibility conﬁdence level 1 = 2 = 0.6. After running about 100 times
with the different parameters (tabu tenure is randomly chosen from [5,8], and the nbmax is randomly chosen from
[40, 2000]), we can always ﬁnd the approximate optimal objective (0.0, 5.2). For the convenience of understanding,
we present Fig. 4 to show the change of optimal objective values in each iteration, where we set the parameters: tabu
tenure = 7, nbmax = 100.
Also in this operation, we start the algorithm with initial solution [1, 1, 1, 1, 0, 0, 0, 0]. Fig. 4 records the objective
value of optimal solution (i.e., presentsol) in each iteration. As can be seen from the ﬁgure, the approximate best
objective value (0.0, 5.2) is ﬁrstly found in iteration number 36. No more approximate best objective value is found in
the previous 80 iterations. And the corresponding assignment strategy pairs are:
{worker 1, task 2}, {worker 2, task 6},
{worker 5, task 8}, {worker 6, task 7}.
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Table 3
Results of four cases obtained by algorithm
1, 2 Optimal objective Optimal solution
0.6 (0.0, 5.2) [0, 1, 0, 0, 0, 2, 6, 5]
0.7 (2.6, 6.4) [0, 1, 0, 0, 0, 2, 6, 5]
0.8 (5.0, 2.0) [0, 1, 0, 6, 2, 0, 0, 5]
0.9 (7.0, 4.0) [0, 1, 0, 6, 2, 0, 0, 5]
(5) We thus may list the consequences in Table 3. It is easy to see that when we take different credibility conﬁdence
levels, the approximate optimal objectives and the optimal solutions may be different. Also, the ﬁrst approximate
optimal deviation will increase when we make the parameters 1 and 2 much larger. This fact coincides with the
consequence in Note 4.1. In addition, the optimal assignment strategies are the same when the credibility conﬁdence
levels are 0.6 and 0.7, also the same optimal assignment strategies can be obtained when the credibility conﬁdence
levels are 0.8 and 0.9. In fact, the sensitivity of the results can be tested for other values of 1, 2.
7. Conclusions
This paper mainly studied a two-objective fuzzy k-cardinality assignment problem. A chance-constrained goal
programming model was presented for the problem and the crisp equivalences of the goal constraints were investigated.
A tabu search algorithm based on fuzzy simulation was designed to obtain an approximate best solution. At last, a
numerical example was presented to show the application of the algorithm.
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