Abstract. We show that non-stationary Gromov-Witten invariants of P 1 can be extracted from open periods of the Eynard-Orantin topological recursion correlators ω g,n whose Laurent series expansion at ∞ compute the stationary invariants. To do so, we overcome the technical difficulties to global loop equations for the spectral x(z) = z + 1/z and y(z) = ln z from the local loop equations satisfied by the ω g,n , and check these global loop equations are equivalent to the Virasoro constraints that are known to govern the full Gromov-Witten theory of P 1 .
Introduction
The Gromov-Witten invariants of P 1 were expressed as expectation values of Plancherel measure by Okounkov and Pandharipande in [14] . This viewpoint naturally led to the conjecture that the Gromov-Witten invariants of P 1 satisfy topological recursion applied to the complex curve defined by a dual Landau-Ginzburg model [13] , proven in [5] using a completely different point of view. Topological recursion, defined in Section 3, produces a collection of meromorphic multidifferentials ω g,n on a complex curve via a recursive relation between the expansion of ω g,n at its poles and the expansion of ω g ,n for 2g − 2 + n < 2g − 2 + n at their poles. This relation at the poles takes the form of Virasoro constraints which we will call local Virasoro constraints. The Gromov-Witten invariants of P 1 already satisfy Virasoro constraints, conjectured in [6] and proven in [8, 15] , which we will call global Virasoro constraints. Until now the direct relation between these local and global Virasoro constraints has been missing. This paper fills this gap, showing that the global Virasoro constraints satisfied by Gromov-Witten invariants of P 1 are a consequence of the local Virasoro constraints that constitute topological recursion.
The genus g connected Gromov-Witten invariants of P 1 with n insertions are defined as
where d is determined by n i=1 b i = 2g − 2 + 2d and hence sometimes omitted from the notation.
The cohomology classes γ i are chosen to be either the unit γ 0 = 1 ∈ H 0 P 1 (non-stationary insertion) or the dual of the class of a point γ 1 = ω ∈ H 2 P 1 (stationary insertion). The 0-point invariants vanish except for 1 = [M 0,0 (P 1 ,1)] vir 1 so we consider only n > 0. The generating series of stationary invariants Ω g,n (x 1 , . . . , x n ) = b 1 ,...,bn≥0
is analytic in a neighbourhood of x i = ∞ and for (g, n) = (0, 1) it analytically continues to a meromorphic function on S n , for S ∼ = P 1 , via the substitution x i = x(z i ) = z i + 1/z i . In order to prove the Virasoro constraints satisfied by the Gromov-Witten invariants of P 1 , we
as periods, or contour integrals, of the rational functions defined in (1) . The computation of these invariants as periods is expected from mirror symmetry. The stationary invariants were already known to be given by periods of rational functions, and what is new here is representing the non-stationary invariants as contour integrals of the same rational functions. By construction, Ω g,n (x 1 , . . . , x n ) stores the stationary invariants via
where the linear functional I 1 b is a contour integral defined on a meromorphic 1-form f by
We show how Ω g,n (x 1 , . . . , x n ) also stores the non-stationary invariants via contour integrals. The contours involved are now non-compact, so we need to first develop the main technical tool introduced in this paper, which is a collection of regularised contour integrals. Theorem 1 exhibits the non-stationary invariants as regularised contour integrals of the analytic continuation of Ω g,n . It is rather interesting that the non-stationary invariants use the global structure of the analytic continuation.
To state the result, we distinguish S ∼ = P 1 with coordinate z, andŠ ∼ = P 1 with coordinate x. If f is a 1-form on S without poles at ∞, we introduce for b ≥ 0
We define an inverse function to x by Z :Š \ [−2, 2] −→ S,
with the standard determination of the square root having a discontinuity on R − . We then defineŘ 
When b = 0 we set I 1 −1 = 0. In Section 5.1 it is proven that I 0
b! f for a certain class of 1-forms f on S, where γ is a contour from z = 0 to z = ∞ (the two points above x = ∞).
Rather generally, I 0 b satisfies a formula of integration by parts. Hence we consider the linear functional I 0 b to be a regularised integral. We actually extend the definition of I 0 b to 1-forms with poles or other singularities at ∞ such that the integration by parts is still satisfied.
For 2g − 2 + n > 0, define ω g,n (z 1 , . . . , z n ) to be the analytic continuation of Ω g,n (x 1 , . . . , x n )dx 1 · · · dx n to S n where x i = z i + 1/z i . Equivalently ω g,n (z 1 , . . . , z n ) is rational with expansion around z i = ∞ given by Ω g,n (x 1 , . . . , x n )dx 1 · · · dx n . The fact that Ω g,n (x 1 , . . . , x n ) analytically continues to a rational function is a consequence of topological recursion proven in [5] -see Remark 3 -or topological recursion relations obtained by pulling back relations in H * M g,n to relations in H * M g,n P 1 , d [12] which are satisfied quite generally by Gromov-Witten invariants. We expect that it can also be derived from the semi-infinite wedge formalism of Okounkov and Pandharipande [14] .
In the case (g, n) = (0, 2), replace ω 0,2 in (3) by
and for (g, n) = (0, 1) we have
Remark 1. Integrals of differentials over compact and non-compact contours appearing in work of Dubrovin [3] were used in [4] to produce correlators of cohomological field theories such as Gromov-Witten invariants. That paper considered only primary invariants, corresponding to I α 0 , where the contour integrals do not require regularisation. Our technical contribution is a rigorous definition of the integrals over non-compact contours.
Define the partition function which stores Gromov-Witten invariants by
Define the Virasoro operators L n for n ≥ −1 by
where
We give a new proof of the following theorem of [15] .
Theorem 2. The partition function Z P 1 t α k satisfies the Virasoro constraints
We derive the global constraints of Theorem 2 from the local constraints of topological recursion, by moving the contours from poles z = ±1 to z = ∞. For spectral curves that are smooth algebraic plane curves, there would be no difficulty in doing so, cf., e.g., [16] . The difficulty which we overcome is the handling of the log singularities in the Landau-Ginzburg model dual to P 1 , via an asymptotic expansion result for the Hilbert transform found in [11] . The definition of the regularised integral (2) appears as a byproduct of our analysis. We expect that our method generalises to more complicated spectral curves with logarithmic singularities, in particular to certain types of Hurwitz numbers and Gromov-Witten invariants for some other targets.
The Virasoro constraints for Gromov-Witten invariants have been proven in some generality by Givental and Teleman [8, 17] . The Virasoro operators can be obtained from conjugation of local Virasoro operators by operators that reconstruct the partition function of the GromovWitten invariants from the partition function of Gromov-Witten invariants of a point. The work of [5] showed that topological recursion is equivalent to this reconstruction of Givental and Teleman. Hence one would expect that the global Virasoro constraints of Theorem 2 can be derived directly from the local Virasoro constraints. Our result essentially exhibits this conjugation via moving contours.
The paper is organised as follows. In Section 2 we recall the definition of descendant and ancestor Gromov-Witten invariants which are needed in the proof of Theorem 1. In Section 3 we review the topological recursion and its application to Gromov-Witten invariants of P 1 proven in [5] , and derive a preliminary form of the global constraints from the local ones. Section 5 develops the regularised integral and its properties which is the main technical tool of this paper. Section 6 contains the proof of Theorem 1. In Section 7, we use the properties of the regularised integral and the aforementioned preliminary global constraints to produce a new proof of Theorem 2.
2 Gromov-Witten invariants
The moduli space of stable maps
Let X be a projective algebraic variety and consider (C, x 1 , . . . , x n ) a connected smooth curve of genus g with n distinct marked points. For d ∈ H 2 (X, Z) the moduli space of maps M g,n (X, d) consists of morphisms
quotiented by isomorphisms of the domain C that fix each x i . The moduli space has a compactification M g,n (X, d) given by the moduli space of stable maps: the domain C is a connected nodal curve; the distinct points {x 1 , . . . , x n } avoid the nodes; any genus zero irreducible component of C with fewer than three distinguished points (nodal or marked) must be collapsed to a point; any genus one irreducible component of C with no marked point must be collapsed to a point. The moduli space of stable maps has irreducible components of different dimensions but it has a virtual fundamental class, M g,n (X, d) vir , the existence and construction of which is highly nontrivial [1] , of dimension
Let L i be the line bundle over M g,n (X, d) with fibre at each point the cotangent bundle over the ith marked point of the domain curve C.
), Q to be the first Chern class of L i . For i ∈ {1, . . . , n} there exist evaluation maps
The forgetful map π : M g,n (X, d) → M g,n sends the map to its domain curve with possible contractions of unstable components. The Gromov-Witten invariants are defined by integrating cohomology classes, often called descendant classes, of the form
against the virtual fundamental class. The descendant Gromov-Witten invariants are defined by
is the moduli space of genus g stable curves with n labeled points, equipped with line bundles L i with fibre at each point the cotangent bundle over the ith marked point of the domain curve C and
The ancestor Gromov-Witten invariants use the classes ψ i in place of ψ i :
They are defined only in the stable case, i.e., when 2g − 2 + n > 0.
Specialising to P 1
We now only consider the target X = P 1 . Let γ 0 ∈ H 0 P 1 , Z be the unit and γ 1 ∈ H 2 P 1 , Z be the Poincaré dual class of a point. For brevity we denote . We introduce the descendant partition function in the variables t α k for α ∈ {0, 1} and k ∈ N by
and the ancestor partition function using the variables t α k :
The descendant invariants uniquely determine the ancestor invariants. They are related by an endomorphism valued series S(u) = k≥0 S k u k known as the S-matrix, by the linear change
when evaluated between · , so for example the 1-point genus g invariants satisfy
It is proven in [10] that
is the stable part of the descendant invariants, i.e., it excludes the terms (g, n) = (0, 1) and (0, 2) in (6).
Topological recursion

Definition
Topological recursion [7] takes as input a spectral curve C = (S, x, y, B) consisting of a Riemann surface S, two meromorphic functions x and y on S and a symmetric bidifferential B on S 2 . We assume that each zero of dx is simple and does not coincide with a zero of dy. The output of topological recursion is a collection of symmetric multidifferentials ω g,n ∈ H 0 K S ( * D) n , S n Sn for g ≥ 0 and n ≥ 1 such that 2g − 2 + n > 0, which we call correlators. Here D is the divisor of zeroes of dx = 0. In other words the multidifferentials are holomorphic outside of dx = 0 and can have poles of arbitrary order when each variable approaches D.
The correlators are defined as follows. We first define the exceptional cases
The correlators ω g,n for 2g − 2 + n > 0 are defined recursively via the following equation
Here, we use the notation I = {2, 3, . . . , n} and
is the non-trivial involution defined locally at the ramification point α and satisfying x(σ α (p)) = x(p). The symbol • over the inner summation means that we exclude any term that involves ω 0,1 . Finally, the recursion kernel is given by
.
The recursion only depends on the local behaviour of y near the zeros of dx up to functions that are even with respect to the involution. Hence it only depends on dy. Below we write a spectral curve (9) in terms of dy. For 2g − 2 + n > 0, the multidifferentials ω g,n (p 1 , . . . , p n ) are meromorphic on S n with poles at p i ∈ D. They can be expressed as polynomials in a basis of differentials with poles only at D and divergent part odd under each local involution σ α . We denote ξ α k such a basis indexed by k ≥ 0 and zeroes α of dx. Once a choice of basis is made, we define the partition function of the spectral curve C = (S, x, y, B) by
Relation to Gromov-Witten theory of P 1
Dunin-Barkowski, Orantin, Shadrin and Spitz [5] proved that for a particular choice of basis ξ α k , the partition function Z C , t α k coincides with the partition function of a cohomological field theory. In particular, they showed how to realise in this way the cohomological field theory encoding Gromov-Witten invariants of P 1 , which corresponds to the spectral curve
For 2g − 2 + n > 0, the associated correlators ω g,n have poles at D = {−1, 1} and the global involution z → 1/z realises the local involutions σ ±1 . The aforementioned basis of 1-forms is defined by induction for k ≥ 0 and α ∈ {0, 1}
from the initial data ξ α −1 (z) = z −α dz which are not part of the basis. Remark 2. The ξ α k (z) for k ≥ 0 are odd under the involution because they are unchanged if we replace ξ α −1 (z) with its odd part
initially defined as a formal series near z i = ∞ analytically continues to a symmetric multidifferential on S n , which coincides with the correlators of the topological recursion for the spectral curve (9). In particular,
Using the basis in (10), the topological recursion partition function of the spectral curve C P 1 coincides with the ancestor partition function (7) of the Gromov-Witten invariants of P 1 .
Theorem 4 ([5]
). Let ω g,n be the correlators of the topological recursion applied to the spectral curve C defined by (9) . Then
Theorem 4 states that the coefficients of the differentials ξ 0 m and ξ 1 m correspond to insertions of stationary ancestor invariants τ 0 m , respectively τ 1 m . To retrieve the descendant GromovWitten invariants from the correlators ω g,n one must understand elements of the dual of the space of meromorphic differentials on the spectral curve which can be naturally realised as integration over contours on the spectral curve. The next section is devoted to technical aspects of integration over non-compact contours which need regularisation.
Remark 3. The proof of Theorem 3 in [5] uses Theorem 4 together with the linear functionals I 1 k which are shown to encode the S-matrix coefficients required to produce stationary descendant invariants. An immediate consequence is that the Taylor expansion of ω g,n (z 1 , . . . , z n ) around z i = ∞ with respect to the local coordinate 1/x(z) gives Ω g,n (x 1 , . . . , x n )dx 1 · · · dx n when 2g − 2 + n > 0. In particular this gives a proof that there is an analytic continuation of Ω g,n (x 1 , . . . , x n )dx 1 · · · dx n to a rational curve.
From local to global constraints on multidifferentials
Let ω g,n be the multidifferentials of the topological recursion for the spectral curve (9) . We choose the determination of the logarithm to have a branchcut on iR − , and such that ln(1) = 0. With this choice, y(z) is holomorphic in the neighborhood of z = ±1.
The topological recursion is such that for any g ≥ 0 and n ≥ 1, ω g,n satisfy the linear and quadratic loop equations [2] . The linear loop equations is a symmetry property with respect to the involution z → 1/z
The quadratic loop equations state that, for I = {2, . . . , n} and denoting dx( (13) is holomorphic in a neighborhood of z = ±1. These two sets of equations are (by definition) equivalent to the local Virasoro constraints mentioned in the introduction. We would like to derive from them global constraints, which concern the Laurent expansion of q g,n at x(z) = ∞. We use the following notation.
The following result gives a preliminary form of global constraints, which will be exploited in Section 7. Lemma 1. Assume 2g − 2 + n ≥ 2. Let I := {2, . . . , n} and for any i ∈ I, set I i := I \ {i}. We have
Here, •• means that the terms involving ω 0,1 and ω 0,2 are excluded from the sum. For (g, n) = (0, 3), we have
Proof . Since q g,n is holomorphic in a neighborhood of z = ±1 we have
for 2g − 2 + n > 0 and x 1 = ±2. To prove the lemma we are going to compute separately the contributions of the various terms in the right-hand side of (16) . Stable terms. We observe that
and
this expression has no residues at z = 0 and ∞. We compute
noticing there are no contributions from 0 and ∞ when moving the contour. In case (g, n) = (1, 1) this is also equal to
Likewise if h+h = g and J J = I such that 2h−2+(1+|J|) > 0 and 2h −2+(1+|J |) > 0, we compute
. . , n} and let I i = I \ {i}. We would like to compute, following the previous steps,
but there are two notable differences. Firstly, there is a shift in the antisymmetry relation for ω 0,2
Secondly, the presence of ω 0,2 creates a pole at z = z i and 1/z i . We obtain
since the integrand is again invariant under z → 1/z. There is a double pole at z = z i and a simple pole at z = z 1 . We obtain
(0, 2) × (0, 2) term for the (0, 3) case. We have to consider
In the first term, we have a simple pole at z = z 1 , 1/z 1 and double poles at z = z 2 and z = 1/z 3 .
This can be written in terms of the odd part of ω 0,2
The (0, 1) terms. The last term is
Using the involution z → 1/z and recalling that ω 0,1 (z) = ln z dx(z), we rewrite it for 2g − 2 + n > 0 as
This exhausts the study of the terms contributing to (16) . Summing them up concludes the proof of the lemma.
Properties of A and L
The contribution of unstable ωs in the global constraints of Lemma 1 is more complicated than the others and need special care. This technical section establishes their properties, that will be used in Section 7.
Laurent expansion of A[f ]
We are going to compute the Laurent series expansion of A[f ](x 1 ), defined in (14) , when x 1 → ∞, where f is a meromorphic 1-form on S with poles away from z = 0, ∞ and such that f (z) + f (1/z) = 0.
Let us assume Re x 1 > 0 and move the contour (see Fig. 1 ). It will surround the poles at z = z 1 and 1/z 1 -which give equal contributions and which we handle as in the previous paragraphs - as well as the cut of the logarithm for z on the nonpositive imaginary axis, together with a halfcircle arbitrarily close to 0 and an arbitrarily large circle. When z goes to ∞ in C \ iR − we have f (z) ∈ O dx(z)/x(z) 2 since f has no pole at ∞. Therefore the integrand in (17) behaves as O |dz| |z| −3 ln |z| and the large circle pushed to ∞ gives a zero contribution. By symmetry z → 1/z of the integrand the same is true for the contribution of the half-circle pushed to 0. The discontinuity of ln z on its branchcut, from right to left is then −2iπ. Therefore
We use z → 1/z convert the first integral from 0 to −i into a integral from +i∞ to i in the z-plane. This also multiplies f (z) by a minus sign according to (12) . The resulting integral in the z-plane is then equivalent to the integral over the positive imaginary axis in the x-plane. The second integral from −i to −i∞ in the z-plane is equivalent to an integral over the negative imaginary axis in the x-plane. We therefore obtain
The integrals are closely related to the Hilbert transform, defined for a function F : R ≥0 → R and with v ∈ C \ R >0 by
Namely, we have withF (
To obtain the asymptotic expansion of the last terms we can rely on the following result
for some η ∈ (0, 1) and C b > 0. Then for u → ∞ away from the real axis we have
where ln is the logarithm with its standard choice of branchcut on the negative real axis, and
Corollary 1. Let f be a meromorphic 1-form on S with poles away from z = 0, ∞ and such that f (z) + f (1/z) = 0. We have the Laurent series expansion when
where I 0 b was introduced in the introduction, equation (2) . Proof . Let us denote momentarilỹ
with the conventionf −1 = 0. When we apply Lemma 2 with F (u) =F (iu) for which
we find
In principle, the two sums should start from a = −1, but asf −1 = 0 the first one effectively starts at a = 0. In the second one, the a = −1 summand only contains the regularised integral. When we apply Lemma 2 for F (u) =F (−iu), for which
We multiply (19) and (20) by 2 and sum them, in view of obtaining the asymptotic expansion of (18). We observe that the logarithm term in (19)-(20) contributes to
and therefore cancels the second term in (18). The final result is
in terms of the functional I 0 introduced in (2).
Decomposition of L[f ]
Recall the basis ξ α m defined in (10) . The following lemma gives a decomposition of L ξ α m (z 1 , z 2 ), defined in (15) . which in particular implies its polar behaviour in z 2 . It will be applied in Section 7. Proof . The differentials c α,β m, (x 1 ) and ξ β (z 2 ) form bases of the space of meromorphic differentials satisfying the following properties:
is meromorphic in z 2 with poles only at z 2 = ±1;
Hence it is enough to prove that L ξ α m (z 1 , z 2 ) satisfies these properties. (i) follows from ξ α m (1/z 2 ) = −ξ α m (z 2 ), the symmetry x 2 = x(z 2 ) = x(1/z 2 ), and the oddness of ω odd 0,2 (z 1 , z 2 ) under z 2 → 1/z 2 . Property (ii) follows in a similar way once we use ω 0,2 (z 1 , 1/z 2 ) = ω 0,2 (1/z 1 , z 2 ) and the oddness of ξ α m (z 1 ) to get a symmetric bidifferential. For (iii), clearly L ξ α m (z 1 , z 2 ) is meromorphic in z 1 with poles at z 1 = 1, −1, z 2 , 1/z 2 so we need to show that the poles at z 1 = z 2 and z 1 = 1/z 2 are removable. In fact, we only need show that the pole at z 1 = z 2 is removable and (i) will imply the same at z 1 = 1/z 2 . The pole on the diagonal z 1 = z 2 has order 2, so consider
where the first equality removed those terms of L ξ α m (z 1 , z 2 ) with a simple pole (and possibly holomorphic) at z 1 = z 2 . Hence the pole at z 1 = z 2 is at most simple and we shall compute its residue. The residue of L ξ α m (z 1 , z 2 ) at z 2 = z 1 gives the same residue and is simpler to calculate. In fact it is immediately 0 because Res z 2 =z 1 ω 0,2 (z 1 , z 2 ) = 0 and ω 0,2 (z 1 , 1/z 2 ) has no pole at z 2 = z 1 , and the final term in L ξ α m (z 1 , z 2 ) is exact in z 2 so all residues vanish. Hence the pole is removable at z 1 = z 2 . This discussion also implies (iv).
Finally, property (v) follows from property (i) and the fact that z 1 = ±1 are the fixed points of the involution z 1 → 1/z 1 .
The main application of Lemma 3 is to show that the operators I ) and the table of Proposition 1. This is because the right-hand side of (40) is a linear combination of the differentials ξ α m (z j ) (with coefficients given by differentials in the other variables), i.e., it has poles only at z j = ±1 for j ∈ {2, . . . , n} -the other poles are removable -and is odd under z j → 1/z j .
Properties of regularised contour integrals
If f is a meromorphic 1-form on S without poles at z = 0 and ∞, we can define
). Then, if f has no pole for z ∈ iR, we can define for b ≥ 0
Basic properties and extended definition
We justify that the regularised integral is actually an integral when applied to 1-forms that are odd with respect to the involution and that do not need regularisation.
Lemma 4. If f is a meromorphic 1-form on S with no poles at z = ±i, without residues, such that f (z) + f (1/z) = 0 and I 1 a [f ] = 0 for all a ∈ {0, . . . , b − 1}, then
where γ is the contour from z = 0 to z = i∞.
Proof . The conditions on f imply that the integral in the right-hand side is well-defined, and does not depend on the choice of contour from 0 to i∞. It also shows that
where the contour from i to i∞ is avoiding the (finitely many) poles of f , and the result does not depend on such a choice of contour. We transform the second integral using the change of variable z → 1/z and the oddness of f with respect to this involution
Notice that if f is a meromorphic 1-form on S, then integration by parts yields
We now prove a similar property for the regularised integral.
Lemma 5. If f is a meromorphic 1-form on P 1 with poles away from z = ±i, 0, ∞, then
Proof . Letf = d(f /dx). We observe that for any b ≥ 1
An integration by parts yields
The first line is by definition
|dx| when |x| → ∞, the boundary terms ±i∞ in the last line do not contribute. And the boundary terms at 0 vanish because of the power of x in prefactor and the fact that > 0 before we take the limit.
Remark 4.
In (21) we gave a definition of the linear operator I 0 b for 1-forms in S having no poles above x = ∞. We shall extend this definition, whenever necessary if f has poles at ∞ or other singularities, such that the integration by parts (Lemma 5) and linearity continue to hold.
Evaluation on the odd basis
We now evaluate I α b on the basis {ξ α k (z) | k ∈ N, α ∈ {0, 1}}, defined in (10), of meromorphic 1-forms on P 1 with poles at z = ±1 and that are odd under z → 1/z. By (22) 
Proof . The evaluation of I 1 is determined by the Laurent series expansion of ξ β 0 . We have
which yield the entries of the last two columns. The evaluation of I 0 can be computed via Lemma 1. Let us introduce the formal series
We will compute the L m more explicitly in Lemma 6 at the end of the proof. For f = ξ 0 0 we compute
Note that the choice of determination of the logarithm (provided it is holomorphic in a neighborhood of 1 and −1) does not affect the result. We also have
Using the values of I 1 [ξ 0 0 ] already found, we deduce from Lemma 1
For f = ξ 1 0 we compute
, and
Using the known values of I 1 on ξ 1 0 we get
Now let us evaluate the constants L m .
Lemma 6. For any m ≥ 1, we have
Proof . With the change of variable t = v (1+v) 2 , we compute
Using that (ln Γ) (k +1) = −γ E +H k for any positive integer k where γ E is the Euler-Mascheroni constant, we deduce
These two sums can be computed in an elementary way. Let us introduce the auxiliary sum for c ∈ {0, 1, . . . , m}
An easy induction on c shows that
The change of index a = m − b shows that K m =K m,m , hence
It remains to evaluate
Inserting (26) and (27) in (25) establishes our formula for L m .
Inserting this result into (23) and (24) yields the two first columns and concludes the proof of Proposition 1.
Proposition 2. For j, k, m ∈ N and α, β ∈ {0, 1}
Proof . This is straightforward when β = 1, coming from
The main content of the lemma is the case β = 0 which we prove by induction on k.
When k = 0, the second term vanishes and (28) is true in this case. The inductive argument requires the identity
which is proven by induction on m by applying −d(·/dx) to both sides of (29). The initial case m = 0 of (29) is an explicit calculation for α = 0 and α = 1 involving ξ α −1 (z) defined in (10). Given k > 0, assume (28) is true for k − 1. Then
where the second equality uses (29) and the final equality uses the inductive hypothesis. We manipulate this expression for I 0 
Hence (28) for k − 1 implies (28) for k, and by induction (28) is true for k ≥ 0.
Evaluation of one operator on
In the statement of Theorem 1 for (0, 2), we need to consider I α k ⊗ I β ω odd 0,2 . We can certainly pose
but it is not obvious that we can then apply I β . Indeed, we now show that η α k (z) has singularities, but they are such that after sufficiently many integration by parts it will become a meromorphic 1-form without singularities at ∞.
Proof . For α = 1 we have
For α = 0, we apply Lemma 1
6 Proof of Theorem 1
The S-matrix
This subsection relies on Proposition 1 and does not need the computations with the operators beyond Section 5.2. 
where "even", respectively "odd", means that k = 2m, respectively k = 2m + 1.
Proof . By integration by parts (22) and Lemma 5, it suffices to prove the result for = 0. Kontsevich and Manin [10] show that for k > 0
The divisor equation and genus 0 topological recursion relations satisfied quite generally by Gromov-Witten invariants [9] can be used to calculate the right-hand side of (30). We have
where the first equality is the genus 0 topological recursion relation and τ − β) is the degree. Putting these together and using (30), one gets for k > 0 We can express the S-matrix with respect to the odd part of the (0, 2)-correlator
This quantity is invariant under exchange of z 1 and z 2 since ω 0,2 (z 1 , 1/z 2 ) = ω 0,2 (1/z 1 , z 2 ). 
by comparison with (11) . For α = 1, we compute using Lemma 4
Therefore, for any α ∈ {0, 1}, the second evaluation of I 
The stable cases
The cases 2g − 2 + n > 0 of Theorem 1 can be deduced purely by linear algebra starting from Theorem 4 -due to [5] -and Proposition 3. Indeed,
where the first equality uses Theorem 4 and the final equality uses (8).
The (0, 1) cases
We can prove the (0, 1) case of Theorem 1 in the following way. We use the string equation to represent τ
. This is equal to (S b+2 ) 1 β according to (30), hence equal to I 
The proof of Theorem 1 is completed through the following proposition. Proof . By direct evaluation, we have for a ∈ {−1, 1}
and we sum these to get
where ξ β 0 (z), defined in (10), have order two poles at z = ±1. Now
where the first equality uses the fact that the only poles of the integrand are 1, −1, z 1 , z 2 . Putting these together gives 
We apply I α j ⊗ I β k to (33) to get
where on the left-hand side we have used integration by parts, and on the right-hand side we have used
from Proposition 3 and (30). Notice that (34) determines I α j ⊗I β k ω odd 0,2 inductively from the case j = 0 and the two-points genus zero descendant GromovWitten invariants with one primary insertion (degree 0) which appear on the right-hand side of (34). The j = 0 case has already been shown in (31) to give genus zero descendant GromovWitten invariants.
The genus zero descendant Gromov-Witten invariants satisfy
where the first equality is the string equation and the second equality is the genus zero topological recursion relation together with the string equation. Hence the two-points genus zero descendant Gromov-Witten invariants are also determined inductively from the two-points genus zero descendant Gromov-Witten invariants with one primary insertion, via the relation analogous to (34). So we conclude
as required.
7 New proof of global Virasoro constraints for P
1
The Virasoro constraints in Theorem 2 allow the removal of non-stationary insertions so that the stationary invariants determine the non-stationary insertions.
Decay rules
Okounkov and Pandharipande view the global Virasoro constraints as the decay of non-stationary insertions which are considered to be unstable. The decay rules for L k defined in (4) are as follows:
This means that we sum over interactions of τ 0 k+1 with all other insertions. For example, when k = −1, (35) and (37) become τ 0 0 τ α → τ α −1 and (36), (38) and (39) produce zero -where we use the convention that a sum vanishes if its upper terminal is negative. Summing over these contributions, we see that L −1 produces the string equation:
The application of the operators to ω 0,1 and ω 0,2 was computed in Sections 6.3-6.4 and their values can be checked to satisfy these decay rules. In fact, the local constraints (13) for (g, n) = (0, 1) and (0, 2) have an empty content -one rather considers the local constraints for 2g − 2 + n > 0 for given (ω 0,1 , ω 0,2 ), which determine uniquely the ω g,n for 2g − 2 + n > 0. We are now going to prove from the local constraints (13) for 2g − 2 + n > 0 that the global Virasoro constraints are satisfied.
Proof of Theorem 2
The cases (0, 3) and (1, 1) are treated separately below, so we assume 2g − 2 + n ≥ 2. The proof is achieved by applying
to both sides of the identity in Lemma 1. It can be rewritten
We have added artificially the term containingω 0,1 = ln(x/z)dx on both sides so as to exploit Corollary 1. Fix α 1 = 1, b 1 = k and allow α i and b i to be arbitrary for i > 1. We first apply
, and then I 1 k to the first variable z 1 . We claim that the evaluation of
on the right-hand side of (40) is in fact independent of the order in which we evaluate each I on the left-hand side of (40) gives a 1-form in the variable x 1 , to which we can apply I 1 k using Corollary 1
A ω g,n (·, z I ) (x 1 ) dx 1 + 2ω g,n (z 1 , z I ) ln(x 1 /z 1 )
which reproduces the decay rule (38).
The decay rule (39) means that one inserts τ 1 m τ 1 k−m−2 into a (g − 1, n + 2) correlator or into the product of (g 1 , n 1 + 1) and (g 2 , n 2 + 1) correlators for g 1 + g 2 = g and n 1 + n 2 = n. This is reproduced by applying first I 1 k , then ⊗ n i=2 I α i b i
to the second line of (40) as follows. Note thatω 0,1 (z) = ln(x/z) dx is analytic at z = ∞, and we use I 1 k [ω 0,1 ](z) = τ 1 k 0 to get the (0, 1) contribution τ 1 k 0 arising from (39). The action of I 1 k uses only the expansion at x 1 = ∞. Hence from the second line of (40) we can write the insertions as follows: We will now deal with the remaining unevaluated term which is the first term on the righthand side of (40). For the ith summand, we first apply ⊗ j =1,i I 
The first equality transforms a differential with poles at z 2 = 1, −1, z 1 , 1/z 1 to a differential with poles only at z 2 = 1, −1. This is achieved by evaluating I 1 k first, which crucially depends on Lemma 3 which guarantees that the operators I We see in (42) that a single term appears on the right-hand side when β = 1 which we will see corresponds to the decay rule (37), whereas two terms appear on the right-hand side when β = 0, which we will see corresponds to the decay rules (35) and (36). Indeed, by [5] , the coefficient of ξ α m (z i ) (in ω g,n−1 (z I ) in the case of concern here) gives the insertion ofτ α m . Hence (42) proves the decay rules (35), (36) and (37) which are given in terms of ancestor invariants via (8) Proof . We let f x 0 =B(·, x 0 )/dx 0 . The case b = 0 does not need regularisation and is easy to compute. For b > 0, we have 
