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Re´sume´. Avec le de´veloppement des plateformes de te´le´de´tection, ae´roporte´es ou
satellites, et l’e´volution des moyens d’e´chantillonnage des compagnies minie`res ou pe´troli-
e`res, les jeux de donne´es spatiales deviennent de plus en plus grands, renseignent un
nombre croissant de variables et couvrent des e´tendues de plus en plus larges. De fait, il
devient souvent ne´cessaire de se´parer le domaine d’e´tude en diﬀe´rentes zones homoge`nes
aﬁn de simpliﬁer l’e´tape de mode´lisation. La de´ﬁnition de ces zones peut se voir comme un
proble`me de classiﬁcation non supervise´e ou` l’on cherche a` de´couper le domaine d’e´tude
en zones homoge`nes en fonction des variables renseigne´es. L’application des me´thodes
de classiﬁcation pour des observations inde´pendantes ne permet ge´ne´ralement pas de
conserver une cohe´rence spatiale dans les zones ainsi forme´es. Les algorithmes de seg-
mentation d’image, base´s sur des champs de Markov, ne sont quant a` eux pas adapte´es
lorsque le plan d’e´chantillonnage n’est pas re´gulier (Ambroise et al., 1995 [2]). Les ap-
proches existantes (cf. e.g. Allard et Guillot, 2000 [1] et Guillot et al., 2006 [4]), base´es
sur une estimation de me´lange de fonctions ale´atoires gaussiennes par l’algorithme E-M,
sont limite´es a` des tailles d’e´chantillon raisonnables pour un faible nombre de variables.
Nous proposons dans ce travail deux algorithmes base´s sur des adaptations d’algorithmes
classiques, qui permettent de traiter un large volume de donne´es. Le premier proce`de
par classiﬁcation ascendante hie´rarchique tandis que le second est base´ sur la me´thode
de classiﬁcation spectrale. Les deux algorithmes sont applique´s a` des jeux de donne´es
synthe´tiques et a` un jeu de donne´es minie`res.
Mots-cle´s. Donne´es spatiales, classiﬁcation, grands jeux de donne´es, ge´ostatistique
Abstract. With the increasing development of remote sensing platforms, and the
evolution of sampling means in mining or oil industries spatial datasets are becoming
increasingly large, inform a growing number of variables and cover areas increasingly wide.
In fact, it is often necessary to split the ﬁeld of study into diﬀerent homogeneous areas
to simplify the modeling step. The deﬁnition of these areas can be seen as a problem
of unsupervised classiﬁcation where we try to divide the study area into homogeneous
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areas with respect to the variables at stake. The application of clustering methods for
independent observations does not generally maintain a spatial coherence in the areas
thus deﬁned. Image segmentation algorithms based on Markov random ﬁelds are not
adapted when the sampling is not regular (Ambroise et al., 1995 [2]). Existing approaches
(see e.g. Allard and Guillot, 2000 [1] and Guillot et al., 2006, [4]), based on estimated
mixtures of Gaussian random functions via the E-M algorithm, are limited to sample
sizes reasonable for a small number of variables. We propose in this work two algorithms
based on adaptations of classical algorithms, that can handle a large volume of data. The
ﬁrst one proceeds by agglomerative hierarchical clustering while the second is based on
spectral clustering. Both algorithms are applied to toy examples and a mining dataset.
Keywords. Spatial data, clustering, large datasets, geostatistics
1 Introduction
La classiﬁcation non supervise´e en contexte spatial a e´te´ largement e´tudie´e en analyse
d’image ou de donne´es de te´le´de´tection ou` la mode´lisation par champ de Markov donne
de bons re´sultats, voir par exemple l’ouvrage de Xavier Guyon (1995) [5], et Celeux et al.
2003 [3].
La classiﬁcation de donne´es issues d’un e´chantillonnage spatial non re´gulier a e´te´ en
revanche moins e´tudie´. Il peut s’agir par exemple de donne´es minie`res, ou` l’on dispose
de sondages verticaux a` l’e´chelle d’un gisement minier. Dans ce cadre, les approches
par champs de Markov sont peu adapte´es du fait que le graphe sur lequel un tel mode`le
pourrait eˆtre applique´ de´pend fortement de l’e´chantillonnage. Si l’on souhaite appliquer
une approche similaire, via l’algorithm EM, le mode`le probabiliste le plus adapte´ a` ces
donne´es est celui de me´langes de fonctions ale´atoires (cf. Allard et Guillot, 2000) qui se
preˆte peu au traitement de grands jeux de donne´es multidimensionnelles : le calcul de
la vraisemblance ne´cessite l’inversion d’une matrice de covariance de tre`s grande taille,
dense qui plus est. L’inte´gration de donne´es cate´gorielles devient e´galement de´licate dans
ce cadre.
2 Algorithmes
Les algorithmes de classiﬁcation non supervise´e que nous proposons sont tous deux base´s
sur la meˆme ide´e. Elle consiste a` structurer les donne´es disponibles selon un graphe
(Delaunay ou base´ sur des voisinages) fait d’une unique structure connexe. L’algorithme
de classiﬁcation consiste alors a` partitionner ce graphe en autant classe que de´sire´. La
structure ainsi impose´e aux donne´es permet de s’assurer de la cohe´rence spatiale des classe
obtenues : elles sont en eﬀet connexes (au sens du graphe) par construction.
Dans ce cadre, deux algorithmes sont propose´s : l’un proce`de de manie`re hie´rarchique
ascendante et le second re´sulte d’une adaptation de l’algorithme de classiﬁcation spectrale.
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Ils sont pre´sente´s ci-dessous. Tous deux de´pendent e´galement du choix d’une distance,
adapte´e au cas multivarie´. Pour un e´chantillon (x1, . . . , xn) ∈ R
(n× p), avec p le nombre










d est ainsi une somme ponde´re´e de distances individuelles qui sont choisies en fonction de
la variable associe´e : si celle-ci est quantitative, on utilise ge´ne´ralement la distance euclidi-
enne au carre´, s’il sagit d’une variable cate´gorielle, une distance adapte´e est employe´e, par
exemple une distance qui prend la valeur 0 lorsque les deux observations prennent deux
valeurs e´gales pour cette variable et 1 sinon. L’algorithme de classiﬁcation hie´rarchique
ge´ostatistique (CHG) prend la forme suivante :
1. Former la matrice de distance D ∈ Rn×n, telle que Dij = d(xi, xj), j < i, si i↔ j,
0 sinon,
2. Trouver k < l tels que Dkl = min{i,j,i↔j}Dij
3. Fusionner k et l en {kl}, et mettre D a` jour selon
Dki = max(Dki, Dli) si i↔ {kl} et i < k
Dik = max(Dki, Dli) si i↔ {kl} et k > i
supprimer la ligne et la colonne l de D
4. Re´pe´ter 2 et 3 jusqu’a` ce que D ne contienne plus qu’un e´le´ment.
L’algorithme de classiﬁcation spectrale ge´ostatistique (CSG) ne´cessite de donner a priori
un nombre K de classes. Il prend la forme suivante :






, si i↔ j,
0 sinon,
2. Former la matrice diagonale D telle que Dii =
∑n
j=1 Wij
3. Calculer la matrice Laplacienne du graphe
L = D−1/2WD−1/2
4. Calculer les K plus grandes valeurs propres de L et former la matrice V ∈ Rn×K
dont les colonnes sont les K premiers vecteurs propres de L
5. Normaliser les lignes de V
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6. Appliquer l’algorithme des K-means aux lignes de V
7. Assigner le point xi a` la classe a` laquelle la ligne i de V l’a e´te´.
L’eﬃcacite´ nume´rique de ces deux algorithmes repose sur le nombre de connexions
du graphe utilise´. Dans le cas du CHG, seules les distances entre points connecte´s
sont ne´cessaire au lancement de l’algorithme, les distances entre points non connecte´s
ne´cessaires lors de l’e´tape 3 de l’algorithme peuvent eˆtre calcule´es a` la vole´e. En ce qui
concerne le CSG, l’utilisation du graphe induit une structure creuse dans toutes les ma-
trices implique´es dans l’algorithme, ce qui permet d’employer les algorithmes d’alge`bre
line´aire adapte´e.
3 Re´sultats
Les algorithmes ci-dessus ont e´te´ applique´s a` un jeu de donne´es minie`res. La premie`re
e´tape consiste a` se´lectionner les variables a` conside´rer dans la classiﬁcation :
• les coordonne´es,
• la teneur en uranium,
• un facteur ge´ologique de´crivant le socle,
• le degre´ d’he´matisation (alte´ration)
Le choix de ces variables a e´te´ guide´ par une analyse exploratoire pre´liminaire et des
discussions avec les ge´ologues. Les variables ont e´te´ ensuite transforme´es :
• les coordonne´es ont e´te´ normalise´es
• le logarithme des teneurs a e´te´ conside´re´ puis normalise´
• le degre´ d’he´matisation a e´te´ conside´re´ comme une variable continu (variable ordi-
nale).
Les deux algorithmes ont ensuite e´te´ lance´s sur ce jeu de donne´es avec les meˆmes ponde´rateurs
pour le calcul de la distance. Les re´sultats obtenus pour 5 classes sont pre´sente´s en ﬁgure
1.
On peut voir certaines similarite´s entre les classiﬁcations obtenues par les deux algo-
rithmes. En particulier, elles pre´sentent toutes deux les proprie´te´s de connexite´ de´sire´es.
Elles isolent e´galement toutes deux un ensemble de points au sud est du gisement qui
correspond a` de fortes teneurs se trouvant dans le socle.
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a. b.
Figure 1: Classiﬁcations obtenues: CHG a. et CSG b.
4 Discussion
Deux algorithmes de classiﬁcation de donne´es ge´ostatistiques ont e´te´ pre´sente´s. Leur prin-
cipal avantage est de ge´ne´rer des classes connexes tout en permettant, par construction,
de traiter un grand volume de donne´es spatiales multivarie´es.
De nombreux points restent a` e´tudier, en particulier en ce qui concerne le choix des
ponde´rateurs de la fonction de distance ou le parame`tre d’e´chelle de l’algorithme de clas-
siﬁcation spectrale.
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