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olar images are one of the most important sources of available
information on the current state and behaviour of the sun, and the
PICARD satellite is one of several ground and space-based observatories
dedicated to the collection of that data. The PICARD satellite hosts the Solar
Diameter Imager and Surface Mapper (SODISM), a telescope aimed at
continuously monitoring the Sun. It has generated a huge cache of images
and other data that can be analysed and interpreted to improve the
monitoring of features, such as sunspots and the prediction and diagnosis of
solar activity.
In proportion to the available raw material, the little-published analysis
of SODISM data has provided the impetus for this study, specifically a novel
method of contributing to the development of a system to enhance, detect
and segment sunspots using new hybrid methods. This research aims to
yield an improved understanding of SODISM data by providing novel
methods to tabulate a sunspot and filling factor (FF) catalogue, which will be
useful for future forecasting activities.
The developed technologies and the findings achieved in this
research will work as a corner stone to enhance the accuracy of sunspot
segmentation; create efficient filling factor catalogue systems, and enhance
our understanding of SODISM image enhancement. The results achieved
can be summarised as follows:
i) Novel enhancement method for SODISM images.
ii) New efficient methods to segment dark regions and detect sunspots.
iii) Novel catalogue for filling factor including the number, size and sunspot
location.
v) Novel statistical method to summarise FFs catalogue.
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Image processing and partitioning techniques are used in this work; these
methods have been applied to remove noise and detect sunspots and will
provide more information such as sunspot numbers, size and filling factor.
The performance of the model is compared to the fillers extracted from other
satellites, such as SOHO. Also, the results were compared with the NOAA
catalogue and achieved a precision of 98%. Performance measurement is
also introduced and applied to verify results and evaluate proposal methods.
Algorithms, implementation, results and future work have been
explained in this thesis.
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The Sun is a basic energy source upon which all life on Earth,
including humans, depend; however, it is not a static system as it has the
potential for a massive detrimental impact on humans (Gray et al., 2010).
Moreover, as humans are becoming more dependent on technology, this
makes us more vulnerable, and great damage could potentially be caused by
extreme solar activity associated with extreme flare and coronal mass
ejection events (Plunkett, 2005). Such solar activity has occurred in the past,
but could today have damaging effects on a wide range of space and
ground-based human activities, including communications, navigation,
electrical power distribution, and air, sea and ground transportation (N.R.C.
Committee on the societal and economic impacts of and Space Weather,
2009)(Kumar, 2017). This realisation provides a significant incentive to
improve our knowledge of the way the Sun works in order to be able to
predict its future behaviour and the consequent effects on planet Earth.
Solar flares, shown in Figure 1, are sudden, short-lived bursts of
energy on the Sun’s surface, lasting from minutes to hours. They are
connected to other, longer-lived solar features, including sunspots (Colak
and Qahwaji, 2007). The study of these phenomena can improve prediction
capabilities and, hence, the ability to apply preventative measures to avoid or
reduce the influence on vulnerable industries of violent solar flares and other
space weather phenomena. PICARD is one of the satellites providing data
through Solar Diameter Imager and Surface Mapper (SODISM) images. It
provides images at the following five wavelengths: 215 nm, 393 nm, 535 nm,
607 nm, and 782 nm (M. Meftah et al., 2014a). Additionally, investigating
SODISM wavelengths can help in identifying which plane of a hyper-spectral
image is best suited for the techniques outlined in this thesis.
2
Figure 1: Huge solar flare erupts from the biggest sunspot in 24 years recorded by the NASA Solar
Dynamics Observatory on Oct. 24th, 20141
During the twentieth century, image-based solar data records were the
main source of data for monitoring solar activities, such as sunspots and
bright regions (Hathaway, 2015). These are still of interest, but the amount of
data available in monitoring the activity of the Sun has increased
substantially in terms of volume and variety, and this is due to the
development of various ground and space-based observations (National
Aeronautics and Space Administration, 2017). These observations are
beneficial as they enable the application of large-scale analyses using
sophisticated statistical approaches to extract and compare findings
(National Aeronautics and Space Administration, 2017).
In practice, in order to study the fine structures of the Sun’s surface, it is
necessary to apply techniques that enhance solar images and improve the
visibility of several solar features, such as sunspots and flares. Moreover,
recent advances in image processing and machine learning techniques
provide opportunities for the development of automatic algorithms that can
be used to analyse and monitor solar activity that affect life on Earth.
In this research, the aim is to design a fully automated enhancement
segmentation system that can detect solar-disk sunspots by analysing solar
SODISM images; the fundamental steps are shown in Figure 2. This system
uses SODISM images and applies a new technique using interpolation of the
high-frequency sub-bands obtained by Discrete Wavelet Transforms (DWT),
followed by applying hybrid methods for the segmentation phase, detecting
1 https://www.space.com/27540-huge-solar-flare-from-giant-sunspot.html
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sunspots, and finally, calculating the filling factor (FF) and creating novel
filling factor catalogue.
Figure 2: Block diagram of suggested system for automatic detection of sunspots.
1.2 Solar activities
1.2.1 Solar wind
The solar wind is different from wind on the Earth's surface; one million tons
of hot plasma is carried by the solar wind at a temperature 5 kelvins away
from the sun every second. The plasma acts like an electrically conducting
fluid, carrying with it a coronal mass ejection magnetic field generated from
electrical currents in the Sun’s corona (NASA, 2004). Inversely, the power of
the magnetic field will be decreased when distance is increased and plasma
particles will escape from the sun because has it has sufficient kinetic energy.
The solar wind becomes part of the Sun’s corona into interplanetary space.
The speed of a solar stream varies between 300 to 1000 km/s, depending on
distance from the sun. Varying speeds will produce low magnetic regions
and regions in which the magnetic field is amplified (NASA, 2004).
1.2.2 Sunspots
Sunspots were first observed soon after the invention of the telescope,
and were observed between 1610 and 1613 by several astronomers,
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including Galileo Galilei, Johann Goldsmid, Thomas Harriot, and Christoph
Scheinier (‘Galileo’s Sunspot Letters’, no date). Dark features in the
photosphere are known as sunspots, and these vary from simple pore-like
structures to very complex structures. The spots are darker than the
surrounding photosphere because they are cooler (Aeronautics, 2011).
Moreover, they have very strong, complicated magnetic fields, and their
sizes range from approximately 300 km, to diameters in excess of 100,000
km, a size nearly eight times the diameter of the Earth. Furthermore, the
lifetime of a sunspot varies from less than one hour to more than six months
(Eddy, 2010).
The surface of the Sun contains various features, such as sunspots, faculae
and networks (Eddy, 2010). Sunspots do not cover the whole surface of the
Sun, but rather occur in two bands about 15-20 degrees wide in latitude,
which surround the Sun on either side of the solar equator. The band
latitudes are not fixed but change according to the solar cycle. Observing the
solar cycle on the north and south of the equator shows that sunspots
appear at an average latitude of about 25-30 degrees of a minimum solar
cycle. New sunspots appear closer to the equator than before as a result of
the progress of the solar cycle. However, no sunspots are found at latitudes
greater than approximately 70 degrees, and the final sunspots usually
appear between 5-10 degrees latitude2.
The beginning of a sunspot is usually a tiny dot, called a pore (Yu, Deng and
Feng, 2014). Not all pores survive to become mature; however, those that
survive will develop in pairs within the first stage of their existence. These
subsequently grow in terms of size and area to reach their final stage when
they then become known as sunspots. These have a dark region in the
centre, called the umbra, which are usually surrounded by a light region,
known as the penumbra. There are two types of spots, namely leaders and
followers, and the lifetime of sunspot groups depend on whether they are
leaders or followers. The leader’s life is always longer than that of the
followers, and sunspot groups start to disappear slowly when the follower
spots begin to lose definition and they fade away in stages. In many cases,
2 https://starchild.gsfc.nasa.gov/docs/StarChild/questions/question17.html
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the follower spots split into smaller individual spots, and continue to split into
smaller units until they slowly fade away. However, the leader has a slower
rate of decay and usually keeps its shape for longer, although a slight
decrease in brightness may occur in the umbral and penumbral areas. This
gives the leader spot several weeks of life after the rest of the spots within
the group have faded away. The leader spots near the minimum of the solar
cycle exist for longer than those near the maximum of the cycle (Eddy,
2010)., introduced by Waldmeier ( Waldmeier M., 1976), and the second is
the McIntosh classification method (McIntosh, 1990), invented by McIntosh
of the US National Oceanic and Atmospheric Administration’s (NOAA)3
Space Environment Center (SEC). The NOAA sunspot catalogue records the
data of many solar observatories which have been tracking sunspot regions
and provide a wide reference catalogue recording their date, time, location,
physical properties, magnetic classification, sunspot area and the active.
There are two major types of sunspot classification; the first is the Zurich
classification region number. In fact, the NOAA catalogue is the main source
for comparison in this research, additional to the comparison with the SOHO
filling factor results. However, the second method was introduced in 1966
and is a modification of the Zurich sunspot method (Izenman, 1983).
According to McIntosh’s classification, three parameters are used to classify
the primary properties of a sunspot: thus, Z represents the Modified Zurich
Class, p describes the penumbra of the largest spot, and c represents the
sunspot description. Figure 3 illustrates sunspot structures.
3 https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/sunspot-regions/usaf_mwl/
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Figure 3: Sunspot structures4
1.2.2 Important sunspot features.
As various aspects characterize sunspot groups, it is necessary to
identify the common features that can be identified across various types of
groups. Important features include the area of every sunspot in the group,
and their number and proximity (Solanki, 2003).The presence or absence of
a penumbra around the central umbra is another common characteristic
(McIntosh, 1990), as is the proximity of spot points to the angular separation
between spots, as this indicates whether they will be likely to grow to
become a group. Moreover, the ‘area’ refers to the whole area of the sunspot
appearing on the surface of the Sun at the bottom of the photosphere. Finally,
the umbra is a darker centre region in the sunspot, and the penumbra is a
region surrounding the umbra that is still visually thick, but is a little brighter
than the umbra (Foukal 2008). The McIntosh system depends on this
combination of elements to classify spots into one of 60 different types
(McIntosh, 1990).
1.2.3 Active regions
Older literature describes active regions, or centres of activity, as
regions on the Sun that appear in the form of sunspot groups. There are
many components, but the Sun’s disc and sunspots tend to be the most
active regions, and are therefore studied to predict solar activity (T. Colak
4 https://starchild.gsfc.nasa.gov/docs/StarChild/questions/question17.html
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and R. Qahwaji, 2007). The active regions are responsible for a wide range
of spectral emissions, such as X-rays and decimetric radio waves. The
complex magnetic fields that are linked to active solar regions provide a
perfect environment for the creation and release of substantial amounts of
energy in the form of solar flares. The launched energy acceleration of
atomic particles may cause the Sun’s energetic status to change, and this
can have a negative impact on systems, such as orbiting satellites and
terrestrial systems (Alomari, 2009). The analysis of these data can help in
the prediction of solar eruptions that include, for example, solar flares and
Coronal Mass Ejections (CMEs), therefore, by enabling predictions, steps
could be taken to avoid or ameliorate their effect (T. Colak and R. Qahwaji,
2007).
An active region reaches its maximum age when its ratio of growth
stops and the number of spots within the region reaches a maximum number.
Meanwhile, flare rates are often reduced when active regions start to decay
(Solanki, 2003). However, these processes are linked to the strength of the
magnetic field and the gradients in the active region. Active regions decay
when the magnetic fields become less complex, which occurs alongside the
expansion and fading of plage regions and sunspots (Solanki, 2003).
In this research, active regions are studied from images that are taken
by the PICARD satellite at different wavelengths of 215 nm, 393 nm, 535 nm,
607 nm and 782 nm. Additionally, SOHO images are investigated.
Continuum intensity images from PICARD/SODISM are mostly used in the
analysis of active regions. Recently, different instruments have produced
several other types of image, including white-light, H-α (Hydrogen-alpha) and
magnetograms. Two types of magnetogram tend to be applied in the
analysis of active regions, and these are: longitudinal (line-of-sight), and
vector magnetograms. A vector magnetogram is a useful tool for the
examination of magnetic fields and flare predictions; it shows the strength
and direction of the magnetic field, which are directed along the surface of
the Sun (Alomari, 2009). The direction and magnitude of the transverse
magnetic field are represented as a vector, while areas where the transverse
field is weak or non-existent are displayed as dots (Hu and Sonnerup, 2002).
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The polarity of the solar active region depends on whether it is formed in the
northern or southern hemisphere. The polarities of the leading and trailing
magnetic flux in active regions in the northern and southern hemispheres are
the opposite way around (Canfield, 2005). This is a specification of active
regions that is rarely disobeyed; therefore, when it is disobeyed, the active
region has a reversed polarity configuration, and is often more unsteady and
prone to flaring5. Figure 4 shows some of the features of the Sun, namely the
bright lights and sunspots.
Figure 4: Image by PICARD showing bright regions and sunspots of a wavelength of 393 nm
1.3 Motivation
Due to the importance and potential impact of solar activities, many
ground and space-based observatories, such as SDO, SOHO and PICARD,
monitor the Sun’s activities. These observatories capture different types of
data, which are usually analysed manually in a subjective manner by solar
experts (Stenning et al., 2013). Therefore, the reported locations and
classifications of solar features differ from one observatory to another; the
images from the SOHO satellite and those from the PICARD satellite, which
provides SODISM images, is one example. The importance of this research
lies in the fact that there is currently no reliable, automated system for
detecting solar features from SODISM images. To this end, the study aims to
develop computer vision algorithms for the segmentation and ultimate
extraction of sunspot features from SODISM images. More specifically, a
5 https://hesperia.gsfc.nasa.gov/sftheory/flare.htm
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wavelet transform-based technique is used to solve the underlying problem.
Additionally, a filling factor cataloguing technique is proposed to summarise
the results, thereby providing the opportunity to compare results in a
seamless and easily understandable manner. Furthermore, the proposed
technique is rigorously evaluated using comparative studies from different
periods.
1.4 Aims and objectives
This thesis makes an important contribution in the realm of the objective
interpretation of SODISM data because SODISM images do not have
effective automated segmentation methods, or any catalogue summarising
sunspot details such as numbers, area, location and their filling factor (FF).
This problem leads to searching, and creates a system to remove ambiguity
from SODISM data in scientific space research.
The main objective of this research is to provide a model to accurately
detect sunspots in SODISM images, and to calculate their corresponding,
and to contribute to the automated understanding of the effect of different
wavelengths on SODISM images in monitoring a range of features. The
outcomes of this research will be mainly the design of new technologies such
as a novel enhancement method and a novel SODISM catalogue that will act
as a future source for SODISM data details.
This aim can be achieved through the following outcomes:
 To develop a new algorithm to detect solar features in five different
SODISM wavelengths and calculate their filling factor.
 To develop a new image de-noising procedure to reduce noise in solar
images using a wavelet transform-based method, in order to improve the
peak to signal noise ratio (PSNR) of images, and Image quality
assessment parameters such as MSE , SSIM , SC, NCC, and NAE are
carried out for comparing performance.
 To provide evaluation techniques to assess the accuracy of segmentation.
 To provide visual maps for the segmented solar features.
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 To provide comparisons between SODISM images and SOHO images for
the same time period.
 To evaluate the proposed techniques using SODISM images in both jpeg
and FITS formats.
To achieve these aims, both bright and dark features of sunspots have
been detected at different wavelengths. Through its investigation of sunspots,
this thesis has added to scientific knowledge of SODISM images,
represented, in particular by the fresh methods for enhancing and
cataloguing SODISM images. However, the investigation of bright regions
has been less successful and, the findings have been discussed to illustrate
causes of weakness
1.5 Challenges in working with SODISM Images
The challenges of analysing SODISM images are summarized below:
1.5.1 Data collection
A number of challenges were encountered during the data collection,
which included:
From 2014, SODISM images in jpeg formats were not available on the
PICARD Website6 and therefore could not be downloaded; thus, the only
valid images were those in Flexible Image Transport System (FITS) format
(for wavelength 535 nm). Some images had detrimental features, such as




Figure 5: SODISM image at 535 nm on 10th December 2011 at 17:47 showing ghosting effect
Figure 6: SODISM image at 215 nm on 10th November 2010 at 12:30 showing striations
1.5.2 Research challenges
The main obstacle facing this work was the scarcity of information,
published works, references and clarification about SODISM. The principal
reason for the lack of information is PICARD’s short life and its low-resolution
quality images. Initially, the first images that were made publicly available
were in a compressed jpeg format, although a second version of the images
was later made available in a compression-free Fit format. There was also a
limitation in the literature in this area, as many researchers concentrated
mainly on the mechanism of the PICARD satellite and its operations (Assus
et al. 2008; Etcheto et al. 2011; Meftah et al. 2011; Meftah, et al. 2014;
Schmutz et al. 2009). Moreover, papers covering the enhancement or
segmentation of SODISM images have not been widely published.
Furthermore, the poor quality of the SODISM images made more difficult the
design of algorithms to extract the data necessary for sunspot detection. .
Additionally, since this is a new research area with a lack of prior studies,
12
performance comparisons with the findings of other published work have
been problematic. Therefore, a cataloguing procedure is proposed in order to
help future researchers understand the work, and to facilitate the comparison
and evaluation of findings. A further difficulty was experienced due to
variations in the data, where the use of different wavelengths led to
variations in the image quality. Nevertheless, to the best of the researcher’s
knowledge, this work is the first scientific research to use SODISM data.
Moreover, extensive research is conducted using both versions 1 and 2 of
the data releases, which has helped in the collection of hundreds of images,
which are therefore relevant data
1.5.3 Original contributions
The original contributions provided in this thesis can be summarised
as follows:
 The de-noising of SODISM images was achieved by applying a new
enhancement method.
 The extraction of the dark regions from SODISM images helped to show
the different wavelength effects during this process. The provision of
automated segmentation also helped to detect sunspots at 393 nm,
535 nm, 607 nm and 782 nm.
 The provision of clear map segmentations for sunspots in SODISM
images helped to show sunspots on five different wavelengths.
 The study provided a filling factor catalogue for SODISM images, and
summarized the whole period of SODISM images in one catalogue.
1.6 Outline of the thesis
This research aims to develop a new image segmentation model for
SODISM images and provide new methods to enhance these images using
multilevel algorithms. The thesis is organized into six chapters. The first
chapter provides the fundamental terminology and basic concepts of the
research field, whilst also outlining the aims, objectives, contribution and
limitations of the study. Meanwhile, Chapter Two provides an extended
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literature review of germane research work on solar sunspots in SODISM
images, the automatic techniques used to detect sunspots, and explores
wavelet enhancement. Chapter Three specifies the sources of SODISM solar
data, and describes the data challenges associated with SODISM, and the
different enhancement methods. Furthermore, Chapter Three presents new
methods to enhance SODISM images, describes the wavelet transformation
methodology, and discusses the practical implementation and evaluation of
the segmentation of SODISM features using a new approach that focuses on
sunspots. Chapter Four presents the FF calculations of sunspots from
SODISM images, and compares them with the results from SOHO images.
Chapter Five evaluates the results obtained using the proposed system, and
compares the findings with those from other techniques to assess the
accuracy of the system. It also provides a comparison between the results
for the SOHO satellite images and the PICARD satellite image results.
Finally, Chapter Six presents the conclusions of the research and highlights




2.1 Image quality enhancement
Image quality enhancement is an important processing step in many
computer vision applications, such as medical imaging, astronomy and
satellite surveillance (Meftah, et al. 2014). Due to the conditions of the
images captured, they may appear blurred and require improvement before
visual assessment. This is the case in some of the images downloaded from
the Solar Diameter Imager and Surface Mapper (SODISM) hosted on the
PICARD Satellite (Bagawade et al. 2012). The aim is to improve the quality
of these images (blind corrections), so that the resulting images become
more suitable for the extraction of solar features, such as sunspots. To
improve the visibility of features in an image, contrast and edge
enhancement techniques are used. Alternative techniques, such as bicubic
interpolation, are commonly used to increase the number of pixels in an
image, which tends to smooth the edges and finer details in the final result
(Kumar, Nagaraj and Tech, 2013a). A technology called the discrete wavelet
transform (DWT) is used in this enhancement technique to break down the
input image into various sub-bands. This is followed by the decomposing of
an input low-resolution image into different sub-bands from which high
frequency and sub-band images are interpolated. Finally, these images are
combined to generate a new image with more visible features. Visual and
quantitative comparisons are made between the benchmark, the bicubically
enhanced and the DWT enhanced images using both pixel differences and
segmented features; for example by examining the sunspot FFs. After it is
super-resolved, the main losses in a high-frequency image are the edges.
Due to the smoothing caused by interpolation, the DWT works to preserve
the high-frequency components of the image (Bagawade et al. 2012).
The simplest interpolation methods used are the nearest neighbour,
bilinear and bicubic methods. Each has its own advantages and
disadvantages. Nearest neighbour interpolation is the quickest method, but
results in significant jagged distortions of the edges. The bilinear method
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results in smoother edges, but produces a somewhat blurred appearance.
The bicubic method is slowest, but produces smooth edges which also
appear as the sharpest (Gonzalez 2002; Mrudula and Lakshmi 2014).
Bicubic interpolation is often chosen over its nearest neighbour or over
bilinear interpolation when speed is not a problem. Examples in the relevant
literature, (Kumar et al. 2013a; Demirel and Anbarjafari 2010) show that it
gives better results than the other techniques. It is worth mentioning that
these methods were not applied to hyper-spectral SODISM images.
Moreover, to improve the quality of the enhanced image and thus preserve
details in the image, such as the sharpness of edges, a different
enhancement method is essential. In this thesis, a DWT based approach has
been employed to preserve the sharpness of edges in the image.
Interpolation is a technique that estimates a new pixel value from the
neighbouring pixels in the original image (Raju et al. 2014).
In this work, interpolation is based on the use of known data values,
which allows the prediction of unknown data values. However, the
computational burden increases as the order of the interpolation factor
increases (Sangeetha and Krishna 2013); however, this problem may be
resolved by interpolating the image in a sub-sampled wavelet domain. The 2-
D DWT of an image is performed by implementing first the 1-D DWT along
the rows of the image, before down-sampling and then repeating the process
along the columns of the results, as shown in the filter band approach
illustrated in Figure 7. This operation decomposes the original image into
four lower resolution sub-bands referred to as low-low (LL), low-high (LH),
high-low (HL), and high-high (HH). The latter three sub-bands occupy the
upper-frequency spectrum of the original image, and the resolution
enhancement technique is applied at this point in the application (Sangeetha
and Krishna 2013).
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Figure 7: Applying the LL, LH, HL, and HH sub-band DWT three times on the lowest sub-band starting
from the input image
One transformation related to the DWT, which is used in the present
application as well as in many other image processing applications, is the
stationary wavelet transform (SWT) (Narayana and Nirmala 2012; Li and
Orchard 2001). Here, the low-frequency and high-frequency sub-bands of
the SWT are not down-sampled, and have the same size as the input image.
 Image enhancement aims to enhance the visual quality of an image to
improve the processing of regions of interest. Techniques, such as
noise reduction, contrast stretching, smoothing and edge enhancement,
are usually carried out during the enhancement.
 The condition of solar images is intrinsically different to other types of
images as they contain unwanted noise that occurs both during image
acquisition, and in the image transfer process to Earth-based stations.
2.2 Different sources of noise in images
One of the most prominent problems to hinder the accuracy of
computer vision algorithms is image noise, and this is particularly significant
in satellite images. The presence of noise in satellite data introduces
irrelevant and undesired information that can lead to the false identification of
important features. Thus, noise is defined here as any corruption of the
image signal occurring due to external disturbance. Furthermore, variations
in image intensity represent random noise, which is visible as pixel
fluctuations within an image. Some of this noise may appear as a result of
the basic, physics-like photon nature of bright or thermal energy within the
image sensors. The main sources of noise in digital images include the
following (Verma and Ali 2013):
1. Environmental conditions.
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2. Insufficient light levels and sensor temperature.
3. Dust particles.
4. Interference in the transmission channel.
2.3 Noise detection
As previously mentioned, noise is defined as any corruption of the
image signal, and occurs due to external disturbance (Verma, 2013). When
images are transmitted electronically from one place to another, for instance
via satellite or any other transmission device, signal synchronization
problems and magnetic interference can result in disturbances that
eventually lead to image noise. The image noise appears as output in
different forms depending on the kind of signal disturbance (Verma, 2013).
2.3.1 Noise identification
Due to the adverse effect of noise, it is important to identify its source
(Boyat and Joshi, 2015). While the signal is often easy to compress, noise, is
not so readily compressible (Pambrun and Noumeir, 2015). Although noise
identification is not straightforward, in many instances, the instrument
employed to acquire the image provides the necessary information that can
be used to detect and identify the properties of underlying noise
(Sciacchitano, Dong and Hansen, 2017). In most cases, the effect of noise is
estimated on a pixel-by-pixel basis. Although noise distribution varies, most
researchers primarily assume that digital image noise (such as that caused
by temperature or transmission impairment, and variation illumination) is
normally distributed; this is popularly known as Gaussian noise (Bosco et al.,
2003).
It is worth mentioning that, for normally distributed noise, its second
statistical moment (or the standard deviation) plays an important role in its
identification. Several methods have been used to estimate the standard
deviation of Gaussian noise in digital images, and the simplest, and probably
best, is the averaging method (Kumar and Gupta, 2012). This consists of
filtering the data with an average filter ( known also as arithmetic mean filter)
and then subtracting the result from the original image, which gives the
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means to measure the noise associated with each pixel (Kumar and Gupta,
2012).
2.3.2 Noise thresholding parameters
Digital image noise can be eliminated using a variety of techniques, including
(but not limited to) the application of a smoothing filter, which may either be
linear or nonlinear (Verma, 2013). However, reducing noise in images might
need a ‘brute-force’ technique, called noise thresholding (Mishra and Mitra,
2014). This involves setting pixel values to zero (or to a convenient lower
value) for all pixels under a certain limit that is given in terms of a previously
measured noise level. This provides the assumed Gaussian distribution of
noise over the whole image, and the thresholding noise level can be derived
from sigma (standard deviation) values via iterative calculations (Chan and
Zhou, 2003).
2.4 Noise models
The equation for a noisy image, as stated by Lysaker et al. (2003),
can be expressed as:
�(� + �) = � � + � + �(�, �) (1)
where A(x ,y) represents the pixel value in the original image and B(x ,y) is
the noise in the image while C(x ,y) is the resulting noise image. Figure 8
shows typical noise model types.
Figure 8: Typical noise model type (Kamboj and Rani, 2013)
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2.4.1 Types of noise
1. Uniform noise:
The quantization of pixel image to a number of distinct levels is a key
reason for uniform noise. Usually it has a uniform distribution where the
level of grey values for noise is uniformly distributed across a specified
range. However, this noise is used to estimate image restoration
algorithms because it provides unbiased, or the most neutral, noise
(Singh, 2016). An example of uniform noise is shown in figure 9.
Figure 9: Example of uniform noise (Verma and Ali, 2013)
2. Gaussian or amplifier noise:
Normal noise, or Gaussian noise, is additive in nature following a
Gaussian distribution. It is a probability density function [PDF] of the
normal distribution, and is the sum of the true pixel value alongside a
value of random Gaussian distributed noise that represents each pixel in
the noisy image. The intensity of the pixel value at each point determines
the noise. The PDF of the Gaussian random variable is given as follows
(Kamboj and Rani, 2013):
�(�) = 1 (� 2� )� �−� 2/2�2 −∞<0<∞ (2)
where P(x) is the Gaussian distribution of noise in the image; and μ and
σ are the mean and standard deviations respectively. Figures 10 and 11
respectively, show a Gaussian histogram and an example of the effect
on an image.
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Figure 10: PDF of Gaussian Noise (Kamboj and Rani, 2013)
Figure 11: Example of Gaussian noise
3. Salt-and-pepper noise:
Shot noise, data drop also known as salt-and-pepper noise, (other
names include impulse noise or spike noise) may be caused by factors
such as timing errors during the process of digitization (Singh, 2016).
This can result from faulty memory positions or malfunctioning pixel
elements in the camera’s sensors. In salt-and-pepper noise, two possible
values exist, which are a and b, and the probability of each is less than
0.2. If the numbers are greater than 0.2, then the noise will swamp the
image. For an 8-bit image, the typical intensity value for salt-noise is 255,








There are three main reasons for salt-and-pepper noise (Gabhel and
Hiradhar, 2014):
 Memory cell failure.
 The malfunctioning of the camera’s sensor cells.
 Synchronization errors during transmission or in the image digitization.
Figure 12: PDF of impulse noise (Valens, 1999)
Figure 13: Example of impulse noise
4. Poisson noise (photon noise)
When the sensor identifies insufficient numbers of photons to provide
detectable statistical information, the outcome is Poisson, or shot photon
noise. This has a root mean square value proportional to the square root
intensity of the image. Usually, independent noise values affect different
pixels. However, the signal can be corrupted in different proportions,
particularly by photon, and other sensor-based noise (Singh, 2016).
5. Speckle noise
Random value multiplications with pixel values cause this type of noise. It
is also called a multiplicative noise, and it can be expressed as:
J = I + n*I (3)
where J is the speckle noise distribution image, I is the input image, and n
is the uniform noise image with mean o and variance v. This form of noise
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tends to cause deteriorations in the quality of active radar and synthetic
aperture radar (SAR) images. Speckle noise is usually observed in radar
sensing systems and images, when the signal from the object is reflected
with a size less than, or equal to, a single image processing unit;
moreover, it also shows sudden fluctuations (Singh, 2016).
2.3 Image de-noising
The initial step, before the application of image processing tools, is to
remove the noise (unwanted effects) from it (de-noising). In fact, the greatest
challenge is designing an efficient methodology to remove noise from
images. Noise removal is a major problem in computer vision and image
processing, and elimination is difficult because it can cause image blurring. A
suitable filter must be applied to remove the noise from an image; however,
identifying the kind of noise present in a degraded noisy image is a priority.
Therefore, it is necessary to apply an appropriate filter and correct any
degradation in the image. Various de-noising algorithms are available, and
the best can remove unwanted noise completely from the image while
preserving the details and avoiding distortion.
Depending on the kind of noise present in an image, the types of noise
removal algorithms can differ. Once the types of noise are identified, various
algorithms can be applied to erase it, or certain kinds of noise can be
removed. There are two types of de-noising methods: the first has the
advantage of rapid operation but does not fully preserve the details of the
image. The second type involves non-linear methods, which retain details of
the image at the expense of speed in completion.
2.4 Filtering techniques
There are two main filtering techniques, which are as follows:
 Linear filters:
As previously stated, linear filters have been used to erase certain
types of noise. Gaussian or averaging filters are suitable to achieve
this goal. However, some filters tend to blur sharp edges, damage




There are many non-linear median kinds of filters, such as rank
conditioned, relaxed median, weighted median and rank selection
methods. These have been developed to eliminate the shortcomings
of the linear filter (Hardie and Barner 1994; Khan 2016; Shmulevich
and Arce 2001) (Singh, 2016).
2.4.1 Different types of linear and non-linear filter
1. Mean filter:
The mean filter is a sliding-window that replaces the central value in the
window (Singh, 2016). It replaces it with the mean of all of the pixel values
in the kernel or window (Singh, 2016). The window is usually square but
can be any shape. A simple spatial filter is considered in Figure 14, where
the central value, which was previously 1 in the unfiltered value, is
replaced by the mean of all nine values, namely 5. Mean filters are best
for Gaussian noise and uniform noise, and the advantages are that they
can be used to remove impulse noise and are easy to implement. The
disadvantage is that the details in the image may become faded, which
means that the filter does not preserve all of the detail.
Figure 14: Example of the mean filtering of a 3x3 kernel of values (Kamboj and Rani, 2013)
2. Median filter:
The median filter is considered to be a powerful and simple non-linear
filter, which is based on ordering statistics. It is easy to implement with
smooth images (Kamboj and Rani, 2013). The median filter is used to
reduce the amount of variation in intensity among pixels (Singh, 2016). In
this filter, the central pixel is replaced by the median value (Kamboj and
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Rani, 2013). Calculations in the median filter start by sorting all of the pixel
values into ascending order and replacing the pixels with the middle pixel
value. Therefore, this method uses the average of the neighbouring pixel
values. If the neighbouring pixel value contains an even number of pixels,
then the average of the two middle pixel values is chosen as a
replacement. The median filter produces the optimum result when the
percentage of impulse noise is less than 0.1 %. However, increasing
impulse noise levels have negative impacts on the effectiveness of the
median filter. The median filter is considered easy to implement and is
used for de-noising many types of noise from an image. On the other
hand, a median filter can lose image details, such as corners and lines.
Moreover, the performance of this filter is unacceptable for some cases,
such as when removing signal-dependent noise. However, different
variations of median filters have been developed to overcome these
weaknesses and provide better results (Kamboj and Rani, 2013).
Figure 15: Example of median filtering of a 3x3 kernel of values (Kamboj and Rani, 2013)
3. Adaptive filter
This filter does not always exhibit the same behaviour, and the results
radically change depending on the statistical characteristics of the image
region encompassed by the filter region (Singh, 2016). The BM3D is one
kind of adaptive filter that uses a non-local image modelling technique,
depending on the adaptation. The algorithm for de-noising in this filter
has the following three steps:
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 Analysis: the initial step summarizes to make similar image blocks, and
then stacks these blocks together to form 3-D data arrays. These are
then de-correlated using an invertible 3-D transform.
 Processing: this step uses hard thresholding to filter the previous 3-D
group spectra.
 Synthesis: this step depends on the inverse of the filtered spectra and
gives estimates for each block in the group, returning block-wise
estimates to their original positions. The final image is then obtained
by calculating a weighted average of all the block-wise estimates.
4. Wiener filter:
The purpose of the Wiener filter is to filter out noise that has corrupted a
signal. The basis of this filter is a statistical approach. Unlike other filters,
which are designed for a desired frequency response, this filter reduces
the mean square error (MSE) as much as possible. The Wiener filter also
has the capacity to decrease the degrading function and noise.
Moreover, this filter adopts the linear estimation of the original image,
which depends on a stochastic framework, and a linear time-invariant
filter that gives a similar original image (Singh, 2016).
2.4.2 Performance parameters:
2.4.2.1 Mean square error (MSE):
The mean square error (MSE) can be used to compare original images with
compressed images, and the lower MSE value gives a better quality
compressed image. The MSE is known as the cumulative square error
between the encoder and the original image, which can be calculated as
follows (Khobragade et al. 2014).
(4)
where f is the original image and g is the compressed image. The
dimensions of the images are m x n. Thus the value of MSE should be as
low as possible for effective compression.
26
2.4.2.2 Image structural similarity based metrics (SSIM):
The mean square error (MSE) and the peak to signal noise ratio (PSNR) are
widely used for full-reference image quality measurement, but SSIM is a
more accurate means of measuring quality. (Varnan et al., 2011) SSIM
measures the quality of the black and white image but has a disadvantage in
the case of a highly blurred image, and in fact fails in this case (Varnan et al.,
2011).
SSIM is given by equation number 5.
(5)






2.4.2.3 Peak signal to noise ratio (PSNR):
The PSNR is the ratio of the maximum possible power of a signal to the
power of the distorting noise that affects the quality of representation:
(6)
where MAXf is the maximum signal value that exists in the original “known to
be good” image. The ‘bits per pixel’ (BPP) is defined as the number of bits
required to compress each pixel; this should be low in order to reduce
storage requirements (Khidse, 2014).
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2.4.2.4 Signal-to-noise ratio
The SNR is defined as the power ratio between a signal (meaningful
information) and the background noise (unwanted signal):
(7)
where P is the average power. Both noise and power must be measured at
the same points in the system, and within systems with the same bandwidth.
An alternative definition of SNR is the ratio of the mean to the standard
deviation of a signal or measurement:
(8)
where is the signal mean or expected value, and is the standard
deviation of the noise, or an estimate thereof. It is a spare definition, and only
active for variables that are always non-negative. It tends to be used in
image processing where the SNR of an image is calculated as the ratio of
the mean pixel value to the standard deviation of the pixel values over a
given neighbourhood.
2.4.2.5 Normalized absolute error (NAE):
Normalized Absolute Error (NAE) represents by dividing the absolute
difference between the original, and the enhanced image by the original












where M and N is a dimension of images and i and k are indexing of two-
dimensional image arrays, the x and x’ represent the original image and
enhanced image.
2.4.2.6 Normalized cross-correlation (NCC):
Normalized cross-correlation (NCC) is used for image-processing
applications in which the brightness of the image and template can vary due
to lighting and exposure conditions. Normalizing images can be done in
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every step by subtracting the mean and dividing by the standard deviation.
The NCC measures the similarity between two images as a function of the














where M, N,I, k, x and x’ represent the same as in equation 9.
2.4.2.7 Structural content (SC):
The Structural content is the ratio between the square of pixel values













where M, N, I, k, x and x’ represent the same as in equation 9
2.5 Wavelet transforms
The wavelet transform is similar to the Fourier transform, which
decomposes the signal into sines and cosines, while the wavelet transform
uses functions that are centralized in both real and Fourier space. This is
why the term ‘wavelet transform’ is used in very different situations and
applications. Mathematically, wavelet transforms (WTs) perform signal
analyses when a signal frequency varies over time. The WT is capable of
providing time and frequency information simultaneously, and hence a time-
frequency scale for the signal is represented. The wavelet
transform, or wavelet analysis, is developed to overcome the shortcomings
of the Fourier transform.
For certain types of signals and images, wavelet analysis provides
more precise information about the signal data than other analysis
techniques. In wavelet analysis, the use of a fully scalable modulated window
solves the signal-cutting problem. The window is shifted along the signal and
a spectrum is calculated for every position. The process is then repeated
many times with a slightly shorter (or longer) window for every new cycle.
The final result is a collection of time-frequency representations for the signal,
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all with different resolutions. Due to this collection of representations, a multi-
resolution analysis can be applied. In the case of wavelets, the time-
frequency representations are not seen, but the time-scale representations
are taken into consideration, with scale being (in a sense) the opposite of
frequency. This is because the term frequency is reserved for the Fourier
transform (Lakshmi, 2013). The wavelet transform estimates sub-bands
based on a filter bank. The outputs of the different filter stages are the
wavelet and scaling function transform coefficients. An approach using the
wavelet transform is implemented with a version of the ‘so-called’ à trous
algorithm.
2.5.1 Á trous wavelet transform and multiresolution support:
The á trous wavelet transform algorithm is well-known as a non-
orthonormal multi-resolution algorithm, for which the discrete wavelet
transform concerns ‘algorithme à trous’ (González-Audícana et al., 2005).
This is from the French, where ‘trous’ means holes, and refers to the
insertion of zeros in the filters. An à trous algorithm can represent a distinct
approach compared to the continuous wavelet transform, (CWT) and it is a
powerful tool for the multi-scale analysis of images. Furthermore,
enhancement tasks and noise reduction can be performed with this algorithm,
and it modifies the decomposition scheme of the standard discrete wavelet
transform (DWT) by modifying the low-pass and high-pass filters at each
repeated level. Once the WT has provided band-pass bands with bandwidth,
and the scaling function provides the low-pass band, it can be concluded that
a wavelet transform is the same as a sub-band coding plane. Using a
constant-Q filter bank in this kind of analysis is called multi-resolution
analysis. The multi-resolution support of an image is described in a logical or
Boolean way, whereby if m(j,x,y)=1 then an image contains information at
scale j at the position (x,y).
The à trous WT performs a hierarchical decomposition of an image
into a series of scale layers arranged according to rank. Each layer contains
only structures within a given range of characteristic dimensional scales in
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the space of a scaling function. The decomposition is performed through a
number of detail layers defined at increasing characteristic scales, plus a
final residual layer that contains the rest of the structures. By isolating the
desired image structures within the specific detail layers, detail enhancement
can be carried out with high accuracy. Likewise, if noise occurs at some
specific dimensional scales in an image, it can be reduced or removed
without affecting the significant structures by isolating it into appropriate
detail layers.
2.5.2 Image resolution enhancement using discrete and stationary
wavelet decomposition
The discrete wavelet transform (DWT) is applied to input images
depending on the satellite image resolution enhancement technique used by
the interpolation of the high-frequency sub-bands. The applied resolution
enhancement technique uses DWT to decompose the input image into
different sub-bands (Harikrishna and Maheshwari 2012). The resolution-
enhancement technique applies interpolated DWT high-frequency sub-band
images and an input low-resolution image. From this, a new resolution-
enhanced image is generated by combining the previous images through the
application of the inverse DWT (IDWT) (Khaire and Shelkikar 2013).
These techniques have been applied to many remote sensing and
satellite images to enhance the image resolution. (Harikrishna and
Maheshwari, 2012) showed the effectiveness of this method compared to
other methods as visual points of view were included. The paper shows the
results of satellite images for the proposed method and a comparison with a
bicubic interpolation. Moreover, the images are enhanced through the use of
WZP image resolution enhancement. The algorithm applied is shown in
Figure 16.
The peak signal-to-noise ratio (PSNR) was applied in order to achieve
some quantitative results for comparison. The PSNR can be determined
using the following formula:





where R represents the maximum fluctuation in the input image (255 in this
study), and the MSE represents the between the given input image and the
original image.
Figure 16: Block diagram of resolution enhancement algorithm (Demirel and Anbarjafari, 2011a)
2.6 Segmentation
2.6.1 Background
Solar images contain many types of data collected from different
satellites, including PICARD. This data provides opportunities to predict the
future effects of the Sun on Earth, which is important, as powerful solar
activities can have damaging effects on a wide range of technologies,
including satellites, airlines, computer memory, telecommunications, GPS
signals, astronaut safety, power distribution systems, and the high-frequency
communication used by satellites. This increasing dependence on
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technology means that humans are becoming more vulnerable to the
potential damage that could be caused by solar activities. A lot of noise
information - distortion and pixel noise - is present in many of the PICARD
astronomical solar images. However, if the unwanted noise can be reliably
estimated by an image restoration, then useful information can be extracted
to assess the features of the images. Furthermore, turbulence in the Earth’s
atmosphere will affect Earth-based solar observations in different ways. In
practice, to study the fine structure of the solar surface, it is first necessary to
implement image enhancement processes, and thereby improve the visibility
of many categories of solar features, such as sunspots (Adipranata et al.
2103 ; Christopoulou 2002).
Dark areas at a lower temperature than their surroundings are called
sunspots. The temperature of sunspots is lower than the average
temperature of the solar surface (Curto, Blanca and Martínez, 2008). A
sunspot is composed of an umbra and penumbra. It is a prerequisite for the
understanding of spatial atmosphere and solar physics to segment and
extract sunspot features using automated detection techniques. The
detection process includes two major steps, namely segmenting and
extracting sunspots (Yu, Deng and Feng, 2014).
Approximately seven categories of method can be applied to detect
solar features (Zharkova et al., 2005) and these are listed below:
 Thresholding approaches depend on image histograms, and are good
for simple images that have features superimposed on a constant
background intensity.
 Edge-based methods are easy to apply but provide incomplete edges,
meaning that another process to link the solar image is needed. This
method uses an intensity function spatio-temporal with first or
second derivatives.
 Region-growing methods are efficient for homogeneous regions if the
assumptions are valid. The initial starting pixel and a criterion for
merging adjacent pixels are required.
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 Hybrid region-growing and edge-based techniques. These methods
are based on the combination of two or more approaches where the
choice depends on the advantages and properties of each approach
in achieving the best segmentation results. The disadvantage of this
method is its complex processing and the consequent time-
consuming process involved.
 Artificial neural network methods require specialist training to enable
the recognition of features that do not explicitly determine the criteria.
 Global information methods use Bayesian inference and Hough
transforms in the segmentation process. This method is complex and
takes a long time to run but provides good results.
 Miscellaneous methods include data clustering, simulated annealing,
and data mining, as well as tree/graph-based methods, model-based
segmentation, graph partitioning, watershed transformations and
multi-scale segmentation.
The previous approaches are the most popular methods for finding object
regions in grey-level images, and could also be suitable for colour
segmentation (Demirel and Anbarjafari, 2011b).
Image segmentation is the process of dividing a digital image into
several segments as sets of pixels. The goal of segmentation is for the
regions to show meaningful parts of the image which makes analysis easier.
In other words, image segmentation is the breakup of an image into
categories that correspond to various objects or parts of objects. Every single
pixel in an image is a pointer to one of a number of categories.
The aim of image segmentation is to detect the object’s location and its
boundaries, which may include lines or curves in the image. In other words,
the segmentation of an image is used to determine and assign a label to
each pixel in the image, and all pixels with the same label will have similar
characteristics (Pratt, 2000). Segmentation, therefore, has two objectives
(Srinivasan, 2008). The first objective concerns the further analysis, where
the image is decomposed into parts. In some cases this is considered to be
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simple because the environment can be controlled, and so the segmentation
process will be reliable in only extracting the target parts. An effective
example of this is the segmentation of a human face from a colour video
image. However, in complex cases, difficult challenges will require extra
processing to achieve goals. The second objective is to achieve a change of
representation. In this case, further organization of the pixels in the image
will be required to ensure higher-level units are more flexible for the next
process, which includes analysis. The biggest challenge is for the
segmentation to achieve and perform various different domains by applying
general bottom-up approaches, without any specific domain-based
knowledge (Srinivasan, 2008).
Many general multi-purpose techniques and algorithms have been
developed for meaningful segmentation. Thus, there are no rules or general
solutions to image segmentation problems, and these techniques often work
together as domain knowledge in order to identify an effective solution for an
image segmentation problem. In other words, image segmentation needs to
be addressed from a wide variety of perspectives.
The shape and layout features depend on the accuracy of the
segmentation, which is why it is considered to be the most important process
in image retrieval. In the last few years, research into image segmentation
has developed, but there are no general algorithms for segmentation
techniques that can work for all images (Srinivasan, 2008). Lybanon et al.
(1994) proposed a morphological operation that used an opening and closing
approach to image segmentation. These methods are applied to different
types of images, such as optical astronomical images, infrared ocean images
and magnetograms. However, whilst these are successful for scientific image
types, they are ineffective for more complex, natural-scene images. In
comparison, Hansen and Higgins (1994) used watershed analysis and
relaxation labelling, where the former subdivided an image into catchment
basins whose classifications were then refined and updated via relaxation. A
key characteristic of relaxation labelling is its robustness to filtering noise. In
comparison, Li et al. (1994) proposed fuzzy entropy based segmentation
approach, based on the fact that the local entropy maximum corresponds to
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the uncertainties among various regions in the image. This method works
effectively for images whose histograms do not have clear peaks and
troughs. Although these methodologies are automatic, facilitating the time-
efficient use of algorithms to extract boundaries from a large number of
images, human assistance is still required for an unconstrained domain, or
for non-preconditioned images because automatic segmentation is not
completely reliable.
In comparison, Samadani and Han (1993) proposed a computer-
assisted boundary extraction method, which mixes manual human inputs
with the image edges obtained by computer. A new approach by Daneels et
al. (1993) improves the active contours method which is dependent on the
user’s input, where the algorithm first uses a greedy procedure to submit a
fast initial convergence.
Applying a segmentation process for complicated structure images is
considered the most difficult problem in image processing, and has been an
interesting active area of research for several years (Zharkova et al., 2002).
Various techniques have been devised, and the most significant difference in
their method is in their classification, which is somewhat subjective. The
most relevant solar processing approaches concentrate on techniques
associated with feature recognition within order image segmentation. These
depend on non-overlapping regions, and are based on intensity,
multispectral ratio, texture, motion, and so forth. However, segmentation, in
general, is divided into five main techniques, which are histogram-based,
region-based, edge-based, artificial neural networks, and explicit-model
based segmentation. Furthermore, each of these techniques have sub-
techniques (Zharkova et al., 2002).
Ashamari et al. (2015) provide automated technologies to identify
solar activity features from large databases. They achieve this by presenting
a series of enhanced segmentation algorithms which detect and calculate the
area coverages of specific magnetic features from MDI intensitygrams and
magnetograms (Ashamari, Qahwaji, Ipson, Scholl, et al., 2015).
Moreover, they provide binary segmentation maps along with the solar
area coverage of the features. Their method depends on the Automated
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Solar Activity Prediction (ASAP) program (Colak and Qahwaji, 2008) for
which they develop new segmentation algorithms that are integrated into
ASAP to detect and identify faculae and networks. Thus, they use a Neural
Network (NN) to group sunspots and discover active regions based on
sunspot properties and magnetic regions (Ashamari et al., 2015). However,
despite the fact that many segmentation methods might be applied to
SODISM images, it is still a challenge to achieve acceptable results in this
field. Nevertheless, the analysis of SODISM images and creation of
segmentation maps could lead to the classification of active regions and the
production of good space weather prediction systems.
2.6.2 Features of the solar images
As described previously, the decision making process for every image
pixel as to whether it is part of an image feature, is called feature detection,
or segmentation. The results of feature detection or segmentation methods
are subsets of the image, and usually appear in the form of isolated points.
Once the solar disk has been detected, the next step is limb darkening
removal, which involves the application of suitable intensity filtering. Although
limb darkening removal is important, it is not a problem to detect active
regions because limb darkening darkens the solar background. However,
most solar images have limb-darkening problems, which involve a gradual
reduction in the brightness of the disk of the Sun, as noted from its centre to
its border edge. Limb darkening occurs because the solar atmosphere
increases in temperature with depth (Qahwaji and Colak, 2005a). The
algorithm provided by Qahwaji (2005) helps to determine the exact positions
of active regions, and filaments can be useful to detect other features, such
as sunspots if the intensity filtering is modified (Qahwaji and Colak, 2005a).
Filament detection algorithms aim to determine the presence of a filament in
solar images, and thus detect its characteristics; this includes properties,
such as the centre, area, length, head start-point, tail end-point and filament
border points. This process helps in other operations, such as merging
broken filaments in order to restore the actual size of the detected filaments
( Al-Omari et al. 2010).
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Solar images can present particular difficulties for image analysis, some
of which are inherent, such as white-light solar images that suffer a limb
darkening effect (Hubrecht 1913, Heinz and Dietrich 1994). The intrinsic
quality of the image affects sunspot detection, due, for example, to the
quality of the optical lens system and the equipment used which determines
the image quality and the appearance of details. The light intensity in
sunspot images also depends on their location on the solar disc. Additionally,
sunspot shapes do not maintain the same pattern throughout their lives,
which increases the challenges in working with such data. Moreover, the
difficulties increase with exposure times and the sensitivity of the sensor
used for the Sun’s luminosity.
Many factors affect the images of the Sun taken from the Earth’s
surface, such as the changing distance between the Sun and the Earth, the
angle of solar rays captured in images, the veiling effect of clouds, and the
transparency of the Earth’s atmosphere. However, the data used in this
thesis were collected by the PICARD satellite, which only has a minor level
of dependence on the distance between the satellite and the Sun (in space).
In practice, the probability of extracting sunspot features depends on the
accuracy of the captured images. Data collected from a PICARD satellite
present many challenges because the images are not always perfect. Small
sunspots and small details might disappear for several reasons, such as
unfocused images, enlarged sunspots, and reduced intensity and contrast,
which can increase the signal-to-noise ratio (Curto, Blanca and Martínez,
2008). Furthermore chromatic and spherical aberrations in the optical lens
may also produce distorted images with similar effects to those of unfocused
images (Curto, Blanca and Martínez, 2008). Furthermore, shadows are
sometimes also interpreted as sunspots, due to the build-up of water and
dust on the optical elements, or on the charge-coupled device (CCD)
sensors (Curto, Blanca and Martínez, 2008). Moreover, corrupted CCD cells
may introduce errors to the intensity values of their pixels, and thus a
complex filtering process may be needed to clear the background images
and retain the information related to sunspots at the same time.
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Massive amounts of data are available on the features observed in
solar activity, such as flares, active regions, filaments, sunspots, magnetic
neutral lines, and coronal mass ejections. These can be analysed using
automatic tools (Zharkov et al. 2009). Several methods have been proposed
using Bayesian image segmentation (Turmon, Pap and Mukhtar, 2002),
mean-field fast annealing (Bratsolis and Sigelle, 1998) and even neural
networks (Fernandez et al. 2002).
Interpolation methods can be used to enhance image resolution,
which include the nearest neighbour, bilinear, and bicubic approaches, each
of which has its own disadvantages. The nearest neighbor approach is
computationally efficient but not as accurate as bilinear or bicubic
interpolations. A bilinear interpolation results in smoother edges, but with a
somewhat blurred appearance overall. In comparison, a bicubic interpolation
is more sophisticated than the other two techniques and produces smoother
edges and less blurring, but is the slowest method (Gonzalez 2002,
Bagawade P. and Bhagawat S. 2012). Thus, bicubic interpolation is the best
choice compared to bilinear or nearest neighbour interpolation, when time is
not an issue. From examples in the literature, bicubic interpolation gives
better results than the other techniques (Mrudula and Lakshmi 2014, Kumar
et al. 2013a). Studies that describe various schemes available for resolution
enhancement are reviewed below.
Demirel and Anbarjafari (2010) proposed a technique which uses DT-
CWT to decompose satellite images into different sub-band images. The
benchmark image is interpolated with half of the factor used for the
interpolation of the high-frequency sub-band images after which IDT-CWT is
used to generate super-resolved combined images. Piao et al. (2007) used
inter-sub-band correlation in the wavelet domain to enhance image
resolutions, and this method utilized the correlation of sub-bands with
different sampling phases in the DWT.
Li and Orchard (2001) developed a novel edge-directed interpolation
algorithm which provides significant improvements in the visual quality of
interpolated images compared to linear interpolation. In comparison, Atkins
et al. (2001) created a new method for optimal image scaling called
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resolution synthesis (RS). This provides a simple derivation where the RS
generates the minimum mean-squared error (MMSE) estimate of a high-
resolution image, given the low-resolution image. Temizel and Vlachos (2005)
posed an approach which estimates the local edge orientation from a
wavelet decomposition of the low resolution (LR) image, and this information
is used to control cycle spanning (CS) parameters.
2.7 PICARD satellite and previous related works
2.7.1 Work related to SODISM
The problem of sunspot identification using SODISM is relatively new;
from 2010 to 2014, the PICARD satellite recorded over one million pictures
of the Sun and a horde of other measurements. The relative paucity of
published papers interpreting and analysing its trove of data may be related
to the degradation in quality of the images captured by the SODISM
telescope. Some key works published on the PICARD satellite are
summarized below.
Lefebvre et al. (2004) described the development of a method that
uses the singular spectrum analysis (SSA) of two signals applied on
MIRESOL (Mesures et Identifications des Régions actives au limbe Solaire)
instruments. These have the same aperture as that in SODISM. The first
signal is called the radius, and is defined as the distance between the centre
and inflexion point of a limb profile, and the second signal is called intensity,
which represents the intensity of signal. This method is based on the
decomposition of three heliographic position angle series, where the first is
called the radius, the second is called the intensity, and the third is called the
errors. There are input values to the next stage of the algorithm which
decomposes these three series into components for analysis. This method
does not need to remove the centre-to-limb darkness to detect features
(Lefebvre and Rozelot, 2004).
Meftah’s 2010 study of the PICARD payload data centre and the
ground instrument SODISM II advanced our knowledge of the PICARD
mechanism and provided specific details about the SODISM instrument and
its thermo-elastic properties. The authors also described PICARD Payload
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Data Centre (PPDC). PPDC products consist of three data levels L0, L1 and
L2A. Level 0 assembles the data packets incoming from the satellite, Level 1
processing sequences consist in L0 product calibration to create daily
products containing the auxiliary images. L2A processing sequences consist
in computing the mean solar radius from each limb image and its daily
variations. Measurement accuracy and noise are also estimated.
Etcheto et al. (2011) investigated the ghosting effect in SODISM
images. Advanced Systems Analysis Program (ASAP) simulation from the
Breault Research Organization (BRO) to perform wave-optics calculations
was used to study the effect of stray light with broad sources and high order
splits. The paper discussed ghosting effects in SODISM images, and
explained designs which can reduce such effects. Unfortunately, some
residual ghosting could not be totally removed due to mechanical tolerances
as shown in Figure 17.
Figure 17: Images showing ghosting at wavelength 607 nm (Etcheto et al. 2011)
Qahwaji et al. (2015) designed a method for the detection of sunspots
from SODISM images in the 535 nm band between 5th August 2010 and 4th
January 2014, and introduced internal work7. The wavelet Haar filter was
applied to remove noise from the images, followed by a band-pass filter to
7 https://projects.pmodwrc.ch/solid/index.php/links/10-news-archive/31-deliverables
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remove limb darkening. Gaussian smoothing was then applied to remove
isolated noisy pixels, and the correlation coefficient between corresponding
SOHO and SODISM images was found to be 0.98.
Meftah et al. (2016) applied the morphological top-hat operation
followed by a bottom-hat operation, and a contrast enhancement technique
was used before detecting sunspots using Otsu thresholding. They also
focused on solar metrology and, when analysing PICARD data, could not
find any direct link between solar activity and fluctuations in solar oblateness
and solar radius. According to the authors, (Meftah et al., 2016), images from
SODISM need to be pre-processed. Limited success in sunspot detection
was achieved by applying a manual threshold to detect the sunspots. The
Otsu thresholding technique was applied to SODISM images at 393 nm
wavelength to detect sunspots (Kamboj and Rani, 2013) as shown in Figure
18. This is considered to be the first attempt at the segmentation of SODISM
images.
Figure 18: Disc segmentation for sunspots and faculae (Meftah et al., 2016)
Alasta et al. (2017) used an automated method to detect sunspots,
which removed noise from the images by applying the Kuwahara Wavelet
and á trous filters. It then applied a band-pass filter to display sunspots on a
normalized background. Finally, the threshold run is obtained to mask an
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image determining the sunspot location. Figure 19 shows the benchmark
image and their results after applying this method.
Figure 19: A SODISM 535 image from 12:30, 1st October 2011 (left) and resulting detected sunspots
(right) (Alasta et al. 2017)
2.7.2 Construction of PICARD
The PICARD satellite can be used for many purposes, such as the
simultaneous measurement of spectral solar irradiance and the shape and
diameter of the sun. These measurements are obtained to give a better
understanding of solar activity. The PICARD payload is composed of the
following instruments (Pradels, et al. 2008) :
 SOVAP (SOlar VAriability PICARD): this contains a bolometric sensor
and differential radiometer to measure the total solar irradiance, which
is called the solar constant.
 PREMOS (PREcision MOnitor Sensor): this includes three
photometers used to measure the total solar irradiance (TSI).
 SODISM: this is an accurately pointed telescope and a CCD, which
measures solar diameter and shape with the accuracy of a few
milliarc-seconds. Furthermore, it observes helio-seismologic
performances to analyse the solar interior. Figure 20 shows the main
Stages of PICARD Project.
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Figure 20: Main stages of the PICARD project8
Recently, a mass of solar data has been presented in visual and textual
form, recorded by different observations that can be accessed online. The
Virtual Solar Observatory (VSO) is a distributed data service that enables
access to providers of solar data involving space and ground-based
observations (Davey et al., 2004) . The public can obtain data from the
following international providers: Hα Network (HANET), High Altitude
Observatory (HAO), Laboratory for Space and Solar Physics (LSSP),
Montana State University (MSU), Mount Wilson Solar Archive Digitization
Project (MWSPADA), National Geophysical Data Center - NOAA (NGDC),
National Solar Observatory (NSO), Department d'Astronomie Solaire de
l'Observatoire de Paris (OBSPM), Owens Valley Radio Observatory (OVRO),
Smithsonian Astrophysical Observatory (SAO), Solar Data Analysis Center -
NASA/Goddard (SDAC), San Fernando Observatory (SFO), Stanford
university Helioseismology Archive (SHA), and STERO Science Center –
NASA/Goddard (SSC) (VSO 2005). One-minute cadence, low-resolution
images (2562 pixels of about 8 × 8 arcseconds) are recorded by the
SODISM telescope (Meftah and Hauchecorne, et al. 2014) on the PICARD
satellite (Schmutz et al., 2009) which are available for a helio-seismology
“medium-l” program in intensity (Corbard et al. 2008).
2.7.3 The SODISM interface characteristics
PICARD’s payload is managed by a global on-board electronics system
known as the PGCU (PICARD gestion charge utile). The weight of SODISM
is about 27.7 kg and it consumes 43.5 W of electrical power (including the
PGCU). SODISM acquires a solar image every minute, and processes it on-
8 https://microcarb.cnes.fr/fr/MICROCARB/Fr/GP_mission.htm
44
board. It is then transmitted as compressed data, since the global rate is
about 2.2 GB per day (Meftah et al., 2010).
Figure 21: SODISM instrument components (Meftah et al., 2011)
2.7.4 Scientific domains addressed by SODISM
The mission of the SODISM telescope includes investigating many
scientific questions about solar physics and Sun-Earth relations (Meftah et al.,
2018), including:
 Measurement of the solar diameter and limb shape in the continuum
wavelength, referring to the heliographic latitude.
 Detecting the active areas, such as faculae and sunspots, that may
damage the diameter measurements.
 Studying, in collaboration with PREMOS, the effects of solar activity, solar
radiance images and solar spectral irradiance.
 Providing information and data on the Earth’s atmospheric properties,
including refraction and absorption by atmospheric constituents, via
the period of solar occultation.
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2.7.5 SODISM solar data
In this research, large data sets were downloaded from the PICARD
website from August 2010 to January 2014.
Figure 22: First image of the Sun captured by the SODISM instrument on 22nd July 2010 at wavelength
607 nm (Meftah et al., 2016)
SODISM uses four spectral bands to measure solar irradiation, and
for calibration there are two bands (flat field and star field). To avoid the
presence of Fraunhofer lines, the application of a narrow spectral domain
was used in the solar continuum to measure the diameter through three
filters, centred at 535, 607 and 782 nm (Rouzé et al., 2014).
Table 1 illustrates SODISM instrument detection characteristics where
the first column shows the wavelengths of SODISM, the second shows Δλ of
each wavelength and the third column shows the function performed by each
band.
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Table 1: SODISM instrument detection characteristics (Rouzé et al., 2014)
λ (nm) Δλ (nm) Function
215 7 Solar activity, O3 measurement, diameter
393.37 0.7 Observation of active regions




FOV (Field of View) 35 arcmin
Angular resolution 1.06 arcsec
Measurement precision < 3 marcsec (mas) per image
Flux resolution < 10-5/pixel
Figure 23: Block diagram of the SODISM optics scheme (source: CNRS/SA)9
9 https://directory.eoportal.org/web/eoportal/satellite-missions/p/PICARD
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The operator of the PICARD payload data centre takes charge twice a week
for nominal programming; this post also involves the mission programming
responsibility on the PICARD payload data centre to determine
measurement dates (Meftah et al., 2016).
2.7.5.1 SODISM programming
SODISM is a telescope using 2k×2k pixels charge couple devices
(CCD) (Pradels et al., 2008.), and a 10-3 arc-second relative accuracy of
measurement is used. There are various different types of measurement,
each defined by a word of 2 bytes, that indicates the wavelength (dark
current 215 nm 393 nm 535 nm 607 nm and 782 nm), on-board processing
(software compression), and image characteristics, such as size
(narrow/wide limb, full/window images), creating a table of around 64 types.
However, only a small part was used through the nominal mission. There is a
22 pixel-wide strip of solar limb recorded at 535 nm every 120s (helio-
seismology); meanwhile a 40 pixel-wide limb strip is recorded at 215 nm, 393
nm, 535 nm, 607 nm and 782 nm, with a cadence of two of them per orbit,
while the others are recorded each minute at 535.7 nm. Figure 24 illustrates
the image types from the SODISM telescope (Meftah et al., 2010).
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Figure 24: Image types from the SODISM telescope ( Meftaha, et.al. 2010)
The dark signal limb images are 40 pixels wide, and not specific for any
wavelength. Figure 25 shows some markers which are pieces of images
extracted from the SODISM CCD image and 4 auxiliary ones, which are
present with the limbs, these limb images registered at the wavelength at
535.7 nm.
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Figure 25: Extract of SODISM image with limb
Two types of compression are applied on the PICARD board, given the
limited volume of telemetry per day:
 Centre National d’Etudes Spatiales, Edouard (CNES) provides loss-less
compression called the PICARD loss-less cruncher (PLLC).
 Y. Langevin designed a compression with a loss rate of 16 (Assus et al.,
2008). This rate is applied to prevent artefact effects in sunspot locations
used to retrieve the Sun’s different rotations.
The other types of images used for nominal configuration are listed as
follows (Pradels, et al., 2008):
[i] Limbs: 22 or 40 pixel width compressed using PLLC algorithm.
[ii] Full images: 2k×2k pixels, compressed using the Langevin algorithm.
[iii] Macro-panelised images: averaging over 8×8 pixels compressed using
PLLC.
[iv] Windowed images: 768×768 pixels compressed using the PLLC algorithm.
[v] Small images: 256×256 pixels with no compression.
All image types can be recorded whatever their wavelength filter. A dark
image will be recorded once the shutter of an instrument remained closed.
Parts of the whole SODISM
image are extracted and present
with the limbs.
These markers are used to
follow instrument behavior on
orbit.
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Two images will be obtained from one measurement on board: the full solar
image and the corresponding solar limb. There are two modes in which the
SODISM instrument can operate:
1. Measurement mode
2. Investigation mode.
The measurement mode is used for normal scientific operations, while
investigation mode is used for manually operated checks (Pradels et al.,
2008). Table 2 illustrates the number of SODISM images per scenario/day.
Table 2: The numbers of images foreseen in the SODISM mission scenario (Meftah et al., 2016)
Image Type Mission Mode IMG/DAY




















Full images 2048x2048 pixels, 393 nm Nominal 14
Full images 2048x2048 pixels, 215, 393, 535, 607, 782 nm Nominal 14




Full flat-field images 2048x2048 pixels, 215, 393, 535, 607,
782 nm
Nominal 1
Windowed images 786x786 pixels Stellar 20















Table 3 shows the data daily rates of images captured by the SODISM and
varying in wavelength.
Table 3: Daily data rate for the SODISM
Wavelength λ in nm
Daily data rate







2.7.5.2 Solar activity catalogues
Several satellite and ground-based stations study the Sun and provide
their observations as visual images or in textual form. The data for this
research was obtained from the PICARD website10 which provides SODISM
images. Full images at 2048×2048 pixels were acquired for the following
wavelengths: 215 nm, 393 nm, 535 nm, 607 nm and 782 nm
2.7.5.3 Characteristics of SODISM data
There are three main characteristics (Corbard, T., et al. 2013) of the data;
 Regular passages through the South Atlantic Anomaly (SAA) due to
the low PICARD orbit (Irbah et al., 2012). In a 24-hour period, the SAA
corresponds to about 7% of the measurements.
 An orbital period around the Earth of about 100 minutes produces
aliased peaks in the power spectra of the low-degree p-mode signals.
 The presence of CCD affects about 10% of the images and the
SODISM intensity signal has a lower SNR compared to SDO HMI.
10 http://PICARD.busoc.be/sitools/invoquerSva.do?sva=PICARD&svaAction=searchFiles,
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Figure 26 illustrates an additive signal in a SODISM pixel; the biggest
challenge is to discover the features that can be detected in each band.
Figure 26: Additive signals contributing to a SODISM pixel (Hochedez, 2012)
2.8 Data challenges and limitations of SODISM
The greatest challenge is producing an efficient methodology to
remove noise from the images. Noise removal is a major concern in
computer vision and image processing, because noise can cause image
blurring and degradation (Kaur and Shukla, 2014). Other challenges tackled
in this thesis relate to image enhancement and the accurate detection of
solar features. In addition, solar features can be detected at different
wavelengths, and there is a need to associate segmentation results from
different wavelengths to establish an indication of accuracy. Moreover,
access to SODISM data became a significant concern, and subsequently a
problem, in the course of this research, as public access to the data was
restricted halfway through this study. The final challenge encountered while
undertaking this research related to the lack of published research on
SODISM image analysis.
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2.9 Solar spectral irradiance (SSI)
Some of the images from SODISM suffer from poor quality. The
effects on the SODISM space-based telescope are detailed in the following
points (Meftah et al. 2016):
i. Additive (such as dark signals, offset, cosmic ray hits, ghost images).
ii. Multiplicative (such as nonlinearity of detection, optical flat field, charge-
coupled device (CCD) flat field).
iii. Convolutive (such as PSF scattered light, kinematic blur, optical
aberrations, persistence/hysteresis, CCD charge).
iv. Other effects, such as distortion (anamorphosis).
2.10 Conclusions
Publications discussing the enhancement and segmentation of
SODISM images are few in number. SODISM images need further
investigation to achieve a better understanding of how to design more
reliable automated sunspot detection systems, and to overcome the
degradation in their quality. Previous studies illustrate many challenges,
summarized as follows:
 There is a lack of research into SODISM enhancements and segmented
images, which makes evaluation difficult but not impossible. Any new
system of SODISM enhancement or segmentation could be compared
with other satellite image catalogues, such as SOHO, to check the
accuracy and type of assessment that can be used to compare manually
and automatically detected sunspots. This can also be checked against
the National Oceanic and Atmospheric Administration’s (NOAA)
catalogues (Qahwaji and Colak, 2005a).
 The automated system must ensure that the collection of data and
SODISM image wavelengths are up to date, or risk the segmentation of
sunspots. The 2016 paper of Meftah et al. applied segments on 393 nm
but did not do so to all the images. Thus, their work is incomplete and is
still in progress (Meftah et al., 2016).
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 The reference images are not available for SODISM, so to achieve the
goals, quantitative assessment approaches using mean square errors
(MSE) have been applied, moreover, Peak Signal to Noise Ratio (PSNR)
and Structural Similarity Index Metric (SSIM) are calculated to evaluate
image enhancement quality. Furthermore, Normalized Absolute Error
(NAE), Structural Content (SC) and Normalized Cross-Correlation (NCC)
have been calculated to assessment enhancement method.
 The life period of PICARD where full data can be obtained (August 2010 -
Jan 2014) is limited; furthermore, this period is missing a lot of data. For
example, whilst there is data for W.L 215 nm in 2012, 2013 and 2014,
there is a lack of quality in the images, which suffer from noise and
unwanted features that need pre-processing before segmentation.
 Whilst the SODISM telescope provides important data, these still need to
be analysed to produce information that can be used for different
systems in the future, such as automated sunspot detection or to
develop and assess flare prediction models.
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CHAPTER THREE
3.0 Practical implementation and an evaluation.
3.1 Introduction
This chapter presents two major procedures, namely a technique for
image quality enhancement, and an algorithm for segmenting SODISM
images. To design and evaluate the algorithms, SODISM images collected
between August 2010 and January 2014 are utilised to achieve quality
enhancement, and the DWT is used to preserve the high-frequency
components of the image features. More specifically, the corresponding high-
frequency sub-bands of the IDWT are emphasized so that edge features are
enhanced in the images, and this process is summarised in the algorithm
shown in Figure 27 (Alptekin Temizel, 2007).
This chapter is organized as follows. Section 3.2 discusses the analysis
of data, including the pre-processing of the data, and Section 3.3 proposes
the quality enhancement method. Following on, the assessment and
evaluation procedure is outlined in Section 3.4, and Section 3.5 describes
the feature extraction techniques. The results of the image enhancement
technique evaluation are presented in Section 3.6, and in Section 3.7, the
image segmentation is presented in detail. Finally, the conclusions and a
summary of the findings are presented in Section 3.8.
3.2 Data analysis
Several research areas are dedicated to clarifying the analysis of solar
image segmentation and feature detection, in particular solar irradiance
reconstruction and solar activity prediction. On a practical basis, image
segmentation is often associated with the uncertainties which can result from
noise distortion data, feature definition, and the identification process.
Therefore, an initial vital step to be considered before segmentation is data
pre-processing.
The data utilised in this work involve two types of images obtained from
the PICARD satellite. The first image type is provided in the FITS format at a
wavelength of 535 nm, whilst the second type is in a JPG format. Due to the
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inherent data distortion issues associated with the JPGs format, this type
needs an enhancement procedure. Choosing a suitable approach for
isolating different objects from each other, or from their background, is
considered the most common challenge. Several methods of isolating the
different features are available, raising the question as to which is the most
suitable for these images. Various types of images have a different
characteristic, which means that every set of data needs a distinct approach
for its analysis and segmentation. The primary step in object detection,
recognition and identification in image analysis is segmentation.
SODISM data available online was downloaded11. The date chosen
was 25 December 2010 for five different wavelengths of 215 nm, 393 nm,
535 nm, 607 nm and 782 nm, respectively. Practically, the data represents
solar images at different times. However, approximately the same time was
chosen for the different wavelengths in analysing the images using the same
technique. Moreover, three different times for each wavelength were chosen.
3.2.1 Data pre-processing
The usual way to accurately detect whole sunspots is by using an
iterative detection method that involves the periodic increase of the scope,
scale and counting the detected pixels (Curto et al. 2008). The first kind of
data used in this thesis were image files for five wavelengths (215 nm, 393
nm, 535 nm, 607 nm, and 782 nm) in JPG format, where each image has a
size of 2048 × 2048 pixels. As previously stated, the data were collected
over a period of four years (from 5th August 2010 to 4th January 2014). It is
worth mentioning that these data are no longer available on the PICARD
satellite website. The poor quality of these images necessitates image quality
enhancement, leading to the development of a quality enhancement
algorithm. This enhancement pipeline selects an image for quality
enhancement and then feeds it into the segmentation algorithm.
11 http://PICARD.busoc.be/sitools/invoquerSva.do?sva=PICARD&svaAction=searchFiles
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3.3 Proposed image enhancement method
The improvements in the quality of SODISM images are undertaken in
the wavelet domain. Initially, wavelet coefficients are estimated, which
provides an opportunity to improve the sharpness and edge features of the
resulting inverse transformed image. Since the DWT shatters the data into
more components (time and frequency), it becomes easier to filter in or out a
given non-stationary waveform. Moreover, the discrete wavelet transform
method has been found, both visually and by using quantitative measures, to
give better results than interpolation techniques. This includes FFs that are
calculated for solar features (Ashamari, Qahwaji, Ipson, Schöll, et al., 2015)
(Piao et al., 2007). Many conventional methods for image resolution
enhancement, such as bicubic and bilinear interpolation approaches, can
generate blurred images and provide false information, and this is due to the
use of inaccurate information for the analysis that is relevant to the edges in
the original image (Fowler, 2005).
This work explores the application of size increasing techniques to
SODISM in order to improve the visibility and measurements of solar
features, such as sunspots. The main deficiency after the application of
interpolation techniques is the smoothing caused by interpolation (Kumar et
al., 2013b). Wavelet-based methods can provide a way of smoothing, by
enhancing image resolution through estimating the high-frequency
information from the given image. Such methods are based on the idea that
the image to be enhanced is a low-frequency sub-band among wavelet-
transformed sub-bands, and the aim is to estimate the corresponding high-
frequency sub-bands, so that an inverse wavelet transform can then be
performed to obtain an image with enhanced resolution. The input image to
be enhanced is regarded as a low-frequency sub-band in the context of an
IDWT.
The down-sampling of the DWT sub-bands causes a loss of information
in the respective sub-bands, and the SWT is used to reduce this loss. Both
the SWT high-frequency and interpolated high-frequency sub-bands are the
same size, which means they can be added to each other. The new
corrected high frequency sub-bands can be interpolated further for greater
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enlargement, and the low resolution image is obtained by the low-pass
filtering of the high resolution image (Atkins et al., 2001). Actually, a low-
frequency sub-band is the low resolution of the benchmarked image. A DWT
and SWT are used to decompose the input image into four sub-bands. The
LL sub-bands are rejected and the pairs of SWT and DWT low-high (LH),
high-low (HL) and high-high (HH) sub-bands are combined after the latter
have been increased in size to match the former via bicubic interpolation.
Assuming that the output image is to be interpolated by a factor α, (α =2)
over the input image, the high-frequency sub-band images are interpolated
by a factor α and the input low resolution image is interpolated by a factor α









LH,HL and HH images for
SWT










Figure 27: Algorithm to obtain an image enhanced by the proposed technique
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3.4 Assessment procedure
The proposed technique has been tested on many SODISM satellite
benchmark images taken on the same day at different times and at different
wavelengths. The test image subjects are obtained by reducing the
resolution of the original benchmark SODISM images by applying a DWT,
and preserving the LL sub-band, as illustrated by Demirel and Anbarjafari's
study (2011). Two approaches are used to examine the effectiveness of the
enhancement methods used. The first is the visual comparison of the
benchmark (original) and enhanced images. The second, for a quantitative
comparison, is a calculation of the peak signal-to-noise ratio (PSNR), using
the following formula:




Here R is the maximum fluctuation in the input image (255 in this study),
MSE represents the Mean Squared Error between the benchmark image, Iin,
compared with the enhanced image, Iout is defined as follows,
MSE = i,j
(Iin i,j −Iout  (i,j))2
M×N
(10)
where M and N are the dimensions of both the benchmark and enhanced
images (2048 × 2048 pixels). Both the MSE and PSNR measure the
similarity of the two images based on pixel-by-pixel matching. The MSE
value decreases to zero while the PSNR increases without limit. Although the
MSE and PSNR provide quantitative measures of similarity between pairs of
images, they do not correlate highly with human visual perception. Therefore,
more quantitative comparison and visual quality assessment measures are
also needed to monitor the quality of SODISM images. The proposed
method has been applied for seven days per month in the year for five
wavelengths, except for the 215 nm wavelengths where data are not
available for 2012 and 2013. Since the image features detected at various
wavelengths differ, this method of computing peak signal-to-noise ratios is
the most appropriate method of evaluation. Afterwards, three different
techniques have been compared: bicubic interpolation, wavelet zero padding
(WZP) and the proposed discrete wavelet transform (DWT). Moreover, some
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of the results of the image enhancement procedure are shown in Figures 28,
and 29.
Figure 28: Original Image and image after processing at wavelength 215 nm at 23:15. PSNR for
proposed technique = 39.011
Figure 29: Original image and Image after processing wavelength 393 nm and at time 23:17. PSNR for
proposed technique = 3643×10-2
Table 4: Different wavelength images results for different PSNR
Wavelength
Time
Peak Signal to Noise Ratio %
215 nm
Bicubic WZP DWT DWT:BIC
04:05 3452×10-2 4041×10-2 4058×10-2 14.91%
09:45 3786×10-2 4391×10-2 4390×10-2 13.76%
10:53 3764×10-2 4350×10-2 4369×10-2 13.83%
393 nm
04:07 2967×10-2 3559×10-2 3560×10-2 16.64%
16:21 3083×10-2 3673×10-2 3675×10-2 16.11%
09:47 2967×10-2 3558×10-2 3561×10-2 16.64%
535 nm
04:43 3015×10-2 3600×10-2 3611×10-2 16.47%
12:13 2998×10-2 3590×10-2 3595×10-2 16.55%
607 nm
07:15 3056×10-2 3646×10-2 3649×10-2 16.23%
14:01 2996×10-2 3588×10-2 3590×10-2 16.51%
21:09 2871×10-2 3460×10-2 3466×10-2 17.15%
782 nm
02:53 2859×10-2 3449×10-2 3452×10-2 17.17%
08:09 2875×10-2 3464×10-2 3467×10-2 17.09%
16:13 2838×10-2 3428×10-2 3432×10-2 17.29%
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The results for the first attempt are summarized in Table 4 for three
different times at the five wavelengths of 215, 393, 535, 607 and 782 nm,
which appear in the column to the left. The figures obtained for the PNSR
using the three methods are shown in the remaining columns. The initial
results show greater improvements in the definition and clarity of images
through using the DWT method for all SODISM image wavelengths
compared with other methods. Table 4 shows improvement in all
wavelengths and the average improvement is approximately 16%. Further
discussions of the results are presented in the rest of this chapter.
3.6 Experimental results
As previously mentioned, SODISM images for the five wavelengths
215, 393, 535, 607 and 782 nm were downloaded12 for the first week of each
year from 2010 to 2014 (when available) giving approximately 900 images in
JPG format. The results are shown in Figure 99 and in Tables 5 and 6.
Figures 30, 32, 34, 36 and 38 show the results for 1st October 2011, near the
beginning of the satellite’s operation. The downloaded images are used as
the benchmark images and, using a value of 2 for the factor ‘α’, test images
were constructed from them, as indicated in Section 3.3. The DWT used
throughout this work was the Daubechies 9/7 wavelet transform, which was
employed to decompose the input images into different sub-bands (Meftah et
al., 2015).
Although the SODISM images used were taken at different times, they
represent the closest times available for the different wavelengths by which
they could be processed using the same technique. Thus, in Figures 30 to 38,
the features visible in the SODISM images vary from one wavelength to
another, and from Figure 40 onwards, the images vary with time. These
variations are due to out-of-focus optics, motion blur, and the deteriorating




All experiments were conducted using a PC with a Core i5 2.5 GHz
CPU processor and 6 GB of RAM, running Windows 7 Home Premium
edition and MATLAB_R2012b software.
3.6.2. Experimental details
For evaluation, MSE values are used to compare the benchmark
images with the enhanced versions of the test images shown in Figure 102
and Table 5. Meanwhile, the PSNR values are shown in Table 6. As can be
seen in Tables 5 and 6, the proposed technique illustrates a nearly fourfold
improvement in the MSE values, and an improvement of nearly 6 dB in the
PSNR values in comparison to the bicubic interpolation for all five
wavelengths. Visual comparisons of the test images with their corresponding
enhanced images are shown in Figures 30 to 39. These all show the
excellence of the proposed image quality enhancement technique and its
superiority over bicubic interpolation. A further advantage is that the bicubic
interpolation processing took 40 seconds to complete, while the proposed
technique took only 10`. Furthermore, magnified local features were used to
visually compare the SODISM images before and after the enhancement, as
shown in Figures 31, 33, 35, 37 and 39. The improved visibility of sunspot
regions in the enhanced images compared with the corresponding test
images can be clearly observed.







215 nm at 02:55 1.9×10-5 5×10-3
393 nm at 02:47 97×10-3 24×10-3
535 nm at 12:30 192×10-3 49×10-3
607 nm at 01:01 353×10-3 89×10-3
782 nm at 02:07 309×10-3 79×10-3
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Table 6 shows that a comparison between bicubic technique and proposal
technique values of PSNR in all SODIUM wavelengths is improved by
approximately 12%.
Table 6: Comparison of PSNR values obtained by bicubic interpolation and the proposed technique for
different wavelengths
Wavelength and Time






215 nm at 02:55 4115×10-2 4703×10-2 4710×10-2
393 nm at 02:47 3421×10-2 4021×10-2 4025×10-2
535 nm at 12:30 3124×10-2 3522×10-2 3717×10-2
607 nm at 01:01 2859×10-2 3452×10-2 3454×10-2




Figure 30: (a) Test image on the left and image enhanced by bicubic interpolation on the right: (b) Reference image
on left and proposed technique on right for wavelength 215 nm at 02:55




Figure 32: Figure 32: (a) Test image on the left and image enhanced by bicubic interpolation
on the right. (b) Reference image on left and after use of proposed technique on right for
wavelength of 393 nm at 02:47
(a) (b)
Figure 33: (a) Magnified sunspot region for test image of figure 32(a) and (b) After enhancement using
the proposed technique
(a) (b)
Figure 34: Figure 34: (a) Test image on left and image enhanced by bicubic interpolation on the right,
(b) Reference image on the left and after using the proposed technique on the right for wavelength of








Figure 36: (a) Test image on the left and image enhanced by bicubic interpolation on the right, (b)









Figure 38: (a) Test image on the left and image enhanced by bicubic interpolation on the right, (b)





Figure 39: (a) Magnified sunspot region in test image of figure 38(a) and (b) After enhancement using
the proposed technique
3.7 SODISM image segmentation
Two segmentation experiments were conducted; the first was the
segmentation of the JPG images, while the second was for the FITS images.
Finally, the results were compared with those from the SOHO satellite
collected for the same time period. Moreover, the findings including numbers,
location, and size of the sunspots were also compared with the NOAA
catalogue on the same date and approximately the same time.
3.7.1 Segmentation of JPG images
These data were downloaded from the PICARD website13. The central
wavelengths of the five spectral bands were: 215.0, 393.37, 535.7,607.1, and
782.2 nm, usually abbreviated as `215', `393', `535', `607',and `782' (Meftah
et al., 2014). Images for five different wavelengths were downloaded (215
nm, 393nm, 535 nm, 607 nm, and 782 nm) in a JPG format, and each image
is sized at 2048 × 2048 pixels. The images obtained are from 5th August
2010 to 4th January 2014. In total, 900 images were collected, and the DWT
image enhancement procedure was first used to improve their quality.
13 http://PICARD.busoc.be/sitools/index.jsp
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Following this step, the segmentation procedures were applied, as detailed in
the following sections.
3.7.1.1 Wavelength 215 nm
The quality of the images obtained at the wavelength 215 nm was the
worst, as they were darker due to the degradation of intensity during the
PICARD mission. The quality of the data progressively deteriorated,
particularly at 215 nm, as shown in Figure 40. After the launch of PICARD,
the SODISM telescope started recording images continuously. Level 0 (L0)
data were generated every day by the PICARD Payload Data Centre, and
registered at BUSOC in Brussels (Meftah et al., 2013). Figure 40 shows a
sample of level 1 (L1) images from August 2010 and February 2013. The
2013 data image exhibits a flatter centre-to-limb variation (CLV) for
wavelengths 215 and 393 nm, caused by a loss of sensitivity in the ultraviolet
(UV) range. The original 215 nm image has a prominent band oriented over
the solar disc, and the spot artefacts are visible at the wavelength of 393 nm.
Applying a Canny filter with Gaussian smoothing for a standard deviation of
2.14 pixels, and upper and lower thresholds to the original image of 5 and 0
respectively, results in an edge map in which the limb can be highlighted.
Edges are distributed over the whole image and the image quality is too poor
for processing to fit an ellipse to this data.
Figure 40: Sun’s surface at different wavelengths and for various times in level 1 data products (Meftah
et al., 2013).
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The combination of solar irradiation and instrumental contamination
badly affects the SODISM image quality, causing degradation. This is due to
the harsh environment for optics, where several types of physical interaction
lead to the potential for the severe degradation of optical performance over
time (Meftah et al., 2015).
Figure 41: Normalized time series of integrated intensity of PICARD during its mission showing
considerable degradation in the UV spectral bands (Meftah et al., 2015)
Channel 215 lost more than 90% of the normalized intensity, and the
393 nm channel lost about 80% (Meftah et al., 2013). Furthermore,
pronounced degradation in the UV channels is shown in Figure 41. The
reasons for the degradation could include the polymerisation of dust or
contaminants on the front window, or on the other optical elements under
exposure to solar UV; meanwhile, the near infrared and visible channels
provide temporal oscillation but remain relative (Meftah et al., 2013).
About100 JPG format images were obtained at wavelength 215 nm,
which were sized at 2048×2048 pixels. As previously mentioned, the images
on this wavelength suffered from degradation and darkness, and it was
explained that the application of methods to enable clear sunspot map
images achieved limited success in this study, and thus have been
postponed for future work.
3.7.1.2 Wavelength 393 nm
Since wavelength 393 nm is not suitable to measure the number of
sunspots, the images recorded at wavelength 393 nm are used to determine
the active regions near the solar limb that may alter the diameter
measurements. Images with the Ca II line of 393.37 nm are used to
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determine the active regions near the solar limb. Furthermore, these images
are used to measure the solar differential rotation as well as space weather
(SW) (Meftah et al., 2015).
Regarding the lifetime of the PICARD satellite, Figure 41 illustrates
that wavelength 393 nm images were of better quality than those at 215 nm.
However, they still suffered from degradation towards the end of PICARD’s
mission. In this work, a number of pre-processing steps were utilised to
achieve satisfactory results. The images were in JPG format and their
dimensions were 2048×2048 pixels. Approximately 300 images were
downloaded. These images have different levels of contrast, and were also
captured between August 2010 and January 2014. Figure 42 shows
examples of the 393 nm images.
Figure 42: Examples of wavelength 393nm images showing contrast levels
The original 393 nm images have a lower contrast and less high-
frequency detail, and the 8×8 blocking artefacts are far more visible.
Distributed over the whole image are small bright and dark small spots of
about one or two pixels in size; however, only the bright spots are visible
outside the solar disc against the background, which is close to zero intensity.
Most of these features are oriented at an angle of about -45° to the vertical,
although a few were closer to the horizontal. Both dark sunspots and bright
solar features are clearly visible on the solar disc.
The PICARD wavelength 393 nm images have been successfully
corrected for limb darkness. Along with a horizontal line through the image
centre, the background contrast varies from the centre of the solar disc to the
limb near the edges. All the images downloaded have been measured in
terms of their average radius and (x, y) centre. A 3×3 median filter was
72
applied to the original image and an ellipse was fitted to the solar disc of the
filtered image, with its average centre at 1.04×103, 1.013×103, and the ellipse
semi-axes at 1.039×103 and 1.012×103. The solar disc was re-centred at
1.0245×103, 1.0245×103 as a circle, with a radius at 0.92×103, and the limb
darkening was removed through renormalizing, using the median of the
radial values. This was the average for all images, but for accuracy, the
information in the header FITS images have been used in the segmentation
method for each. The location of the sunspots can be determined via
spherical trigonometry; this depends on calculating the centre and radius of
the solar disc. Furthermore, the radius and centre of the solar disc can be
used for resizing and centring images in correction matrix applications. The
result was an image (see Figure 43) with a flat solar background and with no
linear background banding apparent.
Figure 43: PICARD corrected 393 nm image on the left and in-house corrected image on the right
3.7.1.3 Pre-processing of sunspots detected at wavelength 393 nm
The pre-processing steps used included the dark limb removal. In fact,
the behaviour of the light could have been affected by external factors.
Indeed, physically, the manner of the light curve between the time the source
centre enters the caustic, and the time the source edge enters the caustic is
determined by limb-darkening parameters. The main factors that interfere
with the shape of the light curves are as follows (Rahvar, 2015):
- The source star and its size.
- The components of the lens, mass and location.
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- The Earth’s location and its motion around the sun.
- The path of the source relative to the lens system.
The fundamental segmentation process at wavelength 393 nm shows in









Figure 44: Segmentation images at wavelength 393 nm
The first step involves the application of the proposed enhancement
method to remove unwanted noise and to provide a benchmark image. The
method used in this segmentation applies two filters, namely the Haar and
the Kuwahara filter. These filters have been adopted because, with suitable
coefficients, the forms enable the further removal of most of the noise, while
the structures are left unaffected with their details preserved. The Kuwahara
filter14 is a non-linear smoothing filter with good noise-reduction, which, at the
same time, preserves the edges. A filter that accomplishes this aim is termed
an edge-preserving filter. This results in smoothing the image while
preserving the edges (Young, Gerbrands and van Vliet, 2007). Since edges
are important when applying segmentation, the goals of the Kuwahara Filter
are edge preservation and, at the same time, the capacity to apply
smoothing on the image while preserving the edges, for example to
understand basic of this filter assuming grey scale image I(x,y) and a square
window of size 2a+1 centred around a point (x,y) in the image. In this case,
the square will be divided into four smaller square regions Q1, Q2, Q3, and




Q2(x,y) = [x,x-a]×[y,y+a] (11)
Q1(x,y) = [x-a,x]×[y-a,y]
Q1(x,y) = [x,,x+a]×[y-a,y]
where X is the Cartesian product. In fact, any pixels located between two
regions at the borders must belong to those regions, making a slight overlap
between sub-regions.
The value of the central pixel will be determined from calculating the
standard deviation σi(x,y) and arithmetic mean mi(x,y) of 4 areas centred
around pixel (x,y). The window is partitioned into four regions, as shown in
Figure 45. The results after applying the Kuwahara filter �(�, �) for the point
(x,y) is given by:
Φ x, y =
�1 �, � �� �1 �, � = �� �(�, �)
�2 �, � �� �2 �, � = �� �(�, �)
�3 �, � �� �3 �, � = �� �(�, �)
�4 �, � �� �4 �, � = �� �(�, �)
(12)
Figure 45: Four square regions defined for the Kuwahara filter
.
The asymmetric square neighbourhood around every pixel of a grey
level image is divided into 4 square sub-regions, and the new value of the
central pixel will be the grey level average over the most homogeneous sub-
region. Particularly, this makes the central of the pixel have the mean value
of the highest homogenous (Young, Gerbrands and van Vliet, 2007). the
position of the pixel in relation to an edge will determine which region will
have a greater standard deviation, for instance, the mean value of the dark
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region will probably be taken if the pixel is located in a dark side, on the other
hand, the opposite should be true for a bright side (lighter side of an edge it
will most probably take a light value). Moreover, if the pixel is located on the
edge it will take the value of the smoother, least textured region (Kuriakose
and Joy, 2014). Figure 45 shows the principle of the Kuwahara filter and
figure 46 shows the results after using this method.
(a) (b)
Figure 46: (a) Example of original image at wavelength 393 nm; (b) After limb darkening removal
The procedure applied to JPG images at 393 nm can be summarized as
follows for algorithm 1:
 Algorithm 1: Sunspots detection of 393 nm
i. Both the Haar wavelet filter and Kuwahara filter have been applied to the
enhanced images.
ii. Outliers are removed with a threshold of 2 to remove bright regions.
iii. The band-pass filter and Gaussian filters are applied.
iv. Conversion to binary image is conducted. Figure 47 shows an example
of the results achieved using this segmentation procedure.
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(a) (b) (c)
Figure 47: Example of segmentation at wavelength 393 nm (a) original image; (b) After removal of
outliers and (c) Final results
Figure 48 shows the flowchart of this method applied to wavelength 393 nm
data to detect sunspots.
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Figure 48 Flowchart for sunspot detection at 393 nm
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3.7.1.4 Wavelength 535 nm
Approximately 203 images in jpg format were obtained at wavelength
535 nm; these were sized at 2048×2048 pixels and collected during the
period August 2010 to January 2014. This wavelength is located in the
visible spectral band. Figure 41 shows the normalized time series of the
integrated intensity of PICARD during this mission, and illustrates
degradation at the end of mission. These images appear to have greater
clarity and definition compared with previous wavelengths because this pass-
band is quasi-free of Fraunhofer lines (Meftah et al. 2014). Figure 50 shows
examples of 535 nm images.
The original 535 nm image has a lower contrast. After performing limb-
fitting on the original image, it was found that the average solar centre is
1.04×103, 1.012×103, and it was re-centred to 1.024×103 and 1.024×103, with
a radius of 0.92×103. These values have been obtained from many of the
images tested. As previously mentioned, for more accuracy, the x and y
values are chosen from the header in the FITS image. The normalised
version exhibits some radial contouring which indicates the need to use a
function fitted to the radial estimate of limb darkening to perform the
correction. The 535 nm images are located in a visible wavelength and the
solar emissions are less intense towards the edge of the sun in this
wavelength. The intensity variations distribute the intensity across the disc to
avoid dark limbs, Although limb darkening removal is required for filament
detection, there is no problem in detecting the active regions, such as
sunspots (Qahwaji and Colak, 2005a). The result obscures some of the
background features that are visible in the PICARD corrected image. The
PICARD corrected image (see Figures 49 and 50) shows sunspots and the
surrounding faculae, but also some non-radial background variation and
slight banding in the background at an angle of about -30° to the vertical in
the lower-left half of the image. There is a dark ring around the edge of the
solar disc, and the area outside the solar disc is grey with brighter patches in
all four corners. These background variations may make it difficult to
correctly segment some faculae. There are many dark spots visible on the
solar disc (not as dark as sunspot umbra and a few pixels in size) and a dark
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linear feature of about 48 pixels long is located near the bottom-right edge of
the disc.
Figure 49: Example of an image at wavelength 535 nm from 2nd October 2011
Figure 50: PICARD corrected 535 nm image on left and in-house corrected image on right
Despite the fact that the 535 nm images are generally better visually
than those at the previous wavelengths, some distortions still exist; for
example, in the ghost effect and lines appearing on the images illustrated in
Figure 51, which makes the task of segmentation challenging.
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Figure 51: Ghost in an image at wavelength 535 nm
The approach adopted to detect sunspots is summarized in Algorithm 2.
 Algorithm 2: Sunspot detection at 535 nm
i. Detect the solar disc and record its centre and radius information.
ii. Eliminate all information located outside the solar disc.
iii. Convert the image scale from signed 32 bit to unsigned 8 bit; this helps to
reduce computational complexity to make them easy to handle.
iv. Remove noise and some other unwanted features from images by
applying a combination of wavelet-based Kuwahara and À Trous filters.
v. Apply filtering to remove outliers.
vi. Apply a band-pass filter to display the dark regions on a normalized
background.
vii. Identify the threshold to obtain a mask image that determines the sunspot
locations.
viii. Detect the sunspots by binarising the image.
An example of the results from this method is shown in Figure 52.
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Figure 52: Sunspot detection for an example of an image at wavelength 535 nm
To visually compare the segmentation performance, a comparison between
the original and segmented image is shown in Figure 53. Furthermore,
Figure 54 shows a sample image with a ghost effect and results; even
though there is a ghost effect, the method still gives acceptable results.
Figure 53: Original image (left) segmented image (middle), showing sunspots positions on original
image for wavelength 535 nm (right)
Figure 54: SODISM 535 nm image from 12:30, 1st October 2011 (left) and resulting detected sunspots
(right)
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3.7.1.5 Wavelength 607 nm
Approximately 130 images in JPG format were obtained at a 607 nm
wavelength; these were sized at 2048×2048 pixels and retrieved between
August 2010 and January 2014. The original images have a lower contrast
and less high-frequency detail, probably due to degradation. All the PICARD
JPEGs contain three components and two quantization tables for the
intensity and colour components. The values in these tables range from 18 to
215 and 30 to 176 for image 215; from 20 to 215 and 30 to 176 for image
393; from 20 to 215 and 30 to 176 for image 535; and from 6 to 70 and 10 to
57 for image 607. These JPG quantisation tables are designed to remove
image data that are less visible to the eye and unhelpful if the images are to
be processed automatically. This band is similar to the 535 nm wavelength in
that it is located in the visible wavelengths, and therefore suffers from less
intensity towards the edge of the Sun (Figure 54). The corrected versions will
attenuate the intensity across the entire disc of the Sun. Hundreds of images
that test the performance of a limb fit to the original image find the solar
centre average at 1.037×103, 1.011×103. The solar disc was re-centred at
1.024×103, 1.024×103 as a circle with a radius of 0.915×103; the limb
darkening was removed through renormalizing, which was achieved by using
the median of the radial values. After suitable contrast stretching (output 0 to
255 for input 56 to 224) the normalized image is ready for processing. It
would be possible to work with these images, either with the original or the
limb darkening corrected versions. However, the corrected version in Figure
56 shows some residual non-radial background variations; these could make
it more difficult to extract some features. Nevertheless, sunspots and some
faculae should be extractable. The images at this wavelength are of a high
visual quality because the features are clear and the noise seems hidden.
Indeed, SODISM bands 393 nm,535 nm,607 nm and 782 nm are of sufficient
quality to feed the solar spectral irradiance (SSI) models (Meftah et al. 2016)
and there is no ghost effect. They still have the brightest centre, although the
edges and noise need enhancement before the method to retrieve the
sunspot maps can be applied. Figure 55 shows an example of the 607 nm
images.
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Figure 55: Solar disc as an example of an image at wavelength 607 nm at 1st October 2011
Figure 56: PICARD corrected 607nm image on left and in-house corrected image on right
Algorithm 2 is also used to achieve segmentation, and the sample
segmentation results are shown in Figure 57.
Figure 57: Sunspot detection for an example of an image, wavelength of 607 nm
Figure 58 shows the sunspot detection matched with the original image; this
is a typical example of 607 nm.
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Figure 58: Original image (left) sunspots detected (middle) and sunspots positions on original image
(right) for an example of an image at wavelength 607 nm
It was observed that the algorithm-detected sunspots were very few and
relatively small in size (Figures 59 and 60).The visual inspection for random
samples of SODISM images was consistent with the previous results, which
means that this method has achieved its aims.
Figure 59: Input image at wavelength 607 nm from 4th October 2010 06:41 (left) and sunspot detection
image (right)
Figure 60: Magnified sunspot detection in an example of an image at wavelength 607 nm from 4th
October 2010
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3.7.1.6 Wavelength 782 nm
In total, 125 images were obtained at a wavelength of 782 nm. They
were the same size as the images from the other wavelengths. The images
at this wavelength are free from visible noise, and ghosting artifacts were not
observed. Figure 61 shows an example of a 782 nm image.
Figure 61: Solar disc as an example of an image at wavelength 782 nm from 1st October 2011
Algorithm 2 was used again to achieve the segmentation, and the sample
results are shown in Figure 62.
Figure 62: Sunspot positions on original SODISM image at wavelength 782 nm from 1st October 2011
3.7.2 Segmentation of the FITS images
In 2014, the website used to acquire PICARD images was updated, and
this time all JPG images were removed. Only images at 535 nm in the FITS
format were uploaded. Interestingly, the data retrieved was of a better quality
and included meta-information that was contained in a header file, such as
the radius and the x and y centres of the image. This method was applied to
images of 535 nm, 607nm and 782 nm wavelengths, which were available at
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level 1B15. Level 1B data products include a number of corrections for any
instrumental issues. A total of 206 images were downloaded, and each
image had a size of 2048×2048 pixels. The data obtained was from 5th
August 2010 to 4th January 2014. After contacting the PICARD team, the
author was provided with 306 images taken at wavelengths of W.L 607 nm,
and 300 images at 782 nm; these were collected between 2010 and 2014.
Detecting sunspots as individual elements are equivalent to
determining which pixels belong to each sunspot, thus determining which
pixels are active points by using the accurate threshold intensity level to
isolate these points from the background (Curto, Blanca and Martínez, 2008).
The threshold should be computed for each image because it varies from
image to image.
The method detects solar disc edges then it detects sunspots
candidates and by iterative threshold on the gradient image which has been
previously normalized counting the number of the connected regions, and
figure 63 shows the flowchart diagram for the basic fundamentals of the
applied segmentation method to detect sunspots.
The automated detection of solar features is a technique applied to
provide robust, fast and accurate automated detection (Qahwaji and Colak
2005b). Many researchers have used observatory images from satellites,
including SOHO and SDO, to detect features such as sunspots. However,
since images from SODISM have been relatively underused, this study has
worked with them. The method developed to automatically detect sunspots in





Figure 63: Chart diagram of the sunspot detection procedure.
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3.7.2.1 Extraction of the solar limb in the FITS images
Morphological methods and the Otsu algorithm have been employed to
calculate sunspot locations and their areas. To achieve this, the solar centre
and radius have been calculated by extracting the solar limb. The steps
involved are detailed in Algorithm 3.
Algorithm 3: Extraction of solar limb in Fits images
i. Achieve a clean disc without noise and sunspots by applying a closing
operation with a structuring element (SE) that is applied to an original
SODISM image.
ii. Choose a circular SE with a radius of 30 pixels (this value was chosen using
cross-validation, and because the radius of the largest selected sunspot for
all images is calculated as 30 pixels); the sample result is shown in Figure 64b.
iii. Determine the border edges to identify solar limb; from this, the first step
shrinks the solar disc by one pixel (see the filtered image in Figure 64b) to
produce an image smaller by one pixel. Subtract the new image from the
filtered image, (the result is illustrated in Figure 64c).
iv. Eliminate CCD noise by utilizing the Kuwahara filter (see Figures 64d and
64e).
v. Use the binary overlay plugin between the original image and the solar limb
image which is labelled in red and overlaps the original image, as shown in
Figure 64f.
89
Figure 64:Benchmark image: (a) Filtered image; (b) Shrunken image of the solar disc; (c) With a radius
1 pixel smaller than that in (b); (d) Solar limb shown in grey image; (e) Solar limb shown in a binary
image; (f) Red around the disc shows the solar limb label
.
Figure 65: example of image at wavelength of 607 nm at 25th September 2010 time 00:07, with the
solar limb labelled in red and overlapped on Figure 64(a)
3.7.3 Detection and verification of sunspots
Sunspots detection and verification involves the recognition of sunspots
in the solar disc after the solar limb has been extracted. Due to the limited
resolution of the data, the sunspot umbra and penumbra are not separated in
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the SODISM images; rather, they are considered and processed as an
integral part of the sunspot. The steps outlined in Algorithm 4 (see Figure 66)
enable the recognition of sunspots.
Algorithm 4: Detection of sunspots
i. Process the original SODISM image using the proposed quality enhancement
method; an output sample is shown in Figure 66(a).
ii. Compute the gradient of the boundaries of sunspots (see Figure 66(a)).
a. Fill holes with a closing operation; this leads to the removal of dark regions
surrounded by bright crests in grey scale images.
b. Compute the image obtained in a. and the gradient image obtained in [ii],
which is the difference between Figures 66(a) and 66(b) and yields 66(c).
iii. Separate the sunspot gradient from the noise, as shown in Figure 66(c). This
provides the darkness threshold, shown in Figure 66(c). Experiments have
been conducted to determine a suitable value, and 15% intensity was selected,
as shown in Figure 65. Due to the solar limb darkening, the sunspot gradient is
lower at the solar limb, and therefore the threshold will be 10% in the solar disc
region.
iv. Remove unwanted noise using the Kuwahara filter and employ the extended
min and max operation for marker detection following segmentation. Figure
66(d) shows a sunspot candidate.
v. Acquire sunspots from candidates in Figure 66(d). The candidates are
considered verified sunspots if the difference between the maximum and the
minimum grey distribution value of a pixel is greater than 5 and the other
regions are ignored.
vi. To make a visual comparison, apply a binary overlay in red, and superimpose





Figure 66: (a) Original image disturbed by instrument noise; (b) Clean image without sunspots(c)
Gradient on the image; (d) binary image showing sunspot candidates
Figure 67: Recognised sunspots superimposed on the original image at 535 nm from 4th January 2010
at 21:21.
A visual assessment was made to evaluate the final results, as
illustrated in Figures 66 and 67. This is applied to random images
(approximately 100) using the aforementioned method, even though the
assessment shows matches, as shown in the previous figures. However, the
method needs further verification. The verification method deployed
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compares the results of the proposed automatic detection of sunspots and
those in a NOAA catalogue16, which is based on existing data. Examples of
the input solar image and the corresponding detected sunspots are shown in
Figure 68. An example of a resulting image at a 535 nm wavelength is shown
in Figure 68, where the original image was captured on 4th January 2010 at
21:21.
Figure 68: Image at wavelength 535 nm from 4th January 2010 at 21:21 (a) Original image disturbed by
instrument noise; (b) clean image without sunspots; (c) gradient on the image; (d) binary image
showing sunspots candidates; (e); recognised sunspots superimposed on the original image
The data at wavelength 535 nm from August to September 2010 for the
automated methods are calculated and listed in Table 7. The first column
shows the date the image was captured, and next to it is the number of
sunspots detected by the automated method; the third column shows the
time at which the SODISM image was taken. The fourth column shows the
number of sunspots counted by the NOAA, and the fifth column shows a
suitable time chosen in the NOAA catalogue. The sixth column shows the
false rejection rate (FRR), which is the number of sunspots detected by the
16 https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/sunspot-regions/usaf_mwl/
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automatic system but not by the NOAA inspection. Finally, the last column
shows the false acceptance rate (FAR), which is the number of sunspots
detected by NOAA but not by automatic detection. The rationale for
computing the FRR and FAR is to evaluate the results of the proposed
technique against reliable findings, such as those by the NOAA (Zharkova et
al. 2005) The comparison included the sunspot’s position which is shown in
the third column in NOAA; the method, which was adapted to identify the
sunspot’s position in SODISM, depends on measurements of the radius and
angles to determine the sunspot’s exact position. Java script calculation of
the solar orientation angles and solar latitudes and longitudes of sunspots17
was employed to detect the results. Algorithm number 5 is described to find
associations and make comparisons between sunspots in SODISM and
NOAA catalogues as shown in the flow chart of figure 69. The algorithm 5
has been applied to obtain a comparison between the number of sunspots
detected in the SODISM images and the NOAA catalogue.
17 http://www.nature1st.net/bogan/astro/sun/sunspots.html
Algorithm 5: Comparison between the number of sunspots
i. Find sunspot groups that match the NOAA date.
ii. If the time is six hours or less the data is recorded.
iii. If there is more than one classification record for the sunspot group time
within the six hours, then the one with the minimum time difference is
chosen.
iv. Calculate the sunspot’s position in the chosen SODISM image and
compare this with NOAA
v. Calculate the accuracy between the proposed method and the NOAA
catalogue by the correlation coefficient.
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Figure 69: Comparison between numbers of sunspots
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Depending on the NOAA catalogues, the accurate sunspot number
results can be identified; Figure 70 illustrates the structure of this catalogue.
The algorithms were applied to the sunspot data for the period from 2010 to
2014, and Table 7 shows an example for the August-September 2010 period.
Figure 70: NOAA sunspot catalogue data
The example in Figure 71 shows an example of a sunspot recorded in
a SODISM image on the 5th August 2010 at 04:49. Moreover, searches in the
NOAA catalogue for 5th August 2010 show data for three different times,
namely: 02:36, 07:35 and 16:35. Thus, the nearest time at 07:35 is chosen,
the number of sunspots in the NOAA was four, and the SODISM segments
map also show four; furthermore, the position of these sunspots is recorded
as N13W24, N11E67, S19E56 and N25W49 respectively in the NOAA
catalogue, which matches the results from the SODISM images inspection.
Figure 71: Example, 5th August 2010, for NOAA catalogue shows time chosen
The concept of measuring a sunspot position is shown in Figure 72. The
coordinate system is known as heliographic and is expressed as the latitude
Θ and longitude Φ of the Sun’s surface; this can be extended to a three
dimensional measurement through the addition of a radial distance between
the centre of the Sun and the sunspot. Although this system is based on the
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established work of Carrinsion (1863), the coordinate system is well-suited
for SODSIM images when detecting sunspot positions (Thompson, 2006).
Figure 72: Measuring sunspot position (left), and heliographic longitude and latitude on the solar disk
(right)
A random visual inspection of images confirms the results of SODISM
catalogue.
3.8 Feature extraction and classification of sunspots
After sunspot segmentation, the number of attributes of each sunspot
group is categorized according to the Modified Zurich classification system.
This step is necessary when comparing the number of sunspots segmented
using the proposed method with the data in the NOAA catalogue. A
comparison between the numbers of sunspot groups with NOAA’s findings is
confirmation of the accuracy of the proposed method (p). In this research,
two methods were used to compare the findings with the NOAA catalogue.
The first method was to visually count the sunspot groups depending on the
segmentation images, and the second method used the algorithm developed
by Mehmmood et al. (2010), which is summarized in algorithm 6, and figure
73 shows the flowchart of extraction and classification of sunspot groups,
while Figure 74 shows an example of the results.
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The results as shown in figure 74, shows the classification of sunspots and
gives accurate sunspot numbers. These results lead to the capacity to make
accurate comparison with the NOAA catalogue, and to extract information
such as correlation between SODISM and NOAA catalogues.
Algorithm 6: Extraction and classification of sunspot groups (Mehmmood A,
at el. 2010).
The proposed segmentation method first masks the produced image so that
the background is black and sunspots are white. The following steps
represent the proposed segmentation method.
i. Compute the bounding rectangle that contains the sunspots.
ii. Check the size of each bounding box to find the one that contains
adjacent sunspots.
iii. Employ an iterative algorithm to combine the group of sunspots.
iv. Adjust the maximum bounding box to contain the neighbouring boxes.
v. Repeat the above algorithm until it finds all spots contained in each
group and fits them into one box. Then extract the area that contains the
sunspot group from the main image, and save this as a separate image that
represents one sunspot group.
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Figure 73: Flow chart extraction and classification of sunspot groups
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Figure 74: Sample showing 4 sunspots: the sunspot group classification technique applied at
wavelength 535 nm according to MacIntosh on 17th October 2010 at 02:05, class A unipolar no






Table 7: Comparison of sunspots detected by the automatic procedure and the NOAA from August



















05/08/2010 4 04:49 4 07:35 0 0
06/08/2010 4 01:07 4 02:30 0 0
07/08/2010 4 01:07 4 02:37 0 0
09/08/2010 4 05:27 4 06:15 0 0
10/08/2010 4 01:17 3 02:00 1 0
11/08/2010 5 05:43 5 07:30 0 0
12/08/2010 4 00:47 0 00:47 4 0
13/08/2010 4 04:01 2 01:54 2 0
14/08/2010 2 05:27 2 01:48 0 0
15/08/2010 2 00:31 2 04:20 0 0
16/08/2010 3 03:21 3 02:20 0 0
17/08/2010 2 05:39 2 05:50 0 0
18/08/2010 1 01:25 2 03:07 0 1
19/08/2010 1 01:33 2 03:13 0 1
20/08/2010 0 03:15 1 07:55 0 1
21/08/2010 0 03:59 0 03:59 0 0
22/08/2010 0 00:07 0 00:07 0 0
23/08/2010 0 02:21 0 02:21 0 0
24/08/2010 0 05:41 1 08:54 0 1
25/08/2010 1 00:51 0 00:51 1 0
26/08/2010 2 06:39 2 06:21 0 0
27/08/2010 1 01:55 1 06:30 0 0
28/08/2010 1 05:47 1 04:10 0 0
29/08/2010 2 01:11 2 03:48 0 0
30/08/2010 2 02:51 2 02:28 0 0
04/09/2010 3 12:13 3 14:13 0 0
05/09/2010 4 06:19 4 07:15 0 0
06/09/2010 2 02:07 1 04:33 1 0
07/09/2010 0 21:20 1 14:45 0 1
11/09/2010 0 00:12 0 00:12 0 0
12/09/2010 1 08:05 2 09:12 0 1
13/09/2010 3 00:13 1 03:50 2 0
20/09/2010 3 07:59 2 07:23 1 0
22/09/2010 2 04:49 2 05:16 0 0
23/09/2010 2 14:11 2 09:10 0 0
24/09/2010 2 03:15 2 03:47 0 0
25/09/2010 2 03:25 2 03:50 0 0
26/09/2010 2 03:25 3 04:13 0 1
27/09/2010 3 03:27 3 03:40 0 0
29/09/2010 3 04:21 3 03:12 0 0
30/09/2010 4 00:47 4 01:35 0 0
Total 89 84 12 7
18 FRR: the number of sunspots detected by the automatic method but not by the NOAA
FAR: the number of sunspots detected by the NOAA but not by the automatic method.
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The first column in Table 7, from left to right, shows the date SODISM
images were captured, followed by the number of sunspots detected by the
automatic method. The third column shows the time of capture for each
image, the fourth column shows the number of sunspot in the NOAA
catalogue, the fifth column is the time indicated in NOAA catalogue and the
final two columns are FRR, representing the number of sunspots detected by
the automatic method but not by the NOAA, and FAR, representing the
number of sunspots detected by the NOAA but not by the automatic method
The total number of sunspots detected is listed in the last row in Table
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84 × 100 = 97.6%
3.9 Visual sunspot verification
In order to verify the detection results, a few randomly selected
images of recognized sunspots were chosen. The detected areas are
magnified and compared with the original images and Figure 75 shows the
results.
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Figure 75: Enlarged most recognised sunspots: the top images show the original sunspot images and
the bottom images show the zoomed images, according to MacIntosh class (A) unipolar no penumbra,
class (B) bi-polar no penumbra, class (C) bi-polar with penumbra and class (F) bi-polar penumbra on
spot
The sunspot detection and grouping algorithm was tested on the
SODISM archived images for the period August 2010-January 2014 for 535
nm. Figure 76 shows the comparison with the NOAA catalogue, and the
95.17%. Correlation accuracy achieved. Figure 77 shows the plot.






Figure 77: Showing the plot of sunspots vs time for wavelength 535 nm between 2010-2014
The sunspot areas calculated by the automated sunspot detection
method were compared to those recorded by the NOAA. More than two
hundred individual images were compared from August 2010 to January
2014, and results are illustrated in Figure 77. Excepting the regions with
images from 2013 and 2014, where there was degradation in the images,
there is a strong correlation between the automated sunspot area and the
USAF/NOAA sunspot area. A visual inspection of the SODISM images
seems to confirm that the automated procedure works well and confirms the
results.
3.10 Computation sunspot area
The area of the whole sunspot, including Umbra and Penumbra, has been
calculated in this research using images from SODISM after determining and
verifying the sunspots. Generally, the area is the product of a number of
pixels, and the area of each pixel the area of a pixel is the square of the pixel
size (Pucha, Hiremath and Gurumath, 2016). Equation 13 calculates pixel
size:
(13)
Calculating the number of pixels in the whole sunspot is then estimated and
multiplied by the area of the pixel to obtain the sunspot area. This area will
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be expressed in a millionth of an area of a solar hemisphere, which is the
same unit in NOAA catalogue, and it is the standard unit used to measure
the area of sunspots. The proposal FF catalogue will contain the area of the
sunspot for each day at a specific time in million square kilometres.
3.11 Bright region segmentation
Bright regions in SODISM images include active regions, faculae and
networks (Meftah et al., 2016), The difficulties in SODISM images arise
because these areas cannot be separated on account of their low resolution
Moreover, the noise will affect the ability to find a suitable threshold for bright
region detection. Nevertheless, many experiments have been applied on
SODISM images in different wavelengths with little or no success, with the
exception of wavelength 393 nm, which gives limited success with the
suggested algorithm, depending on an estimated automatic threshold if
tested and corrected to obtain maximum possible accuracy. The FITS
images header files contain information on the position and size of the solar
disk. Unfortunately ., this information is not precise; investigation shows the
discrepancies amount to several pixels, varying in magnitude from image to
image, and before applying the proposed method, the algorithm 3 to
determine solar disk edges. Once that happens the following algorithm 7 is
applied to obtain bright region segmentation.
Algorithm 7: Bright region segmentation
i. Convert the image scale from signed 32 bit to unsigned 8 bit; this helps to
make them easy to handle.
ii. Remove unwanted noise by applying the Kuwahara Filter (figure 78(a)).
iii. Apply limb darkening removal to distribute the intensity overall the solar disk
(figure 78(b)).
iv. Outliers are removed with a threshold of 4 to remove white regions (figure
78(c)). Subtract filtered image in figure 78(c) with the de-noised image from
figure 78(a). (the result is illustrated in Figure 78(d)) then apply erode
operation.
v. Apply filter “Multi Thresholder Max Entropy” to operate on the whole stack
histogram to determine the threshold and detect bright regions as shown in
Figure 78(e).
vi. Make a visual comparison, apply a binary overlay in red, and superimpose the
original image. Figure 78(f) shows sample result.
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Figure 78: Figure 78: Image at wavelength 393 nm at 26th January 2011 at 11:11 (a) Original image
disturbed by instrument noise; (b) Clean image after Kuwahara filter; (c) Filtered image without bright
regions; (d) Gradient on the image Binary image showing bright candidates; (e) Recognised bright
regions after MultiThresholder MaxEntropy; (f) Overlay original image with bright regions detected
The algorithm 7 has been applied to approximately 300 images on 393 nm
and they have been visually inspected. The images were captured in the last
months of 2012, and between 2013-2014 and the threshold must be
manipulated manually to detect bright regions. That may be caused by raised
noises at the end life of the PICARD Satellite and degradation caused by
deterioration in lens quality at the end of its useful life.
3.11.1 Bright region verification
For each bright region on the surface of the sun detected, a small
threshold of 0.1 is applied to set the growth of the region and this growth is
compared with all unallocated neighbouring pixels. The method in algorithm
7 uses the difference between a pixels intensity value and the region’s mean
to determine similarity. Therefore pixels measured in this manner with the
smallest difference will belong to the region but when the intensity difference
between the region average and the new pixel grows larger than the entered
threshold or if there is a notable increase in the volume of detected pixels the
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process will cease. The threshold will be increased by the smallest value
0.01 repeating the process to detect pixels of the biggest region possible.
The first results were assessed visually and showed matching between
bright regions detected and bright regions in the original images in 2010,
2011 and early months of 2012. The method then increased the threshold
manually to get acceptable results. The second assessment was made by
calculating the FF for bright regions. Unfortunately, the lack of reference
sources to compare the proposed method results in the same time period
meant the results were unreliable unless further research can calculate FF in
the same time period and compare it with our results.
3.12 Conclusion
In this chapter a method to enhance the image quality and resolution
has been proposed, and an automatic image segmentation pipeline has
been developed. Accordingly, the combination of these two algorithms, with
their morphological and image differentiating operations, provides an
automatic sunspot detection system. A thorough evaluation of each
component within the detection system has been conducted on hundreds of
images. To further explore the method, two different image formats (JPG and
FITS) of the SODISM data acquired from PICARD were used and images in
both of these forms have been successfully segmented to detect sunspots.
Enhanced methods were also applied to the JPG images before the
segmentation methods were applied.
Image enhancement was first explored to improve the visibility of solar
features, such as sunspots, in images at five wavelengths. A combination of
Discrete and Stationary wavelet decomposition was used for enhanced
resolutions of the SODISM images. Many images were used to compare the
performance of the proposed technique at different wavelengths with that of
various established interpolation techniques, both for edge detection and
edge integration (Kimmel and Bruckstein 2003). It is clear from Figures 30-39
that the images enhanced by the proposed technique are sharper and have
been visually improved compared to the results of the other tested methods.
Quantitative comparisons, using the calculation of SSIM, PSNR and MSE
values, also confirm the effectiveness of the proposed method for the
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enhancement of resolutions. Besides that, the comparison of NAE, NCC and
SC results supports the viewpoint that the proposed method is powerful, and
gives better results than the bicubic method. In all cases, the proposed
technique has been subjected to tests to evaluate image enhancement
quality (SSIM) to compare the original images with compressed images
(MSE) and to check the ratio of the maximum power of a signal to the power
of distorting noise that affects the quality of representation (PSNR) to
establish and improve visual clarity.
As a key technique for identifying regions of interest, image
segmentation was similarly explored through an evaluation and comparison
of the results from the NOAA catalogue. In general, the system described in
this chapter has been shown to be promising; of 84 sunspots, 89 were
automatically detected, which was a little more than the NOAA method. In
some cases, this might be due to the different times. Thus, the proposed
system matches the detected ≈ 98% of the sunspots for the period August
2010- Sep 2010; similarly, a comparison for period August 2010 to January
2014 shows a correlation coefficient of 95.17%. Moreover, the sizes of
sunspots are matching 93% in NOAA catalogue (figure 97); the appeal of the
segmentation proposal method is that it is appropriate to recognize sunspots
for lower resolution SODISM images, particularly the images associated with
instrument noises. Despite the degradation in the quality of SODISM images
through their lifetime, the automatic detection of sunspots in SODISM images
has been shown to be possible with suitable pre-processing procedures.
Meanwhile, the method proposed by Meftah et al. in 2016, applied to 393 nm
SODISM images required manual interaction to optimize the threshold. This
is calculated using the Otsu method, whereas the proposed method in this
research is based on a histogram of all the interior solar disc pixels.
Furthermore, the approach in this study does not involve manual interaction
and iterative optimization steps.
Finally, the automated methods applied to detect bright regions were
successful at 393 nm in 2010, 2011 and the early months of
2012.Unfortunately, the method does not work for images captured in the
final months of 2012 and for 2013 and 2014, due to the increasing volume of
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noise in SODISM images and the mixing of bright regions with unwanted
noises.
It is a serious weakness that there is no easily accessible comparative
reference system to assess the bright regions of SODISM images other than
visual assessment. This is because the bright regions in SODISM images
which include faculae, networks and active regions are difficult to segment [ ]
while images from telescopes such as the SOHO satellite areas are more
easily separated. SOHO has two kinds of images (intensity-grams and
magnetograms) making it easier to distinguish each area. The results of
bright regions obtained from the proposed method in algorithm 7, appear






The calculated filling factor (FF) for a feature reflects the fraction of the
solar disc covered by the feature and the assignment of reference synthetic
spectra. Moreover, it can be applied to the modelling of the Solar Spectral
Irradiance (SSI). When discussing imaging sensor arrays, the filling factor is
defined as the ratio of a pixel’s light sensitive area to its total area
(Rousseeuw and Hubert, 2011). Similarly, when studying solar sunspots, the
value of the FF represents the ratio of a magnetized component in each
observed pixel (Rousseeuw and Hubert, 2011). Research has shown that the
umbrae and penumbrae generally have large FFs close to unity, and it can be
inferred that the magnetized component almost entirely covers the pixels
(Rousseeuw and Hubert, 2011) In comparison, granules outside sunspots
show small FFs because of the dominance of non-magnetized gas.
For this study, the FF is calculated as a function of the radial position on
the Sun’s disc. The solar disc is divided into 11 concentric rings (Ashamari et
al., 2015) starting with an inner radius (RI) and an outer radius (RO). In
Tables 8 and 9, these radii are defined as relative to the radius of the solar
disc. In the case of SODISM images, the last interval would be between 0.95
and the boundary of the solar disc. If a sunspot is dissected by a concentric
circle, the number of pixels within the sunspot crossed by one of those
concentric rings will be calculated based on the area dissected between the
two adjacent regions. This chapter focuses on the computation of FF. As
stated above, the value of the FF gives an indication as to whether the region
under consideration has large or small sunspots. Furthermore, these values
can be used to compare sensors. For instance, this study uses images from
the Solar and Heliospheric Observatory (SOHO) for comparative purposes.
Thus, the chapter presents in detail the computation of FF. Firstly, the solar
radius and centre of the solar disc are acquired where, for the FITS images,
this forms part of the meta-information provided in the header. In comparison,
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for the JPG images, image-processing techniques are employed to obtain
the necessary information. Towards the end of this chapter, a novel
cataloguing technique is proposed and implemented. Previous researchers
have failed to give a clear picture of the whole dataset by only reporting the
FF for a few sample images. Thus, parametric and non-parametric statistical
measures are used to evaluate the experiments conducted on the whole
image dataset.
4.2 FF computation
As previously mentioned, the inner and outer radii are calculated, as
shown in Tables 8 and 9. FFs have been calculated for the 535 nm
wavelength in the FITS format, and in four other wavelengths in the JPG
format. The results have been divided into two main parts; the first part is for
SODISM 535 nm, 607 nm and 782 nm images in FITS format and these
results are compared with the FF of SOHO images for the same period. The
second section is for the four wavelengths in a JPG format in which the
results for all enhanced images are compared with the benchmark images.
Table 8 presents a sample of the radii for both images format, and figure 79
shows an example of basic idea of FF solar disc divided by 11 concentric
rings.
Table 8: Relative radius values















Table 9: Example of the numbers of sunspot in the different parts of the solar disc in images taken on
5th August 2010, 04:49.
Index Inner radius Outer radius FF
1 0 0.07 0
2 0.07 0.16 0
3 0.16 0.25 0
4 0.25 0.35 0
5 0.35 0.45 11.70×102
6 0.45 0.55 0
7 0.55 0.65 0
8 0.65 0.75 0.1855×102
9 0.75 0.85 0.9445×102
10 0.85 0.95 3.38×102
11 0.95 1.05 0
Total of Pixels 1621
Figure 79: SODISM image (wavelength 535 nm) taken on 5thAugust 2010, 04:49 with FF value
4.2.1 Filling factor for SODISM images in FITS format
The previously outlined segmentation procedure has been applied to
the entire set of downloaded 535 nm image data in order to detect the
sunspots and calculate their FFs. Figure 85 highlights the procedure for the
calculation of the FF for data collected from 5th August 2010 to 25th December
2010, and Figure 81 shows the results of sunspot FF calculations for data
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collected from August 2010 until the end of the life of the PICARD satellite on
1st January 2014. Furthermore, data collected from August 6th 2010 to
December 19th 2010 are compared to the data collected from SOHO also
retrieved from the same period, and Figure 80 shows the results. The
correlation coefficient calculated for the two data sets was found to be 0.985.
In order to perform an extensive evaluation, the FFs were further computed
for all the images retrieved over the four-year period of PICARD’s lifetime,
and the results are shown in Figure 82.
Figure 80: Comparison of sunspot FFs calculated from SOHO and SODISM 535 nm images from 5th
August 2010 until 25th December 2010
Figure 81: Sunspot FFs calculated from SODISM 535 nm images over the lifetime of the satellite.
The distribution of the sunspot FFs over the period from August 2010 to
January 2014 is shown in Figure 82.
Sunspots FF ratio
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Figure 82: Area coverage of FFs for sunspots
The last data set was obtained from the French National Centre for
Scientific Research (FNCSR) for a wavelength of 607 nm, from 22
September 2010 to 1st January 2014; the FF for this data was calculated
and compared with that from SOHO for the period September to December
2010. The matching correlation was 98.9%, which demonstrates that the
method introduced here gives excellent results for the 607 nm wavelength.
Figure 83 shows the comparison with the SOHO satellite results.
Figure 83: Comparison of the sunspot FF ratio calculated from SOHO and SODISM images from 22nd
September 2010 until 25th December 2010
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For the SODISM 782 nm images, a correlation of 93% with SOHO
was achieved for the same period (from 22nd September 2010 to 19th
December 2010), and Figure 84 shows this comparison.
Figure 84: A comparison of sunspot FFs ratio calculated from SOHO and SODISM images from 22nd
September 2010 until 25th December 2010
4.2.2 Filling factor JPG format
This section presents the results of the sunspot segmentation, and the
calculated percentage improvement in resolution, after applying the image
quality enhancement method. Due to the image capture conditions, images
may appear blurred and become candidates for improvement before visual
assessment; this was the case with some of the images downloaded from
SODISM. As such, the FFs are calculated for five wavelengths before and
after the application of the quality enhancement technique. Again, the steps
taken to calculate the FF are outlined diagrammatically in Figure 85.
Figure 85: Block diagram for general steps used to calculate the FF
FF Ratio SOHO
FF Ratio 782 nm
115
The generation of the FF map requires two input files; the first is a text
file that contains the radius and the X, Y coordinates of the centre of the
solar disc, and the second file is the segmented image. Figure 86 shows the
basic ideas and calculation procedure of the radius and the X, Y centre.
Figure 86: Radius and X, Y centre calculation method
As shown in Figure 86, since the shape of the solar disc is not
completely circular, the average of the boundaries (middle line) is computed
by generating the outer and inner boundaries of the solar disc to obtain an
approximation of the circular shape. Thereafter, the radius of the shape is
calculated as the distance between the centre of the solar disc and the
middle line created above.
4.2.2.1 Wavelength 215 nm:
As previously mentioned, image quality enhancement is first conducted
to eliminate noise and unwanted artefacts, and Figure 87 shows a sample
input image at a wavelength of 215 nm. Although the image quality is poor at
this wavelength, the results of the SSIM, MSE and PSNR computed before
and after applying the proposed enhancement algorithm show clear
improvements. Table 10 shows an example for improving the value of PSNR
and SSIM wavelength 215 nm at 3 different dates compared to the bicubic
method. .
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Table 10: Comparison of PSNR and SSIM values for 215 nm




Bicubic DWT Bicubic DWT DWT:BIC
2011 Oct.11 at 04:05 3452×10-2 4058×10-2 67.1×10-2 80.6×10-2 14.91% 16.7%
2010 Oct. 01 at 03:21 3786×10-2 4390×10-2 69.1×10-2 78.5×10-2 13.76% 11.9%
2014 Jan. 01 at 1644 3764×10-2 4368×10-2 65.1×10-2 73.6×10-2 13.83% 11.5%
The application of Peak Signal to Noise Ratio shows an improvement in
image clarity of approximately 14% while the average of Structural Similarity
Index Metric has increased by nearly 13% supporting our previous
conclusion that it represents an effective enhancement method, although this
improvement in the resolution does not extend to proposed segmentation
methods with a wavelength of 215 nm.
Figure 87: SODISM image (wavelength 215 nm) taken 1st October 2011 at 02:55
4.2.2.2 Wavelength 393 nm:
For this wavelength, the proposed enhancement algorithm was first
used to improve the image quality. Thereafter, segmentation was performed,
as shown in Figures 88, 89 and 90. A numerical comparison of the
segmentation results is shown in Table 10. The solar disc is divided into
concentric rings in a manner similar to previous studies (Ashamari et al. 2015;
Pradels et al. 2008). The ratios of the areas of sunspots within each ring to
the areas of the corresponding ring, called the sunspot-FF, are shown in a
separate column for every image. Also shown in Table 9 are the inner and
outer radii of each ring in pixels, RI and RO; these are expressed as a ratio
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of the solar radius, the total number of segmented sunspot pixels, and the
solar radius for each image.
Figure 88: Sunspots detected in benchmark image at wavelength 393 nm taken on 1st October 2011 at
02:47
Figure 89: Sunspots detected in enhanced image at wavelength 393 nm taken on 1st October 2011 at
02:47
Figure 90: Sunspots detected in test image at wavelength 93 nm taken on 1st October 2011 at 02:47
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Table 11 shows the results of images taken at 1st October 2011, where RI
and RO represent the internal and external radius for each ring, and their FF
ratio for test, enhanced and benchmark images, the table also shows the
radius of test, enhanced and benchmark images and the over all of FF
shows in last row.
Table 11: Sunspot FFs for the solar image taken on 1st October 2011 at wavelength 393 nm are shown
as percentages for the test, enhanced and benchmark images in the labelled columns.
Index RI RO Test Enhanced Benchmark
1 0.00 0.07 410×10-2 359×10-2 437×10-2
2 0.07 0.16 66.3×10-2 102×10-2 107×10-2
3 0.16 0.25 0 3.2×10-2 6.8×10-2
4 0.25 0.35 11.8×10-2 12.5×10-2 11×10-2
5 0.35 0.45 18.9×10-2 27×10-2 28×10-2
6 0.45 0.55 47.2×10-2 5.7×10-2 8.4×10-2
7 0.55 0.65 31.1×10-2 65.9×10-2 60×10-2
8 0.65 0.75 0.5×10-2 1.9×10-2 1.5×10-2
9 0.75 0.85 0 0.9×10-2 1.3×10-2
10 0.85 0.95 0.3×10-2 0.6×10-2 0
11 0.95 1.00 0 3.2×10-2 1.2×10-2
Number of feature pixels 0.9×103 4.132×103 4,107×103
Solar radius in pixels 0.45×103 0.898×103 0.898×103
Overall FF 141.5×10-3 162.2×10-3 161.2×10-3
From an inspection of the results in Table 11, the most obvious
difference is that the overall FF percentage for the enhanced image is closer
to the benchmark image than the test image. The size of test images is
512x512 pixels, so a comparison with enhancement and benchmark images
should multiply the test image value by a factor of four. In the individual rows,
the results for the enhanced images are closer to the benchmark than the
test image in 7 out of 11 cases, there is no significant difference in one, and
are closer to the test image than the benchmark in three cases. The biggest
discrepancy is in the first row, but in reviewing the entire table, the enhanced
results are superior.
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4.2.2.3 Wavelength 535 nm:
Following the same procedure applied to the 215 nm and 393 nm
SODISM images, the images at the 535 nm wavelength were segmented, as
illustrated in Figures 91, 92 and 93 for benchmark, enhanced and test
images respectively. Furthermore, Table 12 presents numerical values of the
FF computation.
Figure 91: Sunspots detected in benchmark image at wavelength 535 nm taken on 1st October 2011 at
12:30
Figure 92: Sunspots detected in enhanced image at wavelength 535 nm taken on 1st October 2011 at
12:30
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Figure 93: Sunspots detected in test image at wavelength 535 nm taken on 1st October 2011 at 12:30
Table 12 is similar to table 11 in that it shows the same information with
different wavelength and the same image date in that it shows the results of
images taken on 1st October 2011. The table also shows the radius of test,
enhanced and benchmark images, and the overall FF of the three images in
the bottom row. An inspection of the results in Table 12 indicates clearly that
the overall FF percentage for the enhanced image is closer to the benchmark
image than it is to the test image. This is reflected in the number of features if
the test value is multiplied by a factor of four to account for the different radii.
In the individual rows, the results for the enhanced image are closer to the
benchmark than the test image in five of 11 cases, are the same (at zero) in
five cases and are marginally closer to the Test in one.
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Table 12: Sunspot FFs for the solar images taken on 1st October 2011 at wavelength 535 nm are
shown as percentages for the test, enhanced and benchmark images.
Index RI RO Test Enhanced Benchmark
1 0.00 0.07 0 0 0
2 0.07 0.16 235.6×10-2 222.7×10-2 210.5×10-2
3 0.16 0.25 0 0 0
4 0.25 0.35 7.3×10-2 12.9×10-2 12.4×10-2
5 0.35 0.45 0 0 0
6 0.45 0.55 16.2×10-2 19×10-2 19.7×10-2
7 0.55 0.65 43×10-2 39×10-2 39.8×10-2
8 0.65 0.75 37×10-2 26.5×10-2 25×10-2
9 0.75 0.85 1.2×10-2 1.2×10-2 1.5×10-2
10 0.85 0.95 0 0 0
11 0.95 1.00 0 0 0
Number of feature pixels 1.114×103 4.052×103 3.975×103
Solar radius in pixels 0.4498×103 0.9008×103 0.9008×103
FF % 17.5×102 15.9×102 15.6×102
The number of features in table 12 shows that the enhanced image is 4052
pixel and the benchmark is 3975 pixel which is almost the same value, while
the test image is 1114 pixel, it is clear that the enhanced image still keeps
the same features and details in the original benchmark image . Moreover,
the filling factor in the enhanced image (159.1×10-3) is closer to the
benchmark image (156.1×10-3) than the test image (175.2×10-3) which again
illustrates the superior enhanced images.
4.2.2.4 Wavelength 607 nm:
There are 126 images in JPG format, each with a size of 2048×2048
pixels. Figure 94 shows a sample of the input image, and Figure 94 shows
the FF of the corresponding image.
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Figure 94: (left) Input image for 607 nm at 4th October 2010 at 06:41, (right) Sunspot detected
Table 13 shows the FF for wavelength 607 nm images taken on 4th October
2010 at 6:41, the last column shows the sunspots in each ring and the total
of sunspot area/pixel shows in the last row. This example has been applied
to all available images to calculate the FF.
Table 13: Example of numbers of sunspot features in the different parts of the solar disc in images




Outer radius Strip area/pixel Sunspot area/pixel
1 0 0.07 1.2×104 0
2 0.07 0.16 5.2×104 0
3 0.16 0.25 9.3×104 0
4 0.25 0.35 1.5×105 400×10-2
5 0.35 0.45 2.0×105 100×10-2
6 0.45 0.55 2.5×105 0
7 0.55 0.65 3.0×105 100×10-2
8 0.65 0.75 3.5×105 0
9 0.75 0.85 4.0×105 0
10 0.85 0.95 4.5×105 0
11 0.95 1 2.4×105 10600×10-2
Total of sunspots 112
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4.2.2.5 Wavelength 782 nm:
Figure 95 shows a sample of the input image and the segmentation
output with the FF for an example of an image at wavelength 782 nm.
Figure 95: Input image at wavelength 782 nm taken on 1st November 2011 at 22:09
Table 14 illustrates the FFs of the wavelength 782 nm images taken
on 1st November 2011 at 22:09; this method has been applied to all available
images to calculate their FFs
.
Table 14: Example of numbers of sunspots in the different parts of the solar disc in images taken 1st
November 2011 at 22:09
Index RI RO Strip area/pixel Sunspot area/pixel
1 0 0.07 1.2×104 0
2 0.07 0.16 5.2×104 0
3 0.16 0.25 9.3×104 5.2×102
4 0.25 0.35 1.5×105 0
5 0.35 0.45 2.0×105 0
6 0.45 0.55 2.5×105 0.32×102
7 0.55 0.65 3.0×105 2.6×102
8 0.65 0.75 3.5×105 5.9×102
9 0.75 0.85 4.0×105 0.78×102
10 0.85 0.95 4.5×105 0
11 0.95 1 2.4×105 0.33×102
Total of sunspots 1520
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4.2.3 Filling factor bright regions
The FF for bright regions as in the FF sunspot procedure will require the
same factors. This means that the xy centre and radius will be calculated for
each image and as previously mentioned, the solar disk will be divided into
11 rings. Each area will be calculated and figure 96 shows an example for
bright regions FF.
Table 15 shows the FF of the wavelength 393 nm images taken on 1st
October 2011 at 02:47; this method has been applied to all available images
to calculate their FF. The FF results still need verification, and verification





Figure 96: Image at 393 nm on 1st October 2011 at time 02:47: (a) Original image; (b) Bright regions
segmentation; (c) Sunspot segmentation; (d) FF for bright regions in blue and sunspot in orange
125
2019) calculated the FF but in a different time period and the images taken by
a very high-resolution telescope were not valid for SODISM.
Table 15: Example of numbers of bright regions in the different parts of the solar disc in images taken





1 0 0.07 1.2×104 5×102
2 0.07 0.16 5.2×104 26.7×102
3 0.16 0.25 9.3×104 26.8×102
4 0.25 0.35 1.5×105 37×102
5 0.35 0.45 2.0×105 34×102
6 0.45 0.55 2.5×105 15×102
7 0.55 0.65 3.0×105 35×102
8 0.65 0.75 3.5×105 0.01×102
9 0.75 0.85 4.0×105 0.25×102
10 0.85 0.95 4.5×105 0.00
11 0.95 1 2.4×105 0.00
Total of bright regions 14931
4.3 Filling factor catalogue
In the literature, the FF, specified as a function of radial position on
the solar disc, is computed for each image and recorded in a tabular manner.
However, this does not provide extensive information about the experiments
conducted on tens or hundreds of such images. To provide a means of
summarising these results so that a single glance at a table would give an
overall picture of the work done, a cataloguing procedure was proposed. To
the best of the author’s knowledge, this is the first time that such a FF
catalogue has been developed for SODISM images. Parametric and non-
parametric statistics (Sheskin 2003) are used to describe the data. While
parametric statistics make the assumption that the data is drawn from a
population with a normal distribution, non-parametric tests make no such
assumption. Hence, working with both will provide a robust correction to
counter the disadvantages of each type of statistical test; thus, the results
should complement each other.
126
The parametric measures employed are the three statistical measures
of mean, variance and skewness. In comparison, medians and inter-quartile
ranges (IQRs) are used as non-parametric measures. Since skewness gives
information about the normality of the distribution, it could be expected that
the results of the first and second statistical measures would be reliable if the
third (higher) measure indicates normality. On the other hand, an individual
may rely on information provided by the non-parametric statistics if the third
order measure indicates non-normality. As a rule of thumb, researchers
assume that a value of skewness above ±2 implies a distribution that is
highly skewed and hence not normally distributed (Field 2013; Gravetter and
Wallnau 2016; Trochim and Donnelly 2001). Furthermore, the IQR can be
used to compute the number of outliers in the data (Rousseeuw and Hubert
2011) using the following equation:
��� � ∈ ������������ (14)
where � is an outlier if it satisfies any of the two conditions.
� < �1 − 1.50 ���> �3 + 1.5 ���
where �1 and �3 are the first and third quartiles respectively.
Thus, the proposed cataloguing table will contain the information listed below;
 Mean-Total Sunspots μ.




 Total Sunspot Outliers
The above variables have been calculated for whole FF SODISM
images and those results are compared with the ratio FF SODISM results.
This comparison is made to confirm FF calculations provide correct results in






 Interquartile-range- Sunspot Ratio
 Sunspot Outliers Ratio
Table 16: Proposed cataloguing table
Total number of samples � = 206
Test Result
μ (Total Sunspots) 1.87×103
� (Total Sunspots) 1.65×103
Skewness (Total Sunspots) 111×10-2
Med (Total Sunspots) 1.57×103
IQR (Total Sunspots) 2.1×103
Total Sunspot Outliers 7
μ (Sunspot Ratio) 6.6×10-4
� (Sunspot Ratio) 5.8×10-4
Skewness (Sunspot Ratio) 113×10-2
Med (Sunspot Ratio) 5.5×10-4
IQR Sunspot Ratio) 7.5×10-4
Sunspot Outliers Ratio 7
From the results presented in Table 16, the skewness measure
indicates that the data are normally distributed and thus, the parametric
scores are reliable. It is therefore possible to report that the extensive
evaluation conducted on 206 SODISM data images achieved a mean
sunspot region of 1.87×103 in total, and a corresponding average sunspot
ratio of 6.6×10-4. It can further be deduced that any image picked from the
dataset is expected to have a FF signature of ±3 standard deviation;
moreover, the value of � can be conveniently retrieved from Table 16.
Furthermore, the IQR-based outlier detection has revealed that there are
seven images within the data that lie outside the normal distribution. Hence,
as with any other real-world data, it is expected that these few outliers
(≈ 0.033% of the dataset) will exhibit some irregularities. The FF catalogue
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holds records of SODISM images information; this catalogue will organize as
follows:
Reading from left to right, the first column records the sunspot date in the
dd/mm/yy format, the second column indicates the time of sunspot in
SODISM, and the third is the equivalent time in NOAA catalogue. The fourth
and fifth columns show the number of sunspots in SODISM images and the
equivalent number of sunspots in the NOAA catalogue. The location of
sunspots captured by SODISM is recorded in the sixth column, and the size
of sunspots in SODISM catalogue is shown in column seven. Finally, the
filling factor ratio shows in the final eighth column. Figure 97 shows an
example for the FF catalogue.
Figure 97: Filling factor catalogue for SODISM images
The data is available from August 2010 to January 2014, and that explains
that figures 98 shows only one month in 2014.
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Figure 98: Sunspot areas extracted from SODISM by the automatic method and sunspot areas
provided by NOAA in Aug. 2010-Jan 2014
The daily sunspot areas illustrated in figure 98 extracted by the
automatic method from SODISM images are compared with those available
as TXT files at NOAA catalogue. The horizontal axis represents the date of
image capture, the vertical the sunspot area, in units of millionths of a solar
hemisphere. The correlation coefficient in the same tendency is 93% shown
in figure 99.
Figure 99: The correlation coefficient between NOAA and SODISM sunspot areas
This high accuracy of recognition appears to indicate that the method works
well.
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The discrepancy in figure between the SODISM and NOAA catalogues may
be caused by comparing of SODISM and NOAA images on the same days
without accounting for varying collection time. Moreover, the effect caused by
instrument noises indistinguishable from smaller sunspots leads to sunspot
false identification.
4.4 Conclusion
This chapter has shown that the SODISM FF catalogue created in this
research is a novel means of summarizing information and details of
available SODISM images including size, number and location of sunspots.
The comparison has been made between SODISM catalogue and
NOAA catalogue relating to a number of sunspots detected in the same time
period. Their location, size and the accuracy of comparison for the period
August 2010 to January 2014 shows a correlation coefficient of 95.17%.
Moreover, the sizes of sunspots are matching 93% in NOAA catalogue.
In summary, an innovative statistical means has been presented to
characterise SODISM data. The afore-defined metrics present researchers
with a new method of summarising hundreds of experiments in a concise
and easily understood manner. The catalogue can then be used as a
template to conduct comparisons. Should researchers embark on a study
similar to this thesis, it is hoped that they will use this novel procedure to
present their results as a means for comparison
A significant practical contribution to a field of knowledge has also
been provided in that a cataloguing procedure has been proposed and
implemented, which gives a clear representation of the SODISM data. It is
hoped that the proposed technique will assist researchers in their future work.
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CHAPTER FIVE
5. System evaluation and assessment
5.1 Assessment of image quality enhancement algorithm
Two approaches to evaluate the performance of the proposed image
quality enhancement algorithm have been adopted; visual observation and a
metric-based method. Observation of the visual representations has already
been described in Chapter 4 (Section 4.2). Here, a mathematical metric
approach is used to assess whether significant improvement has been
achieved. The mean square error (MSE) was used as a measure of accuracy,
and was then compared with the bicubic interpolation method. Interestingly,
the results show a clear improvement for the maps of the five wavelengths,
and the MSE calculated for the proposed technique is less than that of the
bicubic method. Table 17 shows the results for a sample image. Furthermore,
Figure 100 illustrates the detailed results for all wavelengths. As a second
metric for comparison, the peak signal-to-noise ratio (PSNR) was computed.
An example of the results for images taken on 1st October 2011 is shown in
Table 18, and once again the proposed technique proved superior to both the
bicubic and WZP techniques. The superiority of the proposed technique is
clear again in Figure 101, where, during the lifetime of SODISM, the
enhancement technique showed better results in resolution than other
methods, both visual assessment and quantitative calculation assessment,
confirming the efficacy of the proposed enhanced method. Additionally,
Structural Similarity Index Metric (SSIM) has been calculated in the proposal
method and bicubic interpolation technique, and an example of the results is
shown in table 16 for five wavelengths.
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Table 17: Comparison of MSE and SSIM values obtained by bicubic interpolation and using the
proposed technique for images at different wavelengths taken on 1st October 2011










215 nm at 02:55 19.6×10-3 5×10-3 595×10-3 785×10-3
393 nm at 02:47 96.6×10-3 24×10-3 654×10-3 800×10-3
535 nm at 12:30 191×10-3 48.9×10-3 690×10-3 828×10-3
607 nm at 01:01 353×10-3 89.6×10-3 720×10-3 848×10-3
782 nm at 02:07 308×10-3 79×10-3 701×10-3 802×10-3
The proposed method works well with all five wavelengths, despite the
fact that images at each wavelength are of varying quality and resolution,
and the results show a consistent improvement even with the poor quality of
images taken at a wavelength of 215 nm.
The Structural Similarity Index Metric (SSIM) is more accurate and
more consistent than MSE and PSNR.SSIM is also high performance
(Varnan et al., 2011), the greater values shows greater image similarity, in
table 17 shows that proposal method values of SSIM is greater than bicubic
method.




Peak signal-to-noise ratio (PSNR)
Bicubic interpolation WZP Proposed technique
215 nm at 02:55 4115×10-2 4703×10-2 4710×10-2
393 nm at 02:47 3421×10-2 4021×10-2 4024×10-2
535 nm at 12:30 3124×10-2 3522×10-2 3717×10-2
607 nm at 01:01 2859×10-2 3452×10-2 3454×10-2
782 nm at 02:07 2917×10-2 3504×10-2 3509×10-2
Figure 101 shows that the PSNR for the proposed technique has
greater values than the WZP and bicubic techniques; thus, the results confirm
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the superiority of the proposed method. To support the enhancement results
of the proposal method, NAE, SC and NCC have been calculated. Table 19
shows the normalized absolute error is very low for all wavelengths, and the
NCC is approximately (0.96) which reflects excellent correlation between the
original and enhancement images, and low values of Structural Content
shows its good quality images (Memon, Unar and Memon, 2015) while the
bicubic method shows high NAE, which indicates the proposal enhancement
method achieved excellent results compared with the bicubic interpolation
method. Moreover the high Structural Content in bicubic interpolation
indicates a poor image (Memon, Unar and Memon, 2015).
Table 19: Comparison of NEA, NCC and SC values obtained by bicubic interpolation and using the
proposed technique for images at different wavelengths taken on 1st October 2011
Wavelength and a





NAE NCC SC NAE NCC SC
215 nm at 02:55 23.02×10-2 641×10-3 1962×10-3 25.9×10-3 960×10-3 1002×10-3
393 nm at 02:47 23.01×10-2 608×10-3 1958×10-3 25.9×10-3 959×10-3 1002×10-3
535 nm at 12:30 23.01×10-2 609×10-3 1958×10-3 25.9×10-3 959×10-3 991×10-3
607 nm at 01:01 23.01×10-2 609×10-3 1958×10-3 25.9×10-3 959×10-3 992×10-3
782 nm at 02:07 23.03×10-2 608×10-3 1958×10-3 25.9×10-3 959×10-3 1000×10-3
Additional calculations have been completed for all data set to compare
Normalized absolute error (NAE), Normalized Cross-Correlation (NCC) and
Structural Content (SC). The results set out on table 19 support the previous
assumptions, where the NCC >0.9 on all images, and this indicates a good
match (Rao, Prathapani and Nagabhooshanam, 2014) between the
benchmark and enhancement images. Furthermore, NAE is less than 26×10-3
in all enhancement images, and this small value reflect excellent
enhancement image results (Khidse, 2014). Finally, measurement of image
quality after enhancement is very important to numerous image processing
applications. The mean-squared-error (MSE) is the simplest, and the most
widely used. Particularly, SSIM has been added to support the evaluation
method.
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Figure 100: Comparison of MSE values obtained by bicubic interpolation and the proposed technique
for images at 5 wavelengths taken over the period 2010-2014: (a) 215 nm, (b) 393 nm, (c) 535 nm, (d)












Figure 101: Comparison of PSNR values obtained by bicubic interpolation, WZP and the proposed
technique for images at 5 wavelengths taken over the period 2010-2014: (a) 215 nm, (b) 393 nm, (c)
535 nm, (d) 607 nm, (e) 782 nm
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Figure 102 shows that the average value of NAE for the proposed technique
has lower values than the bicubic technique; thus, the results confirm the
superiority of the proposed method. To support the proposal method of
enhancement results, the average values of the NCC have been shown in
figure 103, and the values of NCC for the proposed method are greater than
the bicubic interpolation method, therefore new evaluations show that the
proposed enhancement method achieved its goal with excellent results. .
Figure 102: Comparison of average NAE values obtained by bicubic interpolation, and the proposed
technique for images at 5 wavelengths taken over the period 2010-2014
Figure 103: Comparison of average NCC values obtained by bicubic interpolation, and the proposed
technique for images at 5 wavelengths taken over the period 2010-2014
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5.2 Assessment of segmentation algorithm
Once again, two approaches were used to evaluate the segmentation
performance: firstly, visual observation was used to compare the output of the
segmentation algorithm with the ground truth results. Samples of the
segmentation output are shown in Figures 104-106.
Figure 104: Visual matching of sunspot position after detection for image at 782 nm taken on 1st
October 2011
Figure 104 shows that sunspots are matched in the same location and
are of the same size. Therefore, visual assessment shows perfect matches.
In Figure 105, the images at the 607 nm wavelength illustrate the visual
assessment, and Figure 106 shows an example of a 535 nm wavelength
image where a visual match was made between the original and the sunspot
image.
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Figure 105: Figure 105: Visual matching of sunspot position after detection for image at 607 nm taken
on 3rd November 2011
Figure 106: Visual matching of sunspot position after detection for image at 535 nm taken on 7th
October 2012
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Finally, Figure 107 shows the results of visual assessment applied to a
393 nm wavelength image, which illustrates that sunspots are matched at the
same location as the original image.
Figure 107: Visual matching of sunspot position after detection for image at 393 nm taken on 7th
October 2012
5.3 Filling factor assessment
Obvious improvements were observed in the FF calculated at 535 nm
and 393 nm wavelength images before and after applying the proposed
enhancement techniques. The calculations presented in Tables 20 and 21
show the results for the enhanced images with values nearer to those of the
benchmark images, and Figure 108 shows the details of the comparison.
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Figure 108: Compression procedure for the FF results
Table 20 shows the FFs for the benchmark images taken at a 393 nm








Table 20: FF for the benchmark images at 393 nm, on 1st October 2011
Idx RI RO Strip area/ pixel Sunspot area pixels
1 0 0.07 1.2×104 54607×10-2
2 0.07 0.16 5.2×104 56390×10-2
3 0.16 0.25 9.3×104 6403×10-2
4 0.25 0.35 1.5×105 17000×10-2
5 0.35 0.45 2.0×105 57800×10-2
6 0.45 0.55 2.5×105 21484×10-2
7 0.55 0.65 3.0×105 183416×10-2
8 0.65 0.75 3.5×105 5500×10-2
9 0.75 0.85 4.0×105 5100×10-2
10 0.85 0.95 4.5×105 0
11 0.95 1 2.4×105 3000×10-2
Number of feature pixels: 4107
Table 21 shows the FFs for an enhanced image at 393 nm taken on
1st October 2011 with a total of 4132 pixels, and Table 21 shows the FFs for
test images at the same wavelength and with a total of 900 pixels.
Table 21: FF for enhanced image at 393 nm, taken on 1st October 2011
Idx RI RO Strip area/pixel Sunspot area pixel
1 0 0.07 1.2×104 13544×10-2
2 0.07 0.16 5.2×104 82456×10-2
3 0.16 0.25 9.3×104 5600×10-2
4 0.25 0.35 1.5×105 10375×10-2
5 0.35 0.45 2.0×105 62737×10-2
6 0.45 0.55 2.5×105 6220×10-2
7 0.55 0.65 3.0×105 211069×10-2
8 0.65 0.75 3.5×105 6800×10-2
9 0.75 0.85 4.0×105 3600×10-2
10 0.85 0.95 4.5×105 2800×10-2
11 0.95 1 2.4×105 8000×10-2
Check column sums: 4132
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Table 22: FF for a test image at 393 nm, taken on 1st October 2011
Idx RI RO Strip area/ pixel Sunspot area pixel
1 0 0.07 3.1×103 12773×10-2
2 0.07 0.16 1.3×104 8727×10-2
3 0.16 0.25 2.3×104 0
4 0.25 0.35 3.8×104 4500×10-2
5 0.35 0.45 5.0×104 9600×10-2
6 0.45 0.55 6.3×104 30000×10-2
7 0.55 0.65 7.6×104 23700×10-2
8 0.65 0.75 8.8×104 400×10-2
9 0.75 0.85 10.1 ×104 0
10 0.85 0.95 11.4×104 300×10-2
11 0.95 1 6.1×104 0
Number of feature pixels: 900
The percentage between the benchmark and test image from one side,
and the benchmark and enhancement image from the other side shows that
the enhanced image is closer to the benchmark image, as seen in Table 23.
This comparison is made using the following equation;
��������� % = ����ℎ����−���� �� ��ℎ���ℎ��
����ℎ����
(14)
Table 23 shows that the enhanced images (seven cases) are close to
the benchmark, and the total number of pixels from the enhanced method
almost matches the benchmark with a difference of only 0.6%.
The results in table 23 used “” to indicate that the enhanced images
are closer to the benchmark images than the test images and “×” for the
opposite case, while "0" is entered if there is no value.
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Figure 109: Visual comparison shows matching sunspots with the benchmark image in a 393 nm
example
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Figure 109 also shows the results for images at 393 nm, where the
detected sunspot and the benchmark image closely match. Repeating the
same comparison with data at the 535nm wavelength gave the results
presented in Table 23 for benchmark images. FFs for enhanced images in
table 24, and FFs for test images in table 25, have been captured on the
same date to make a comparison between the enhancement images and
test images. The results in table 26 show six cases where the enhanced
images are closest to the benchmark image.
Table 24: FFs for benchmark images at 535 nm on 1st October 2011
Idx RI RO Strip area/ pixel Sunspot area pixel
1 0 0.07 1.2×104 0
2 0.07 0.16 5.2×104 1.1×103
3 0.16 0.25 9.3×104 0
4 0.25 0.35 1.5×105 0.1×103
5 0.35 0.45 2.0×105 0
6 0.45 0.55 2.5×105 0.5×103
7 0.55 0.65 3.0×105 1.2×103
8 0.65 0.75 3.5×105 0.8×103
9 0.75 0.85 4.0×105 0.6×103
10 0.85 0.95 4.5×105 0
11 0.95 1 2.4×105 0
Check column sums. 3975
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Table 25: FFs for enhanced image at 535 nm taken on 1st October 2011
Idx RI RO Strip area/ pixel Sunspot area pixel
1 0 0.07 1.2×104 0
2 0.07 0.16 5.2×104 1.1×103
3 0.16 0.25 9.3×104 0
4 0.25 0.35 1.5×105 0.1×103
5 0.35 0.45 2.0×105 0
6 0.45 0.55 2.5×105 0.4×103
7 0.55 0.65 3.0×105 1.1×103
8 0.65 0.75 3.5×105 0.9×103
9 0.75 0.85 4.0×105 0.4×102
10 0.85 0.95 4.5×105 0
11 0.95 1 2.4×105 0
Check column sums 4052
Table 26: FFs for test image at 535 nm taken on 1st October 2011
Idx RI RO Strip area/ pixel Sunspot area pixel
1 0 0.07 3.1×103 0
2 0.07 0.16 1.3×104 0.3×103
3 0.16 0.25 2.3×104 0
4 0.25 0.35 3.8×104 0.02×103
5 0.35 0.45 5.0×104 0
6 0.45 0.55 6.3×104 0.1×103
7 0.55 0.65 7.6×104 0.3×103
8 0.65 0.75 8.8×104 0.3×103
9 0.75 0.85 10.1 ×104 0.01×103
10 0.85 0.95 11.4×104 0
11 0.95 1 6.1×104 0
Check column sums: 1114
Table 26, as previously mentioned, shows the comparison between the
results of the benchmark, the enhanced and the test images. The results
show that enhanced images match the benchmark images more closely than
the test images, again supporting visual and computational results as
previously stated.
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Again as in table 23, the results in table 27 use “  ” to indicate if the
enhanced images are closer to the benchmark than the test images, and “×”
for the opposite case, while "0" indicates there is no value.



















Finally, more assessments have been made by visual comparison and figure
110 shows a random example for W.L 535 nm shows the results of a
sunspot in benchmark image is closer to the improved image than the test
image.
Figure 110: Visual comparison of sunspots with the benchmark image for an example at 535 nm
5.4 Summary
According to the peak signal-to-noise ratio (PSNR) and the mean
square error (MSE) results in Figures 100 and 101, the results of the
proposed method indicate a better performance compared with those of the
bicubic methods. Additionally, figure 102 and 103 for NEA and NCC shows
the superiority of the proposed method, and the values of SSIM in table 17
show that the proposed techniques have delivered a good performance
Furthermore, the results displayed in Tables 23 and 27 concerning the
enhancement method, which was applied to images of 393 nm and 535 nm
wavelengths ,show that the values of the enhanced images are closer to
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those of the benchmark than the test images, reflecting the improvement in
the enhanced images. By choosing random images to show the matching of
segmentation results with benchmark images (as shown in Figures 104-106),
another comparison has been conducted in this chapter. All results from the
NAE, NCC, CS, PSNR, MSE, SSIM and FF calculations, besides the visual
comparisons, indicate that the proposed methods have been successful in
achieving the aim of this study. In this chapter, different performance
measures were used to evaluate the proposed algorithms for image quality
enhancement and segmentation. Furthermore, the FF calculations have
been used to compare SODISM and SOHO data. In all of the assessments,
the proposed algorithms demonstrated excellent performance in comparison
with existing techniques. Additionally, SSIM have been calculated, and the
average for the proposal method was 0.82, very close to the unit 1 which
represents the original image values. It is also better than the values of the
bicubic method, and the NAE of proposal method is <0.025, which reflects
good results, and NCC shows high image qualities in all wavelengths.
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CHAPTER SIX
6. Conclusion and future work
6.1 Overall conclusion
The main achievement of the research described in this thesis is the
design of a collection of algorithms related to the automatic detection of solar
sunspots from SODISM images, which have been developed from multiple
technologies. Furthermore, the effectiveness of the use of a novel method for
the enhancement of SODISM images taken at different wavelengths has
been demonstrated. A further achievement is the development of a FF
catalogue for SODISM images for use by researchers. This outcome is
unique because previously no reliable FF catalogue for SODISM images has
been available for use in conducting scientific comparisons between different
wavelengths.
6.2 Detailed conclusions
The goals and specific achievements of this thesis are outlined as
follows in relation to the objectives set out in Chapter 1.
 One objective was to: “To develop a new image de-noising procedure to
reduce noise in solar images using a wavelet transform-based method,
to improve the peak to signal noise ratio (PSNR) and Image quality
assessment parameters such as MSE , SSIM , SC, NCC, and NAE are
carried out for comparing performance”
This goal was achieved in the third chapter, where a system for the
automatic detection of sunspots was proposed. The system entails the
development of a variety of algorithms. Firstly, a method for enhancing
image quality and resolution was proposed. This method used a combination
of discrete and stationary wavelet decomposition for five wavelengths before
using the discrete wavelet transform, which has been proven to give a
superior performance compared with existing image enhancement
techniques. Its excellent performance was confirmed by the results of a
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thorough evaluation, which used visual observation, as well as the
calculation of the MSE and PNSR values.
In order to improve the visibility of solar features, such as sunspots, in
images at five wavelengths, a combination of discrete and stationary wavelet
decomposition was used for the enhancement of resolution in SODISM
images. The practical implementation is described, and an evaluation has
been presented regarding the effectiveness of the segmentation of SODISM
features using algorithms and focusing on sunspots. Additionally, a
substantial volume of available SODISM data (around 900 images) was used
to compare the performance of the proposed technique with images at
different wavelengths, and other interpolation techniques. It is clear from
Figures 30-39, that the images enhanced by the proposed technique are
sharper and cleaner than those from other methods.
Furthermore, the quantitative comparisons of the PSNR and MSE also
confirm the effectiveness of the proposed method in enhancing resolutions.
In all cases, the proposed technique shows good performances in terms of
PSNR, MSE, and visual clarity. A further test was carried out using the
proposed enhancement technique, where the sunspot regions in the
benchmark, enhanced and tested images at 393 nm and 535 nm
wavelengths were all segmented in an equivalent manner. A numerical
comparison of the segmentation results was also applied. Using the
enhanced images for segmentation, and calculating the resulting FFs
represented a further test of the proposed technique, which was applied to
the sunspot features identified in 393 nm and 535 nm images from SODISM.
The results showed that an improvement is possible by first enhancing the
test images using the proposed technique. Moreover, from inspecting the
overall results, the FF assessment shows that the enhanced images are
closer to the benchmark images than the test images. This represents
improvement in enhancement images while keeping the original details.
 A further two objectives were to: “Develop a new algorithm to detect solar
features in five different SODISM wavelengths and calculate their filling
factor” and to “Provide visual maps for the segmented solar features.”
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These objectives were also achieved in the third chapter and the FFs
were discussed in the fourth chapter. The new segmentation method
improves the automatic detection of sunspots in solar images, and the
methods used in this thesis provide two different approaches to detect
segmented sunspots in a solar image. The first method, which was applied to
the FITS images at wavelengths 535 nm, 607 nm and 782 nm, can be used
for automatic sunspot detection in full solar disc images. The second method
can be used after the automatic image cleaning procedures for the
elimination of limb darkening and noise removal. A combination of algorithms
was used to provide a new image enhancement approach, and many filters
were used to reduce the effect of noise, artefacts, and unwanted features.
Automated sunspot detection saves time by reducing the need for analysis,
and providing a more accurate identification of sunspots as a consequence.
Also, a novel image segmentation pipeline has been proposed, developed
and integrated into the system. Accordingly, the two proposed algorithms
combined with morphological and image differencing operations, form part of
a completely automatic sunspot detection system. A thorough evaluation of
each component of the detection system was conducted with multiple
images. Two different image formats for the SODISM data acquired from
PICARD were used.
This work has also shown that, despite degradation in the quality of
SODISM images, the automatic detection of sunspots is possible with
suitable pre-processing procedures. Moreover, the proposal of a novel
method to summarise results a significant contribution to knowledge. The
cataloguing procedure presented in Chapter 4, gives a clear representation
of the analysis results of the SODISM data.
Comparisons have been conducted between the results from the
automated segmentation using algorithm 3 with data from the NOAA
catalogue, and the overall sunspot recognition rate is approximately 98%, as
shown in Table 7. These results provide excellent matches with the NOAA
catalogue, and provide strong supporting evidence for the efficacy of the
proposed automatic method. Despite success in four wavelengths, the only
method with weaknesses in the segmentation was at 215 nm; this may be
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because they are very noisy images and have a short operating time. As
mentioned in Figure 41, channel 215 lost more than 90% of the normalized
intensity, and this may have caused the degradation. Finally, another
weakness concerning the FF is the lack of any other available source for
comparison, except with SOHO.
Based on results and despite the low resolution qualities of some
wavelength images, the methods achieve the goals set, and provide clearly
segmented maps, and assessment by visual inspection or by mathematical
calculation illustrates the efficiency of the methods. In other words, the
evaluation of the performance of this method, specific to solar application,
demonstrates clear visual results.
 The third objective for this study was to: “Provide comparisons between
SODISM images and SOHO images for the same time period” and to
“Provide a Filling Factor catalogue for SODISM images”
This was achieved in the fourth chapter in which the FF catalogues of
SODISM images were calculated, and their accuracy was investigated
through comparisons with the SOHO images for the same period. At 535 nm,
the correlation coefficient between the two datasets was found to be 98.5 %,
while at 607 nm it was 99% for the SOHO images. This may be related to the
fact that the SOHO data corresponds to a different wavelength (676.8 nm)
from that of the SODISM images. However, this is the first automated
method to achieve≈0.99 corrections between SOHO and SODISM in the FF
ratio. Moreover, the statistical calculations in Table 15 provide
measurements for skewedness, and indicate that the data is normally
distributed. Therefore, the parametric scores can be relied upon, providing
confidence that the method applied to the SODISM data achieved a mean
sunspot region of 1.876×103, and a corresponding average sunspot ratio of
6.62×10-4. Furthermore, it was deduced that any image picked from the
dataset could be expected to have a FF signature of ±3 standard deviations,
and the value of σ can be conveniently retrieved from Table 16. Finally, the
IQR-based outlier detection conducted has revealed that seven images
within the data lie outside the normal distribution. Hence, like any other real-
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world data, it is expected that these few outliers (≈0.032% of the dataset) can
exhibit a few irregularities. Generally, the previously defined metrics present
researchers with a new method of summarising hundreds of experiments in a
more concise manner. To show the detection result, the comparison has
been made between the SODISM catalogue and the NOAA catalogue in the
following categories; number of sunspots detected their location and size,
their time of capture. The accuracy comparison for period August 2010 to
January 2014 shows a correlation coefficient of 95.17% Figure 97. Moreover,
the sunspot sizes are matching 93% in the NOAA catalogue (Figure 98).
Overall, the statistical means of characterising the SODISM data presented
here are new to the research community. Therefore, the FF catalogue can be
used as a template to conduct comparisons. Should researchers embark on
work similar to that presented in this thesis, it is hoped they will utilise this
procedure and present their results for comparative analysis.
 The final objective of this research was to: “Provide evaluation techniques to
assess the accuracy of segmentation”.
The evaluation methods used have met this study’s aims and objectives.
Three techniques, explained in the fifth chapter, were adopted to achieve this
goal. The first technique involved a visual assessment, which involved
labelling the segmented image in red or white, and superimposing it on the
original image. This method was helpful in determining features, but not fully
accurate, because some of the smaller sunspot detection could be missed
due to the lack of visibility and human error. Indeed, tiny sunspots are difficult
to identify by the human eye (Colak and Qahwaji, 2007). The second
assessment technique supported the first, and was achieved by comparing
the results with other reliable results; this meant a comparison with the
NOAA catalogue, where the calculated corrections were 98% (Table 7).
Moreover, over the lifetime of SODISM this was 95.17%. This assessment
suggests that the automated segmentation approach successfully achieved
the goals.
The third assessment concerned the FF calculations, which adopted
two methods. Firstly, a comparison of the SOHO FF was calculated using
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different methods over the same time period with SODISM FFs, and at three
different wavelengths, namely 535 nm, 607 nm and 782 nm. The resulting
correlation coefficients were 98.5%, 99%, and 93%, respectively. These
results reflect the strong correlation between the SOHO FF results and the
SODISM FF results. The best wavelength at which to automate
segmentation to detect sunspots is 607 nm, and the second best is 535 nm.
Figures 75 and 78 show W.L 535 and 607 compared with the SOHO FF ratio,
but this is most evident over the period from 22th September 2010 to 29th
September 2010, when there is a somewhat lower correlation coefficient
(0.95 for 607 nm). Nevertheless, this is still better than those from
wavelength 535 nm for the same period, which shows a correlation of 0.92.
By inspecting SODISM images over this period, it was shown that some
images are brighter than the rest and this might affect the segmentation
results.
Secondly, a statistical method, shown in Table 16, was used; more
specifically, the parametric measures employed were three statistical tests,
namely mean, variance and skewness. Moreover, the hand median and
inter-quartile ranges (IQR) were used as the non-parametric measures.
Parametric and non-parametric statistics (Sheskin, 2003) were used to
describe the data. This has been discussed in the previous section and is
considered a novel method to describe SODISM FF results because this is
the first study to adopt it for such a purpose.
6.1.3 General conclusion
The main achievements of this thesis are the development of a method to
enhance SODISM images and the provision of an automatic method for
SODISM image segmentation. However, the particular contribution of this
research is that it is probably the first study to develop a SODISM image FF
calculation, and to compile catalogues for the results. This thesis addresses
the problem of enhancing and segmenting SODISM images using novel
methods. These methods combine the sound practice of tried and tested
approaches and the innovative approaches associated with new technology,
thus exploiting a combination of advantages to achieve the goals of the study
to overcome the challenges associated with SODISM images, including poor
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quality and the lack of a comparative reference. These problems were
overcome using a new statistical method as well as FF, and by a comparison
with reliable results in SOHO. The most important lesson, and therefore
knowledge gained, was that accurate data pre-processing enhanced the
segmentation results, and therefore achieved the thesis aims. Despite these
successes, some aspects remain for future research due to a lack of time. A
further limitation was the enhancement for wavelength 215 nm, which for this
study’s method does not provide acceptable results. This could be due to
many factors, such as the presence of a lot of noise and the darkening at this
wavelength; as such, these images need further experimentation and
analysis to successfully extract sunspot maps from this wavelength. In
addition, the SODISM instrument’s point spread function (PSF) effect, which
uses a small sunspot (less than a pixel) after applying the enhancement
method, and SODISM images, may be corrected. This can be addressed by,
first estimating the point-spread-function of the blurring process, and then by
applying an inverse de-blurring transformation. Moreover, it is possible to
quantify the gain with this new technique. Indeed, the resolution
enhancement for SODISM images is a promising future area of investigation
because this is still a pure research area.
The comparison and data from this research could encourage new research
into SODISM images as the scientific applications of this study have
contributed valid information for a FF catalogue and presented a database
for future work. However, further investigation is required to study the
evolution of FF over a longer period, as required with any satellite. Thus, the
limitations of this work will be addressed in the future work section as
potential areas of development.
6.2 Future work
SODISM images remain a potential area for further study, as this is the
first thesis in this area, to the best of the researcher’s knowledge, although
there are many incomplete works. Therefore, for future research, the
simplest extension of the work presented here would be to continue the
study in its current form. Different methods have been presented for
segmentation and enhancement, which are supported by the results and
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assessment methods; however, there are still many different adaptations,
experiments, and tests that have not been investigated due to a lack of time
and the huge volumes of data produced by the PICARD satellite that could
provide a target for further scientific research, The research presented in this
thesis can be further extended by considering the following suggestions:
 The enhancement method presented in Chapter 3, can be developed to
improve the resolution image pixel for SODISM images. This could be
achieved through adopting enhancement operations, (such as the
Fourier transform) for the SODISM images and by conducting a
comparison with the results.
 A comparison could be conducted between the FF of SODISM images
over the lifetime of a satellite and other FF calculations from SDO
(should more calculations become available in the future). From this, it
could be possible to develop the method by separating the umbra and
penumbra in order to extract information on the umbra of the spot, and
to obtain more information on the formation and evolution of sunspots.
 Another new area for future work could be the identification of a unified
system for detecting and tracking active regions (AR) on the solar disk
in SODISM images, which accords with NOAA detection and
calculation properties, and includes magnetic and chromospheric
properties. This could enable an investigation into the relationship
between the properties of other solar activities, such as Coronal Mass
Ejections (CME), and the evolution of these properties in relation to
flares, flare classes, and flare properties.
 Furthermore, bright region detection could be investigated in future work,
whilst the design of automated systems for detecting bright regions,
calculating their FF and comparing them with other satellites, such as
SDO, could also be considered. It is worth noting that, at this point in
time, there is no comparative research for this study. The limitation with
ghosts in images, which impacts on the effectiveness of this
enhancement method, is a further area of future research. Such work
could isolate the ghost from the image before applying pre-processing
approaches; this could lead to the resolution of problems in, and
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development of, a method for SODISM that helps to extract a bright
regions map.
Further investigation is required to analyse SODISM images and a
number of sunspot properties in relation to different flare intensities. This
might mean utilising other technologies, such as feature selection or machine
learning algorithms, or investigating data extracted from other satellites, such
as SDO images, to extract further findings and confirm the knowledge gained
from this study over a longer period. This could improve the catalogue and
add FF sunspots in far more detail than previously available.
6.3 Research resources
In this research, the following resources have been adopted:
 C++ and MATLAB programming languages were adopted to implement
the IMC model, in Chapter 3. The programs calculated the NAE, C S,
NCC MSIM, MSN and PSNR. An executable program was included in
the CD attached to this thesis.
 C++ programming language was adopted to implement the association
algorithms, in Chapter 3 and 4. The program associated the FF.
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