In this paper, we propose a new approach that consists of the extended compact genetic algorithm (ECGA) and split-ondemand (SoD), an adaptive discretization technique, to economic dispatch (ED) problems with nonsmooth cost functions. ECGA is designed for handling problems with decision variables of the discrete type, while the decision variables of ED problems are oftentimes real numbers. Thus, in order to employ ECGA to tackle ED problems, SoD is utilized for discretizing the continuous decision variables and works as the interface between ECGA and the ED problem. Furthermore, ED problems in practice are usually hard for traditional mathematical programming methodologies because of the equality and inequality constraints. Hence, in addition to integrating ECGA and SoD, in this study, we devise a repair operator specifically for making the infeasible solutions to satisfy the equality constraint. To examine the performance and effectiveness, we apply the proposed framework to two different-sized ED problems with nonsmooth cost function considering the valve-point effects. The experimental results are compared to those obtained by various evolutionary algorithms and demonstrate that handling ED problems with the proposed framework is a promising research direction.
INTRODUCTION
As the energy crisis is coming in the foreseeable future, especially the shortage of oil and other natural resources, studies on power systems become more and more important. Among all aspects of power systems, including generation, reservation, distribution, transmission, etc., the economic dispatch (ED) problem, consisting of several different aspects, is an important function in the power system operation. Economic dispatch refers to the problem of appropriately allocating generation among the generators to satisfy the specified constraints, such as the minimum output and maximum output of each generator, as well as to meet the exact given power demand. Traditional mathematical approaches, such as Lagrangian multipliers, cannot be used to solve the ED problem for modern generation units because the cost function for modern generation units does not possess the property required by the traditional approaches, such as monotonic increase. Moreover, the cost function of the ED problem is usually highly nonlinear and has a lot of local optima. As a consequence, even if there exists some way to transform the cost function to certain form that can be handled by a traditional method, the obtained solutions may still be the local optima instead of the global one due to the approximation or relaxation.
Thanks to the importance of and the challenge posed by the ED problem, researchers have been making numerous attempts to find or to develop suitable methodologies for obtaining better solutions. Among the promising sets of optimization techniques for tackling the ED problem are the methods proposed in the domain of evolutionary computation (EC). According to the optimization paradigm of most EC methods, the cost function of an ED problem can be simply considered as a black-box to optimize, and therefore, no special requirement for the cost function to satisfy. There have been a number of studies on the use of EC methods to handle the ED problem, including evolutionary programming (EP) [15, 9, 12] , genetic algorithms (GAs) [14, 11, 4, 13, 2] , and particle swarm optimization (PSO) [8] , and the like. In this research project, we continue to explore the possibilities along the line and successfully employ a new integrated framework in the domain of evolutionary computation. In particular, the framework consists of an optimization engine: the extended compact genetic algorithm (ECGA), designed for binary variables, and an interface: split-on-demand (SoD), discretizing the continuous variables. The integration of ECGA and SoD solves a 3-unit ED problem as other algorithms do and obtains the currently best known solution for a 40-unit ED problem.
The remainder of the paper is organized as follows. Section 2 presents the formulation for the ED problem adopted in this study. Section 3 describes in detail the real-coded ECGA, which is composed of ECGA and SoD, as well as the constraint handling method. The ED problems for experiments introduced and the numerical results are shown in section 4, followed by the summary and conclusions of this paper in section 5.
ECONOMIC DISPATCH
The problem of economic dispatch (ED) for power systems is to find the optimal combination of power generations that minimizes the total generation cost while satisfying the specified equality and inequality constraints. In order to model the ED problem, a simplified cost function [1] of each generator which is represented as a quadratic function can be described as
where
• C: the total generation cost;
• J: the set for all generators;
• Pj: the electrical output of generator j;
• Fj: the cost function for generator j;
• aj, bj, cj: the cost coefficients for generator j.
In the real world, the total generation have to be equal to the total system power demand plus the transmission network loss. However, for simplicity, the network loss is not considered in this work as in many studies. Thus, the constraints for the ED problem include two main parts. The first part is the equality constraint. The total system demand must be equal to the sum of the output of all generators, which can be formulated as
where D is the total system demand. The other part is the inequality constraint. The generation output of each generator has to be in the range of its minimum output and maximum output. An the inequality constraint for generator j can be put as
where Pjmin and Pjmax are the minimum and maximum output of generator j, and Pj is the desired output. In reality, the objective function of the ED problem is more complicated because of the valve-point effects, the change of fuels, and the other practical factors. Therefore, the nonsmooth cost functions should be considered instead of Equation (1), which is the most simplified form. The inclusion of the valve-point loading effects makes the modeling of the incremental fuel cost function of the generators more practical and closer to that in the real world. Such a model modification increases the non-linearity as well as the number of local optima in the solution space and makes the search algorithm easily trapped in the local optima. The incremental fuel cost function of the generating units with the valve-point loadings [14] can be represented as
where ej and fj are the coefficients for generator j to reflect the valve-point effects. In this paper, we focus on solving the ED problem with the valve-point effects, which is modeled as Equation (4).
REAL-CODED ECGA FOR ED
In this section, we will describe in detail the real-coded extended compact genetic algorithm (rECGA), which is an integration framework of an optimization engine-the extended compact genetic algorithm (ECGA) [5] -and an adaptive discretization method-Split-on-Demand (SoD) [3] . We will first introduce ECGA and SoD, followed by the integration of the two major components. Then, we will present the constraint handling technique employed in the study for handling the equality constraint of the ED problem.
ECGA for Optimization
The extended compact genetic algorithm (ECGA), proposed by Harik [5] , is based on the idea that probability distributions can be used to model the population in genetic algorithms and the choice of a good probability distribution is equivalent to learning linkage between decision variables. The probabilistic models adopted in ECGA are a class of probabilistic models known as the marginal product models (MPMs). ECGA uses MPMs to model partitions of decision variables. The measurement of distribution quality is quantified based on the minimum description length (MDL) principle [10] , which can considered as a realization of Occam's razor. The key concept of MDL is that all things being equal, simpler distributions are better than more complex ones. The MDL restriction penalizes both inaccuracy and complexity, thereby leading to high quality probability distributions.
ECGA can be algorithmically outlined as The complexity measurement of MPM is the sum of Model Complexity, formulated as Equation (5), and Compressed Population Complexity, formulated as Equation (6) .
where N is the population size, and S[I] is the length of the Ith subset of genes.
where E(MI ) is the entropy of the marginal distribution of subset I. According to the MDL principle, the goal for the greedy MPM search is to find an MPM model which has the minimal combined complexity:
Instead of using traditional crossover and mutation operators, ECGA generates the offspring population from the MPM obtained in step 3. By doing such an operation, new individuals are generated without breaking building blocks represented in the form of gene groups. In ECGA, the original framework can only handle binary decision variables. In order to handle the ED problem, of which the decision variables are real numbers, certain technique is in order to interface the optimization engine with the problem. In this study, for the optimization functionality, we employ an ECGA extension, iECGA [6] , proposed to directly handle integer variables in ECGA. For the variable-type interface, we adopt an adaptive discretization method, call split-on-demand, which is described in the next section.
Split on Demand for Discretization
Split-on-demand (SoD), proposed by Chen et al. [3] , is an adaptive discretization method that splits each dimension of a real number into several intervals and encodes these intervals with integers. The principle of SoD is to split the real-number interval in which there are more than a certain number of search points. In order to determine which realnumber interval to split, a split rate γ, where 0 < γ < 1, is employed. Let the population size be N . If an interval contains more than N × γ search points, the interval should be split. By adjusting the split rate, we can control the accuracy of the probabilistic model that we want to build to describe the population as well as avoid using unnecessarily long bit-strings for real-number discretization.
When all split operations are done, i.e., no interval contains more than N ×γ individuals, we decrease the split rate by a factor, , where 0 < < 1. Having a high split rate is similar to roughly dissecting the search space, while having a low split rate is similar to dissecting the search space in detail. Hence, the reason to manipulate the split rate in such a manner is that we would like to keep the population diversity and conduct a coarse-grained global search at the early search stage, to obtain more and more information regarding the solution space and know where to put the search points for finding good solutions as the search process goes by, and at the late search stage, to build accurate probabilistic models for conducting a fine-grained local search. The factor can be used to control the speed of convergence. An appropriate can help the search algorithm to avoid wasting time on useless regions as well as being trapped at local optima and therefore is key to an successful, efficient search process. The pseudo code for Split-on-Demand is shown Figure 1. 
Real-Coded ECGA = ECGA with SoD
The basic idea of the proposed framework for real-coded ECGA (rECGA) is to employ SoD to discretize the population consisting of individuals of continuous decision variables and transform the individuals to those of integer variables. Then, we use ECGA to build marginal product models (MPMs) for the transformed individuals and generate the next generation by sampling the constructed MPMs. The 1: procedure Split-on-Demand 2:
Split(lower bound, upper bound) 3:
γ ← γ × 4: end procedure In rECGA, we use SoD to encode each dimension of the individuals in the population after tournament selection and do the MPM greedy search as in ECGA. At the end of each iteration, local search operators may be employed to improve the obtained solutions with a probability, but in the present work, no local search operator is adopted such that we can more accurately assess the optimization capability of the combination of ECGA and SoD. Furthermore, some constraint handling techniques have to be utilized to handle the equality constraint in the ED problem, and those adopted in the study will be described in the next section.
Constraint Handling
One of the most important topic for solving ED problems is the equality and inequality constraints. These constraints divide the entire solution space into lots of complicated regions. Such a situation prevents many search techniques and optimization algorithms from performing effectively and efficiently on ED problems. Hence, in this study, we devise a constraint handling technique specifically for the ED problem based on the concept of repair. Repairing solutions means transforming infeasible solutions into feasible ones in some way. For the ED problem, although the inequality constraints (Equation (3)) might need handling in traditional mathematical programming methods, they can 
be thoroughly ignored in the framework because the control of decision variable ranges is a built-in functionality of EC methods. As for the equality constraint (Equation (2)), we repair infeasible solutions in the following procedure.
Firstly, we generate a number sequence from 1 to the number of generator with a uniformly distributed random order. Each number in the sequence denotes a generator in the solution which needs repair. The whole sequence means the order in which we process the specified generator. As an example, for five generators, if we randomly generate a sequence: 3, 2, 5, 1, 4, the sequence means that we will firstly process unit 3, then unit 2, unit 5, and so on. In the specified order, we check the equality constraint, i.e., the sum of the total power output has to be equal to the system demand.
If the equality constraint is not satisfied, the output of the current generator is modified according to
where D is the system power demand, LBound(Pi) and UBound(Pi) are the lower bound and upper bound of Pi, i.e., the inequality constraint of Pi. The proposed framework, ECGA with SoD, incorporating the constraint handling technique is able to solve the ED problem effectively. After adopting the described repair mechanism, the real-coded ECGA for tackling the ED problem can be outlined as the following steps:
1. Initialize a population of size N at random according to the constraints posed to the generator output.
Apply tournament selection of size S.
3. Use SoD to encode each dimension of the variables.
4. Model the population composed of the encoded individuals by using a greedy MPM search.
Stop if the MPM model has converged.
6. Generate a new population with the MPM model.
7.
Repair the infeasible individuals in the population.
8. Return to step 2.
In order to observe the effectiveness and to verify the performance of the proposed approach, two ED problems, one consisting of 3 generators and the other consisting of 40 generators, are served as a testbed. The experimental results on the two ED problems are presented in the next section.
EXPERIMENTS AND RESULTS
In this study, we focus on solving the ED problem with nonsmooth cost functions considering the valve-point effects.
The nonsmooth cost functions were described in section 2 as Equation (4). To examine the performance, the real-coded ECGA for ED problems proposed in section 3.4 is applied to two ED problems which were adopted as test problems in the literature [14, 12] . One consists of 3 generator units, and the other consists of 40 generator units. The input data for the 3-generator system are given by Walters and Sheble [14] , and those for the 40-generator system are given by Sinha et al. [12] , respectively. The detailed parameters for the two test problems, including the lower bound and upper bound for the output of each generator as well as the coefficients for computing the cost functions, are given in Tables 1 and 2 . The total power demand for the 3-unit system is 850MW, and the demand for the 40-unit system is 10500MW. It has been proven that for the 3-unit system given by Table 1 , the global optimal solution is 8234.07 [7] . As for the 40-unit system, the global optimal solution has not been determined. To our limited knowledge, the known best solution reported in the literature is 122252.265 [8] .
To conduct the experiments, the parameter settings for the real-coded ECGA are that population size = 400, probability of crossover = 0.975, tournament size = 8, γ = 0.5, = 0.999, and the maximum fitness evaluations is 200000. For each problem, 100 independent trails were conducted to collect statistically significant results. The obtained experimental results for the 3-unit system are given in Table 3 and are compared to those obtained by IEP [9] , EP [15] , and MPSO [8] . The results for the small ED problem demonstrate that ECGA with SoD was able to find the global optimal solution presented by Lin et al. [7] .
For the 40-unit system, the experimental results are compared with those obtained by other methods described by Sinha et al. [12] , such as classical EP (CEP), fast EP (FEP), modified FEP (MEFP), improved FEP (IFEP), as well as the results obtained by MPSO [8] . The minimum costs, i.e., the best solutions, achieved by each method are shown in Table 4 . The best solution obtained by the real-coded ECGA is 121462.3591, which is better than the known best result, 122252.265, reported in the literature [8] . For access and verification purpose, the generator outputs and the corresponding costs of the best solution obtained by rECGA are provided in Table 5 .
Because of the stochastic nature of the methods in evolutionary computation, in order to avoid reporting the result of a "lucky shot" in the 100 independent trials, comparison of the experimental results in a statistical manner should be implemented. First of all, Table 6 shows the range of the results in 100 trials obtained by CEP, FEP, MFEP, IFEP, MPSO, and rECGA, where the listed results except for that of rECGA are provided in [12, 8] Table 2 : Parameters for test case II (40-unit system) with the valve-point loading effect. a, b, c, e, and f are the cost coefficients in the fuel cost function: Fj(Pj) = ajP CEP  10  4  -16  22  42  4  2  ----FEP  6  -4  2  10  20  26  24  6  ---MFEP  -----14  26  50  10  ---IFEP  --2  -4  4  18  50  22  ---MPSO  --------53  47  --rECGA  ---------2  97 1 ble 6, the distribution of the results can be considered better than those for other evolutionary algorithms. Furthermore, to precisely compare the performance of rECGA and MPSO [8] on the 40-unit ED problem, the t-test was conducted to indicate the statistical significance of the obtained results. Since the actual data set of the 100 trials for MPSO is not available, in order to get a fair comparison and assessment, we set up two conditions under which the t-test can be conducted. According to the data given in Table 6 , the first condition is that the MPSO data set contains forty-seven 122252.265, which is the optimum reported for MPSO [8] , and fifty-three 122750, which is the mean value of 122500 and 123000. Table 7 demonstrates the t-test results for condition 1. Given the p-value: 2.26 × 10 −55 , which is much smaller than the commonly used significant levels, such as 0.05 (5%), 0.01 (1%), or 0.001 (0.1%), we can conclude that the performance of rECGA on the 40-unit ED problem is statistically significantly better than that of MPSO on the same problem. For condition 2, the MPSO data set contains forty-seven 122252.265, which is the optimum reported for MPSO [8] , and fifty-three 122500, which is the best value in the range from 122500 to 123000. The t-test results under condition 2 are shown in Table 8 . Due to the change of the standard deviation, the p-value becomes 9.09 × 10 −91 . Such a small p-value prevents us from accepting the null hypothesis, which in this case is interpreted as that the performance of rECGA and MPSO on the test problem is equivalent.
According to the results, we can know that the proposed algorithm performed well on the two test ED problems. In particular, for the 40-unit system, we improved the known best solution from 122252.265 [8] to 121462.3591. The realcoded ECGA is capable of solving ED problems effectively.
SUMMARY AND CONCLUSIONS
In this work, we employed the extended compact genetic algorithm (ECGA) as an optimization engine and split-on- demand (SoD), which is an adaptive discretization method, as a variable-type interface. By combing ECGA and SoD, we proposed the framework of the real-coded ECGA (rECGA) and used rECGA on two economic dispatch (ED) problems for examining the performance. Incorporating with the proposed constraint handling technique, rECGA successfully achieved the global optimal solution of the ED problem consisting of 3 generators and was able to obtain the solutions better than the known best solution reported in the literature for the 40-unit ED problem. Furthermore, the ttest was conducted to demonstrate that the performance of rECGA is statistically significant. The overall results of this study serves two important purposes. The first one is that ECGA with SoD is capable of appropriately handling the ED problem of which the cost function is nonsmooth with the valve-point effect. Since the energy crisis comes closer and closer, power related problems, such as the ED problem, become more and more important. Although the ED problems considered in this study are not the most complicated ones, it is still a promising research direction to employ the proposed framework to tackle the similar problems such that some parts of current power systems might be improved or enhanced.
On the other hand, the results of this study also demonstrate that it is viable to employ an optimization algorithm designed for handling decision variables of the discrete type to handle problems consisting of continuous variables, as long as a suitable interface is adopted. Although many researchers do not consider the variable-type transformation as an issue, in practice, except for some limited cases, most algorithms for discrete variables do not perform well on continuous problems and vice versa. By comparing the real-coded ECGA to the algorithms designed for continuous variables, such as particle swarm optimization (MPSO) and evolutionary programming (IFEP, MFEP, FEP, CEP), this paper provides solid experimental results to serve as the proof of principle for transforming the variable type while retaining the capability of the optimization algorithm.
Finally, the future work includes applying the proposed framework to other important problems as well as developing different integrations of optimization engines and data type transforming techniques. Theoretical understandings for the quality of the transforming techniques, such as SoD and fixed-height histogram, as well as for the interaction between the engine and the interface can also be considered.
