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W E present a new upper bound on
, the maximum size of a binary code of word length and minimum distance at least . The bound is based on block-diagonalizing the (noncommutative) Terwilliger algebra of the Hamming cube and on semidefinite programming. The bound refines the Delsarte bound [4] , which is based on diagonalizing the (commutative) Bose-Mesner algebra of the Hamming cube and on linear programming. We describe the approach in this section, and go over to the details in Section II.
Taking a tensor product of the algebra, this approach also yields a new upper bound on , the maximum size of a binary code of word length , minimum distance at least , and constant weight . This bound strengthens the Delsarte bound for constant-weight codes. We describe this method in Section III.
Fix a nonnegative integer , and let be the collection of all subsets of . We identify codewords in with their support. So a code is a subset of . The Hamming distance of is equal to . The minimum distance of a code is the minimum Hamming distance of distinct elements of . For finite sets and , a matrix is a matrix whose rows and columns are indexed by and , respectively.
For background on coding theory and association schemes we refer to MacWilliams and Sloane [9] . However, most of this paper is self-contained. While we will mention later a theorem on the existence of a block-diagonalization of a -algebra, we prove this theorem for the algebras concerned by displaying an explicit block-diagonalization.
A. The Terwilliger Algebra
We first describe the Terwilliger algebra of the Hamming cube, in a form convenient for our purposes. For background we refer to our notes in Section I-C.
For The isomorphism maintains positive semidefiniteness of matrices. The number and the block sizes and block multiplicities are (up to permutation of the indices ) uniquely determined by the -algebra. So far, this is all standard -algebra theory, but we will need this block-diagonalization of the Terwilliger algebra more explicitly. In Section II, we will specify a matrix with the required properties. It will turn out that can be taken real, that , and that, for , there is a block of order and multiplicity (One may check that indeed (cf. (48) below) and
To describe the image of (2) in (6), define, for :
In Theorem 1 (concluding Section II) we will see that, for , the th block of the image (6) of (2) is the following matrix:
B. Application to Coding
Let be any code. It will be convenient to assume . Let be the set of (distance-preserving) automorphisms of with , and let be the set of automorphisms of with . Let denote the incidence vector of in (taken as column vector). Define the matrices and by and (9) As and are sums of positive semidefinite matrices, they are positive semidefinite. Moreover, and belong to . To see this, define (10) where denotes the number of pairwise disjoint subsets of a set of size , of sizes , respectively, and where the number of triples with and (11) We set if . Then we have the following.
Proposition 1:
and (12) Proof: Consider any , and let be the set of automorphisms of with . So . Let (13) As the value of only depends on , , and , we know that belongs to . In fact (14) where is the number of pairs with , , and . Equation (14) follows from the fact that for any and for all , , , the number of 's of in positions where is , is equal to . As there are such positions, we obtain (14) . Now and Moreover,
and (16) The latter expression follows from (17) which holds since for any pair with , the number of sets with , , and is equal to Since and , and since (18) equation (14) gives (12) .
The positive semidefiniteness of and is by (8) This is a semidefinite programming problem with variables, and it can be solved in time polynomial in . (A generic form of a semidefinite programming problem is: given and real symmetric matrices (of equal dimensions), find that maximize subject to the condition that is positive semidefinite. If all and are diagonal matrices, we have a linear programming problem. Under certain conditions (which are satisfied in the present case), semidefinite programming problems can be solved in polynomial time. For background on semidefinite programming we refer to Todd [15] and Wright [17] .)
One may reduce the number of variables by using the wellknown facts that if is odd then and that if is even then is attained by a code with all codewords having even Hamming weights. So one can put if or is odd. The method gives, in the range , the new upper bounds on given in Table I (cf. the tables given by Best, Brouwer, MacWilliams, Odlyzko, and Sloane [3] and Agrell, Vardy, and Zeger [2] ); and were shown by Mounits, Etzion, and Litsyn [12] , by Östergård [13] , and and by Elssel and Zimmermann [5] (see also Andries Brouwer's website http://www.win.tue.nl/~aeb/codes/binary-1.html)).
Our computations were done by the algorithm SDPT3 version 3.02 (cf. Tütüncü, Toh, and Todd [16] ), which is available online on the NEOS Server for Optimization (http://wwwneos.mcs.anl.gov/neos/server-solvers.html#SDP). The answers have been confirmed by the algorithm DSDP version 5.5, available on the same server.
We note that the new bound is stronger than the Delsarte bound, which is equal to the maximum value of subject to the condition that for all and if , and to the condition that which is, as we saw, equivalent to (19). A sharpening of the bound can be obtained by adding the conditions (for appropriate ) (25) where is any upper bound on the maximum size of a constant-weight code of word length , minimum distance at least , and constant weight . Adding these constraints to the new bound seems less effective than adding them to the Delsarte bound, as the new bound implicitly contains the Delsarte bound for the Johnson schemes. Using known upper bounds , we did not obtain in this way any improvement in the above table.
C. Some Background
Above we have introduced the Terwilliger algebra of the Hamming cube in a way that is convenient for our purposes, which differs slightly from the usual (but equivalent) definition. In the usual terminology, we consider the Terwilliger algebra of the Hamming cube with respect to . This is the algebra generated by the matrices and for , where and and Then for all , , . Conversely and for each . So coincides with our algebra . Basic properties of the Terwilliger algebra of the Hamming cube were found by Go [6] . In particular, Go identified the irreducible -modules of the algebra, which implies the block sizes and block multiplicities of . Go also described bases for these modules. Our paper needs, and gives, a more explicit description of these bases. It also yields an explicit decomposition of the Terwilliger algebra into irreducible constituents.
The present research roots in two basic papers presenting eigenvalue techniques to obtain upper bounds: Delsarte [4] , giving a bound on codes based on association schemes, and Lovász [7] , giving a bound on the Shannon capacity of a graph. It was shown by McEliece, Rodemich, and Rumsey [10] and Schrijver [13] that the Delsarte bound is a special case of (a close variant of) the Lovász bound. (This is not to say that the Lovász bound supersedes the Delsarte bound: essential in the latter bound is a reduction of the -vertex graph problem to a linear programming problem of order .) An extension of the Lovász bound based on "matrix cuts" was given by Lovász and Schrijver [8] . Applying a variant of matrix cuts to the coding problem leads to considering the Terwilliger algebra as above.
II. BLOCK-DIAGONALIZATION OF THE TERWILLIGER ALGEBRA
In this section, we show that (8) As is the dimension of (by (3)), we can conclude that is (as an algebra) isomorphic to the direct sum (49) where is an arbitrary element of . In other words, define, for each
Then the th block belongs to , and (using (44)) we have the following.
Theorem 1:
is isomorphic to , where (2) maps in to matrix (51)
III. CONSTANT-WEIGHT CODES
We now derive a similar bound for constant-weight codes, which is based on considering a tensor product of the algebra . In the previous sections we fixed , but now it will be convenient to have as parameter in our notation. Therefore, we will denote the objects , , , , and by , , , , and , respectively.
A. The Algebras and
Choose and with , and define . Let be the -algebra generated by the tensor products 1 of matrices in and . So is equal to the set of matrices (52) with . The algebra can be brought into block-diagonal form by 
B. Application to Constant-Weight Coding
We proceed as in Section I. Let be any constantweight code of word length and constant weight . Fix a set with . We will identify and , by identifying any with the pair . Let be the set of (distance-preserving) automorphisms of fixing and with , and let be the set of automorphisms of fixing and with . This is a semidefinite programming problem with variables, and it can be solved in time polynomial in . In the range , it gives the new bounds given in Table II (cf. the tables given by Best, Brouwer, MacWilliams, Odlyzko, and Sloane [3] and Agrell, Vardy, and Zeger [1] , and Erik Agrell's website http://www.s2.chalmers.se/~agrell/bounds/cw.html). Note that it implies the exact value . Again, this new bound strengthens the Delsarte bound for constant-weight codes, as can be seen by an argument similar to that given in Section I.
