The Feynman integral for the Schrödinger propagator is constructed as a generalized function of white noise, for a linear space of potentials spanned by finite ͑signed͒ measures of bounded support and Laplace transforms of such measures, i.e., locally singular as well as rapidly growing at infinity. Remarkably, all these propagators admit a perturbation expansion.
I. INTRODUCTION
On a mathematical level of rigor, the construction of Feynman integrals for quantum mechanical propagators will have to be done for specific classes of potentials. In particular, the Feynman integrand has been identified as a well-defined generalized function in white noise space, e.g., for the following classes of potentials: ͑i͒ ͑signed͒ finite measures which are "small" at infinity, 7, 15 ͑ii͒ Fourier transforms of measures, 18 ͑iii͒ Laplace transforms of finite measures. 13 Potentials in the third space are locally smooth but may grow rapidly at infinity, a prominent example is the Morse potential. On the other hand, the first of these classes includes locally singular potentials such as the Dirac delta function. It is also important for the construction of Feynman integrals with boundary conditions. 2 Hence it would be desirable to admit potentials which are linear combinations of elements from the first and third space. The present paper addresses this problem: we show the existence of Feynman integrals solving the propagator equation for such potentials.
II. WHITE NOISE ANALYSIS
In this section we briefly recall the concepts and results of white noise analysis used throughout this work ͑see, e.g., Refs. 1, 4, 5, 8, 11, 12, 14 , and 16 for a detailed explanation͒.
The starting point of ͑one-dimensional͒ white noise analysis is the real Gelfand triple
where
͑R͒ is the real Hilbert space of all square integrable functions with respect to the Lebesgue measure, S ª S͑R͒ and SЈ ª SЈ͑R͒ are the real Schwartz spaces of test functions and tempered distributions, respectively. In the sequel we denote the norm on L 2 by ͉·͉, the corresponding inner product by ͑·,·͒, and the dual pairing between SЈ and S by ͗·,·͘. The dual pairing ͗·,·͘ and the inner product ͑·,·͒ are connected by ͗f,͘ = ͑f,͒, f L 2 , S.
By ͕͉ · ͉ p ͖ pN we denote a family of Hilbert norms topologizing the space S. Let B be the -algebra generated by the cylinder sets on SЈ. Through the Minlos theorem one may define the white noise measure space ͑SЈ , B , ͒ by giving the characteristic function
Within this formalism a version of the ͑one-dimensional͒ Wiener Brownian motion is given by ͑͒ and then we work on its larger dual space of distributions. In our case we will use the space ͑S͒ −1 of generalized white noise functionals or Kondratiev distributions and its well-known subspace ͑S͒Ј of Hida distributions ͑or generalized Brownian functionals͒ with corresponding Gelfand triples
Instead of reproducing the explicit construction of ͑S͒ −1 and ͑S͒Ј ͑see, e.g., Refs. 1 and 5͒, in Theorems 1 and 2 below we will define both spaces by their T-transforms. Given a ⌽ ͑S͒ −1 , there exist p , q N 0 such that we can define for every
Here ͗͗·,·͘͘ denotes the dual pairing between ͑S͒ −1 and ͑S͒ 1 which is defined as the bilinear extension of the inner product on L 2 ͑͒. In particular, for Hida distributions ⌽, definition ͑1͒ extends to S. By analytic continuation, the definition of T-transform may be extended to the underlying complexified space S C of S.
In order to define the spaces ͑S͒ −1 and ͑S͒Ј through their T-transforms we need the following two definitions. 
III. THE FREE FEYNMAN INTEGRAL
We follow Refs. 3 and 6 in viewing the Feynman integral as a weighted average over Brownian paths. We use a slight change in the definition of the paths, which are here modeled by
That is, instead of fixing the starting point of the paths, we fix the endpoint x at time t. In the sequel we set ប = m = 1. Correspondingly, the Feynman integrand for the free motion is defined by
where, informally, N is a normalizing factor, more precisely, N exp͑·͒ is a Gauss kernel ͑see, e.g.,
Refs. 5 and 15͒. We recall that the Donsker delta function ␦͑x͑t 0 ͒ − y͒ is used to fix the starting point of the paths at time t 0 Ͻ t. The T-transform of the free Feynman integrand
is a U-functional and we use it to define I 0 as a Hida distribution ͑see Ref. 3͒ .
From the physical point of view, equality ͑2͒ clearly shows that the Feynman integral TI 0 ͑0͒ is the free particle propagator
Besides this particular case, even for nonzero the T-transform of I 0 has a physical interpretation.
Integrating formally by parts we find
The term exp͑−i͐ t 0 t x͑͒͑͒d͒ would thus correspond to a time-dependent potential W͑x , t͒ = ͑t͒x. In fact, it is straightforward to verify that
where ⌰ is the Heaviside function and
is the Green function corresponding to the potential W, i.e., K 0 ͑͒ obeys the Schrödinger equation
IV. INTERACTIONS
In the sequel K 1 denotes the linear space of all potentials V on R of the form
where m is a complex measure on the Borel sets on R fulfilling the condition 13 In particular, they are locally bounded and smooth.
Our aim is to define the Feynman integrand
as before. In order to do this, first we must give a meaning to the heuristic expression ͑5͒. In Theorem 7 it will be shown that I is indeed a well-defined generalized white noise functional. Second, it has to be proven that the expectation of I solves the Schrödinger equation for the potential V.
As a first step we expand the exponential in ͑5͒ into a perturbation series. This leads to
In the above expression the integrals over ⌬ k , R k and ͓t 0 , t͔ n−k , R n−k disappear, respectively, for k = 0 and k = n. Our aim is to apply Theorems 3 and 4 to show the existence of the above series and integrals. However, first we must establish the pointwise multiplication of generalized functionals
as a well-defined generalized functional. Due to the characterization result Theorem 2 it is enough to define this product through its T-transform. Arguing informally, for S we are led to
The product I 0 ͟ j=1 k ␦͑x͑ j ͒ − x j ͒ is a slight generalization of the free Feynman integrand I 0 , with more than just one delta function, and may be defined by its T-transform,
͑8͒
Here 0 ª t 0 , x 0 ª y, k+1 ª t, and x k+1 ª x. Clearly the explicit formula ͑8͒ is continuously extendable to all L 2 which allows an extension of T͑I 0 ͟ j=1 k ␦͑x͑ j ͒ − x j ͒͒ to the argument
Proposition 6: The product
Proof: It is obvious that the latter explicit formula fulfills the first part of Definition 2, analyticity. In order to prove that ⌽ n,k is a Hida distribution by application of Theorem 2, we must only show that T⌽ n,k also obeys a bound as in the second part of Definition 2. For every S C we have
which is majorized by
independent of s 1 , . . . , s n−k , where
is a continuous norm on S C , cf. Appendix below. This estimate for T⌽ n,k is of the form required in Definition 2, which completes the proof. According to Proposition 6, all ⌽ n,k are Hida distributions and thus also generalized white noise functionals with T⌽ n,k entire on S C . Moreover, each T⌽ n,k ͑͒ is a measurable function of 1 , . . . , k ; s 1 , . . . , s n−k ; ␣ 1 , . . . , ␣ n−k ; x 1 , . . . , x k for every S C . Hence, in order to apply Theorem 4 to prove the existence of the integrals in I, we must only find a suitable integrable bound for ͉T⌽ n,k ͉͑͒. Since the measure m 1 fulfills the integrability condition ͑4͒ and the signed measure m 2 is finite and has support contained in some bounded interval ͓−a , a͔, a Ͼ 0, one may infer the integrability of C for every S C ,
where b ª max͕a , ͉y͉ , ͉x͉͖. Thus, according to Theorem 4, there exists an open set U ʚ S C independent of n such that
for each k ഛ n and every n N, and all TI n,k are holomorphic on U. To conclude the existence of I we must only prove that the series in n converges in ͑S͒ −1 in the strong sense. This follows from Theorem 3. In fact, due to ͑7͒, for every U one has
where the right-hand side is upper bounded by the factor exp͑2ʈʈ 2 + b 2 ͒ times the Cauchy product of the convergent series
We note that the latter series converges because
ͪ is rapidly decreasing in n.
In this way we have proved the following result. Theorem 7: For every V 1 K 1 and V 2 K 2 of the form (6) , the
exists as a generalized white noise functional. The series converges strongly in ͑S͒ −1 and the integrals exist in the sense of Bochner integrals. Therefore we may express the T-transform of I by
for every in a neighborhood ͕ S C : 2 q ͉͉ p 2 Ͻ 1͖ of zero, for some p, q N 0 . According to Theorem 7, I is a well-defined generalized white noise functional. In order to conclude that I defines a Feynman integrand it remains to show that the expectation TI͑0͒ of I solves the Schrödinger equation for a potential V = V 1 + V 2 , V i K i . As in the free motion case we consider, more generally,
Insertion of TI͑͒ as given in Theorem 7, with
where we have set n−k ª n−k ͑s 1 , . . . ,
We expect K ͑͒ to be the propagator corresponding to the potential W͑x , t͒ = V͑x͒ + ͑t͒x.
is a Green function for the Schrödinger equation
Remark 3: K corresponds to a unitary evolution whenever H = − 1 2 ‫ץ‬ x 2 + V has a unique selfadjoint extension.
Proof: Let us consider an interval ͓T 0 , T͔ such that ͓t 0 , t͔ ʚ ͓T 0 , T͔. Estimates similar to those done in the proof of Proposition 6 show that K n ͑͒ ͑· , · ͉y , t 0 ͒ is locally integrable on R ϫ ͓T 0 , T͔ with respect to dm 2 ϫ dt and the Lebesgue measure. Therefore, we may regard K n ͑͒ as a distribution on
And we may also define a distribution V 2 K n ͑͒ by setting 
cf. Ref. 13 , and
cf. Refs. 15 and 7. The generic case ͑13͒ is intermediate between ͑14͒ and ͑15͒ and is dealt with by a combination of the corresponding techniques. This yields 
As a result
which is equivalent to
for any n ജ 1. Using ͑3͒ and summing over n, we obtain ͑11͒. We conclude by an observation which is obvious from the above construction but somewhat unexpected given that the Hamiltonians with potentials in the class K 2 will in general not admit a perturbative expansion ͑see, e.g., Ref. 13 for more on this͒.
Proposition 9: For any potential V = g͑V 1 + V 2 ͒ with V i K i , the solution K of the propagator equation (12) is analytic in the coupling constant g.
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APPENDIX: AN ESTIMATE
For the proof of Proposition 6, we need to estimate We shall now estimate, consecutively, the exponents occuring in the above expression.
Using the Cauchy-Schwarz inequality we may approximate 
