In this work, we present a family of vector quantization schemes vqSGD (Vector-antized Stochastic Gradient Descent) that provide asymptotic reduction in the communication cost with convergence guarantees in distributed computation and learning se ings. In particular, we consider a randomized scheme, based on convex hull of a point set, that returns an unbiased estimator of a d-dimensional gradient vector with bounded variance. We provide multiple e cient instances of our scheme that require only O(log d) bits of communication. Further, we show that vqSGD also provides strong privacy guarantees. Experimentally, we show vqSGD performs equally well compared to other state-of-the-art quantization schemes, while substantially reducing the communication cost.
Introduction
Recent surge in the volumes of available data has motivated the development of large-scale distributed learning algorithms. Synchronous Stochastic Gradient Descent (SGD) is one such learning algorithm widely used to train large models. In order to minimize the empirical loss, the SGD algorithm, in every iteration takes a small step in the negative direction of the stochastic gradient which is an unbiased estimate of the true gradient of the loss function.
In this work, we consider the data-distributed model of distributed SGD where the data sets are partitioned across various compute nodes. In each iteration of SGD, the compute nodes send their computed local gradients to a parameter server that averages and updates the global parameter. e distributed SGD model is highly scalable, however, with the exploding dimensionality of data and the increasing number of servers (such as in a Federated learning setup [18] ), communication becomes a bo leneck to the e ciency and speed of learning using SGD [8] .
In the recent years various quantization and sparsi cation techniques [2, 4, 6, 17, 21, 25, 26, 28] have been developed to alleviate the problem of communication bo leneck. e goal of the quantization schemes is to e ciently compute either a low precision or a sparse unbiased estimate of the d-dimensional gradients. One also requires the estimates to have a bounded second moment in order to achieve guaranteed convergence.
Moreover, the data samples used to train the model o en contain sensitive information. Hence, preserving privacy of the participating clients is crucial. Di erential privacy [10, 11] is a mathematically rigorous and standard notion of privacy considered in both literature and in practice. Informally, it ensures that the information from the released data (e.g. the gradient estimates) cannot be used to distinguish between two neighboring data sets.
Our Contribution: In this work, we present a family of privacy-preserving vector-quantization schemes that incur low communication costs while providing convergence guarantees. In particular, we propose quantization schemes based on convex hull of speci c structured point sets in R d that require O(log d) bits to communicate an unbiased gradient estimate that has bounded variance.
At a high level, our scheme is based on the idea that any vector v ∈ R d with bounded norm can be represented as a convex combination of a carefully constructed point set C ⊂ R d . is convex combination essentially allows us to chose a point c ∈ C with probability proportional to its coe cient, which makes it an unbiased estimator of v. e bound on the variance is obtained from the circumradius of the convex hull of C. Moreover, communicating the unbiased estimate is equivalent to communicating the index of c ∈ C (according to some xed ordering) that requires only log |C | bits.
Large convex hulls have small variation in the coe cients of the convex combination of any two points of bounded norm.
is observation allows us to obtain ϵ-di erential privacy (for any ϵ > ϵ 0 ), where ϵ 0 depends on the choice of the point set. We also propose Randomized Response (RR) [27] and RAPPOR [12] based mechanisms that can be used over the proposed quantization to achieve ϵ-di erential privacy (for any ϵ > 0) with small trade-o in the variance of the estimates. e family of schemes described above is fairly general and can be instantiated using di erent structured point sets.
e cardinality of the point set bounds the communication cost of the quantization scheme. Whereas, the diameter of the point set dictates the variance bounds and the privacy guarantees of the scheme. We propose some speci c structured point sets and show tradeo in the various parameters guaranteed by them. Our results (summarized in Table 1 ) are the rst quantization schemes in literature to achieve privacy directly through quantization.
Point set
Error Communication (bits) Privacy E ciency
Cross-polytope (C cp )+RR ( eorem 10) Empirically we compare our quantization schemes to the state-of-art schemes [4, 25] . We observe that our cross-polytope vqSGD, performs equally well in practice, while providing asymptotic reduction in the communication cost.
Related Work
e foundations of gradient quantization was laid by [19] and [24] with schemes that require the compute nodes to send exactly 1-bit per coordinate of the gradient. ey also suggested using local error accumulation to correct the global gradient in every iteration. While these novel techniques worked well in practice, there were no theoretical guarantees provided for convergence of the scheme. ese seminal works fueled multiple research directions.
antization & Sparsi cation: [4, 28, 26] propose stochastic quantization techniques to represent each coordinate of the gradient using small number of bits. e proposed schemes always return an unbiased estimator of the local gradient and require c = Ω( √ d) bits of communication to compute the global gradient with variance bounded by a multiplicative factor of O(d/c). e quantization techniques for distributed SGD, can be used in the more general se ing of communication e cient distributed mean estimation problem, which was the focus of [25] . e quantization schemes proposed in [25] require O(d) bits of communication per compute node to estimate the global mean with a constant (independent of d) squared error (variance). Even though the tradeo between communication and accuracy achieved by the above mentioned schemes are near optimal [29] , they were unable to break the √ d barrier of communication cost. In this work, we propose quantization schemes that require about log d bits of communication and are almost optimal as well. Gradient sparsi cation techniques with provable convergence (under standard assumptions) were studied in [2, 5, 15, 23] .
e main idea in these techniques is to communicate only the top-k components of the d-dimensional local gradients that can be accumulated globally to obtain a good estimate of the true gradient. Unlike the quantization schemes described above, gradient sparsi cation techniques can achieve O(log d) bits of communication, but are not usually unbiased estimates of the true gradients. [21] suggest randomized sparsi cation schemes that are unbiased, but are not known to provide any theoretical convergence guarantees in very low sparsity regimes.
See Table 2 for a comparison of our results with the state of the art quantization schemes.
Method
Error Communication bits Error Feedback: Many works focused on providing techniques to reduce the error incurred due to quantization [14, 16] using locally accumulated errors. In this work, we focus primarily on gradient quantization techniques, and note that the variance reduction techniques of [14] can be used on top of the proposed quantization schemes.
Privacy: While di erential privacy for gradient based algorithms [1, 22] were considered earlier in literature, cpSGD [3] is the only work that considered achieving di erential privacy for gradient based algorithms and simultaneously minimizing the gradient communication cost. e authors propose a binomial mechanism to add discrete noise to the quantized gradients to achieve communication-e cient (ϵ, δ )-di erentially private gradient descent with convergence guarantees. e quantization schemes used are similar to those presented in [25] and hence require Ω(d) bits of communication per compute node. e parameters of the binomial noise are dictated by the required privacy guarantees which in turn controls the communication cost.
In this work we show that certain instantiations of our quantization schemes are ϵ-di erentially private. Note that this is a much stronger privacy notion than (ϵ, δ )-privacy. Moreover, we get this privacy guarantee directly from the quantization schemes and hence the communication cost remains sublinear (log d) in dimension. We also propose a Randomized Response [27] based private-quantization scheme that requires O(log d) bits of communication per compute node to get an ϵ-di erential privacy while losing a factor of O(d) in convergence rate. Table 3 compares the guarantees provided by our private quantization schemes with the results of cpSGD [3] .
Error Communication Bits DP (ϵ) 
Background
For any x, ∈ R d , we denote the Euclidean ( 2 ) distance between them as x − 2 . For any vector x ∈ R d , we denote its i-th coordinate by x i . For any c ∈ R d , and r > 0, let B d (c, r ) denote a d-dimensional 2 ball of radius r centered at c. Let e i ∈ R d denote the i-th standard basis vector which has 1 in the i-th position and 0 everywhere else. Also, let 1 d and 0 d denote the all 1's vector and all 0's vector in R d respectively. By [n] we denote the set {1, 2, . . . , n}. For a discrete set of points C ⊂ R d , let (C) denote the convex hull of points in C, i.e., ,
Suppose w ∈ R d be the parameters of a function to be learned (such as weights of a neural network). In each step of the SGD algorithm, the parameters are updated as w ← w − ηˆ , where η is a possibly timevarying learning rate andˆ is a stochastic unbiased estimate of , the true gradient of some loss function with respect to w.
e convergence rate of the SGD algorithm depends on the variance (mean squared error) of the unbiased estimate [20] .
e goal of any gradient quantization scheme is to reduce cost of communicating the gradient, while not compromising too much on the quality of the gradient estimate. e quality of the gradient estimate is measured in terms the convergence guarantees it provides. Given an unbiased estimatorˆ ∈ R d of the true gradient , the convergence of SGD is known to depend on the variance of this estimate.
In distributed se ing with N worker nodes, let i andˆ i are the local true gradient and its unbiased estimate computed at the ith compute node for some i ∈ {1, . . . ,
In this work, our goal is to design quantization schemes to e ciently compute unbiased estimateˆ i of i such that Var(ˆ ) is minimized. For the privacy preserving gradient quantization schemes, we consider the standard notion of (ϵ, δ )-di erential privacy (DP) as de ned in [11] . Consider data-sets from a domain X. Two data-sets A, B ∈ X, are neighboring if they di er in at most one data point.
De nition 1. A randomized algorithm M with domain X is (ϵ, δ )-di erentially private (DP) if for all S ⊂ Range(M) and for all neighboring data sets A, B ∈ X,
where, the probability is over the randomness in M. If δ = 0, we say that M is ϵ-DP.
antization Scheme
We rst present our quantization scheme in full generality. Individual quantization schemes with di erent tradeo s are then obtained as speci c instances of this general scheme. Let C = {c 1 , c 2 , . . . , c |C | } ⊂ R d be a discrete set of points and let (C) be its convex hull that satis es
For any vector v ∈ R d , and some large number B such that 
We can view the coe cients of the convex combination (a 1 , . . . , a |C | ) as a probability distribution over points in C. De ne the quantization of v with respect to the set of points C as follows:
It follows from the de nition of the quantization that Q C (v) is an unbiased estimator of v.
Proof.
Assume that the set C is xed in advance and is known to both the compute nodes and the parameter server. Communicating the quantization of any vector v, then amounts to sending a oating point number B and the index of point Q C (v) which requires log |C | bits. For many loss functions, such as Lipschitz functions, the bound on the norm of the gradients is known to both the compute nodes and the parameter server.
erefore, we can avoid sending B and the cost of communicating the gradients is then exactly log |C | bits.
Any point set C that satis es Condition (1) gives the following bound on the variance of the quantizer.
Proof. From the de nition of the quantization function,
Since C satis es Condition (1), each point c i ∈ C has a bounded norm, c i ≤ R. Also from the assumption that v ≤ B, we get the following upper bound.
e last equality follows from the fact that
From the above mentioned properties, we get a family of quantization schemes depending on the choice of point set C that satisfy Condition (1). For any choice of quantization scheme from this family, we get the following bound regarding the convergence of the distributed SGD. 
Proof. Sinceˆ is the average of N unbiased estimators, the fact that E[ˆ ] = follows from Lemma 1. For the variance computation, note that
is made to ease the presentation. e bound on the variance can be more precisely stated as:
Remark 2. In order to compute the quantization Q C (v), we have to rst compute the convex combination of v with respect to the point set C. is requires us to solve a system of |C | linear equations in R d . For general point sets C, this takes about O(|C | 3 ) time (since |C | ≥ d). We will show that there exist certain structured point sets for which we can compute these probabilities in linear time.
From eorem 3 we observe that the communication cost of the quantization scheme depends on the cardinality of C while the convergence is dictated by the circumradius R of the convex hull of C. In the next two sections, we present two constructions of point sets that achieve optimal communication and optimal variance respectively.
Cross Polytope Scheme
In this section, we present an explicit construction of a small sized point set that gives a quantization scheme which requires only log(2d) bits to communicate an unbiased estimate of a vector in R d .
Consider the following point set of 2d points in R d :
e convex hull (C cp ) is a scaled cross polytope that satis es Condition (1) with R = √ d (see Proposition 4 for the proof). Let Q C cp be the instantiation of the quantization scheme described in Section 4 with the point set C cp .
To compute the convex combination of any point v ∈ (C cp ), we need a non-negative solution to the following system of equations 
where, γ :
, is a non-negative quantity for every v ∈ B d (0 d , 1). e bound on the variance of the quantizer follows directly from Lemma 2.
Proof. e proof of Proposition 4 follows directly from Lemma 2 provided the point set C cp satis es Condition (1) with R = √ d. We will now prove this fact.
Since each vertex is of the form ± √ de i , it follows that all the vertices of (C cp ), and hence the entire convex hull lies inside a ball of radius
To prove that the unit ball is contained in the convex hull (C cp ), we pick any arbitrary point ∈ B d (0 d , 1) and show that it can wri en as a convex combination of points in C cp . e fact follows from the solution to the system of linear equations (2) given in Equation (3) . Note that the solution satis es a i ≥ 0 and i a i = 1 for any point v ∈ B d (0, 1).
Remark 3. We remark that the quantization Q C cp is also ϵ-DP for any ϵ > log d. is bound on ϵ is not practical and in Section 5 we provide schemes that achieve be er privacy bounds.
Scaled ϵ-nets
On the other end of the spectrum, we now show the existence of points sets of exponential size that are contained in a constant radius ball. is point set allows us to obtain a gradient quantization scheme with O(d) communication and O(1) variance.
De nition 2 (ϵ-net). A set of points N (ϵ) ⊂ S d−1 is an ϵ-net for the unit sphere S d −1 if for any point x ∈ S d −1 there exists a net point u ∈ N (ϵ) such that x − u 2 ≤ ϵ.
ere exist various constructions for ϵ-net over the unit sphere in R d of size at most 1 + 2 ϵ d [9] . We now show that appropriate constant scaling of the net points satis es Condition (1).
Lemma 5. For any 0 < ϵ < 1, let R > 1 1−ϵ . e point set C net := {R · u | u ∈ N (ϵ)} satis es Condition (1). Proof. Let K := (N (ϵ)) be the convex hull of the ϵ-net points of the unit sphere. Let B d (0 d , r ) be the inscribed ball in K for some r < 1. We show that r ≥ 1 − ϵ.
Consider the face of K that is tangent to B d (0 d , r ) at point z. We will show that z 2 ≥ 1 − ϵ. Extend the line joining (0 d , z) to meet S d −1 at point x. Since x ∈ S d −1 , we know that there exists a net point u at a distance of at most ϵ from it.
erefore, the distance of x from K is upper bounded by ϵ, i.e., ,
erefore scaling all the points of N (ϵ) by some R ≥ Let Q net be the instantiation of the quantization scheme with point set C net . From Lemma 2, we then directly get the following guarantees for the quantization scheme obtained from scaled ϵ-nets, C net for some constant ϵ < 1.
Moreover, Q net requires O(d log 1 ϵ ) bits to represent the unbiased gradient estimate.
Reducing Variance
In this section, we propose a simple repetition technique to reduce the variance of the quantization scheme.
be the average over s independent applications of the quantization Q C (v). Note that even though Q C (s, v) is not a point in C, we can communicate Q C (s, v) using an equivalent representation as a tuple of s independent applications of Q C (v) that requires s log |C | bits.
Using this repetition technique described above, we see that the variance reduces by factor of s while the communication increases by the exact same factor.
In particular, for s = O( 
Private antization
In this section we show that under certain conditions the quantization scheme Q C (.) obtained from the point set C is also ϵ-di erentially private. We rst see why the quantization scheme described in Section 4 is not privacy preserving in general. Let C be any point set with In order for Q C to be di erentially private for any ϵ > ϵ 0 , we need to show that for any two gradient vectors, x, ∈ R d of neighboring datasets and any z ∈ (x, C) ∪ ( , C),
Since |C | > d + 1, there may exist two gradient vectors x, ∈ (C) such that (x, C) ( , C). erefore, for any z ∈ (x, C) \ ( , C), there may not exist any nite ϵ 0 for which Equation (4) holds.
e discussion above establishes a su cient condition for the quantization scheme Q C to be di erentially private. Essentially, we want all points in B d (0 d , 1) to have full support on all the points in C. is is de nitely possible when |C | = d + 1. erefore if the point set satisfying Condition (1) has size |C | = d + 1, then the quantization scheme Q C is ϵ-di erentially private, for some ϵ > ϵ(C).
Simplex Scheme
Consider the following set of d + 1 points
e convex hull of C S satis es Condition (1) with R = O(d) (see Proposition 8 for proof). Since the size of the set is exactly d + 1, every point in the unit ball can be represented as a convex combination of all the points in C S (i.e., all coe cients of the convex combination are non zero).
e scaling of points in C S is large enough that for any two data sets, their scaled gradients contained in B d (0 d , 1) have similar representation. e ϵ-di erential privacy follows from this fact.
e coe cients of the convex combination of any point v ∈ (C S ) can be computed from the following system of linear equations:
Equation 5 leads to the following closed form solution that can be computed in linear-time:
Proof. First we show that the point set C S satis es Condition (1) with R = 2d. e fact that (C S ) ⊂ B d (0 d , 2d) follows trivially from the observation that each point in
, consider any face of the convex hull, F c := (C S \ {c}), for some c ∈ C S . We show that F c is at an 2 distance of at least 1 from 0 d . is in turn shows that any point outside the convex hull must be outside the unit ball as well.
First consider the case when c = −41 d . We observe that the face F c is contained in the hyperplane ) T ∈ R d be a unit vector. We note that F c ⊂ H c , where
} is the hyperplane de ned by the unit normal vector w that is at a distance of at least 1 from 0 d .
Since all other faces are symmetric, the proof for the case c = 2d e i , i ∈ [d] follows similarly.
Privacy: We now show that the quantization scheme is ϵ-di erentially private for any ϵ > log 7. From the de nition of ϵ-DP, it is su cient to show that for any x, ∈ B d (0 d , 1) , and any c ∈ C S ,
Since x, ∈ (C S ), we can express them as the convex combination of points in
c . Similarly, let = c ∈C S a ( ) c . en, from the construction of the quantization function Q C S , we know that
We now show that the ratio
is at most 7 for any pair x, ∈ B d (0 d , 1) and any c ∈ C S . e privacy bound follows from this observation. First, consider the case c = −41 d . From the closed form solution for any x ∈ (C S ) described in Equation (6), we know that a
. It then follows that for any x, ∈ B d (0 d , 1) and c = −41 d ,
Now we consider the case when c = 2d e 1 . en from the closed from solution in Equation (6), we get that for any x ∈ (C S ) the coe cient a
. Note that this quantity is maximized for x = e 1 and minimized for x = −e 1 .
erefore the ratio for any x, ∈ B d (0 d , 1) and c = 2d e 1 is at most
e ratio for all other vertices can be computed in a similar fashion and is bounded by the same quantity.
Next we present a point set based on Hadamard matrices that gives slightly be er privacy guarantees. e vertices obtained from an Hadamard matrix allows us to e ciently construct a set of d + 1 points, all of which are far from coordinate axes. Moreover, computing the coe cients of the convex combination is e cient using the orthogonality properties of the Hadamard matrix.
Hadamard Scheme
In this section, we assume that d + 1 is a power of 2, i.e., , d + 1 = 2 p for some p ≥ 1. Our quantization scheme is based on the columns of a Hadamard matrix which are square matrices with entries in {±1}, whose rows are mutually orthogonal [13] . Let H p denote the (d + 1) × (d + 1) Hadamard matrix. We can recursively construct a Hadamard matrix as follows:
, let h i ∈ R d denote the i-th column of H p with the rst coordinate punctured. Consider the following set of d + 1 points obtained from the punctured columns of H p :
e quantization scheme Q C H can be implemented in linear time since computing the probabilities requires computing a matrix vector product,
that has closed form solution for each a i as:
Moreover, Q C H is ϵ-di erentially private for any ϵ > log(1 + √ 2).
Proof. First, we show that C H satis es Condition (1) with R = 2d. e fact that
) is trivial and follows since every point in C H is contained in B d (0 d , 2d) .
To show that
, and the closed form solution for the coecients a i given by Equation (7). We now show that these coe cients indeed give a convex combination. Note that a i :
≥ 0. is holds since c T x ≥ c x ≥ −2d. Moreover, from the property of Hadamard matrices,
e last equality follows from the following property of the Hadamard matrices that can be proved using induction.
can be expressed as a convex combination of the points in C H , i.e., ,
Privacy: We now show that the quantization scheme is ϵ-di erentially private for any ϵ >
. From the de nition of ϵ-DP, it is su cient to show that for any x, ∈ B d (0 d , 1), and any c ∈ C H ,
c . en, from the construction of the quantization function Q C H , we know that
From the closed form solution in Equation (7), we know that for any x ∈ (C H ), the coe cient of c in the convex combination of x is given by a
4d . Plugging this in Equation (8), we get
2 and c 2 = 2d.)
is concludes the proof of Proposition 9.
Randomized Response
Recall from Section 5 that the quantization scheme Q C for general point sets C need not be di erentially private. In this section, we present a Randomized Response (RR) [27] mechanism that can be used over the output of Q C to make it ϵ-di erentially private (for any ϵ > 0). is modi ed scheme retains the original communication cost of Q C , but the cost for privacy is paid by a factor of O(d) in the variance term.
Recall that the quantization scheme described in Section 4, Q C (v), takes a vector v ∈ R d and returns a point c i ∈ C. e RR scheme takes the output of Q C (v) and returns a another random vector from C.
For any ϵ > 0, de ne p := p(ϵ) = 
where, 1 { =c i } is an indicator of the event = c i and :
We claim that the quantization scheme PQ C,ϵ is ϵ-di erentially private. 
, where the expectation is taken over the randomness in both Q C and RR p . Moreover, the scheme is ϵ-di erentially private.
Proof. First we show thatv
is an unbiased estimator of . From linearity of expectations, we have
where, the expectation is taken over the randomness of both the quantization and RR scheme. Recall that
where p = e ϵ e ϵ + |C |−1 . erefore,
Now we bound the variance of the estimator
As c i 2 ≤ R 2 and V ar
Privacy Now we show that our scheme is ϵ di erentially private where ϵ is the input parameter to the RR algorithm. For any two points v,
we are using the following privacy property of Randomized Rounding [27] mechanism in Equation (21) sup
7 Alternate private quantization using R
In this section, we present an alternate mechanism to make the quantization scheme ϵ-DP (for any ϵ > 0). e main idea is to use the R [12] mechanism over a 1-hot encoding of the indices of vertices in C. ough in doing so, we have to tradeo on the communication a bit. Instead of sending log |C | bits, this scheme now requires one to send O(|C |) bits to achieve privacy.
Recall that the quantization scheme described in Section 4, Q C (v), takes a vector v ∈ R d and returns a point c i in C. We can interpret the output as the bit string b ∈ {0, 1} |C | which is the indicator of the point c i in C (according to some xed arbitrary ordering of C). Note that this is essentially the 1-hot encoding of c i . In the RAPPOR scheme each bit of the 1-hot bit string b is ipped independently with probability p := p(ϵ) = . For any
. Moreover, the scheme is ϵ-di erentially private. Proof. First we show thatv = 1 (1−2p) |C | j=1 j − p c j is an unbiased estimator of . From linearity of expectations, we have
where, the expectation is taken over the randomness of both the quantization and RAPPOR scheme.
Each entry of the vector is an independent binary random variable and
Plugging Equation (23) in Equation (22) , we get
Now we show a bound on the variance of the estimate
( all the cross terms are 0 as they are mutually independent and E a j − j −p
Equation (28) comes form the fact that j is a binary random variable and V ar ( j ) = Pr ( j )(1 − Pr ( j )) ≤ 1 4 and c j 2 ≤ R 2 .
Privacy Now we show that our scheme is ϵ di erentially private where ϵ is the input parameter to the RAPPOR algorithm. For any two points v, w ∈ B d (0 d , 1),
By the privacy property of RAPPOR [12] mechanism , we are using the following fact in equation (31)
Communication : Now we show that for the RAPPOR based scheme the expected communication is linear in |C |. Say is the output when RAPPOR is applied to one hot encoded binary string. Without loss of generality say the the bit string is e i . e output is generated as follows
So the expected sparsity (l 0 norm) of the output is
Experiments
We experimentally 1 show the performance of vqSGD using the cross polytope Q cp , to solve least squares problem and logistic regression for binary classi cation. Least Squares: In the least square problem, we solve for θ * = arg min θ Aθ − b 2 2 , where the data matrix A ∈ R n×d is generated by sampling each entry from normal distribution with mean 0 and variance 1. Each entry of θ * ∈ R d is sampled independently from normal distribution and we set b = Aθ * .
In order to show the performance of vqSGD, we simulate the iterations of distributed SGD with n = 10000 data samples distributed equally among N = 500 worker nodes. In every iteration of SGD, each worker node computes the local gradient on individual data batch and communicates the quantized version of the local gradient to the parameter server. e parameter server on receiving all the quantized gradients averages them and broadcasts the updated model to all the workers. e convergence of SGD is measured by the error term θ * −θ t 2 , where θ t is the computed parameter at the end of t-th iteration of distributed SGD.
We compare the convergence of the least square problem for d = 100, 200, 500 against the state-of-theart quantization schemes -DME [25] and QSGD [4] . e results are presented in Figure 2 .
e results indicate that vqSGD achieves the same rate of convergence and accuracy as DME and QSGD while communicating only log(2d) bits and one real (l 2 norm of the vector form each server), whereas, DME (one bit stochastic quantization) and QSGD both require communication of d bits and one real. We show the improvement in the performance of vqSGD using the repetition technique for variance reduction. Recall that using repetition technique, each worker now sends s di erent indices instead of 1 which increases the communication to s log(2d) bits and 1 real. In Figure 3 we plot the convergence of the lease square problem with d = 200 with di erent values of s = 1, 5, 10, 20. We see the evident improvement in the convergence of vqSGD using this repetition scheme with increasing s.
Binary Classi cation: In this section, we compare the performance of vqSGD against DME and QSGD for the binary classi cation problem with logistic regression using various datasets from the UCI for least square problem repository [7] . e logistic regression objective is de ned as
where θ ∈ R d is the parameter, a i ∈ R d is the feature data and b i ∈ {−1, +1} is its corresponding label. We partition the data into 20 equal-sized batches, each assigned to a di erent worker node. We calculate the classi cation error for di erent (test) datasets a er training the parameter in the distributed se ings (same as described in least square problem). Results of the experiments are presented in Table 4 , where each entry is averaged over 20 di erent runs. We note that for most datasets, with the exception of gissetscale, vqSGD with O(N log d) bits of communication per iteration performs equally well or sometimes even be er than QSGD and DME with O(Nd) bits of communication per iteration.
Conclusion
We propose a general framework of convex-hull based private vector quantization schemes for distributed SGD that can be instantiated with any point set satisfying certain properties. e communication, variance and privacy tradeo s for these mechanisms depend on the choice of point set. e proposed cross-polytope quantization scheme with low communication overhead is shown experimentally, to achieve convergence rates similar to the existing state-of-the-art quantization schemes which use orders of magnitudes more communication.
To further improve the tradeo s between these parameters, we require constructions of point sets of size poly(d) with a constant diameter. Existence of such a point set would therefore achieve an optimal communication vs convergence tradeo s while also providing a be er understanding of the limitations of this approach.
