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Introduction
Because of the dramatically space-variant resolution of their visual system, humans make several eye movements per second to sample their surroundings with the high-resolution fovea. Consequently, the neural implementation of gaze behaviour as one of the fundamental aspects of visual information processing is an active research topic. In particular, functional magnetic resonance imaging (fMRI) has been previously used along with eye tracking in order to identify brain areas (localized BOLD-responses) and networks related to specific eye movements such as fixations and saccades (Luna et al. 1998; Beauchamp et al. 2001; Sestieri et al. 2007; McDowell et al. 2008; Ettinger et al. 2008; Kleiser et al. 2009; Lukasova et al. 2018 ). However, brain areas subserving smooth pursuit (SP) eye movements have been studied to a lesser extent only (Petit and Haxby 1999; Lencer et al. 2004; Nagel et al. 2006; Kimmig et al. 2008; Kellar et al. 2018) , possibly due to technical challenges in the analysis of dynamic setups. Therefore, there is a need to further investigate possible solutions and their confounds in situations closer to real-world visual tracking.
When segmented eye tracking data are directly related to brain activation, the majority of experiments use specifically designed synthetic stimuli (Lencer et al. 2004; Nagel et al. 2006; Kimmig et al. 2008) . Such stimuli can take the form of fixation crosses that change position when saccades are studied, or of linearly or sinusoidally moving dots when smooth pursuit is investigated. The biggest advantage of synthetic stimuli is that their properties are well defined and can explicitly represent specific features, which simplifies the analysis of both the eye tracking and BOLD signals. By ideally modulating the stimulus along one isolated feature dimension only, the link to specific brain activations can be established more precisely. These advantages come at the cost of using paradigms that are not representative of normal human vision, because ecologically valid visual input is much more complex and real-world SP does not occur in isolation but within sequences of saccades and fixations. Thus, the use of synthetic stimuli moving on a uniform background ignores the possible influence of background information (Brenner and Smeets 2015) , crowding effects (Sanocki et al. 2015) , and overall eye movement planning processes (Gold and Shadlen 2007; Tatler, Brockmole, and Carpenter 2017) . Another important limitation is that following a uniform synthetic stimulus over a longer time interval can result in reduced maintenance of attention (Tagliazucchi and Laufs 2014; Vanderwal et al. 2015) .
Because of the increased complexity of naturalistic stimuli, some studies have restricted themselves to the presentation of static naturalistic scenes, i.e. images (Kay, Naselaris, and Gallant 2011; Mannion 2015) . Going beyond static scenes, significant improvements in both vigilance and head motion were achieved by (Vanderwal et al. 2015) , who used an abstract dynamic pattern to enhance the participant's attention, together with fMRI resting state analysis. An even better approximation to unconstrained human vision then are fully naturalistic dynamic stimuli. Consequently, both the neuroimaging and eye tracking communities have recently started to explore the possibilities of more immersive experiments (Hasson et al. 2004 (Hasson et al. , 2008 Lahnakoski et al. 2012; Nardo, Santangelo, and Macaluso 2014; Andric et al. 2016; Marsman et al. 2016) . Some recorded data sets of naturalistic fMRI (Hanke et al. 2016 ) and eye tracking studies (Dorr et al. 2010; Mathe and Sminchisescu 2012; Linnea Larsson, Nyström, and Stridh 2013) have even become publicly available.
Under conditions that resemble daily life more, parallel processing of conflicting information is often required during smooth pursuit on background textures, which by themselves may contain multiple dynamic objects moving in different directions. This is of particular interest to the present study because it has been concluded from monkey studies that neurons in V5 play an important role not only during smooth pursuit, but also for the interaction of different, even conflicting retinal stimuli (for a review see (Ilg and Thier 2008) ). However, in such naturalistic settings, care has to be taken to disentangle neural activations arising from dynamic visual input and those that arise from smooth pursuit eye movements. Fortuitously, recent advances in computer vision are beginning to enable an automated understanding of dynamic complex visual scenes even for large and diverse data sets.
Compared to synthetic stimuli and experiments with typically explicit instructions on how to move the eyes (e.g. "follow the dot", "make a saccade when the target appears", etc.), segmentation of a gaze trace into its constituent eye movements is also more challenging when unconstrained dynamic naturalistic stimuli are used. As reported by (Hooge et al. 2018 ), hand-labelling of "ground-truth data", which is considered the gold standard in eye movement segmentation, of only fixations and saccades can take anywhere between 4 and 15 seconds for each second of gaze signal. This process becomes infeasible when data sets increase in size. For example, the studyforrest project provided by (Hanke et al. 2016) contains roughly 30 hours of simultaneous fMRI and gaze recordings. Therefore, the authors of the studyforrest data set reported brain activations related to visual versus non-visual cues, but did not differentiate between different eye movement subtypes.
In recent years, however, progress has been made on the automatic analysis of eye movement data and smooth pursuit in particular. Several eye movement classification algorithms have been developed based on publicly available large-scale data sets along with partial or full ground-truth annotations of eye movements (Dorr et al. 2010; Mathe and Sminchisescu 2012; Hooge et al. 2018; Startsev, Agtzidis, and Dorr 2018) . Most of the established classification algorithms only label fixations and saccades because they were developed with static stimuli in mind. As a consequence, these algorithms misclassify SP as fixations or saccades, thereby preventing the identification of neural correlates of smooth pursuit. To solve this problem, the automatic multi-observer smooth pursuit algorithms (MOSP) have been developed that are able to differentiate all three major eye movements, i.e. fixations, saccades, and SP, with high classification quality (for an evaluation, see (Startsev, Agtzidis, and Dorr 2018) ).
In the present study, we make use of several of these recent developments. Using state-of-the-art computer vision and eye movement classification algorithms, we analyse gaze and fMRI recordings from the large-scale studyforrest data set and are able to identify specific brain areas related to smooth pursuit and saccadic eye movements evoked by complex naturalistic scenes, i.e. a Hollywood movie.
Methods

Data Set
For our analysis, we used the publicly available studyforrest data set as an approximation to a complex natural environment; for full experimental details, we refer to the paper presenting the original data set (Hanke et al. 2016) . Briefly, this data set includes 15 participants who watched the Hollywood movie "Forrest Gump" while their gaze was tracked in an fMRI scanner, and another 15 participants with in-lab gaze only recordings (which we used here only to improve the automatic detection of smooth pursuit events, see below). The stimulus was presented to the in-scanner participants through an LCD projector in combination with a front-reflective mirror and to the in-lab participants through an LCD monitor. The gaze data were recorded with a high-frequency eye tracker (EyeLink 1000, set to 1000 Hz sampling rate with telephoto lens for the fMRI recordings) and a 13-points calibration was performed at the beginning of each session. The fMRI recordings were acquired with a 3 T scanner ( Philips Achieva dStream MRI scanner) with repetition time (TR) of 2 seconds and 3 × 3 × 3 mm 3 voxel size.
Motion Estimation in the Stimulus
Because smooth pursuit behaviour is tightly linked to moving targets, we estimated the overall motion per video frame with computer vision techniques. Despite all recent advances, such algorithms can still yield noisy outputs, so we used two different algorithms for additional robustness. The first algorithm computed motion based on the minors of the structure tensor as described by (Barth 2000) with the aim to provide a sparse optical flow field by estimating motion only at points that are not susceptible to the aperture problem, i.e. corners. Initially, the input video was spatially subsampled by a factor of two, and then a spatio-temporal Gaussian pyramid with five spatial and two temporal levels was created. For each level of this multiscale representation, velocity per pixel was computed. These velocity estimates were normalized relative to the original video resolution and combined in a procedure similar to pyramid synthesis described by (Adelson and Burt 1981) ; higher speed values were clipped to the 90th percentile speed. The second algorithm uses edgepreserving interpolation of correspondences for optical flow (EpicFlow) computation as described by (Revaud et al. 2015) . The algorithm first uses dense matching with edgepreserving interpolation, followed by an energy minimization step. An example content motion computation of the EpicFlow algorithm is provided in Figure 1b . For both algorithms, finally, the mean length of pixel displacements was computed per video frame.
Eye Movement Classification
From the provided data we created a quadruplet of values for each gaze sample that comprised time, x and y coordinates on the monitor coordinate system, and a confidence estimation of the eye tracking quality. Since the data set used monocular eye tracking, a confidence value of 1 meant good tracking of the eye and a value of 0 meant tracking loss. After inspection of the data, lost tracking varied from 1.2 % to 16.7 % among subjects with the notable exception of subjects 05 and 20. For these two subjects the lost tracking was 86.7 % and 39.0 %, respectively, and they were excluded from all subsequent analyses.
The remaining gaze traces were segmented into eye movements by the MOSP algorithms from as implemented by (Startsev, Agtzidis, and Dorr 2019) . This algorithm achieved state-of-the-art performance in an online benchmark against a manually labelled data set compared to several recent eye movement detection algorithms (Linnéa Larsson et al. 2015; Dar, Wagner, and Hanke 2019) . Another aspect of the MOSP algorithm that is advantageous for our application is the fact that it uses simple-to-understand thresholds that can be easily tweaked (unlike deep learning approaches such as (Startsev, Agtzidis, and Dorr 2018; Zemblys, Niehorster, and Holmqvist 2019) ). In particular, MOSP achieves high SP detection precision (i.e. low number of false positives), which is central to our analysis.
The MOSP algorithm has two distinct components, with the first one being responsible for saccade detection and the second for differentiation of fixations and SP. The saccade detector is based on the algorithm described by (Dorr et al. 2010 ) and uses a high and a low speed threshold. The high speed threshold is used for initiation of saccade detection, which is then extended on both sides until the speed falls below the low threshold. This high speed threshold, which is higher than the speed of sample-to-sample noise of the input, makes the algorithm specifically robust to noise. The second component of MOSP further processes the intersaccadic intervals by initially assigning the fixation label to the samples that almost certainly belong to a fixation. The remaining samples are then marked as SP candidates and pooled among all the participants. Then they are clustered with an algorithm (DBSCAN) that creates a cluster only if the gaze sample density is above a certain threshold. This density-based clustering reliably detects SP because of two significant SP properties. Firstly, SP can occur only if motion is present in the stimulus at a given time, and the number of moving targets per video frame is typically low. Secondly, moving targets attract attention (especially in a Hollywood movie) and they are usually pursued by more than one participant. An example of the clustering property along with the output of the MOSP algorithm is presented in Figure 1 . The combination of these two properties allows the algorithm to robustly distinguish drift and SP-like motion from actual SP, which is particularly important for gaze recordings in fMRI experiments because they tend to have higher noise levels than lab recordings (Startsev, Agtzidis, and Dorr 2018) . For example, if some gaze samples are erroneously marked as SP candidates, they will not be labelled as SP as long as no other subject has a similar pattern in the same area in space and time. While this has the possible drawback of missing some SP episodes when not enough subjects pursue a target (reduced sensitivity), the increased specificity is more important in the context of this study to identify brain areas related to SP processing.
Since the original MOSP algorithms were designed and optimized for the GazeCom data set (Dorr et al. 2010) , some parameters were adjusted (see online data for full details). We further improved the SP detection by using both in-lab and in-scanner recordings together because the SP detection algorithm improves with increasing number of gaze traces. Despite the different stimulus sizes, we used the same pixel-space for both sets of recordings by scaling the pixel-per-degree values for the (less noisy) in-lab recordings; the agreement in detected SP episodes for the two sets was high (r 2 of 0.84 for share of SP in 2second intervals). 
fMRI Analysis
The fMRI data analysis was performed with SPM12 using Matlab 9.2. We initially followed a standard preprocessing pipeline for each recording (Poldrack, Mumford, and Nichols 2011) . The process comprised realigning the functional data to the mean image of each session (without slice timing correction), coregistering them to the anatomical T1 scan, normalizing them to the MNI template and resampling them into 3 × 3 × 3 mm 3 voxels. Finally, we applied smoothing with a Gaussian kernel of 8 mm at full width half maximum (FWHM).
During the recording of the studyforrest data set its authors split the movie stimulus into 8 different segments of approximately 15 minutes each with each one displayed separately in the scanner. In the first level analysis we combined all 8 recording sessions into one design matrix in order to model the full Forrest Gump movie. For each session in the design matrix we fitted an SP, a saccade, and a movie motion regressor when needed. In order to account for variations in the onset and width of the hemodynamic response among subjects, we used the canonical hemodynamic response function (HRF) along with its time and dispersion derivatives. Apart from the previous regressors, we also used the six head movement components that were returned from the realignment step during preprocessing as nuisance regressors.
The eye movement and motion regressors were modelled as event time series with events placed 2 seconds apart, which by design coincides with the scanner's TR and therefore each event was representing the regressor variance between scans. The amplitude of each event was modulated by the prevalence of the corresponding eye movement or the amount of motion in the 2-second window: It had a value of 0 when it was the same as the overall mean and was linearly increasing up to a maximum value of 1. A detailed description of the regressor modelling procedure is given in the next section. As it becomes evident from how the regressors were modelled, it would have been impossible to model both fixations and SPs with this process without creating strong (negative) correlations between the two. To make this interdependence more clear, let us consider that a subject starts pursuing a target. Then consequently the amplitude of the SP regressor would increase with the fixation amplitude decreasing proportionally.
After fitting the GLM to the data of each subject independently, we used the amplitude component of the HRF of each regressor that spanned 8 recording sessions in order to compute the contrasts of interest. These contrasts included the main effect of the eye movements and motion, the comparison between SP and saccades, and the comparison of the eye movements to motion. Finally, at the second level of the fMRI analysis we performed a one-sample t-test for each of the previous contrasts for the 13 valid subjects. The resulting clusters (p < 0.05 Family Wise Error [FWE] corrected with an initial threshold of p < 0.001) were overlaid on a three-dimensional brain model and are presented in the results section.
Regressor Modelling
As outlined above, our regressors were not modelling each eye movement event independently, but were placed in 2-second intervals, which were modulated by the amount of the respective eye movement in that window. For the experiments that were taking movie motion into account, this was modelled through the mean movie motion and as before in consecutive 2-second windows.
More specifically, the computation of the magnitude of the eye movement modulation parameters was taking into account three main factors: i) The first factor was capturing the changes in eye movements between different naturalistic stimuli and was represented by the mean percentage of each eye movement of each subject; this is equivalent to the mean viewing behaviour. ii) The second factor was capturing the differences in prevalence and variance between different eye movements and it was a constant value with the modulation parameter being inversely proportional to it. The value of this factor was chosen from the data in order to bring approximately 95% of the modulated values below 1 (for a visualization, see Figure 2 ). Therefore, it was set to modulation sacc =1.5 for saccades due to their small variance in relation to different input stimuli. For SP it was set to modulation SP =5 in order to reflect the large variance of smooth pursuit eye movements, which cannot occur in the absence of a moving target but can be continuously performed for long periods of time when a salient moving object exists. iii) The third factor was capturing the variance among subjects. This subject-specific factor was based on the observation that the prevalence of each eye movement varies among subjects and it may directly or indirectly relate to the differences in brain connectivity (Mueller et al. 2013; Vanderwal et al. 2017 ). In the case of the studyforrest data set, saccades varied from 5.8 % to 12.4 % and SPs from 11.5 % to 19.3 % among the subjects; thus, if the overall mean were used, the relevant activations in some subjects would be suppressed and in some would be amplified.
As an illustrative example, consider a hypothetical subject that has an overall mean SP percentage of overall SP =15 % and performed SP clip SP =10 % of the time in a given clip. Now in a particular 2-second window window SP =85 % of its duration was labelled as SP. The modulation magnitude will be (window SP -clip SP )/(modulation SP *overall SP )=(85−10)/(5 * 15) = 1.
After computing the modulation parameters across all 2-second intervals of the data set according to the previous formula, we found that the SP and saccade regressors were uncorrelated (Pearson correlation r = 0.02), which is a good indication of no shared variability between the two.
For the magnitude of the motion estimation modulation parameters, we followed a similar process as with the modelling of eye movement parameters. Again, here the steady state was captured through the mean content motion for each stimulus independently. The resulting value was normalised with the 90th percentile of the motion values across all clips and was bound to a maximum value of 1 in order to limit the influence of outliers.
Additional Validation Regressors
Apart from the eye movement regressors of SP and saccade we also used a motion regressor, which in the nominal case was modelling the global motion in the video. We further explored two variations of it. In the first variation of motion modelling, we used a window around the gaze position to get a local estimation of the motion and in the second variation we subtracted the smooth pursuit velocity from the mean content velocity in the same window with the aim of approximating the retinal motion. Since the results for local motion were subpar in comparison to global motion, we do not present them in the results section but discuss them at the end of the manuscript.
To further understand what drives eye movements, we also ran models which included scene complexity and edge density estimation as additional regressors, with their values being modelled identically to motion regressor as explained in the previous section. The scene complexity was computed as the entropy of the saliency of each frame using a standard saliency model (Itti, Koch, and Niebur 1998) . Similar to the entropy of image saliency, we calculated edge density as the per-frame entropy of the absolute pixel values on the third level of a Laplacian pyramid (which represents edges in the spatial frequency range of approximately 3-6 cycles per degree, i.e. close to the peak of the human contrast sensitivity function). Again these results are discussed at the end of the manuscript.
Data and Code Availability
The full source code and resulting labels for the eye movement analysis are available at https://web.gin.g-node.org/ioannis.agtzidis/studyforrest_analysis. The fMRI and eye tracking data was taken from the publicly available data set of (Hanke et al. 2016 ).
Results
The presented functional group results of this section were mapped to the three-dimensional cortical template of the "Population-Average, Landmark-and Surface-based" Atlas (PALS) (Van Essen 2005) with the metric-enclosing-voxel algorithm in Caret (version 5.65) (Van Essen et al. 2001) . When needed, the provided coordinates are reported in the Montreal Neurological Institute (MNI) coordinate system.
Eye Movement Statistics
Overall, in the valid in-scanner subjects the algorithm classified 53 % of gaze samples as fixations, 8.4 % as saccades, and 14.8 % as SP with the rest being labelled as noise (tracking loss, blinks, cluster noise, etc.). Because we here were interested in separating e.g. saccades and SP as cleanly as possible, this relatively high noise level was acceptable. Fixations showed the highest absolute variation among participants (std: 10.1 %), which is to be expected since the fixation detection is very sensitive to eye tracking noise and our objective was not to model this type of eye movement. Saccades (std: 2.5%) and SP (std: 3%) had lower absolute variance but very high relative variations among participants. This relatively high between-subject variability was captured by the subject-specific modulation factor during the first level analysis.
Apart from the between-subject variability there exists within-subject variability, which varies for different eye movements. In Figure 2 we visualize the probability distributions of the ratios in 2-second windows of saccades and SP per subject in relation to the same subject's overall mean. Because the range of the distributions differed between eye movement types, we chose the eye movement specific modulation factors of Section 2.4.1 with the aim of normalizing them into comparable ranges. Here, a value of 1 indicates that the share of each eye movement type in a given interval is equal to the overall subject mean. A value of 0 denotes that the respective eye movement does not occur in that interval and values above 1 mean that we have above-average occurrence. As can be seen from Figure  2 , saccades show lower within-subject variability and are centred around the mean ratio of 1. On the other hand, the occurrence of SP shows higher variability with a peak close to 0, which represents the absence of SP when no moving target is present in the stimulus, i.e. movie.
Figure 2:
Probability distribution of saccade (left) and smooth pursuit (right) ratios as detected in the 2-second windows that were used during the event-related 1st level analysis, normalized so that 1 corresponds to each subject's mean. A wide distribution indicates high variability across subjects and time. Saccades (red) have lower variability and are centered around 1. SP ratios (blue) are more variable and the peak close to 0 represents the absence of SP (e.g. no SP target is moving in the scene).
SP-and Saccade-Related Activations
The mean effects of SP-and saccade-related BOLD-responses are given in Figure 3 , where we present clusters at p FWE < 0.05 using an initial threshold of p < 0.001. This procedure yielded three clusters related to SP (SP1-SP3) and two clusters related to saccades (Sac1-Sac2), see Table 1 . The notable difference between the SP1 and Sac1 clusters is the strong activation within the middle temporal gyrus, presumably visual motion area MT+/V5 in SP1 but not Sac1, which is to be expected since this area is associated both with SP and motion processing. The second large cluster marked as SP2 mainly covers parts of the middle cingulate cortex and the precuneus. Also there exist a much smaller saccade-related cluster that covers part of the precuneus and is marked as Sac2 and a small SP-specific cluster related to the right temporoparietal junction (rTPJ) is marked as SP3. In order to check whether the presented clusters robustly represent brain areas that are involved in each eye movement, we ran a simple cross-validation procedure (for more details, see Supplementary Material). The resulting high correlation (r 2 = 0.81) between the activations of the two independent models ( Figure S1 ) shows that our regressors are fitting a pattern instead of only the provided data. Table 2 lists a more detailed description of anatomical and functional areas included in the identified clusters SP1-SP3 and Sac1-Sac2, respectively. Anatomical areas were parcellated with the automated anatomical atlas (Tzourio-Mazoyer et al. 2002; Rolls, Joliot, and Tzourio-Mazoyer 2015) ). In order to avoid cluttering the table with anatomical areas that are represented by relatively few voxels, we applied a cutoff threshold as a percentage of the total voxel count in each cluster. For the two biggest clusters of Table 2 Table 2 : List of brain areas involved in both SP-and saccade-related clusters (coloured gray) and areas that are unique to SP (coloured white). The threshold for visualization was chosen at ~2% for the big clusters and 5% for the smaller clusters of Table 1 . Therefore, the values do not sum up to the total number of voxels in each cluster.
SP-Saccade Related Activations
In the way that we structured our analysis, saccades were used as a proxy to represent the steady-state condition of our visual system because of their lower variability, with smooth pursuits being the eye movement of interest. Hence, we were interested in the specific differences between SP-and saccade-related brain activations during natural viewing. These contrasts with p FWE < 0.05 and initial threshold of p < 0.001 are visualized in Figure 4 . This procedure identified three areas with stronger activation during SP compared to saccades. In Figure 4a the first area has bilateral activations of the motion processing and SP-related area MT+/V5 (right: k E = 169, left: k E = 89), with the second area containing the middle cingulate and extending to precuneus (k E = 655). Lastly, the third area comprises of an activation in the right temporo-parietal junction (rTPJ; k E = 158). Figure 4b shows that the saccade > SP contrast has significant activations in V2 (right: k E = 91). The full list of anatomical areas that are part of these clusters is provided in Table 3 Table 3 : List of areas involved in the SP > saccade and saccade > SP contrasts. The threshold for visualization was set to 15 voxels for all clusters and they do not sum up to the total voxel number for each cluster.
Accounting for Movie Motion
To differentiate SP from content motion related brain activations, we added an additional motion regressor during the first level analysis, which was again modelled as time-series with its values computed in a process similar to eye movement modulation of Section 2.4.1.
Here, we present the results using the EpicFlow algorithm and whole frame mean motion modelling (results for the algorithm based on the minors of the structure tensor were qualitatively similar; data not shown). To better understand the relation between the EpicFlow motion estimation and our motion regressor, refer to the Supplementary Material and Figure S2 . The resulting motion regressor was uncorrelated with the saccade regressor (Pearson r = -0.11) and the same held true for the SP regressor (Pearson r = 0.18). The mean effects of SP-, saccade-, and motion-related BOLD-responses are visualized in Figure  5 . As can be seen from Figures 5a and 5b , the activations for SP and saccades are qualitatively very close to the activations of Figure 3 but with reduced size and intensity for SP when motion was included in the model (Figure 5a ). This reduction in SP-related activations followed from strong positive motion-related ( Figure 5c ) activations in roughly the same areas as the SP-related activations shown in Figure 3a . Moreover, the activity in the cortex lining the superior temporal sulcus (STS) and in the supplementary motor area including the supplementary eye field (SEF) was negatively correlated with our motion regressor. Following this model, the contrast SP > saccade yielded significant activations only in the middle cingulate (k E = 106) and rTPJ (k E = 104) areas (not shown graphically). The MT+/V5 and precuneus activations seen in Figure 4a did not reach the significance threshold of 0.05 FWE.
The SP > motion contrast ( Figure 6 ) revealed bilateral activations in the cortex lining the superior temporal sulcus (STS; right: k E = 536, left: k E = 194), the precuneus (k E = 102), and the supplementary motor area including the supplementary eye field (SEF; k E = 177). To the contrary, the saccade > motion contrast did not reveal any significantly activated areas.
Figure 6:
Activations for SP > motion contrast with the motion regressor computed with EpicFlow and p FWE < 0.05 with initial threshold of 0.001. Activations appear in the right superior and middle temporal gyri (posterior and anterior STS) (k E = 536, peak xyz: 60, -55, 26) and in the left middle temporal gyrus (posterior STS) (k E = 194, peak xyz: -60, -28, 11), bilaterally in the precuneus (k E = 102, peak xyz: 6, -58, 35), and bilaterally in the supplementary eye field (k E = 177, peak xyz: -6, 11, 62).
Discussion
The aim of this study was to analyse brain activations related to SP and saccades as the most prominent eye movements in complex dynamic naturalistic scenes. To this end, we here presented methods based on off-the-shelf algorithms and modelling techniques that can handle the noisy and unstructured nature of motion and eye tracking data coming from scanner recordings, when dynamic natural scenes are used as stimuli. Our main results are in line with previous studies showing activations in the MT+/V5 area during SP, when SP and saccades were modelled separately. When an additional regressor representing motion content of the stimulus was included in the model, specific attention-related areas were identified, while some other brain areas (including MT+/V5) fell below the significance threshold due to the similar SP and motion evoked BOLD mean effects. These results were shown to be robust in a simple cross-validation procedure (see Supplementary Material and Figure S1 ).
Validity of eye movement classification
The MOSP algorithm that we used for automatic eye movement detection has previously achieved state-of-the-art performance in a manually annotated data set . To ensure that the MOSP algorithm returned high quality output in the studyforrest data set, we manually tuned its parameters based on visual inspection of a small portion of the results. A full manual annotation of a data set as big as the studyforrest (ca. 30 hours) was not feasible given the fact that it takes approximately 15 seconds to label one second of gaze, and multiple annotators are needed for best results (Startsev, Agtzidis, and Dorr 2019) .
Validity of algorithms defining motion content
A potential weak point in using motion estimation algorithms to define motion content of a stimulus is the fact, that they tend to give noisy results. For that reason, we validated the presented results by using two different motion estimation algorithms (Barth 2000; Revaud et al. 2015) . In both cases the identified brain activations were comparable, underlining the validity of our approach. In the second analysis of our study, we were interested in specifically identifying what drives SP in humans in the presence of motion. To this end, we used the mean frame motion as an approximation to background motion. However, there exist many other ways of modelling motion and we investigated two of them in more detail.
In the first approach we modelled motion in a five degree window around each gaze position.
In the second approach we aimed at decorrelating the two regressors by modelling retinal motion. For this purpose, we subtracted the SP velocity (speed and direction) from the motion velocity in the same window and then used the magnitude of the resulting vector in our model. The resulting activations, while qualitatively similar, were weaker for both approaches in their extent and intensity. This can be partially attributed to the fact that in both of these approaches the correlation between the motion and SP regressors was higher than when only mean frame motion was used (window r = 0.21, window -SP velocity r = 0.51 vs. mean frame r = 0.18). The changes in the correlation values can be attributed to many factors. Generally the noisy results of motion estimation algorithms may become even noisier as we use the mean of a smaller window instead of the full frame. Also the reported gaze can be noisy and oftentimes has spatial offsets, which can result in missing completely or partially the moving target in the motion computation. As a result, SP velocity disproportionately influences the result of its subtraction from the window motion and thus returns higher correlation values. A similar effect appears with targets of very small size. It should be noted that the reported gaze position from the eye tracker was much noisier in the scanner than in the lab: the median dispersion of 25 ms windows of gaze data was 31 pixels in the scanner vs. 10 pixels in the lab for the studyforrest data set.
Brain areas related to variance in smooth pursuit
The contrast of SP > saccade with only the SP and saccade regressors included in the first level design matrix revealed activations in middle cingulate and precuneus, which have been previously associated with SP eye movement control (Tanabe et al. 2002; Kimmig et al. 2008 ) and visuo-spatial processing (Berman et al. 1999; Cavanna and Trimble 2006) . Additionally, this contrast yielded higher activation during SP than saccades related to the rTPJ, an area that is involved in guidance towards unattended areas (Corbetta et al. 2000; Wu et al. 2015; Marsman et al. 2016 ). Most importantly, this contrast revealed bilateral activations related to area MT+/V5, which is regarded a core motion processing area and has been associated with SP eye movements in previous studies (Kimmig et al. 2008; Petit and Haxby 1999; Lencer and Trillenberg 2008; Nagel et al. 2006; Ohlendorf et al. 2010; Marsman et al. 2016) . Notably, the MT+/V5 area became non-significant in the same contrast when a third regressor modelling the overall stimulus motion was added. This may be best explained by the fact that the variance of the BOLD response in this area was now shared between two regressors (SP and motion) instead of one (Ohlendorf et al. 2010) , as can be seen from the mean effect of SP and motion in Figures 5a and 5c . This demonstrates the difficulty in finding a single source of activation in natural scenes where many different factors may provoke activation of a specific area, and a complete disentanglement of such confounds may prove elusive.
Benefits of considering motion content in the model
Adding motion as a regressor to the model allowed us to identify SP-related activations that were not per se driven by the overall motion of the stimulus (Figure 5a ). Interestingly, motion itself additionally resulted in negative effects related to STS and SEF areas. Thus, when directly contrasting SP > motion, these two areas together with the precuneus occurred as being significantly stronger activated during SP than by motion content alone ( Figure 6) . STS is considered a hub for information processing including the processing of biological motion (Saygin 2007; Jastorff and Orban 2009; Grossman, Jardine, and Pyles 2010) as well as processing of faces in situations requiring social cognition (Allison, Puce, and McCarthy 2000; Hoffman and Haxby 2000; Lahnakoski et al. 2012) . In line with this model, inhibiting STS activity by transcranial magnetic stimulation (TMS) resulted in difficulties perceiving biological motion (Grossman, Battelli, and Pascual-Leone 2005) . Also, reduced activity in the STS (Freitag et al. 2008; Alaerts et al. 2014 ) has been associated with difficulties in understanding biological motion and emotional content in autism spectrum disorder patients (Hubert et al. 2007; Nackaerts et al. 2012; Alaerts et al. 2014 ). SEF activations have been associated with anticipatory eye movements, even in situations with invisible targets, reflecting cognitive input to smooth pursuit planning independent from visual input (Lencer et al. 2004; Missal and Heinen 2004; Ohlendorf et al. 2010) . When interpreting our finding related to motion content, it should be considered that our motion regressor was based on a low-level account of pixel-wise motion energy which might have failed to capture semantic properties of natural scenes. Thus, high values of motion content from our analyses were related to background and camera motion, which are both extensively used in professionally shot cinematic videos (Cutting et al. 2011 ), see Supplementary Material and Figure S2 . In contrast, moving mid-sized objects, i.e. socially meaningful targets, were linked to low motion content values. Thus, irrelevant motion modeled by our motion content regressor may have led to the observed negative activations bilaterally in the STS and the SEF unless SP to a meaningful target was performed.
Given the current rapid pace of progress in computer vision algorithms for high-level scene segmentation and understanding (Sevilla-Lara et al. 2016; Zhang et al. 2018 ), more complex modelling of the semantics of different types of motion information might enable a more fine-grained analysis of such effects in the future. Moreover, a correlation analysis as the one performed by (Hasson et al. 2004 ) could offer further insights into how each brain area relates to the scene flow and its semantic content.
Considering additional possible confounds
To at least partially alleviate the potential confounds of the motion energy analysis, we included additional regressors modelling basic video characteristics. In two control experiments, we modelled scene complexity based on saliency and edge density as attention-grabbing parameters in order to test whether these parameters interfere with the activations related to SP and motion content. In both cases, the mean effect of the validation regressor showed significant activations in some very small clusters (approx. 150-300 voxels overall in the posterior part of the brain and mostly in the visual cortex), but did not influence the activations regarding the main contrasts of interest. From these observations, we conclude that the eye movement planning processes are predominantly driven by the underlying motion based on the way we modelled each characteristic. However, a more exhaustive search of all the potential parameters and modelling techniques may be required in future studies of SP in dynamic natural scenes.
Lack of associations with frontal eye fields under natural viewing conditions
We did not identify any activations related to the frontal eye fields (FEF) which have been described to be involved in planning and execution of both SP and saccades (MacAvoy, Gottlieb, and Bruce 1991; Berman et al. 1999; Gagnon et al. 2006; Kimmig et al. 2008) . One possible explanation might be that in typical experiments, participants switch between baseline periods of prolonged fixation and e.g. dot following or scene viewing. Instead, in the data set used here, participants were likely to constantly engage in some form of eye movement planning during continuous movie viewing, which is more representative of realworld viewing behaviour. Therefore, the variance of e.g. saccades in consecutive 2-second windows may not have been sufficient to identify all saccade-related activations, including FEF. Another limiting factor may be the small size of the FEF regions and the big variance in their reported location (Vernet et al. 2014 ) along with their activation being dependent on specific experimental conditions and instructions (Lencer et al. 2004 ).
Conclusions
In this study, we demonstrate brain networks specifically related to the often-overlooked smooth pursuit eye movements in complex dynamic naturalistic scenes. Our findings underline the notion that special care has to be taken to model variance across subjects, within subjects, and for different eye movement types. We also identified some of the confounds which arise from the semantic variation in movie content and which cannot be captured by a low-level image-based analysis alone. Nevertheless, our results show that findings from previous research with impoverished synthetic scenes can be qualitatively confirmed for highly complex, ecologically valid naturalistic stimuli.
