Abstract-We present a discrete contour model for the segmentation of image data with any dimension of image domain and value range. The model consists of a representation using simplex meshes and a mechanical formulation of influences that drive an iterative segmentation. The object's representation as well as the influences are valid for any dimension of the image domain. The image influences introduced here, can combine information from independent channels of higher-dimensional value ranges. Additionally, the topology of the model automatically adapts to objects contained in images. Noncontextual tests have validated the ability of the model to reproducibly delineate synthetic objects. In particular, images with a signal to noise ratio of SNR 0:5 are delineated within two pixels of their ground truth contour. Contextual validations have shown the applicability of the model for medical image analysis in image domains of two, three, and four dimensions in single as well as multichannel value ranges.
INTRODUCTION
O NE of the main tasks in image analysis is the reproducible extraction of quantitative information. In medical image processing, the segmentation remains the weakest part of automated analyses [1] . The main requirements of automated segmentation are the generality to guarantee the applicability to many different segmentation tasks [2] , the robustness of the segmentation against noise and artifacts [3] , [4] , and the reproducibility [5] , i.e., the reduction of inter and intraobserver variabilities [6] . Even though many applications exist for automated segmentation, so do only a few robust realizations [4] .
So far, deficiencies are inherent to automated segmentation. They are increased when the image domain is of higher dimension, e.g., representing an image sequence or volumetric data. Here, segmentation methods are mostly not general, but specific to few applications [7] .
In this paper, we introduce a model-based segmentation that can be used for two (2D), three (3D), and fourdimensional (4D) image domains and is applicable to single and multichannel value ranges. The model is tailored for, but not restricted to medical images. Our work is related to the models introduced by Cohen and Cohen [8] as well as McInerney and Terzopoulos [9] . In these precursor works, 2D and 3D discrete contour models are used to segment medical images. Our work coherently extends such models into a 4D image domain, allows us to incorporate image information from independent color channels, uses a new computation of external influences that provides improved robustness against noise, and further extends the methods for automated adaptation of topology (e.g., [10] , [11] ).
A model-based segmentation consists of a variable object's representation and an algorithm that finds the instance of this representation that best explains the given image [12] . Therefore, we first describe the representation of objects (Section 2.1), then the mechanically formulated influences that act on the model (Section 2.2), and an iterative segmentation resulting from the evolution of the model under these influences (Section 2.3). The model is validated noncontextual (Section 3.1) and contextual (Section 3.2), and our approach and the results of the validation are discussed (Section 4).
GENERAL MODEL FOR SEGMENTATION
In the following, we assume that the segmentation task is the automated delineation of objects contained in an image domain I of dimension d I 2 f2; 3; 4g with I & IN d I 0 . For each image element, which is referred to as picture element (pixel), volume element (voxel), or time-volume element (toxel) at positionx x 2 I, a one or more-dimensional value w 2 W is defined. Here, W is the value range of dimension d W with W & IR dW . The image itself is defined as the function f :x x 2 I ! w 2 W . We use w orx x to denote vectors having the character of a list or those describing positions and directions, respectively.
Representation of Objects
Objects are coherent subsets of I represented by their contour C. Depending on the application in which the model is used, one or more objects can be represented by C. Simplex meshes are used for the representation so that the border, surface, or metasurface of objects in two, three, and four dimensions is linearly approximated. The mesh consists of a set V ¼ fv 0 ; v 1 ; . . . ; v jV j g of vertices v i and a set E ¼ fe 1 ; e 2 ; . . . ; e jEj g of finite elements e j which are called edgels. For every v i , the vectorṽ v i defines the position in I.
Edgels are affine simplices À of dimension d I À 1. The affine simplex is a set of points resulting from a limited linear combination of supporting vertices. Dependent on its dimension, the 0-simplex is a point, the 1-simplex a line, the 2-simplex a triangle, and the 3-simplex a tetrahedron. Each edgel e j is supported by d I vertices v j;1...dI and defines the connection and orientation of vertices: 
Here, the general affine n-simplex À is defined as:
Àðv 0 ; v 1 ; . . . ; v n Þ 1
x x e jx x e ¼ 0ṽ v 0 þ . . . þ nṽ v n ; 0
where the k are the restricted linear coefficients to define all pointsx x e of which e j consists. For the computation of influences, a unity normal vectorñ n j and the size je j j is computed for every edgel. We refer to a straight line between two vertices that share an edgel as a route in the mesh and define U v i ðÁÞ as the set of all vertices that are no more than Á routes apart of v i . U e i is defined as the set of all edgels that are supported by v i . In order to represent a coherent subset of I with a simplex mesh, the following requirements must be fulfilled:
. Every v i must support at least d I edgels.
. Every e j has exactly d I neighboring edgels. Two edgels are neighbored if they share d I À 1 supporting vertices. . No two edgels e j and e k ; j 6 ¼ k exist that share d I vertices. . The combinatorial order of vertices v j;1...d 1 gives the orientation of e j such thatñ n j points outwards. . Edgels do not intersect. . If only one object is represented by C, each v i must be reachable by every other v j using a succession of routes. The number of edgels supported by a single vertex and therefore its valence is not fixed in three and four dimensions, whereas in two dimensions, every vertex always supports two edgels. Such a general mesh is called simplicial complex [13] . The simplicial elements are combinatorially connected to represent arbitrary objects [14] .
Instances of this model in two, three, and four dimensions yield the following representations:
. 2D: On planar images, C forms an irregular polygon. . 3D: For a volumetric data set (d I ¼ 3), an object is represented by a triangulated surface. Image sequences also result in a 3D image domain with positions ðx; y; tÞ > . A triangulated edgel then becomes a line that is translated and scaled for a short sequence in time t and is at the same time a segment of a moving polygonal contour. All segments of the polygonal contour at time t c are obtained by cutting the triangulated surface with planes t ¼ t c , the movement and velocity of this part of C is estimated from the triangle's orientation (Fig. 1 ). . 4D: In four dimensions, E consists of tetrahedrons with supporting vertices having coordinates in space and time ðx; y; z; tÞ > . The cut of all edgels with hyperplanes t ¼ t c yields a triangulated representation of an object at t ¼ t c . Then, each edgel yields either zero, one, or two facets of the triangulated object. These triangles are scaled and translated over a short period of time.
Mechanical Influences
The object's representation is combined with mechanical influences so that the edgels move to reach the border of relevant objects in the image. According to [15] , the term "influence" is used as a generalization for internal and external energies, external force, image energy, image force, and many others because none of the latter terms is used unambiguously in literature.
The use of mechanical influences allows us to use formulations independent of the dimension d I of the image domain. The model includes image or external influences depending on image values w 2 W that bind the active contour to objects in the image, deformation forces resulting from a modeling of material properties, and searching tendencies that move the edgels until they contact relevant image information. The searching tendency should be equal to the image influences at the border of objects. All influences result in forces acting on vertices. Influences on edgels are transferred to their supporting vertices. As such features have often been presented for deformable models, our focus lies on improved robustness and the general formulation in two, three, and four dimensions of the image domain.
Image Influence
Every e j is influenced by all image values in the image subset I j that contains all image elements in a defined vicinity of e j : I j ¼x x 2 I jx x ¼x x e þ Áñ n j ;x x e 2 e j ; min max
This image subset contains all image elements that can be reached from positionsx x e belonging to the edgel within the distance ½ min ; max alongñ n j . Usually, min is negative and max is positive so that I j represents a "thickened edgel" in image domain. In our model, the dimension of the subset of image elements acting on an edgel is the dimension of the image domain itself, dimðI j Þ ¼ d I . The definition of I j requires a Cartesian image domain. This requirement does not necessarily hold for images that were acquired slicewise. Here, the interslice resolution is usually lower than the intraslice resolution. Therefore, the z-axis is individually scaled before reading image values fðx xÞ to result in an approximately Cartesian image domain. In image sequences, there is no context that merges resolution in space and time. However, a scaling factor for the t-axis is used as well. It has to be chosen so that a triangulated representation is on the one hand able to track accelerated objects and, on the other hand still offers regularization between frames of the sequence. To compute image influences, undirected image potentials ÈðwÞ are assigned to the w 2 W . The image potentials are chosen with regard to an application to describe the appearance of relevant objects in different channels of the image. individually assigns potentials to color channels. An edge template kðÞ, 2 ½ min ; max in the dimension dimðÈÞ ¼ d W is defined to describe the scale and strength of relevant image potentials that occur at the border of objects. The nonnormalized correlation of kðÞ and ÈðwÞ is used to define the external forceF F e ej acting on e j . Note that superscripts e, d, and p denote the kind of force (external, deformation, and pressure) whereas the subscript denotes where the force acts on (Fig. 2) . The kðÞ has to be chosen appropriately for every application of the model. Image influences should act alongñ n j [16] 
All potentials in I j are weighted according to kðÞ dependent on their distance to the edgel (Fig. 3) . The edge template is applied normal to e j in all pointsx x e belonging to e j . Hence, I j becomes the kernel of the correlative filtering of image potentials with the edge template. In the physical analogy, forces always act along the gradient of potentials. In our extension, the computation of the external force is generalized and, hence, any correlative filter can be applied. The free choice of kðÞ allows the search for significant gradients in the image as well as the region-based detection of objects. If all entries in kðÞ are nonnegative, image influences are computed with region-based external forces [17] . If kðÞ contains positive and negative entries, gradient information is evaluated. For example, kðÞ is defined as a Gaussian derivative when referring to Canny's approach on edge detection [18] . Altogether, kðÞ is a filter with the size adaptable to the scale of relevant gradients. The entries are adaptable to region-or gradient-based segmentation procedures and the direction is automatically adjusted by the contour itself. Therefore, the model runs on the original image data avoiding a priori filtering, which is required in many other approaches.
For edgels close to the border of the image domain, a shift alongñ n j might result in positions that are not contained within the image. For all these positions, the same padding value w pad is assigned.
The resulting forceF F e e j is then distributed onto the supporting vertices. This transfer additionally regards the location of image elements acting on the edgel. Vertices carry a higher portion of image influences that result from near image elements. In the mechanical analogy, this corresponds to an equality of forces as well as turning moments of image influences and supporting vertices [19] . Assuming that elements at positionx x e of e j are written as
where l is the index of supporting vertices of e j so that v i ¼ v j;l , the j;l 2 ½0; 1 are close to 1 ifx x e is close to v j;l and the j;l decrease with increasing distance to v j;l . 
Each v i takes a share of the load of all external influences of the supported e j 2 U e i .
Deformation Force
Laplacian smoothing [20] is applied to regularize the discrete contour. The mean curvature is reduced by shifting vertices normal to the contour and a uniform vertex spacing is achieved by a movement in tangent direction. Both effects are caused by a local deformation forceF F d vi for each vertex in the mesh (Fig. 2) .
Every vertex is pulled to the barycenter of the vertices in its vicinity with adjustable strength s d . Obtained from further experiments, we found Á ¼ 1 to be sufficient. In other words, only 1-ring neighbors are considered. Then, (7) resembles a formulation of the scale-dependent umbrellaoperator [21] that is independent of the dimension of image domain. However, the Laplacian is reduced without computing its absolute value. For image sequences, the reduction of the second-order derivative corresponds to an implicit velocity estimation [22] with finite forces applied to inert masses.
Searching Tendency
The tendency of the edgels to search for relevant image information originates from the balloon force, which has been introduced for active contour models by Cohen and Cohen [8] . This balloon force is computed for every e j :
It is directed alongñ n j and proportional to the size je j j and the applied pressure p. Positive and negative pressures result in a searching tendency toward the outside and inside, respectively. Since the pressure force acts on the edgels, it has to be transferred to the supporting vertices:
Every vertex carries the d I th part of all supported edgels (Fig. 2 ).
Iterative Segmentation
The model is used in an iterative segmentation algorithm to detect relevant objects in the image. In this iteration, vertices move until they contact structures or borders matching the description coded by ÈðwÞ and kðÞ. The model starts from a given initialization C 0 , then moves vertices according to the computed forces and-if necessary-performs a local resampling and an automated adaptation of the contour's topology.
Initialization
Depending on positive or negative pressure, C 0 is either a small seed that is inflated or a large frame at the image border that is shrunk. These initial contours are created with a fixed number of edgels and vertices. For a seed contour, fixed simplex meshes with vertices at positions jṽ v i Àc c 0 j ¼ R 0 are once created and, then, used with application-specific centers c c 0 and radii R 0 . An initial 2D contour for segmentations with negative pressure consists of four vertices at the corners and four edgels at the borders of the image. For d I ¼ 3, vertices are positioned at the eight corners of the cubic image domain and each of the six sides is represented by two triangular edgels. In four dimensions, the corresponding structure consists of 16 initial vertices.
Movement of Vertices
In each iteration, all forcesF F vi are computed at first. Each individual vertex is explicitly shifted as reaction to the forces acting on it. This scheme requires no matrix inversion of any kind. Edgels move accordingly because they are attached to their supporting vertices. The transformation of forces into movements requires a normalization. The absolute values of forces depend on the size of edgels, whereas the movements of vertices should not. For every v i , the supported size jU e i j is determined to specify the number of image elements in the part of the contour supported by v i :
This number is used to normalizeF
vi , the average sampling size L is used. This is the average length of routes in the mesh. Thereafter, the normalized sum of forces acting on the vertices is determined:
Then, the vertices are moved according toF F AE vi . We model vertices without mass or momentum of inertia. For a finite movement, a damping force is needed. In the model, vertices experience liquid friction with a resulting force proportional to their velocity and directed against their movement. In the finite approximation defined by the steps ÁI of the iteration, this results in a movement proportional to the normalized sum of forces:
where the mechanical parameter is the fixed coefficient of liquid friction if the velocity of vertices is approximated by Áṽ vi ÁI . Shifts Áṽ v i are not necessarily integer. Therefore, noninteger positionsṽ v i are used such that vertices may lay at subpixel positions.
Instabilities that might arise in the explicit scheme are handled by limits on the value range of parameters for all influences. The bound jpj= j max À min j ensures that no image information is disregarded due to a too strong searching tendency, the same bound applies to the maximal strength of image influences. Additionally, s d = 0:5 prevents oscillations of the contour due to strong explicit smoothing. Some further heuristic extensions improve the stability of the contour at relevant structures in the image [23] , [24] . The following rules are applied:
. If it is not directed against the pressure force, i.e.,
> 0, the external force is set to zero before v i is moved. Otherwise, local artifacts in the vicinity of the object's border could increase the danger of the contour breaking out due to the balloon force. . If the external force is directed against the balloon force, the strength jF F e vi j is bounded by 2jF F p vi j. This prevents oscillatory instability of the contour in the vicinity of strong image influences.
Local Resampling
The movement changes the size of all edgels. In every iteration, the need for local resampling is checked to ensure that the length of routes, i.e., the Cartesian distance L i;k of vertices v i and v k sharing one edgel, lies within the range ½L min ; L max . Whereas the deformation force ensures the uniform distribution of vertex distances, the additional local resampling adds or removes vertices and edgels if a local change in the size of C size has occurred. Additionally, the specification of L min and L max is used to estimate the average route length to
Resampling is an intense field of research for triangulated surfaces, but not all results are general enough to be applicable to polygons or tetrahedral representations. We use nonuniform resampling methods [13] . The valence of vertices; that is, the number of supported edgels, changes in three and four dimensions during resampling. The following rules are applicable for d I 2 f2; 3; 4g: (Fig. 4a) , a new vertex v l is created at position 1 2 ðṽ v i þṽ v k Þ (Fig. 4b ). All edgels containing v i as well as v k are duplicated. Then, v i is exchanged by v l and v k by v l in the original and the duplicated edgel, respectively. Different methods to determineṽ v l have been introduced [25] , [26] . However, in our model, resampling is always followed by the movement of vertices. Hence, the simplest method to computeṽ v l is applicable. 2. If L i;k is below L min (Fig. 4c) , again a new vertex v l is created at position 1 2 ðṽ v i þṽ v k Þ. All edgels containing both v i and v k are deleted. For edgels containing either v i or v k , the vertex is replaced by v l . Then, v i and v k are deleted as well (Fig. 4d) . The deletion of vertices and edgels results in local changes of the contour that could be reduced by a more sophisticated determination ofṽ v l . However, this is of minor improtance because the changed edgels will be moved again in the next iteration step. Edgels affected by these operations are checked again for the occurrence of too long or too short routes. In three and four dimensions, an arbitrary order of operations can result in numerically unstable edgels due to the occurrence of strongly acute angels. Hence, the following order is established:
1. If an edgel has a size je j j near to zero or if the computation ofñ n j showed numerical instability, then e j is deleted and replaced by a vertex v k in its center of gravity. Edgels sharing more than one vertex with e j are deleted as well. For edgels that share one vertex with e j , this vertex is replaced by v k . 2. If at least one route of a numerically stable edgel is above L max , then the longest route of this edgel is divided. 3. If no route of an edgel is above L max , but at least one route below L min , then the shortest route of the edgel is removed. In each iteration, only small changes of the contour occur. For the local resampling, the order of resamplings is not globally optimized. After the creation of C 0 , an initial resampling is needed before the first iteration. Here, many resampling steps take place that might affect edgels more than once. Then, a sorted list of routes is created [27] , [28] . The longest route of the mesh is divided if above L max . All new routes resulting from this resampling are then included into the sorted list until no route is above L max . Then, the shortest route is removed if below L min , affected routes are resorted until no route is below L min .
Consistency and Adaptation of Topology
The movement of vertices and the local resampling can introduce intersections of edgels [17] . A self-intersection of the contour is characterized by e j \ e k 6 ¼ ; if e j and e k share no vertex. In this section, we present a general multistep procedure to rearrange simplex meshes so that intersections are removed and a consistent mesh with eventually changed topology is created. This scheme requires the most part of computation time during segmentation. Whenever time is constrained, the following steps may be executed only in every second or third iteration still yielding robust results.
Models for segmentation with the ability to change their topology according to image data have been presented among others by Malladi et al. in their front propagation model [29] . This early approach is bound to monotone inflation or deflation and, therefore, offers only a low flexibility [21] . Lachaud presents a set of rules to change local vertex connectivities to adapt the topology of a triangulated 3D mesh. These results no longer rely on the "one pass-gone" monotony of front propagation methods. Our extension of topology adaptation methods handles simplex meshes in two, three, and four dimensions and employs a multistep procedure that is not restricted to the local change of vertex connectivities. For visualization, we first present the automated change for the segmentation of a torus in synthetic image data from a small seed contour that was homologous to the sphere. In Fig. 5a , the last consistent object representation prior to the intersection of edgels is shown. The method however, also applies to 2D and 4D representations.
In a first step, all edgels involved in intersections and all vertices that consequently do not support any edgels are removed (shown dotted in Fig. 5b ). To detect intersections, the affine simplices of all edgels sharing no vertex are compared. An intersection is found if a resulting equation yields a valid solution for all k . This step requires to solve nearly jEj 2 sets of d I linear equations with 2 Á ðd I À 1Þ degrees of freedom (compare 2). In order to reduce the resulting high-computational demands, the equation set is solved only if the bounding boxes of a pair of edgels overlap. This test for overlapping bounding boxes is fast end excludes a substantial fraction of all edgel pairs from the subsequent test of intersection. Furthermore, in the test, all routes of one edgel are intersected with the second edgel and vice versa, which eliminates the under-determination of above set of equations in three and four dimensions.
Thereafter, the resulting contour contains coherent successions of edgels with less than d I neighbors. Successions of inconsistencies in the mesh are collected into different cut objects. A cut object consists of vertices in dimension d I that are connected by affine simplices of dimension d I À 2 (polygons drawn bold in Fig. 5c ). All cut objects are stored in contours S j . If vertices exist that support edgels in more than one cut object S j , these vertices are deleted together with all supported edgels from the contour C and the cut objects S j are updated.
Then, the S j either have to be closed individually or combined with each other. To make the appropriate decision, a mean unity normal vectorn n
or less is tolerated, and 3. they are of similar size, i.e., the sum of sizes of all edgels in the cuts does not vary by a factor more than 1.25. To perform a merge, the vertices from S j and S l are connected by new egdels that reconstruct a coherent simplex mesh (Fig. 5d ). This creates a connecting tube-like structure and changes the topology of C. To perform internal closures, edgels of dimension d I are created that mutually connect the vertices from S j to reconstruct the mesh. This procedure can result in separated objects in C. Depending on the application, excessive objects either become part of the solution or they are deleted.
Whenever a merge or an internal closure was incorrect for the actual image data, the removed intersection will occur again in subsequent iterations. Then, the above decision is renewed with slightly changed input. Erroneous decisions may repeat for some iterations until the correct decision to change or conserve topology is made. Thereafter, the intersection will not appear anymore. This implicit self-assessment enables the model to flexibly change its topology according to objects contained in image data. In these operations, newly created edgels do not necessarily satisfy the sampling distance defined by L min and L max . Therefore, closing of cut objects is always followed by local resampling.
In two dimensions, an intersection of two edgels (Fig. 6a ) and their subsequent removal result in vertices that support only one or none edgel (Fig. 6b) . Each of the four vertices that support one edgel is then a cut object of dimension d I À 2 ¼ 0. The approximated computation of the normal vector simply gives the direction of the single supported edgel. For this degenerated case, these four vertices are immediately connected by new edgels that do not intersect. Two different situations exist. Either a single consistent contour is created (Fig. 6c) , or two unconnected contours occur (Fig. 6d) [11] , [30] . This possibility enhances the variability and applicability of active contours [10] . Here, a random decision for the constellation of the two new edgels is made. As described above, the intersection reoccurs in the next iteration if the decision was wrong. Wrong decisions might succeed for a short period of time until the correct one is chosen once. Note that such simple heuristic rules are not applicable to 3D and 4D contours [31] , [32] .
A cut object of a triangulated surface in 3 dimensions does not lay in a plane. Cut objects S j are sets of straight lines that connect 3D vertices. The normal vector of every cut object is estimated by the mean of the normal vectors of all triangles formed by two neighboring vertices of S j and its center of gravity. If two cut objects S j and S l fulfill the criteria given above (Fig. 7a) , their combination consists of the following steps that create a connecting triangle strip (Fig. 7b): . The vertices in S j and S l with smallest Cartesian distance are identified. . In an iteration, the smallest triangle connecting these vertices plus a neighboring vertex either on S j or S l is determined and created as a new edgel of C. Accordingly, the chosen vertex on S j or S l is propagated to its neighbor. . If this propagation has included all vertices of one of the cuts, triangles are inserted that connect the starting vertex of this cut with all still open routes of the other cut. Cuts S without appropriate combination (Fig. 7c) are closed internally. Iteratively, the smallest possible triangle defined by three neighboring vertices in the cut is determined and an edgel is created accordingly. Then, the middle point of these three vertices is removed from the cut and a new line is inserted connecting the other two. This procedure takes place until the cut is closed (Fig. 7d) .
For a 4D simplex mesh, a cut object is a triangulated surface, but the vertices of this surface are freely located in the 4D image domain. For this case, we present the method to close single cut objects.
. For every v i in the cut S, the polygon defined by U v 1 ðv i Þ is determined and the overall length of this polygon is calculated. The vertex with the shortest surrounding polygon is chosen. . The chosen polygon is then treated according to the 3D case, where a single polygonal cut object was closed. Instead of triangular edgels, tetrahedral edgels are now created. The chosen vertex is always apex of the tetrahedron and the newly created triangle defines its base. . The chosen vertex, together with the supported triangles is then removed from the cut object. The process takes place until only four vertices are left in S, which are connected with a last tetrahedral edgel. The operation to combine two cut objects works accordingly. Here, tetrahedrons are created where the apex vertex is positioned in one cut object and the triangular basis forms one element of the partner cut object.
Discontinuities and Boundary Conditions
In medical imaging, relevant structures are frequently imaged only in parts. For volumetric images or image sequences, objects might be cut in the first and last slice of the data set. Nevertheless, a segmentation must yield proper results in all parts of the image volume and in all slices. However, if an object is only partially imaged, two contradicting requirements must be satisfied. The border of the object is simultaneously determined by the aperture of data and by the cut structures that do not have a contour tangential to the image borders. Therefore, the contour contains a sharp edge that is usually reduced by the deformation force yielding imprecise segmentations at the image border. To soften this conflict, vertices are allowed to occur outside the image domain within a tolerance range so that the border can be represented without strong bends. Of course, parts outside the image domain are discarded before subsequent analysis.
Stabilization and Convergence
For every vertex, the position of preceding iterations is stored. If the Cartesian distance between the actual position and the closest position in preceding iterations is below a threshold, the vertex is stabilized. For such vertices, influences are not calculated anymore. However, such vertices continue to contribute to the deformation force of neighboring vertices and therefore reduce the movement of the contour in their vicinity. This corresponds to an adaptive reduction of the contour's activity comparable to simulated annealing methods (e.g., [33] , [34] ). However, we do not impose a global reduction of the contour's activity, since this automatically results from the stability of local domains. Stabilized vertices are reactivated whenever their neighborhood is resampled. Empirically, not all vertices reach a position yielding equality of forces [35] . Often, oscillatory instability of geometric deformable models prevents local convergence of vertices [11] , [23] , [24] , which especially holds for region-based external forces. In our model, the positions occupied by vertices in some subsequent iterations are stored and regarded. This allows the detection of oscillating vertices which are subsequently stabilized.
VALIDATION OF THE MODEL
Instances of the model in two, three, and four dimensions were implemented. Tests were performed to validate the abilities of the model in segmentation of image data. We present both a noncontextual validation that aims at giving reproducible quantitative measures describing the behavior of the model under variable known image characteristics, and a contextual validation to show different applications of the model for medical image analysis. The noncontextual tests were performed on synthetic image data and contextual tests show the segmentation of immunohistochemically stained micrographs, the volumetric segmentation of computed tomographies (CTs) of the spinal column, a segmentation of a 4D data set of the left ventricle from magnetic resonance images (MRIs), and the segmentation of laryngoscopic color image sequences showing the vocal cords.
Noncontextual Validation
According to Yu et al., the synthetic images consist of the metacircle or metasphere given by rð'Þ r þ Á r sinðK r Á 'Þ with rotationally symmetric 3D and 4D extensions where r, Á r , and K r denote the mean radius, the amplitude of the variation of the radius, and a constant for the frequency of radius variation, respectively [36] . The center of the metasphere is the center of the synthetic images and we used a fixed K r ¼ 5. The validation included the following synthetic objects:
. 2D images of size 128 Â 128 pixels with the metacircle defined by r ¼ 45 and Á r ¼ 10. . 3D volumetric data sets of size 64 Â 64 Â 64 voxels with the metasphere define by r ¼ 26 and Á r ¼ 5. . 4D spatio-temporal data sets of size 50 Â 50 Â 50 Â 50 toxels with the 4D-metasphere defined by r ¼ 18 and Á r ¼ 5. These templates were used to create images with synthetic Gaussian noise. The inside and outside of the object was filled with gray values from the normal distribution " in AE ' and " out AE ', respectively. To reduce the gradients normal to the border of the metasphere, which are usually inherent to synthetic images, the mean value was linearly interpolated over a fixed transition zone of 5 pixels width. Then, two different tests were performed:
. For fixed values " in ¼ 150 and " out ¼ 160, the additive noise was changed in the range ' 2 f2; 4; . . . ; 20g resulting in an amplitude-SNR of 5 (13.98dB) down to 0.5 (À6:02dBÞ (Fig. 8 ). . For a fixed noise intensity of ' ¼ 10, the background brightness was changed to " in 2 f140; 142; . . . ; 160g with " out ¼ " in þ 10. For each combination of parameters, 10 different images were created. Two different sets of parameters were created using the learning-from-examples paradigm [37] . During this process, an exemplary input image with known segmentation is used to reproducibly determine that set of parameters that results in a segmentation closest to the given reference [38] . The training was based on an exemplary 2D image characterized by " in ¼ 150, " out ¼ 160, and ' ¼ 10. Table 1 summarizes the results for region and gradient-based images influences. All segmentations were compared to the known standard. For the binary templates serving as reference, a binary contour image was created and then distancetransformed to give the Manhattan distance (d M ¼ P Áx i , the sum of distances Áx i in each coordinate direction) of each image element to the reference contour. For every vertex and the center of every edgel, the value in this distance image was read and averaged yielding the mean Manhattan distance d M .
In the resulting diagrams (Figs. 9 and 10), bullets and circles indicate the region-based and gradient-based segmentation, respectively. Every data point is the average of the distance measure for ten different synthetic images created with the same parameters.
For variable noise intensity, but known background brightness, region-based external influences result in smaller distances and, therefore, in a more precise delineation than gradient-based external forces. For region-based influences (black data points), the average distance enlarges with increasing noise intensity in two and three dimensions (Fig. 9) . However, this effect is not observed in four dimensions. Here, additional images with the noise intensity ' 2 f22; 24; . . . ; 30g (SNR down to -9.54dB) were created and segmented. Even then, an increase in d M was not seen. On the contrary, an optimum in precision was found for images with noise intensities similar to the training image used for the automated parameterization (' ¼ 10).
For gradient-based influences (unfilled circles), the delineation is in each case less precise compared to region-based influences. For 2D data, the increase of the distance measure shows that segmentation completely fails for high levels of noise, i.e., ' > j" in À " out j. However, for 3D data, even though the delineation is imprecise with 3 d M 4 for all tests, the automated delineation of the object is robust against noise. For 4D data, the segmentation fails for low noise intensities due to the unbalanced strong external forces. Again, an indistinct optimum for images similar to the training data is observed.
Results of an automated delineation are often given in dependency of the SNR. However, different distance-or overlap measures are used for different objects so that a direct comparison is nearly impossible. Methods that allow to either accept or reject delineations for varying images are not known yet. Exemplary, for different model-based segmentation methods, delineations were accepted for ' 0:5j" in À " out j [39] , [40] , ' 0:8j" in À " out j [41] , and ' 1:2j" in À " out j [42] . Gunn and Nixon additionally compared their model to the snake-model for which they report accepted segmentations for ' 0:8j" in À " out j. However, in most of these tests, no transition zone from the inside to the outside is modeled so that artificially high gradients occur in the images used for validation.
For acceptance, a threshold for d M has to be selected that has major influence on the results. Despite the lack of standardized tests, a delineation is accepted if vertices are placed in a zone within the mean grey level transition. In order to give comparable results, we decided to accept segmentations with d M 2 and reject all others. For gradient-based influences, this results in no acceptable delineations. Note however, that our synthetic images include a linear transition zone instead of a binary border.
Delineations are much more robust against noise and far more precise for region-based influences. In 2D, our tests showed accepted segmentations for ' 1:0j" in À " out j, in 3D for ' 1:6j" in À " out j, and in 4D, for ' 3j" in À " out j. With increased dimension of image space, our formulation of image influences evaluates an increased number of image values, therefore giving an increased robustness against additive noise. Note that the model here was used with an automated and fully reproducible parameterization, but without any manual optimization.
Region-based influences depend on the known background intensity whereas gradient-based influences do not. Therefore, additional tests with varying " in were performed. If no image-adaptive parameterization (e.g., [43] ) is used, segmentation might fail using region-based influences. However, fixed parameters are important for the reproducibility of our tests. To be more precise, regionbased influences result in a precise delineation if and only if the assumption of the background brightness learned in the training from examples is satisfied. In our tests, segmentations were accepted for " in 2 ½148; 152 (Fig. 10) . In contrast, gradient-based influences result in less precise delineations, but the model is then independent of the image's background intensity.
Contextual Validation
The model was exemplary applied to medical images with d I 2 f2; 3; 4g including single and multichannel value ranges. In each case, the segmentations were validated visually and using so-called silver standard images [44] , i.e., synthetic images with realistic Fourier-synthesized textures, which are created for real objects with a priori known contours. For the 2D validation, the model was used to segment arbitrarily shaped immunohistochemically stained motoneurons from the spinal cord of adult rats [45] . The task was to find the cell membrane applying internal pressure with gradient-based influences (Fig. 11) . The segmentation of 1,825 cells was manually rated. In 93 percent, the automated delineation was accepted. The silver-standard tests were performed for four different shapes of cells with 50 exemplary images each. They result in acceptable segmentations for 98 percent of the 200 images with a mean Cartesian distance to the known standard of d C ¼ 1:67.
As an exemplary volumetric segmentation, computed tomographies of the spinal column following herniation of an intervertebral disc (Figs. 12a and 12b) were segmented to support surgery planning. Region-based influences were used in a shrinking segmentation initiated at the border of the data set. All changes in topology necessary to segment the complex geometry of vertebrae were automatically accomplished by the model (Figs. 12c and 12d and the contours overlaid in Figs. 12a and 12b) . The delineation of the contour of bony structures in three data sets was visually accepted for all cases. A silver-standard validation including 10 different synthetic images for every data set resulted in a mean distance of d C ¼ 2:9. A large Hausdorff distance, that is, the maximal distance that was seen, indicated in this case that not all appendages of the vertebrae were automatically segmented. However, this does not influence surgery planning.
A spatio-temporal 4D magnetic resonance imaging sequence (True FISP, Figs. 13a and 13b ) of the left ventricular cavity was segmented to present the 4D-instance of the model. The segmentation using internal pressure and region-based influences results after 85 iterations in a contour consisting of 921 vertices with 5,146 connecting edgels. The cut of this contour with hyperplanes defined by t ¼ t c yields a contour of the left ventricle and additional information of the local movement of the heart wall ( Figs. 13c and 13d ). This local movement can be automatically extracted from the 4D normal vectors of the edgels. A silver-standard validation including 10 synthetic data sets gave a mean distance of d C ¼ 1:16 compared to the given standard and therefore showed a reproducible delineation of the 4D contour.
Laryngoscopic color video sequences were segmented to validate the model on multichannel images. The sequences show the abduction of the arytenoid cartilage during inspiration. The glottal area framed by the vocal cords was delineated. The 3D segmentation (Fig. 1a) allows to compute the local movement of the vocal folds (Figs. 1b, 1c, 1d , and 1e) and gives important diagnostic information. The model was applied using internal pressure and gradient-based influences. Validation took place on three different sequences. Each result was visually accepted. A silver-standard validation with ten synthetic datasets for one sequence gave a mean distance of d C ¼ 3:26. The less precise delineation is caused by gradient-based influences needed due to changing background intensities. However, Hausdorff errors of 14 pixels were found. These errors occur at the beginning of the opening sequence, because a narrow glottal area cannot be represented by a triangulated surface with internal reduction of the second-order derivatives.
On a 500MHz PC running Linux, the C++-implementation compiled without optimization, took 2s, 30s, and 120s for the segmentation of 2D micrographs, 3D CTs, and 4D MRIs, respectively.
DISCUSSION
Active contour models are frequently reported. Our model integrates superior features into a consistent framework and contributes this synthesis and-where necessary-extensions of the features. Namely, we provide a model . with spatio-temporal coherence in two, three, and four dimensions, . that is suitable for multichannel data, . operates on the original data without preprocessing, . uses either gradient-or region-based image influences in a general and robust formulation, . employs Laplacian smoothing to avoid the inversion of the rigidity matrix, . provides automated topology adaption,
. and was proven to be applicable in contextual and noncontextual validation.
Spatio-Temporal Coherence
Most often, slicewise segmentation is used for image domains of more than two dimensions. Compared to object representations used in propagational methods, the triangulated representation for 2D+t image sequences and the coherent 4D tetrahedral representation for 3D+t data are, to the best of our knowledge, presented here for the first time and offer spatio-temporal coherence that is missing in many slicewise propagation methods. Yudong and Pelc have introduced a triangulated surface that describes vertex positions with a Fourier series [46] . Comprehensive considerations on tetrahedral meshes are given by Saha et al. for static volumetric objects [47] , but tetrahedrons in 4D image data with a defined orientation in space and time were not mentioned so far. Spatio-temporal coherence in three and four dimensions generally increases the robustness of active contour models [48] .
Multichannel Values
Usually, multichannel images are reduced to scalar gradient images before model-based segmentation. However, the computation of image influences on one or more independent color channels increases the robustness of the model for the detection of objects [49] , [50] . So far, only few models allow a parallel assessment of different color channels [51] .
Preprocessing
For the well-known snake-model [52] and many derivates, the image is converted into a scalar gradient image and the information about the direction of gradients is lost. Such global filters have the disadvantage of further weakening already weak image information [53] , whereas a filter with local adaptive directions improves edge detection [54] . The correlative image filtering presented here is performed normal to the direction of the contour and therefore normal to relevant edges. This enables our model to operate on raw image data.
Adaptable and Robust Image Influences
In 1992, Cohen et al. presented a model where image information is taken into account over a whole deformable surface when segmenting 3D images [56] . Their discussion of respective advantages was repeated often by other authors, but it is ignored in many of the published formalisms. However, implementations that evaluate image information only at the current vertex position or on lines normal to the contour are likely to miss important image features. The computation of image influences presented here consistently evaluates all image elements in the neighborhood of edgels in every iteration, for any image dimension. The increased robustness against additive noise was proven by noncontextual and contextual tests [15] . Furthermore, including the equality of turning moments improves the local delineation quality and stabilization of edgels [19] . Such a robust computation is required to use the beneficial pressure force, which is otherwise difficult to balance against image influences [40] , [55] . Note that our computation of influences allows automated balancing, even if the parameters are trained from only a small number of examples [38] . 
Laplacian Smoothing
The complete mechanical solution to compute deformation influences would incorporate the inversion of the rigidity matrix of the contour [9] , [57] . Instead, the Laplacian smoothing is a rather simple method to compute deformation forces that only uses 1-ring neighborhoods decoupled from the whole mesh. The method yields two desired properties, that is, the reduction of the local second-order derivative and the regularization of the sampling avoiding computational overhead and has been proven suitable in application. Improvements of Laplacian smoothing, e.g., presented by Desbrun [58] offer no valuable advantages in iterative segmentation procedures where each step of the iteration includes one step of the smoothing computation.
Adaptation of Topology
So far, only few models deal with self-intersections of the mesh that can occur for many active contours. For some models, the occurrence of intersections is specified as problem, but rules how to prevent or solve them are not given (e.g., [59] , [60] [10] , a monotonous "one pass-gone" movement of the contour is no longer required. The approach of Juarez et al. [63] relies on a fixed number of vertices and their distance, which does not offer enough flexibility. Lachaud and Montanvert also present a topology adaptation for triangulated surfaces that deletes and recreates edgels according to a set of rules when intersections are detected. As a novelty, our model describes cut objects resulting from self-intersections in own data structures that are not bound to 1-ring neighborhoods in a triangulated surface. The cut objects are applicable for object representations in two, three, and four dimensions and handle large subparts of a contour in selfintersection. The adaptive rules for the closing of such inconsistencies, which are evaluated by the image data itself further increase robustness and flexibility. Note that the handling of bifurcations or similar well-known problems of topology only arise when a contour is handled in slices. Within the coherent 3D or 4D object representations used here, a special handling is not required.
Robustness and Applicability
Our noncontextual tests showed the ability to delineate objects under strong additive noise. Accepted segmentations with as high noise intensities as ' ¼ 1:6j" in À " out j for 3D images, and ' ¼ 3:0j" in À " out j for 4D images, have not been reported so far. This robustness against additive noise results from the new formulation of image influences. A large number of image elements is considered within 3D and 4D image subsets. Additionally, the equality of turning moments orients every linear edgel according to the object's border and results in precise locations of vertices. The contextual validation proved the applicability of the model to medical images that were chosen to be as diverse and various as possible. However, we have not compared our model to other possible segmentation models because, generally, applicable methods that segment 3D or 4D image data without manual initialization and manual choice of parameters are not readily available.
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