Abstract: We consider a centered Gaussian random field X = {X t : t ∈ T } with values in a Banach space B defined on a parametric set T equal to R or Z . It is supposed that the distribution P of X t is independent of t. We consider the asymptotic behavior of closed convex hulls W = conv {X t : t ∈ T }, where (T ) is an increasing sequence of subsets of T . We show that under some conditions of weak dependence for the random field under consideration and some sequence ( ) ≥1 with probability 1,
Introduction and formulation of results
Let B be a separable Banach space with a norm · and let X = {X t : t ∈ T } be a centered Gaussian random field (r.f.) with values in B defined on some probability space {Ω F P}. Here T is some parametric space, in the paper we shall consider two cases: T = R or T = Z , > 1. For t = ( 1 ), s = ( 1 ) ∈ T (in both cases), put |t − s| = max 1≤ ≤ | − |. Throughout the paper we shall assume that the marginal distributions of X t are the same for all t ∈ T , and it will be denoted by P. The measure P is a centered Gaussian measure on a separable Banach space, by H we denote the reproducing kernel Hilbert space of this measure and E will stand for the ellipsoid of concentration of the measure P (i.e., the closed unit ball in H), see, e.g., [8, p. 207 ].
We also assume that (T ) is an increasing sequence (this will be always understood as T ⊂ T +1 ) of subsets of T with ν → ∞, where, in the case of T = Z , ν is defined as card{T }, while in the case of T = R , ν = λ (T ). Here λ denotes the Lebesgue measure in R . For a set A ⊂ B, let us denote by conv{A} the closed convex hull of the set A. We are interested in the limit behavior of the sequence of sets W = conv {X t : t ∈ T } This problem is important, interesting, and has many various aspects. First of all, it can be considered as a multivariate generalization of the classical and deeply investigated problem on the behavior of extreme values of Gaussian processes, see, for example, [2, 7, 10] and references there. Secondly, the limit behavior of sets W is closely related with the limit behavior of Gaussian samples (see, for example, [6] ) and Gaussian polytopes (see the survey paper [12] and references therein). Finally, it is necessary to stress that this problem, as a part of the Extreme Value Theory, has numerous applications. The literature devoted to this theory and its various applications is enormous, we will mention here only a recent paper [9] with an interesting implication in ecological context in estimating the home range of a herd of animals.
We are interested in the conditions providing existence a.s. of a limit form for the suitably normalized sequence W . In this direction in [3] the case T = Z and X = {X 1 X 2 } being independent and identically distributed (i.i.d.) random variables with values in B was studied, while in [4] the case of stationary sequences with T = R and B = R was considered. It was stated, in particular, that under mild conditions with probability 1,
(in the sense of Hausdorff distance), where T = T ∩ [0 ] and the limit shape E is the concentration ellipsoid defined by the covariance structure of X .
We generalize and complement the statements of [3] and [4] . In order to formulate our results we need to introduce more notation. Let B * stand for the conjugate space of B and · · denote the duality between B and its conjugate space. Let B ( ) and S ( ) denote the closed ball and sphere, respectively, with radius and center ∈ B, while B * ( ) and S * ( ) stand for corresponding sets in B * . Since in our setting the sets W will be compact, we introduce the separable complete metric space K B of all nonempty compact subsets of a Banach space B equipped with the Hausdorff distance ρ B ,
here A is the open -neighborhood of A. Convergence of compact sets in B always will be considered in this metric. Also throughout the paper we use the notation ( ) = 2 ln( ∨ 2). Our first result is in the case T = Z .
Theorem 1.1.
Suppose that a Gaussian r.f. X = {X t : t ∈ Z } with the same marginal distribution P for all t satisfies the following condition of the weak dependence: for all 
Remark 1.2.
This result remains true if EX t = 0. Indeed, in this case
As (ν ) → ∞, we see that after normalization the limits of convex hulls of centered and non-centered Gaussian r.f. will be the same.
In the continuous case (T = R ) we need two additional assumptions. Now it is not sufficient to require that marginal distributions of the r.f. X are the same, we additionally suppose that our r.f. is stationary and has a.s. continuous paths.
For the subsets T (in discrete case it were finite sets) we assume that they are compact sets satisfying the following condition: for all ε > 0
where ∂T stands for the boundary of T .
Theorem 1.3.
Suppose that a r.f. {X t : t ∈ R } is stationary and has a.s. continuous paths. Suppose also that conditions (1) and (3) are fulfilled. Then W ∈ K B a.s. and relation (2) takes place.
Having the results on the convergence a.s. (and, therefore, in distribution), we can easily obtain, as in [3] , the convergence of mean values for various functionals of these distributions.
Let M , > 0, be the class of all functions : K B → R which are continuous, non-negative, increasing (in the sense
where ( 
This theorem and corollary give, in particular, the asymptotic behavior for mean values of many reasonable geometrical characteristics of W . In the case B = R the standard examples are diameter, volume or surface measure. In the case of infinite-dimensional B we can consider diameter as well. Other examples of functionals are given by the so-called widths. Let A be the family of all -dimensional affine subspaces of B, and B be the family of all subspaces of B having co-dimension equal or less than , and let K ∈ K B . The following widths are well known in functional analysis:
• the Kolmogorov -width
• the Bernstein -width
• the Gelfand -width
Auxiliary lemmas
The first lemmas concern compact sets in B.
Lemma 2.1.
If A ∈ K B , then conv(A) ∈ K B and the mapping conv :
Proof. The 
Lemma 2.2.
Suppose that A A ∈ K B are such that for some sequence
Proof. Let S = { : = 1 } be an ε -net for the set A, then it is a 2ε -net for the set A ε . Let us consider the set
From the construction of sets A we have that A are compact and A ⊂ A for all . It is known that if a sequence of compact sets is inside of one fixed compact set, then this sequence is totally bounded (see [11, Theorem 1.8.4 ] for the finite-dimensional case; for the case of Banach spaces we have no relevant reference, but the proof is analogous). Again, from the construction of sets A we have A ⊂ A 2ε and A ⊂ A 2ε , whence it follows that ρ B (A A ) ≤ 2ε . Since the sequence A is totally bounded, the same property has also the sequence A . The lemma is proved.
Lemma 2.3.
If a sequence {A : A ∈ K B } is totally bounded, then the sequence {conv(A )} is also totally bounded.
This fact follows directly from Lemma 2.1.
Lemma 2.4.
Under conditions of Theorem 1.1 the sequence {W / (ν )} is totally bounded a.s.
Proof. Let us show that with probability 1 compact sets
form a totally bounded sequence in K B . Then, due to Lemma 2.3, we get the result.
Let us renumber r.v. X k with the indices k from T as follows: at first somehow (but in a row) let us enumerate the random variables with indices lying in T 1 (there will be ν 1 of them), then add the indices corresponding to the random variables from T 2 \ T 1 , and so on. The sequence obtained this way we will denote by {Z }. As r.v. Z have the same distribution, it is possible to use the first part of [6, Theorem 2.1] (in its proof the assumption of independence is not used), which gives a.s. convergence max
Since E is compact, we conclude the proof by applying Lemma 2.2.
Lemma 2.5.
Let (ξ ) be a real-valued Gaussian centered sequence with Var(ξ ) = σ 2 for all . If
Proof. The upper bound ≤ σ is the well-known fact (see, for example, Lemma 2.8 below), and for the proof of the lower bound we introduce independent standard Gaussian random variables η and ζ , ≥ 1, and define
Then Var( ξ ) = σ 2 and E ξ ξ = σ 2 ≥ Eξ ξ for all . Therefore, from the Slepian lemma (see [8, Corollary 3 .12]) it follows that P max
Let us take a subsequence = α , where α > 1 is any real number, and, as usual, [α] denotes the integer part of a positive real number α. We shall prove that for all <
then, by the Borel-Cantelli lemma, it will follow that lim inf Z ≥ σ a.s.
Since ( )/ ( +1 ) → 1 as → ∞, it is easy to see that for any > 0 there exists 0 such that for all > 0 ,
From the last inequality and (7) the lower bound in the statement of the lemma follows.
Taking into account the relation (5), to prove (6) it is sufficient to prove that
where
Here and Φ are the density function and distribution function, respectively, of a standard normal random variable. To simplify the notation, we denote
Let us take a positive real number ε, which will be chosen later and write J = , valid for sufficiently large , to get
Here and in what follows C stands for an absolute constant, not necessary the same in different places. Since ε > 0, we get I
Let us note that Φ ( ( ) − ) is a decreasing function of , therefore, ( ), therefore, for sufficiently large ,
From (10) and (11) we obtain
Now, if we chose ε satisfying
Estimates (9) and (12) prove (8) . The lemma is proved.
Lemma 2.6. Proof. Fix ε ∈ (0 1/2). By assumption there exists > 0 such that | k l | < εσ 2 if |k − l| ≥ . We will show that it is possible to find an increasing sequence ( T ) of subsets of Z with the following properties:
, and we have a.s.
where ( ) = √ 1 − , by Lemma 2.5. As ( ) → 1 when → 0, we deduce that a.s. lim inf Z ≥ σ . The opposite inequality lim sup Z ≤ σ being well known, we arrive to (13). Now we provide the construction of the sequence ( T ). For a finite subset B of Z denote by L (B) the family {E : E ⊂ B} of all subsets of B such that for all k l ∈ E, k = l, we have |k − l| ≥ . If L (B) is not empty, let B be one of its elements of maximal cardinality. If L (B) is empty, we use the notation B for an arbitrary chosen singleton {k} ⊂ B.
In any case it is clear that B ⊂ B ⊂ (B ) which gives the inequalities card(B ) ≤ card(B) ≤ (2 ) card(B )
We define our sequence by induction. We set
It is easy to see that properties 1.-3. are fulfilled. Therefore the lemma is proved.
In the sequel we shall need the notion of a support function. The function M A (θ), θ ∈ S * 1 (0), defined by the relation
is called the support function of a set A ∈ K . A compact convex set A is characterized by its support function since
It follows easily from definition that M A is Lipschitz and that for compact convex sets A B, ∩ Ω 2 we get the same deterministic support function of the set A we get that this limit point A is deterministic and its support function M A = .
We will need also the following general result, dealing with the maximum of sub-Gaussian random variables (see, e.g., Note that [3, Lemmas 1, 3] are stated for independent random variables, but it is clear from the proof that the assumption of independence is unnecessary.
Proofs of theorems
Proof of Theorem 1.1. It is known that M E (θ) = E X k θ 2 , θ ∈ S * 1 (0). Due to Lemmas 2.4 and 2.7 it is sufficient to show that for all θ ∈ S *
where M is the support function of Z = W / (ν ). As
and E X k θ X l θ → 0, when |k − l| → ∞, from Lemma 2.6 we get (14).
Proof of Theorem 1.3. For > 0, k ∈ Z , let us denote by C k the cube [k (k + 1) ] and
It is clear that T ⊂ T and λ (T \ T ) ≤ λ (∂T ) , and also 
The random variables ζ k are identically distributed and from the continuity of (X t ) it follows that ζ k < ∞ a.s. Letting The theorem is proved.
Proof of Theorem 1.4. We divide the proof of the theorem into two parts, and we start with the discrete case, that is, we assume that assumptions of Theorem 1.1 hold. Due to the continuity of and convergence (2), the result of Theorem 1.4 will follow from the uniform integrability of the family 
As the random variables { X k } are identically distributed and sub-Gaussian, the latter relation follows from Lemma 2.8. Namely, we take Y k = X k and then renumber the indices k from T as it was done in the proof of Lemma 2.5. 
