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Abstract
We investigate languages to describe coalgebras on datafunctors. First, a syntac-
tical characterization of a given datafunctor F leads to a functional description of
the terminal F -coalgebra. It also provides an inﬁnitary modal language LF∞ for
F -coalgebras. Bisimilarity coincides with logical equivalence. For the ﬁnitary frag-
ment LFω0 of LF∞ a complete axiomatization for suitably restricted datafunctors F
is presented. We discuss the relationship with the coalgebraic logic LF by L. Moss
[Mos97]. In case F is a datafunctor we give translations from LF into LF∞ and vice
versa.
1 Introduction
During the last few years there has been a rapid development of the theory of
coalgebras. One of its major reasons is the fact that coalgebras are suitable
models to specify a wide range of systems as, for instance, various kinds of
transition systems, automata, or data structures (see e.g. [Rut96]).
Several approaches have been developed to describe coalgebras using some
kind of language. Some authors [Cor97,HenR95,Jac95] use equations for that
purpose. L. Moss introduces in [Mos97] a coalgebraic logic which is closely
related to inﬁnitary modal logic. Finitary modal logic is used as a language
for coalgebras in [Kur98,Roe98].
Shape theory [Jay96] is devoted to investigating datafunctors. There the
images of a datafunctor are represented by pairs consisting of some shape and
some data (see also Remark 2.4).
Many eﬀorts have been made to show the existence of terminal coalge-
bras or to construct them (see e.g. [AczM89,Bar93,BarM96,Pau97,RutT98]).
Often terminal coalgebras are used to describe the semantics of certain sys-
tems [Jac96,Rei95,RutT94]. A functional construction of terminal coalgebras
is given in [Jac96] for functors of the form F : S → ∏ni=1(Bi + Ci × S)Ai and
generalized to polynomial functors in [Roe98].
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The present paper investigates coalgebras on datafunctors on the category
Set. These functors generalize polynomial functors: additional construction
principles are the initial algebra carrier and the terminal coalgebra carrier,
that is to say least and greatest ﬁxed points. Using coalgebras on datafunc-
tors, a huge range of deterministic systems can be modelled. In a ﬁrst step we
give a syntactical characterization of such datafunctors on Set using sets of
positions in Theorem 3.7. This construction is analogous to the notion of syn-
tax trees and their elementary subtrees used in [Roe98]. The given syntactical
characterization is similar to the characterization of datafunctors presented in
shape theory ([Jay96]) although here we have a more detailed description. The
relationship between these two approaches is illustrated in Remarks 2.4 and
3.9. As a corollary of Theorem 3.7, one obtains a functional characterization
of the terminal coalgebra w.r.t. some datafunctor which generalizes similar
results in [Jac96,Roe98].
Eventually, an inﬁnitary modal language LF∞ for coalgebras on datafunc-
tors is given. This logic is a generalization of the modal languages presented
in [Kur98] and [Roe98]. It turns out that LF∞ is reasonably expressive: logical
equivalence coincides with bisimilarity. Its ﬁnitary fragment LFω0 containing
only ﬁnite conjunctions is of particular interest. With this logic the kind of
ﬁxed points used for the construction of F cannot be distinguished anymore.
However, for a restricted class of datafunctors one can derive a complete ax-
iomatization for LFω0 based on the above mentioned syntactical characteriza-
tion of F . For that purpose, one has to assume F to be constructed of no
least ﬁxed points and from only ﬁnite constant sets.
The syntactical characterization of datafunctors is also used to give a con-
crete syntax for the coalgebraic logic LF introduced by L. Moss ([Mos97]) in
the case of datafunctors. That ﬁnally leads to translations from LF∞ to LF
and vice versa.
2 Datafunctors
This chapter introduces basic notions and terminology preparing the back-
ground for the succeeding chapter where a syntactical characterization of data-
functors is given.
2.1. Deﬁnition. Let F : →  be a functor.
(i) An F  is a pair (S, β) where S ∈  and β : F (S) → S is a
morphism. A 	
	
	
 h : (S, β) → (S ′, β ′) between F -algebras
is a morphism h : S → S ′ such that the following diagram commutes:
F (S)
β

F (h) F (S ′)
β′

S
h S ′
The category of all F -algebras is denoted by F .
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(ii) An F 	 is a pair (S, α) where S ∈  and α : S → F (S) is a mor-
phism. A 	
	
	
 h : (S, α)→ (S ′, α′) between F -coalgebras is
a morphism h : S → S ′ such that the following diagram commutes:
S
α

h S ′
α′

F (S)
F (h) F (S ′)
The category of all F -algebras is denoted by F . A 
	 between
F -coalgebras (S, α) and (S ′, α′) is a relation R ⊆ S × S ′ such that there
exists a morphism αR : R→ F (R) with the projections πRS and πRS′ being
homomorphisms. Elements s ∈ S and s′ ∈ S ′ are called 
 if there
exists a bisimulation R such that (s, s′) ∈ R.
The following two deﬁnitions can also be found e.g. in [HenJ97].
2.2. Deﬁnition. Let  be a suﬃciently complete and cocomplete category
and let T : n+1 →  be a functor.
The    µX.T (−, X) : n →  is a functor that
maps a sequence of objects Y ∈ n to the carrier µX.T (Y, X) ∈  of the
initial algebra βY : T
(
Y, µX.T (Y, X)
) ∼=−→µX.T (Y, X) in the category of
algebras w.r.t. the functor T (Y,−) :  → . A sequence of morphisms
f : Y → Z in n is mapped to the unique homomorphism of algebras
µX.T (f , X) : µX.T (Y, X)→ µX.T (Z, X) given in the following diagram:
T
(
Y, µX.T (Y, X)
)
βY ∼=

T (id,µX.T (f ,X))  T
(
Y, µX.T (Z, X)
)
T (f ,id)

T
(
Z, µX.T (Z, X)
)
∼= βZ

µX.T (Y, X)
µX.T (f ,X)  µX.T (Z, X)
The 
 	  νX.T (−, X) : n →  is deﬁned in a dual
way. More generally, the above constructions can be carried out for all po-
sitions of the functor T : the functors µXi.T (−, Xi) and νXi.T (−, Xi) with
1 ≤ i ≤ n + 1 map a sequence Y ∈ n to the carrier of the initial al-
gebra of T (Y1,... ,Yi−1,−,Yi,... ,Yn) and to the carrier of the terminal coalgebra
of T (Y1,... ,Yi−1,−,Yi,... ,Yn), respectively. The abbreviation σXi.T (−, Xi) stands
both for µXi.T (−, Xi) and νXi.T (−, Xi).
The completeness and cocompleteness of  in the above deﬁnition refers to
the existence of F , in particular initial algebras and terminal coalgebras are
assumed to exist in order to ensure the functors µX.T (−, X) and νX.T (−, X)
to be well-deﬁned (see also [HenJ97]).
2.3. Deﬁnition. Let  be a suﬃciently complete and cocomplete category.
A functor F : n →  is called a 	 (or  	) if F is
inductively constructed from
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• projection functors Πni : 
n →  : (X1, . . . , Xn) → Xi,
• constant functors C : n →  : (X1, . . . , Xn) → C,
• the product functor × : 2 →  : (X1, X2) → X1 ×X2,
• the coproduct functor + : 2 →  : (X1, X2) → X1 +X2,
• exponent functors E⇒− : →  : X → (E⇒X) where E ∈ ,
using ﬁnitely many times
• composition U ◦ (T1, . . . , Tm) : n →  where U : m →  and Ti : n → 
for 1 ≤ i ≤ n,
• the initial algebra carrier µX.T (−, X) : n →  where T : n+1 → ,
• the terminal coalgebra carrier νX.T (−, X) : n →  where T : n+1 → .
Given a datafunctor F , we deﬁne
C(F ) := {C | F is constructed from the constant C},
Exp(F ) := {E | E occurs in F as an exponent}.
2.4. Remark. A similar notion of a datafunctor is given by B. Jay in [Jay96]:
there a unary datafunctor is deﬁned to be a functor F : →  equipped with
a cartesian transformation data : F ⇒ Q⇁− into a position functor where
Q is called its object of positions. That means, for each X ∈ , the following
diagram commutes and is a pullback square:
F (X)
F (!)

dataX Q⇁X
Q⇁!

F (1)
data1 Q⇁1
Here 1 and ! denote the terminal object of  and the terminal morphism of X,
respectively. The basic idea is to separate the shape and the data of F (X). If
F is a datafunctor on Set then F (!) and dataX map an element of F (X) to its
shape and its data, respectively. The image of F (X) under dataX is a partial
mapping from the set Q to the set X. Remark 3.9 gives an explicit description
of this situation, in particular the elements of F (1) are characterized explicitly.
More generally, n-ary datafunctors in [Jay96] are equipped with a cartesian
transformation data : F ⇒∏ni=1(Qi ⇁ −).
2.5. Lemma. Up to natural isomorphism, each datafunctor F : n → 
on a suﬃciently complete and cocomplete category  can be constructed in-
ductively from projection functors and constant functors using ﬁnitely many
times
• composition U ◦ (T1, . . . , Tm) where U ∈ {×,+, E⇒−},
• the initial algebra carrier µXi.T (−, Xi) : n →  where T : n+1 → ,
• the terminal coalgebra carrier νXi.T (−, Xi) : n →  where T : n+1 → .
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Examples of datafunctors can for instance be found in [HenJ97]. Here we
recall a few which are given in this paper.
2.6. Example. Using the datafunctor TC : Set
2 → Set : (Y,X) → (C × Y ×
X) + 1 we can construct the following two datafunctors:
(1) The functor (C × −) := µX.TC(−, X) : Set → Set maps a set S to
the carrier of the initial TC(S,−)-algebra (C×S). Thus the elements
of (C × S) can be regarded as ﬁnite sequences of pairs (c, s) ∈ C × S
which will be illustrated in Chapter 3.
(2) The functor (C × −) := νX.TC(−, X) : Set → Set maps a set
S to the carrier of the terminal TC(S,−)-coalgebra (C × S). The
elements of (C×S) are exactly represented by all ﬁnite and inﬁnite
sequences of pairs (c, s) ∈ C × S.
3 A Syntactical Characterization
This chapter gives a syntactical characterization of datafunctors on Set pre-
sented in Theorem 3.7. As a corollary we derive a functional description of
the terminal coalgebra of SetF where F is an arbitrary datafunctor.
In the remainder of this article all functors F are assumed to be non-empty
datafunctors on Set if not emphasized explicitly otherwise. The category Set
fulﬁls the assumption of Deﬁnition 2.3. All sets in C(F ) and Exp(F ) are
required to be non-empty. We denote the set of all words over some given set
A by A and we set A+ := A \ {ε} where ε denotes the empty word. When
writing “·” we mean concatenation of words.
In [Roe98] the notions of syntax trees and of elementary subtrees are de-
ﬁned for polynomial functors. Here we will proceed in a similar way: instead
of deﬁning a whole syntax tree we only collect labellings of some paths in it.
Deﬁnition 3.1 gives the notion of positions w.r.t. a given datafunctor F . These
positions are kept separate according to their origin: whether they belong to a
constant C or a variable Xi. The union of all positions corresponds exactly to
the syntax tree of F . That means when talking about these sets of positions
we still may think of them as being sets of labellings of paths in a syntax tree.
This construction of the syntax tree F according to the inductive structure
of F is visualized as follows:
F = Πni : Xi
F = C : C
F = T1×T2 : ×
F2F1
×2×1
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F = T1 + T2 :
+1 +2
F2F1
+
F = E⇒T : E
e′e
T T
. . .
F = σXi.T (−, Xi) :
· · ·
...
T
T
Xi
Xi
Each leaf Xi in T is
replaced by the syn-
tax tree T and this
process is repeated in-
ﬁnitely often.
Now the sets of positions given in Deﬁnition 3.1 have the following meaning:
for some datafunctor F : Setn → Set each set P FC contains the labellings of all
branches with leaf C and each set P FXi contains the labellings of all branches
with leaf Xi. Sets P
F
i where i ∈ µ(F ) ∪ ν(F ) arise from ﬁxed points in F :
whenever we have F = σXi.T (−, Xi) then we collect all labellings of paths
from the root of F to a former root of T .
3.1. Deﬁnition. Following the inductive deﬁnition of F : Setn → Set, we
deﬁne the indexing sets µ(F ) and ν(F ) and the set P F of 		 (w.r.t. F )
consisting of the sets of 		 	 	 P FC (where C ∈ C(F )), the
sets of 		 	  P FXi (where 1 ≤ i ≤ n), and the sets of 
		 P Fi (where i ∈ µ(F ) ∪ ν(F )) as follows:
F = Πni : P
F = P FXi := {ε},
F = C : P F = P FC := {ε},
F = T1×T2 : µ(F ) := µ(T1) + µ(T2), ν(F ) := ν(T1) + ν(T2),
P F := {×1} · P T1 ∪ {×2} · P T2 with
P FC := {×1} · P T1C ∪ {×2} · P T2C for C ∈ C(F ),
P FXi := {×1} · P T1Xi ∪ {×2} · P T2Xi for 1 ≤ i ≤ n,
P Fi := {×j} · P Tji for i ∈ µ(Tj) ∪ ν(Tj), j = 1, 2,
F = T1 + T2 : analogous to F = T1×T2,
F = E⇒T : µ(F ) := E × µ(T ), ν(F ) := E × ν(T ),
P F := E · P T with
P FC := E · P TC for C ∈ C(F ),
P FXi := E · P TXi for 1 ≤ i ≤ n,
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P Fi := {e} · P Tk for i = (e, k), k ∈ µ(T ) ∪ ν(T ),
F = µXi.T (−, Xi) : µ(F ) := (P TXi) × µ(T ) + 1, ν(F ) := (P TXi) × ν(T ),
P F := (P TXi)
 · P T with
P FC := (P
T
Xi
) · P TC for C ∈ C(F ),
P FXj := (P
T
Xi
) · P TXj for 1 ≤ j ≤ n+ 1, j = i,
P Fj := w1 . . . wn · P Tk if j = (w1 . . . wn, k) ∈ (P TXi) × σ(T ),
P Fj := (P
T
Xi
)+ if j = # ∈ 1,
F = νXi.T (−, Xi) : analogously.
The elements of P F are words over an alphabet that contains ×1,×2,+1,+2,
and all sets E ∈ Exp(F ). In the following, when writing u ≤ v for u, v ∈ P F
we always mean the preﬁx order on these words.
3.2. Example (2.6. continued). The syntax tree for the functor TC :
(Y,X) → (C × Y ×X) + 1 can be regarded as follows:
+
+1


+2





××1

 ×2
×3

C Y X 1
Thus as elements of P TC we get
wC := +1×1, wY := +1×2, wX := +1×3, w1 := +2.
Applying the µ-ﬁxed point construction to the syntax tree belonging to TC
yields the syntax tree belonging to (C ×−):
+
+1


+2





××1

 ×2
×3

C Y +
+1

+2





1
××1

 ×2
×3

C Y +...
1
Thus we get the following set of positions for the functor (C ×−):
P (C×−) := {(wX)nw | n ∈  , w ∈ P TC}.
3.3. Remark. The following deﬁnition gives the notion of elementary subsets
of P F . For polynomial functors, they exactly correspond to elementary sub-
trees of F as introduced in [Roe98]. That means, here such an elementary
subtree  ⊆ F fulﬁls the following conditions:
(i)  is not empty,
(ii) with each +-node exactly one of its children is in ,
(iii) with each ×-node both of its children are in ,
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(iv) with each E-node all of its children are in ,
(v) with each target of some w ∈ P Fi also at least one of its children is in ,
(vii)  is only of ﬁnite depth in the range of each µ-ﬁxed point.
Translated into subsets of P F that means the following:
3.4. Deﬁnition. A subset P of P F is called 
 (w.r.t. F ) if the
following conditions hold:
(i) P = ∅,
(ii) ∀u+iv, u+jv′ ∈ P F : u+iv, u+jv′ ∈ P ⇒ i = j,
(iii) ∀u×iv ∈ P F : u×iv ∈ P ⇒ ∃v′ : u×jv′ ∈ P with i = j,
(iv) ∀uev ∈ P F with e ∈ E,E ∈ Exp(F ) : uev ∈ P ⇒ ∀e′∈E ∃v′ : ue′v′ ∈ P ,
(v) ∀i∈µ(F )∪ν(F ), ∀w∈P Fi ∩P : ∃w′ ∈ P Fi with w < w′ ⇒ ∃v = ε : wv∈P ,
(vi) ∀uv ∈ P : u ∈ P Fi for some i ∈ µ(F ) ∪ ν(F ) ⇒ u ∈ P ,
(vii) ∀i ∈ µ(F ), ∀wk ∈ P Fi where k = 1, 2, . . . : w1 < w2 < . . . ⇒ ∃n ≥ 1 :
wn ∈P .
The following deﬁnition gives a functor F which serves as a syntactical
description of a given datafunctor F .
3.5. Deﬁnition. Let S1, . . . , Sn ∈ Set be given. A triple (P, LC , LX) is called
(S1, . . . , Sn)-
 w.r.t. F if
• P ⊆ P F is elementary,
• LC = (lC)C∈C(F ) is a family of mappings lC : P FC ∩ P → C,
• LX = (lXi)
n
i=1 is a family of mappings lXi : P
F
Xi
∩ P → Si.
We set
F (S1, . . . , Sn) := {(P, LC, LX) | (P, LC, LX) is (S1, . . . , Sn)-elementary} and
F (f1, . . . , fn) : F (S1, . . . , Sn) → F (S ′1, . . . , S ′n) with
(P, LC, (lXi)
n
i=1) → (P, LC , (fi ◦ lXi)ni=1).
where fi : Si → S ′i are mappings.
It is immediate from this deﬁnition that F actually constitutes a functor from
Setn to Set. Elements (P, LC , LX) of F (S1, . . . , Sn) can thus be regarded as
elementary subtrees of F (given by P ) whose leaves C are replaced by an
element of C (given by lC) and whose leaves Xi are replaced by an element of
Si (given by lXi):
F
P
lXi(w2)lC(w1)
w1 ∈ P FC
w2 ∈ P FXi
8
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3.6. Example (2.6. continued). Let S ∈ Set. We want to have a closer
look at F (S) where F = (C×−). For instance, an element of F (S) might
be represented as follows:
+


×

 

c1 s1 +


×

 

c2 s2 +





1
Here the underlying tree is an elementary subtree of F since it fulﬁls all
conditions in Remark 3.3. The mappings lC and lY are given by the leaves
of this tree: leaves C and Y of the corresponding syntax tree are replaced by
actual elements of the sets C and S, respectively. Thus this tree corresponds
to the list
(
(c1, s1), (c2, s2)
) ∈ (C × S) of length 2.
The heart of the present paper is the following theorem.
3.7. Theorem. Let F : Setn → Set be a datafunctor. Then there exists a
natural isomorphism F ∼= F .
Proving this theorem consists of the following steps:
(1) deﬁning mappings τFS : F (S)→ F (S) for all S ∈ Setn,
(2) showing that each such τFS is a bijection, and
(3) verifying that for all mappings f : S→ S′ in Setn the following diagram
commutes:
F (S)
τFS

F (f) F (S′)
τF
S′

F (S)
F (f) F (S′)
Here we only do the ﬁrst step:
3.8. Deﬁnition. Let F : Setn → Set be a datafunctor. For given S =
(S1, . . . , Sn) ∈ Setn, the mapping τFS is deﬁned according to the inductive
structure of F :
F = Πni : τ
F
S : Si → F (S) : s →
({ε}, lXi : ε → s
)
,
F = C : τFS : C → F (S) : c →
({ε}, lC : ε → c
)
,
F = T1×T2 : τFS := δS ◦ (τT1S ×τT2S ) with
δS : T1(S) × T2(S) → F (S) :
(
(P 1, L1C , L
1
X), (P
2, L2C , L
2
X)
) →
9
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(P, LC, LX) where P := {×1} · P 1 ∪ {×2} · P 2,
lC(×iw) := liC(w),
lXj (×iw) := liXj (w),
F = T1 + T2 : τ
F
S := γS ◦ (τT1S + τT2S ) with
γS : T1(S) + T2(S) → F (S) : (P i, LiC , LiX) ∈ ini
(
Ti(S)
) →
(P, LC, LX) where P := {+i} · P i,
lC(+iw) := l
i
C(w),
lXj (+iw) := l
i
Xj
(w),
F = E⇒T : τFS := ηS ◦ (E ⇒ τTS ) with
ηS :
(
T (S)
)E → F (S) : (P e, LeC , LeX)e∈E → (P, LC , LX) where
P :=
⋃
e∈E{e} · P e,
lC(ew) := l
e
C(w),
lXj (ew) := l
e
Xj
(w),
F = σXi.T (−, Xi) : τFS := idF (S).
The image-objects of the functors µXi.T (−, Xi) and νXi.T (−, Xi) are only
deﬁned up to isomorphism. In both cases the set F (S) bears in fact an initial
algebra structure and a terminal coalgebra structure, respectively. Thus we
deﬁne these functors to choose these particular corresponding sets.
3.9. Remark. Given a datafunctor F : Setn → Set, the elements of F (1) are
exactly represented by the set of all pairs (P, LC) where P ⊆ P F is elementary
w.r.t. F and LC = (lC)C∈C(F ) is a family of mappings lC : P ∩ P FC → C as in
Deﬁnition 3.5. By setting Qi := P
F
Xi
we now can express datafunctors as in
Deﬁnition 2.3 in the form
(
F, (Qi), data
)
as mentioned in Remark 2.4. Then
an element of F (S) represented by (P, LC, LX) ∈ F (S) would be mapped to
(P, LC) and (lXi : Qi⇁Si)
n
i=1 by F (!) and dataS, respectively.
Now, let
(
T, (Qi), data
)
be a datafunctor in the above sense and let F :=
νXi.T (−, Xi). Then the elements of F (S) can be regarded as trees whose
nodes are elements of T (S1, . . . , Si−1, 1, Si, . . . , Sn). The branches of each
node are uniquely labelled with elements of Qi = P
T
Xi
such that each node
n has exactly dom(lXi)-many children with data(n) = (lXj)
n
j=1. Thus each
word w1 . . . wn ∈ (Qi)+ determines a possible path in such a tree. In case
F := µXi.T (−, Xi) the elements of F (S) are similarly represented by such
trees that additionally are of ﬁnite depth (see also [Jay96]).
The above remark shows that tree-like constructions play a crucial role
when dealing with functors that involve ﬁxed points. Therefore the compar-
atively technical constructions in the present chapter seem to be unavoidable
up to a certain point.
In [Jac96] B. Jacobs gives a functional description of the terminal coalgebra
for functors of the form F : S → ∏ni=1(Bi + Ci × S)Ai. This result was
generalized in [Roe98] to polynomial functors. Now Theorem 3.7 immediately
leads to such a characterization for datafunctors.
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3.10. Corollary. Let T : Set → Set be a datafunctor. Then there exists a
terminal coalgebra of SetT on the (constant) set F where F := νX.T (X).
The approach of considering functors F : Setn → Set immediately leads
to n-sorted coalgebras. They can be described by a similar language as in-
troduced in the succeeding chapter. However, for the sake of simplicity we
will restrict ourselves only to one-sorted coalgebras in the remainder of this
article. Instead of the notions P FX1 and lX1 we thus will only use P
F
X and lX ,
respectively.
4 A Modal Language for Coalgebras
In this chapter we deﬁne an inﬁnitary modal language for coalgebras on data-
functors and give the corresponding semantics. This is done in two ways.
First, the tree-notation of the preceeding chapter is used. A second though
equivalent deﬁnition shows how a set of nullary and unary modal operators can
be built up independently following the construction of position in Deﬁnition
3.1. Finally, we show that bisimilarity and logical equivalence coincide.
4.1. Deﬁnition. Given a datafunctor F : Set→ Set, we deﬁne the language
LF∞ to be the least class X such that the following hold:
(i) (w)c ∈ X where C ∈ C(F ), c ∈ C, and w ∈ P FC ,
(ii) |w| ∈ X where w ∈ P Fi for i ∈ µ(F ) ∪ ν(F ),
(iii) if ϕ ∈ X then ¬ϕ ∈ X,
(iv) if Φ ⊆ X is a set then ∧Φ ∈ X,
(v) if ϕ ∈ X then [w]ϕ ∈ X where w ∈ P FX .
We deﬁne AtProp to be the set consisting of all formulas that are given in
Conditions (i) and (ii). The abbreviations
∨
, →, , and 〈w〉 are generated
as usually.
4.2. Deﬁnition. Let (S, α) be an F -coalgebra, s ∈ S, and (P, LC, lX) :=
τFS
(
α(s)
)
. The satisfaction relation F is deﬁned as follows:
(i) (S, α), s F (w)c :⇔ w ∈ P and lC(w) = c where w ∈ P FC ,
(ii) (S, α), s F |w| :⇔ w ∈ P ,
(iii) (S, α), s F ¬ϕ :⇔ (S, α), s F ϕ,
(iv) (S, α), s F
∧
Φ :⇔ (S, α), s F ϕ for all ϕ ∈ Φ,
(v) (S, α), s F [w]ϕ :⇔ if w ∈ P then (S, α), lX(w) F ϕ.
Given a set Φ ⊆ LF∞ we write (S, α), s F Φ to mean that (S, α), s F ϕ for
all ϕ ∈ Φ. We say that (S, α) is a 
	 of Φ (denoted by (S, α) F Φ) if
(S, α), s F Φ for all s ∈ S. We write Φ F ϕ to express that, for each (S, α),
whenever (S, α) F Φ then also (S, α) F ϕ holds.
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4.3. Example (2.6. continued). Using the set of positions of the functor
F := (C×−) given in Example 3.2 we get (up to the boolean connectives)
the following language LF∞:
(
(wX)
nwC
)
c =: (	
nC = c),
(
(wX)
nw1
)
# =: 	n,
|(wX)n| =: 	
n,
[(wX)
nwY ]ϕ =: [	

n
Y ]ϕ.
The mapping α of an F -coalgebra (S, α) assigns to a given s ∈ S a ﬁnite list
L with entries in C × S. The semantics becomes the following:
(S, α), s F (	
nC = c) ⇔ the length of L is ≥ n and its n-th entry is
of the form (c, t) for some t ∈ S,
(S, α), s F 	n ⇔ the length of L is exactly n,
(S, α), s F 	
n ⇔ the length of L is ≥ n,
(S, α), s F [	
nY ]ϕ ⇔ if the length of L is ≥ n and its n-th entry
is of the form (c, t) then (S, α), t F ϕ.
In order to visualize how the language LF∞ is built up we give an equiv-
alent deﬁnition that does not use the tree-notation of the previous chapter.
We deﬁne the set ModF of nullary and unary modal operators w.r.t. a given
datafunctor F and present the corresponding semantics which is equivalent to
the semantics given in Deﬁnition 4.1.
4.4. Deﬁnition. Let F : Set → Set be a datafunctor. We deﬁne ModF =
ModF0 ∪ModF1 to be the set of nullary and unary modal operators w.r.t. F as
follows on the inductive structure of F :
F = Πni : Mod
F = ModF1 := {[i]},
F = C : ModF = ModF0 := C,
F = T1×T2 : ModF0 := {×1} ·ModT10 ∪ {×2} ·ModT20 ,
ModF1 := {×1} ·ModT11 ∪ {×2} ·ModT21 ,
F = T1 + T2 : Mod
F
0 := {+1} ·ModT10 ∪ {+2} ·ModT20 ,
ModF1 := {+1} ·ModT11 ∪ {+2} ·ModT21 ,
F = E⇒T : ModF0 := E ·ModT0 ,
ModF1 := E ·ModT1 ,
F = σXi.T (−, Xi) : for ModT1 (i) := {w | w[i] ∈ ModT1 } we set
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ModF0 :=
(
ModT1 (i)
) ·ModT0 ∪
(
ModT1 (i)
)+
,
ModF1 :=
(
ModT1 (i)
) · (ModT1 \ {w[i] | w[i] ∈ ModT1 }
)
.
The language LF∞ is deﬁned to be the least class X that contains ModF0 , that
is closed under Conditions (iii) and (iv) of Deﬁnition 4.1, and that contains
modϕ whenever mod ∈ ModF1 and ϕ ∈ X.
It is immediate from the above deﬁnition that the sets ModF0 and Mod
F
1
correspond exactly to the sets AtProp and P FX , respectively. The semantics 
F
can now be deﬁned using induction on the structure of formulas. However, the
semantics of a modal operator needs to be analysed according to the structure
of F which requires an “inner” induction that unravelles the structure of F
(and of a corresponding element of F (S)).
4.5. Deﬁnition. Let (S, α) be an F -coalgebra, s ∈ S, and let mod ∈ ModF
be a (nullary or unary) modal operator with a possible argument ϕ ∈ LF∞. We
set
(S, α), s F modϕ :⇔ α(s) FF modϕ
where t FG modϕ is deﬁned for t ∈ G(S1, . . . , Sn), G being a subfunctor of F
and mod ∈ ModG as follows:
G = Πni : t 
F
G [i]ϕ :⇔ (S, α), t F ϕ,
G = C : t FG c :⇔ t = c,
G = T1 × T2 : t FG ×imod′ ϕ :⇔ πi(t) FTi mod′ ϕ,
G = T1 + T2 : t 
F
G +imod
′ ϕ :⇔ t ∈ ini
(
Ti(S1, . . . , Sn)
)
and
outi(t) 
F
Ti
mod′ ϕ,
G = E⇒T : t FG emod′ ϕ :⇔ πe(t) FT mod′ ϕ,
G = σXi.T (−, Xi) : • t FG w1 . . . wn ∈
(
ModT1 (i)
)+
:⇔
the path corresponding to w1 . . . wn is in the tree belonging
to t (see Remark 3.9),
• t FG w1 . . . wnmod
′ ϕ where wi ∈ ModT1 (i), mod′ ∈ ModT :⇔
the path corresponding to w1 . . . wn is in the tree belong-
ing to t and for its target t′ ∈ T (S1, . . . , Si−1, 1, Si, . . . , Sn)
holds t′ FT mod
′ ϕ.
Note that in case G = Πni above we have Si = S. The mapping outi in case
G = T1+T2 is the partial mapping from the coproduct T1(S)+T2(S) to Ti(S)
such that dom(outi) = Ti(S) and outi ◦ ini = idTi(S).
4.6. Proposition. Let h : (S, α)→ (S ′, α′) be a homomorphism, s ∈ S, and
ϕ ∈ LF∞. Then we have
(S, α), s F ϕ⇔ (S ′, α′), h(s) F ϕ.
4.7. Proposition. Let (S, α), (S ′, α′) be F -coalgebras and let s ∈ S, s′ ∈ S ′.
Then the following are equivalent:
(i) s and s′ are bisimilar,
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(ii) ∀ϕ ∈ LF∞ : (S, α), s F ϕ ⇔ (S ′, α′), s′ F ϕ.
The above proposition can be proved directly but also in a similar way
as in [Kur98] using a translation of F -coalgebras into F -Kripke-structures.
A diﬀerent way of obtaining this result is to apply the translations given in
Chapter 6 and a corresponding result from [Mos97].
5 Completeness
This chapter is devoted to investigating the restriction of LF∞ to LFω0 . The
language LFω0 is deﬁned as in 4.1 except that in Condition (iv) only ﬁnite con-
junctions are allowed. First, basic notions of the usual ﬁnitary modal logic
are introduced. In a second part, completeness will be shown for suitably re-
stricted datafunctors F . For that purpose we apply a method used in [Kur98]:
we deﬁne F -Kripke-structures and give a translation from F -coalgebras into
F -Kripke-structures. Using this translation we can apply results known from
modal logic to F -coalgebras. A diﬀerent way would be to transfer the com-
pleteness proof directly to F -coalgebras as done in [Roe98]. However, here the
above approach seems to be more transparent.
In general, a modal language L consists of boolean connectives, a set of
atomic propositions P and a set of unary modal operators [i] indexed by some
set I. The models of such a language L are Kripke-structures (M,R, V ) where
M is a set, R = (Ri)i∈I a family of binary relations onM , and V : P→ P(M)
a mapping. The semantics relation  is deﬁned pointwise, i.e. for elements
m ∈ M . Except from the boolean connectives it is deﬁned as follows where
p ∈ P and i ∈ I:
(M,R, V ), m  p :⇔ m ∈ V (p),
(M,R, V ), m  [i]ϕ :⇔ ∀m′ : (m,m′) ∈ Ri ⇒ (M,R, V ), m′  ϕ.
In order to derive a completeness result for the modal language Lω0 (with
ﬁnitary conjunctions and disjunctions) the syntactical calculus Kω0 is deﬁned
by the following axioms and rules:
(A1) all substitution instances of boolean tautologies,
(A2) [i](ϕ→ ψ)→ ([i]ϕ→ [i]ψ) for all i ∈ I,
(R1)
ϕ, ϕ→ ψ
ψ
,
(R2)
ϕ
[i]ϕ
for all i ∈ I.
Given a set Φ ⊆ Lω0 we write Φ  Kω0 ϕ to mean that there exists a ﬁnite
derivation of ϕ using only the above axioms and rules and the formulas in Φ.
The calculus Kω0 is sound and strongly complete, i.e. whenever Φ ⊆ Lω0 and
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ϕ ∈ Lω0 then we have that
Φ  ϕ ⇔ Φ  Kω0 ϕ.
For more detailed information on modal logic see e.g. [Gol87], [Gol93], or
[Pop94].
Regarding the language LF∞ in the above sense we get as atomic proposi-
tions the set AtProp and the modal operators are indexed by the set P FX .
5.1. Deﬁnition. An F - (M,R, V ) is a Kripke-structure for
the language LF∞ such that for each m ∈M we have that the set
Pm :=
⋃{w ∈ P FC | C ∈ C(F ), c ∈ C,m ∈ V
(
(w)c
)}
∪⋃{w ∈ P Fi | i ∈ µ(F ) ∪ ν(F ), m ∈ V
(|w|)}
∪⋃{w ∈ P FX | ∃m′ ∈M : (m,m′) ∈ Rw}
is elementary w.r.t. F and the following conditions hold:
(viii) m ∈ V ((w)c)⇒ m ∈ V ((w)c′) for all c = c′,
(ix) ∀w ∈ P FX : (m,m′), (m,m′′) ∈ Rw ⇒ m′ = m′′.
Together with the usual p-morphisms of Kripke-structures all F -Kripke-struc-
tures form a category KF . This immediately leads to the following transfor-
mations generalizing a corresponding deﬁnition in [Kur98]:
5.2. Deﬁnition. Let  : SetF → KF be the functor that maps each F -
coalgebra (S, α) to the F -Kripke-structure (S,R, V ) where, for (P, LC , lX) :=
τFS
(
α(s)
)
, we have that
(s, t) ∈ Rw :⇔ w ∈ P and lX(w) = t,
s ∈ V ((w)c) :⇔ w ∈ P and lC(w) = c for c ∈ C,w ∈ P FC ,
s ∈ V (|w|) :⇔ w ∈ P for w ∈ P Fi , i ∈ µ(F ) ∪ ν(F ).
Conversely, let  : KF → SetF be the functor that maps each F -Kripke-
structure (S,R, V ) to the F -coalgebra (S, α) where, for each s ∈ S, α(s) :=
(τFS )
−1(Ps, LC , lX) such that Ps is as in Deﬁnition 5.1, lC(w) := c if s ∈
V
(
(w)c
)
and lX(w) := t if (s, t) ∈ Rw. On morphisms the functors  and 
are the identity.
Conditions (viii) and (ix) of Deﬁnition 5.1 guarantee that lC and lX in
the deﬁnition of  are in fact mappings. For  being the usual semantics for
Kripke-structures and the multimodal language LF∞ we immediately get the
following:
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5.3. Lemma.
(a) Let (S, α) be an F -coalgebra and ϕ ∈ LF∞. Then we have that
(S, α) F ϕ ⇔ (S, α)  ϕ.
(b)  ◦  = idKF .
The next step is to formulate the axioms that will ﬁnally lead to a com-
pleteness result for LFω0. The basic idea is to express Conditions (i)-(vi) of
Deﬁnition 3.4 and Conditions (viii) and (ix) of Deﬁnition 5.1 in formulas. It
is easy to see that Condition (vii) of Deﬁnition 3.4 cannot be expressed using
only ﬁnite conjunctions. For that purpose one would need at least countable
ones. However, the logic LFω1 featuring countable conjunctions will not be
considered in this article. All the other conditions mentioned above can be
expressed in LFω0 if one allows only ﬁnite constant sets in C(F ). This further
restriction is not surprising since it is already needed when considering poly-
nomial functors (see [Kur98,Roe98]). Thus throughout the remainder of this
chapter we assume F to be constructed of no µ-ﬁxed points and only ﬁnite
constant sets.
Let (S, α) be an F -coalgebra and s ∈ S with (P, LC , lX) := τFS
(
α(s)
)
. We
want to deﬁne a formula ∆(u) which expresses that for some preﬁx u ≤ w ∈
P F there exists some v such that uv ∈ P . A ﬁrst try would be
∆′(u) :=
∨{(uv)c | (uv)c ∈ AtProp}
∨∨{|uv| | |uv| ∈ AtProp}
∨∨{〈uv〉 | uv ∈ P FX}.
Note that (S, α), s F 〈uv〉 iﬀ uv ∈ P . However, the disjunctions in the
formula ∆′(u) may be inﬁnite. Thus the notion of a minimal complete subset
of P F w.r.t. u becomes necessary (see also [Roe98] where this is deﬁned for
polynomial functors).
5.4. Deﬁnition. For each E ∈ Exp(F ), let eE be a ﬁxed element of E. Let
u ≤ w ∈ P F . The 

 	
  mc(P F , u) of P F w.r.t. u is
deﬁned inductively following the structure of F :
F = Πni : mc(P
F , ε) = {ε},
F = C : mc(P F , ε) = {ε},
F = T1×T2 : mc(P F , ε) = {×1} ·mc(P T1, ε),
mc(P F ,×iw) = {×i} ·mc(P Ti, w),
F = T1 + T2 : mc(P
F , ε) = {+1} ·mc(P T1, ε) ∪ {+2} ·mc(P T2, ε),
mc(P F ,+iw) = {+i} ·mc(P Ti, w),
F = E⇒T : mc(P F , ε) = {eE} ·mc(P T , ε),
mc(P F , ew) = {e} ·mc(P T , w),
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F = σXi.T (−, Xi) : mc(P F , w1 . . . wnw) = {w1 . . . wn}·mc(P T , w) for wi ∈
P TXi , w ≤ v ∈ (P T \ P TXi) ∪ {ε}.
Note that if w,w′ ∈ P F and u ≤ w, u′ ≤ w′ with u = u′ then mc(P F , u) =
mc(P F , u′). Moreover, we have that u ≤ v for each v ∈ mc(P F , u). It follows
from the above deﬁnition that each such minimal complete subset mc(P F , u) ⊆
P F is ﬁnite.
For each u ≤ w ∈ P F , we use the following abbreviation:
∆(u) :=
∨{(w)c | (w)c ∈ AtProp, w ∈ mc(P F , u)}
∨∨{|w| | |w| ∈ AtProp, w ∈ mc(P F , u)}
∨∨{〈w〉 | w ∈ P FX ∩mc(P F , u)}.
For the sake of simplicity we also want to use the abbreviation θ(w) for w ∈
P F . Given an F -coalgebra (S, α) and s ∈ S with (P, LC , lX) := τFS
(
α(s)
)
, the
formula θ(w) shall express that w ∈ P . Thus we set
θ(w) ∈ {(w)c | (w)c ∈ AtProp}
∪{|w| | |w| ∈ AtProp}
∪{〈w〉 | w ∈ P FX}.
The following lemma prepares the soundness part of Theorem 5.8.
5.5. Lemma. Let (S, α) be an F -coalgebra, s ∈ S, and (P, LC, lX) :=
τFS
(
α(s)
)
. Let u ≤ w ∈ P F . Then the following hold:
(a) (S, α), s F ∆(u) ⇔ ∃w′ ∈ P such that u ≤ w′,
(b) (S, α), s F θ(w) ⇔ w ∈ P,
(c) mc(P F , u) = ∅.
5.6. Deﬁnition. Let ΣF ⊆ LFω0 be the set consisting of the following axioms:
(ax1) ∆(ε),
(ax2) θ(u+iv)→ ¬θ(u+jv′) for i = j,
(ax3) θ(u×iv)→ ∆(u×j) for i = j,
(ax4) θ(uev)→ ∆(ue′) for e, e′ ∈ E, E ∈ Exp(F ),
(ax5) |w| → ∆(w),
(ax6) θ(uv)→ |u|,
(ax8) (w)c→ ¬(w)c′ for c, c′ ∈ C, C ∈ C(F ), c = c′,
(ax9) 〈w〉ϕ→ [w]ϕ for ϕ ∈ LFω0.
Lemma 5.7 and Theorem 5.8 are adapted from [Kur98] to our case:
5.7. Lemma. Let M be a Kripke-structure with M  ΣF . Then there exists
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some F -Kripke-structure M′ such that, for every ϕ ∈ LFω0 ,
M  ϕ ⇔ M′  ϕ.
5.8. Theorem. Let F be a datafunctor constructed from no µ-ﬁxed points
and only ﬁnite constant sets. For Φ ⊆ LFω0 and ϕ ∈ LFω0 we have that
Φ F ϕ ⇔ Φ ∪ ΣF  Kω0 ϕ.
Proof. “⇒”: From Φ F ϕ follows by Lemma 5.3 that ∀M ∈ KF :M  Φ⇒
M  ϕ. Hence, by Lemma 5.7, we have that ∀M : M  Φ ∪ ΣF ⇒ M  ϕ.
Applying strong completeness for the calculus Kω0 yields Φ ∪ ΣF  Kω0 ϕ. ✷
5.9. Remark. As we have seen above, the language LFω0 is not powerful
enough to distinguish the kind of ﬁxed points used in F . The following visual-
izes that the diﬀerence between the kind of ﬁxed points in F is marginal: Let
F be an arbitrary datafunctor and let F ′ be obtained from F by replacing all
µ-ﬁxed points in F by ν-ﬁxed points. Then LF∞ = LF ′∞ and each F -coalgebra
(S, α) can also be regarded as an F ′-coalgebra. For each s ∈ S and each
ϕ ∈ LF∞ = LF ′∞ we then get that
(S, α), s F ϕ ⇔ (S, α), s F ′ ϕ.
6 Coalgebraic Logic
In this chapter the coalgebraic logic LF developed by L. Moss ([Mos97]) is
introduced. We give a concrete syntax for LF in case F is a datafunctor
which then leads to translations from LF∞ to LF and vice versa.
6.1. Deﬁnition ([Mos97]). Let F : SET → SET be a functor on the
category SET of classes and set-continuous functions such that F is set-based,
standard and preserves weak pullbacks. Then the language LF is deﬁned to
be the least class X such that the following hold:
(i) if ϕ ∈ X then ¬ϕ ∈ X,
(ii) if Φ ⊆ X is a set then ∧Φ ∈ X,
(iii) if ϕ ∈ F (X) then ϕ ∈ X.
The original deﬁnition in [Mos97] only requires Conditions (ii) and (iii).
However, L. Moss also shows that negation may be added.
6.2. Deﬁnition ([Mos97]). Let F : SET→ SET be a functor as in Deﬁni-
tion 6.1 and (S, α) be an F -coalgebra. The satisfaction relation F⊆ S × LF
is deﬁned to be the least class R ⊆ S × LF such that the following hold:
(i) if (s, ϕ) ∈ R then (s,¬ϕ) ∈ R,
(ii) if (s, ϕ) ∈ R for all ϕ ∈ Φ with Φ a set then (s,∧Φ) ∈ R,
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(iii) if there is some x ∈ F (R) such that FπR1 (x) = α(s) and FπR2 (x) = ϕ
then (s, ϕ) ∈ R.
6.3. Example (2.6. continued). Let us consider the datafunctor F :=
(C×−). Up to boolean connectives, LF consists of ﬁnite lists with entries
in C × LF . For instance, ϕ :=
(
(c1,), (c2,), (c3, 
)
)
is an element of LF
since  and 
 are. Given an F -coalgebra (S, α) and some s ∈ S, we have
that (S, α), s F ϕ iﬀ α(s) =
(
(c′1, t1), (c
′
2, t2), (c
′
3, t3)
)
is also a list of length 3,
ci = c
′
i for each i = 1, 2, 3, and α(t3) = 
.
This example shows that for datafunctors F the language LF is of a simpler
form. We can replace Condition (iii) of Deﬁnition 6.1 by
(iii’) if ϕ ∈ F (X) then ϕ ∈ X.
That means up to boolean connectives now formulas in LF are of the form
(P, LC, lX) ∈ F (LF ), i.e. lX maps P ∩ P FX to LF . The semantics is very
straightforward:
6.4. Deﬁnition. Let F be a datafunctor, (S, α) be an F -coalgebra, s ∈ S,
and (P ′, L′C , l
′
X) := τ
F
S
(
α(s)
)
. Then the satisfaction relation F is deﬁned as
follows:
(i) (S, α), s F ¬ϕ :⇔ (S, α), s  ϕ,
(ii) (S, α), s F
∧
Φ :⇔ (S, α), s  ϕ for every ϕ ∈ Φ,
(iii) (S, α), s F (P, LC, lX) ∈ F (LF ) :⇔ P = P ′, LC = L′C , and ∀w ∈
P ∩ P FX : (S, α), l′X(w) F lX(w).
That gives us the key to the following translation:
6.5. Deﬁnition. For a given datafunctor F we deﬁne a translation T1 : LF →
LF∞ as follows:
T1(¬ϕ) := ¬T1(ϕ),
T1(
∧
Φ) :=
∧{T1(ϕ) | ϕ ∈ Φ},
T1(P, LC , lX) :=
∧{(w)c | w ∈ P ∩ P FC , C ∈ C(F ), lC(w) = c}
∧∧{|w| | w ∈ P ∩ P Fi , i ∈ µ(F ) ∪ ν(F )}
∧∧{〈w〉T1(ϕ) | w ∈ P ∩ P FX , lX(w) = ϕ}.
6.6. Proposition. Let (S, α) be an F -coalgebra, s ∈ S, and ϕ ∈ LF . Then
we have
(S, α), s F ϕ ⇔ (S, α), s F T1(ϕ).
The following translation is a generalization of a translation given in [Kur98].
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6.7. Deﬁnition. Let F be a datafunctor. We deﬁne a translation T2 : LF∞ →
LF as follows:
T2(¬ϕ) := ¬T2(ϕ),
T2(
∧
Φ) :=
∧{T2(ϕ) | ϕ ∈ Φ},
T2
(
(w)c
)
:=
∨{(P, LC, lX) ∈ F ({}) | w ∈ P and lC(w) = c},
T2
(|w|) := ∨{(P, LC, lX) ∈ F ({}) | w ∈ P},
T2
(
[w]ϕ
)
:=
∨{(P, LC, lX) ∈ F ({, T2(ϕ)}) |
(
w ∈ P ⇒ lX(w) = T2(ϕ)
)
and ∀w = w′ : lX(w′) = }.
6.8. Proposition. Let (S, α) be an F -coalgebra, s ∈ S, and ϕ ∈ LF∞. Then
we have
(S, α), s F ϕ ⇔ (S, α), s F T2(ϕ).
Now Propositions 6.6 and 6.8 can be used to transfer results from [Mos97] to
the present approach.
7 Conclusion
Coalgebras on datafunctors provide a powerful tool to describe a large variety
of deterministic systems. The knowledge of the intrinsic structure of these
functors (here represented by the functor F ) makes it possible to state lan-
guages for the corresponding coalgebras. As we have seen in Chapter 5, besides
LFω0 also LFω1 is worth further investigation as subsets of LFω1 do distinguish
the kind of ﬁxed points in F . Moreover, it might be of interest to investigate
languages that also allow ﬁxed points on formulas as in the µ-calculus.
The concrete syntax of the coalgebraic logic LF for datafunctors F raises
hopes to ﬁnd a complete axiomatization for this logic in the case of data-
functors. So far only deterministic coalgebras were considered. Including the
powerset functor into the construction principles given in Deﬁnition 2.3 would
also allow for the modelling of non-deterministic systems. A corresponding
language for such coalgebras is a topic of current research.
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