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We investigate the statistical mechanics of a family of two dimensional (2D) fluid flows, described
by the generalized Euler equations, or α-models. These models describe both nonlocal and local dy-
namics, with one example of the latter one given by the Surface Quasi Geostrophy (SQG) model, for
which the existence of singularities is still under debate. We aim to study the equilibrium mechan-
ics, using initially a point-vortex approximation and then exploiting the full continuous equations,
invoking the maximization of appropriate entropy functionals. The point-vortex approximation
highlights an important difference between the 2D turbulence and local dynamics models. In the
latter, it is in fact possible to derive a statistical measure only considering two conserved quanti-
ties as constraints for the maximization problem, the Hamiltonian and the angular impulse. This
result does not hold for 2D turbulence. Both the continuous and the point vortex approximation
allow for the derivation of mean field equations that act as constraints for the functional relation
between the streamfunction and the active scalar of the model considered. Further, the analysis of
the continuous equations suggests the existence of a selective decay principle for the whole family
of models. To test these ideas we use numerical simulations of the partial differential equations
of the α-models starting from different sets of initial conditions (i.c.s). For random i.c.s, all the
solutions tend to a dipolar structure. The functional relation between the active scalar and the
streamfunction shows an increase of nonlinearity with a decrease of the locality of the dynamics.
We then test the evolution of the specific case of SQG for i.c.s in the form of a hyperbolic saddle,
that is a candidate for the possible formation of singularity through a self-similar cascade though
secondary instabilities. Results show the presence of a scale dependent selective decay associated to
the breaking of the frontal structures emerging from the flow, suggesting a relation with the change
of topology of the flow.
PACS numbers: 05.20.Jj; 05.65.+b; PACS 47.27.E-;PACS 92.10.Lq
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I. INTRODUCTION
Turbulence is a natural phenomenon that surrounds
us, it is present around a waving hand as much as in geo-
physical and astrophysical objects. It is involved in the
transport of passive tracers and drives the energy trans-
fer between different scales. Although its importance,
turbulence still remains one of the unsolved problems of
physics. However, a statistical approach can be useful
and profitable in the characterization of fluids undergo-
ing turbulent motion [1–3].
In this study we investigate the equilibrium theory of
a family of two dimensional incompressible fluid mod-
els that exhibits turbulence behavior using a statistical
mechanics approach. These tools allow us to introduce a
probability measure and a mean field equation that func-
tionally relate the streamfunction and the active scalar,
that is, they provide a constraint under which the so-
lutions undergoing turbulent motion will have to tend.
They also suggest how the solution can relax toward the
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equilibrium. Although the derivations of the theories will
follow straightforward from the well studied case of 2D
turbulence, we think that it is worth to highlight some
features that, at the best of our knowledge, have not been
discussed in literature.
The governing equation for the family of models we
study is
∂q
∂t
+ J (ψ, q) = 0 (1)
on the plane R2, where q(x, y, t) is an active scalar,
or generalized potential vorticity, J(ψ, q) = ∂xψ∂yq −
∂xq∂yψ is the Jacobian determinant, and ψ(x, y, t) is the
streamfunction which satisfies the relationship
q = −(−∆)α/2ψ + βy = ζ + βy, (2)
with the parameter α ∈ R that determines the degree
of locality, or the range of interaction, of the model. In
(2), ζ is the generalized relative vorticity and the term
proportional to β is a dispersive term. These equations
are known as generalized Euler equations or α-models
(that must not be confused with Euler-α models [4, 5]).
The effect of the α-parameter can be better understood
setting β = 0 and transforming (2) in the Fourier space,
ψˆ(~k) = −
∥∥∥~k∥∥∥−α qˆ, (3)
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2where ‖·‖ is the usual L2 norm, and ~k is the 2D wavenum-
ber vector. When α increases, fields become more decou-
pled. For α < 2 the dynamics is said to be local, while
for α > 2 the dynamics is said to be non-local. These
models were introduced by [6] have been studied for sev-
eral values of α by e.g. [7–19]. When α = 2, (1) and
(2) describe the widely studied Euler equations with the
active scalar representing the vorticity. In this case the
dispersive term is related to the planetary gradient of the
vorticity. The cases of α < 2 and α > 2 correspond to
the so-called local and non-local dynamics. In this work
we consider α ∈ (0, 3] since the cases with α > 3 are
unphysical, as they represent the case in which the effect
of one vortex on another increases with distance.
Another case of physical interest is obtained for α = 1,
where (1) and (2) can be used to study the local dy-
namics of a stratified rapidly rotating flow upon a sur-
face bounding a constant potential vorticity interior (e.g.
the atmospheric tropopause or the oceanic surface). In
this case the scalar field q takes the meaning of potential
temperature or buoyancy. This model is called Surface
Quasi Geostrophic (SQG) model [20–23]. It exhibits a
characteristic forward energy cascade [24, 25], with con-
sequent formation of small structures in the flow. This
complementary behavior in respect to the one of 2D tur-
bulence makes SQG a possible candidate for the forward
cascade of temperature variance and the formation of
frontal structures. For these reasons SQG is also a can-
didate for the explanation of the submesoscale dynamics
(where the term submesoscale is here used in its oceano-
graphic meaning, see e.g. [26]). As a consequence of this,
SQG is considered also important for the mixing of pas-
sive tracers in the atmosphere and in the ocean [27–29].
For a study on the relationship between quasi geostrophic
(QG) and SQG turbulence, see e.g. [30]. For the Hamil-
tonian and Nambu structure of SQG, see e.g. [23, 31].
From a mathematical point of view, SQG shows inter-
esting analogies with the 3D Euler equation [32]. This
analogy suggests that the study of the regularity of the
SQG model could provide hints for the formation of sin-
gularities in the 3D Euler equation [6, 18, 32–56]. For
SQG dynamics the dispersive term is related to the back-
ground potential temperature gradient [57].
We aim to study the equilibrium dynamics of this fam-
ily of models first using a point-vortex approximation,
and then considering a statistical theory valid for the
continuous active scalar field. Statistical mechanics of
2D turbulence, based on a point-vortex approximation,
started with Onsager [58] and the theory was further de-
veloped by e.g. [59–62]. In this approximation the vortic-
ity field is substituted by a set of localized point vortices,
which is the analogous of replacing a continuous mass
distribution by a set of localized material points. The
stability of SQG vortices has been studied by e.g. [63–
69], while SQG point vortices have been studied by e.g.
[18, 70, 71]. For the statistical dynamics of point vortices
in 2D fluid dynamics see e.g. [58, 72–76].
The velocity statistic for point vortices of the gener-
alized Euler equation has been studied in [19]. In par-
ticular, [19] showed that while for α = 2 the thermody-
namic limit for the point vortex system does not exist
due to logarithmic divergence with the number of vor-
tices [72, 77, 78], this limit is instead defined for α 6= 2.
We will treat the investigation of the equilibrium
statistics for point vortices as an optimization problem
invoking the maximum entropy principle. The idea is
to maximize a functional, the entropy, under some con-
straint, given by the invariant of the theory, to find the
shape of the probability distribution that governs the sys-
tem. The extension of this machinery to the case α 6= 2
raises interesting differences. In particular, if for 2D tur-
bulence it is possible to define a measure and a mean field
equation with the only use of the Hamiltonian function
that describes the system, for α 6= 2 we need necessarily
to consider also another invariant quantity to regularize
the measure, the angular impulse.
The second part of the work concerns with the study
of the continuous system (1) using a modified form of the
Miller-Robert-Sommeria (MRS) theory [79, 80] firstly in-
troduced by [81] and further discussed by [82–84]. Con-
tinuous systems are particularly difficult to study as the
set of stable states could be much larger than the set
of the equilibrium states and other invariant measures
than those predicted by the equilibrium theory could ex-
ist [16, 85]. Since in real situations some of the con-
straints can not be conserved due to the presence of forc-
ing and/or dissipation, in the modified MRS theory some
of the constraints and biases are taken into account by
means of a prior distribution. This theory not only pro-
vides a way to define an equilibrium measure and a func-
tional relation between the active scalar and the stream-
function, but it suggests and formalizes a selective decay
principle for the entire family of α-models. That is, it
provides a hint about the relaxation of the system to-
ward the equilibrium.
Since the principle is suggested by a particular prior
function, we investigate numerically the relaxation to-
ward the equilibrium for different α-models, in a way
that was previously explored by [16], but with the use
of different initial conditions (i.c.s). Our work formalises
part of the work reported by [16] and should be read as
complementary to that.
In particular, in our work we study the evolution of
different α-models starting from random i.c.s as well as
from smooth analytical i.c.s corresponding to a hyper-
bolic saddle, which has been analysed in the literature
as they are the candidate for the possible formation of
singularities for the case α = 1 [32].
For all the simulations we study the evolution of the
ratio between generalized enstrophy and generalized en-
ergy, that for 2D turbulence has been used to set up in a
rigorous way the selective decay principle [86].
The paper is organized as follows. In sec. II we build
the statistical mechanics for the set of Hamiltonian equa-
tions of the point-vortex approximation for the general-
ized Euler equations, discussing the differences between
3the 2D turbulence and the case α 6= 2. In Section III
we discuss a statistical theory for the continuous system
and we show how this theory suggests a selective decay
principle for the whole family of generalized models. In
Section IV we investigate numerically the selective decay
principle and the functional relation between the active
scalar and the streamfunction. Finally in Section V we
report the final discussions.
II. GENERALIZED POINT-VORTEX
STATISTICAL THEORY FOR LOCAL
DYNAMICS
Consider β = 0. In the point-vortex approximation
we consider an active scalar concentrated in some points,
so that it can be written in terms of the sum of Dirac
delta functions, i.e a point-vortex located in the position
~z0 = (x0, y0) generates an active scalar field of the form
q(~z) = γδ(~z − ~z0) (4)
where γ is the generalized circulation. Even if q can
represents an active scalar which might have a differ-
ent meaning than vorticity, for example in the SQG case
it represents the potential temperature, throughout the
manuscript we will still call the entity arising from (4) as
point-“vortex”. Solving (2) is possible to find the stream-
function and then, by means the usual derivation, the
velocity field in the domain considered. The streamfunc-
tion is easily written in terms of the Green’s function of
the problem considered
ψ(~z) =
∫
Gα(~z, ~z
′)q(~z′) d~z′, (5)
where
G2 (~z, ~z
′) =
1
2pi
ln (‖~z − ~z′‖) , α = 2 , (6a)
Gα (~z, ~z
′) = φ(α) ‖~z − ~z′‖α−2 , α 6= 2 , (6b)
and
φ(α) = −
{
2α
[
Γ
(α
2
)]2
sin
(αpi
2
)}−1
, (7)
see for example [18, 87].
When α > 3 the effect of one vortex on another in-
creases with distance, and hence this case is considered
unphysical [18]. Only the interval α ∈ (0, 3] will thus be
considered.
A. Generalized Point-Vortex Equations
For the point-vortex approximation the resulting dy-
namics is Hamiltonian and is characterized by the con-
servation of energy, as well as the linear and angular mo-
mentum [88]. See e.g. [89–91] for reviews and [23, 92] for
a discussion on symmetries and conservation laws.
Given N point vortices with circulations γi, i =
1, . . . , N , and with the coordinates of the vortices loca-
tions given by z = (x1, y1, . . . , xN , yN ) = (~z1, . . . , ~zN ),
the equations of motion for the vortices can be written
as
z˙ = D−1α J∇zHα. (8)
where Dα = diag(γ1, γ1 . . . , γN , γN ) when α = 2 and
Dα = diag(γ1/(2−α), γ1/(2−α) . . . , γN/(2−α), γN/(2−
α)) when α 6= 2, and J is a block diagonal matrix with
blocks given by symplectic matrices [23], and
H2 = − 1
4pi
N∑
i,j=1
j 6=i
γiγj log ‖~zi − ~zj‖ , (9a)
Hα = −φ(α)
2
N∑
i,j=1
j 6=i
γiγj
‖~zi − ~zj‖2−α
, α 6= 2 , (9b)
is the Hamiltonian function, that is a conserved quanti-
ties representing the energy of the system.
Defining the canonical Poisson bracket, [· , ·], for the
N-vortex problem as
[f, g] =
N∑
i=1
1
γi
(
∂f
∂xi
∂g
∂yi
− ∂g
∂xi
∂f
∂yi
)
, (10)
it is possible to show the conservation of the following
quantities [18]
Q =
N∑
i=1
γixi, (11a)
P =
N∑
i=1
γiyi, (11b)
I =
N∑
i=1
γi(x
2
i + y
2
i ) =
N∑
i=1
γi ‖~zi‖2 , (11c)
that is, [Hα, Q] = [Hα, P ] = [Hα, I] = 0. The quan-
tities Q, P and I are, respectively, the two components
of the linear momentum and the angular impulse. Note
that the only invariant depending on α is the Hamilto-
nian function. Note also that the conservation of these
quantities might be dependent on the particular geome-
try considered, e.g. [93].
As will be more clear in the following sections, among
all these entities, the Hamiltonian Hα and the angular
impulse I should be regarded as particularly important.
In fact, they will play a crucial role in determine the
statistical measure for the point-vortex system with the
α interaction. The linear momentum can be neglected
in the definition of the measure because it appears as a
4linear term that can be eliminated by a suitable change
of coordinates.
Other conserved quantities are [18] the total circula-
tion, the angular momentum and the conserved quan-
tity M =
∑N
i=1
γiI − (Q2 + P 2). For the same reasons
explained above, M does not introduce additional infor-
mation to the definition of the measure and can thus be
discarded. The same reasoning applies to the total circu-
lation. The angular momentum for the point vortices is
related to the Hamiltonian (9) and so it can be discarded
too in the definition of the problem as will be set up in
the next section.
B. Statistical Formulation
In order to investigate the equilibrium statistical me-
chanics of a large systems of Ordinary Differential Equa-
tions (ODEs), as the one described in (8), we need two
important ingredients:
• the Liouville property, to ensure volume preserving
or measure preserving feature in the phase space;
• conserved quantities that can be used as constraints
in the maximization process of the Shannon en-
tropy functional in order to obtain non-trivial re-
sults.
The following exposition will strictly resemble the one
in [86], here generalized to the α-models of turbulence.
Since the case of 2D turbulence has been extensively
studied, see e.g. [61, 62], we will focus on α 6= 2. Further,
since the systems considered exhibits chaos due to their
nonlinearity, we will assume ergodicity.
The Liouville property can be easily checked associ-
ating to (8) a flow map {Φt(z)}t≥0, Φt : R2N 7→ R2N
by
d
dt
Φt(z) = F (Φt(z)), Φt(z)|t=0= z0, (12)
where
F (z) = D−1α J∇zHα. (13)
Since the vector field F is divergence free, that is
divz F (z) = 0, (14)
the flow map (12) is volume preserving or measure pre-
serving in the phase space [86, 94], and given an initial
Probability Density Function (PDF) p0(z, t = 0), then
the PDF for any t > 0 can be defined by the pull-back of
the initial probability density by means the flow map,
p(z, t) = p0
(
(Φt)−1(z)
)
, (15)
that satisfies the Liouville equation
dp
dt
+ F · ∇zp = 0. (16)
So, p(z, t) is a PDF for all time.
The determination of the shape of p(z, t) can be stud-
ied invoking, as for the MRS theory, the maximization of
the Shannon entropy functional defined as
S(p) = −
∫
R2N
p(z) log p(z) dz, (17)
where the Lebesgue measure is considered. Along with
the Shannon entropy it is important not to forget the
conserved quantities that act as constraints C of the dy-
namics. So we need to find p∗ such that
S(p∗) = max
p∈C
S(p). (18)
Note also that the entropy will be conserved at any time
[86]. The research of the maximum can be done by means
of the Lagrangian multipliers. In order to investigate the
effects of locality in the probability density we need to
consider the Hamiltonian constraint, being the only con-
straint depending of α. However, the resulting quantity
of the optimization process is not integrable, due to di-
vergences. Then, unless regularization, the use of the
only Hamiltonian constraint is not allowed. The other
important constraint that must be considered, together
with the Hamiltonian, is the angular impulse (11c) that
appears to be a natural regularizer. The other linear con-
straints can be neglected, because they can be eliminated
with a proper change of variable.
In the following we also assume, without loss of gener-
ality, that γk = 1 for 1 ≤ k ≤ N .
C. The Hα and I Constraints
Let us consider the energy (9) and the angular impulse
(11c) as the only dynamical constraints for the probabil-
ity. This means
C = C0 ∩ Cα ∩ CI (19)
where
C0 = {p(z) | p(z) ≥ 0 ∧
∫
R2N
p(z) dz = 1} (20a)
Cα = {p(z) |
∫
R2N
Hα(z)p(z) dz = H¯α} (20b)
CI = {p(z) |
∫
R2N
I(z)p(z) dz = I¯}. (20c)
The variational derivative of the entropy functional
with respect the probability is
δS
δp
= −(1 + log p), (21)
while the variational derivative of the constraint C¯l is
δC¯l
δp
= Cl(z). (22)
5The Lagrangian multiplier method then yields
− (1 + log p∗) = λ0 + λαCα(z) + λICI(z), (23)
where λ0 is the Lagrange multiplier related to the fact
that p must be a probability density, and λα, λI are the
Lagrange multipliers for the constraints related to the
conserved quantities Hα and I. From (23) we can derive
a measure that is analogous to the Gibbs measure in
statistical mechanics
p∗(z) = Gλ,N (z) = Z−1N exp (−λαHα(z)− λII(z)) ,
(24)
provided that it is normalizable, that is
ZN =
∫
R2N
exp (−λαHα(z)− λII(z)) dz <∞. (25)
Substituting the explicit form of Hα and I from (9) and
(11c) into (25) yields
ZN =
∫
R2N
exp
(
λαφ(α)
2
N∑
i,j=1
j 6=i
1
‖~zi − ~zj‖2−α
− λI
N∑
i=1
‖~zi‖2
)
dz
(26)
and in order to satisfy the integrability λαφ(α) < 0, and
λI > 0.
It is now clear that the use of the linear momentum in
the constraints would result in linear terms in the mea-
sure that could be eliminated by using a suitable coordi-
nates system.
Since we have a measure, we can define the average of
a function F (z) as
〈F (z)〉Gλ,N =
∫
R2N
F (z)Gλ,N (z) dz . (27)
To properly fix the Lagrangian multipliers we need to
satisfy the following integral equations
〈Hα〉Gλ,N =
∫
R2N
Hα(z)Gλ,N (z) dz (28a)
〈I〉Gλ,N =
∫
R2N
I(z)Gλ,N (z) dz , (28b)
that can be solved numerically.
Remark: As stated in the previous section, the Hamil-
tonian brings the dependence on α into the measure.
However, without the use of the angular impulse the
integral above would not converge if α < 2.
The derivation of a mean field equation for the stream-
function for the general α-model is identical to the one
for the case α = 2 [61, 62, 86]. Replacing λα by λα/N ,
integrating (24) over N−1 variables to find the marginal
distribution of a single vortex p∗(~z) with ~z ∈ R2, and
taking the thermodynamic limit N →∞ [19] we get the
following mean field equation
− (−∆)α/2ψ∗ = p∗(~z) = e
−λαψ∗(~z)−λI‖~z‖2∫
R2 e
−λαψ∗(~z)−λI‖~z‖2d~z
. (29)
Note that if we consider the following partition func-
tion
Zα =
∫
R2
e−λαψ(~z)−λI‖~z‖
2
d~z , (30)
the n-momentum of the streamfunction is derived as
〈ψ(~z)n)〉Gλ =
(−1)n
Z
∂n
∂λnα
Zα , (31)
and the mean field equation can be written as
− (−∆)α/2ψ = − 1
λα
δ
δψ
logZα . (32)
With a formally identical derivation as for α = 2, it
is possible to obtain a mean field equation for the gen-
eralized α-model of turbulence. However, if the angular
impulse constraint could be neglected for α ≥ 2, that is
for 2D turbulence and for non-local turbulence model,
for the case of local turbulence α < 2 is fundamental to
reach the convergence of the probability measure. This
is related to a fundamental change in the topology of the
system hidden in the Green’s function of the problem and
then in the corresponding streamfunction.
Note that for different geometry, for example on a
sphere, the ergodic hypothesis and the capability of the
system of reaching a steady flow might be not valid, e.g.
[93, 95].
III. CONTINUOUS CASE: EMPIRICAL
STATISTICAL THEORY
The analytical results obtained in the previous section
make use of the point-vortex approximation which is a
strong simplification of the original problem. The finite
size effects of the vortices can however modify the sta-
tistical measure found, moreover forcing and dissipation
appearing at small scales make conservation of some con-
straints impossible. Further, there are physical situations
in which external biases could influence the system and
these biases can not be written in terms of constraints.
Alternative statistical theories, based on a gran-canonical
formulation of the MRS theory, have been proposed and
discussed by e.g. [81–84]. In these theories the only con-
straints are the energy and circulation, while small scales
effects are taken into account by means of a so called prior
distribution.
Consider the continuous equations (1)-(2). We will
look for a statistical distribution for the generalized po-
tential vorticity ignoring the correlation from different
6points, so we study the one point statistical information
of the generalized potential vorticity. Following [86] we
consider a probability density ρ(~z, ν) on Ω × R1, where
Ω is the domain of our system, such that
ρ(~z, ν) ≥ 0, −
∫
Ω
∫
R1
ρ(~z, ν) dν d~z = 1 , (33)
with
−
∫
Ω
f =
1
Ω
∫
Ω
f . (34)
We also require that for almost all ~z ∈ Ω, ρ is a proba-
bility density on R1,∫
R1
ρ(~z, ν) dν = 1 , (35)
associated with the potential vorticity at the location ~z∫ q+
q−
ρ(~z, ν) dν = Prob{q− ≤ q(~z) ≤ q+}. (36)
Along with these conditions we consider a prior distribu-
tion Π0(~z, ν) also satisfying the condition (33) and (35).
It is then necessary to modify the entropy functional to
take into account the effect of the prior distribution. This
can be easily done by mean of the relative entropy func-
tional
S(ρ,Π0) ≡ −−
∫
Ω
∫
R1
ρ(~z, ν) log
(
ρ(~z, ν)
Π0(~z, ν)
)
dν d~z . (37)
Proceeding as before we want to find the function ρ∗ that
maximizes (37) under certain constraints C
S(ρ∗,Π0) = max
ρ∈C
S(ρ,Π0). (38)
In particular, we consider the normalization of the PDF,
the mean generalized energy and the mean circulation
represented using the one point statistic
C = C0 ∩ CE ∩ CΓ , (39)
where
C0 = {ρ |M(ρ) =
∫
R1
ρ(~z, ν) dν = 1 , ∀~z ∈ Ω} , (40a)
CE = {ρ |E(ρ) = −−
∫
Ω
ψ¯(q¯ − βy) d~z = E0} , (40b)
CΓ = {ρ |Γ(ρ) = −
∫
Ω
q¯ d~z = Γ0} . (40c)
The overbar represents the average with respect to the
one point statistic, in particular
q¯(~z) =
∫
R∞
νρ(~z, ν) dν , (41)
and then the correspondent streamfunction is
− (−∆)α/2ψ¯(~z) + βy = q¯(~z) . (42)
According to the Lagrange multiplier method we have
ρ∗(~z, λ) =
exp
[
ν
(
λEψ¯∗ − λΓ
)]
Π0(~z, ν)∫
R1 exp
[
ν
(
λEψ¯∗ − λΓ
)]
Π0(~z, ν) dν
, (43)
where λE , λΓ are the Lagrange multipliers of the prob-
lem, respectively related to the energy and circulation
constraints. The mean field equation for q∗ is then writ-
ten as
q¯∗ = −(−∆)α/2ψ¯∗(~z) + βy
=
∫
R1 ν exp
[
ν
(
λEψ¯∗ − λΓ
)]
Π0(~z, ν)∫
R1 exp
[
ν
(
λEψ¯∗ − λΓ
)]
Π0(~z, ν) dν
.
(44)
Defining the partition function as
Z(ψ, ~z) =
∫
R1
exp
[
ν
(
λEψ¯∗ − λΓ
)]
Π0(~z, ν) dν , (45)
the mean field equation (44) can be restated as
− (−∆)α/2ψ¯∗(~z) + βy = 1
λE
∂
∂ψ
logZ(ψ, ~z)
∣∣∣∣∣
ψ=ψ¯∗
. (46)
In order to get more insight into the theory, we need
to specify the form of the prior distribution, which will
be done in the next Section.
A. Examples of Prior Distributions
1. The delta prior distribution and the point-vortex
statistics
In order to compare the probability density and the
mean field equation for the point-vortex statistics from
the one point statistic, we need to modify a little bit the
results of the previous section. If we use the normaliza-
tion condition (33) and neglect the circulation constraint,
the probability density (43) is transformed in
ρ∗(~z, λ) =
exp
(
νλEψ¯∗
)
Π0(~z, ν)
−
∫
Ω
∫
R1 exp
(
νλEψ¯∗
)
Π0(~z, ν) dν d~z
. (47)
The circulation can be taken into account considering
that the most natural prior distribution for point vortices
for N point vortices uniformly distributed with strength
ω0/N is [86]
Π0(ν) = δω0(ν)
d~z
Ω
. (48)
Introducing (48) in (47) and setting β = 0 we obtain
q¯∗ = −(−∆)α/2ψ¯∗(~z) = ω0Ω exp
(
ω0λEψ¯∗
)∫
exp
(
ω0ΩλEψ¯∗
)
d~z
. (49)
If −λα = λEω0, (49) reduces to (29) aside for the fact
that the angular impulse has not been here considered as
a constraint.
72. The Gaussian Prior Distribution and the Principle of
Selective Decay
Deeper insight can be obtained modeling the small
scales fluctuations of the generalized potential vorticity
with Gaussian fluctuations with a given variance and zero
mean. In fact, this kind of prior distribution generates
a quadratic entropy functional [96] that naturally sug-
gests the extension of the selective decay principle [86] to
the entire family of the α-models of turbulence. Another
consequence of this small scale parameterization is the
linear relation arising between the generalized potential
vorticity and the correspondent streamfunction.
Let us consider a prior distribution of the form
Π0(ν) =
√
1
2piα2
exp
(
− ν
2
2α2
)
. (50)
The dependence on α is inspired by the fact that the
range of interaction in the model under consideration af-
fects also the distribution of the fluctuations. In particu-
lar, in (50) we place the standard deviation proportional
to the range of interaction, that is α. The probability
density (43) is thus reduced to
ρ∗(~z, ν) =
√
1
2piα2
exp
{
−
[
ν + α2(λΓ − λEψ¯∗)
]2
2α2
}
.
(51)
At each point of the domain we thus have∫
R1
νρ∗(~z, ν) dν = α2(λEψ¯∗(~z)− λΓ) , (52a)∫
R1
ν2ρ∗(~z, ν) dν = α2[1 + α2(λEψ¯∗(~z)− λΓ)2] . (52b)
Combining these results we obtain the following mean
field equation
− (−∆)α/2ψ¯∗(~z) + βy = α2(λEψ¯∗(~z)− λΓ) . (53)
This mean field equation is the fractional equivalent of
the model introduced by [97] to study the inertial circu-
lation in the ocean.
By means of (50) and (51), and neglecting the circu-
lation constraint, the relative entropy functional can be
written as
S(ρ∗,Π0) = − 1
α2
E(q¯∗) , (54)
where E(q¯∗) represents the generalized potential enstro-
phy. Note that, aside for the explicit dependence on α
on the r.h.s., both ρ∗ and q¯∗ have an implicit dependence
on α.
From (54), we can thus deduce that also for the α-
models exists a selective decay principle which can be
stated as follow: After a long time, the solutions of the
α-models of turbulence approach those states which min-
imize the generalized potential enstrophy for a given gen-
eralized energy.
Note that in a turbulent field E shows a scale depen-
dence which depends on the wavenumber of the instabil-
ities and on α (e.g. [6, 8]), suggesting the selective decay
principle follows also a distinctive scale dependence which
depends on the α model under consideration.
Setting β and λΓ to zero, the Lagrangian multiplier
λE in (53) is determined by the eigenvalues of the frac-
tional Laplacian. Alternatively, since the streamfunction
is determined up to a constant, λΓ can be reabsorbed
into ψ¯∗ without loss of generality. For a double peri-
odic domain of length L = 2pi, the smallest eigenvalue is
µ = α2λE = 1 and the streamfunction reduces to
ψ(x, y) = a sin(x) + b sin(y) + c cos(x) + b cos(y), (55)
as for the α = 2 case [86]. In the case of a = A, b =
c = d = 0 the solution corresponds to a simple shear
flow, while when a = b = A, c = d = 0 the solution
to corresponds to an array of 2D swirling vortices. In
section IV A we will find that this is the case to which
our system evolves when we employ random Gaussian
initial conditions.
Remark: Different prior distributions lead to differ-
ent mean field equations, which can be also nonlinear
[96, 98, 99]. Although the Gaussian prior distribution
generates a quadratic entropy functional, suggesting thus
the extension of selective decay principle also for all the
α-models, nonlinear mean field equations can be particu-
larly important in geophysical flow [100, 101]. Moreover,
a nonlinear prior distribution can give rise to a higher de-
gree polynomial entropy functional, that can thus be used
to explain flow transitions [96, 102].
IV. NUMERICAL INVESTIGATIONS
In the previous section, the existence of a selective de-
cay principle was suggested by a probability density ob-
tained with a particular prior distribution. At this point,
nothing grants that this principle hold in general. In the
following, we will explore numerically the evolution of
different turbulent flows for different values of α in or-
der to prove the existence and the consequences of the
selective decay principle.
We perform numerical simulations using a semi-
spectral scheme in a double periodic domain of length
L = 2pi. The Jacobian is computed by means of the
Arakawa [103] discretization. Time integration is per-
formed with a fourth order explicit Runge-Kutta scheme.
To avoid the accumulation of enstrophy at small scales,
we multiply each Fourier mode by an exponential func-
tion of the form f(w) = exp(−awm) where w is a vari-
able proportional to the meridional or zonal wavenum-
bers [53, 104, 105]. We use two sets of initial conditions,
for each set we perform the simulations for different α.
The β dispersion will not be considered so that q = ζ.
8FIG. 1. Random initial condition for SQG (α = 1). The
left panel shows the q field (colours) with the superimposed
streamfunction (dashed line). The right panel shows the cor-
responding ψ − q relation.
A. Random Initial Conditions
For this set of simulations we consider a random q(~z, 0)
field with horizontal grid resolution to 512× 512 points,
obtained by the inversion of the streamfunction
ψˆ(~k, 0) ∝ exp[−(
∥∥∥~k∥∥∥− k0)2] (56)
with k0 = 3. The streamfunction is normalized so that
1/2
∥∥∥~k∥∥∥2 ψˆ(~k, 0)2 = E0, with E0 = 4 × 103. When α =
1, E0 represents the surface kinetic energy. We assume
a small Newtonian viscosity with dissipation coefficient
µ = 10−3 as in [86]. The coefficient for the exponential
filter in the Fourier space are set to a = 36, m = 16.
All the simulations are run until T = 103 with time step
∆t = 5 × 10−3. The experiments are performed for the
different values of α = 0.5, 1, 2, 3.
Note that the initial streamfunction is equal for all
the different models, but the correspondent q field will
change accordingly to (3). The left panel of Figure 1
shows the active scalar and the correspondent stream-
function (dashed line) for the SQG case. The right panel
shows the ψ − q relation for the same fields.
Starting from these initial conditions all the α-models
relax toward a dipole solution (Figure 2). The ψ−q rela-
tion for different α show that for short range interaction
(α = 0.5) the functional relation is approximately linear,
with nonlinearity increasing with increasing α. Notice
that since the initial condition posses non-null zonal and
meridional averages, the dipole structure translates in the
periodic domain without changing its structure. For this
reason, the results shown in Figure 2 refer only to the
last step of the time integration rather than to a time
average of the fields.
Figure 3 shows the behaviour in time of the ratio
between the generalized enstrophy and energy, R =
E/E, which has been used to express in a mathemati-
cal rigorous way the selective decay principle for α = 2
[16, 86]. It should be noted that for α = 2, the quan-
tity P = (2pi/L)αE/E , that for our simulations reduce to
FIG. 2. Evolution of the scalar field and the streamfunctions
at T = 103 for different models, α = 0.5, 1, 2, 3. In the left
column is plotted the q field with the superimposed stream-
function (dashed line). In the right column is reported the
functional relation ψ − q for the corresponding values of α.
P = R−1, has been observed to be P ≈ 1 when a general
unstable conditions relaxes toward an equilibrium state
[106].
Figure 3 shows that R exhibits a decay for all the α
models. The decay of R is faster for increasing values
α, with the slope of R getting steeper for models with a
more non-local behaviour, i.e. with longer range of inter-
action. This can be explained considering that models
with longer range of interaction are able to “transmit in-
formation” better between distant points of the domain
and can thus adjust more efficiently. The different decay
between the α-models can be also seen in terms of deple-
tion of nonlinearity [54, 107]: in the presence of non-local
interactions, the depletion of nonlinearity is faster than
for systems with local interactions, which need thus more
time for equilibration to happen. Integrations with lower
910 0 10 1 10 2 10 3
10 0
10 1
=0.5
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FIG. 3. Evolutionj of R = E/E for different α-models starting
from random i.c.s.
values of α reach the steady state with more difficulty.
This can be seen e.g. in Figure 2, where the vortices of
the dipole for the cases α = 0.5, 1 are not as symmetric
as the ones produced for the cases with α = 2, 3.
The results here found differ from the results found by
[16]. In their study, [16] used as i.c.s a bimodal distribu-
tion centred at low wavenumbers. Their results show the
formation of large unidirectional structures or monopoles
for lower values of α, with a continuous transition to a
dipole for higher values of the same parameter. [16] found
also that increasing α, the ψ − q relation shows a tran-
sition between a sinh-like to a tanh-like functional. The
differences between the results found here and the ones
found by [16] suggest that the selective decay acts toward
the formation of structures that may differ greatly due
to the different choices of the prior distribution.
B. Hyperbolic Saddle
As a second set of i.c.s, we explore the selective de-
cay associated to a hyperbolic saddle geometry, which
has aroused a certain interest since early studies have
suggested that it could be able to develop singularities
for the inviscid α = 1 (SQG) case [32, 33, 37, 53]. The
possible existence of singularities in SQG is suggested by
considering the horizontal gradient of (1), which yields
D∇q
Dt
= ∇q · ∇~u , (57)
where D/Dt represents the material derivative. The re-
sulting equation is a 2D counterpart of the 3D Euler
equation, with ∇q ↔ ~ω3D and with an emerging 2D
stretching term on the r.h.s which might be responsible
for the blow-up. Notice that for α = 2, the r.h.s. of (57)
is zero and no blow-up occurs. The finite time blow-up
criteria of the resulting equation is the correspondent of
a Beale-Kato-Majda criteria [108], which in the case of
SQG reads as [32]∫ T
0
||∇q||L∞(s)ds→∞ asT → T ∗ . (58)
Successive studies have ruled out the formation of
singularities in the specific case of the hyperbolic sad-
dle geometry [36], with ∇q ∝ exp exp t. Other studies
[6, 52, 55, 56] have however suggested that during its time
evolution, the hyperbolic saddle forms a filament which
undergoes secondary instabilities and that these instabil-
ities can lead to a finite time singularity via a self-similar
cascade of ∇q toward smaller and smaller scales.
In the following we will compare the evolution of the
hyperbolic saddle geometry for the cases α = 1 and α =
2. The initial condition is given by
q(~z) = sin(x) sin(y) + cos(y), (59)
for both α = 1 and α = 2. Simulations are performed
with increasing grid resolutions 512 × 512, 1024 × 1024,
2048× 2048 and 4096× 4096.
We simulate the flow until T = 16. For the low res-
olution case of 512 × 512, we simulate the flow until
T = 5 × 103. All simulations are performed with time
step ∆t = 10−3.
Selective decay requires the presence of dissipation,
which in our case is given only by the exponential fil-
ter as the dissipation coefficient is set as µ = 0. The
parameters for the filter in the Fourier space are set as
in [53], that is a = 36, m = 19.
Figure 4 shows the initial active scalar field with the
correspondent streamfunction (dashed line) in the left
panel for α = 1 and, the functional relation ψ− q on the
right.
FIG. 4. As in Figure 1, but for the initial conditions (59).
The grid resolution here is 4096× 4096 grid points.
Figure 5 shows the evolution of the flow, which consists
in an intensification of the front at T = 8, a breaking
down of the front by means of secondary instabilities at
T = 11.5 and a disruption of the central filament at T =
15.9.
The scatter plots of q versus ψ on the right panels of
figure 5 highlight the nonlinear relations out of the equi-
librium between the active scalar and the streamfunction
during the three stages of the development of the flow.
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FIG. 5. Left panels: q (coloured) and ψ (dashed lines) fields
for the case α = 1 (a) during the front intensification at T = 8,
(c) during the front deformation at T = 11.5 and (e) after the
disruption of the front at T = 15.9. Right panels: scatter
plots of q versus ψ for the corresponding three times. The
grid resolution is of 4096× 4096.
FIG. 6. Central region of Fig. 5c at T = 11.5, showing the
deformation of the front by means of secondary instabilities .
The form of the secondary instabilities which are re-
sponsible for the breaking of the central filament is shown
in Figure 6. As noted by [52], even if the simulations are
able to resolve the secondary filament connecting these
secondary instabilities, even for the highest resolution
simulation the formation of these happens when the evo-
lution of the flow is past its inviscid stage. The study of
the breaking of the central filament at different resolu-
tions will however give us hints about the possibility to
study this phenomena making use of the selective dissi-
pation.
The trend of the ratio R (Figure 7) shows that even at
the end of the integrations the simulations are not able
to reach an equilibrium. At T = 5 × 103 the solutions
still exhibit oscillations and the ratio R is not completely
equilibrated.
100 102
0.5
0.52
0.54
0.56
0.58
0.6 =1
=2
FIG. 7. The R ratio for the simulations with initial condition
(59). The vertical dashed lines represent the times T = 8,
T = 11.5 and T = 15.9 respectively.
Thus to study the reaching of a final quasi steady
state, we consider a time average of the fields on the
last ∼ 80 eddy turnover times, here defined as Teddy =
(2pi)2−α/qrms (Figure 8). For both α = 1, 2, the flow
evolves toward a meridional structure. The comparison
between the two cases shows also that, in agreement with
the results found for the case of random i.c.s, for α = 1
the functional relation ψ−q is approximately linear, while
for α = 2 the nonlinearity is intensified.
For α = 1 and at 4096 × 4096 resolution, R begins to
strongly decay at the moment of the breaking of the cen-
tral filament by the action of the secondary instabilities
at T ∼ 11.5 figure 9. It is interesting to compare the
trends in time of R and of the quantity max‖∇θ‖, which
enters the modified Beale-Kato-Majda criteria (58). Fig-
ure 10 shows that at T ∼ 11.5 this quantity starts to ex-
hibit non-smooth oscillations associated with the break-
ing of the filament by secondary instabilities.
These results show that the selective decay appears
when the flow becomes unstable by secondary instabili-
ties and these instabilities change its topology, allowing
for the flow to evolve to a state with minimum values of
R.
11
FIG. 8. Left panels: time average of the q and ψ fields over
the last ∼ 80 eddy turnover times. Right panels: functional
relation between the same two fields for the case (a,b) α = 1,
and (c,d) α = 2. For this long run the grid resolution used is
set to 512× 512 grid points.
The comparison of the results at 4096 × 4096 resolu-
tion with the integrations at lower resolution is in agree-
ment with the observation that selective decay is scale-
dependent. Lowering the resolution shows an anticipa-
tion of the selective decay, in agreement with the antici-
pated breaking of the central filament at lower resolution.
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FIG. 9. Decay of R for α = 1 and different resolutions. The
vertical dashed lines represent the times T = 8, T = 11.5 and
T = 15.9 respectively.
V. CONCLUSIONS
In this work we have investigated a family of turbu-
lent models described by the generalized Euler equations
0 5 10 15
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FIG. 10. Behavior of max‖∇θ‖ for different resolutions. The
vertical dashed lines represent the times T = 8, T = 11.5 and
T = 15.9 respectively.
studying their long time statistical equilibrium. Similarly
to the MRS theory [79, 80] we invoked the maximiza-
tion of appropriate entropy functionals translating the
research of the probability measure in an optimization
problem with constraints given by opportunely chosen
conserved quantities of the system. This allowed the def-
inition of some relations, the mean field equations, that
play the role of constraints for some possible final state
for the turbulent flow. It is important to stress that the
set of stable states could be much larger than that the
one arising by the equilibrium statistical theories, imply-
ing thus the possible existence of other invariant mea-
sures. Other problems in the application of the MRS
theory arise also in regard to the ergodic hypothesis and
the conservation of some of the quantities used as con-
straints for other geometries [93, 95]. Nevertheless, the
use of statistical mechanic suggests deep differences be-
tween the considered models but also common principles
that describe how the flow have to relax toward the equi-
librium solutions.
The point-vortex approximation shows that the prob-
ability measure exhibits substantial differences between
the case of 2D turbulence, α = 2, and the case of local
dynamics, i.e. α < 2. In the latter case, the probability
measure can be defined by exploitation of only a second
constraint, the angular impulse, other than the Hamilto-
nian function which is sufficient for the 2D turbulence.
The continuous case shows that, while all models
evolve toward a final dipolar structure, increasing values
of α correspond to a stronger nonlinearity in the ψ − q
relation and a faster transition toward the final state.
Importantly, the differences between our results and the
results from previous studies [16] suggest that the selec-
tive decay acts toward the formation of structures that
may differ greatly due to the different choices of the prior
distribution.
Finally, we have investigated the role of the selective
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decay in the transition to the final state for i.c.s given
by a hyperbolic saddle for the case of α = 1, which is a
possible candidate for the emergence of singularities in
SQG. In this case, the violent decay of the ratio between
the generalized enstrophy and energy corresponds to the
rise of secondary instabilitities and the subsequent break-
ing of the central filament of the flow, suggesting thus a
relationship between the selective decay and the change
of topology of the flow.
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