We study the problem of minimizing a sum of p-norms where p is a xed real number in the interval 1; 1]. Several practical algorithms have been proposed to solve this problem.
following sum of p-norms, p 1, is minimized. min P m i=1 jjc i ? A T i ujj p s:t: u 2 R n (1. 1) We recall that jj jj p is the H older or p-norm 14] de ned by jjxjj p = (jx 1 j p + + jx n j p ) 1=p : (1.2) It is clear that u = 0 is an optimal solution to (1.1) when all of the c i are zero. Therefore, we will assume in the rest of this paper that not all of the c i are zero. Problem (1.1) is a convex programming problem, but its complexity is not explicitly known to this date.
Problem (1.1) has a long history, dating back to the 17th century, when Fermat 20] studied the problem of nding the shortest network interconnecting 3 points on the Euclidean plane where a fourth point may be added to minimize the sum of lengths of the network. The Fermat problem was generalized to the Euclidean facilities location problem and the Euclidean Steiner minimal tree problem. Those problems were in turn further generalized to cases where distances are measured using weighted p-norms.
The facilities location problem is one of locating N new facilities with respect to M existing facilities, the locations of which are known. The problem consists of nding locations of new facilities which will minimize the sum of (non-negatively) weighted distances between the new and existing facilities, and between the new facilities. If there is only one new facility (N = 1), the problem is called a single facility location (SFL) problem. If there are more than one new facilities (N 2), the problem is called a multi-facility location (MFL) problem.
For the general SFL problem with Euclidean norm, Weiszfeld 33 ] gave a simple closed form iterative algorithm in 1937. This work started a chain of research on this topic 20, 27, 32, 5, 6, 21] . Miehle 24] was the rst to propose an extension of the Weiszfeld algorithm for SFL to solve MFL problems. Again, a number of important results were obtained along this line 27, 29, 34, 10, 30] . Practical algorithms for solving these problems began with the work of Calamai and Conn 3, 4] and Overton 28] , where they proposed projected Newton algorithms with quadratic rate of convergence. They also generalized the location problems to one of minimizing a sum of norms. In recent years, several complexity results and numerically stable algorithms have been obtained for problem (1.1) with p = 2 using techniques of interior-point algorithms. In 35], Xue et al. showed that the dual of the Euclidean MFL problem is the minimization of a linear function subject to linear and convex quadratic constraints and therefore can be solved using interior-point techniques in polynomial time. More recently, Andersen 1] used the HAP idea 10] to smooth the objective function by introducing a perturbation > 0 and applied a Newton barrier method to solving the problem. Andersen In a recent paper 36], we studied the problem of minimizing a sum of Euclidean norms. The problem was formulated in standard conic form and a polynomial time primal-dual potential reduction algorithm was presented. A nice property of the Euclidean case is that the second order cone is self-dual. We have taken advantage of this fact in our work in 36], based on the self-dual theory and primal-dual algorithm developed by Nesterov and Todd 26] (also see Kojima 18] ).
In some applications, the problems are better modeled with p-norms where p 6 = 2. For example, in VLSI design, the 1-norm or Manhattan distance is used. in transportation, several general pnorms are used 22] . Since the p-order cone of the conic form of (1.1) is not self-dual unless p = 2, a natural question to ask is the following: Can the techniques used for minimizing a sum of Euclidean norms be generalized to minimize a sum of p-norms in polynomial time?. The goal of this paper is to answer the above question a rmatively. Speci cally, we present a primal-dual potential reduction algorithm which computes an -optimal solution in at most O( p md(log( c= ) + log(md))) iterations, where c = max 1 i m jjc i jj. Note that this bound is independent of p and is increased only by a factor p d comparing to the bound for p = 2.
The rest of this paper is organized as follows. In section 2, the basic problem (1.1) is transformed into a standard convex programming problem in conic form. In section 3, we develop two logarithmically homogeneous self-concordant barrier functions for this problem. In section 4, we present a primal-dual potential reduction algorithm for solving the problem. In section 5, we discuss the computational complexity and simpli cations of the potential reduction algorithm. In section 6, we present applications to the SFL problem, the MFL problem, and the SMT problem. In section 7, we present some computational examples on Steiner minimal tree problems. We conclude this paper in section 8.
Conic formulation
We will call problem (1.1) the basic problem in the rest of our paper. This problem can be formulated as the maximization of a linear function subject to a ne and convex cone constraints as follows. In the rest of this paper, when we represent a large matrix with several small matrices, we will use semi-colon \;" for column concatenation and use comma \," for row concatenation. This notation also applies to vectors. We will use 0 to represent a column vector whose elements are all zero, and e the vector of all ones.
In this section, we will transform our basic problem (1.1) into a standard convex programming problem in conic form, where the cone and its associated barrier are not self-dual unless p = 2. It is a convex barrier function. We present its barrier parameter in the following. Proof. Let z > 0 and = P d j=1 z p j < 1 be given, and let w 2 R d . Let
We compute the derivatives up to the order 3 of f p at the point z in the direction w: 
Legendre transformations
Although it has a higher barrier parameter, barrier function II possesses a structure similar to the barrier function for the second-order cone, which we will use in our following analyses. Since we can solve both (P) and (D) using either the barrier function for the p-order cone in (D) or the barrier function for the q-order cone in (P), we will make the following conventions in this paper:
When p > 3, use the barrier function of the q-order cone in (P). is a logarithmically homogeneous self-concordant barrier for K with the same parameter 200(1+2d). It seems hard to nd an explicit form off p ( ; x). Fortunately, for the interior-point algorithm presented in the next section, we do not need such an explicit formula.
We need only the initial barrier function value at a primal initial point in our complexity analysis. We will set the initial point = 1 and x = 0. Thus, we need to evaluatê It seems hard to nd the exact value off q (t; s) for s 6 = 0. In the following, we will nd an explicit formula forf q (c; 0) for any c > 0 and prove thatf q (t; s) f q (t ? jjsjj p ; 0) for (t; s) 2 K. 4 A primal-dual potential reduction algorithm
In this section, we will present a primal-dual potential reduction algorithm for computing anoptimal solutions for (P) and (D) in polynomial time. We will use either dual scaling or primal scaling depending on the value of p. as long as is reduced. as long as is reduced.
Complexity and implementation
As we have seen, the number of iterations required to compute an -optimal solution to problem . In this section, we discuss initial point selection and other computational issues for solving problem (2.1) using the algorithms presented in section 4.
Initial point for dual scaling
The algorithms discussed in the previous section all require a pair of strictly primal-dual interior feasible solutions. In the following, we give one such pair. 
Applications
In this section, we will apply the algorithms presented in the previous sections to solve the p-norm multi-facility location (PMFL) problem and the p-norm Steiner minimal tree (MST) problem under a given topology. We will also take advantage of the special structures of these special problems and obtain improved computational complexity results wherever possible. In problem (6.1), some of the weights w ji and v jk may be zero. Let m be the number of nonzero weights in (6.1). Then the PMFL problem (6.1) is the minimization of m p-norms. Without loss of generality, we assume that for each j 2 f1; 2; : : : ; Ng, there exists a nonzero w ji for some i 2 f1; 2; : : : ; Mg or a nonzero v jk for some k 2 f1; 2; : : : ; Ng.
To transform the PMFL problem (6.1) into an instance of problem (1.1), we simply do the fol- De nition 6.1 ( 13, 16, 17] ) A full Steiner topology of point set P is a tree graph whose vertex set contains P and N ? 2 Steiner points and that the degree of each vertex in P is exactly 1 and that the degree of each Steiner vertex is exactly 3.
Computing a Steiner minimal tree for a given set of N points in the Euclidean plane is NP-hard. However, the problem of computing the shortest network under a given full Steiner topology can be solved e ciently. Recently, there have been increased interests in this latter problem and several algorithms have been proposed 16, 17, 31] . We will formulate this problem as a special case of problem (1. Note that we can move the point set P so that its gravitational center is the origin. Therefore the Euclidean norms of the regular points are bounded by the largest pair wise distance among the points in P which corresponds to the constant c in previous theorems. Furthermore, as illustrated in 36], the search direction can be computed in O(N) arithmetic operations using a technique known as Gaussian elimination on leaves of a tree 31]. Therefore we have Theorem 6.2 An -optimal solution to the shortest network under a given full Steiner topology of N regular points in the l p plane can be computed using our potential reduction algorithms in at most O( p N(log( c= )+log N)) iterations where c is the largest pair wise distance among the regular points and each iteration requires O(N) arithmetic operations. Therefore, the computation of an -optimal solution requires O(N p N(log( c= ) + log N)) arithmetic operations. 2
The problem of computing the shortest network under a full Steiner topology was rst studied by Hwang 16 ) time graphical algorithm that can output the shortest network under a given full Steiner topology if the shortest network under the given topology is a tree with maximum vertex degree 3 and quits other wise. Xue and Ye 36] proposed a primal-dual potential reduction algorithm which can always output an -optimal network under the given topology in O(N p N(log( c= ) + log N)) operations where c is the largest pair wise distance among the given points.
Computational Examples
We have implemented all three versions of our algorithm using Matlab. Our intention here is to justify the theory developed in this paper. Therefore, our primary interest is in the number of iterations required by the algorithms. Our implementation here is very preliminary. Extensive computational study of the algorithms will be reported in a separate paper. For test problems, we have taken the 10-regular points Steiner minimum tree problem from 36]. The coordinates of the regular points are given in Table 1 . The tree topology is given in Table 2 where for each edge, indices of its two vertices are shown next to the index of the edge. index x-coordinate y-coordinate index x-coordinate y-coordinate 9 2.30946900 9.20821100 14 7.59815200 0.61583600 10 0.57736700 6.48093800 15 8.56812900 3.07917900 11 0.80831400 3.51906200 16 4.75750600 3.75366600 12 1.68591200 1.23167200 17 3.92609700 7.00879800 13 4.11085500 0.82111400 18 7.43649000 7.68328400 Table 1 : The coordinates of the 10 regular points.
In our implementation, we used = 2m to take long steps instead of using the conservative theoretical parameter = 1. Also, we used 0.75 times the largest feasible step-size as the actual step-size rather than using the theoretical step-size or a line search. The algorithm stops whenever the absolute duality gap is smaller than 10 ?5 .
To test the exibility of our algorithm, we have used the values of p = 1:01; 1:5; 2:0; 3:0 and 101 on the 10-point case. Although with a larger parameter, the algorithm based on barrier function 2 works better in our examples. All 5 cases were solved within 30 to 40 iterations. The output of the algorithm were presented in Tables 3-7. Note that for the last case, we have used the primal edge-index ea-index eb-index edge-index ea-index eb-index 1  9  7  10  18  8  2  10  1  11  5  6  3  11  2  12  6  4  4  12  3  13  4  3  5  13  4  14  3  2  6  14  5  15  2  1  7  15  5  16  1  7  8  16  6  17  7  8  9 17 8 Table 2 : The tree topology.
scaling algorithm where q = 1:01. The second column in the tables shows the cost of the current network (i.e., the sum of p-norms in the current network). The third column shows the duality gap which is an upper bound of the error in the cost of the current network to the cost of the optimal (shortest) network. The last two columns show the largest dual and primal feasible step-sizes. 
Conclusions
In this paper, we have transformed the problem of minimizing a sum of p-norms into a standard convex programming problem in conic forms. Unlike those in most convex optimization problems, the cone for this problem is not self-dual. We have constructed two barrier functions and studied its associated parameters. Using these barrier functions, we have presented a polynomial time primaldual potential reduction algorithm for solving this problem. In particular, the number of iterations required to produce an -optimal solution is at most O( p md(log( c= ) + log(md))). As applications, we have shown that computing an -optimal solution of the shortest p-norm network under a tree topology interconnecting N regular points on the Euclidean plane requires only O(N 1:5 (log( c= ) + log N)) arithmetic operations, where c is the largest pair wise Euclidean distance among the given point set. Our implementation is only preliminary. Computational issues of our algorithm are under investigation and will be reported in another paper. 
