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Abstract 
The design of a machine which reads unconstrained words still remains an 
unsolved problem. For example, automatic interpretation of handwritten documents by a 
computer is still under research. Most systems attempt to segment words into letters and 
read words one character at a time. However, segmenting handwritten words is very 
difficult. So to avoid this words are treated as a whole.  This research investigates a 
number of features computed from whole words for the recognition of handwritten 
words in particular. Arabic text classification and recognition is a complicated process 
compared to Latin and Chinese text recognition systems. This is due to the nature 
cursiveness of Arabic text.  
The work presented in this thesis is proposed for word based recognition of 
handwritten Arabic scripts. This work is divided into three main stages to provide a 
recognition system. The first stage is the pre-processing, which applies efficient pre-
processing methods which are essential for automatic recognition of handwritten 
documents. In this stage, techniques for detecting baseline and segmenting words in 
handwritten Arabic text are presented. Then connected components are extracted, and 
distances between different components are analyzed.  The statistical distribution of 
these distances is then obtained to determine an optimal threshold for word 
segmentation. The second stage is feature extraction. This stage makes use of the 
normalized images to extract features that are essential in recognizing the images. 
Various method of feature extraction are implemented and examined. The third and 
final stage is the classification. Various classifiers are used for classification such as K 
nearest neighbour classifier (k-NN), neural network classifier (NN), Hidden Markov 
models (HMMs), and the Dynamic Bayesian Network (DBN). To test this concept, the 
particular pattern recognition problem studied is the classification of 32492 words using 
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the IFN/ENIT database. The results were promising and very encouraging in terms of 
improved baseline detection and word segmentation for further recognition. Moreover, 
several feature subsets were examined and a best recognition performance of 81.5% is 
achieved.  
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CHAPTER ONE 
1 INTRODUCTION  
1.1 Overview 
Electronic document management systems provide great benefits to society.  
Software tools such as word processors are used in the generation, storage and retrieval 
of documents in a variety of formats. Using such tools, electronic documents can be 
edited, printed, or distributed electronically across networks. However, printed 
documents cannot be manipulated by computers, so there is a need to extract the 
information in such documents to store them in a computerized format. The solution for 
this task is in the branch of pattern recognition known as Document Analysis and 
Recognition (DAR). The main aim here is to imitate the human ability to read text with 
high speed and accuracy. Optical Character Recognition (OCR) is the most crucial part 
of DAR (Khorsheed, 2002). 
As time passes, computers continue to become more powerful and tasks can be 
done quicker. It is, still, essential to make computers more versatile by enabling them to 
carry out tasks that are natural to humans, such as the ability to read machine printed or 
handwritten text. The automatic recognition of a document requires transferring the text 
into an image file. This transfer after completion of the document (off-line transfer) 
means the system has no temporal information about the text (Khorsheed, 2002).   
Automatic recognition has enabled many applications such as office automation, 
banking in terms of cheque verification, data entry, and mailing services in terms of 
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post/zip code (Lorigo and Govindaraju, 2006). In such applications, the interaction 
between man and machine can be improved by further developing character recognition 
systems (Amin, 1997). 
A large number of research papers have been written for the recognition of 
Latin, Chinese, and Japanese characters. On the other hand, relatively little research has 
been done on Arabic characters. This is due to the complexity of Arabic text and to 
limited Arabic databases. Automated methods for the recognition of Arabic text are at 
the early stage compared to the methods for recognition of Latin, Chinese, and Japanese 
text. In addition, there is a major challenge in the Arabic writing recognition systems, 
which comes from the cursive nature of the data.   
1.2 Problem Definition 
 The problem of classifying and recognizing the offline Arabic handwritten 
words is very important in many different applications. There are two general 
approaches in recognizing words; the analytical approach and the global approach. The 
former approach requires segmenting the words into characters and recognizes the word 
character by character, whereas the global technique recognizes the word as a whole 
without segmentation. Different researchers have been undertaking research in this area 
by using different datasets and various classifiers techniques such as neural networks, 
support vector machines, and hidden Markov models. 
The research goal here is to design a handwritten word recognition system to 
deal with unconstrained Arabic handwriting words written by multiple writers. The 
IFN/ENIT Arabic standard database is used in this research. The emphasis in this 
research is focused on the following phases:  
1) Design efficient pre-processing algorithms for estimating the baseline of the 
handwritten Arabic word using the knowledge of the Arabic language. This 
method is useful for extracting the structural features for the Arabic word 
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such as number of subwords, number of single dots below the baseline, 
number of double dots below the baseline, number of single dots above the 
baseline, number of double dots above the baseline, number of triple dots 
below the baseline, etc.  
2) Extract the most important features which represent the whole hand written 
Arabic word image. This phase is the crucial part of this research work.  
3) Map the extracted features into different classifiers to measure the 
performance of the recognition system.  
Figure 1.1 shows the block diagram of the proposed handwritten Arabic word 
recognition system. The off-line recognition system for the handwritten Arabic word is 
based on different classifiers; the Neural Network classifier, the K nearest neighbour 
classifier, and the HMM classifier. The recognition system employed involves three 
stages: pre-processing, feature extraction, and classification.  The individual stages of 
the system are presented in detail in the following chapters. 
Feature ExtractionPre-processing
Training
Testing
The Classifier
Pre-processing Feature Extraction
 
Features 
Databases
Class Output 
 
 
Figure ‎1.1 The proposed scheme for word recognition. 
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1.3 Research Objectives 
The objective is to address the standing problems in automatic handwritten 
Arabic word recognition system and develop techniques to recognize the handwritten 
Arabic word efficiently. In order to achieve the main objective of this research the 
following sub objectives are addressed:  
1) The knowledge of the Arabic language will be employed for estimating the 
baseline of the handwritten Arabic word.  
2) Statistical analysis for handwritten Arabic text will be studied to determine 
an optimal threshold for word segmentation, and the distance normalization 
will be used to overcome the word segmentation errors.  
3) Various techniques will be studied for extracting the features from the 
handwritten Arabic word. The goal is to develop an efficient extraction 
technique which leads to more accurate handwritten Arabic word recognition 
system.  
4) Various classifiers will be studied to measure the performance of the 
extracted features.  
1.4 Thesis Contributions 
 The main objective of this thesis is to classify and recognize handwritten Arabic 
words. The existing techniques were studied in terms of pre-processing, segmentation, 
feature extraction, and recognition. In this thesis, the segmentation process is ignored 
since the main objective is to recognize the whole word. The contributions of this thesis 
can be summarized as follows:  
 An efficient pre-processing method for handwritten Arabic text has been 
proposed and successfully applied to the IFN/ENIT database. The pre-
processing method includes the following novel algorithms:  
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1) An algorithm is proposed for estimating the baseline of the handwritten 
Arabic word. The baseline is detected by using a horizontal projection algorithm 
of input images. By exploiting knowledge of Arabic language, the algorithm is 
modified to estimate the baseline. 
2) A statistical analysis for determining an optimal threshold for word 
segmentation from a given line. To determine a suitable threshold the Bayesian 
criterion, of minimum classification error is employed. 
3) A distance normalization technique making use of knowledge of Arabic 
language is applied to reduce the segmentation errors.  
 Using various methods to extract features from the handwritten Arabic words 
which proved to be powerful. The best performance has been achieved using 
DCT coefficient based features. Features and their performance have been 
explored and verified using different recognition engines. 
 Digitization the NN output which produced good results in this applications. To 
the best of my knowledge the output digitization has not been applied before in 
off-line handwriting Arabic words recognition.  
 Use the DBNs as classifier in off-line handwriting Arabic words recognition. To 
the best of my knowledge the output digitization has not been applied before in 
this application. 
 Using several classifiers for recognition and evaluate their performance in off-
line handwriting Arabic words recognition. 
1.5 Thesis Organisation 
 The rest of the thesis consists of six chapters, and the main contents can be 
summarized as follows: 
Chapter 2 outlines the theoretical background for an Arabic text recognition system. 
The characteristics of the Arabic language and the methods utilized in text recognition 
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systems are presented. Chapter3 provides an extended literature review for Arabic text 
recognition systems.  The main goal of the literature review is to provide a clear 
understanding of the previous research in Arabic text recognition in terms of printed and 
handwritten text. The review highlights the state of the art, recent and limitations in the 
Arabic text recognition.   
The practical implementations of proposed algorithms are presented in chapters 
4, 5, and 6.  Chapter 4 explores the techniques for pre-processing for the word image. 
This chapter introduces the new proposed algorithms for baseline estimation, word 
segmentation, and distance normalization.  
Chapter 5 explores techniques for extracting features from the handwritten 
Arabic word.  Several techniques have been implemented to extract features from words 
including Discrete Cosine Transform (DCT), blocked DCT, Wavelets, Invariant 
Moments, overlapping Blocks, and sliding windows.  
Chapter 6 presents the recognition performance using different recognition 
engines. Neural Network (NN), K- Nearest Neighbor (K-NN), hidden Markov Models 
(HMM), and dynamic Bayesian networks (DBN) were presented in details and a 
comparison among these engines is presented.   
Chapter 7 presents the concluding remarks and recommendations for future 
work. The structure of this thesis is illustrated in Figure 1.2. 
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Chapter 1
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Chapter 7
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Literature Review 
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Figure ‎1.2 The Thesis Structure. 
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CHAPTER TWO 
2 BACKGROUND  
2.1 Introduction 
Due to the high level of complexity and ambiguity associated with  text written by 
different people, handwriting recognition is a challenging problem for researchers. 
However, it has many applications especially in mail sorting and office automation. As 
already mentioned automated techniques for recognition of Arabic scripts is in the 
infancy stage compared to the recognition of Latin and Chinese scripts. This is due to 
the lack of Arabic standard databases, the complexity of the Arabic language and its 
cursiveness.  
In literature review for the automatic character recognition systems, systems are 
classified into categories as follows (Arica and Yarman-Vural, 2001): 
a) Systems are classified based on the data acquisition, which is divided into 
two areas, on-line based or off-line based.  
b) Systems are classified based on the text type, which is divided into two 
areas, printed text or handwritten text.  
2.1.1 On-Line text recognition  
In on-line recognition systems, the computer recognizes the text as the user is 
writing it. This is done using a special digitizer tablet and pen. A digitizer is an 
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electromagnetic tablet which transfers the coordinates of the pen position to the 
computer at a constant rate (Amin, 1998).  
On-line recognition systems have some advantages over off-line systems and these 
can be exploited to get more accurate results compared to off-line systems. These 
advantages can be summarized as follows (Arica and Yarman-Vural, 2001):  
 On-line systems are real time systems 
 On-line systems requires little work on pre-processing  
 On-line systems‟ segmentation phase is easy. 
 On-line systems are adaptive systems.  
 On-line systems have minimal ambiguity.  
 On-line systems capture people signatures 
 The recognition in on-line systems is done on one-dimensional data. 
On the other hand, there are also some disadvantages to on-line recognition systems.  
These disadvantages can be summarized as follows:  
 On-line systems cannot be applied to text printed or handwritten on paper. 
 On-line systems require special equipment which is not as natural to use as pen 
and paper.  
2.1.2 Off-Line text recognition 
In off-line recognition systems, the computer recognizes the text after the printing or 
writing is completed. In such systems, the image of the text is converted into a 
computerized format by an optical scanner or camera. The main advantage of the off-
line recognition systems is that the recognition task can be done on previously printed or 
handwritten text. Comparing off-line and on-line recognitions systems, there are several 
drawbacks to the off-line recognition systems which are summarized as follows (Lorigo 
and Govindaraju, 2006): 
 Off-line systems are not real time systems  
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 Off-line systems require a large amount of pre-processing before the feature 
extraction, and recognition stages. 
2.2 Databases 
Text recognition systems can operate in two distinct areas, with printed text or 
handwritten text. Printed texts have similar shapes when printed many times using 
different devices. However, due to different writer styles, handwritten texts have high 
variability. The main goal of a handwriting recognition system is to determine the class 
of a character or word. It is a more difficult task to design a recognition system which 
can recognize the handwriting of many people instead of the handwriting of a single 
writer. In order to evaluate a handwriting recognition system, the accuracy and the 
speed should be measured and compared to an average of human reader. In the 
literature, there are some recognition systems which report high recognition rates. This 
is generally due to their test data consisting of a small set of words written by few 
writers, and not a standard database.  
Any recognition system ideally needs a large database to train and test the system. 
Real data from banks or the post code are confidential and inaccessible for non 
commercial research. Although some work has been conducted in Arabic handwritten 
words, they generally used small databases of their own or presented results on 
databases which were unavailable to the public.  
Most recognition systems have been developed for specific applications such as 
reading postal addresses or bank cheques. Over the last 17 years or so, several large 
standard databases have been developed. Hull (Hull, 1994) developed a database for the 
centre of Excellence for Document Analysis and Recognition (CEDAR) at the State 
University of New York at Buffalo. This database consists of 5000 city names, 5000 
state names, 10000 ZIP codes, and 50000 alphanumeric characters.  
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The National Institute of Standards and Technology (NIST) provided a handwritten 
database which includes English letters in lower and upper cases, number digits. The 
MNIST database of handwritten digits available from http://yann.lecun.com/exdb/mnist/ 
has a training set of 60,000 examples, and a test set of 10,000 examples. It is a subset of 
a larger set available from NIST. The digits have been size-normalized and centred in a 
fixed-size image. The computer and Communication Research Laboratory of the 
Industrial Technology Research Institute in Taiwan released a handwritten Chinese 
characters database written by 2000 writers (Huang, 1993).  
 Marti and Bunke (Marti and Bunke, 2002) presented the IAM  database   of 
handwritten English sentences. The database has 1,066 forms written by 400 different 
writers. From the 10,841 words occur in the collection, there   is an 82,227 word 
instances   of vocabulary.   
 Alma'adeed et al (Al-Ma'adeed et al., 2002) presented  an  Arabic handwritten 
database (AHDB) from 100 writers. This database was developed for the reading 
cheque amounts research. In addition, the AHDB contains the most popular words in 
Arabic handwriting.  
Al-Ohali et al (AL-OHALI et al., 2003) developed an Arabic cheque database for 
the centre of Pattern Recognition and Machine Intelligence (CENPARMI) in Canada. 
This database has 1547 legal amounts for cheques written in words, 23325 subwords, 
and 9865 Indian digits which are used in Arabic handwriting normally.  
El-sherif and Abdleazeem (El-Sherif and Abdleazeem, 2007) released an Arabic 
handwritten digit database (ADBase) which is composed of 70,000 digits written by 700 
writers. Each writer wrote each digit (0 -9) ten times. The database is divided into two 
sets:  training and testing set. The training set includes 60,000 digits to 6,000 images per 
class, and the testing set includes 10,000 digits to 1000 images per class. The ADBase is 
available for free (http://datacenter.aucegypt.edu/shazeem/ ) for researchers. 
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 Pechwitz et al (Pechwitz et al., 2002) released the IFN/ENIT Arabic database of  
handwritten Arabic words. The IFN/ENIT database, is available for free 
(www.ifnenit.com) for non commercial research and is very important in this context as 
it has been used as a standard test database (Pechwitz et al., 2002). The IFN/ENIT 
database was published by the Institute of Communication Technology (IFN) at the 
Technical University Braunschweig in Germany and the Ecole National d‟Ingenieurs de 
Tunis (ENIT) in Tunisia. The database consists of 937 Tunisian town/villages names 
together with their postcodes. In total more than 1000 different people contributed. All 
the forms were scanned at 300 dpi and converted to binary images. The images are 
divided into five sets so that researches can use some of them for training and some for 
testing. The pre-processing tasks including noise removal, text block segmentation, 
binarization and word segmentation were done during the development of the database 
so cropped binary images are entered in the database.   
Margner and ElAbed (El Abed and Margner, 2008) presented a short survey of 
databases used for Arabic text recognition. The main part of their survey deals with 
Arabic handwriting, databases for recognition systems, and their availability. In 
summary, the OCR database are summarised in Table 2.1 
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Table ‎2.1 OCR Database. 
 Database Name  Type  Data Availability  
1 CEDAR English  5000 city names 
5000 state names 
10000 ZIP codes 
50000 alphanumeric 
characters  
Public 
2 MNIST  English handwritten 
digits  
60000 training 
examples 
10000 testing examples 
Public 
3 IAM  English handwritten 
sentences 
82227 words Public 
4 AHDB Arabic handwritten 
words 
4700 words Confidential  
5 CENPARMI Arabic handwritten 
words 
1547 words for legal 
amount in cheques 
Confidential 
5 ADBase Arabic handwritten 
digits 
60000 training 
examples 
10000 testing examples 
Public  
6 IFN/ENIT Arabic handwritten 
words 
32492 words Public 
 
2.3 Arabic Writing Characteristics 
 Arabic is written by more than 250 million people (Amin, 1997).  By nature, 
Arabic text is cursive, which contributes to a lower recognition rate than that of printed 
Latin. Arabic writing uses letters in a similar way to English. The Arabic alphabet 
consists of 28 letters, and writing is written from right to left in a cursive manner. 
Unlike English, each Arabic letter has either two or four shapes depending on the 
letter‟s position in the text. The shape of a letter changes with its position,  which may 
be at start, middle or end of a word, or alone (Amin et al., 1996). Although generally 
Arabic is cursive, there are some non-cursive letters. There are 22 cursive letters with 
four different shapes and 6 non-cursive letters with only two shapes corresponding to 
the alone and end positions.  Table 2.2 shows each shape for each letter. For example 
letter Ayn (ع) has the following shapes: ـع at start, ـعـ at middle, عـ at end, and  ع when 
alone. In addition, Arabic language uses various diacritical marking to distinguish some 
words from each other, including fattha, dumma, kasra, hamza(zigzag), shadda, or 
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madda. The main objective of the diacritical marking is to control the pronunciation of 
the words. However, the presence or absence of vowel diacritical indicates different 
meaning (Amin, 1998). For example, some words which are written in the same way, 
but have different meanings are: حٌنكِ which can be school or teacher, حـيٍو which can be 
college or kidney, ـؼب  which can be love or seeds. Diacritical marking are not normally, 
written in handwriting, but if the words are isolated, then diacritical marking are 
essential to distinguish between the two possible meanings. Moreover, in order to 
distinguish some characters from each other, Arabic uses different set of dots. One letter 
can have up to three dots which may be placed either above or below the main body of 
the letter.  Due to dots, the following Arabic letters are special (Amin, 1998, Lorigo and 
Govindaraju, 2006, Amin, 1997):  
 Ten Arabic letters have one dot ( ْ،ؾ،غ،ظ،ٖ،و،ل،ؾ،ض،ب) 
 Three Arabic letters have two dots (ي،ق،خ) 
 Two Arabic letters have three dots (َ،ز) 
 Several Arabic letters  presents loop ( ،ـؽـ،ـعـ،ظ،ٚ،ٖ،ْج،ٚ،ـّـ،َ،ق،ؾ ) 
It is worth knowing that removal of any of these dots will lead to a misrepresentation of 
the character. So, efficient pre-processing techniques have to be used in order to deal 
with these dots so as not to ignore them and change the identity of the character.    
The non cursive letters are not connected from the left resulting in the separation of a 
word into sub-words or pieces of Arabic words (PAW) (Lorigo and Govindaraju, 2006). 
Figure 2.1 shows three Arabic words with one, two and three sub-words respectively.  
Generally, writing done on a page is divided into lines which are divided into words. 
There are spaces between the lines, and there are spaces between the words. The spaces 
between the words define the word boundaries. Normally, the space between the sub-
words is one third of the space between the words. This is obvious in printed text, but it 
varies in handwritten text (Amin, 2000).  
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 (a)  One sub word  
(b)  Two sub words 
(c)  Three sub words
 
Figure ‎2.1 Arabic words with one, two, three subwords. 
 
 
 
Table ‎2.2 Arabic letter shapes. 
Name Alone (isolated) Start Middle End 
Alif
 ا ا اـ اـ 
Baa ب ــت ـثـ ةـ 
Taa خ ـذ ـرـ دـ 
Thaa ز ـش ـصـ سـ 
Jeem ض ـظ ـعـ طـ 
Haa غ ـؼ ـؽـ ػـ 
Khaa ؾ ــ ـفـ ؿـ 
Dall
 ق ق كـ كـ 
Dhaal
 ل ل مـ مـ 
Raa
 ن ن هـ هـ 
Zaay
 و و ىـ ىـ 
Seen ي ـٌ ـٍـ ًـ 
Sheen َ ـِ ـّـ ُـ 
Saad ْ ـٔ ـٕـ ٓـ 
Daad ٖ ـ٘ ـٙـ ٗـ 
TTaa ٚ ٚ ٛـ ٛـ 
Dhaa ظ ظ ظـ ظـ 
Ayn ع ـع ـعـ عـ 
Ghyan غ ـؼ ـؽـ ػـ 
Faa ؾ ــ ـفـ ؿـ 
Qaaf ق ـل ـمـ كـ 
Kaaf ن ـو ـىـ هـ 
Laam ي ـٌ ـٍـ ًـ 
Meem َ ـِ ـّـ ُـ 
Noon ْ ـٔ ـٕـ ٓـ 
Haa ٖ ـ٘ ـٙـ ٗـ 
Waw
 ٚ ٚ ٛـ ٛـ 
Yaa ي ـي ـيـ يـ 
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 All Muslims can read the Arabic language because it is the language of the 
Muslims Book (Al-Quran), but the Arabic language is also important to other languages 
in the Middle East. It acts as the main text for languages such as Persian, Urdu, Kurdish, 
and Jawi. 
2.4  Components of text recognition systems 
In this section, the methodologies of off-line text recognition are presented. A 
typical text recognition system consists of four main phases. These phases are pre-
processing, segmentation, feature extraction, and classification. Some of these phases 
are omitted or merged by some researchers (Arica and Yarman-Vural, 2001). 
2.4.1 Pre-processing  
The pre-processing phase is considered one of the most important phases in any 
recognition systems. The main objective of pre-processing is to remove irrelevant 
information which has a negative effect on the recognition (Huang et al., 2007).  Once 
the input image is acquired, pre-processing enhances the signal for better recognition. 
Pre-processing usually includes techniques such as noise removal, thresholding, 
thinning, skew/slant correction, baseline estimation and normalization. The choice of 
pre-processing steps utilized depends on the desired recognition algorithm.  
2.4.1.1 Noise removal  
Noise is introduced when acquiring input images via optical scanners or writing 
devices and causes a distortion in the input image. Prior to text recognition, it is 
essential to remove theses variations. Although there are many techniques used to 
remove noise, there are two main approaches which are widely used (Gonzalez and 
Woods, 2002): 
1) Filtering: There are several spatial and frequency domain filters that can be 
designed to remove noise and reduce the number of spurious points. Filters can 
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be designed for thresholding, sharpening, smoothing, and for contrast 
adjustment. The implementation of a linear spatial filter involves designing a 
mask and performing a convolution of the image and the mask as follows:  
 
i j
ij
jyixinpwyxOut ),((),(  
where 
ij
w  is the weight of the grey levels of mask pixels at the (i,j) location. 
2) Mathematical Morphological Operations: These are powerful tools for 
enhancing the input images. This technique is similar to the spatial convolution 
process, but the convolution operation is replaced by logical operations with a 
structure elements. There are two basic morphological operations, erosion and 
dilation. The erosion process shrinks, thins, or otherwise reduces the size of the 
binary foreground object while the dilation process does the opposite by 
thickening, or otherwise increasing the size of the foreground object.  
Mathematically, erosion and dilation are defined in terms of set 
operations as: 
Erosion of A by B is = })({  cz ABZBA   
Dilation of A by B is } )({
^
 ABZBA z   
2.4.1.2 Thresholding  
Thresholding is the process of converting an image into a black and white, 
binary, image. The main advantages of the thresholding process are that it reduces the 
storage requirements and increases the processing speed. Therefore, it is recommended 
to convert colour or grey images to binary images by choosing a proper threshold value. 
The thresholding operation separates the foreground (ink) from its background (paper) 
(Plamondon and Srihari, 2000) using the following mapping function. Let the original 
image be ),( yxInp , and the output image is ),( yxOut , then  
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There are two types of thresholding techniques, global and adaptive. Global 
thresholding uses one value for thresholding, while adaptive thresholding applies a 
threshold whose value depends on the location. An evaluation methodology, which is 
called goal-directed evaluation, of many thresholding techniques is presented in (Trier 
and Jain, 1995).  
 A feature based thresholding algorithm had been developed to binarize the 
document images with poor contrast, strong noise, complex patterns, and/or variable 
modalities in grey-scale histograms (Ying and Srihari, 1997) This algorithm consists of 
three steps. First, thresholds are produced through iterative use of Otsu's algorithm 
(Dongju and Jian, 2009). Then, texture features associated with each threshold are 
extracted from the run-length histogram. Finally, the optimal threshold is selected so 
that desirable document texture features are preserved.  
Based on stroke neighbourhood enhancement, a document image can be 
binarized (Yuanping et al., 2006) . This is done by labelling the foreground pixels 
initially. Then, based on the stroke neighbourhood information, (gradient information 
and foreground-background pixel distances of foreground pixels and their neighbouring 
background pixels), the strokes are enhanced. Finally, the enhanced image is binarized.  
2.4.1.3 Thinning 
Thinning, which is also sometimes called skeletonization, plays an important 
role in many recognition systems. Most recognition systems implement thinning as a 
pre-processing phase prior to the segmentation, feature extraction, and recognitions 
phases. By the operation of reducing the stroke width of the text to a single pixel, 
thinning approaches are utilized to obtain skeletons of printed and handwritten text 
(Melhi et al., 2001). Thinning is an efficient technique for expressing structural 
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relationships. Researchers in Arabic handwriting face a problem after applying thinning 
algorithms (Al-Badr and Mahmoud, 1995). This is due to the similar shape of Arabic 
letters with different dot such as ـذ،ـش،ـي،ـٔ. To overcome such a problem, the dots are 
extracted before thinning and are recognized separately (Melhi et al., 2001, Al-Badr and 
Mahmoud, 1995).  Figure 2.2 shows the results of thinning operations. 
 (a) Original Image  
 (b) Skeleton of (a)
 (b) spur pixels removed from (b)
 
Figure ‎2.2 The thinning operation, (a) original image, (b) Skeleton of (a), (c) spur pixels removed. 
2.4.1.4 Skew/slant correction 
Due to the automatic paper feeding used in the scanners, the scanned document 
may rotate up to 20. Skew detection is the process of estimating the orientation angle, 
or skew angle, of the text image. Skew correction is the process of rotating the scanned 
document image in the opposite direction to the skew angle. 
 “Slant is deviation of the strokes from the vertical direction and depends on writing 
style”(Arica and Yarman-Vural, 2002) . Skew/slant correction should be done before 
the segmentation and recognitions phases (Arica and Yarman-Vural, 2002). There are 
several methods that area used in the correction of skewed documents, if it needs to be 
done. They can be summarized as (Changming and Deyi, 1997):  
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 Using projection profiles  
 Using Hough transforms  
 Using Fourier transforms  
 Using nearest neighbour clustering  
 Using correlation 
In addition, the Radon transform has been used in two fast robust algorithms for word 
skew and slant correction (Jian-xiong et al., 2005). The most common approach to 
estimate skew uses the Hough transform (Parker, 1997). In order to correct and remove 
the skew in Arabic text, finding the baseline for each word image is a common 
technique. The skew elimination is done by rotating the word about its centre of gravity.  
Figure 2.3 shows skew correction. 
  
Figure ‎2.3 Skew correction: (a) original image, (b) image after skew correction.  
 
2.4.1.5 Baseline estimation 
The baseline, reference line, is an imaginary line which corresponds to the line 
upon which a writer would write if using ruled paper. There are several methods for 
finding and estimating the baseline. The horizontal projection is a common method 
which works perfectly for printed text (Al-Badr and Mahmoud, 1995).  Finding and 
estimating the baseline is a useful task before extracting features because Arabic text is 
written on a baseline, having the majority of foreground pixels in this area.  
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Valuable information about the Arabic text and the location of connection points 
between characters is found near the baseline. Therefore, finding the baseline helps 
researchers in extracting structural features such as ascenders, descenders, the numbers 
of dots and their positions. Figure 2.4 shows some such features for Arabic words.  
 
 
 
a) Printed Arabic text  
 
b) Handwritten Arabic text  
 
 
Figure ‎2.4 Arabic word features. 
2.4.1.6 Normalization  
The normalization process is an important phase in text recognition. Since the 
writing style varies from one person to another, size normalization is commonly used to 
adjust the character or word sizes  to a standard size (Al-Badr and Mahmoud, 1995).  
Normalization is powerful technique in recognition methods which are sensitive to 
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variations in position and size, such as correlation and template matching. In summary, 
the goal of normalization is to produce a uniform image of the text with less variation 
between different writers of the same text either in character or word. 
2.4.2 Segmentation 
Segmentation is the process of splitting the pre-processed cleaned image into 
sub images which are then known as regions which are used for recognition. The 
document image represents visually the printed or handwritten page (Khorsheed, 2002). 
Generally, segmentation algorithms try to split a document into regions in the order 
pages into lines, lines into words, and word into characters (Plamondon and Srihari, 
2000). Segmenting a document into its basic regions relies on two types of 
segmentation: external and internal (Arica and Yarman-Vural, 2001).  
 External segmentation: This deals with page segmentation. It involves the 
separation of the document into its basic units, such as paragraphs, 
sentences, or words. On the other hand, it deals with the page layout  
decomposition into its logical parts (O'Gorman, 1993). The analysis of the 
page layout is performed in two steps.  They are the structural analysis and 
the functional analysis. The structural analysis is concerned with image 
segmentation into page components (paragraph, row (line), word, etc). The 
functional analysis uses the rules to label the fictional content of the page 
components (title, abstract, etc).  
 Internal segmentation: This deals with the letter and character separation. 
Due to the variation in handwriting the Arabic text, no much work have been 
done in segmenting the Arabic text while more work have been done in 
English language.  
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2.4.2.1 Line Segmentation 
There are several techniques that have been implemented for line separation. 
These include the Hough transform and horizontal projection. The Hough transform is 
used to detect the broken lines, but it slow. The horizontal projection uses the local 
maxima and minima of the projection profile of the image (Plamondon and Srihari, 
2000). 
2.4.2.2 Word Segmentation 
Separating lines into words follows the process of line separation. Automatic 
word segmentation starts by finding the set of connected components for each line in the 
text and the connected components are grouped into clusters by merging the word 
boundaries. However, detecting the word boundaries in a line is a challenging task. 
Therefore, it is essential to develop reliable algorithms to search for word boundaries. 
One common approach is to identify the physical gaps between connected components 
(Amin, 2000). These methods assume that the gaps between words are larger than the 
gaps between characters or sub-words for both English and Arabic  (Kim et al., 1999).  
 In Arabic text recognition, the word segmentation phase is an essential phase, 
because any error in segmentation will produce a recognition error.In addition, the 
literature contains two distinct approaches which have been implemented in Arabic text 
recognition. These are segmentation based systems and segmentation free systems 
(Amin, 1997, Khorsheed, 2002), which can be summarised as follows: 
1) Segmentation based systems: segmentation is categorized into four stages 
(Khorsheed, 2002): 
a) Isolated characters: In this approach, isolated characters, 
numbers, are recognized.  
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b) Segmenting words to characters: In this approach, researchers 
attempt to segment the word into individual characters. Each 
character is recognized separately.  
c) Segmenting words into their primitives: In this approach, 
researchers segment a sub-word or the connected components 
into symbols. Each symbol represents a character, ligature, or part 
of a character.  
d) Integration of recognition and segmentation: In this approach, the 
segmentation is performed after the recognition 
2) Segmentation free system: In this approach, recognition is performed on the 
whole representation of a word without segmentation.  
2.4.3 Feature Extraction  
Feature extraction transfers the two dimensional image into a set of vectors so 
that the input image is represented by a set of numerical values to be passed to a 
recognizer for recognition. In other words, the main objective of the feature extraction is 
to map the input image pattern onto points in a feature space for the classification and 
recognition phase.  Features can be divided into structural and statistical features.  
1) Structural Features: The structural features involve the geometrical and 
topological characteristics of an input image (Atici and Yarman-Vural, 
1997). The structural features includes: strokes, width of the stroke, stroke 
directions, chain codes, end points, number of maxima and/or minima, 
numbers of cusps, the number of dots and their position relative to the 
baseline, loops, etc (Arica and Yarman-Vural, 2001, Khorsheed, 2002).  
2) Statistical Features: The statistical features are extracted from the statistical 
distribution of pixels which describe the characteristic measurements of the 
input image pattern (Khorsheed, 2002). The statistical features provide low 
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complexity and high speed. The major statistical features can be summarized 
as: zonings, characteristic loci, and crossings and distances (Arica and 
Yarman-Vural, 2001) 
3) Global Transformation and series expansion features: The signal can be 
represented by a linear combination of a series of simpler well defined 
functions. The series expansion provides a compact encoding by the 
coefficients of the linear combination. The common transforms and series 
expansions are (Arica and Yarman-Vural, 2001):  
a) Fourier Transform 
b) Walsh Hadamard Transform  
c) Rapid Transform  
d) Hough Transform  
e) Gabor Transform  
f) Wavelets  
g) Karhunen Loeve Expression  
h) Moments  
In recognition systems, features are the most important part. A good feature set reflects 
the class characteristics which help in distinguishing one class from other classes. 
2.4.4 Classification  
Once the features have been extracted, the classification an object into one of 
many classes is the new task. There are several classification methods that have been 
applied to text recognition.  
2.4.4.1 Neural Network Classifier  
Neural networks (NNs) are a computing architecture which consists of parallel 
interconnection of adaptive neurons.  Due to their parallel nature; NNs can perform 
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computation at high speed. Due to their adaptive nature; NNs can adapt to change in the 
data and learn the characteristic of the input pattern. Text recognition just is one of 
many applications that have been proposed for neural networks. The NN is a non linear 
system which is characterized by a network topology, which is decided by the 
characteristic of the neurons and the learning methodology. In general, the architecture 
of a NN used in Arabic text is a network with three types of layers: input, hidden, and 
output. The number of nodes in the input layer varies based on the feature dimensions. 
2.4.4.2 K-NN Classifier  
The K-nearest neighbor algorithm (KNN) is widely used in the pattern 
recognition field for classifying a pattern based on the nearest training samples within 
the feature space. KNN is considers the simplest machine leaning algorithms.  A pattern 
is classified by considering the majority vote of its neighbors. So, a pattern will be 
assigned to the most common class among classes based on its K nearest neighbors. The 
training samples are vectors having a class label for each vector within the feature 
space. In the training phase, the algorithm stores the feature vectors and their class 
labels. In the classification phase, the query vector which a test point for an unknown 
pattern is classified by assigning a label class which is the nearest class among the 
training set to that query test. Usually, the Euclidean distance or the hamming distance 
is used as distance metric to find the nearest neighbors for the query pattern compared 
to the sample in the training in the feature space (Lorigo and Govindaraju, 2006). 
2.4.4.3  Hidden Markov Models (HMM) 
Hidden Markov Models (HMMs) are statistical methods which use probability 
for modelling sequential data which can be represented by vectors. Classical HMMs 
have been used for several applications in ecology, image understanding, speech, 
printed and handwriting recognition (Mohamed and Gader, 2000). Due to the success of 
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HMMS in speech processing, many researchers have applied HMMs to text recognition 
(Amin, 1998)  
2.4.4.4 Fuzzy Classifier  
Fuzzy systems deal with set theory. A membership function defines the relations 
between the element values and their degree of membership of a set. Typically, a value 
between 0 and 1 is used as a numerical value of degree of membership. By representing 
partial membership in many different character and words, fuzzy sets are suitable for 
handwriting recognition (Abuhaiba et al., 1995).  
2.5 Off-line handwriting Recognition Applications 
2.5.1 Postal addresses 
The postal addresses recognition system uses information from the postal 
domain. The information involves delivery address information such as country, state, 
city, post office, and street. The main goal here is to assign the address to the correct 
destination. The task of postal address recognition is tackled by many methods 
described in papers and text books.  
The class discrimination problem is the most common problem encountered in 
the postal addresses recognition system. There are several multi class discrimination 
systems including: the handwritten decimal digits recognition system with 10 classes, 
the English alphabet recognition system with 26 classes and word recognition from a 
lexicon, where the number of classes depends on some constraints.  
2.5.2 Bank cheque Recognition 
There are several research papers on the subject of the recognition of bank 
cheque amounts. This recognition task involves several different fields such as: the legal 
amounts in words, the courtesy amount in numbers, the date and the signature. 
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Recognising these fields requires pre-processing tasks such as noise removal, 
binarization, and block segmentation. Normally, a lexicon will be generated for both the 
legal amount in words and the courtesy amount in numbers. Hidden Markov models are 
the most common recognition engines for banks cheque recognition systems.  
2.5.3 Writer identification 
Writer identification systems deal  with comparing unknown written documents 
(queries) with known written documents (examples) in order to determine if both 
documents written by the same writer. The writer identification system involves two 
main classes: individual handwriting variations which are individual characteristics and 
the individuals which are class characteristics. Features for distinguishing handwriting 
styles play an important role in   writer identification systems.  
2.5.4 Signature verification 
In signature verification systems, the signature is scanned from an official 
document, cheque, or bill. The signature is compared with a list of signatures. 
Extracting the signature from a form is a difficult task especially from cheques. Features 
extracted from signature images play an important role in signature verification and 
most researchers use the neural network classifiers. 
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CHAPTER THREE 
3 LITERATURE REVIEW  
3.1 Introduction 
This chapter presents the work which was conducted in the Arabic OCR. The 
literature review of the most significant papers related to the Arabic OCR is shown, and 
it is divided into two main categories. These categories can be classified as: work 
related to printed Arabic text; and work related to handwritten Arabic text. Finally, the 
significant papers on the IFN/ENIT are presented.  
3.2 Work related to printed Arabic text   
Amin and Alsadoun (Amin and Al-Sadoun, 1992) proposed a technique for 
segmenting hand printed Arabic text using binary trees and a parallel thinning algorithm 
(Guo and Hall, 1989 ) for producing the skeleton of the text image. They trace the 
thinned image from right to left using a 33 window and record the structure of the 
traced parts. They use the Freeman code (Freeman, 1961) to describe the primitives. A 
binary tree consisting of several nodes is constructed using specified rules and each 
node is used to describe the shape part of a connected component. After construction of 
the binary tree, smoothing is done in order to minimize the number of nodes, minimize 
the Freeman code string, and to minimize any noise in the thinned image. Finally, they 
implement segmentation by dividing the binary tree into several sub-trees in which each 
sub-tree represents a character. Advantages of their proposed technique include the 
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abilities to segment overlapping characters and characters which have short connections 
between them.  
Amin and AlSadoun (Amin and Al-Sadoun, 1994) proposed a structural 
technique for automatic recognition of hand printed Arabic characters.  They  use the 
thinning algorithm in (Jang and Chin, 1992) to produce the skeleton. They produce the 
features by tracing the skeleton from right to left in order to build a graph representation 
for the input image. They extract the structural features for the input image such as 
loops with their positions, curves, and lines. Finally, a dictionary having two main 
partitions is used for classification. The first partition contains the characters with the 
complementary characters. The second partition contains the characters without the 
complementary characters. They obtained 90% for recognition rate. 
Motawa et al. (Motawa et al., 1997) introduced an algorithm for segmenting 
Arabic words into characters by applying mathematical morphological techniques. 
Several pre-processing tasks are performed on the input images including binarization, 
slant correction and connected components construction. The slant correction process 
detects the slope first using a single erosion operation and then corrects it. Finally, 
connected components are found and contours applied to extract sub-words and the 
complementary characters. The segmentation algorithm first performs a filtering 
operation for noise removal. This is done by two successive morphological operations 
(closing followed by opening). Second, singularities are found by applying 
morphological opening to the word image. Third, regularities are found by subtracting 
the singularities from the original image. Hidden Markov models (HMMs) are used for 
the recognition process and the resulting algorithm, tested on a few hundred words, 
achieved a good recognition rate (81.9%).  
Amin and Mansoor (Amin and Mansoor, 1997) introduced an automatic 
recognition system for Arabic printed text using neural networks. Their system 
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combines rule based and classification tests. Their technique is divided into three main 
steps. The first includes pre-processing tasks such as binarization and connected 
components construction which are similar to the pre-processing tasks in (Motawa et al., 
1997). Second, Global features are extracted such as number of sub-words, number of 
dots and their position and number of peaks within the sub-word. Finally, an artificial 
neural network is used for classification. The system was tested on few hundred words, 
and the recognition rate was 98%.  
Amin (Amin, 2000) introduced a new recognition technique using the C4.5 
machine learning system for recognizing the Arabic text. The advantage of their system 
is its capability of generalization over a large degree of different writing styles and 
variations. The system is divided into three main steps. First, pre-processing tasks are 
performed including digitization, connected components construction, and skew 
detection which are similar to the pre-processing tasks in (Motawa et al., 1997). Second, 
Global features are extracted such as number of sub-words, number of dots and their 
position, number of peaks within the sub-word which are similar to the pre-processing 
tasks in (Amin and Mansoor, 1997). Finally, a decision tree is generated for classifying 
each word by machine learning C4.5. The system was tested on 1000 Arabic word 
words with different fonts in which each word had 15 samples, and the recognition rate 
obtained was 92%.  
 Al-Badr and Hararlick (Al-Badr and Haralick, 1995) introduced a holistic 
recognition system which recognizes Machine printed Arabic word without 
segmentation. Their system describes shape primitives as symbols. The instances of the 
predefined shape primitives are detected by applying morphological erosion on the 
word image. The system locates the best spatial arrangement of symbol models by 
applying a state space search. The detected primitives are matched with symbol models. 
Literature Review 
   32 
The system was tested on a lexicon of 42000 words and achieved a recognition rate of 
99.4% on noise free text and 73% on scanned text. 
Abd and Paschos (Abd and Paschos, 2007) presented an Arabic character 
recognition system based on the support vector machine (SVM). Their system has five 
main phases. The first phase deals with image acquisition and character extraction. The 
second phase deals with image binarization where the character images are converted 
into pixels with values 0 and 1. The third stage deals with the pre-processing steps of 
noise removal, smoothing and thinning. The fourth phase deals with feature extraction 
where statistical features such as Hu moment invariants and   structure features such as 
number of dots and their position, number of holes are extracted from each character. 
The fifth phase deals with recognition where the feature vectors are fed into the SVM 
classifier, applying the one against all method. A total of 58 Arabic character shapes 
were used in testing and the recognition rate achieved was 99%.  
Khorsheed and Clocksin (Khorsheed and Clocksin, 2000) presented a holistic 
recognition system for recognizing Arabic cursive words. First, Fourier coefficients are 
extracted from a word image after converting it into a normalized polar image. Using 
the average coefficient values for sample training, each word is represented by a 
template form. The recognition is done by using the word template with Euclidean 
distance and assigning the unknown word to the closest word template. The recognition 
rate achieved was over 90%. However, this system fails for many fonts especially if 
images of handwriting are used. 
Khorsheed (Khorsheed, 2007) presented a recognition system based on an HMM 
to recognize Arabic printed text. Pre-processing is performed, using a median filter, to 
reduce salt and pepper noise. Statistical features are extracted from the text image and 
fed to the recognizer. The recognizer is built with the HMM Toolkit (HTK) (Young et 
al., 2001). The advantage of this system is the lexicon free approach which offers open 
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vocabulary recognition. The system is able to learn complicated ligatures and overlaps. 
Several text images with different fonts were tested, and the recognition rate achieved 
was up to 92.4%. A tri-model implementation showed a better system performance than 
a mono-model implementation.  
Khorsheed presented a recognition system based on the HMM toolkit (HTK) to 
recognize Arabic typewritten text. The system has two main stages: prior and after the 
hidden Markov toolkit (HTK) (Young et al., 2001). In the first stage, the system 
acquires the document image and pre-processes it into text line images. These lines are 
transferred into feature vectors which are extracted from overlapping vertical windows. 
The features are clustered into discrete symbols. In the second stage, the system 
performs the HTK where it couples the feature vectors with the corresponding ground 
truth. The advantage of this system is the lexicon free approach which offers cursive 
Arabic script. Data cropped from 100 A4 size sheets typewritten in Tahoma font were 
tested, and the recognition rate achieved was up to 93.33% 
Al-Muhtaseb et al (Husni et al., 2008) presented a recognition system based on 
an HMM to recognize off-line printed Arabic text. They used special data from the 
Arabic books of saheh AlBukhari and saheh Muslem.  Both horizontal and vertical 
sliding windows are used. Different sizes of overlapping and non overlapping 
hierarchical windows are implemented to extract 16 features from each vertical sliding 
window.  The features are fed into the recognizer which is built with the HMM toolkit. 
Their system is based on character levels having 126 classes. They evaluated their 
system with eight experimental fonts, and the recognition rates achieved were between 
98.08% and 99.89%. 
Al-Muhtaseb and Qahwaji  (Husni and Qahwaji, 2009) presented a single feature 
extraction algorithm which was used successfully for text recognition using binary 
images. This algorithm was tested in Arabic, English and Bangla languages. This 
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algorithm is based on a sliding window with thirty features. Each feature is the sum of 
foreground pixels in the represented area. This algorithm was tested on the HTK ending 
up with 99.75%, 98.46%, and 95.25% accuracy for Arabic, English, and Bangla.  
Hashemi et al (Hashemi et al., 1995) introduced a system for Persian text 
recognition. A method was designed to separate the constituent characters. The 
segmentation process has four steps. First, text lines are extracted from the whole text 
by using the horizontal gaps which usually exist between different lines.  Second, the 
words in each line are extracted using the vertical gaps which usually exist between 
words. Third, in order to reduce the number of classes to be recognized, the dots are 
removed using the method proposed in (El-Sheikh and Guindi, 1988). Finally, the 
characters are segmented for the recognition stage by separating the constituent 
characters in each segmented word extracted from a text line. Invariant moments and 
Fourier descriptors are used for extracting the features. The system was tested by using 
a 5 nearest neighbour and neural network classifier.  
3.3 Work related to Handwritten Arabic Text  
Almuallim and Yamaguchi (Almuallim and Yamaguchi, 1987) proposed a 
structural recognition technique for Arabic handwritten words.  Their method thins and 
segments words into strokes. They use the coordinates to represent continuous curves.  
Their method extracts each stroke‟s start and end points. Finally, the strokes are 
classified based on their topological and geometrical features. They tested their method 
on a database of 400 words written by two persons.  However, their system showed 
failure in most cases due to incorrect segmentation of words.  
Romeo-Pakker (Romeo-Pakker et al., 1995) presented a structural technique for 
recognizing Arabic handwritten words based on fast segmentation algorithms without 
applying thinning to characters. Using projection methods, Arabic script is segmented 
into lines, words, and characters. This technique uses a particular contour following 
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algorithm associated with labelling the detected contour to solve the problem of 
overlapping characters.  The recognition stage is performed in two steps. The first is 
classification of characters into ten family groups, with members of a family having 
similar shapes.  Second, reduction number characters in each family are analyzed. This 
technique was tested on documents written by 16 writers, and the recognition rate was 
83%.  
Abuhaiba et al (Abuhaiba et al., 1994b) introduced an automatic off-line 
character recognition system. A robust noise independent algorithm which yields 
skeletons that reflect the structural relationships of the character components was 
developed. The skeletons, generated by a clustering based skeletonization algorithm 
(CBSA), (Mahmoud et al., 1991) have redundant loops which are eliminated for further 
recognition steps. In order tolerate a large variation in writing, a set of fuzzy constrained 
character graph models (FCCGM‟s) are utilized. Finally, a set of rules is applied to 
match the character tree with the FCCGM. Their system proved to be flexible and a 
high recognition rate was obtained. 
Abuhaiba et al  (Abuhaiba et al., 1994a)  introduced a technique to first, convert 
smoothed and thinned images into straight line approximations, called graphs. Second, 
an algorithm is applied to obtain a one dimensional representation of the Arabic 
handwriting from the start of the vertex to the end vertex. Finally, algorithms are 
applied to produce graphs called loop sets which are represented by vertices with 
features.  
Abuhaiba et al  (Abuhaiba et al., 1995) introduced an automatic off-line 
character recognition system using a strokes representation. Their system uses an 
algorithm to recognize the stroke and its variance by obtaining a deterministic fuzzy 
state machine from the stroke representation. Their system uses a set of 20 stroke 
classes for learning and recognition stages.  
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Abuhaiba et al. (Abuhaiba et al., 1996) dealt with several problems related to the 
processing of binary images of handwritten text documents. First, by applying the 
chamfer distance transform to the thinned image, they created an algorithm which 
extracts a straight line from a textual stroke. The aim of this algorithm is to reject 
spurious points in the thinned images. The extracted straight lines retain the structural 
information of the original pattern. Second, a threshold is calculated aiming to remove 
outlying pixels whose distance exceeds the threshold. Finally, a method is developed to 
extract lines from pages of handwritten text by finding the shortest spanning tree of a 
graph formed from the set of main strokes. Then the main strokes of the extracted lines 
are arranged in an order similar to their written order by following the path in which 
they are contained and every secondary stroke is assigned to the closest main stroke. 
When the process is finished, a list of main strokes with their relevant secondary strokes 
is achieved resulting in a combination of main-secondary strokes. Each element in the 
list can be the input to the classifier. Their method proved to be powerful and suitable 
for variable handwriting.  
Alma'adeed et al. (Alma'adeed et al., 2002) introduced a system for classifying 
Arabic handwritten words based on HMMs. First, the word images are pre-processed by 
removing variations which do not affect the identity of the word. Then each word is 
normalized to reduce each word image to one consisting of vertical letters of uniform 
height.  The word image is loaded and cropped, and its slant and slope are corrected. 
Second, the skeleton of the image is constructed, and 29 features extracted. Finally, a 
classification process based on the HMM is used. Since at that time there was no 
standard Arabic database, this system was tested on a special database (Al-Ma'adeed et 
al., 2002) of 4700 handwritten words written by 100 writers. The recognition rate 
achieved was only 45% because of conflict between some words.  
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Alma'adeed et al. (Alma'adeed et al., 2004) introduced a system for 
unconstrained Arabic handwritten word recognition based on multiple HMMs. First, 
pre-processing tasks are performed similar to the work in (Alma'adeed et al., 2002). In 
order to improve the recognition rate in (Alma'adeed et al., 2002), global features, such 
as numbers of upper dots, numbers of lower dots, and the numbers of segments, 
ascenders and descenders, are used to differentiate words from each other. By using 
these features and multiple HMMs, in which each HMM uses a different set of features 
the system removes all the variation in the images. Second, the skeleton of the image is 
constructed, and 29 features extracted. Finally, a classification process based on the 
HMM is used. This system was tested on a database (Al-Ma'adeed et al., 2002) of 100 
handwritten words written by 1000 writers. A recognition rate of 60% was achieved 
before using post processing. They improved the recognition rate by separating the 
words into groups since there is some confusion among words in the classification 
phase. This separation is done using global features such as the number of upper dots, 
the number of lower dots, and the number of segments. This method reduces the 
original size of the lexicon, and the HMM is applied to the reduced lexicon. The 
codebook size was chosen after testing and selecting different words for each group.  
The recognition rate was different for each group and varied between 60% and 97%. 
  Alma'adeed (Alma'adeed, 2006) introduced a system for unconstrained Arabic 
handwritten word recognition using a neural network classifier (NN). This system was 
tested on the (Al-Ma'adeed et al., 2002) Database. This system uses the pre-processing 
and features in (Alma'adeed et al., 2002, Alma'adeed et al., 2004). The NN has 8 
neurons for the input layer, 40 neurons for the middle layer and 70 neurons in the output 
layer since the NN classifier used 70 different words.  The accuracy achieved was 63%. 
Khorsheed and Clocksin (Khorsheed and Clocksin, 1999) presented a technique 
for words that can be recognized as a single unit which depends on a predefined lexicon. 
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Using a word skeleton based on the Stentiford‟s algorithm (Parker, 1997), all segments 
are extracted for recognition into a feature vector. They extracted the structural features 
from Arabic cursive text in three consecutive steps: segment extraction, loop extraction 
and segment transformation. An 8 dimensional feature vector was created for each 
segment. Using Vector quantization (VQ) (Gray, 1989), each vector was mapped to the 
nearest symbol in the codebook resulting in a sequence of observations which is fed into 
an HMM.  The Viterbi algorithm (Rabiner and Juang, 1986) is used to form a codebook 
of 76 symbols by apportioning the training samples into several classes. The technique 
was tested with a lexicon of 294 words acquired from a different text sources and 
recognition rates of up to 97% were achieved.   
Khorsheed (Khorsheed, 2003) presented another holistic recognition system for 
recognizing Arabic handwritten words. Pre-processing tasks performed include using 
the Zhang-Suen thinning algorithm (Zhang and Suen, 1984) to generate skeleton graphs. 
Structural features of the handwritten script are extracted after skeletonization by 
decomposing the word skeleton into a sequence of links with an order similar to the 
word writing order. Using a line approximation (Parker, 1997), each line is broken into 
small line segments, which are transformed into a sequence of discrete symbols by 
using VQ (Gray, 1989). With this system, a HMM recognizer was applied with image 
skeletonization to the recognition of an old Arabic  manuscript which can be found in 
(Khorsheed, 2000).  One HMM was performed using 296 states on the 32 character 
models.  Each model is a left to right HMM with no restrictive jump margin.  The 
system was tested on 12960 recognition tests associated with 405 character samples of a 
single font extracted from the single manuscript. The recognition rates achieved were 
72% without spelling check and 87% with spelling check. 
Abdleazeem and El-Sherif (Abdleazeem and El-Sherif, 2008) introduced a new 
feature extraction technique to resolve the problem introduced by the Arabic digit „0‟. 
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Moreover, they evaluated the performance of a number of feature sets and classification 
methods for recognizing handwritten Arabic digits. They proposed a strategy for 
selecting and designing an optimal two-stage classification system for handwritten 
Arabic digits. They achieved high accuracy of 99.019, 98.456, 97.757, 97.894, 98.463, 
and 98.677 for the Gradient, Kirsch, Local chain code, Wavelet, concatenation of low 
dimensional, and local directional features respectively. They have implemented their 
system on the ADBase (El-Sherif and Abdleazeem, 2007). 
Awaidah and Mahmoud (Awaidaha and Mahmoud, 2009) introduced a system for 
the off-line recognition of handwritten Arabic numerals using a Hidden Markov Model. 
They used the whole digit image for generating gradient, structural and concavity 
features which measure the image characteristics at local, intermediate, and large scales. 
The system was tested on a database generated by 44 writers. Each writer wrote 48 
samples for each digit resulting in 21120 digits. The best result was achieved with a 120 
feature vector representing a digit. A recognition rate of 99% was achieved.  
Mahmoud (Mahmoud, 2008) proposed a system for the off-line recognition of 
handwritten Arabic numerals using Hidden Markov Models (HMM) and nearest 
neighbour classifiers. Mahmoud used the image of the whole digit for generating the 
features. He extracted angle, distance, horizontal and vertical span features. These 
features were used to train and test the HMM. The system was tested on the same 
database used in (Awaidaha and Mahmoud, 2009). Recognition rates of 97.99% and 
94.35% were achieved using HMM and the nearest neighbour classifiers respectively. 
3.3.1 Work related to Handwritten Arabic Text using IFN/ENIT Database 
Pechwitz and Margner (Pechwitz and Margner, 2002) developed a method for 
estimating the baseline of the Arabic word based on polygonally approximated skeleton 
processing. Skeleton features are used in dividing the connected components into 
baseline relevant and baseline irrelevant objects. Then, a linear regression analysis of 
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the relevant points is done to estimate the final baseline position. This method was 
tested on the IN/ENIT databse (Pechwitz et al., 2002) resulting in very good results as 
long as the assumption of one straight lines applies.  
Pechwitz and Margner (Pechwitz and Maergner, 2003) presented an HMM based off-
line recognition system for Arabic handwritten word. The system was based on a semi 
one-dimensional HMM. Pre-processing tasks are performed including connected 
component analysis, finding an image contour representation, and normalization. The 
features are extracted by using a sliding window, of three columns, which is shifted 
from right to left across the normalized image. The three columns of the sliding window 
are merged into one feature vector. The system was tested on 26459 Arabic words from 
the IFN/ENIT. The system uses 160 different HMM for representing the characters or 
the shapes from the 28 Arabic letters. These models were combined to generate word 
models using a lexicon with 946 different city names. The recognition rate was 89% at 
the word level. 
Farooq et al (Farooq et al., 2005) presented a system of several pre-processing 
techniques for Arabic handwritten text including baseline detection, slant normalization, 
slope correction and line and word separation. The baseline detection is achieved by 
linear regression on local minima on the word contour. Using only the minima points 
which are close to the first approximation; the approximation is refined by a second 
linear regression.   The slope is corrected by rotating the word about the centre of mass. 
The skew is corrected using the Hough transform ( cmxy  ). Finally, the horizontal 
projection profile is used for line separation. The last task, word segmentation, is done 
using the vertical projection profile where the word boundaries can be found. During 
line separation, convex hulls are found for the connected components to cluster them on 
a certain criteria. If the convex hulls overlap, there is one word; otherwise, a threshold is 
used to cluster the connected components into one word or two different words. The 
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results obtained were compared with the system in (Pechwitz and Margner, 2002) which 
reported a failure in baseline estimation by choosing a random set of images for testing 
purpose. 
Lorigo and Govindaraju  (Lorigo and Govindaraju, 2005) presented a novel algorithm 
for pre-processing and segmentation of Arabic handwritten text.  The derivative 
information near the baseline area was used to over-segment the words. The system 
started by labelling the letters with features to be recognized later.  The segmentation 
method developed was explicit and rule based. An intuitive description for the shape of 
letters was obtained. Scanning the image near the baseline for horizontal edges is 
performed by contour tracing in order to aquire baseline information. This system over-
segments based on features such as minima, holes, endpoints, corners. In order to 
validate or reject such points, a neural network is used. The algorithm used in this 
system can be summarized as: measure the stoke width; detect sub-words and dots; 
determine the dot groups and the number of dots; make a new image for each sub-word. 
The following steps are perform on each sub-word: detect loops; estimate the baseline; 
over-segment using the gradients and down up method; using knowledge of the shape of 
letters remove all break points; assign the dot groups to letters.  This system was tested 
on 200 images from the IFN/ENIT database, and the detected segmentation point was 
92.3% correctly.  
El-Hajj et al (El-Hajj et al., 2005) presented a one dimensional HMM handwriting 
recognition system. This system showed the usefulness of defining features based on 
lower and upper baselines. In order to avoid normalization image distortion, the baseline 
position is used to extract features which emphasize the presence of ascenders and 
descenders. In order to obtain the feature vectors, the input images are divided into 
frames. The feature vector is calculated for each frame using a sliding window which is 
shifted across the input image from right to left. The normalization is performed in two 
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steps: first, the word image is rotated until the baseline is horizontal. Second, the 
baseline of the word image is brought to the middle of the image by adding blank lines 
to the word image skeleton graph. The normalized word skeleton is used for the feature 
extraction process. The extracted features depend on the foreground pixels, concavity, 
and the derivative features in the sliding window.  The system was tested on different 
set of images from the IFN/ENIT database using the HMM recognizer, and the average 
recognition rate was 74.9%. 
Al-Rashaidehn (Al-Rashaideh, 2006) found the baseline assuming that the 
baseline is rotated horizontally within an angular range of +20 to -20 and keeping in 
mind that the maximum number of pixels is located along the baseline. M. Syiam et al. 
(Syiam et al., 2006) presented a complete Arabic OCR system which uses a histogram 
clustering method for segmenting Arabic words. 
Paechwitz and Margner (Pechwitz and Maergner, 2003) presented an off-line 
recognition system for isolated Arabic handwritten words. They validated their system 
using the IFN/ENIT benchmark database (Pechwitz et al., 2002). They use a sliding 
window based on the image representation of the word image using pixel values as main 
features. The sliding window is shifted across the word image from right to left and 
generates the feature vector. The word image is a grey normalized image. The Karhunen 
Loeve Transformation is performed in order to reduce the feature vector dimension.  
They used Semi Continuous HMMs (SCHMM) classifiers for recognition. They used 
IFN/ENIT benchmark database sets a, b, and c for training and set d for testing their 
system. The recognition rate achieved was 89%.  
ElAbed and Magner (El Abed and Margner, 2007) presented a system for 
recognition of isolated Arabic handwritten words based on an HMM. They use the 
sliding window approach for extracting pixel features. They use the skeleton direction 
based feature extraction technique where each word image is split into uniform vertical 
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frames and each word image is split into five horizontal zones. The lengths of all lines 
in each zone frame are calculated in four directions to form a 20 dimensional feature.  
They use the HMM for recognition and validated their system using the IFN/ENIT 
benchmark database (Pechwitz et al., 2002). They used sets a, b, and c for training and 
set d for testing their system. The recognition rate achieved was 89.1% for the best 
candidates and 96.4% for the best 10 candidates.  
In El-Hajj et al. (El-Hajj et al., 2005), a similar sliding window is also used in which 
the word image is divided into vertical overlapping frames with a constant width and 
variable heights. They validated their system using the IFN/ENIT benchmark database 
(Pechwitz et al., 2002). The sliding window is shifted from right to left and a feature 
vector is calculated for each frame. For each frame, 24 features are extracted using 
foreground pixel densities and concavity features. In addition there are 15 baseline 
independent features. They use HMMs classifier for recognition based on character 
modelling. Each character has a left right topology. Their HMM model has four states 
for each character model resulting in 159 character models in total.  They used sets a, b, 
and c for training and set d for testing their system. The recognition rate achieved was 
75.41%.  
Al-Hajj et al. (Al-Hajj et al., 2007) presented a two stage system for recognizing 
Arabic handwritten words. The first stage system is based on three HMM classifiers 
which  use the pixel  features in (El-Hajj et al., 2005).  Each HMM classifier produces 
the best ten candidates (Top 10) based on the likelihood. The second stage combines the 
three HMM classifiers by fusing the candidates provided by the HMM classifiers. They 
use three schemes for combining the classifiers: the sum rule, the majority vote rule, and 
the neural network based combining classifier. Experiments were conducted with 
different combinations using the IFN/ENIT benchmark database (Pechwitz et al., 2002) 
and the recognition rate achieved was 90.96%.  
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Al-Hajj et al.(Al-Hajj Mohamad et al., 2009) presented an off-line recognition 
system for handwritten Arabic words of city names using the IFN/ENIT benchmark 
database (Pechwitz et al., 2002) based on HMMs. They used the sliding window 
approach for extracting features (El-Hajj et al., 2005).  Their system relies on combining 
three homogeneous HMM classifiers in order to increase the system performance. They 
used the same three schemes for combining the classifiers as used in (Al-Hajj et al., 
2007). The recognition rates achieved depended on the candidate but were always 
higher than 90%. They were 90.26% for top1, 94.71% for top2, and 95.68% for top3. It 
is important to mention that this system used sets a, b, and c for training and set d for 
testing 
Benouareth et al (Benouareth et al., 2006, Benouareth et al., 2008) presented an off-
line unconstrained handwritten Arabic word recognition system based on semi-
continuous hidden Markov models (SCHMMs) with explicit state duration. Statistical 
and structural features were utilized on the basis of an adopted segmentation in which 
implicit word segmentation is used to divide images into vertical frames of constant and 
variable width for feature extraction. Based on maxima and minima analysis of the 
vertical projection histogram, the morphological complexity of the Arabic handwritten 
characters is further considered. They used SCHMM for recognition and validated their 
system using the IFN/ENIT benchmark database (Pechwitz et al., 2002). They used sets 
a, b, and c for training and set d for testing their system. The recognition rates achieved 
with uniform segmentation were 81.02.1% for top1 and 91.74% for top 10. The 
recognition rates achieved with non uniform segmentation were 83.791% for top1 and 
92.12% for top 10. 
3.4 Chapter Summary 
To this end, the previous research has achieved promising results using several 
methods. However, most of the reported research studies on the IFN/ENIT database 
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have used hidden Markov models (HMMs) as a recognizer in order to recognize the 
handwritten Arabic word.   
The majority of these studies have utilized the sliding window technique for 
extracting the features from the handwritten Arabic word.  However, none of these 
studies have used the discrete cosine transform (DCT) for extracting the features.  
In chapter 4, pre-processing methods have been used. Detecting baseline and 
segmenting techniques for words in handwritten Arabic text are presented. Then 
connected components are extracted, and distances between different components are 
analyzed. The statistical distribution of these distances is then obtained to determine 
an optimal threshold for word segmentation. This is useful for extracting the suitable 
features which represents the handwritten Arabic word efficiently. 
In chapter 5, six various methods have been proposed to extract the features 
from the normalized handwritten Arabic word.   
Chapter 6 explains the handwritten word classification process based on the 
various features using various classifiers.  
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CHAPTER FOUR 
4  An Efficient Pre-processing Method for Arabic 
Handwritten Text  
4.1 Introduction  
Efficient pre-processing is essential for automatic recognition of handwritten 
documents. Some pre-processing tasks such as noise removal, text block segmentation, 
binarization, word segmentation have been done during the development of the 
IFN/ENIT database to produce binary images of cropped town/village words in the 
database. This chapter introduces and describes efficient pre-processing algorithms for 
handwritten Arabic words using various pre-processing methods. This chapter is 
organized as follows: The chapter contributions are presented in section 4.2. The base 
line estimation is described and investigated in section 4.3. The extracting connected 
components and sub-words method is described and investigated in section 4.4, while 
section 45 describes the words segmentation. The experimental results and discussion 
are described in section 4.6. Finally, Section 4.7 draws some conclusions from the work 
presented in this chapter.  
4.2 Chapter Contribution  
The contribution of this chapter are summarised as follows: 
1) Techniques for detecting the baseline and segmenting words in handwritten 
Arabic text are presented. Instead of using pure projection, both knowledge of 
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the Arabic writing (Table 2.2), and the knowledge of the location of the baseline 
in the line are utilized for accurate baseline estimation and detection.  
2) Mapping the Arabic text into vertical histogram to measure the distance. 
Distances between words and sub-words are analyzed, respectively and their 
statistical distributions are obtained from which an optimal threshold is 
determined for word segmentation.  
4.3 Proposed Baseline Estimation  
One of the main challenging problems in pre-processing OCR system stage is 
estimating and detecting the baseline. The baseline can be used in either skew 
normalization, or for segmenting the text into words or characters. Moreover, it can be 
sued to extract dependent features. Using baseline, the characters and shape are 
classified into three groups Ascenders, descenders and special marks called diacritics 
such as dots, shadda (Zigzag) and maddah, and these groups may be constructed from 
stroke or small element or complete character. Ascenders lie above the baseline, but 
descenders lie under the baseline, and special marks lie in either above or under the 
baseline depending on the character 
In this research, the baseline is detected by using a horizontal projection of input 
images. This is defined as the sum of foreground pixels perpendicular to the x axis and 
is represented by the vector H(y) of size M. Let ],1[],,1[|),( NyMxyxp   denote one 
input image, its horizontal projection is defined as follows: 

x
yxpyH ),()(  (4.1) 
Where )(yH  denotes number of effective pixels when p is a binary image. Normally, 
the position of the baseline is indicated by a peak in )(yH . For most the cases, this 
simple rule works in determining the baseline. However, it fails in some cases as 
illustrated in Figure 4.1 where the global peak in )(yH is not the baseline. To solve this 
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problem, we apply the Arabic knowledge based constraints as shown in Table 2.2. It is 
known that the baseline should appear below the middle line of the image. Therefore, 
the algorithm is modified to find the peak (AlKhateeb et al., 2008) 
)(maxarg
]2/,4/[
yHb
NNy
  (4.2) 
With this modification applied, the corresponding baseline is successfully located as 
shown in Figure 4.2. 
 
Figure ‎4.1 One example to show failure on baseline detection using only peak of projected image. 
 
  
Figure ‎4.2  Detected baseline from the image in Figure 1 by using our knowledge-based algorithm. 
 
4.4  Extracting connected components and sub-words 
Segmentation is an essential step which separates the text image objects for the 
recognition phase. Typically, segmentation of a binary document is based on the 
histogram projection analysis and regrouping of the connected components (Amin, 
1998, Lorigo and Govindaraju, 2006). Arabic writing is cursive such that words are 
separated by spaces. However, a word may contain several sub-words which are 
portions of the word including one or more connected letters. The connected 
components (CCs) for the line image must be determined. The objective of the CCs 
phase is to form minimum sized rectangles around all the connected objects in the 
image.  The algorithm used to obtain the CCs is an iterative procedure which checks any 
black pixels for connectivity with another.  Bounding rectangles are extended to enclose 
any grouping of connected black pixels. 
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In this research, the 8 – neighbours are used for extracting the connecting 
components by scanning the image pixel by pixel checking for pixel connectivity. In 
order for two pixels or more to be considered connected, the pixel values are in the 
same set V, V=1. The neighbours are returned in scan-line as shown in Figure 4.3. 
The 8 neighbours are defined by 
)()()( 48 PNPNPN D
     
(4.3)  
where N4 (P)= rule  and  
ND (P) = {x+1, y+1), (x+1, y-1), (x-1, y+1), (x-1, y-1)} 
 
 (x-1,y-1) (x-1,y) (x-1,y+1) 
(x,y-1) (x,y) (x,y+1) 
(x+1,y-1) (x+1,y) (x+1,y+1) 
                                  a)Four neighbourhoods (N4(P)) 
 (x-1,y-1) (x-1,y) (x-1,y+1) 
(x,y-1) (x,y) (x,y+1) 
(x+1,y-1) (x+1,y) (x+1,y+1) 
                                  b) Diagonal neighbourhoods (ND(P)) 
(x-1,y-1) (x-1,y) (x-1,y+1) 
(x,y-1) (x,y) (x,y+1) 
(x+1,y-1) (x+1,y) (x+1,y+1) 
                                 c) Eight neighbourhoods (N8(P)) 
Figure ‎4.3  Scan-line order for returning the neighbours of a pixel. 
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Figure 4.4(a) shows the identified CCs for some example images. Starting from 
extracted connect components, sub-words are segmented as follows. Firstly, small parts 
like dots in the image are temporally ignored as shown in Figure 4.4(b). Secondly, 
components whose coordinates overlap in the x direction are merged to produce a 
combined large component, namely a sub-word. Thirdly, the distance of each pair of 
consecutive sub-words is obtained, which is used to segment words in the next section. 
 
Figure ‎4.4  Examples of extracted connected components (a), sub-words of combined components 
(b), and detected words (c). 
 
4.5 Proposed Words Segmentation 
Basically, there are two categories of systems for the recognition of Arabic 
scripts: character-based and word-based systems. In the first category, words need to be 
further segmented into characters or letters and these characters are then used for 
recognition. The second category does not need such segmentation and whole words are 
used for recognition. In both categories, segmentation of words from the text is 
necessary. 
Several algorithms have been presented for the segmentation of Latin cursive 
script. However, Arabic script segmentation has not received as much attention. Many 
existing references reported in the literature provide detailed description of 
segmentation algorithms such as (Amin and Al-Sadoun, 1992), (Al-Badr and Haralick, 
1995) (Motawa et al., 1997), (Lorigo and Govindaraju, 2005).  
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Segmenting a line of text into words is known as word separation. In the machine 
printed case, word separation is easier than in the handwriting case because the spacing 
between words is uniform, and larger than the spacing between sub-words. In the 
handwriting case, the space between words is not always uniform and moreover, the 
same amount of space may be present between the words and sub-words on a line.  
In this research, each image is segmented into words using vertical histograms. 
Words have varying length; therefore after taking the vertical histogram as shown in 
Figure 4.5, the line can be classified into words and sub-words depending on distances 
between groups of peaks along the x axis.  
 
Figure ‎4.5 Vertical Histogram. 
 
The vertical projection is defined as the sum of foreground pixels on lines 
perpendicular to the y axis; this is represented by the vector vj of size N defined by  

j
jipjv ),()(  (4.4) 
where p(i, j) is a pixel of the binary image of the script and is either 0 or 1, i refers to 
rows and j refers to columns.  
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Arabic writing is cursive; therefore, only words and sub-words are separated by 
spaces, and word boundaries are always represented by a space. However, six letters can 
be connected from the right side only.  Using this knowledge and the vertical histogram, 
spaces can be detected by calculating the zero distance (gaps) on the x axis as shown in 
Figure 4.5. The distances between words are generally larger than the distances between 
sub-words. This distance is used to decide the number of word(s) in the image based on 
a threshold. 
To determine a suitable threshold, the Bayesian criterion, of minimum 
classification error, is employed as follows. Given a distance d , the probabilities that 
represent separation of words or sub-words are denoted as )(dpw  and )(dp ws , 
respectively. These two conditional probabilities were determined by manually 
analyzing over 2000 images containing more than 500 words. Taking )(dpw  for 
example, all possible distances separating a word were found; their histogram was 
calculated and )(dpw  estimated from this histogram. Illustrations of both )(dpw  and 
)(dp ws are given in Figure 4.6. 
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Figure ‎4.6  Illustrations of )(dpw (green dotted line) and )(dp ws  (red solid line). 
 
Finally, an optimal distance 0d  is obtained under the Bayesian minimum classification 
error criteria: 
))(min(arg0 derr
d
d   (4.5) 


 
d
wd ws
dxxpdxxpderr
0
)()()(
 
(4.6) 
The segmentation of words is completed by simply comparing the distance d  
with this optimal distance or threshold 0d . The case 0dd  , identifies two words and the 
alternative case identifies two sub-words.  
4.6 Experimental Results and Discussions 
 Corresponding to the IFN/ENIT testing data set as described in section 2.2, two 
phases of experiments were designed to evaluate the proposed algorithms, which 
included: Phase-1: experiments to evaluate the performances of the baseline estimation; 
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and Phase-2: experiments to evaluate performances of connected component analysis  
and the performances  of word segmentation. 
 In phase-1, due to the fact that each word image in the IFN/ENIT database 
comes with ground truth information. The baseline is a part of the ground truth 
information. Therefore, it is possible to evaluate the baseline estimation. Figure 4.7 
illustrates the phase-1 experimental results on baseline estimation. The proposed 
algorithm worked well by giving results like these when applied to 4000 images using 
four different sets (the first 1000 image from sets a, b, c, and d were selected). Based on 
the knowledge of the location of the baseline, the results for baseline estimation reach 
88.9% accuracy. This makes the proposed algorithm more effective in estimating a 
word baseline. Table 4.1 summarizes the experimental results for the baseline 
estimation proposed algorithm.  
 
  Figure ‎4.7  Example baseline estimation results. 
 
Table ‎4.1  Performance of the baseline estimation algorithm. 
Set a b c d average 
Percentage (%) 89.4 90.7 87.81 87.69 88.9 
 
 In comparison with the existing work, the proposed baseline estimation 
algorithm performs better in estimating the baseline. Table 4.2 summarizes the results of 
the algorithm compared to the results of existing work. 
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Table ‎4.2  Performance of proposed algorithm vs. other methods. 
Method Hough Projection 
(Pechwitz and 
Margner, 2002) 
Skeleton Based  
(Pechwitz and 
Margner, 2002) 
Proposed 
Algorithm 
Percentage (%) 88 88 88.9 
 
In general, calculating the baseline error is used to estimate the baseline quality. 
The error is calculated as the area between the ground truth baseline and the estimated 
baseline in pixels. Figure 4.9, shows an example of calculating the baseline error, while 
Figure 4.8 shows the relation between the estimated baseline and the ground truth 
baseline. 
 
Figure ‎4.8 Baseline error. 
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Figure ‎4.9 The relation between the estimated and the ground truth baseline 
 
To complete the phase-2 experiments, vertical histogram and connected 
component analysis were carried out for word segmentation.  Word segmentation 
approaches are based on the assumption that the text lines are straight. This works well 
for machine printed documents, but fails on handwritten documents having curvilinear 
text lines. Here, the distances between sub-words are measured and compared to an 
optimal threshold to determine if the distance corresponds to separation of two words or 
not. The segmentation algorithm searches for horizontal gaps between the connected 
components on a pre-estimated threshold. In comparison with the existing work, the 
proposed word segmentation algorithm illustrates significant advantage, which can be 
highlighted as follows: in the case of miss-spaced words, where the algorithm failed to 
determine bounding boxes, spaces were automatically adjusted and not adjusted 
manually using graphical tools such as in (Melhi, 2001).  Due to the fact that each word 
image in the IFN/ENIT database comes with ground truth information. The number of 
words and number of sub words are part of the ground truth information. Therefore, it is 
possible to evaluate the word segmentation algorithm.  
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In general, there are several types of error that occur during the process of 
segmentation whatever the approach used. These errors can be summarized as: 
1) Over segmentation, when the number of segments is greater than the actual 
number.  
2) Under segmentation when the number of segments is less than the actual 
number.  
3) Misplaced segmentation when the number of segments is right but the limits are 
wrong.  
The proposed techniques have been tested on a test set of 12000 images and the 
results compared to the ground truth based on the grouping of the bounding boxes into 
words. Table 4.3 summarizes the word segmentation results; some of the results are 
presented in Figure 4.10. In Figure 4.10 (a), the word image is one full word with four 
sub words according to Arabic writing and this is clear in the ground truth information. 
The proposed techniques detect it correctly in terms of number of words. Moreover, the 
sane concept is applied to Figure 4.10 (b) where two words have been detected in the 
full word image. The number of detected words in Figure 4.1 (b) is the same number of 
words based on the Arabic writing and the ground truth information.  
Table ‎4.3 Overall segmentation results. 
Number of Images 12000 
Correct Segmentation 85% 
Under  Segmentation 9% 
Over Segmentation 4% 
Misplaced  Segmentation 2% 
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Figure ‎4.10 Example successful word segmentation results. 
 
From Table 4.3 it can be seen that the correct segmentation rate achieved for 
images is 85%. The segmentation error of 15% is due to the variations in handwriting, 
especially irregular spaces between sub-words and words, such as too small spaces 
between words (which will lead under segmentation by incorrectly merging two words 
together) or too large spaces between sub-words (which may be wrongly taken as two 
words and lead to over-segmentation).  Examples of these errors are illustrated in Figure 
4.11.  It is clear that the over segmentation error is shown in Figure 4.11(a), the under 
segmentation error is shown in Figure 4.11(b), and the misplaced segmentation error is 
shown in Figure 4.11(c).  
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Figure ‎4.11  Example of incorrect word segmentation results. 
 
 
In making comparisons with the existing work, it is difficult to compare with 
(Lorigo and Govindaraju, 2005) since those authors used other criteria and they have 
chosen 200 unspecified images so the proposed algorithm cannot be implemented on the 
same data. However, in the case of miss-spaced words, where the algorithm failed to 
determine the bounding boxes, the proposed algorithm performs better since it reduces 
the numbers of such errors. The distance between words and sub-words are 
automatically normalized by using knowledge of the Arabic language not adjusted 
manually using the graphical tools, in which the word case can be determined. For 
example, the word in Figure 4.11(a) was over segmented, but after distance 
normalization the word image is now segmented correctly as shown in Figure 4.12. 
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 (a)  originalinary image  
(b)   distance normalized image in double(2)  
(c)  distance normalized image in binary
 
Figure ‎4.12  Example of failed word segmentation results. 
  
In addition, the rules of Arabic Language writing can be exploited and applied to 
the distance normalization. The original image is scanned from right to left column by 
column, and the white (blank) columns are detected and adjusted in size in order to 
reduce the distances between sub-words. An illustration of distance normalization is 
given in Figure 4.12. After applying the distance normalization, the Arabic words are 
correctly segmented. Since each handwritten image has Ground Truth (GT) information 
for evaluation purposes, the results are compared with the IFN/ENIT GT information.  
4.7 Chapter Summary 
Arabic handwriting recognition depends on accurate pre-processing and 
segmentation. This chapter proposes a robust method for baseline estimation and a 
statistical analysis to determine an optimal threshold for word segmentation. The 
following points have been achieved in this chapter: 
1) By using knowledge of the Arabic writing (table 2.2), and knowing potential 
positions of the baseline, 85% accuracy has been obtained in comparison with 
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those without knowledge support. In addition, the optimal threshold obtained 
is found to be very effective for robustly segmenting words in Arabic text.  
2) A component-based method is introduced to segment words from handwritten 
Arabic texts. Since many people have emphasized either segment-free based 
methods or letter or stroke based approaches, words segmentation has not be 
well addressed. Here, our work provides a practical way of accurately 
segmenting words from the text. This is useful and more flexible than 
segment-free based approaches as it can make good use the component parts 
of images in further recognition. Also, this approach is simpler and more 
robust than letter-based methods because there is much difficulty in 
effectively segmenting arbitrary handwritten characters. It has been found that 
distance information is very useful for segmenting words, but further 
improvements are still desirable.  
3) A distance normalization technique making use of knowledge of the Arabic 
writing was applied to reduce the numbers of over and under segmentation 
errors.  
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CHAPTER FIVE 
5 FEATURE EXTRACTION  
5.1 Introduction  
Feature extraction is defined as the problem of “extracting from the raw data 
information which is most relevant for classification purposes, in the sense of 
minimizing the within class pattern variability while enhancing the between class 
pattern variability” (Trier et al., 1996). Hence, achieving a high recognition 
performance in OCR systems is highly influenced by choosing efficient feature 
extraction methods, taking into consideration the domain of the application and the type 
of classifier used. It should be clear that based on the specific recognition problem, a 
feature extraction algorithm that works successfully in one application may turn out to 
fail in another application domain.  Therefore, feature extraction is the most important 
phase in achieving high accuracy and performance from text recognition systems (El 
Abed and Margner, 2008).  
The main goal of feature extraction is to remove redundancy from the data and 
gain more effective representation of the word image by a set of numerical 
characteristics. Features are then mapped into a classifier in order to separate the input 
words into classes since the features have to be invariant to the variations of the 
members of each class. In any classification problem, extracting suitable features 
capable of distinguishing between the different class is considered the most important 
step  (Faye et al., 2009).  
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This chapter introduces the feature extraction techniques that have been used in 
this research to automatically recognize handwritten Arabic word. Section 5.2 highlights 
the proposed feature extraction methodology. The DCT features are described and 
investigated in Section 5.3, while Section 5.4 describes the blocked DCT features. The 
DWT features are described and investigated in Section 5.5, while Section 5.6 describes 
the moment invariant features.  The absolute mean of the overlapping blocks features 
are described and investigated in Section 5.7, while Section 5.8 describes the pixel 
density feature using the sliding window approach. Finally, Section 5.9 draws some 
conclusions from the work presented  
5.2 Proposed Feature Extraction Methodology 
This chapter introduces and describes efficient algorithms for extracting features 
from handwritten Arabic words using various methods as shown in Figure 5.1. The 
extracted features are utilized for word image recognition, which is discussed in chapter 
6.  
Word Image Pre-processing  Classification  
DCT
Sliding window
Pixel Density
Overlapping Blocks 
(Mean)
Moments Invariant
DWT
Blocked DCT
Feature Extraction 
Methods 
 
Figure ‎5.1 Feature Extraction Methods used in this research. 
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It seems that previous researches in Arabic handwriting recognition have 
focused their research in character level for extracting the features. In this research, 
features extraction is applied to the word level. Up to my knowledge, the various 
techniques in Figure 5.1 are utilized in extracting the features from the Arabic words for 
the first time. The DCT, DWT, and the Moment invariants methods are not new 
techniques for extracting features. However, the new in this research is to employ these 
methods towards the Full handwritten Arabic words in order to extract features. These 
techniques were used to extract features because they are easy to implement and fast in 
computation since they have high performance in other pattern recognition fields such 
as face recognition.   
Enough experiments were conducted on the study of handwritten Arabic words 
recognition. As a result of the experimental results, several cases were proven to be 
good in training and classification by producing better recognition rate.  
The proposed feature extraction methods have been found to be effective for the 
classification of the handwritten Arabic word. Experiments show that the classification 
performance evaluated by Neural Networks (NN), K-nearest neighbour (K-NN) 
classifier, hidden Markov models (HMM), and dynamic Bayesian networks (DBN) 
applied to the well-known IFN/ENIT handwritten Arabic words database is very stable.  
The recognition mechanism is discussed in the next chapter. Compared with other 
related work, the proposed method achieves a higher recognition rate.  
5.3 The Discrete Cosine Transform Features  
In this section, the feature vector for each word image is obtained by applying 
the two dimensional Discrete Cosine Transform (2D DCT). The 2D DCT is used for 
this purpose, because it is well known that the DCT can reduce redundancy and focus 
the energy of the image into a very limited frequency range (Jiang et al., 2006). The 
DCT converts the pixel values of an image in the spatial domain into its elementary 
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frequency components in the frequency domain, in a similar (but superior for 
compression) way to the Discrete Fourier Transform (DFT). Given an image ),( jif , its 
2D DCT transform is defined as follows: 
   
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The inverse transform is defined by: 
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The DCT is a useful tool for pattern recognition applications due to its strong 
capability to compress energy.  The DCT can contribute to a successful pattern 
recognition system with classification techniques such as Neural Network, Support 
vector machines, and Vector Quantization. For example, the DCT was successfully used 
in face recognition applications (Sarhan, 2009). In general, when the DCT is applied to 
an image, the image is decomposed into its elementary frequency components. The 
coefficient with zero frequency is called the DC coefficient and the remaining 
coefficients are called AC coefficients. The 2D DCT compresses the energy/information 
of images and tends to concentrate it in a few low-frequency coefficients located in the 
upper-left corner of the resulting real-valued NM  DCT/frequency matrix (Jiang et al., 
2006) (Sarhan, 2009). 
In normal images, most of the energy is located in the low frequency area (upper-left 
corner), with little energy located near the bottom-right corner in Figure 5.2(b). This 
Feature Extraction 
   66 
feature is used in image and video compression. Given the DCT of an image, ),( vuf , its 
energy is defined as follows: 
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Testing two different images, Table 5.1 summarizes the percentage energies in the 
first few DCT coefficients, from which it can be seen that the DC coefficient contains 
most of the energy in the image. Also it can be seen that a quite limited number of 
coefficients is enough to represent the whole image. Therefore the number of DCT 
coefficients needed to train the classifier is also dramatically decreased.  In spite of the 
superiority of the DCT in image compression, it does not appear to have been used 
before for recognizing Arabic handwritten characters or words.  
Table 5.1 The energy contained in different number of DCT coefficients counting from zero frequency. 
Number of DCT 
coefficients used 
Image1 
Energy % 
Image2  
Energy % 
All 100 100 
1 99.16 98.91 
5 99.18 98.96 
10 99.20  98.96 
20 99.24 98.98 
100 99.78 99.17 
 
Following JPEG compression, most researchers divide the source image into 
8*8 blocks and apply the DCT each block. In contrast, in this research, the 2D DCT is 
applied to the whole word image. The features are extracted in a vector sequence by 
arranging the DCT coefficient in zigzag order, so that most of the DCT coefficients 
away from the beginning are small or zero. The number of DCT coefficients chosen for 
each word to represent the feature vector is 120, an empirically determined number for 
recovering the word image without perceivable degradation. This is illustrated in Figure 
5.2, where by applying the 2D inverse DCT to the 120 chosen DCT coefficients, the 
original image is reconstructed. Even though almost 90% of the DCT coefficients were 
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discarded, the reconstructed image is clearly recognizable, even though there is some 
loss of quality. There are two zigzag orders used to convert the 2D DCT coefficients 
matrix into a 1D vector, as illustrated in Figure 5.3 and the one in Figure 5.3(a) is used 
in this research.  
 (a) orignial image 
(b) dct image  
(c) inv dct (120)  
 
Figure ‎5.2 Reconstructed image using the 120 chosen DCT coefficients. 
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Figure ‎5.3 Two zigzag orders for sorting 2D DCT coefficients into a vector. 
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5.3.1 DCT Characteristics 
The DCT transform is a one to one mapping, so the DCT result obtained in size 
and dimension is equal to that of the input image. The DCT has several interesting 
properties (Wallace, 1991): 
 The first coefficient (DC) represents the average pixel intensity of the 
image.  
 Low frequency contributions are represented in the upper left section of 
the DCT coefficients.  
 High frequency contributions appear later in zigzag order. 
 The most visually significant information in an image can be represented 
by few DCT coefficients. 
Because the DCT is easy to implement computationally and it is efficient in 
transferring the energy into fewer coefficients, the DCT is used in this research.  
The features extracted by the DCT coefficients can be summarized as follows: 
Algorithm FEATEXTDCT 
 for k=1 to number of images 
  Img_in=Read the normalized image 
  Img_in=Obtain the binary image  
  Compute the 2D DCT F(u,v) of the image f(i,j)  
   Imgdct=DCT2(img_in) 
  Convert the imgdct 2D array to 1D vector using zigzag order  
  Choose the first 120 DCT coefficients of the 1D vector and save it 
 end  
 
 
5.4 The Blocked DCT Features 
To extract blocked DCT (b_ DCT) features, first each word image is segmented 
by dividing into non overlapping vertical blocks of fixed width (frames) as shown in 
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Figure 5.4. This uniform segmentation is similar to the work in (El-Hajj et al., 2005). 
After segmenting the word image into frames, the 2D DCT is applied to each frame. 
The first five DCT coefficients in the zigzag order are selected to form a feature vector 
for each frame.  
 
Figure ‎5.4 Word segmentation into 20 frames. 
 
Finally, the feature vector of the word image is computed by concatenating all the 
feature of each block. The features extracted under various block width has been 
empirically fixed to 20 pixels. The features extracted by the blocked DCT coefficients 
can be summarized as follows: 
Algorithm FEATEXTBLKDCT 
frame_width=20 
 for j=1 to number of images 
  Img_in=Read the normalized image 
  Img_in=Obtain the binary image  
                      for k=1 to frame_width 
  Compute the 2D DCT F(u,v) of the image f(i,j)  
   Imgdct=DCT2(img_in) 
  Convert the imgdct 2D array to 1D vector using zigzag order  
  Choose the first 5 DCT coefficients of the 1D vector and save it 
                      end 
 end  
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5.5 The Discrete Wavelet Features  
In signal analysis and image processing, the discrete wavelet transform (DWT) is a 
very useful tool in many applications (Pittner and Kamarthi, 1999). The DWT is a 
hierarchical sub-band technique, which is widely used in multi resolution pattern 
recognition (Ferreira and Borges, 2001) and is employed to extract features from the 
normalized word images. In the frequency domain, the signal is decomposed into 
sinusoidal components. The one-dimensional discrete wavelet transform (1-D DWT) 
decomposes an input sequence into approximation and detail sub-bands by calculations 
with a low-pass filter and a high-pass filter respectively. The two-dimensional discrete 
wavelet transform (2-D DWT) decomposes an input image into four sub-bands, one 
average component (LL) and three detail components (LH, HL, HH) as shown in Figure 
5.5.  These sub bands are labeled as follows: 
 Sub band LL represents the horizontal and vertical low frequency 
components of the image which are known as approximation coefficients.  
 Sub band LH represents the horizontal low and vertical high frequency 
components of the image which are known as vertical coefficients.  
 Sub band HL represents the horizontal high and vertical low frequency 
components of the image which are known as horizontal coefficients.  
 Sub band HH represents the horizontal and vertical high frequency 
components of the image which are known as diagonal coefficients.  
 
LL HL
LH
HH
 
Figure ‎5.5 The result of 2-D DWT decomposition. 
 
Feature Extraction 
   71 
More information about 1D DWT can be found in (Pittner and Kamarthi, 1999). A 
decomposition of 2D DWT is computed with a separable extension of the 1D 
decomposition. The basic steps for the 2D DWT decomposition is  shown in Figure 5.6 
(Faye et al., 2009). 
Image
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Rows
Columns
LL: 
Low Pass filtered version of the Image 
(Approximations)
LH, HL, and HH:
High Pass filtered versions of the image 
(Details) 
 
Figure ‎5.6 A wavelet decomposition of an image. 
 
A low pass filter and related high pass filter are applied to each row and column of 
the input image.  Each filtered row/column is sub-sampled by a factor of 2, throwing 
away half the filtered data. The two types of output, the low pass samples and the high 
pass samples, are grouped separately. The mechanism can be repeated on the low pass 
filtered samples providing data corresponding to a lower resolution.  
In this research, the 2D DWT is used to extract the features, as it is well known that 
DWT coefficients can provide a powerful insight into an image‟s frequency and spatial 
characteristics. Given an image ),( jif , its 2D DWT transform is defined as follows: 

ji
vu jigjifvuf
,
,..., ),(),(,..),(       (5.5) 
where i and j are the spatial variables and u, v,.. are transform domain variables.  
 The coefficients of the 2-D DWT are the wavelet features. Usually, an input 
image is decomposed by i
th
 levels of wavelet transform. At the i
th
 level, each image can 
be decomposed into four sub-bands namely iLL , iLH , iHL  and iHH . The iLL  sub band 
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represents the low frequency components, and iHH  represents the high frequency 
components. Figure 5.7 illustrates the 2D DWT decomposition of an image decomposed 
by 3 levels of wavelet transform.  
 
 
Figure ‎5.7 A three level DWT decomposition of an image. 
 
In this research, each word image is decomposed by four levels of the Haar 
wavelet transform as shown in Figure 5.8. In order to obtain the next level in the 
decomposition, the iLL  sub band is further decomposed to reach 4LL  and the wavelet 
features used in this research are extracted from the 4LL , sub band. 
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Figure ‎5.8  DWT decomposition of the word image. 
 
There are numerous wavelet transforms which can be applied, such as Haar, 
Daubechies, Biorthpgnal, Coiflets, dMay, and Symlets. Each one has its own 
specifications and characteristics. The best result, found empirically, has been obtained 
by choosing the Haar wavelet. 
In this research, the approximation coefficients have been used to extract the 
features from the word image. The low frequency coefficients were chosen because this 
sub-band includes the full details of the image.  
The algorithm used to extract the DWT coefficient features can be summarized as 
follows: 
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Algorithm FEATEXTDWT 
 for k=1 to number of images 
  Img_in=Read the normalized image 
  Compute the 2D DW F(u,v) of the image f(x,y) ( 4 levels decomposition) 
                        [ca1 ch1 cv1 cd1]=dwt2(Img_in,'haar',4); 1
st
 level  
                       [ca2 ch2 cv2 cd2]=dwt2(ca1,'haar',4);2
nd
 level 
                      [ca3 ch3 cv3 cd3]=dwt2(ca2,'haar',4);3
rd
 level 
                     [ca4 ch4 cv4 cd4]=dwt2(ca3,'haar',4);4
th
 level 
                   [ra ca]=siz(ca4); 
                   feature =reshape(ca4,1,ra*ca); 
 end  
 
 
5.6 The Moment Invariant feature 
The Hu moment invariants are computed from the word image as described in 
(Ming-Kuei, 1962). Applying a thinning algorithm to the word image, a skeleton of the 
word image is achieved. The invariant moments are extracted from the skeleton image 
as shown in Figure5.9.  
 
 
 (a)  Original Binary image  
(b)  Normalized Gray image  
(c)Thinned Image
 
Figure ‎5.9 A sample image of a word (a), normalized image (b), Thinned image (c). 
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Given a digital image ),( jif , its 2D moments are defined as follows: 
),( jifyx
i
q
j
p
pq            (5.6) 
 Knowing that parameters p and q refer to the order of the moments, the set of the 
invariant moments are then defined by ]7,1[| kk  as follows: 
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 Instead of computing the moment invariant directly for each word image, the 
logarithm of the absolute value of each moment invariant is computed. The logarithm 
function is used to reduce the dynamic range while absolute values are used to avoid 
complex numbers. 
The algorithm used to extract the moment invariant features can be summarized as 
follows: 
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Algorithm FEATEXTMOMT 
 for k=1 to number of images 
  Img_in=Read the normalized image 
  Img_in=Obtain the binary image  
                        Img_in=Obtain the Thinned (skeleton) image 
  Compute the moment invariants of the thinned image f(i,j)  
   Imgmom=invmoments(img_in) and save it 
 end  
 
 
5.7 Overlapping Blocks  
Knowing that the edges in the word image represent all the information in the 
image, horizontal and vertical high pass filters are applied to extract the edges from the 
word image. Given an input image I, the Prewitt horizontal high pass filter operator Gh 
is applied to obtain Ih 
)(IGI hh            (5.14) 
Likewise, the vertical high-pass filtered image Iv is obtained using the vertical Prewitt 
operator Gv as follows 
)(IGI vv            (5.15) 
The filtered image I’ is computed as  
)),((),,((max(),(' jiIabsjiIabsjiI vh        (5.16) 
 A sample image in binary format is shown in Figure 5.10(a), with its normalized 
form and filtered results shown in figures 5.10(b) and 5.10(c) respectively. The filtered 
word image is divided into overlapping blocks where the size of each block is 12 pixels 
and the amount of overlap is 2 pixels, which have been chosen empirically. The feature 
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vector of the word image is constructed by calculating the absolute mean value for each 
block in the filtered word image. 
 (a)  Original Binary image  
(b)  Normalized Gray image  
(c)filtered
i
mage
 
Figure ‎5.10 A sample image of a word (a), normalized image (b), filtered image (c). 
 
 
The features extracted by the overlapping blocks can be summarized as follows 
 
block_size=12; 
overlapping=2; 
for i=1:block_size:m-(block_size+overlapping-1), 
    for j=1:block_size:n-(block_size+overlapping-1), 
         feature= compute the absolute mean for each block and save it 
     end 
end 
 
5.8 Pixel Density Features using Sliding Window 
The pixel density features are extracted from the mirror image as shown in 
Figure 5.11. In this phase the feature vectors for each word mirror image is performed 
by applying a horizontal sliding window having the same height of the word image, a 
width of three pixels and a one pixel overlap. Since the size of each word image is 
45270, the word mirror image is divided into fifteen horizontal uniform frames; the 
sliding window is shifted across the word mirror image from left to right, and the 
feature vector is computed for each window strip as illustrated in Figure 5.12. 
Feature Extraction 
   78 
 (a) Original Binary image    
 (b) Normalized Gray image    
(c)  Mirror image  
 
 
Figure ‎5.11 A sample original binary image (a), normalized grey image (b), mirror image (c). 
Feature Extraction 
   79 
 
 
 
Figure ‎5.12 Regions used for feature extraction and sliding window. 
 
 
Each sliding window has 30 features and the first fifteen features (F1 – F15) are 
estimated by averaging the pixels in each region, i.e.  
 [1,15]i|area)  verticali in the pixels  of Avg( th iF      (5.17)  
The sixteenth feature F16 is the average of all the first fifteen features as follows: 
)(
15
1
16 


i
iFAvgF          (5.18) 
Then, fourteen additional features (F17- F30) can be determined as follows:  
 [1,14]i|) ( 116   iii FFAvgF        (5.19) 
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The features extracted by the sliding window can be summarized as follows: 
 
Algorithm FEATEXTWINDOWSLIDE 
    for k=1 to number of images 
      Img_in=Read the normalized image 
      Img_in=resize the Img_in into  45270 
      Mirror_image=flip_left_right (Img_in) 
   Divide the Mirror_image into 15 horizonatal frame (width =3 pixels) 
       Apply Sliding window width = 3 and overlap = 1  from right to left 
        featX( 1:15,:) = featX( 1:15,:) /  9; 
        featX( 16  ,:) = featX( 16  ,:) / 135; 
        featX(17:30,:) = featX(17:30,:) /  18; 
  end 
 
 
5.1 Chapter Summary 
The main aim of the work presented in this chapter was the creation of new methods 
for extracting features from the handwritten Arabic word. These methods are DCT, 
blocked DCT, DWT, moment invariants, the mean of the overlapping blocks, the 
average of the pixels in sliding windows. The feature extraction method is the most 
important factor in recognition systems contributing to achieving a high recognition 
rate. Six feature extraction algorithms are proposed including DCT, blocked DCT, 
DWT, moment invariants, absolute mean of overlapping blocks and pixel density using 
a sliding window technique. Chapter 6 presents the experimental evaluation of these 
features using different recognition engines.  
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CHAPTER SIX 
6 AUTOMATED RECOGNITION OF WORDS USING 
MACHINE LEARNING 
6.1 Introduction 
This chapter describes efficient multiclass classification and recognition of 
unconstrained handwritten Arabic words using machine learning approaches which 
include K-nearest neighbour clustering (K-NN), neural networks (NN), hidden Markov 
models (HMM) and dynamic Bayesian networks (DBN). It is worth mention that all the 
classifiers were used without modification. The main contribution in this chapter is to 
prepare and configure the data for every classifier.  The new method in this research is 
to pre-process and configure the data into classes in order to meet the requirements of 
the classifiers.  
The chapter is organized as follows: Machine learning is introduced in Section 
6.2 and the four approaches investigated, from K-NN to DBN, are described in Section 
6.3 to Section 6.6 Respectively. The practical implementation and evaluation of word 
recognition using K-NN, NN, HMM, and DBN are discussed in section 6.7. A 
comparison between the performances achieved is provided in Section 6.8. Finally, 
Section 6.9 draws some conclusions from the work presented in this chapter.  
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6.2 Machine Learning 
Learning is the main means to obtain knowledge and machine learning is the 
fundamental way to make the computer intelligent. Machine learning studies the usage 
of the computer imitating human learning activities (Wang et al., 2009). Machine 
learning is the most crucial part of Artificial Intelligence (AI)  and its main aim is to 
obtain new knowledge which makes progressive improvements in the system 
performance (Ming and Changjun, 2009). In other words, machine learning is a 
computer field which studies how to learn automatically in order to make accurate 
predictions based on previous data (Wang et al., 2009). Machine learning is categorized 
into two main classification problems, namely binary and multi-class classification. This 
research focuses on multi-class classification.  
Multi-class, denoted by K-class, pattern recognition has a vast range of applications 
including object recognition, speech recognition, text recognition, and protein 
classification (Ou et al., 2004). In machine learning, multi-class classification is a 
central problem in applications that need to discriminate among several classes, whereas 
binary classification requires discrimination between two classes only.  
In classification, the input features are mapped from the feature space into the output 
space. A multi-class classification problem can be defined as follows, given an n-
dimension feature space (), and a training data set (Ωtr). Knowing that Ωtr    , where 
each element (x) in Ωtr is associated with a class label (c) in which ci{c1, c2, c3, ….ck} 
where K>2, the system will be trained on Ωtr, so that any given feature vector (x) (), 
F(x)  class label (c).  
In this research, the K-NN, NN, HMM and DBN algorithms are used and compared 
for the purpose of Arabic Hand written word classification and recognition. Many 
existing references, such as  (Lorigo and Govindaraju, 2006), (Khorsheed, 2007), 
(Khorsheed, 2002), (Benouareth et al., 2008), (Al-Hajj  et al., 2009), (Amin and 
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Mansoor, 1997, Amin, 1998, Arica and Yarman-Vural, 2002), (Zhang, 2000) provide 
detailed description of these learning algorithms, so the following sections provide only 
short descriptions of them. 
6.3 K-nearest neighbor  
The k-nearest neighbor algorithm (K-NN) is a machine learning algorithm 
for classifying patterns based on the closest training examples in the feature set. K-NN 
is a fast supervised machine learning algorithm which is used to classify the unlabeled 
testing set with a labeled training set (Farah et al., 2006).  The K-NN algorithm finds the 
minimum Euclidean distance from the training set samples. For example, given a query 
instance for a word image; the K-nearest instances to this query word image form the 
most common class. After finding the k nearest neighbors, the majority of these k 
nearest neighbors is taken to be the class output of the query word instance.  The 
Euclidean distance D between two feature vectors X and Y is: 
2
1
).( ii
N
i
yxD  

                                  (6.1)  
where xi and yi are elements of X and Y, respectively. 
 
In order to classify a word image, the IFN/ENIT database is divided into two sets for 
training and testing. The training phase of the K-NN algorithm consists of gathering the 
feature vectors and class labels of the training samples. In the testing phase, k is a user 
defined variable, the unlabelled vector of the query word image is classified by 
assigning the label which is the most frequent among the k training samples nearest to 
that query word image. The KNN algorithm procedure is summarized as follows:  
1) Determine the value of k parameter (k = nearest neighbours) 
2)  Compute the Euclidean distance between the query word image and all the 
training samples.  
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3) Sort the distances and determine the nearest neighbours based on the kth 
minimum distance.  
4) Gather the class of the nearest neighbours. 
5) Find the output class of the query word image by using the simple majority of the 
classes.  
6.4 Neural Networks  
The artificial neural network (ANN) is an information processing system that is 
inspired by the biological nervous systems. It is composed of a large number of 
processing elements (neurones) highly interconnected to solve specific problems. Like 
humans, an ANN learns by example via training.  Learning involves adjustments to the 
synaptic connections that exist between the neurones (Jain et al., 1996).   
The origin of the ANNs goes back to the creative work of Warren McCulloch 
and Walter Pitts which was presented in 1943; they proposed a formal model of the 
biological neuron and showed that a network of an adequate number of such neurons 
with appropriate synaptic connections could compute any logical or mathematical 
function  (Jain et al., 1996) (Melhi, 2001). The main idea of their model is that a 
weighted sum of input signals is compared with a threshold value to determine the 
neuron‟s output. The McCulloch-Pitts neuron is illustrated in Figure 6.1.  
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Figure ‎6.1  McCulloch-Pitts neuron. 
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Mathematically, the input signal Xi is multiplied by a weight parameter Wi and 
all weighted input signals are added to give the total input to the neuron. The bias W0 is 
a special weight which controls the firing threshold. The bias is multiplied by an extra 
input signal X0 that is permanently set to one. Hence, the total input a is: 



n
i
T
ii Xwxwa
1
**        (6.2)  
The output (f) is determined as:  
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f       (6.3) 
The output function f is called the activation function of the neuron and is illustrated in 
Figure 6.2.  
-1
+1
f
a
 
Figure ‎6.2 The activation function used in the McCulloch-Pitts neuron. 
 
The McCulloch-Pitts neuron has been generalized in several ways. The threshold 
activation function has been changed to other functions such as piecewise linear, 
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sigmoid, or Gaussian. The sigmoid function is the one most frequently used in ANNs 
(Jain et al., 1996). ANNs are used in this research for the following reasons: 
1. Massive parallelism 
2. Distributed representation and computation 
3. Adaptive learning ability 
4. Generalization ability 
5. Fault Tolerance 
6. Low energy consumption 
NNs have been successfully applied to document recognition. Recognition of 
isolated printed and handwritten characters are the most researched topics involving 
ANNs (Marinai et al., 2005).  ANNs have been successfully applied to the printed 
Arabic recognition systems (Amin, 2000). Providing adequate architectures and 
learning schemes of the ANNs are the most important factors to be faced in the 
document recognition (Marinai et al., 2005). 
In general, the NN consists of three main layers called, the input layer, the 
hidden layer, and the output layer. The input layer nodes are fed with the input features 
without any modification, therefore, the input nodes are passive. In contrast, the nodes 
of the hidden and output layers are active due to data modification in both layers. The 
NN architecture is shown in Figure 6.3.  
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Figure ‎6.3 The architecture of the used neural network. 
 
In this research, the feed forward network multi-layer perception (MLP) back 
propagation (BP) with supervised training is used. BP is used in this research because it 
is the best-known example of a neural network training algorithm especially when the 
sigmoid nonlinear activation function is used (Jain et al., 1996). The advantage of such 
functions is that they can provide non linear boundaries to separate classes. Moreover, 
they are differentiable and their derivatives can be easily expressed in terms of the 
function itself (Melhi, 2001).  The main objective of the MLP network is to assign the 
input patterns to one of several classes which represent the probability of class 
membership. The classes are usually represented by outputs ranging from 0 to 1.  
Training is done first by feeding the input features through the input layer and the error 
is computed from the desired output. Using the current values of the weights, a forward 
propagation of the input is executed through the layers where the output of one layer 
becomes an input to the next layer. The network output is the output of the neurons in 
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the last layer. It is worth mentioning that in this mode, weights are adjusted for each 
pattern.  The adjustment is based on the BP algorithm with the goal of minimizing the 
error between the computed output and the desired output. Once the training is over, 
testing is performed by feeding new inputs to the network, and maps the input pattern to 
the closest class based on the learnt characteristics.  
The BP algorithm is an extension of the learning rule called the least mean 
square (LMS) algorithm. It is based on minimizing the squared error using the steepest 
descent method. The BP algorithm applies the chain rule for calculating the derivatives 
of the square error with respect to the weights and bias in the hidden layer. It is called 
BP because the derivatives for the output layer are determined first and then propagated 
backward through the proceeding layers to determine the derivatives in the hidden layer. 
The main procedures of the BP algorithm for adjusting the network weights and 
the biases are summarized as follows (Jain et al., 1996):  
1) Initialize all weights and biases to small random values. Assume the training 
set having n patterns x0, x1, x2, ……, xp,………, xn-1. These input patterns 
are associated with their desired outputs. Step p indicating the current pattern 
to 0 
2) Present the first pattern xp to be learned to the input nodes in the input layer. 
3) Compute the actual outputs for the neurons in the hidden and output layer. 
4) Find the error values for the neurons in the output layer. 
5) Adjust the weights of the neurons in the output layer; next propagate the new 
values backward recursively in order to adjust the weights of the neurons in 
the proceeding layers till the first hidden layer is reached. The updating 
weights of the i
th
 synapse for the neuron j in the output layer are  
 a jj
old
ji
new
ji WW         (6.4) 
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where  the learning rate parameter, ai is the output of neuron i in the 
proceeding layer and j is the local gradient defined by: 
))((' jjjj ytnf         (6.5) 
where nj is the weighted sum given in equation 6.2 above, tj is the desired 
output, and yj is the actual output. When neuron j is not in the output layer 
equation 6.5is replaced by:  

k
kkjjj wnf  )('        (6.6) 
where the summation is over all the synapses k going of neuron j, wkj is the 
weight of the synapse that connects neuron j to neuron k in the upper layer, 
and k is the local gradient computed for neuron k.  
6) Increment p and if p <n repeat step 2 to 5; otherwise stop 
The ANN parameters used in this research are as follows. Input signals 
representing the training features are fed into the ANN via the input layer. The output 
layer has 10 neurons in order to classify and identify the word among 937 classes. The 
number of neurons in the hidden layer has been empirically chosen to be 15 as it helps 
to provide better performance. There are four main drawbacks for the ANN used in this 
research: 
1) Long training time required for some applications is one of the main drawbacks 
of BP. In contrast, once the network is trained the response time is fast.  
2) Learning process is slow. To overcome this problem,  the moment learning 
method (Rumelhart et al., 1986) is employed. The moment learning speeds up 
the learning process . The moment learning method uses the last weight update 
value, )1(  ijW , to compute the new weight )(ijW  using  
)1( wa iji   i
old
ji
new
ji WW      (6.7)  
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Where  is called the momentum constant, and it is a positive number; 
]9.0,1.0[ . 
3) The imbalanced database. An imbalanced database means that some class have 
many samples/observations, while other class have few samples/observations.   
It has been noted that an ANN which is trained with imbalanced data using BP 
algorithm can be biased toward the majority classes.  To overcome this problem, 
the database needs to be rebalanced, which is done using K means clustering 
algorithm (Lee and Fujita, 2007) so each class is equally distributed.   
4) The output representation. Usually, the output classes have to lie in the range 
from 0 to 1. This condition cannot apply to the 937 output classes in this 
research because it is too difficult for the ANN to differentiate between 937 
classes represented in the range from 0 to 1. To overcome this problem, an 
effective solution representing each output class has been proposed. Each class 
out of the 937 classes has been represented by its binary equivalent. For 
example, class 937 is represented as (1110101001). As a result, only a 10-
element vector is needed since 2
10 
= 1024 > 937. Accordingly, the output layer 
has 10 neurons in order to classify and identify the words. It is worth noting that 
the solution above helps the NN to converge in comparison with the case 
without such binary representation of output classes.  
6.5 Hidden Markov Models  
There are several techniques for classifying text and among these is the Hidden 
Markov Model (HMM) which is widely used (Husni et al., 2008, Bazzi et al., 1999) for 
recognizing characters, words and lines. HMMS are statistical models originally used 
for effective speech recognition. Due to similarities between the recognition of speech 
and cursive handwriting, HMMs  were extended to online and off-line handwriting 
recognition (Günter and Bunke, 2004, Khorsheed, 2002).  
Automated Recognition of words Using Machine Learning 
   91 
 The Hidden Markov Model is a finite set of states ( N ), each of which is 
associated with a probability distribution. Transitions among the states are governed by 
a set of probabilities called transition probabilities. To better understand the HMM 
parameters, in what follows, assume that we have a hidden Markov model with a set of 
hidden states S = {S1, S2} and a set of observations O = {O1, O2, O3}.  
In the literature, many different model topologies have been proposed using 
HMMs. In this research, a left to right Bakis topology is implemented for handwriting 
Arabic word recognition. The sequence of state transition in training and testing the 
model depends on the feature observation of the Arabic word. Figure 6.4 shows the case 
of a seven state HMM allowing the transition to the same state, the next state and to the 
following states only, so each state has three different paths (Rabiner, 1989). 
 
Figure ‎6.4  A 7 – state HMM. 
 
Generally, a HMM is denoted by ),,( BA   and depends on three sets of parameters 
A , B , and   defined as followings: 
1) Matrix of transition probabilities (A): 
  

A 
a11 a12
a21 a22






         
(6.8) 
)}({ 1 iSjSPaaA ttijij         (6.9) 

amn  P(Sn | Sm) ; m 1,2 n 1,2    (6.10) 
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where amn is the probability that the current state is Sn given that the previous 
state is Sm. This is calculated as the expected number of transitions from state 
Sm to state Sn divided by the expected number of transitions out of state Sm. 
2) Matrix of emission probabilities (B): 

B 
b11 b12 b13
b21 b22 b23





       (6.11) 
)}()()({ jSoOPobobB tktkjkj       (6.12) 
3,2,12,1;)|()(  pnSOPpbb npnnp    (6.13)
 
where bn(p) is the probability that the current observation is Op given that the 
current state is Sn. It can be calculated as the expected number of times 
where Op observed with Sn divided by the expected number of times in state 
Sn. 
3) Initial states probabilities (): 







2

 1
         (6.14)
 
)}({ 1 iSPii          (6.15) 
2,1;)(  mSP mm       (6.16) 
where m is the expected number of times being in state Sm at the start time. 
HMMs are used in this research for the following reasons: 
1) There is no need to segment the Arabic word. 
2)  HMMs are able to tolerate writing variations due to its resistant to noise. 
3) HMMs are applicable to time-series predictions, which is the case when studying 
handwriting patterns. 
4) HMMs can be used as a classifier and provide modeling of the data at the same 
time. 
5) Models provided by HMMs can be easily validated. 
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6) Learning by HMMs is still possible for data of variable-length vectors 
When using HMMs there are three main problems: 
1. The evaluation problem: Calculating the probability that a model λ = (A, 
B, ) created a given sequence of observations. 
2. The decoding problem: Finding the most likely sequence of hidden 
states, in a given model λ = (A, B, ), that created a given sequence of 
observations. 
3. The learning problem: Estimating the model parameters λ = (A, B, ) so 
that they best fit a given training sequences of observations. 
More information about these problems is provided in (Rabiner and Juang, 1986, 
Rabiner, 1989). In addition, a detailed tutorial on the use of HMMs in Speech 
Recognition is provided in (Rabiner, 1989). 
HMMs have been used for recognizing Arabic handwritten words (Alma'adeed et 
al., 2004, Pechwitz and Maergner, 2003), off-line Arabic handwritten digits (Bazzi et al., 
1999, Mahmoud, 2008, Awaidaha and Mahmoud, 2009) and Arabic characters (Mahmoud, 
2008). In this research, the HMM classifier implemented on the HMMK Toolkit (HTK) 
for speech recognition (Young et al., 2001) was used.  
6.5.1.1 HMM Word Recognition Model Design  
In order to develop a word recognition system based on the HMMs, the following 
procedures must be completed: 
i. Choose the Number of states and observation 
ii. Choose the HMM topology 
iii. Select the training and the samples 
iv. Train the system using the training data 
v. Test the system using the testing data 
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In the training phase, the model is optimized by applying the Baum-Welch 
iterative algorithm to maximize the observation sequence probability )( OP of the 
chosen model ),,( BA  . The Baum-Welch algorithm is a variant of the Expectation 
Maximization (EM) algorithm. Here, all the model parameters are re-estimated in order 
to improve the model quality.  
In the learning problem, it is intended to maximize the probability of the training 
set (observations) given the model λ. So, the way the model parameters are optimised 
differs from one application to another based on the level of optimisation needed for 
that specific application. Generally, given any finite learning set, there is no optimal 
criterion for estimating the model parameters analytically (Rabiner, 1989). However, 
the model parameters can be adjusted such that the probability of the training 
observations is locally maximised for each class. 
The Baum-Welch algorithm is used to adjust the model parameters λ = (A, B,) 
to best fit the observed data. If we have a training dataset of L observation sequences V 
= V1 V2 … VL and known values for the numbers of hidden states (N) and possible 
observations (M), then we aim to maximize the term P(V | λ). 
The set of hidden states is S = {S1, S2, …, SN} with the sequence Q = q1 q2 … qt 
representing a sequence of hidden states up to time t. In addition, an observed sequence 
from the set of possible observations {O1, O2, …, OM} can be represented by  
O = o1 o2 … oT which is a sequence of T observations. 
According to (Rabiner, 1989), the following variable need to be defined: 
 

t (m)  P(o1o1...ot,qt  Sm |)      (6.17)  
which is the joint probability of the partial observation sequence up to time t and that 
the hidden state at time t is Sm given λ. 
 

t (m)  P(ot1ot1...oT |qt  Sm,)     (6.18) 
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which is the probability of the partial observation sequence from time t+1 till T 
given λ and that the hidden state at time t is Sm. 
 ),...|,(),( 211  Tntmtt oooSqSqPnm       (6.19) 
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which is the probability that the hidden state at time t is Sm and at time t+1 is Sn 
given the observation sequence and λ. 
 ),...|()( 11  Tmtt oooSqPm       (6.20) 
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which is the probability that the hidden state at time t is Sm given the observation 
sequence and λ. 
As explained in Gellert and Vintan (2006), the Baum-Welch algorithm and the 
iterative Expectation Maximization (EM) algorithm are identical (have the same 
solution) for the current problem. Hence, the adjustment process for the parameters λ = 
(A, B, π) is started as follows: 
1. Initialize the parameters λ = (A, B, π) randomly: amn is initialized to 1/N, 
bmp is initialized to 1/M, and m is initialized to 1/N. 
2. From equations (6.17) through (6.20), calculate the parameters αt(m), 
βt(m), ξt(m,n) and γt(m). 
Automated Recognition of words Using Machine Learning 
   96 
3. Calculate the new parameters of the model λ* = (A*, B*, π*) according to 
the values calculated in step 2 as follows: 




T
t
t
T
t
t
mn
m
nm
a
1
1*
)(
),(


       (6.21)
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)(1
* mm           (6.23) 
4. Calculate P(V | λ*). While the probability P(V | λ*) is increasing repeat 
steps 2 and 3. 
After the model parameters converge to some values, these parameters will 
describe a model that best fits the training observation sequences. 
In the testing phase, the modified Viterbi algorithm (Rabiner and Juang, 1986) is used 
for recognition. Given the HMM parameters as ),,(  BA , and the observation 
sequence O= {o1, o2,……………, oN)  fed into the HTK, the HTK models the 
observation (feature vector) with a mixture of Gaussians, and uses the Viterbi algorithm 
in the recognition phase which searches for the highest model probability of a word 
given the input feature vector )( OP  as 
)(maxarg OPQ  .        (6.24) 
6.6  Dynamic Bayesian Networks  
Dynamic Bayesian networks (DBNs) are widely used in speech recognition. 
However, little research has been directed towards OCR.  An extension to Bayesian  
networks, a DBN is a method to model the probability distributions over semi-infinite 
collections of random variables, Z1, Z2,…. (Murphy, 2002). Likforman-Sulem et al. 
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(Likforman-Sulem and Sigelle, 2008, Likforman-Sulem and Sigelle, 2007) presented a 
new approach for off-line printed character recognition based on DBNs. Their model 
consists of coupling two HMMs in various DBN architectures. The image rows and 
image columns of the coupled HMMs were used as the main observations. Their system 
has been evaluated using various DBN architectures and achieved a recognition rate of 
98.3% with the vertical HMM, and 93.7% with the horizontal HMM. However, when 
testing degraded letters the recognition rate went down as far as 93.8% with the vertical 
HMM and 88.1% with the horizontal HMM.  Before discussing DBNs the basic 
foundation of Bayesian networks (BN) is outlined below.   
BNs are directed probabilistic graphical models. The random variables are 
represented by nodes, and the conditional dependences among the variables are 
represented by the arcs between the nodes (Dielmann and Renals, 2007). BNs are 
graphical structures that represent the probabilistic relationships among large number of 
variables. Formally, a Bayesian network for a set of variables X = {X1, X2 , ... , Xn } is a 
pair B=(G,) (Castro and Von Zuben, 2009) . The first parameter, G, is the BN 
structure, i.e. a directed acyclic graph (DAG) whose nodes correspond to the variables 
XX i    and whose edges present their conditional dependencies. For example, if there 
is an edge from node X1 to node X2, then X1 is parent of X2. Hence, the value of X2 is 
conditionally dependent on the value of X1. The second parameter () indicates the set 
of parameters encoding the conditional probabilities of each node variable Xi given its 
parents Pa(Xi). These distributions are represented either by conditional probability 
tables (CPT) or by conditional probability distributions (CPDs). The CPT is represented 
when a node and it parents represent discrete variables.  In contrast, the CPDs are 
represented for Gaussian continuous variables (Likforman-Sulem and Sigelle, 2008) . A 
simple BN is shown in Figure 6.5 (Wang et al., 2005).  
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Figure ‎6.5  Bayesian networks. 
 
 
A key property of BNs is the factorization of the joint probability: 
))(((),...,,(
1
21 ii
N
i
N XPaXPXXXP

         (6.25) 
where )( iXPa  indicates the parent of )( iX . Little research has been conducted on static 
BNs for online character recognition and signature verifications (Xiao and Leedham, 
2002), (Sung-Jung and Kim, 2003). 
DBNs are an extension of static BNs to process time series (Likforman-Sulem and 
Sigelle, 2007).  A DBN is defined as a pair ),( 0 BB , where 0B is the prior network that 
defines the distribution over initial states, ])0[(XP , and B is the transition network.  
DBNs are directed graphical models. In general, B  is a two slice temporal BN that 
defines ])1[])[( tXtXP . In terms of DAG, B   is defined as  
]))[(][(])1[])[(
1
tXpatXPtXtXP ii
N
i
       (6.26) 
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Like some other classifiers, the DBNs provide general training and decoding algorithms 
based on the expectation maximization (EM) algorithm (Likforman-Sulem and Sigelle, 
2008, Likforman-Sulem and Sigelle, 2007).  
A local BN is instantiated for each time slice in a DBN, and by adding the 
interconnections between the local networks the complete network is formed. The 
relations between the different random variables within a time frame are described by 
each local BN. Using additional arcs between nodes in different time frames, the 
temporal dynamics are represented. Hence, a ”DBN is a set of static BNs interconnected 
by some additional causal links across slices, which explicitly represent the time flow” 
(Dielmann and Renals, 2007).  
The DBN models have been considered to have two observation streams. The indices 
i=1, 2 represent the two streams. The variables Xi and Yi represent the respective hidden 
state and the observation attributes in each stream .(Likforman-Sulem and Sigelle, 
2008).  The processes modeled by DBNs have been assumed to be first order 
Markovian and stationary. This means that the model parameters are independent of t 
and the parents of any variable 1tX  or 
1
tY  belongs to the time slices t or t-1 only.  Figure 
6.6 shows an example of an unrolled DBN for an observation sequence for an image 
whose width is 3 pixels.   
.   
 
Figure ‎6.6  DBN with length equal 3. 
 
In figure 6.6, the initial network is repeated 3 times. CPTs and CPDs are the main 
parameters for this model. The initial state distribution encoding )( 11XP is the three 
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CPTs. The conditional state distribution )( 12 tt XXP , the state transition distribution 
)( 2 1
2
tt XXP and the two CPDs are the Gaussian pdfs 2,1),( iXYP
i
t
i
t . 
Given a word image and its size denoted by [r, c] respectively, the unrolled DBN for 
such an image will be repeated c times which is 270 in this research.  
In general, the DBNs and the graphical models have several advantages over HMMs 
in terms of increasing the flexibility in the state-space factorisation and structuring 
In this research, the application of DBNs to handwritten Arabic word recognition is 
investigated. To the best of my knowledge, this is the first time that a DBN has been 
created to carry out this type of recognition. The coupled HMMs architectures is 
represented as a single DBN (Likforman-Sulem and Sigelle, 2008).  
6.6.1 The coupled architectures 
Several coupled HMMs architectures can be constructed by adding directed edges 
between the two streams within the same time slice (Likforman-Sulem and Sigelle, 2008). 
In order to enhance the influence of the vertical stream, the edges are directed from the 
vertical stream to the horizontal one. Experimentally, it has been found that the vertical 
HMM is more reliable than the horizontal one (Likforman-Sulem and Sigelle, 2008). Due to 
the fact that both streams are synchronized at each time slice, it is required that both 
observation sequences in the proposed coupled HMMs architectures have the same length. 
Therefore, all the normalized word images are resized to be 27045 .  
In the coupled models, there are two states: vertical and horizontal states. The 
vertical states correspond to the column observations, while the horizontal states 
correspond to the row observations. Like the classic left right HMMs, a transition to the 
vertical state 1tX  depends only on the preceding state value
1
1tX . However, a transition 
to the horizontal state 2tX  depends on both the preceding state value
2
1tX  and the 
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current vertical state value 1tX . The observation dependences are expressed by the 
dependences between the horizontal and vertical states.  
Figure 6.7 shows three main coupled architectures; the state coupled model ST_CPL, 
the general coupled model GNL_CPL, and the auto regressive coupled model AR_CPL.  
These models were suggested by Likforman-Sulem and Sigelle (Likforman-Sulem and 
Sigelle, 2008). The ST_CPL model is obtained by adding the directed edges between 
the hidden state nodes of both vertical and horizontal HMMs as shown in Figure 6.7a. 
The GNL_CPL model is obtained by adding an edge from hidden states in the 
horizontal stream 2tX to the observation variables in the vertical stream
1
tY  as shown in 
Figure 6.7b. The AR_CPL model is obtained by coupling both vertical and horizontal 
streams as shown in Figure 6.7c.  More details about these three models can be found in 
(Likforman-Sulem and Sigelle, 2008).   
In this research, the AR_CPL model was chosen to be used since it is superior to 
other coupled models, having achieved the highest recognition rate (Likforman-Sulem 
and Sigelle, 2008).  
There are three main drawbacks for the DBNs used in this research: 
1) Long training time required for some applications is one of the 
main drawbacks of DBN.  
2) The DBN is not suitable for an imbalanced data such as the 
IFN/ENIT database. To overcome this drawback, a random reading for the 
images in each folder is done.  
3) The entire images have to be equal in size.  
 
Automated Recognition of words Using Machine Learning 
  102 
 
Figure ‎6.7  Coupled architectures representing a single DBN. 
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6.7 Word recognition experiments 
6.7.1 Database 
As stated in section 2.2, any recognition system ideally needs a large database to 
train and test the system. Real data from banks or the post code are confidential and 
inaccessible for non commercial research. Generally prior work conducted in Arabic 
handwritten words, has used the researchers‟ own small databases or presented results 
on databases which were unavailable to the public. Consequently, there was no 
benchmark to compare results obtained by researches. The work on Arabic script 
recognition started more than three decades ago but there was no standard database till 
2002 when the IFN/ENIT database (www.ifnenit.com) became available free for non 
commercial research (Pechwitz et al., 2002). This database is very important as it has 
been used as a standard test database (Pechwitz et al., 2002). 
The lexicon of the IFN/ENIT database is Tunisian town/villages names.  In total 
more than 1000 different people were selected as writers to add their names. Also each 
writer was asked to fill one or more than one form with handwritten pre-selected names 
of Tunisian town/villages with the corresponding postcode. An example of a completed 
form is shown in Figure 6.8.  
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Figure ‎6.8  An example of IFN/ENIT filled form (www.ifnenit.com). 
 
All the forms were scanned at 300dpi and converted to binary images. Town names 
and numbers extracted automatically, and both information of the baseline and the 
ground truth (GT) were added automatically. Both baseline and GT information were 
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verified manually. Thus a binary image of each town name is provided together with 
additional GT information (El Abed and Margner, 2008). The images are divided into 
five distinct sets (a, b, c, d, and e) so that researches can use some of them for training 
and some for testing. 
In order to evaluate the performance of our recognition system, several experiments 
were conducted on the IFN/ENIT database. In these experiments, cross validation was 
used to verify the performance of our classifier. Each time 80% of the samples in the 
database (sets a, b, c, and d) were used for training and the remaining 20% (set e) for 
testing.  
It is worth mentioned that a word was correctly recognized if the recognizer output 
was similar to the post code given by the GT. Therefore, the recognition rates are 
reported at word level.   
6.7.2 K-NN Experiments 
The k-NN classifier was used with each word image in the database normalized 
in size to 45*269 since this is the largest size in the database. When using the 
overlapping blocks, the block size was fixed at 12, and several experiments were carried 
out varying the size of the overlap with results summarized in Table 6.1. As can be 
seen, increasing size of overlap slowly degrades the recognition rate; this is due to the 
variation of writing and the spacing between sub-words. 
Table 6.1 Recognition results with size variation using overlapped blocks. 
Size of overlap Recognition rate % 
2 78.67 
3 75.9600 
4 72.1415 
5 71.0650 
6 66.4388 
7 65.1703 
8 65.9236 
 
Several experiments have been conducted by varying the value of k parameter (k 
= nearest neighbours) using the OB features, and the value of k parameter has been 
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empirically chosen to be 5. Table 6.2 summarizes the experimental results for the KNN 
algorithm with different k values. 
Table 6.2  Recognition results with size variation using overlapped blocks. 
K value KNN Recognition rate % 
2 70.43 
3 74.96 
5 76.04 
10 75.34 
 
To test the effectiveness of different features, five groups of features were 
mapped separately into the k-NN classifier, and the results are reported in Table 6.3. Six 
experiments were carried out based on 80% cross validation for the K-NN and the 
average recognition rate was recorded. The best recognition rate found was 78.67% 
using the DCT features. On the other hand, both the blocked DCT and the DWT gave 
low recognition rates of 61.45% and 50.83%. These low rates are due to the variation of 
writing styles of different writers.  Due to these low recognition rates, these two features 
were eliminated from further evaluation.   
Table ‎6.3 K-NN Recognition results using different features. 
Feature 
Method 
Recognition rate % 
OB 76.04 
DCT 78.67 
b-DCT 61.45 
MOM 72.14 
DWT 50.83 
 
 
6.7.3 NN Experiments 
In the NN experiments, the features were mapped into the input layer of the NN. 
The number of the neurons in the hidden layer was varied from 6 – 30. The output layer 
had 10 outputs. To test the effectiveness of different features, three groups of features 
(OB, DCT, and MOM) were mapped separately into the NN classifier, and the results 
are reported in Table 6.4. Six experiments were carried out based on 80% cross 
validation for each MLP configuration and the average recognition rate was recorded. 
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The best recognition rate found was 80.75% which was obtained using the DCT 
features.  
 
Table ‎6.4 NN Recognition results. 
Feature 
Method 
Recognition rate % 
OB 77.75 
DCT 80.75 
MOM 75.75 
 
6.7.4 HMM Experiments 
In off-line recognition systems based on HMMs, the main concept is to transform the 
word image into a sequence of observations. In speech recognition, several researchers 
computed the feature vector as a function of independent variable from the speech 
signal with respect to time by dividing it into frames to simulate the HMMs using 
sliding windows/frames (Khorsheed, 2006, Khorsheed, 2007, Husni et al., 2008, 
Mahmoud, 2008, Bazzi et al., 1999). This technique was used in off-line text 
recognition where the feature vector was computed as a function of the horizontal 
position along the text line as the independent variable.  In this HMM research, different 
techniques have been used to extract the features of the Arabic word as a whole rather 
than a sliding window, which computes the features based on the DCT coefficients or 
the mean values of the overlapping blocks of the whole Arabic word.    
In this research a left to right HMM was used for the Arabic handwritten word. Each 
word is represented by 120 feature vector, and each word requires a number of 
observations for training and testing the HMM. In quantizing the data, experiments were 
conducted using four codebook size parameter values: 8, 16, 32, and 64. Table 6.5 
summarizes the result for the different codebook size values. This suggests that an 
increase in codebook size yields to a better recognition rate, but it increases the training 
and testing times. Several numbers of states were tested and the best performance was 
found using 25 states to represent the word.  
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Table ‎6.5 HMM Recognition using with different codebook size values. 
Code 
book size 
Recognition rate % 
Using DCT features 
Recognition rate % 
Using OB features 
8 79.82 75.54 
16 80.05 76.83 
32 80.92 78.63 
64 81.51 79.52 
 
Different number of states could be assigned to different words, but in fact the 
same number of states was chosen for all words. It has been noted that the recognition 
rate improves as the number of states increases till the HTK reaches the maximum 
possible state for specific feature set. This makes the training data independent of the 
testing data, and hence avoids over fitting the classifier to test the data.  To test the 
effectiveness of different features, two groups of features were mapped separately into 
the HMM classifier, and the results are reported in Table 6.6. Several experiments were 
carried out based on 80% cross validation using the HMM and the average recognition 
rate was recorded. The best recognition rate was found to be 81.51% using the DCT 
features.  
Table ‎6.6  HMM Recognition rate using with different number of states. 
Number of 
states 
Recognition rate % 
Using DCT features 
Recognition rate % 
Using OB features 
10 72.73 69.65 
15 75.64 72.47 
20 78.82  77.39 
25 81.51  79.52 
 
6.7.5 DBN Experiments 
The DBN experiments have been conducted using the BayesNet Toolbox for 
Matlab (Murphy, 2002), which provides the source code to perform several 
operations on BNs and DBNs. The system learns the DBN parameters by using the 
EM algorithm. The training set was created by randomly extracting five samples of 
data per class from the IFN/ENIT database. The set e is used for testing.   
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The five features presented in Chapter 5 did not work properly with the DBN. 
This is due to the fact that these features were extracted from the whole word, and 
the DBN working is based on a time slice. To overcome this, a sliding window 
technique was used to extract the features to be used in the DBN.  
To test the effectiveness of the DBN, the pixel features extracted using the 
sliding window were mapped into the DBN. However, the DBN requires a balanced 
database for training and testing which is not a property of the IFN/ENIT database. 
To overcome this problem, the training and testing samples from the IFN/ENIT were 
chosen randomly. The training and testing experiments were repeated five times and 
each time the training and testing samples were selected randomly. Table 6.7 
summarizes the DBN recognition results. 
Table ‎6.7 DBN Recognition using AR_CPL Model. 
Exp. Recognition rate (%) 
1 65.46 
2 67.86 
3 65.32 
4 66.27 
5 67.86 
Average 66.56 
 
 
6.8  Performance Evaluation and Comparisons 
Five groups of feature were mapped into the k-NN classifier and the KNN results 
were compared with six other systems tested on the same data set and conditions in the 
ICDAR 2005 Arabic handwriting competition (Margner et al., 2005). Figure 6.9 
summarizes this comparison. 
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Figure ‎6.9  KNN results and ICDAR 2005 compared 
 
Three groups of feature were mapped into the NN classifier and the NN results 
are compared with six other systems tested in the same data set and conditions in the 
ICDAR 2005 Arabic handwriting competition. Figure 6.10 summarizes this 
comparison.   
 
Figure ‎6.10  NN results and ICDAR 2005 compared. 
 
Two groups of feature were mapped into the HMM classifier, the HMM results 
are compared with six other systems tested in the same data set and conditions in the 
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ICDAR 2005 Arabic handwriting competition. Figure 6.11 summarizes this 
comparison.     
 
 
Figure ‎6.11  HMM results and ICDAR 2005 compared. 
 
A new group of features using pixel density was mapped into the AR_CPL DBN 
classifier model. The DBN results are compared with six other systems tested with the 
same data set and conditions in the ICDAR 2005 Arabic handwriting competition. 
Figure 6.12 summarizes this comparison.    
 
Figure  6.12  Results from DBN and ICDAR 2005 systems compared. 
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A comparison has been made between the performances of four classifiers on 
handwritten Arabic word recognition.  An interesting observation from this is that while 
the performances of the most powerful classifiers on handwritten Arabic word 
recognition are close, the weaker classifiers show very good performance compared 
with other systems tested on the same data set and conditions in ICDAR 2005 Arabic 
handwriting competition.  
In the various systems that classify the unlabeled handwritten Arabic word using 
different features and classifiers, the results show that the HMM performs best. Figure 
6.12 shows a summary of the recognition results using different classifiers.  
 
 
Figure ‎6.13  Comparative summary of the rrecognition results. 
 
The results obtained in this research are compared with other systems tested on 
the same data set and conditions in the ICDAR 2005 Arabic handwriting competition. 
Table 6.8 summarizes this comparison. It has been noted from Table 6.8 that our 
algorithm performs better in classifying the word image using the DCT features, and 
there is an improvement of about 7%. 
Finally, there were misclassification errors for some samples. These errors occur 
for several reasons such as the samples being written by different writers using different 
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styles. These errors may allow a word to have more than one model.  In addition, some 
samples are similar in shape, and misclassification error may occur due to insufficient 
discrimination capability with the features and classifiers used. 
Table ‎6.8 Performances of ICDAR 2005 systems compared with the present system. 
System ID Recognition rate (%) 
1 65.74 
2 35.70 
3 29.62 
4 75.93 
5 15.36 
6 74.69 
Prop. Algorithm 81.51 
 
6.1 Chapter Summary 
Handwriting recognition is a difficult task especially for free writing styles due 
to the large variations in handwriting and due to overlapping of neighbouring letters. 
The performance of any recognition system depends heavily on the nature of the data to 
which it is applied. Arabic writing is cursive by nature which leads to some ambiguity. 
In this chapter, the performances of several classifiers used to recognize handwritten 
Arabic word including k-NN, ANN, HMM, and DBN were investigated.   
For the k-NN classifier, it was found that extracting features using the 2D DCT 
is effective and high recognition rates have provided promising results. The proposed 
approach outperforms several existing methods. In addition, this system can be applied 
to other patterns recognition problems with slight adaptation.  
This chapter describes an MLP network, which provides good accuracy when 
applied to a large handwritten word database. The MLP back propagation network is 
overall superior in memory usage and classification time but has the longest training 
time. It has been found that DCT features are effective in the neural classifier, and good 
recognition rates have been achieved. 
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The efficiency of the HMM classifiers for Arabic handwritten word recognition 
has been verified by the work described in this chapter. The evaluation was done using 
k-NN, NN, and HMM classifier with similar feature sets. Therefore, the results obtained 
in this chapter were influenced mainly by the classifiers‟ performances.  
This chapter demonstrates that the HMM classifier gives the best result among 
all the classifiers. This is due to the HMMs needing no segmentation for recognizing the 
Arabic word, and due the HMMs tolerance of writing variation and to its noise 
resistance.  
The findings in this chapter also show that an increase in the hand written Arabic 
word recognition rate has been achieved with the use of more discriminative input 
features such as the DCT, the absolute mean for each block in overlapping blocks, and 
the pixel density features using the sliding window approach. 
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CHAPTER SEVEN 
7 CONCLUSIONS AND SUGGESTIONS FOR FURTHER 
WORK 
7.1 Conclusions 
The main achievement of the research presented in this thesis is related to the 
design of a system to provide handwritten Arabic word recognition. The recognition 
system has been trained and tested using the IFN/ENIT database. It is believed that this 
work is important because it is the first time a word recognition system design has been 
based on DCT features. Large-scale investigations of the associations between these 
different features and their performances have been carried out and verified using 
different recognition engines. Also, for the first time, a study has fitted handwritten 
Arabic word recognition into a time-series model using dynamic Bayesian networks 
(DBNs). 
There has been much work published on printed and handwritten English characters 
and words, however this research has focused on recognizing handwritten Arabic 
words. In particular, off-line recognition of the handwritten Arabic words is the main 
domain of this thesis. The scope of the research is important for Arabic speaking, and 
non Arabic speaking languages including Kurd, Farsi, Jawi, Persian, and Urdu. These 
groups use Arabic characters in their writing, but their pronunciations differs from those 
of Arabic speakers. There are several applications that can benefit from automatic 
recognition systems for handwritten Arabic words such as: reading bank cheques, mail 
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sorting, automatic processing of application forms, automatic processing of purchase 
orders, and automatic processing of insurance claims.  
Offline recognition of handwritten Arabic characters and words is a challenging task 
due to Arabic cursiveness which represents the main challenge in word recognition.  
Any failure of segmenting the words into its characters in previous research was found 
to lead to poor performance. The research objective of this thesis is to overcome this 
failure and the research in this thesis uses a segmentation free technique, which 
implements the word model scheme by processing the whole word as a single unit.  
The thesis has proposed a complete novel system for recognizing off-line 
handwritten Arabic word. The system has been implemented and tested on the 
IFN/ENIT database which is a well known large database. In order to achieve the best 
performance, various features have been extracted from the handwritten word images 
and fed into associated classifiers.  
The main elements of this thesis are presented in chapters 4, 5, and 6. Since Arabic 
handwriting recognition depends on accurate pre-processing and segmentation, an 
efficient pre-processing method for Arabic text is presented in chapter 4. This method 
includes a robust method for baseline estimation and a statistical analysis for 
determining an optimal threshold for word segmentation. The baseline estimation is 
useful in extracting the structural features such as descenders and ascenders as 
illustrated in Figure 7.1.  
 
Figure ‎7.1  Examples of different descenders and ascenders 
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However, segmenting a word into its characters is difficult due to the variations in 
writing by different writers as illustrated in Figure 7.2. Therefore, the segmentation free 
approach was chosen in this research.  
 
Figure ‎7.2 Examples of different writing styles showing difficult segmentation 
 
 
Chapter 4 presents a component-based method to segment the Arabic lines into 
words by applying a vertical histogram technique with a distance normalization method. 
In order to reduce segmentation errors, knowledge of the Arabic language is used.  
 In chapter 5, new methods for extracting features from handwritten words have 
been proposed to improve the performance of the recognition system. Six feature 
extraction methods have been proposed. The experimental evaluation of these features 
using different recognition engines is reported in chapter 6. 
 Chapter 6 describes four classifiers optimized to recognize the Arabic 
handwritten word. The classifiers are k-NN, ANN, HMMs, and DBNs and this research 
demonstrates that the k-NN and the NN classifiers provide low error rates on a large 
Arabic handwritten words database. Considering the k-NN classifier first, it requires 
large amount of memory and is slow in classification. However, the simplicity of the k-
NN algorithm and its fast training characteristics makes it an attractive candidate for 
recognition and classification tasks. In order to recognize an unknown word, the K-NN 
depends on comparing the testing word features with the training word features. By 
contrast with K-NN, the NN with its BP network is superior in memory usage and 
classification. However, the BP network has a longer training time. The NN classifier 
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does not depend on features comparisons, but it uses machine learning techniques to 
classify the unknown word correctly.  
The differences in performance of both NN and HMM is due to the distinct 
model techniques used by these classifiers.  The NN classifier trains all classes and 
searches an optimum solution for separating them; however, the HMM trains the 
individual word models class by class, without sharing information among classes.  
The result obtained in this research show that the best performances are always 
reached by the HMMs. This shows the superiority of the HMMs   over all various 
classifiers used. 
7.2 Suggestions for Future Work 
The main objectives of this research, the recognition of Arabic handwritten 
words with promising accuracy, have been achieved. However, there is still some 
related work which could be continued. Suggestions for future work include the 
following:  
 Implement the features presented in chapter 5 for other languages 
such as English and Chinese.  
 Implement the features studied for other classifiers such as support 
vector machines (SVMs). These are mainly used for binary 
classifications and are capable of generating fast classifier functions 
following a training period. There are several techniques for adapting 
SVMs to multi-class classification problems with three or more 
classes.  SVM light is a multi-class classifier which is available at    
http://svmlight.joachims.org/svm_multiclass.html.  
 Implement the features studied to recognize Arabic text in videos. 
Arabic text first needs to be located and then extracted from original 
video frames. Then the text needs to be separated from background. 
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Finally, binary text images must be produced. Segmentation of the 
text is an optional step. A system for recognizing text in videos is 
summarized in Figure 7.3.   
Video
Text Region extraction and text 
Line Localization
Text Segmentation (Optional) and 
Feature Extraction 
Text Recognition
Output 
 
Figure ‎7.3 A system of recognizing a text in video. 
 
 Due to size variations of words, structure features could be extracted 
from the word images instead of using the various features presented 
in chapter 5, which are then used for training and recognition. This 
might yield a higher recognition rate.    
 Besides using the discrete cosine transform and the Fast Fourier 
transform, other methods, such as Gabor filters and the Walsh 
transform, might be addressed to extracted features from word 
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images. Gabor filters are good candidates for edge detection in image 
processing. The Walsh transform is an example of generalized class 
of Fourier transform. It is also known as the Hadamard transform. 
 Instead of using a single classifier, multiple classifiers can be used to 
improve the recognition rate. Figure 7.4 summarizes the use of 
multiple classifiers.  
Word 
Image
Pre-processing
Feature 
Extraction
Classifier 1
Classifier N
Combiner
..
..
..
..
Final Decision 
 
Figure ‎7.4 General diagram for multiple classifiers. 
 
 Due to the long training time, DBNs are not good candidates for 
recognizing whole handwritten words. It is highly recommended to 
implement the DBNs on isolated Arabic characters or Arabic digits 
due to their smaller sizes and widths.  
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