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F -ISOCRYSTAL AND SYNTOMIC REGULATORS VIA HYPERGEOMETRIC FUNCTIONS
MASANORI ASAKURA AND KAZUAKIMIYATANI
ABSTRACT. We give an explicit description of a syntomic regulator of a certain class of
fibrations which we call hypergeometric fibrations. The description involves hypergeo-
metric functions.
1. INTRODUCTION
In a preprint [A], the first author discussed Beilinson’s regulators of a hypergeometric
fibration f : Y →P1 given by an equation
f −1(λ) : yN = xa(1−x)N−b (1−λx)b , 0< a,b <N .
f is smooth over P1 \ {0,1,∞}, and the genus of the general fiber is N + 1− gcd(N ,a)−
gcd(N ,b). It is endowed with multiplication by the group µN of N-th roots of 1 by [ζ] ·
(x, y,λ) = (x,ζ−1y,λ). The cohomology group H1
B
( f −1(λ),Q(ζN )) decomposes into the
product of 2-dimensional eigenspaces. In [A], we construct an element ξ in Quillen’s K2
of X := f −1(P1 \ {0,1,∞}) (this is explicitly given as a K2-symbol in case (a,b) = (1,1), but
otherwise we have only the existence), and give an explicit description of the Beilinson
regulator reg(ξ) in terms of the generalized hypergeometric functions 3F2 or 4F3. In case
of (N ,a,b) = (2,1,1), f is the Legendre family of elliptic curves, and then one can expect
the Beilinson conjecture on non-critical values of L-functions and regulator. In loc.cit. we
also give a numerical verification on the conjecture for our reg(ξ).
The purpose of this paper is to give a p-adic counter part of [A]. We consider the hyper-
geometric fibration given by an equation
yN = x(1−x)N−1(1−λx)
which is defined over theWitt ringW =W (Fp). There is an element ξ ∈K2(X ) constructed
in [A]. The main theorem is to give an explicit description of regsyn(ξ) in terms of hyper-
geometric function 2F1, where regsyn is the syntomic regulator map
regsyn :K2(Xα)−→H2syn(Xα,Qp (2))∼=H1dR(Xα/W )⊗Q, Xα := f −1(α)
to the syntomic cohomology of Fontaine-Messing ([Ka2]) or the rigid syntomic cohomol-
ogy of Besser ([Be1]). See Theorem 3.1 for the precise statement. Besser showed that the
syntomic regulator on K2 of curves are the Coleman integral ([Be2] Theorem 3). Thus
our main theorem allows us to obtain a description of the Coleman integral in terms of
hypergeometric functions (Theorem 9.2)
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Toprove themain theorem,wemake use of the theory of F-isocrystalswhich are, simply
saying, integrable connections with Frobenius action. The strategy is as follows. To an
element ξ ∈K2(X ), we associate an extension
0−→H1(X /S)(2)−→Mξ(X /S)−→OS −→ 0
of filtered F -isocrystals on S := P1 \ {0,1,∞} (§2). Then its extension data gives the syn-
tomic regulator (§6). To compute the extension data, we take two steps. First we derive
“differential equations” of regsyn(ξ) from the commutativity of the Frobenius and con-
nection (§7). To do this we need to compute the matrix of the Frobenius on H1(X /S)
completely, not only the eigenvalues but also non-diagonal entries. This is done in §5.
The second step is to determine the “constant terms”. To do this we compute the syn-
tomic regulator on K2 of the degenerating curve f −1(0), which is essentially the regulator
on H1M (SpecW ,Qp(2)) and hence the p-adic dilogarithmic function ln
(p)
2 (z) appears (§8).
Notation. For a integral domain V and a V -algebra R (resp. V -scheme X ), we denote by
RK (resp. XK ) the tensoring R⊗V K (resp. X ×V K ) with the fractional field K .
Suppose that V is a complete valuation ring V endowed with a non-archimedian val-
uation | · |. For a V -algebra B of finite type, we denote by B† the weak completion of B .
Namely if B = V [T1, · · · ,Tn]/I , then B† = V [T1, · · · ,Tn]†/I where V [T1, · · · ,Tn]† is the ring
of power series
∑
aαT
α such that for some r > 1, |aα|r |α|→ 0 as |α|→∞. We simply write
B†
K
= K ⊗V B†. Let X be a V -scheme of finite type. Let XK := X ×Spec(V ) Spec(K ) and let
(XK )an denote the rigid analytic space associated to XK . Moreover, we let X̂ be the formal
V -scheme obtained as the completion of X , and let X̂K denote its generic fiber, which is
a rigid analytic space. Note that we have a canonical inclusion X̂K ,→ (XK )an and that it
is the identity if X is proper. If Y is a sub-k-scheme of Xk , then the tube of Y in X̂K is
denoted by ]Y [X̂ or simply by ]Y [ if no confusion will occur. The natural inclusion is de-
noted by jY : ]Y [,→ X̂K . IfW is a strict neighborhood of ]Y [ in X̂K , then we also denote by
jW : W ,→ X̂K the inclusion.
2. MILNOR’S K -THEORY AND EXTENSIONS OF FILTERED F -ISOCRYSTALS
Throughout this section we work over a complete discrete valuation ring V such that
the residue field k is a perfect field of characteristic p > 0. We suppose that V has a p-
th Frobenius σ, namely an endomorphism on V such that σ(x) ≡ xp mod pV . Let K =
Frac(V ) be the fractional field. The extension of σ to K is also denoted by σ.
2.1. The category Fil-F -MIC(S). Let S = Spec(B) be an affine smooth variety on V . We
define the category Fil-F -MIC(S) as follows. Let σB : B† → B† be a p-th Frobenius com-
patible with σ on V . The induced endomorphism σB ⊗ZQ : B†K → B
†
K
is also denoted by
σB . An object of Fil-F -MIC(S,σB ) is a datum H = (HdR,Hrig,c,Φ,∇,Fil•), where
• HdR is a coherent BK -module,
• Hrig is a coherent B†K -module,
• c : HdR⊗BK B†K
∼=−→Hrig is a B†K -linear isomorphism,
• Φ : σ∗
B
Hrig
∼=−→Hrig is an isomorphism of B†K -algebra,
• ∇ : HdR→Ω1BK ⊗HdR is an integrable connection and
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• Fil• is a finite descending filtration on HdR of locally free BK -module (i.e. each
graded piece is locally free),
that satisfies∇(Fili )⊂Ω1BK ⊗Fil
i−1 and the compatibility ofΦ and∇ in the following sense.
Note first that ∇ induces an integrable connection ∇rig : Hrig → Ω1
B†
K
⊗Hrig, where Ω1
B†
K
denotes the sheaf of continuous differentials. In fact, firstly regard HdR as a coherent
OSK -module. Then, by (rigid) analytification, we get an integrable connection ∇an on a
coherent O(SK )an-module (HdR)
an. Let j : ]Sk [,→ (SK )an denote the inclusion and apply j †
to ∇an to obtain an integrable connection on Γ
(
(SK )an, j †
(
(HdR)an
))
= HdR⊗BK B†K . This
gives an integrable connection∇rig onHrig via the isomorphism c. Then the compatibility
ofΦ and ∇means thatΦ is horizontal with respect to ∇rig, namelyΦ∇rig =∇rigΦ.
A morphism H ′ → H in Fil-F -MIC(S,σB ) is a pair of homomorphisms (hdR : H ′dR →
HdR,hrig : H
′
rig → Hrig), such that hrig is compatible with Φ’s, hdR is compatible with ∇’s
and Fil•’s, andmoreover they agree under the isomorphism c.
Let σ′
B
be another p-th Frobenius on B . Then, as is well-known, there is the natural
equivalence Fil-F -MIC(S,σB ) ∼= Fil-F -MIC(S,σ′B ) of categories. By virtue of this fact, we
often drop “σB” in the notation.
Let n be an integer. The Tate object in Fil-F -MIC(S), which we denote by BK (n) or
OSK (n), is defined to be (BK ,B
†
K
,c,p−nσB ,0,Fil•), where c is the natural isomorphism and
where Fil• is defined by Fil−nBK = BK and Fil−n+1BK = 0. We often abbreviate BK = BK (0)
andOSK =OSK (0). For an object H of Fil-F -MIC(S), we write H( j ) :=H ⊗BK ( j ).
A sequence
H1 −→H2 −→H3
in Fil-F -MIC(S) is called exact if and only if
FiliH1,dR −→ FiliH2,dR −→ FiliH3,dR
are exact for all i . Then the category Fil-F -MIC(S) forms an exact category which has
kernel and cokernel objects for any morphisms. It also forms a tensor category in the
usual manner with an unit object BK (0). Thus the Yoneda extension groups
Ext•(H ,H ′)= Ext•Fil-F -MIC(S)(H ,H ′)
in Fil-F -MIC(S) are defined in the canonical way (or one can further define the derived
category of Fil-F -MIC(S), [BBDG], 1.1). An element of Ext j (H ,H ′) is represented by an
exact sequence
0−→H ′ −→M1 −→ ··· −→M j −→H −→ 0,
subject to the equivalence relation generated by commutative diagrams
0 // H ′ // M1

// · · · // M j

// H // 0
0 // H ′ // N1 // · · · // N j // H // 0.
Note that Ext•(H ,H ′) is uniquely divisible (i.e.Q-module) as themultiplicationbym ∈Z>0
on H or H ′ is bijective.
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Let S ′ = Spec(B ′) be another affine smooth variety, and u : S ′ → S a morphism of V -
schemes. Then, u induces a pull-back functor
u∗ : Fil-F -MIC(S)→ Fil-F -MIC(S ′)
in a functorial way. In fact, if H = (HdR,Hrig,c,Φ,∇,Fil•) is an object of Fil-F -MIC(S),
then we define u∗H = (HdR⊗BK B ′K ,Hrig⊗B†
K
B ′†
K
,c ⊗
B†
K
B ′†
K
,Φ′,∇′,Fil′•), where ∇′ and Fil′•
are natural pull-backs of ∇ and Fil• respectively. Φ′ is the Frobenius structure obtained
as follows; regard (Hrig,∇rig,Φ) as an overconvergent F -isocrystal on S via the equiva-
lence F -MIC(B†
K
)≃ F -Isoc†(Bk) [LS, Theorem 8.3.10]. Then, its pull-back along uk : S ′k →
Sk is an overconvergent F -isocrystal on S
′
k
, which is again identified with an object of
F -MIC(B ′†
K
); it is of the form (H ′rig,∇′rig,Φ′), whoseΦ′ is the desired Frobenius structure.
Remark 2.1. Bannai constructed the category of syntomic coefficients [Ban, 1.8]. The
reader will find that our Fil-F -MIC(S) is adhoc and less polish than his, while it is enough
in the discussion in below.
2.2. p-adic Polylog functions. For an integer r , we denote the p-adic polylog function by
(2.1) ln(p)r (z) :=
∑
n≥1,p 6 |n
zn
nr
= lim
s→∞
1
1− zp s
∑
1≤n<p s ,p 6 |n
zn
nr
∈Zp
〈
z,
1
1− z
〉
whereZp〈z, (1−z)−1〉denotes the p-adic completion of the ringZp[z, (1−z)−1]. As is easily
seen, one has
ln(p)r (z)= (−1)r+1 ln(p)r (z−1), z
d
dz
ln(p)r+1(z)= ln
(p)
r (z).
If r ≤ 0, this is a rational function. Indeed
ln(p)0 (z)=
1
1− z −
1
1− zp , ln
(p)
−r (z)=
(
z
d
dz
)r
ln(p)0 (z).
If r ≥ 1, it is no longer a rational function but an overconvergent function.
Proposition 2.2. Let r ≥ 1. Put x := (1− z)−1. Then ln(p)r (z) ∈ (x−x2)Zp [x]†.
Proof. Since ln(p)r (z) hasZp-coefficients, it is enough to check ln
(p)
r (z) ∈ (x−x2)Qp [x]†. We
first note
(2.2) (x2−x) d
dx
ln(p)
k+1(z)= ln
(p)
k
(z).
The last term of (2.1) is written as
lim
s→∞
1
xp
s − (x−1)p s
∑
1≤n<p s ,p 6 |n
xp
s
(1−x−1)n
nr
.
This shows that ln(p)r (z) is divided by x−x2. Let w(x) ∈Zp [x] be defined by
1− zp
(1− z)p = x
p − (x−1)p = 1−pw(x).
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Then
ln(p)1 (z)= p−1 log
(
1− zp
(1− z)p
)
=−p−1
∞∑
n=1
pnw(x)n
n
∈Zp [x]†.
This shows ln(p)1 (z) ∈ (x−x2)Qp [x]†, as required in case r = 1. Let
−(x−x2)−1ln(p)1 (z)= a0+a1x+a2x2+·· ·+anxn +·· · ∈Zp [x]†.
By (2.2) one has
ln(p)2 (z)= c+x+
a1
2
x2+·· ·+ an
n+1x
n+1−·· · ∈Qp [x]†
and hence ln(p)2 (z) ∈ (x− x2)Qp [x]†, as required in case r = 2. Continuing the same argu-
ment, we obtain ln(p)r (z) ∈ (x−x2)Qp [x]† for every r . 
Remark 2.3. The proof shows that ln(p)r (z) converges on an open disk |x| < |1−ζp |.
2.3. Polylog objects in Fil-F -MIC.
Definition 2.4. Let B = V [T, (1−T )−1] and σB a p-th Frobenius such that σB (T ) = T p .
We define the log object Log(1−T ) in Fil-F -MIC(S) as follows.
• Log(1−T )dR is a free BK -module of rank two; Log(1−T )dR =BK e−2⊕BK e0.
• Log(1−T )rig :=Log(1−T )dR⊗BK B†K =B
†
K
e−2⊕B†K e0.
• c is the natural isomorphism.
• Φ is the B†
K
-linear morphism defined by
Φ(e−2)= p−1e−2, Φ(e0)= ln(p)1 (T )e−2+e0.
• ∇ is the connection defined by∇(e−2)= 0 and ∇(e0)= dTT−1e−2.
• Fil• is defined by
Fili Log(1−T )dR =

Log(1−T )dR if i ≤−1,
BK e0 if i = 0,
0 if i > 0.
Note that ln(p)1 (T ) belongs to B
† by Proposition 2.2. It is straightforward to check that
these data define an object of Fil-F -MIC(S). It would be convenient here to remark thatwe
have a situation where we need to regard Log(1−T )dR not only as usual connections on
A1K \ {1} but as a logarithmic connections on P
1
K with logarithmic singularity along {1,∞}
(It is easy to check that the connection ∇ has logarithmic singularity along {1,∞}). Simi-
larly, the overconvergent F -isocrystalLog(1−T )rig with the connection∇an andΦ can be
naturally considered as an log. F -isocrystal on the log. scheme (P1
k
, {1,∞}) overconvergent
along {1,∞}.
For a general S = SpecB and f ∈ B×, we define the log objectLog( f ) to be the pull-back
u∗Log(1−T ) where u : SpecB → SpecV [T, (1−T )−1] is given by u(1−T ) = f . This is fit
into the exact sequence
(2.3) 0−→BK (1)−→Log( f )−→BK −→ 0
in Fil-F -MIC(S).
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Definition 2.5. Let C =V [T,T−1, (1−T )−1], and σC a p-th Frobenius such that σC (T )=
T p . Letn ≥ 1 be an integer. Wedefine then-th polylog objectPoln(T ) of Fil-F -MIC(SpecC )
as follows.
• Poln(T )dR is a freeCK -module of rank n+1; Poln(T )dR =
⊕n
j=0CK e−2 j .
• Poln(T )rig :=Poln(T )dR⊗CK C †K .
• c is the natural isomorphism.
• Φ is theC †
K
-linear morphism defined by
Φ(e0)= e0−
n∑
j=1
(−1) j ln(p)
j
(T )e−2 j , Φ(e−2 j )= p− j e0, ( j ≥ 1).
• ∇ is the connection defined by
∇(e0)=
dT
T −1e−2, ∇(e−2 j )=
dT
T
e−2 j−2, ( j ≥ 1)
where e−2n−2 := 0.
• Fil• is defined by FilmPoln(T )dR =
⊕
0≤ j≤−mCK e−2 j . In particular,Fil
mPoln(T )dR =
Poln(T )dR ifm ≤−n and = 0 ifm ≥ 1.
When n = 2, we also writeDilog(T )=Pol2(T ), and call it the dilog object.
For a general S = SpecB and f ∈ B satisfying f ,1− f ∈ B×, we define the polylog object
Poln( f ) to be the pull-back u∗Poln(T ) where u : SpecB → SpecV [T,T−1, (1−T )−1] is
given by u(T ) = f . When n = 1, Pol1(T ) coincides with the log object Log(1− T ) in
Fil-F -MIC(C ).
2.4. Relative cohomologies. In this subsection, we discuss objects in Fil-F -MIC(S) aris-
ing as a relative cohomology of smooth morphisms (with a condition about compactifi-
cation). Firstly, we describe the situation for projective case.
Relative de Rham and rigid cohomology of proper smooth morphisms. Let u : X → S =
Spec(B) be a projective smooth morphism of smooth V -schemes. Then, for each i ≥ 0,
it defines an object H i (X /S) of Fil-F -MIC(S) in the following manner. In fact, H i (X /S)=
(H idR(Xk/Sk),H
i
rig(XK /SK ),c,∇,Φ,Fil•) is defined as follows:
• We define H idR(XK /SK ) to be the i-th relative de Rham cohomology H idR(XK /SK )
and ∇ (resp. Fil•) to be the Gauss–Manin connection (resp. the Hodge filtration)
on H idR(XK /SK ).
• Let S ,→ S be a projective completion of S and let u : X → S be a projective comple-
tion of the composite morphism X → S ,→ S Let R iurig,∗ j †XkO]X k [ denote the i-th
relative rigid cohomology of uk : Xk → Sk . This is an overconvergent F -isocrystal
on S [Ber, Théorème 5]; equivalently (by taking the global section on ]Sk [), it is re-
garded as a coherent B†
K
-module with an integrable connection and a Frobenius
structure. We define H irig(Xk/Sk) to be this coherent B
†
K
-module and Φ to be the
Frobenius structure.
• c is the comparison isomorphism between the rigid and the algebraic de Rham
cohomology, which is constructed in the followingmanner.
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We consider the natural morphism
(2.4) R i ]uk[∗Ω•]X k [/]Sk [
⊗ j †
Sk
O]Sk [ −→R
i ]uk [∗ j
†
Xk
Ω•
]X k [/]Sk [
and firstly check that this is an isomorphism. Because it is a morphism of coher-
ent j †
Sk
O]Sk [-modules (which follows from the properness of ]u[k and Kiehl’s theo-
rem), it suffices to show that its restriction to ]Sk [ is an isomorphism. Moreover, it
suffices to prove that it is an isomorphism at each fiber, and in fact this is true be-
cause of the base change theorem and the comparison of the (absolute) algebraic
de Rham cohomology and the rigid cohomology [G, (7)].
Now, the desired comparison isomorphism c is obtained by taking its global
section on (SK )an of (2.4). In fact, the global section of the target of (2.4) on (SK )an
is, being isomorphic to that on ]Sk [, nothing but the relative rigid cohomology
H irig(Xk/Sk). The global section of the source on (SK )
an is
Γ
(
(SK )
an,R i ]uk [∗Ω
•
]X k [/]Sk [
)
⊗B†
K
,
and the first tensorand is isomorphic to the algebraic deRhamcohomologyH idR(XK /SK )
[A-Bal, Theorem IV.4.1]. We therefore get the comparison isomorphism
c : H idR(XK /SK )⊗BK B†K
∼=−−−−−→H irig(Xk/Sk).
Note also that theGauss-Manin connection onH irig(Xk/Sk) (as a rigid cohomol-
ogy) coincides with the connection induced by the Gauss-Manin connection∇ on
H idR(XK /SK ) via c.
Relative cohomologies of non-projective cases. Wewill also need the “relative cohomology
object” for families of open varieties. Let u : U → S be a smooth morphism of smooth
V -schemes of pure relative dimension, and assume that there exists an open immersion
U ,→ X and a projective smooth morphism uX : X → S that extends u. Moreover, assume
that D := X \U is a relative normal crossing divisor with smooth components. Let S ,→
S be a projective completion with S \ S a divisor of S, and let u : X → S be a projective
completion of the composite morphism X
uX−−→ S ,→ S.
Let us construct an object
H i (U/S)= (H irig(Uk/Sk),H idR(UK /SK ),c,∇,Φ,Fil•)
of Fil-F -MIC(S). Let H irig(Uk/Sk) be the i-th relative rigid cohomology of uk , namely, the
global section of R i ]uk [∗ j
†
Uk
O]X k [ on ]Sk [ (note that this is also its global section on S
an
K );
the coherence of this module is explained later. Let H idR(UK /SK ) be the relative algebraic
de Rham cohomology of uK . The data ∇,Φ and Fil• can be defined in the same way as in
the projective smooth case. The remaining task is to construct the comparison isomor-
phism c.
Put T := u−1(S \ S); this is a divisor of X . Let D is the closure of D in X . In order to
construct the isomorphism, we need the logarithmic theory of de Rham and rigid co-
homology. Let X
♯
:= (X ,D) be the V -scheme X endowed with the logarithmic structure
associated toD; X
an,♯
K and ]X k [
♯ are defined in a similar manner.
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Then, we have a canonical comparison isomorphism
(2.5) R i ]uk [∗
(
j †
Xk
Ω•
]X k [♯/]Sk [
) ∼=−−−−−→R i ]uk [∗( j †UkΩ•]X k [/]Sk [)
between the relative log-rigid cohomology and the relative rigid cohomology; in fact,
this is the comparison isomorphism [Ca-T, 1.1.1] in the case where the ambient mor-
phism u is not necessarily smooth but smooth around Xk [Ca-T, 1.1.2(4)]. The sheaf
R i ]uk [∗
(
j †
Xk
Ω•
]X k [♯/]Sk [
)
is a coherent j †
Sk
O]Sk [-module by the argument as in the first half
of the proof of [T, 4.1.1]; therefore, so is R i ]uk [∗
(
j †
Uk
Ω•
]X k [/]Sk [
)
.
Now, consider the canonical morphism
(2.6) R i ]uk [∗Ω
•
]X k [♯/]Sk [
⊗ j †
Sk
O]Sk [ −→R
i ]uk [∗
(
j †
Xk
Ω•
]X
♯
k [/]Sk [
)
.
By the same argument as in the proper smooth case, we may show that this morphism is
an isomorphism. Namely, since it is a morphism of coherent j †
Sk
O]Sk [-modules, it suffices
to prove that its restriction to ]Sk [ is an isomorphism; this can be checked fiber-wise and
therefore we may reduce to the absolute case; it follows from a comparison theorem of
Baldassarri and Chiarellotto [Bal-Ch, Corollary 2.5] together with the usual comparison
of log. de Rham cohomology and de Rham cohomology.
Now, let us take the global section of the morphism (2.6) on San
K
. The global section
of the first tensorand of the source on SanK is isomorphic to the algebraic log. de Rham
H idR(X
♯
K
/SK ), thus to the algebraic de Rham cohomology H idR(UK /SK ). The global section
of the target on San
K
is the i-th rigid cohomology H irig(Uk/Sk) by (2.5). We thus get an
isomorphism
(2.7) c : H idR(UK /SK )⊗B†K −→H irig(Uk/Sk)
of coherent B†
K
-modules.
Proposition 2.6 (Gysin exact sequence). Let u : X → S be a proper smooth morphism
of relative dimension one, letD be a divisor of X such that u|D is finite etale, and putU :=
X \D and u := u|U : U → S. In the above notation, assume that X is of relative dimension
one over S andD is a relative smooth divisor. Then, there exists an exact sequence
0→H1(X /S)→H1(U/S)→H0(D/S)(−1)→H2(X /S)→ 0.
Proof. It is a standard fact about de Rham cohomology that we have an exact sequence
0→ H1dR(XK /SK )→ H1dR(UK /SK )→ H0dR(DK /SK )(−1)→ H2dR(XK /SK )→ 0 the morphisms
in which are horizontal and compatible with respect to Fil. The relative rigid cohomology
also have a Gysin exact sequence [S, 6.1.2] compatible with Frobenius morphisms. The
construction shows that they are compatible with the comparison isomorphisms, which
shows the proposition. 
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2.5. Extensions associated to K2-symbols. Let f ,g ∈O(U )×. Recall from §2.3 the log ob-
jects Log( f ) and Log(g ) in Fil-F -MIC(U ). The exact sequences (2.3) gives rise to a 2-
extension
0−→OUK (2)−→Log( f )(1)−→Log(g )−→OUK −→ 0,
which represents the cup-productLog( f )(1)∪Log(g ) in Ext2(OUK ,OUK (2)).
Proposition 2.7. Log( f )(1)∪Log( f ) = 0 and Log( f )(1)∪Log(1− f ) = 0. Hence the
homomorphism
KM2 (O(U ))−→ Ext2(OUK ,OUK (2)), { f ,g } 7→Log( f )(1)∪Log(g )
is well-defined (noteLog(− f )=Log( f ) by definition).
To prove this, it is enough to show the following.
Lemma2.8. LetC =V [T,T−1, (1−T )−1]. ThenLog(T )(1)∪Log(T )= 0 andLog(T )(1)∪
Log(1−T )= 0 in Ext2Fil-F -MIC(C )(CK ,CK (2)).
Proof. Dilog(T ) has a unique increasing filtrationW• (as an object of Fil-F -MIC(C )) that
satisfies
W j ,dR =

0 if j ≤−5,
CK e−4 if j =−4,−3,
CK e−4⊕CK e−2 if j =−2,−1,
Dilog(T )dR if j ≥ 0
and the filtration Fil• on W j ,dR is given to be FiliW j ,dR =W j ,dR ∩ Fili Dilog(T )dR. Then,
it is straightforward to check thatW−4 ∼= CK (2),W−2 ∼=Log(T )(1),W0/W−4 ∼=Log(1−T )
andW0/W−2 ∼=CK . In particular,Log(T )(1)∪Log(1−T ) is realized by the extension 0→
W−4→W−2→W0/W−4→W0/W−2→ 0. The commutative diagram
0 // CK (2)
ι // CK (2)⊕W−2 pi //
add

W0 //

CK // 0
0 // W−4 // W−2 // W0/W−4 // CK // 0,
where ι is the first inclusion, where pi is the composition with the second projection and
the inclusionW−2 ,→W0 andwhere add: (x, y) 7→ x+y , shows thatLog(T )(1)∪Log(1−T ).
The following commutative diagram,wherepi2 is the secondprojection andwherepi is the
natural surjection, shows that this equals zero in the group Ext2Fil-F -MIC(C )(CK ,CK (2));
0 // CK (2)
ι // CK (2)⊕W−2 pi //
pi2

W0 //
pi′

CK // 0
0 // CK (2)
id // CK (2)
0 // CK
id // CK // 0
This completes the proof of the vanishing Log(T )(1)∪Log(1− T ) = 0. The proof of
“Log(T )(1)∪Log(−T )= 0” goes in a smilarway by replacingDilog(T ) with Sym2Log(T ).

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We define an object
M f ,g (U/S)= (M f ,g (U/S)dR,M f ,g (U/S)rig,c,Φ,∇,Fil•)
in Fil-F -MIC(S) such that
M f ,g (U/S)dR :=H1dR
(
UK /SK ,Cone[Log( f )dR→Log(g )dR]
)
,
M f ,g (U/S)rig :=H1rig
(
Uk/Sk ,Cone[Log( f )rig(1)→Log(g )rig]
)
,
and ∇ is the Gauss-Manin connection and Fil• is the Hodge filtration on the de Rham co-
homologywith coefficients. Here we note that the coefficient “Cone[· · · ]” can be seen as a
complex ofmixedHodgemodules byM. Saito [Sa2], so that one can define the connection
and the Hodge filtration in the canonical way. The comparison isomorphism
c : M f ,g (U/S)dR⊗BK B†K
∼=−−−−−→M f ,g (U/S)rig
is given in the following way. Firstly, since Log( f ) and Log(g ) can be extended to loga-
rithmic objects, it suffices to construct the comparison isomorphism in the logarithmic
situation. Since the residue matrix of Cone[Log( f )(1)→Log(g )] along every divisor is
nilpotent (because the connection matrix itself is nilpotent), it satisfies the condition in
[Ca-T, 1.1] and hence we have an isomorphism between the log. relative de Rham coho-
mology and the log. relative rigid cohomology.
By the construction,M f ,g (U/S) can be fit into the exact sequence
0−→H1(U/S)(2)−→M f ,g (U/S)−→H0(U/S)=OSK
δ−→H2(U/S)(2)
in Fil-F -MIC(S) where δdR is the map 1 7→ d log{ f ,g }= d ff
dg
g
∈H2dR(UK /SK ). Here we note
that the strictness with respect to Fil• follows from the fact that the above can be seen as
an exact sequence of variations of mixed Hodge structures, again by the theory of Hodge
modules [Sa1], [Sa2].
Proposition 2.9. Themorphism
(2.8) KM2 (O(U ))∩Ker(d log)−→Ext1Fil-F -MIC(S)
(
OSK ,H
1(U/S)(2)
)
; { f ,g } 7→M f ,g (U/S)
is well-defined, where d log :KM2 (O(U ))→H2dR(U/S) is the dlog map.
Proof. The proof is similar to that of Proposition 2.7 on noting that the strictness with
respect to Fil• on cohomologywith coefficients follows from the theory ofHodgemodules
(details are left to the reader). 
Lemma 2.10. The following diagram is commutative:
KM2 (O(U ))∩Ker(d log)
tame symbol
//
(2.8)

O(D)×

Ext1(OSK ,H
1(U/S)(2))
Res // Ext1(OSK ,H
0(D/S)(1)).
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Here, the tame symbol is defined by
{ f ,g } 7→ (−1)ordD ( f )ordD (g ) f
ordD (g )
g ordD ( f )
∣∣∣
D
and the vertical arrow on the right sends h ∈O(D)× toLog(h).
Proof. We first note that KM2 (O(U )) is generated by symbols { f ,g } with ordD( f )= 0. Sup-
pose ordD( f )= 0, namely f ∈O(U∪D)×. Let p be the projectionCone
[
Log f (1)→Log(g )
]
→
Log f (1). Then p and the residuemap induce the following commutative diagram
(2.9) 0 // H1(U/S)(2) // M f ,g (U/S)
p

// OSK
p ′

δ f ,g // H2(U/S)(2)
OS
δ f // H1(U/S)(2)
Res

// H1
(
Log f (1)
)
Res

// H1(U/S)(1)
Res

// H2(U/S)(2)
Res

0 // H0(D/S)(1) // H0
(
Log f |D
)
// H0(D/S)
δ f |D // H1(D/S)(1)
with exact rows where δ f ,g (1) = d ff
dg
g
, δ f (1) = d ff and δ f |D(1) =
d f
f
|D . The maps “Res”s
are residue maps appearing in the Gysin exact sequence; as for the middle one, we are
considering the Gysin exact sequence with coefficient in Log( f )(1) which is constructed
in the same manner as Proposition 2.6. Moreover p ′ coincides with the map δg : 1 7→ dgg .
To see this, consider a commutative diagram[
Log( f )dR→Log(g )dR
]
//
p

[
Log( f )dR/OUK e−2, f →Log(g )dR
]
p ′

∼= // [0→OUK ]
[
Log( f )dR→ 0
]
//
[
Log( f )dR/OUK e−2, f → 0
] ∼= // [OUK → 0] ,
where the two horizontal morphisms on the left-hand side are the canonical surjections
and the vertical ones are the projections. Via the identificationLog( f )dR/OUK e−2, f ∼=OUK
(which sends e0, f to 1), the homomorphism p
′ is nothing but the connecting morphism
arising from the extension 0→OUK →Log(g )dR→OUK → 0.
Since the composition Res◦p ′ is multiplication by ordD(g ), the diagram (2.9) induces
(2.10) 0 // H1(U/S)(2) //
Res

M f ,g (U/S)

// OSK
ordD (g )

δ f ,g // H2(U/S)(2)
Res

0 // H0(D/S)(1) // H0
(
Log f |D
)′ // OSK // H1(D/S)(1).
Now we show the lemma. Let ξ ∈ KM2 (O(U ))∩Ker(d log) be arbitrary. Fix t ∈O(U )× such
that ordD(t )> 0. Replacing ξwithmξ for somem > 0, one can express
ξ= { f , t }+
∑
j
{u j ,v j }
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with ordD( f )= ordD(u j )= ordD(v j )= 0. Then (2.10) induces a commutative diagram
(2.11) 0 // H1(U/S)(2) //
Res

Mξ(U/S)

// OSK
ordD (t)

// 0
0 // H0(D/S)(1) // H0
(
Log f |D
)′ // OSK // 0.
Since the tame symbol of ξ is f |D , the assertion follows. 
Let C be the kernel of the connection morphism H0(D/S)(−1)→H2(X /S) in the Gysin
exact sequence. Since H0rig(D/S) is an overconvergent F -isocrystal on S of weight 0, the
weight of Crig is −2 and thus we have HomFil-F -MIC(S)
(
OSK ,C (2)
)
= 0. This shows that the
Gysin exact sequence induces an exact sequence
0−→ Ext1
(
OSK ,H
1(X /S)(2)
) α−→ Ext1 (OSK ,H1(U/S)(2)) β−→ Ext1(OSK ,C (2)),
in which each Ext1 means Ext1Fil-F -MIC(S). Notice that d log : K2(X ) → H2dR(X /S) is zero
where Ki = KQi denotes Quillen’s K -theory. Therefore, Proposition 2.9 and Lemma 2.10
immediately imply the following.
Proposition 2.11. Themap (2.8) uniquely extends to
K2(X )⊗Q−→ Ext1
(
OSK ,H
1(X /S)(2)
)
.
3. SYNTOMIC REGULATORS VIA HYPERGEOMETRIC FUNCTIONS
For a,b ∈Zp , we denote by
2F1(a,b,1;λ) :=
∞∑
i=0
(a)i (b)i
i !2
λi ∈Zp [[λ]], (x)i := x(x+1) · · · (x+ i −1)
the hypergeometric function, regarded as a formal power series with coefficients in Zp .
Let A be a noetherianZp-algebra complete with respect to the ideal pA, and letσ : A→
A be a p-th Frobenius (i.e. a lifting of the p-power map on A/pA). We define
(3.1) log(σ)(α) := p−1 log
(
αp
ασ
)
∈ A
for α ∈ A×. When A =W (Fp) is the Witt ring and σ is the p-th Frobenius, we also write it
by log(p)(α).
3.1. Hypergeometric fibration yN = x(1− x)N−1(1−λx). Let N ≥ 2 be an integer. Let
f : YQ→ P1Q be a surjective morphism of projective smooth varieties over Q, such that a
smooth general fiber f −1(λ) is a nonsingular projective model of an affine curve
yN = x(1−x)N−1(1−λx).
Let p ≥ 3 be an odd primenumber prime toN (N−1). We shall give an integralmodel over
Zp in §3.3, which we denote by f : Y → P1Zp . Put S := SpecZp [λ, (λ−λ
2)−1] ,→ P1
Zp
and
X := f −1(S). Then f is smooth over S. Moreover f −1(0), f −1(1) and f −1(∞) are relative
NCD’s over Zp .
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We denote by µm(F )⊂ F× the group of allm-th roots of unity contained in a field F . In
what follows we assume p ≡ 1 mod N . Then Z×p contains a primitive N-th root of unity.
Define an action of ζ ∈µN := µN (Qp ) on Y by
(3.2) [ζ] · (x, y,λ) := (x,ζ−1y,λ).
By this actionH•rig(XFp/SFp ), H
•
dR(X /S) areZp [µN ]-modules. For aZp [µN ]-moduleM and
an integer n we denote byM (n) the subspace on which each ζ ∈µN acts bymultiplication
by ζn . It follows from [A-O2] Prop. 3.1 that there is a decomposition
(3.3) H1dR(XQp/SQp )=
N−1⊕
n=1
H1dR(XQp/SQp )
(n)
and each H1dR(XQp/SQp )
(n) is free of rank 2 overO(SQp ) with a free basis
(3.4) ωn :=
(1−x)n−1dx
yn
, ηn :=
x(1−x)n−1dx
(1−λx)yn ∈H
1
dR(XQp/SQp )
(n).
For the later use, we introduce another basis
(3.5) ω˜n := Fn(λ)−1ωn , η˜n := (λ−λ2)
(
F ′n(λ)ωn −
n
N
Fn(λ)ηn
)
of (Qp ⊗Zp Zp ((λ)))⊗O(S)H1dR(X /S)(n) where Zp ((λ)) :=Zp [[λ]][λ−1] and
(3.6) Fn(λ) := 2F1
( n
N
,1− n
N
,1;λ
)
∈Zp [[λ]], (1≤ n ≤N −1).
3.2. Main Theorem. For a smooth projective scheme V over a complete discrete valua-
tion ring with a perfect reside field, we denote by H•syn(V ,Qp ( j )) the syntomic cohomology
groups of Fontaine-Messing (cf. [Ka2]). We also use the rigid syntomic cohomology groups
H•rig-syn(V ,Qp ( j )) by Besser [Be1]. They agree for projective smooth varieties. However, for
non-complete varieties, the former does not give the “right” cohomology theory, while so
does the latter.
Let f : X → S be as in §3.1. LetW =W (Fp ) denotes the Witt ring of the algebraic clo-
sure of Fp , and K := Frac(W ). For α ∈W \ {0,1}, we denote by Xα = f −1(α) the fiber over
SpecW [λ]/(λ−α) ,→ S×Zp SpecW . Our main theorem gives an explicit description of the
syntomic regulator map
regsyn :K2(Xα)−→H2syn(Xα,Qp (2))∼=H1dR(Xα/K ),
on Quillen’s K2.
To give theprecise statement, we prepare notation. Let τ˜n(λ) ∈Qp [[λ]] be characterized
by
(3.7)
d
dλ
τ˜n(λ)=
1
λ
(
1− 1
(1−λ)Fn(λ)2
)
, τ˜n(0)= 0.
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Put
κ
(p)
n := 2log(p)N −
1
2
∑
ε∈µN (Qp )\{1}
(εn +ε−n) log(p)(1−ε)(1−ε−1)(3.8)
= 2
∑
ε∈µN (Qp )\{1}
(1−ε−n) log(p)(1−ε),(3.9)
Let σ :W [[λ]]→W [[λ]] be a p-th Frobenius such that λσ = aλp for some a ∈ 1+pW and
σ|W agrees with the Frobenius onW . Put
(3.10) τ(σ)n (λ) :=− log(σ)(λ)+κ
(p)
n + τ˜n(λ)−
1
p
τ˜n(λ
σ)
where log(σ)(z) is the function defined in (3.1). Let E (n)
i
(λ) ∈Qp [[λ]] be characterized by
(3.11)
d
dλ
E (n)1 (λ)=
Fn(λ)
1−λ − (−1)
(p−1)n
N p−1
Fn(λσ)
1−λσ
dλσ
dλ
(3.12)
d
dλ
E (n)2 (λ)=
E (n)1 (λ)Fn(λ)
−2
λ−λ2 + (−1)
(p−1)n
N p−1τ(σ)n (λ)
Fn(λσ)
1−λσ
dλσ
dλ
with initial conditions
(3.13) E (n)1 (0)= 0, E (n)2 (0)= 2N
∑
νN=−1
ν−n ln(p)2 (ν).
Let ε(n)
i
(λ) be defined by ε(n)1 (λ)ωn + ε(n)2 (λ)ηn = E (n)1 (λ)ω˜n +E (n)2 (λ)η˜n by the basis (3.4)
and (3.5). In a down-to-earthmanner, they are given as follows
ε(n)1 (λ) := Fn(λ)−1E (n)1 (λ)+ (λ−λ2)F ′n(λ)E (n)2 (λ),(3.14)
ε(n)2 (λ) :=−
n
N
(λ−λ2)Fn(λ)E (n)2 (λ).(3.15)
Themain theorem of this paper is the following.
Theorem 3.1. Let p ≥ 3 be a prime such that p ≡ 1 mod N . Let W =W (Fp) and K =
FracW . Fix a p-th Frobenius σ onW [λ, (1−λ)−1]† compatible with the Frobenius onW
and such that σ(λ)= aλp for some a ∈ 1+pW . Let ζ1,ζ2 ∈µN = µN (Qp ) be arbitrary such
that ζ1 6= ζ2. Let
(3.16) h1 :=
y −ζ1(1−x)
y −ζ2(1−x)
, h2 :=
(1−λ)x2
(1−x)2
and let {h1,h2} ∈K2(X ) be a K2-symbol in Quillen’s K2. Then
ε(n)
i
(λ) ∈K [λ, (1−λ)−1]†
are overconvergent for each i ,n, and the syntomic regulator is described as
(3.17) regsyn({h1,h2}|λ=α)=
N−1∑
n=1
ζn1 −ζn2
N
(ε(n)1 (α)ωn +ε(n)2 (α)ηn) ∈H1dR(Xα/K )
for all α ∈W × satisfying α 6≡ 0,1 mod p and σ(λ)|λ=α =ασ (namely aαp =ασ).
Remark 3.2. By the proof below (especially §8.2 (8.19)), one further sees that the coef-
ficients of E (n)
i
(λ) belong toW and hence ε(n)
i
(λ) ∈W [λ, (1−λ)−1]†.
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3.3. Integral model Y over Zp . Let YQ → P1Q be the hypergeometric fibration over Q in
§3.1. In this section, for p ≥ 3 a prime number prime to N (N − 1) we construct an in-
tegral model f : Y → P1
Zp
over Zp . Moreover we shall show that f is smooth over S =
SpecZp [λ, (λ−λ2)−1], and the divisors f −1(0), f −1(1) and f −1(∞) are relative NCD’s over
Zp .
Put
U ′ := SpecZp [x, y,λ]/(yN −x(1−x)N−1(1−λx))
U ′′ := SpecZp [z,w,λ]/(wN − zN−1(z−1)N−1(z−λ))
and glue them by z = x−1 and w = yx−2. LetU1 →U ′∪U ′′ be the blowing-up along the
closed set (x, y) = (1,0)⇔ (z,w)= (1,0), andU ′1 andU ′′1 the inverse images ofU ′ andU ′′.
ThenU ′1 is smooth over Zp whileU
′′
1 has a singular locus (z,w) = (0,0). LetU2 →U1 be
the blowing up along the locus (z,w) = (0,0). ThenU2 is smooth over Zp and we have a
projective flat morphism
f0 :U2 −→ SpecZp [λ].
The fibers f −10 (0) and f
−1
0 (1) are relative NCD’s over Zp , and all components are rational
curves, i.e. f0 has totally degenerate semistable reductions at λ= 0,1.
For the later use we write down the singular fiber
(3.18) Z := f −10 (0)⊂U2.
The inverse image ofU ′′∩ {z 6= 1} is covered by two affine open setsW1 andW2
(3.19) W1 = SpecZp [z1,w,λ, (z1w −1)−1]/(w − zN−11 (z1w −1)N−1(z1w −λ))⊂U2,
(3.20) W2 = SpecZp [z,w1,λ, (z−1)−1]/(zwN1 − (z−1)N−1(z−λ))⊂U2
where z1 = w−11 = zw−1. Hence Z has two irreducible components Z1 and Z2 such that
Z1∩W2 = {z =λ= 0} and Z2∩W2 = {wN1 − (z−1)N−1 =λ= 0}. They are isomorphic to P1Zp
and intersect transversally. The intersection locus Z1∩Z2 ⊂W2 is given by
(3.21) z = (−w1)N +1=λ= 0.
Next we construct a compactification ofU2→ SpecA over λ=∞. Let B =Zp [t ] and
V ′ := SpecB[x, y∗, t ]/(y∗N − tN−1x(1−x)N−1(t −x))
V ′′ := SpecB[z,w∗, t ]/(w∗N − tN−1zN−1(z−1)N−1(t z−1))
be gluedwithU ′∪U ′′ by t =λ−1, y∗ = t y andw∗ = tw . For simplicity of notationwe write
y = y∗ and w = w∗. Let V1 → V ′∪V ′′ be the blowing-up along (x, y) = (1,0), and V ′1 and
V ′′1 the inverse images of V
′ and V ′′.
We first resolve the singularities of V ′1. The singular locus of V
′
1 is contained in an affine
open set
P ′ := SpecB[x, y1, t ]/((1−x)yN1 − tN−1x(t −x)), y1(1−x)= y
and it is given as (y1, t ) = (0,0). Let V ′2 →V ′1 be the blowing-up along (y1, t ) = (0,0). Then
the inverse image of P ′ is covered by two affine open sets
P1 = SpecB[x, y2, t ]/((1−x)t yN2 −x(t −x)), t y2 = y1,
P2 = SpecB[x, y1, t1]/((1−x)y1− tN−11 x(t −x)), t1y1 = t .
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Then P1 has a singular point (x, y2, t ) = (0,0,0) and P2 has a singular point (x, y1, t1) =
(1,0,0). The latter is a rational singularity of type AN−1, and there is a resolution such
that the reduced part of the fiber over t = 0 is a relative NCD over Zp . The former is a
singular point of type t yN = x(t − x). If we take the blowing up along (x, t ) = (0,0), then
three rational singular points of type AN appear, and hence we can again resolve them.
We thus have a resolutionV ′2→V ′1.
Next we resolve the singularities ofV ′′1 . The singular loci ofV
′′
1 are contained in an affine
open set
Q ′′ := SpecB[z,w1, t ]/((z−1)wN1 − tN−1zN−1(t z−1)), w1(z−1)=w,
and they are given as (w1, t ) = (0,0) or (z,w1) = (0,0). Let V ′′2 → V ′′1 be the blowing-up
along (z,w1)= (0,0). The inverse image ofQ ′′ is covered by
Q1 = SpecZp [z,w2, t ]/(z(z−1)wN2 − tN−1(t z−1)), zw2 =w1,
Q2 = SpecZp [z1,w1, t ]/((z1w1−1)w1− tN−1zN−11 (t z1w1−1)), z1w1 = z.
Q2 is smooth over Zp whileQ1 has a singular locus (w, t )= (0,0). Again take a blowing up
Q∗1 →Q1 along the locus (w2, t )= (0,0). It is covered by
Q3 = SpecZp [z,w2, t1]/(z(z−1)w2− tN−11 (t1w2z−1)), t1w2 = t ,
Q4 = SpecZp [z,w3, t ]/(z(z−1)twN3 − (t z−1)), tw3 =w2.
Q4 is smooth over Zp while Q3 has two singular points (z,w2, t1) = (0,0,0), (1,0,0). Both
are rational singularities of type AN . There is a resolution such that the reduced part of
the fiber over t = 0 is a relative NCD over Zp . We thus have a resolutionV ′′2 →V ′′1 .
Summing up the above we have a projective flat morphism
f∞ :V2 =V ′2∪V ′′2 −→ SpecZp [t ]
which is smooth over SpecZp [t , t−1] and V2 is smooth over Zp . One can check that the
redcued part of the fiber over t = 0 (⇔ λ=∞) is a relative NCD over Zp . We thus have the
desired integral model
f : Y :=U2∪V2 −→P1Zp .
4. PERIODS OF JACOBIAN VARIETY J (X /S)
4.1. DeRhamsymplectic basis for totally degenerating abelianvarieties. LetR be a reg-
ular noetheriandomain, and I a reduced ideal ofR . Let L := Frac(R) be the fractional field.
Let J/R be a g -dimensional commutative group scheme such that the generic fiber Jη is
a principally polarized abelian variety over L. If the fiber T over SpecR/I is an algebraic
torus, we call J a totally degenerating abelian schemes over (R , I ) (cf. [F-C] Chapter II, 4).
Assume that the algebraic torus T is split. Assume further that R is complete with respect
to I . Then there is the uniformization ρ : Ggm → J in the rigid analytic sense. We fix ρ and
the coordinates (u1, . . . ,ug ) of G
g
m . Then a matrix
(4.1) q =
q11 · · · q1g... ...
qg1 · · · qgg
 , qi j = q j i ∈ L
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of multiplicative periods is determined up to GLg (Z), and this yields an isomorphism
J ∼=Ggm/qZ
of abelian schemes over R where Ggm/q
Z denotesMumford’s construction of the quotient
scheme ([F-C] Chapter III, 4.4).
In what follows, we suppose that the characteristic of L is zero. The morphism ρ in-
duces
ρ∗ :Ω1J/R −→
g⊕
i=1
Ω̂1Gm ,i , Ω̂
1
Gm ,i
:= lim←−−
n
Ω1
R/In[ui ,u−1i ]/R
.
Let
Resi : Ω̂
1
Gm ,i
−→R , Resi
( ∑
m∈Z
amu
m
i
dui
ui
)
= a0
be the residue map. The composition of ρ∗ and the residue map induces a morphism
Ω•J/R −→Rg [−1] of complexes, and hence a map
τ :H1dR(J/R) :=H1zar(J ,Ω•J/R)−→Rg .
LetU be defined by
0−→U −→H1dR(Jη/L)
τ−→ Lg −→ 0.
Note that the composition Γ(Jη,Ω1Jη/L)
⊂→ H1dR(Jη/L)
τ→ Lg is bijective. Let 〈x, y〉 denotes
the symplectic pairing on H1dR(Jη/L) with respect to the principal polarization on Jη. We
call an L-basis
ω̂i , η̂ j ∈H1dR(Jη/L), 1≤ i , j ≤ g
a de Rham symplectic basis if the following conditions are satisfied.
(DS1): ω̂i ∈ Γ(Jη,Ω1Jη/L) and τ(ω̂i ) ∈ (0, . . . ,1, . . . ,0) where “1” is placed in the i-th
component. Equivalently,
ρ∗(ω̂i )=
dui
ui
.
(DS2): η̂ j ∈U and 〈ω̂i , η̂ j 〉 = δi j where δi j is the Kronecker delta.
If we fix the coordinates (u1, . . . ,ug ) of G
g
m , then ω̂i are uniquely determined by (DS1).
Since the symplectic pairing 〈x, y〉 is annihilated onU ⊗U and Γ(Jη,Ω1Jη/L)⊗Γ(Jη,Ω
1
Jη/L
),
the basis η̂ j are uniquely determined as well by (DS2).
Proposition 4.1. LetV be a subring of R . Suppose that (R , I ) andV satisfy the following.
(C): There is a regular integral noetherian C-algebra R˜ complete with respect to a
reduced ideal I˜ and an injective homomorphism i : R→ R˜ such that i (V )⊂C and
i (I )⊂ I˜ and
Ω̂1L/V −→ Ω̂1L˜/C
is injective where we put L˜ := Frac(R˜) and
Ω̂1L/V := L⊗R
(
lim←−−
n
Ω1Rn/V
)
, Ω̂1
L˜/C
:= L˜⊗R˜
(
lim←−−
n
Ω1
R˜n/C
)
, Rn :=R/In , R˜n := R˜/I˜n .
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Let
∇ :H1dR(Jη/L)−→ Ω̂1L/V ⊗L H1dR(Jη/L)
be the Gauss-Manin connection. Then
(4.2) ∇(ω̂i )=
g∑
j=1
dqi j
qi j
⊗ η̂ j , ∇(η̂i )= 0.
Proof. By the assumption (C), we may replace Jη/L with (Jη ⊗L L˜)/L˜. We may assume
R = R˜ , V = C and J = Jη⊗R R˜ . There is a smooth scheme JS/S over a connected smooth
affine variety S = SpecA over Cwith a Cartesian square
J

//
ä
JS

SpecR // S
such that SpecR→ S is dominant. LetD ⊂ S be a closed subset such that JS is proper over
U := S \D. Then the image of SpecR/I is contained inD since J has a totally degeneration
over SpecR/I . Thus we may replace R with the completion ÂD of A by the ideal of D. Let
LD = FracÂD then Ω̂1LD/C ∼= LD ⊗AΩ
1
A/C. Let m ⊂ A be a maximal ideal containing I , and
Âm the completion by m. Then ÂD ⊂ Âm and Ω̂ÂD/C ⊂ Ω̂Âm/C. Therefore we may further
replace ÂD with Âm. Summing up the above, it is enough work in the following situation.
R = Âm ∼=C[[x1, . . . ,xn]]⊃ I = (x1, . . . ,xn), V =C, L = FracR
J = SpecR×A JS −→ SpecR .
Note Ω̂1
L/C
∼= L⊗AΩ1A/C. Let h :J → San be the analytic fibration associated to JS/S. Write
Jλ = h−1(λ) a smooth fiber over λ ∈U an := (S \D)an. Let
∇ :OU an ⊗R1h∗C−→Ω1U an ⊗R1h∗C.
be the flat connection compatible with the Gauss-Manin connection on H1dR(JS/S)|U un-
der the comparison
OU an ⊗R1h∗C∼=OU an ⊗A H1dR(JS/S).
We describe a de Rham symplectic basis in ω̂an
i
, η̂an
j
∈OU an ⊗A H1dR(JS/S) and prove (4.2)
for the above flat connection. Write Jλ = (C×)g /qZ for λ ∈U an. Let (u1, . . . ,ug ) denotes
the coordinates of (C×)g . Let δi ∈ H1(Jλ,Z) be the homology cycle defined by the circle
|ui | = ε with 0< ε≪ 1. Let γ j ∈H1(Jλ,Z) be the homology cycle defined by the path from
(1, . . . ,1) to (q j1, . . . ,q j g ). As is well-known, the dual basis δ∗i ,γ
∗
j
∈H1(Jλ,Z) is a symplectic
basis, namely
〈δ∗i ,δ∗i ′〉 = 〈γ∗j ,γ∗j ′〉 = 0, 〈δ∗i ,γ∗j 〉 =
1
2pi
p
−1
δi j
where δi j denotes the Kronecker delta. We have ω̂ani = dui/ui by (DS1), and then
(4.3) ω̂ani = 2pi
p
−1δ∗i +
g∑
j=1
logqi jγ
∗
j .
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Let τB : R1h∗Z→Z(−1)g be the associated map to τ. An alternative description of τB is
τB (x)= 1
2pi
p
−1
((x,δ1), . . . , (x,δg ))
where (x,δ) denotes the natural pairing on H1(Jλ,Z)⊗H1(Jλ,Z). Obviously τB (γ∗j ) = 0.
This implies that η̂ j is a linear combination of γ∗1 , . . . ,γ
∗
g by (DS2). Since 〈ω̂ani , η̂ j 〉 = δi j =
〈ω̂an
i
,γ∗
j
〉, one concludes
η̂anj = γ∗j .
Now (4.2) is immediate from this and (4.3).
Let ω̂i , η̂ j ∈ H1dR(Jη/L) be the de Rham symplectic basis. Let x ∈Dan be the point asso-
ciated to m. Let V an be a small neighborhood of x and j : V an \Dan ,→ San an open im-
mersion . Obviously ω̂an
i
= dui/ui ∈Γ(V an, j∗Oan)⊗AH1dR(JS/S). Thanks to the uniquness
property, this implies η̂an
j
= γ∗
j
∈Γ(V an, j∗Oan)⊗A H1dR(JS/S), in other words, γ∗j ∈Γ(V an \
Dan, j−1R1h∗Q). Let Ŝm be the ring of power series overCcontaining Âm andΓ(V an, j∗Oan).
There is a commutative diagram
Âm⊗AΩ1A/C⊗A H1dR(JS/S) // Ŝm⊗AΩ1A/C⊗A H1dR(JS/S)
Ω1A/C⊗A H1dR(JS/S) //
OO
Γ(V an, j∗Oan)⊗AΩ1A/C⊗A H1dR(JS/S)
OO
with all arrows injective. Hence the desired assertion for ω̂i , η̂ j can be reduced to that of
ω̂an
i
, η̂an
j
. This completes the proof. 
4.2. Periods of Jacobian scheme J (X /W ((λ))). Let f : Y → P1
Zp
be the HG fibration in
§3.3. Let W =W (Fp ) be the Witt ring. Recall that f has a totally degenerate semistable
reduction at λ = 0. The fiber Z = f −1(0) = Z1 ∪ Z2 is a relative SNCD over Zp and the
intersection points Z1∩Z2 consists ofW -rational points
(4.4) Pν :λ1 = z = 0,w1 =−ν, (ν ∈W ×, νN =−1)
in the affine open set (3.20). WriteW ((λ)) :=W [[λ]][λ−1]. Put Y := Y ×Zp [λ] SpecW [[λ]]
andX :=Y ×W [[λ]]W ((λ)):
(4.5) Z //

Y

Xoo

SpecW // SpecW [[λ]] SpecW ((λ)).oo
Let J (Y /W [[λ]]) the Picard scheme (Jacobian scheme) associated to Y /W [[λ]]. Then
J (Y /W [[λ]]) is a totally degenerating abelian scheme over (W [[λ]], (λ)) in the sense of
§4.1. Moreover the torus T ∼= Pic0(Z ) is split since Z1, Z2 and Pν are geometrically irre-
ducible overW .
Theorem 4.2. Put
κn := 2logN −
1
2
∑
εN=1,ε6=1
(εn +ε−n) log(1−ε)(1−ε−1),
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Kn,i :=
i∑
k=1
(
2
k
− 1
k−n/N −
1
k−1+n/N
)
.
Put for 1≤ n ≤N −1
(4.6) τn(λ) :=− logλ+κn +
1
Fn(λ)
(
∞∑
i=1
Kn,i
(
n
N
)
i
(
1− n
N
)
i
i !2
λi
)
.
Fix a primitiveN-th root ζ ∈Z×p of unity, and put P := (ζ−i j )1≤i , j≤N−1 ∈GLN−1(Zp ). Let
(4.7) τ= (τi j ) := P
(ζ+ζ
−1−2)τ1(λ) 0
. . .
0 (ζN−1+ζ1−N −2)τN−1(λ)
P−1,
be a (N −1)× (N −1)-matrix and put
q := (qi j )= (exp(τi j )),
where we regard qi j ∈ Qp ((λ)) (see Remark 4.3 below). Then qi j ∈ Zp ((λ)) and there is a
surjective homomorphism
GN−1m,W ((λ))/q
Z −→ J (X /W ((λ)))
as abelian schemes overW ((λ)). Moreover, let [ζ] ∈ Aut(X /S) denotes the automorphism
given by [ζ](x, y) = (x,ζ−1y). Then the induced automorphism on J (X /W ((λ))) is com-
patible with the automorphism of GN−1m /q
Z induced from amultiplication bymatrix
(4.8) P
ζ 0. . .
0 ζN−1
P−1 =

−1 −1 · · · −1 −1
1 0 · · · 0 0
0 1 · · · 0 0
... · · · ...
0 · · · 1 0

on Lie(GN−1m ) (i.e. (u1,u2, . . . ,uN−1) 7→ ((u1 · · ·uN−1)−1,u1, . . . ,uN−2) on GN−1m ).
Remark 4.3. The definition (4.7) is rewritten as
τ= 1
N
N−1∑
n=1
(ζn +ζ−n −2)τn(λ)Pn , Pn := (ζ−in(ζ jn −1))1≤i , j≤N−1 .
Therefore the coefficients of “logλ”, “logN” and “log(1−ε)(1−ε−1)” are rational integers,
and hence one can regard qi j ∈Q(ζ)((λ))⊂Qp ((λ)).
Proof. Fix an embedding ι :W ,→ C such that ι(ζ) = ζN := exp(2pii/N ) ∈ C× and consider
the analytic fibration f : X an→ San. Write Xλ := f −1(λ) for λ ∈ San. We first compute the
period integrals ∫
γi
ωn
where ωn is the holomorphic 1-form in (3.4), and γi ’s are the basis of H1(Xλ,Q) which we
shall give in below.
Let Xλ→ P1 be the N-th cyclic covering given by (x, y) 7→ x. This is ramified at x = 0,1
with the ramification degree N , so that there are unique points P0, P1 ∈ Xλ above x = 0,1
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respectively. Let |λ| < 1. Let e be a path in Xλ from P0 to P1 such that x ∈ [0,1] and y =
x1/N (1−x)1−1/N (1−λx)1/N takes the principal values. Then
(4.9)
∫
e
ωn =B(an ,1−an)2F1(an ,1−an ,1;λ), an :=
n
N
by [NIST] 15.6.1. Let [ζ] : Xλ→ Xλ denotes the automorphismgiven by [ζ](x, y)= (x,ζ−1N y).
We then have homology cycles δi := (1− [ζiN ])e ∈H1(Xλ,Z), and
(4.10)
∫
δi
ωn = (1−ζinN )
∫
e
ωn = (1−ζinN )B(an ,1−an)2F1(an ,1−an ,1;λ)
as [ζi
N
]ωn = ζinN ωn . LetT1 ∈pi1(San,λ) be the localmonodromyatλ= 1, and putγi := T1δi .
Then one has
(4.11)∫
γi
ωn = (1−ζinN )·B(an ,1−an)T12F1(an ,1−an ,1;λ)= (1−ζinN )·2pi
p
−12F1(an ,1−an ,1;1−λ)
where the second equality follows from [NIST] 15.8.10. Since (4.10) and (4.11) are not pro-
portional and det(1− ζin
N
)1≤i ,n≤N−1 6= 0, the homology cycles δi ,γ j are linearly indepen-
dent in H1(Xλ,Q), and hence they give a basis over Q. Put fn := B(an ,1− an)2F1(an ,1−
an ,1;λ), gn = 2pi
p
−12F1(an ,1−an ,1;1−λ) and a (N −1)× (N −1)-matrix
Q :=
 1−ζN 1−ζ
2
N · · · 1−ζN−1N
...
...
...
1−ζN−1N 1−ζ
2(N−1)
N
· · · 1−ζ(N−1)2
N
=−N
 ζ
−1
N · · · ζ−N+1N
...
...
ζ−N+1
N
· · · ζ−(N−1)2
N

−1
.
The periodmatrix is given as follows(∫
δi
ωn ;
∫
γ j
ωn
)
=

(1−ζN ) f1 · · · (1−ζN−1N ) f1 (1−ζN )g1 · · · (1−ζN−1N )g1
(1−ζ2
N
) f2 · · · (1−ζ2(N−1)N ) f2 (1−ζ2N )g2 · · · (1−ζ
2(N−1)
N
)g2
...
...
(1−ζN−1N ) fN−1 · · · (1−ζ
(N−1)2
N
) fN−1 (1−ζN−1N )gN−1 · · · (1−ζ
(N−1)2
N
)gN−1

=
 f1 . . .
fN−1
Q

1 0
1
. . .
0 1
Q−1

g1/ f1
g2/ f2
. . .
gN−1/ fN−1
Q

=
(∗)︷ ︸︸ ︷
1
2pii
 f1 . . .
fN−1
Q

2pii 0
. . .
0 2pii
(∗∗)︷ ︸︸ ︷
ι(P )
2pii g1/ f1 . . .
2pii gN−1/ fN−1
 ι(P )−1
 .
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Using the expansion of Fn(λ) at λ= 1 ([NIST] 15.8.10) together with a formula of Gauss on
digamma function ([E] 1.7.3. (29), p.19), one has
2pii
gn
fn
=
(
2pii
B(an ,1−an)
)2
τn(λ)= (ζnN +ζ−nN −2)τn(λ).
Hence the matrix (∗∗) coincides with τ in (4.7) via the embedding ι : W ,→ C. Since
〈δi ,γ j 〉 ⊂ H1(X t ,Z) is a sub Z-module, one has a surjective homomorphism (C×)g /qZ→
J (X an
λ
) locally around λ= 0. This means that there is a surjective homomorphism
(4.12) GN−1m,C((λ))/q
Z −→C((λ))×W ((λ)) J (X /W ((λ)))
as abelian schemes over C((λ)). Since 2pii/B(an ,1− an) = epiin/N − e−piin/N ∈ ι(W ×) and
Q ∈ GL(ι(W )), the matrix (∗) is an invertible matrix with coefficients in ι(W )[[λ]]. Since
ω1, . . . ,ωN−1 forms a free basis of H0(Ω1X /W ((λ))) over W ((λ)), this implies that there is
a uniformization GN−1
m,W ((λ)) → J (X /W ((λ))) over W ((λ)) which sits into a commutative
diagram
GN−1
m,C((λ))
//

GN−1
m,W ((λ))

GN−1
m,C((λ))/q
Z // J (X /W ((λ)))
where the top arrow is the base change by ι and the bottom arrow is the composition of
(4.12) and the base change by ι. This implies qi j ∈W ((λ)) (and hence q j j ∈Zp((λ))) and a
surjective homomorphism
GN−1m,W ((λ))/q
Z→ J (X /W ((λ)))
as abelian schemes overW ((λ)). 
4.3. De Rham symplectic basis of J (X /W ((λ))). Let J = J (Y /W [[λ]]) be as before. Let
L = FracW [[λ]] and denote by Jη the generic fiber over SpecL. We give an explicit descrip-
tion of an de Rham symplectic basis {ω̂i , η̂ j } of H1dR(Jη/L) in the sense of §4.1.
Proposition 4.4. Let ω˜n and η˜n be as in (3.5). Put
ω̂(ν)=
N−1∑
n=1
νnω˜n , η̂(ν)=
N−1∑
n=1
ν−n η˜n
for ν ∈W × such that νN = −1. Then ω̂i are Q-linear combinations of ω̂(ν)’s, and η̂i are
Q-linear combinations of η̂(ν)’s.
Proof. We again take an embeddingW ,→C, and consider the analytic fibrationJ → San
as in the proof of Theorem 4.2. Letting δi ,γ j ∈ H1(Xλ,Z) be as in there, it is enough to
show
(4.13)
1
2pi
p
−1
∫
δi
ω(ν) ∈Q
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and
(4.14)
∫
δi
η(ν)= 0,
∫
γ j
η(ν) ∈Q.
Recall (4.10)∫
δi
ωn = (1−ζinN )B(an ,1−an)2F1(an ,1−an ,1;λ)=−2pi
p
−1 ·ζn2N
1−ζinN
1−ζn
N
Fn(λ)
where ζ2N := exp(pi
p
−1n/N ). Therefore we have
1
2pi
p
−1
∫
δi
ω(ν)=−
N−1∑
n=1
νn ·ζn2N
1−ζin
N
1−ζn
N
∈Z
the desired assertion (4.13). To show (4.14), we note
(4.15)
∫
e
ηn =B(2−an ,an)2F1(1+an ,2−an ,2;λ)=
N
n
B(an ,1−an)F ′n(λ).
Therefore we have∫
δi
η˜n = (1−ζinN )B(an ,1−an)(λ−λ2)(F ′n(λ)Fn(λ)−F ′n(λ)Fn(λ))= 0,
∫
γi
η˜n = (λ−λ2)
(∫
γi
F ′n(λ)ωn −
n
N
Fn(λ)ηn
)
= (λ−λ2)(1−ζinN ) ·2pi
p
−1(F ′n(λ)Fn(1−λ)+Fn(λ)F ′n(1−λ))
= (1−ζinN )
2pi
p
−1
B(an ,1−an)
(∗)
=−ζ−n2N (1−ζnN )(1−ζinN ).
Here the equality (∗) is proven in the following way. Let f (λ) := (λ−λ2)(F ′n(λ)Fn(1−λ)+
Fn(λ)F ′n(1−λ)). It follows from the hypergeometric differential equation for Fn(λ) ([NIST]
15.10.1) that one has f ′(λ) = 0, namely f (λ) is a constant function. Using the expansion
of Fn(λ) at λ= 1 ([NIST] 15.8.10), one has limλ→0 f (λ)=B(an ,1−an)−1.
Now the above implies∫
δi
η(ν)= 0,
∫
γ j
η(ν)=−
N−1∑
n=1
ν−nζ−n2N (1−ζnN )(1−ζinN ) ∈Z.
This completes the proof. 
Proposition 4.5. Let ∇ : H1dR(X /S)→ Ω1S ⊗H1dR(X /S) be the Gauss-Manin connection.
Then (∇(ωn) ∇(ηn))= (dλ⊗ωn dλ⊗ηn)( 0 (1− nN ) 1λ−λ2n
N
2λ−1
λ−λ2
)
,
(∇(ω˜n) ∇(η˜n))= (dλ⊗ ω˜n dλ⊗ η˜n)( 0 0−(λ−λ2)−1Fn(λ)−1 0
)
.
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Proof. The former is straightforward from (4.9) and (4.15) together with the hypergeo-
metric differential equation for Fn(λ) ([NIST] 15.10.1). The latter follows from this and a
computation
∇(Fn(λ)−1ωn)=−
F ′n(λ)
Fn(λ)2
dλ⊗ωn +
n
N
Fn(λ)
−1dλ⊗ηn
=−(λ−λ2)−1Fn(λ)−2dλ⊗ η˜n .

Lemma 4.6. Let τn(λ) be as in Theorem 4.2. Then
λ
d
dλ
τn(λ)=−(1−λ)−1Fn(λ)−2.
Hence τn(λ)=− logλ+κn + τ˜n(λ) where τ˜n(λ) is as in (3.7).
Proof. Apply the projector H1dR(Jη/L)→ H1dR(Jη/L)(n) on the equality (4.2) with respect to
the basis in Proposition 4.4. The multiplicative periods are computed in Theorem 4.2 so
that we get
∇(ω˜n)= c ·dτn ⊗ η˜n .
for some c ∈ Q(ζ)×. Comparing this with Proposition 4.5, we have −(1−λ)−1Fn(λ)−2 =
cλτ′n(λ). Now one concludes c = 1 by looking at the constant terms in both side. 
5. FROBENIUS ON H1dR(X /S)
5.1. Frobenius on De Rham symplectic basis. Let V be a complete discrete valuation
ring such that the residue field k is perfect and of characteristic p, and the fractional field
K := FracV is of characteristic zero. Let σK be a p-th Frobenius endomorphism on V .
Let A be an integral flat noetherian V -algebra equipped with a p-th Frobenius endo-
morphism σ on A which is compatible with σK . Assume that A is p-adically complete
and separated and there is a family (ai )i∈I of elements of A such that it forms a p-basis
of An := A/pn+1A over Vn := V /pn+1V for all n ≥ 0 in the sense of [Ka1] Definition 1.3.
Notice that the latter assumption is equivalent to that (ai )i∈I forms a p-basis of A0 overV0
(loc.cit. Lemma 1.6). Write AK := A⊗V K . We denote by F -MIC(AK ) = F -MIC(AK ,σ) the
category of triplets (M ,∇,Φ) where
• M is a locally free AK -module of finite rank,
• ∇ : M −→ Ω̂A/V ⊗A M is an integrable connection where Ω̂1A/V := lim←−−nΩ
1
An/Vn
is a
free A-module ([Ka1] Lemma (1.8)),
• Φ :σ∗M→M is a horizontal AK -linear map.
LettingL := Frac(A), the categoryF -MIC(L) is defined in the sameway by replacing Awith
L.
Let f : X → SpecA be a projective smoothmorphism. Write Xn := X ×V V /pn+1V . Then
one has an object
H i (X /A) := (H idR(X /A)⊗V K ,∇,Φ) ∈ F -MIC(AK )
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where Φ is induced from the Frobenius on crystalline cohomology via the comparison
([B-O] 7.4)
H•crys(X0/A)∼= lim←−−
n
H•dR(Xn/An)
∼=H•dR(X /A).
Assume that there is a smoothV -algebra Aa and a smooth projectivemorphism f a : X a →
SpecAa with a Cartesian diagram
X //

ä
SpecA

X a // SpecAa
such that SpecA→ SpecAa is flat. One has the overconvergent F -isocrystalR i f arig,∗OX a on
SpecAa0 ([Et] 3.4.8.2). Let
H i (X a/Aa) := (H irig(X a0 /Aa0 ),∇,Φ) ∈ F -MIC†(AaK )
denote the associated object via the natural equivalence F -Isoc†(Aa0 )
∼= F -MIC†(AaK ) ([LS]
8.3.10). Then the comparison H irig(X
a
0 /A
a
0 )
∼= H idR(X a/Aa)⊗V (Aa)
†
K
(cf. (2.7)) induces an
isomorphism H i (X /A)∼= AK ⊗(Aa )†
K
H i (X a/Aa) in F -MIC(AK ).
Definition 5.1 (Tate objects). For an integer r , a Tate object AK (r ) is defined to be the
triplet (AK ,∇,Φ) scuh that∇= d is the usual differential operator,andΦ is amultiplication
by p−r .
We define for f ∈ A \ {0}
log(σ)( f ) := p−1 log
(
f p
f σ
)
=−
∞∑
n=1
pn−1gn
n
,
f p
f σ
= 1−pg
which belongs to the p-adic completion of the ring A[g ]. In particular, if f ∈ A×, then
log(σ)( f ) ∈ A.
Definition 5.2 (Log objects). Let q = (qi j ) be a g × g -symmetric matrix with qi j ∈ A×.
We define a log object L og (q)= (M ,∇,Φ) to be the following. Let
M =
g⊕
i=1
AK ei ⊕
g⊕
i=1
AK fi
be a free AK -module with a basis ei , f j . The connection is defined by
∇(ei )=
g∑
j=1
dqi j
qi j
⊗ f j , ∇( f j )= 0
and the FrobeniusΦ is defined by
Φ(ei )= ei −
g∑
j=1
log(σ)(qi j ) f j , Φ( f j )= p−1 f j .
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By definition there is an exact sequence
0−→
g⊕
j=1
AK (1) f j −→L og (q)−→
g⊕
i=1
AK (0)ei −→ 0.
Theorem 5.3. Let R be a flat V -algebra which is a regular noetherian domain complete
with respect to a reduced ideal I . Suppose that R has a p-th Frobenius σ. Let J be a to-
tally degenerating abelian scheme with a principal polarization over (R , I ) in the sense of
§4.1. Let SpecR[h−1] ,→ SpecR be an affine open set such that J is proper over SpecR[h−1]
and qi j ∈ R[h−1]× where q = (qi j ) is the multiplicative periods as in (4.1). Suppose that
R/pR[h−1] has a p-basis overV /pV . Let A =R[h−1]∧ be the p-adic completion of R[h−1].
Put L := Frac(A) and JA := J⊗R A. We denote by Jη the generic fiber of JA . Then there is an
isomorphism
(5.1) (H1dR(Jη/L),∇,Φ)⊗AK AK (1)∼=L og (q) ∈ F -MIC(L)
which sends the de Rham symplectic basis ω̂i , η̂ j ∈H1dR(Jη/L) to ei , f j respectively.
Proof. Let qi j be indeterminates with qi j = q j i , and t1, . . . , tr (r = g (g +1)/2) are products∏
q
ni j
i j
such that
∑
ni j xi x j is positive semi-definite and they give aZ-basis of the group of
the symmetric pairings. Let Jq =Ggm/qZ beMumford’s construction of tbe quotient group
scheme over a ring Zp [[t1, . . . , tr ]] ([F-C] Chapter III, 4.4). Then there is a Cartesian square
J
ä
//

Jq

SpecR // SpecZp [[t1, . . . , tr ]]
such that the bottom arrow sends ti to an element of I by the functoriality of Mumford’s
construction ([F-C] Chapter III, 5.5). Thus we may reduce the assertion to the case of
J = Jq , R = Zp [[t1, . . . , tr ]], I = (t1, . . . , tr ) and h =
∏
qi j . Moreover we may replace the
Frobenius σ on R with an arbitrary one (e.g. [E-M] 6.1), so that we may assume that it is
given as σ(qi j ) = qpi j and σ(a) = a for a ∈ Zp . Under this assumption log(σ)(qi j ) = 0 by
definition. Therefore our goal is to show
(5.2) ∇(ω̂i )=
g∑
j=1
dqi j
qi j
⊗ η̂ j , ∇(η̂ j )= 0,
(5.3) Φ(ω̂i )= pω̂i , Φ(η̂ j )= η̂ j .
Since the condition (C) in Proposition 4.1 is satisfied, (5.2) is nothing other than (4.2). We
show (5.3). Let q(p) := (qp
i j
) and Jqp := Ggm/(q (p))Z. Then there is the natural morphism
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σJ : Jqp → Jq such that the following diagram is commutative.
G
g
m

G
g
m

Jqp

σJ // Jq

SpecR
σ // SpecR
Let [p] : Jqp → Jqp denotes themultiplicationby p with respect to the commutative group
scheme structure of Jq . It factors through the canonical surjective morphism Jqp → Jq so
that we have [p]′ : Jq → Jqp . Define ϕ := σJ ◦ [p]′. Under the uniformization ρ : Ggm → Jq ,
this is compatible with a morphism Ggm → Ggm given by ui → upi and a→ σ(a) for a ∈ R ,
which we also writeΦ. Therefore
Φ=ϕ∗ :H1dR(Jη/L)−→H1dR(Jη/L).
In particularΦ preserves the Hodge filtration, so thatΦ(ω̂i ) is again a linear combination
of ω̂i ’s. Since
ρ∗Φ(ω̂i )=Φρ∗(ω̂i )=Φ
(
dui
ui
)
= p dui
ui
one concludesΦ(ω̂i )= pω̂i . On the other hand, since Φ(ker∇)⊂ ker∇ and ker∇ is gener-
ated by η̂ j ’s by (5.2),Φ(η̂ j ) is again a linear combination of η̂i ’s. Note
〈Φ(x),Φ(y)〉 = p〈x, y〉.
Therefore
〈Φ(η̂ j ),pω̂ j 〉 = 〈Φ(η̂ j ),Φ(ω̂ j )〉 = p〈η̂ j ,ω̂ j 〉.
This impliesΦ(η̂ j )= η̂ j , so we are done. 
5.2. Frobenius on J (X /W ((λ))).
Theorem 5.4. Let X /S be as in §3.1. Let W = W (Fp) and let A =W ((λ))∧ be the p-
adic completion endowed with a p-th Frobenius σ compatible with the canonical Frobe-
nius on W . Put K := Frac(W ), AK := A ⊗W K and L := Frac(A). Put XA := X ×S SpecA
and X0 := XA ×A SpecFp ((λ)). Then the p-th Frobenius map Φ : σ∗H1rig(X0/Fp ((λ))) →
H1rig(X0/Fp ((λ))) is given by
(5.4)
(
Φ(ω˜n) Φ(η˜n)
)
=
(
ω˜n η˜n
)( (−1) n(p−1)N p 0
−(−1) n(p−1)N pτ(σ)n (λ) (−1)
n(p−1)
N
)
where τ(σ)n (λ) is as in (3.10) and ω˜n , η˜n are as in (3.5).
Proof. Let q be as in Theorem 4.2, and J (Y /W [[λ]]) which is isogenous to Ggm/q
Z over
W ((λ)). Put J := A⊗W ((λ)) J (Y /W [[λ]]). By Theorem 5.3, there is an isomorphism
(5.5) (H1dR(Jη/L),∇,Φ)⊗AK AK (1)∼=L og (q).
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Unlike the isomorphism (5.1), the de Rham symplectic basis does not exactly correspond
to the basis ei , f j of L og (q) because J is not isomorphic but isogenous to G
g
m/q
Z. Let
[ζ] : Xλ→ Xλ denotes the automorphismgiven by [ζ](x, y)= (x,ζ−1N y). The action of [ζ] on
L og (q) is given in the following way. LetQ be the matrix (4.8), andQ ′ := tQ. Then
(5.6)
(
[ζ] f1, . . . , [ζ] fN−1
)
=
(
f1, . . . , fN−1
)
Q,
(
[ζ]e1, . . . , [ζ]eN−1
)
=
(
e1, . . . ,eN−1
)
Q ′
where ei , f j are the basis of L og (q) as in Definition 5.2. Applying the projector Pn =∑
εN=1 ε
−n[ε] to the isomorphism (5.5), we have
(5.7) H1dR(Jη/L)
(n)⊗AK AK (1)∼= PnL og (q).
Let us put e := Pne1 and f = Pn f1. Then
0−→ AK (1) f −→ PnL og (q)−→ AK (0)e −→ 0.
The connection ∇ and the FrobeniusΦ are given by
(5.8) ∇(e)= ξ⊗ f , ∇( f )= 0,
(5.9) Φ( f )= p−1 f , Φ(e)= e−G f ,
where
ξ=
∑
ai j
dqi j
qi j
=
∑
ai jdτi j ∈ Ω̂1A, G =
∑
ai j log
(σ) qi j ∈B†
for certain ai j ∈ Q(µN ). It is straightforward from (4.7) and (5.6) to see that ξ is propor-
tional to dτn defined in (4.6) and thatG is proportional to
− log(σ)(λ)+κ(p)n + (1−p−1σ)
[
1
Fn(λ)
(
∞∑
i=1
Kn,i
(
n
N
)
i
(
1− n
N
)
i
i !2
λi
)]
=− log(σ)(λ)+κ(p)n + τ˜n(λ)−p−1τ˜n(λσ) (by Lemma 4.6)
=: τ(σ)n (λ).
Replace f with c f for some c ∈ Q(µN )× such that ξ = dτn . Then it turns out that G =
τ(σ)n (λ). Let ν be a fixed 2N-th root of unity. It follows from Theorem 4.2 that there is
a free basis νnω˜n ,νn η˜n of the left hand side of (5.7), and they corresponds to e, f up to
multiplication by Q×p by Theorem 5.3. Replacing e, f with ce,c f for some c ∈Q×p , we may
assume that the isomorphism (5.7) sends νnω˜n to e . Then it follows from Proposition 4.5
and Lemma 4.6 that we have
∇(νnω˜n)= τ′ndλ⊗νn η˜n .
Comparing this with (5.8), one sees that νn η˜n exactly corresponds to f via (5.7). Hence,
by (5.9) and taking account into the Tate twist AK (1), we have
Φ(νn η˜n)= νnpΦ(η˜n)= νn η˜n ,
Φ(νnω˜n)= νnpΦ(ω˜n)= νn(pω˜n −pτ(σ)n (λ)η˜n).
This completes the proof. 
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ApplyingΦ to (
ω˜n η˜n
)
=
(
ωn ηn
)(Fn(λ)−1 (λ−λ2)F ′n(λ)
0 − n
N
(λ−λ2)Fn(λ)
)
we have(
Φ(ωn) Φ(ηn)
)(Fn(λσ)−1 (λσ− (λσ)2)F ′n(λσ)
0 − n
N
(λσ− (λσ)2)Fn(λσ)
)
=
(
ω˜n η˜n
)( (−1) n(p−1)N p 0
−(−1) n(p−1)N pτ(σ)n (λ) (−1)
n(p−1)
N
)
by (5.4)
=
(
ωn ηn
)(Fn(λ)−1 (λ−λ2)F ′n(λ)
0 − n
N
(λ−λ2)Fn(λ)
)(
(−1) n(p−1)N p 0
−(−1) n(p−1)N pτ(σ)n (λ) (−1)
n(p−1)
N
)
.
Put(
pF11 F12
pF21 F22
)
:=
(
Fn(λ)−1 (λ−λ2)F ′n(λ)
0 − n
N
(λ−λ2)Fn(λ)
)(
(−1) n(p−1)N p 0
−(−1) n(p−1)N pτ(σ)n (λ) (−1)
n(p−1)
N
)
(
Fn(λσ)−1 (λσ− (λσ)2)F ′n(λσ)
0 − n
N
(λσ− (λσ)2)Fn(λσ)
)−1
or more explicitly
F11(λ) := (−1)
n(p−1)
N
(
Fn(λσ)
Fn(λ)
− (λ−λ2)F ′n(λ)Fn(λσ)τ(σ)n (λ)
)
F21(λ) := (−1)
n(p−1)
N
n
N
(λ−λ2)Fn(λ)Fn(λσ)τ(σ)n (λ)
F12(λ) :=
N
n
(
p
F ′n(λ
σ)
Fn(λσ)
F11(λ)− (−1)
n(p−1)
N
λ−λ2
λσ− (λσ)2
F ′n(λ)
Fn(λσ)
)
F22(λ) :=
N
n
(
p
F ′n(λ
σ)
Fn(λσ)
F21(λ)+ (−1)
n(p−1)
N
n
N
λ−λ2
λσ− (λσ)2
Fn(λ)
Fn(λσ)
)
.
We have
(5.10)
(
Φ(ωn) Φ(ηn)
)
=
(
ωn ηn
)(pF11(λ) F12(λ)
pF21(λ) F22(λ)
)
.
Note
(5.11) F11(λ)F22(λ)−F12(λ)F21(λ)=
λ−λ2
λσ− (λσ)2
sinceΦ acts on ω˜n ∪ η˜n =− nN (λ−λ2)ωn ∪ηn by multiplication by p.
Corollary 5.5. Each Fi j (λ) is overconvergent, namely
Fi j (λ) ∈K [λ, (λ−λ2)−1]†.
Let α ∈W be an element such that λσ|λ=α = ασ and α 6≡ 0,1 mod p. Let Xα → SpecW
be the fiber over λ = α, and put Xα,0 := SpecFp ×W Xα. Then the p-th Frobenius φ on
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H1rig(Xα,0/Fp ) is given as the σ-linear endomorphism such that
(5.12)
(
φ(ωn) φ(ηn)
)
=
(
ωn ηn
)(pF11(λ) F12(λ)
pF21(λ) F22(λ)
)∣∣∣
λ=α
under the identificationH1rig(Xα,0/Fp)
∼=H1dR(Xα/K ).
Proof. There remains only to show that Fi j (λ) are overconvergent. However this is imme-
diate from the fact thatΦ is the p-th Frobenius on H1rig(XFp /SFp ) which is a freeQp [λ, (λ−
λ2)−1]†-module with a basis {ωn ,ηn}1≤n≤N−1 . 
We also have a unit root formula of Dwork type for our hypergeometric fibration.
Corollary 5.6 (Unit root formula). Let
Fn,<p (λ) :=
p−1∑
i=0
(n/N )i (1−n/N )i
i !2
λi ∈Zp [λ]
denotes a truncated polynomial, and let
Fn(λ)
Fn(λσ)
∈K [λ, (λ−λ2)−1,Fn,<p (λ)−1]†
beDwork’s p-adic hypergeometric function ([Dw] §3). Letα ∈W (Fpr ) be an element such
that λσ|λ=α =ασ and α 6≡ 0,1 mod p. Suppose that H1rig(Xα,0/Fpr )(n) is ordinary, or equiv-
alently Fn,<p (α) 6≡ 0mod p. Then the unit root of the pr -th Frobenius on H1rig(Xα,0/Fpr )(n)
is the evaluation
(−1)
rn(p−1)
N
Fn(λ)
Fn(λσ
r )
∣∣∣
λ=α
.
Proof. Let η′n := Fn(λ)−1η˜n . Then one can rewrite (5.4) as follows
(
Φ(ωn) Φ(η′n)
)
=
(
ωn η
′
n
)(−1) n(p−1)N pFn (λσ)Fn(λ) 0
∗ (−1) n(p−1)N Fn(λ)
Fn (λσ)
 ,
which gives the eigenvalues of the pr -th FrobeniusΦr . 
6. SYNTOMIC REGULATOR AS 1-EXTENSION IN Fil-F -MIC(S)
Let f : Y →P1
Zp
be the HG fibration constructed in §3.3. Let h1,h2 be as in (3.16). LetU
be the complement of the support of h1h2 in Y , so that hi ∈O(U )×. Let S := SpecZp [λ, (λ−
λ2)−1] and X := f −1(S) be as in §3.1. PutU :=U∩X . ThenU is a smooth affine variety over
Zp and the complementD := Y \U is a relative NCD over Zp . Throughout this section let
W =W (Fp) be theWitt ring of Fp and K = Frac(W ) the fraction field.
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6.1. Computing 1-extension. PutB :=W [λ, (λ−λ2)−1],BK := B⊗WK and A :=Γ(U ,OU )⊗Zp
W , AK := A⊗ZpQp . Let A† and B† be the weak completions. Wewrite A†K := A†⊗ZpQp and
B†
K
:= B†⊗Zp Qp . In terms of overconvergent sheaves, one has
A†
K
=Γ(Y rig
K
, j †
U
O
Y
rig
K
), B†
K
=Γ(P1,rig
K
, j †
S
O
P
1,rig
K
).
Let σ be a p-th Frobenius on A† compatible with the Frobenius onW such that σ(B†) ⊂
B†. Define
log(σ)(x) := p−1 log
(
xp
xσ
)
∈ Â := lim←−−
n
A/pnA
for x ∈ Â×.
Lemma 6.1. If x ∈ A× then log(σ)(x) ∈ A†.
Proof. Let x ∈ A×. Let z ∈ A† be an element such that xp/xσ = 1−pz. Then
(6.1) log(σ)(x)=−
∞∑
n=1
pn−1zn
n
.
Fix a surjection pi : W [t1, . . . , tn]→ A. This extends to a surjection pi† : W [t1, . . . , tn]†→ A†.
If we denote by S(r ) ⊂ W [[t1, . . . , tn]] the subring of power series of radius of conver-
gence r , we have ∪r>1S(r ) = W [t1, . . . , tn]†; therefore, we may choose r0 > 1 such that
z ∈ pi†(S(r0)). Since S(r0) is the completion of W [t1, . . . , tn] with respect to the r0-Gauss
norm, the right hand side of (6.1) belongs to the image of S(r0). This means log
(σ)(x) ∈ A†.

Let L og (hi ) be the log object with a free basis ehi ,0 and ehi ,−2 defined in §2.3. Recall
from (2.3) the exact sequence
0−→ A†
K
(1)
s−→L og (hi )
ρ−→ A†
K
−→ 0,
where the maps s,ρ are given by s(1) = ehi ,−2 and ρ(ehi ,0) = 1. Consider a distinguished
triangle
(6.2) 0−→ A†
K
(2)−→ [L og (h1)(1)
ρ→L og (h2)]−→ A†K [−1]−→ 0
in the derived category of Fil-F -MIC(U ). Each term gives rise to the de Rham complex
and then we have a commutative diagram
(6.3)
A†
K
d // Ω1
A†
K
/B†
K
L og (h1)
a // Ω1
A†
K
/B†
K
⊗L og (h1)⊕L og (h2) b //
0⊕ρ
OO
Ω2
A†
K
/B†
K
⊗L og (h1)⊕Ω1
A†
K
/B†
K
⊗L og (h2)
0⊕(1⊗ρ)
OO
A†
K
d //
s
OO
Ω1
A†
K
/B†
K
(1⊗s)⊕0
OO
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where ⊗=⊗
A†
K
, and Ωi
A†
K
/B†
K
denotes the sheaf of continuous i-th differentials of AK over
BK , and the maps a and b are given by
a(x)= (∇(x),−ρ(x)), b(ω⊗x, y)=ω⊗ρ(x)+∇(y).
Recall from Proposition 2.9 the 1-extension
(6.4) 0−→H1(U/S)(2)−→Mh1,h2(U/S)−→BK −→ 0
in Fil-F -MIC(S). Here we note that d log{h1,h2} = 0 since {h1,h2} belongs to K2(X ). We
simply write M(U/S) = Mh1,h2(U/S), and denote by MdR(U/S) (resp. Mrig(U/S)) the de
Rham cohomology (resp. the rigid cohomology). Then, in terms of the diagram (6.3), one
has
H
j
rig(U0/S0)
∼=H j (Ω•
A†
K
/B†
K
), M rig
h1,h2
∼= ker(b)/Im(a)
whereU0 :=U ×Zp Fp . Put
(6.5) edR :=−
dh2
h2
⊗eh1,0+eh2,0 ∈Ω1Y /S(logD)eh1,0⊕Qp eh2,0 ⊂Ω1A†eh1,0⊕ A
†eh2,0.
Then a direct computation yields
(6.6) (0⊕ρ)(edR)= 1, b(edR)= 0.
This shows that edR ∈ Fil0MdR(U/S) is the unique lifting of 1 ∈ BK in (6.4). Let erig ∈
Mrig(U0/S0) be the corresponding element via the comparison.
Theorem 6.2. Let Φ be the Frobenius on Mrig(U/S) induced by σ. Then under the in-
clusion
H1rig(U0/S0)=H1(Ω•A†
K
/B†
K
)−→Mrig(U0/S0), ω 7−→ω⊗eh1,−2
we have
(6.7) Φ(erig)−erig = p−1 log(σ)(h1)
dhσ2
hσ2
− log(σ)(h2)
dh1
h1
∈H1rig(U0/S0).
where log(σ)(x) is the function as in Lemma 6.1.
Proof. By (6.5) we have
Φ(erig)=−
dhσ2
hσ2
⊗
(
p−1eh1,0−p−1 log(σ)(h1)eh1,−2
)
+eh2,0− log(σ)(h2)eh2,−2.
Hence
Φ(erig)−erig =
dh2
h2
⊗eh1,0−
dhσ2
hσ2
⊗
(
p−1eh1,0−p−1 log(σ)h1)eh1,−2
)
− log(σ)(h2)eh2,−2
=
d log(σ)(h2)︷ ︸︸ ︷
p−1
(
p
dh2
h2
− dh
σ
2
hσ2
)
eh1,0+p−1 log(σ)(h1)
dhσ2
hσ2
eh1,−2− log(σ)(h2)eh2,−2
≡−
(
−p−1 log(σ)(h1)
dhσ2
hσ2
+ log(σ)(h2)
dh1
h1
)
eh1,−2 mod Im(a)
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where the last equality follows from
0≡ a(log(σ)(h2)eh1,0)= d log(σ)(h2)eh1,0+ log(σ)(h2)∇(eh1,0)− log(σ)(h2)eh2,−2
= d log(σ)(h2)eh1,0+ log(σ)(h2)
dh1
h1
eh1,−2− log(σ)(h2)eh2,−2.
This completes the proof. 
Theorem 6.3. Let
0−→H1(X /S)(2)−→M(X /S)−→BK −→ 0
be the 1-extension in Fil-F -MIC(S) associated to theK2-symbol {h1,h2} in (3.16) (see Propo-
sition 2.11). Let edR ∈ Fil0M(X /S) be the unique lifting of 1 ∈ B , and erig ∈Mrig(X /S) the
corresponding element via the comparison. Then
(6.8) Φ(erig)−erig = p−1 log(σ)(h1)
dhσ2
hσ2
− log(σ)(h2)
dh1
h1
∈H1rig(X0/S0).
Proof. There is a commutative diagram
0 // H1(X /S)(2)

// M(X /S)(2)

// BK // 0
0 // H1(U/S)(2) // M(U/S)(2) // BK // 0
in Fil-F -MIC(S). Since the vertical arrows are injective, the assertion is reduced to Theo-
rem 6.2. 
6.2. Comparisonwith the rigid syntomic regultor. LetH•rig-syn(V ,Qp ( j )) be the rigid syn-
tomic cohomology of a smooth scheme V overW ([Be1] 6.1). There is the exact sequence
0−→H1rig(V0/Fp)−→H2rig-syn(V ,Qp (2))−→ Fil2H2rig(V0/Fp)
where V0 := V ×W Fp (loc.cit. 6.3). If the relative dimension of V /W is one, then the last
term vanishes and hence we have an isomorphism
ι :H2rig-syn(V ,Qp (2))
∼=−→H1rig(V0/Fp).
Suppose thatV = SpecA is affine and letσ be a p-th Frobenius on A† compatible with the
Frobenius onW . Let
{−}rig-syn : A× −→H1rig-syn(V ,Qp (1)), f 7−→ class of
(
d f
f
, log(σ) f
)
.
be the symbol map ([Be1] 10.3) which induces the rigid syntomic symbol map on theMil-
nor K -groups
KMr (A)−→H rrig-syn(V ,Qp (r )), { f1, · · · , fr } 7−→ { f1}rig-syn∪·· ·∪ { f1}rig-syn.
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Proposition 6.4. The following diagram
KM2 (A)
//

Ext1Fil-F -mod(Qp ,H
1(V /K )(2))
ρ
// H1rig(V0/Fp)
H2rig-syn(V ,Qp (2))
ι
∼=
// H1rig(V0/Fp)
is commutative up to sign. Here the left vertical arrow denotes the symbolmap onMilnor
K -groups to the rigid syntomic cohomology groups. The map ρ is given in the following
way. Let
0−→H1(V /K )(2)−→M −→K (0)−→ 0
be an 1-extension of filtered Φ-modules. Let edR ∈ Fil0MdR be the unique lifting of 1 ∈
K . Let erig ∈ Mrig be the corresponding element via the comparison. Then ρ associates
Φ(erig)−erig ∈H1rig(V /K ) to the above extension.
Proof. By definition of the cup product of syntomic cohomology, we have
{ f }rig-syn∪ {g }rig-syn = (the cohomology class of R f ,g )
for { f ,g } ∈KM2 (A) where
R f ,g :=
(
0,p−1 log(σ)( f )
dgσ
gσ
− log(σ)(g )d f
f
)
∈ {0}⊕Ω1
A†
⊂RΓrig-syn(V ,2)
(see also [Be2] (3.2)). This means
ι{ f ,g }rig-syn = p−1 log(σ)( f )
dgσ
gσ
− log(σ)(g )d f
f
∈H1rig(V0/Fp),
and this agrees with (6.7) up to sign. 
7. PROOF OF MAIN THEOREM : PART 1
We are now in a position to prove Theorem 3.1. Let
B =W [λ, (λ−λ2)−1]⊂BK =K [λ, (λ−λ2)−1]⊂B†K =B†⊗Zp Qp =K [λ, (λ−λ2)−1]†
be as in the beginning of §6. Recall from Theorem 6.3 the 1-extension
0−→H1(X /S)(2)−→M(X /S)−→BK −→ 0
in Fil-F -MIC(S). Let edR ∈ Fil0MdR(X /S) be the unique lifting of 1 ∈ B , and erig ∈Mrig(X /S)
the element corresponding to edR via the comparison
B†
K
⊗BK H1dR(X /S)∼=H1rig(X0/S0)
where X0 := X ×Zp Fp and S0 := SpecFp [λ, (λ−λ2)−1].
Lemma 7.1.
(7.1) ∇(edR)=
dh1
h1
dh2
h2
=
N−1∑
n=1
ζn1 −ζn2
N
· dλ
1−λωn .
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Proof. Exercise. 
We turn to the proof of Theorem 3.1. Define overconvergent functions ε˜(n)1 (λ), ε˜
(n)
2 (λ) ∈
B†
K
by
(7.2) erig−Φ(erig)=
N−1∑
n=1
ε˜(n)1 (λ)ωn + ε˜(n)2 (λ)ηn ∈ B†K ⊗BK H1dR(X /S).
Then
regsyn({h1,h2}|λ=α)=
N−1∑
n=1
ε˜(n)1 (α)ωn + ε˜(n)2 (α)ηn
by Theorem 6.3 and Proposition 6.4. Rewrite
ε˜(n)1 (λ)ωn + ε˜(n)2 (λ)ηn = E˜ (n)1 (λ)ω˜n + E˜ (n)2 (λ)η˜n
where {ω˜n , η˜n} is the basis (3.5). Our goal is to show
E˜ (n)
i
(λ)= ζ
n
1 −ζn2
N
E (n)
i
(λ).
To do this it is enough to check the differential equations (3.11) and (3.12) and the initial
conditions (3.13) for E˜ (n)
i
(λ). In this section we check the differential equations, namely
(7.3)
d
dλ
E˜ (n)1 (λ)=
ζn1 −ζn2
N
(
Fn(λ)
1−λ − (−1)
(p−1)n
N p−1
Fn(λσ)
1−λσ
dλσ
dλ
)
,
(7.4)
d
dλ
E˜ (n)2 (λ)=
ζn1 −ζn2
N
(
E1(λ)Fn(λ)−2
λ−λ2 + (−1)
(p−1)n
N p−1τ(σ)n (λ)
Fn(λσ)
1−λσ
dλσ
dλ
)
.
Notice that E˜ (n)
i
(λ) belong to an affinoid ring
C :=Q⊗ lim←−−
n
(
W /pnW [λ, (λ−λ2)−1,Fn,<p (λ)−1]
)
⊂K [[λ]]
where
Fn,<p (λ) :=
p−1∑
i=0
(n/N )i (1−n/N )i
i !2
λi ∈Zp [λ]
is a truncated polynomial. Applying ∇ on (7.2), we have
∇(edR)−Φ∇(edR)=
N−1∑
n=1
d E˜ (n)1 (λ)ω˜n + E˜ (n)1 (λ)∇ω˜n +d E˜ (n)2 (λ)η˜n + E˜ (n)2 (λ)∇η˜n
=
N−1∑
n=1
d E˜ (n)1 (λ)⊗ ω˜n − E˜ (n)1 (λ)
Fn(λ)−1
λ−λ2 dλ⊗ η˜n +d E˜
(n)
2 (λ)⊗ η˜n
∈ Ω̂1C ⊗B H1dR(XQp/SQp )
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where the second equality follows fromProposition 4.5. On the other hand, applying 1−Φ
on (7.1), we have
∇(edR)−Φ∇(edR)=
N−1∑
n=1
ζn1 −ζn2
N
(
dλ
1−λωn −
dλσ
1−λσΦ(ωn)
)
=
N−1∑
n=1
ζn1 −ζn2
N
(
Fn(λ)
dλ
1−λω˜n −Fn(λ
σ)
dλσ
1−λσΦ(ω˜n)
)
=
N−1∑
n=1
ζn1 −ζn2
N
(
Fn(λ)
dλ
1−λω˜n − (−1)
n(p−1)
N p−1Fn(λσ)
dλσ
1−λσ (ω˜n −τ
(p)
n (λ)η˜n)
)
∈ Ω̂1C ⊗B H1dR(XQp/SQp )
where the third equality follows from Theorem 5.4 and taking account into the Tate twist
in “H1(X /S)(2)”. Comparing the two results, (7.3) and (7.4) are immediate.
8. PROOF OF MAIN THEOREM : PART 2
There remains to prove
(8.1) E˜ (n)1 (0)= 0, E˜ (n)2 (0)= 2(ζn1 −ζn2 )
∑
νN=−1
ν−n ln(p)2 (ν).
LetW =W (Fp ) be theWitt ring. We use the notation in (4.4) and (4.5). Moreover we put
ZK := Z ×W K , YK :=Y ×W [[λ]]K [[λ]] andXK :=Y ×W [[λ]]K ((λ)):
Y

Xoo

SpecW [[λ]] SpecW ((λ))oo
YK

XKoo

SpecK [[λ]] SpecK ((λ)).oo
8.1. Syntomic cohomology of log schemes. In this section we use the syntomic coho-
mology by Kato [Ka1] rather than the rigid syntomic cohomology by Besser, as we shall
discuss schemes such as Y which are regular but are not of finite type overW .
Let X be a scheme overW . WewriteWn :=W /pn and Xn := X×W SpecWn for an integer
n ≥ 1. Let 0 ≤ r < p be an integer. Suppose that X satisfies the assumption in [Ka1] 2.4.
The syntomic complexSn(r )X is defined to be the mapping fiber of the homomorphism
(8.2) 1−p−r f : J [r−•]
Dn
⊗OPn Ω
•
Pn
−→ODn ⊗OPn Ω
•
Pn
of sheaves on the etale site of X1 ([Ka1] 2.5, [Ka2] (1.6)), where X ,→ P an immersion such
that P is endowed with a p-th Frobenius f and Dn denotes the DP-envelope of Xn ⊂ Pn
with respect to the canonical divided power on pWn , and J
[i ]
Dn
is the i-th DP ideal. The
term of Sn(r )X of degree q is
(8.3) (J [r−q]
Dn
⊗OPn Ω
q
Pn
)⊕ (ODn ⊗OPn Ω
q−1
Pn
).
We write Sn(r )X ,P, f if we make the choice of (P, f ) clear. Although the syntomic com-
plex apparently depends on the choice of (P, f ), there is a functorial isomorphism be-
tweenSn(r )X ,P, f andSn(r )X ,P ′ , f ′ in the derived categoryD
b(X e´t1 ) of bounded complexes
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of sheaves on (X1)e´t ([Ka1] p. 412). The syntomic cohomology is defined to be the etale
cohomology of the syntomic complex
H isyn(X ,Z/p
n(r )) :=H ie´t(X1,Sn(r )X ), H isyn(X ,Zp (r )) := lim←−−
n
H isyn(X ,Z/p
n(r )).
LetU =∐Ui → X be an etale covering. Then wemay replaceSn(r )X withSn(r )U • which
is defined to be the total complex of
p1∗Sn(r )U (1),P1, f1 −→ p2∗Sn(r )U (2),P2, f2 −→ ···
where pk : U (k) := U ×X · · · ×X U → X and we choose (Pi , fi )’s such that all arrows are
homomorphism of complexes (not only homomorphisms in the derived category). Let
Sn(r )′X be the mapping fiber of (8.2) replacing 1−p−r f with pr − f
(8.4) Sn(r )X //

J [r−•]
Dn
⊗OPn Ω•Pn
1−p−r f
// ODn ⊗OPn Ω•Pn
pr

Sn(r )′X
// J [r−•]
Dn
⊗OPn Ω•Pn
pr− f
// ODn ⊗OPn Ω•Pn .
Let Hsyn(X ,Z/pn(r ))′ :=He´t(X1,Sn(r )′X ) and Hsyn(X ,Zp (r ))′ := lim←−−nHe´t(X1,Sn(r )
′
X ). The
diagram (8.4) implies that Hsyn(X ,Zp (r ))→ Hsyn(X ,Zp (r ))′ is bijective modulo torsion.
We claim that there is a commutative diagram
(8.5) J [r−•]
Dn
⊗OPn Ω•Pn
f
//

ODn ⊗OPn Ω•Pn

Ω•≥r
Xn/Wn
fXn // Ω•
Xn/Wn
inDb(X e´t1 ). Note first that the right vertical arrow is a quasi-isomorphism ([Ka1] Theorem
1.7). Then fXn is defined to be the composition of Ω
≥r
Zn/Wn
,→Ω•
Xn/Wn
∼←ODn ⊗OPn Ω•Pn
f→
ODn⊗OPnΩ•Pn
∼→Ω•
Xn/Wn
. The commutative diagram (8.5) is immediate from the definition
of fX . This gives rise to a homomorphism
(8.6) φXn :Sn(r )
′
X −→Mapping Fiber of (pr − fXn )
inDb(X e´t1 ). One can also define the syntomic complexes
Sn(r )(X ,M), Sn(r )
′
(X ,M)
of a log scheme (X ,M) over the base SpecW with trivial log structure which satisfies [A-S]
Condition 2.2.3 (see also Prop. 2.2.6). In a down-to-earth manner, the syntomic complex
Sn(r )(X ,M) is given as the mapping fiber of
1−p−r f : J [r−•]
Dn
⊗OPn ω
•
(Pn ,MPn )
−→ODn ⊗OPn ω
•
(Pn ,MPn )
and Sn(r )′(X ,M) is the mapping fiber of p
r − f where (X ,M) ,→ (P,MP ) is as in [A-S] Con-
dition 2.2.3, and ω(Pn ,MPn ) denotes the differential module of the log scheme (Pn ,MPn ) =
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(P,MP )⊗Z/pn ([Ka3] 1.7). IfM is the log structure associated to a normal crossing divisor
D, we write (X ,M)= X (D) and
H isyn(X (D),Z/p
n(r ))=H ie´t(X1,Sn(r )X (D)), H isyn(X (D),Z/pn(r ))′ =H ie´t(X1,Sn(r )′X (D)).
In the same way as before, one can define a homomorphism
fX (D)n/Wn :Ω
•≥r
Xn/Wn
(logDn)−→Ω•Xn/Wn (logDn)
and one has a homomorphism
(8.7) φX (D)n :Sn(r )
′
X (D) −→Mapping Fiber of (pr − fX (D)n/Wn )
in Db(X e´t1 ). Let Y be a regular scheme. Let f : Y → S := SpecW [[λ]] be a flat and
quasi-projective morphism which is smooth over SpecW ((λ)) = SpecW [[λ]][λ−1]. Let
D := f −1(0) be the fiber over λ = 0. Suppose that the reduced part Dred is a relative
NCD overW , and the multiplicity of each component of D is prime to p. We endow the
log structure N on S associated to the divisor λ = 0, and the canonical DP structure on
pW [[λ]]. Then Y (D)/(S,N ) sits in the situation in [Ka3] §6. Let ulog : ((Yn/Sn)
log
crys)
∼ →
(Y e´tn )
∼ be the canonical morphism from the category of log crystals to the category of
etale sheaves. By [Ka3] Theorem (6.4), Rulog∗ OYn/Sn is canonically quasi-isomorphic to
the log de Rham complex
ω•Yn/Sn :=Coker
[
dλ
λ
⊗Ω•−1Yn/Wn (logDn)→Ω
•
Yn/Wn
(logDn)
]
.
We fix a p-th Frobenius σ on W [[λ]] such that σ(λ) = aλp for some a ∈ 1+ pW . In the
same way as before one can define a homomorphism
(8.8) fYn/Sn :ω
•≥r
Yn/Sn
−→ω•Yn/Sn
compatible with σ, and
φYn/Sn :Sn(r )
′
Y (D) −→Mapping Fiber of (pr − fYn/Sn )
which obviously factors through φY (D)n in (8.7). We sum up the above in the following
proposition.
Proposition 8.1. Let f :Y → S := SpecW [[λ]] be a flat and quasi-projective morphism
such that it is smooth over SpecW ((λ))= SpecW [[λ]][λ−1], and lettingD := f −1(0) be the
fiber over λ = 0, the reduced part Dred is a relative NCD overW , and the multiplicity of
each component ofD is prime to p. Fix a p-th Frobeniusσ onW [[λ]] such thatσ(λ)= aλp
for some a ∈ 1+pW . Then there is a natural homomorphism
(8.9) φYn/Sn :Sn(r )
′
Y (D) −→Mapping Fiber of (pr − fYn/Sn ).
Note that φY /S depends on the choice of Frobenius σ onW [[λ]].
Corollary 8.2. Suppose dim(Y /S)< r . Then (8.9) induces
(8.10) φYn/Sn :Sn(r )
′
Y (D) −→ω•Yn/Sn [−1].
Suppose further that f is projective, then this induces
(8.11) φY /S :H
i
syn(Y (D),Zp (r ))
′ := lim←−−
n
H isyn(Y (D),Z/p
n(r ))′ −→H i−1(Y ,ω•Y /S).
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Proof. The first assertion is obvious. For the proof of (8.11) it is enough to show the fol-
lowing lemma. 
Lemma 8.3. (1) ω1Y /S is a locally freeOY -module of rankd = dim(Y /S), andω1Yn/Sn
∼=
ω1Y /S⊗Z/pn .
(2) Let E • be a complex of locally free OY -modules of finite rank. If f is projective,
then
H i (Y ,E •)
∼=−→ lim←−−
n
H i (Y ,E •⊗Z/pn).
Proof. The first assertion can be checked locally in the etale topology on noticing that f
is locally given by (x0, · · · ,xd ) 7→ λ= xa00 · · ·x
as
s with ai > 0 prime to p. We show the latter.
We first note that H i (Y ,E •) andH i (Y ,E •⊗Z/pn) are finitely generatedW [[λ]]-modules
since f is proper. By the exact sequence
0−→ E • −→ E • −→ E •⊗Z/pn −→ 0
one has an exact sequence
0−→H i (Y ,E )/pn −→H i (Y ,E ⊗Z/pn)−→H i+1(Y ,E )[pn]−→ 0
whereM[pn ] denotes the pn-torsion part. Therefore the assertion is reduced to show that,
for any finitely generatedW [[λ]]-moduleM ,
(8.12) M
∼=−→ lim←−−
n
M/pnM
where the transitionmapM/pn+1→M/pn is the natural surjection, and
(8.13) lim←−−
n
M[pn]= 0
where the transition mapM[pn+1]→M[pn] is multiplication by p. The former assertion
(8.12) is a special case of the general fact Aˆ⊗A M ∼= Mˆ for a finitely generated A-module
M with A noetherian ([A-M] Prop.10.3). We show (8.13). Let
0−→M1 −→M2 −→M3 −→ 0
be any exact sequence of finitely generatedW [[λ]]-modules. Then
0→M1[pn]→M2[pn]→M3[pn]→M1/pn→M2/pn→M3/pn→ 0.
Suppose thatM2[pn]= 0 for all n. Then, by taking the projective limit, we have
0 // lim←−−nM3[p
n] // lim←−−n(M1/p
n) // lim←−−n(M2/p
n)
M1 //
∼=
OO
M2
∼=
OO
and hence lim←−−nM3[p
n] = 0 follows. For the proof of (8.13), apply M3 =M and M2 a free
W [[λ]]-module of finite rank. 
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Corollary 8.4. Let f : Y → S be as in Proposition 8.1. If dim(Y /S) < r then we have a
map
(8.14) φYn/Sn :Sn(r )Y (D) −→ω•Yn/Sn [−1]
which makes the following commutative
(8.15) Sn(r )Y (D) //
(8.4)

ω•Yn/Sn [−1]
pr

Sn(r )′Y (D)
(8.10) // ω•Yn/Sn [−1].
If f is projective, then we have
(8.16) φYn/Sn :H
i
syn(Y (D),Zp (r ))−→H i−1(Y ,ω•Y /S)
by taking the projective limit of the cohomology of (8.14) (note Lemma 8.3 (2) for the rght
hand side).
Proof. Note first that the map (8.8) is not a morphism of complexes. In a precise sense,
there are a quasi isomorphismω•Yn/Sn → ω˜
•
Yn/Sn
and amorphism f˜Yn/Sn :ω
•≥r
Yn/Sn
→ ω˜•Yn/Sn
of complexes which sits into a commutative diagram
J [•−r ]
Dn
⊗ω•(Pn ,MPn )

pr− f
// ODn ⊗ω•(Pn ,MPn )
h

ω•≥rYn/Sn
f˜Yn/Sn // ω˜•Yn/Sn .
Note that h is a quasi isomorphism. Suppose that dim(Y /S) < r and hence ω•≥rYn/Sn = 0.
Now one immediately has a commutative diagram
Sn(r )Y (D) //
(8.4)

ω˜•Yn/Sn [−1]
pr

Sn(r )′Y (D)
// ω˜•Yn/Sn [−1]
of complexes and hence the diagram (8.15) in the derived category. 
8.2. Vanishing of E˜ (n)1 (0). We first show E˜
(n)
1 (0) = 0. Let Pν ∈ ZK be the singular point
(4.4) for ν ∈W such that νN = −1. Let (u,v) be a local coordinate of YK at Pν such that
f (u,v)=λwhere f :YK → SpecK [[λ]]. Then
ResPν :Ω
1
XK /K ((λ))
→Ω1K ((λ))((u))/K ((λ))→K ((λ)),
be the residuemap where the second arrow is given by∑
n
cn(λ)u
n du
u
7−→ c0(λ).
This does not depend on the choice of the coordinates (u,v) up to sign. Obviously
ResPν(Ω
1
YK /K [[λ]]
)⊂K [[λ]].
F -ISOCRYSTAL AND SYNTOMIC REGULATORS VIA HYPERGEOMETRIC FUNCTIONS 41
Thus the above residuemap induces a commutative diagram
H1zar(Ω
•≤1
YK /K [[λ]]
) //

H1dR(XK /K ((λ)))
ResPν

K [[λ]]
⊂ // K ((λ))
where H izar(Ω
•≤1
YK /K [[λ]]
)=H izar(YK ,Ω•≤1YK /K [[λ]]) denotes the Zariski cohomology of the com-
plexOYK →Ω1YK /K [[λ]].
Let Z ⊂ Y be the central fiber over λ = 0, which is a relative NCD over W of relative
dimension 1. Let Pν be the intersection points as in (4.4). and let iZ : Z•→ Z ⊂Y be the
simplicial nerve of the normalization Z˜ → Z . Let Z reg := Z \ {Pν} and Z regK := ZK \ {Pν}.
There is the residue map ResZPν : H
1
dR(Z
reg
K
/K ) → K at Pν which is compatible with the
above. We consider a commutative diagram
(8.17)
H2syn(Z•,Zp (2))
φZ•

H2syn(Y ,Zp (2))
φ

oo // H2syn(Y (Z ),Zp (2))
φY /W [[λ]]

H1dR(Z
reg
K
/K )
ResZPν ((◗◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
H1dR(Z•/W )
oo
0 map

H1zar(Ω
•≤1
Y /W [[λ]])
⊂ //

i∗
Zoo H1zar(ω
•
Y /W [[λ]])
ResPν

K K [[λ]]
⊂ //mod λoo K ((λ)).
Here φZ• is as in (8.6), and φY /W [[λ]] is as in Corollary 8.4 (8.16), and φ is the induced
homomorphism from φY /W [[λ]].
Lemma 8.5. The symbol {h1,h2} ∈ K2(X ) has no boundary at Z = f −1(0). In particular
{h1,h2}|X ∈K2(X ) lies in the image of K2(Y ).
Proof. We already know the explicit description of Z in §3.3. The assertion is now an easy
exercise. 
We turn to the proof of E˜ (n)1 (0)= 0. By Lemma 8.5, an element
(8.18) R := regsyn({h1,h2})|Y ∈H2syn(Y ,Qp (2))
is defined. Let c : H1zar(Ω
≤1
Y /W [[λ]])→ H1dR(X /K ((λ))) be the natural map. Then one easily
sees
(8.19) c ◦φ◦can(R)=
N−1∑
n=1
E˜ (n)1 (λ)ω˜n + E˜ (n)2 (λ)η˜n ∈H1dR(XK /K ((λ))).
A direct computation yields ResPν(η˜n)= 0 and
ResPν(ωn)= (−1)sν−n + (higher terms)∈K [[λ]]
where s ∈Z does not depend on n. By a diagram chase of (8.17), we have
N−1∑
n=1
ν−n · E˜ (n)1 (0)= 0
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for all ν such that νN =−1. This implies E˜ (n)1 (0)= 0 for all n as required.
8.3. Computing E˜ (n)2 (0). We keep the notation in the diagram (8.17). Consider a commu-
tative diagram
(8.20) K2(Z•)
regZ•syn

K2(Y )oo
regYsyn

H2syn(Z•,Zp(2))
∼=

H2syn(Y ,Zp (2))
φ

oo
H1dR(Z•/W ) H
1
zar(Ω
•
Y /W [[λ]])
//
i∗
Zoo

H1dR(XK /K ((λ)))

H1(OZ•)
∼=
OO
H1(OY )
i ′Zoo
j
// H1(OXK )
where regsyn are the syntomic regulatormaps. Since H
1(Z ,OZ )∼=H1(Z•,OZ•) is a freeW -
module of rank N − 1 (=the genus of the generic fiber XK ), it follows from [Ha] III, 12.9
thatH1(OY ) is a freeW [[λ]]-module of rankN−1 andH1(OZ )∼=H1(OY )⊗W [λ]W [λ]/(λ).
In particular j : H1(OY )→ H1(OXK ) ∼= H1(OYK )⊗K [λ] K (λ) is an inclusion and i ′Z is the
reductionmodulo λ.
We prove that E˜ (n)2 (0) satisfies the initial conditions (8.1). Recall the element (8.18) in
H2syn(Y ,Qp (2)). By the diagram (8.20), we have an element
N−1∑
n=1
E˜ (n)1 (λ)ω˜n + E˜ (n)2 (λ)η˜n ∈H1dR(XK /K ((λ))),
and an element
β ∈H1dR(OZ•).
and they correspond as follows
N−1∑
n=1
E˜ (n)2 (0) · i ′Z (η˜n)=±β ∈H1dR(OZ•).
Note that {i ′Z (η˜n) | n = 1, . . . ,N−1} is a basis ofH1(OZK )∼=KN−1. Thanks to the compatibil-
ity of the syntomic regulatormaps,β coincides with the syntomic regulator of {h1,h2}|Z• ∈
K2(Z•) up to sign. Recall the definition of ε˜
(n)
i
(λ) from (7.2). By Lemma 7.1 it turns out
N−1∑
n=1
E˜ (n)1 (λ)ω˜n + E˜ (n)2 (λ)η˜n = p−1 log(σ)(h1)
dhσ2
hσ2
− log(σ)(h2)
dh1
h1
∈H1dR(XK /K ((λ)))
and hence we have
(8.21)
(
p−1 log(σ)(h1)
dhσ2
hσ2
− log(σ)(h2)
dh1
h1
)∣∣∣
Z•
=
N−1∑
n=1
E˜ (n)2 (0) · i ′Z (η˜n) ∈H1(OZ•)
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without ambiguity of sign.We compute the both sides of (8.21) explicitly. Let {Pν}= Z1∩Z2
be the set of intersection points (4.4) and φi : {Pν} ,→ Zi ,K the embeddings. We fix an
isomorphism
(8.22)
( ⊕
νN=−1
H0(OPν)
)
/Imφ
∼=−→H1(OZK )
∼=−→H1(OZ•)
which arises from an exact sequence
0−→OZK −→OZ1,K ⊕OZ2,K
φ−→
⊕
ν
OPν −→ 0
where we put φ :=φ∗1 −φ∗2 . We denote an element (cν)ν ∈ (⊕νH0(OPν))/Imφ by
∑
ν cν[Pν].
Then it is not hard to show
i ′Z (η˜n)=−
∑
ν
ν−n[Pν]
and hence we have
(8.23) RHS of (8.21)=−
∑
νN=−1
(
N−1∑
n=1
E˜ (n)2 (0)ν
−n
)
[Pν]
under the identification (8.22). Next we compute the left hand side of (8.21). Recall the
affine open set (3.20)
W2 = SpecZp [z,w1,λ, (z−1)−1]/(zwN1 − (z−1)N−1(z−λ))⊂ Y .
Then Z1∩W2 = {z =λ= 0}, Z2∩W2 = {wN1 −(z−1)N−1 =λ= 0} and Pν = {z =w1+ν=λ= 0}.
The symbol {h1,h2}|W2 is defined by
h1|W2 =
w1−ζ1(z−1)
w1−ζ2(z−1)
, h2|W2 =
1−λ
(z−1)2 .
Let u be the inhomogeneous coordinate of Z2 ∼=P1Zp such that u
N−1 =w1 and uN = z−1.
Define p-th Frobeniusmapsϕi on Zi ∼=P1Zp byϕ1(w1)=w
p
1 and Z1 andϕ2(u)= up on Z2.
Since the LHS of (8.21) coincides with the syntomic regulator regsyn{h1,h2}|Z• up to sign,
and it does not depends on the choice of the Frobenius, wemay assume thatσ is given by
the Frobenius ϕ= (ϕ1,ϕ2) on Z•. Let
SZ˜ (2) :OZ1⊕OZ2
d−→Ω1Z1 ⊕Ω
1
Z2
,
SZ1∩Z2 (2) :
⊕
ν
OPν −→ 0
be the syntomic complexes on Z˜ = Z1
∐
Z2 and Z1∩Z2 respectively where the first terms
are placed in degree 0 ([Ka1] 2.5). The syntomic complex SZ•(2) of Z• is given as the
mapping fiber of φ=φ∗1 −φ∗2 :SZ˜ (2)→SZ1∩Z2(2). Note h2|Z1 = 1 and
h1|Z2 =
1−ζ1u
1−ζ2u
, h2|Z2 = u−2N .
Therefore the LHS of (8.21) is given as the cohomology class of
Rn :=
(
0,−2N log(p)
(
1−ζ1u
1−ζ2u
)
du
u
)
∈Ω1Z1,n ⊕Ω
1
Z2,n
, Zi ,n := Zi ⊗Z/pn+1Z
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where log(p)h := p−1 logh(u)p/h(up), namely
LHS of (8.21)= (the cohomology class of (Rn)n≥0) ∈Q⊗
(
lim←−−
n
H1syn(Z•,Z/p
n+1(2))
)
=H1syn(Z•,Qp (2))∼=H1(OZ•).
We write down this in terms of the p-adic dilog function
ln(p)2 (u) :=
∑
p 6|n
un
n2
∈Zp
{
u,
1
1−u
}†
.
Note
− log(p)(1−u)du
u
= d ln(p)2 (u).
Therefore the isomorphism
H2syn(Z•,Zp(2))
∼=−→H1(OZ•)
∼=−→
( ⊕
νN=−1
H0(Pν)
)
/Imφ
sends the cohomology class of R to an element
−2Nφ[ln(p)2 (ζ1u)− ln
(p)
2 (ζ2u)]=−2N
∑
ν
(ln(p)2 (ζ1ν
−1)− ln(p)2 (ζ2ν−1)) · [Pν].
Here we note Pν = {w1 =−ν}= {u = ν−1}. We thus have
(8.24) LHS of (8.21)=−2N
∑
νN=−1
(ln(p)2 (ζ1ν
−1)− ln(p)2 (ζ2ν−1)) · [Pν]
under the identification (8.22). Comparing (8.24) with (8.23), we have
−
N−1∑
n=1
E˜ (n)2 (0)ν
−n =−2N (ln(p)2 (ζ1ν−1)− ln
(p)
2 (ζ2ν
−1))
for all ν, which uniquely determines E˜ (n)2 (0). One easily finds
E˜ (n)2 (0)= 2
∑
νN=−1
νn(ln(p)2 (ζ1ν
−1)− ln(p)2 (ζ2ν−1))
= 2(ζn1 −ζn2 )
∑
νN=−1
ν−n ln(p)2 (ν).
This competes the proof of Theorem 3.1.
9. COLEMAN INTEGRALS AND SYNTOMIC REGULATORS
LetW =W (Fq ) be theWitt ring of a finite field Fq . Put K := Frac(W ). LetC be a smooth
projective curve over K . In the seminal paper [C-dS], Coleman and de Shalit defined a
p-adic regulator map
rp :K2(C )−→Hom(Γ(C ,Ω1C/K ),K )
using the Coleman integrals ∫
( f )
log(g )ω.
We refer to the reader a very nice exposition [Be3] for Coleman integrals. A. Besser proved
that rp agrees with the syntomic regulatormap.
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Theorem9.1 ([Be2] Theorem3). Suppose thatC has a good reduction. Letφ :H1dR(C/K )→
H1dR(C/K ) be the p-th Frobenius compatible with the canonical Frobenius on K . Let
Θ :H2syn(C ,Qp(2))
∼=H1dR(C/K )
1−p−2φ←−∼ H
1
dR(C/K )
be the composition of isomorphisms where the first one is the canonical one, and in the
second arrow “1” denotes the identity. Then
TrC (Θ(regsyn{ f ,g })∪ [ω])= (rp { f ,g })(ω)
for ω ∈H0(C ,Ω1
C/K ).
Recall from §3.2 the HG fibration f : X → S and the K2-symbol {h1,h2} ∈ K2(X ). The
main theorem (Theorem 3.1) describes the syntomic regulator
regsyn{h1,h2}|λ=α ∈H1dR(Xα/K ), Xα := f −1(α)
for α ∈W such that λσ|λ=α =ασ andα 6≡ 0,1mod p, in terms of overconvergent functions
ε(n)
i
(λ). Define s(n)
i ,α ∈K to be the elements satisfying
Θ(regsyn{h1,h2}|λ=α)=
N−1∑
n=1
s(n)1,αωn + s(n)2,αηn
⇐⇒ regsyn{h1,h2}|λ=α =
N−1∑
n=1
(1−p−2φ)(s(n)1,αωn+ s(n)2,αηn)
where φ is the p-th Frobenius on H1dR(Xα/K ).
Theorem 9.2. Let s(n)
i ,α ∈K be characterized by
(9.1)
(
(s(n)1,α)
σ
(s(n)2,α)
σ
)
= pα
σ− (ασ)2
α−α2
(
F22(α) −F12(α)
−pF21(α) pF11(α)
)[(
s(n)1,α
s(n)2,α
)
−
(
ε(n)1 (α)
ε(n)2 (α)
)]
where Fi j (λ) are the overconvergent functions in Corollary 5.5.
Let rp : K2(Xα)→Hom(Γ(Xα,Ω1Xα),K ) be the p-adic regulator due to Coleman and de
Shalit [C-dS]. Then
(9.2) rp {h1,h2}|λ=α(ωn)=
∫
(h1)
log(h2)ωn|λ=α =±(α−α2)−1s(n)2,α ∈K
for α ∈W such that λσ|λ=α =ασ and α 6≡ 0,1 mod p.
Proof. (9.2) is immediate from Theorem 9.1 toegther with the fact
TrXα([ωn]∪ [ηn])=−
N
n
(α−α2)−1TrXα ([ω˜n]∪ [η˜n])
=±N
n
(α−α2)−1.
By Theorem 3.1 we have
ε(n)1 (α)ωn +ε(n)2 (α)ηn = (1−p−2φ)(s(n)1,αωn + s(n)2,αηn).
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The p-th Frobenius φ on H1rig(Xα/K ) is explicitly given in Corollary 5.5 (5.12). Hence we
have {
ε(n)1 (α)= s(n)1,α−p−1(s(n)1,α)σF11(α)−p−2(s(n)2,α)σF12(α)
ε(n)1 (α)= s(n)2,α−p−1(s(n)1,α)σF21(α)−p−2(s(n)2,α)σF22(α)
which is equivalent to (9.1) noting (5.11). 
Complement. Put
A := α
σ− (ασ)2
α−α2
(
F22(α) −F12(α)
−pF21(α) pF11(α)
)
, e :=
(
ε(n)1 (α)
ε(n)2 (α)
)
.
A = (PD(P−1)σ)−1 = PσD−1P−1
Aσ
−1 = PEσ−1(P−1)σ−1 ,Aσ−2 = Pσ−1Eσ−2(P−1)σ−2 ,
Aσ
−1
Aσ
−2 · · ·Aσ−n = PEσ−1 · · ·Eσ−n (P−1)σ−n
Amore explicit description of s(n)
i ,α satisfying (9.1) is
(9.3) p−1
(
s(n)1,α
s(n)2,α
)
=−Aσ−1eσ−1−pAσ−1Aσ−2eσ−2 −p2Aσ−1Aσ−2Aσ−3eσ−3−·· · .
If r = [K :Qp ], then σ−1 =σr−1, . . . . Hence one has overconvergent functions
s(n)
i
(λ) ∈Qp {λ, (1−λ)−1}†
which may depend on r , such that
s(n)
i
(α)= s(n)
i ,α
for all α ∈W such that λσ|λ=α =ασ and α 6≡ 0,1 mod p.
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