Abstract-In some applications, video content needs to be encoded and uploaded to a remote destination within a predefined amount of time. In order to guarantee that the overall processing time does not exceed certain time constraints, a system that performs joint encoding and uploading time control is needed. Such a system requires the flexibility to control both the time spent in the encoding process and the bit-rate. This is because the latter significantly influences the transmission time, especially for transmissions under low-bandwidth constraints. This paper proposes a novel approach to address this challenge by adapting the quantization parameters (QP) of a video encoder in order to meet overall processing time requirements, including both encoding and uploading time. The proposed QP adaptation approach relies on mechanisms to accurately predict the encoding time and bit-rate during the encoding process for the incoming group of pictures. This in turn allows adequate QP selections that result in accurately meeting the overall time constraints. A comprehensive experimental evaluation shows that the proposed QP adaptation approach can accurately meet the overall time constraints by efficiently adapting the encoding process to different target times and bandwidth conditions.
H.264/Advanced Video Coding (AVC) [2] , [3] . However, since more complex tools are used in the encoding process, higher encoding times are expected with respect to previous video compression standards.
Most practical video compression applications operate under encoding time constraints and therefore mechanisms for encoding time reduction are essential. These mechanisms typically provide encoder speed-ups at the cost of small compression performance losses. This trade-off between encoding execution time and compression performance can be exploited in applications that benefit from some flexibility in terms of encoder complexity control. Speed-up techniques can be used in an adaptive way in order to control the encoder complexity and aiming at maximising the compression performance of video encoders depending on given specific execution time constraints imposed by the use case [4] .
However, in some applications, video content needs to be encoded and uploaded to a remote destination to meet specific delivery time requirements. In this context, a new approach is proposed in this paper to encode video content taking into account time constraints both for encoding and uploading, in order to guarantee that the overall delivery time does not exceed certain time constraints. Overall, the main novelties in this work are:
• An algorithm for joint encoding and uploading time control based on adaptive parameter selection for groups of frames.
• A technique to accurately estimate encoding time variations with the parameters used for encoding a group of frames.
• A technique to reuse previous encoding estimations to accurately estimate bit-rates for a group of frames, based on a piecewise interpolation/extrapolation scheme. The rest of this paper is organised as follows. Section II explains the motivation and the application scenarios targeted by the proposed system. Section III provides a brief overview of the background work relevant to the techniques proposed in this paper. Section IV describes the overall framework and the proposed general algorithm for joint encoding and uploading time control. Section V describes the details of the proposed encoding time and bit-rate estimation methods used in the proposed scheme. Section VI provides experimental results that evaluate the performance of the proposed method and finally Section VII concludes this paper with some final remarks.
II. MOTIVATION
In offline contribution scenarios where the content needs to be transmitted after compression, both the encoding time and the expected produced bit-rate need to be jointly controlled in order to meet possible overall encoding and uploading time targets. A potential use case with such conditions may be journalists or videographers in the field contributing high quality video content to a central repository, for news, documentary making, or video production. Contribution material is typically transmitted at high levels of quality and high resolutions, and thus cannot be transmitted in real time. However, in most cases, time constraints still need to be considered, imposing limitations both on the encoding time and output bit-rates.
In these cases, media professionals want the video content to be not only efficiently compressed, but also uploaded to a central repository, so that it reaches the intended destination in the predefined amount of time (while still targeting the maximum possible level of quality). Frequently, such deadlines are crucial to ensure timely delivery of the edited programmes. On the other hand, when conventional video encoders encode video content with the highest possible quality, they may require very high encoding times and very high bit-rates, which consequently may lead to long uploading times. Moreover, professionals are often in remote locations where availability of bandwidth may be limited and unreliable. Media professionals are therefore forced to compromise on quality in order to meet the deadlines, while still not having any guarantee that the content will reach the destination on time.
It is important to emphasise that the encoding and uploading time must be considered jointly. As previously mentioned, controlling only the encoding complexity ensures no control on uploading time, which can be significant for high bit-rates. Conversely, fixing the uploading time by specifying a target bit-rate gives no guarantees with respect to the encoding complexity, since this is highly dependent on the characteristics of the video content. Rate control algorithms typically work by adaptively changing the Quantisation Parameter (QP) used in the encoding process, so that the appropriate number of bits is spent to encode each portion of the content, in order to meet the target bit-rate. These QP variations are derived depending on the content being encoded and have a non-negligible impact on the encoding time, as shown in experiments reported in this paper.
Conversely, the approach proposed in this paper works by adaptively changing the QP during the encoding process based on accurate estimation algorithms which are capable of predicting jointly the time necessary for encoding video content with a specific QP, as well as the resulting bitrate. The selected QP values are fixed for a given group of frames in advance. By using accurate encoding time and uploading time estimations, the encoder can select the lowest QP for each group of frames that satisfies the imposed time constraints, consequently providing the maximum possible quality. The algorithm was tested on a large set of video content, showing that it can meet the time constraints with high accuracy.
III. BACKGROUND WORK
As mentioned in the introduction, the core of the framework proposed in this paper is based on accurate bit-rate and encoding time estimation technique s. In this section, a brief overview of the most relevant bit-rate estimation techniques used by rate control algorithms is first presented. The second subsection gives a brief overview of the most relevant work in the literature related to encoding time control.
A. Bit-Rate Control
Many algorithms for controlling the output rate of video codecs have been proposed in the literature, as this is an essential tool for most practical video coding applications. In general, rate control algorithms first define the number of bits that should be spent for a given block, frame or group of frames, according to the available bit-budget. Given this bitbudget allocation, a decision on the best encoding parameters is then performed, based on estimations that relate these parameters with the number of bits needed to encode the content.
Most rate control algorithms attempt to model a relationship between the coded bit-rate and the quantisation step used for encoding. The reference software of the AVC standard (Joint Model, JM) provides a method to model such relationship [5] . This method uses the Mean Absolute Difference (MAD) of the residuals of previously encoded basic units (which can be as small as a macroblock) to estimate the MAD of future basic units with a linear model. The estimated MAD is then used to compute the most appropriate quantisation step for a specific bit-budget, using a quadratic Rate-Quantisation (R-Q) relationship, assuming the residual information follows a Laplacian distribution [6] . The resulting quantisation step is then mapped to the corresponding QP to use in the encoding process. The same quadratic R-Q model was also proposed in the context of HEVC [7] and was used in the rate control algorithm of the early versions of the HEVC reference software (HM) implementation [8] . However, the quad-tree partitioning structure in HEVC [1] introduces significant differences in terms of the associated coding residuals with respect to AVC and therefore the quadratic relationship between rate and quantisation becomes less accurate in this context.
Another group of rate control algorithms relies on the relationship between rate and the Lagrangian multiplier, λ. In order to achieve high compression efficiency, most video encoders select the best coding option based on rate-distortion optimisation. A cost J is computed for each coding option, typically as J = D + λ · R, where D is the distortion between the original and reconstructed content when using the currently tested option, R is the corresponding rate and λ is a Lagrangian multiplier used in the optimisation process [9] , [10] . λ-domain rate control algorithms use a model that establishes a relationship between the bit-rate and λ, selecting the most suitable λ value for the desired target bit-rate. This λ value is then mapped to the corresponding quantisation step. In the work in [11] , a λ-domain rate control algorithm is proposed where the relationship between rate and λ is modelled with a power function. The reported results show higher accuracy than previously proposed R-Q models in the context of HEVC. This rate control algorithm was adopted in the most recent version of the HEVC reference software.
Finally, another group of rate control algorithms relies on the relationship between rate and the percentage of non-zero coefficients after quantisation, denoted by ρ. By using this relationship, ρ can then be mapped to a quantisation step, as in the previously described methods. One example of a relevant ρ-domain rate control scheme in the literature is the method proposed in [12] , where a quadratic ρ-domain rate model is used in a hierarchical bit-allocation scheme for rate control in an HEVC encoder. The proposed algorithm uses a linear relationship in the ρ-domain between the bits associated with texture and the number of non-zero transformed coefficients. The number of non-zero transformed coefficients is then modelled as a quadratic function of the quantisation step. Other relevant ρ-domain rate control systems include the rate-shapesmoothing algorithm proposed in [13] to obtain smoother rate distribution and ensure consistent picture quality in the context of an H.263 [14] encoder and the work in [15] , which applies a ρ-domain rate control algorithm to scalable video coding.
In this paper, a ρ-domain piecewise fitting model is proposed to model the relationship between ρ and the number of bits spent. This model is used to perform bit-rate estimations for a group of frames to be encoded. The approach re-uses the ρ information needed to perform encoding time estimations, as further detailed in Section V.
B. Encoding Time Control
Considering that most practical video compression applications operate under encoding time constraints, mechanisms for encoding time reduction/control are essential. Even though complexity increase is evaluated and taken into account during the development of new video coding standards, providing significantly higher compression performance typically comes at the cost of significantly higher encoder complexity, as in the case of HEVC [16] . For this reason, many complexity reduction techniques for video compression algorithms have been studied for different video coding standards in order to reduce the complexity associated with video encoders, ideally with low impact in rate-distortion performance. In general, in the case of HEVC, these techniques rely, for example, on fast algorithms to select close-to-optimal coding block partitions in a rate-distortion sense, without having to perform exhaustive searches. These include techniques such as fast CU splitting decisions based on on-the-fly statistics and available intermediate encoding parameters for both Intra [17] and Inter coding [18] or fast CU splitting using decision trees obtained through data mining techniques [19] . Similarly, fast decisions for selecting prediction modes [20] or fast algorithms to perform motion estimation [21] , [22] were also proposed, all with the purpose of reducing encoding execution time by tackling different aspects of the overall encoding process.
All these techniques provide efficient tools for speeding up the encoding process. However, some applications benefit from having higher flexibility to control the encoder complexity in order to maximise the rate-distortion performance of video encoders, depending on the specific execution time constraints imposed by the application. This type of rate-distortioncomplexity optimisation approach has been less explored in the literature. Assuming the encoding time as a measure of complexity, an algorithm for rate-distortion-complexity control is proposed in [23] by defining a complexity budget allocation scheme and using adaptive searching algorithms to efficiently use the assigned computational budget at a macroblock level. The technique was proposed in the context of a practical implementation of the AVC standard [24] . As for HEVC, the method in [4] proposes a combination of medium and fine granularity encoding time control algorithms to keep the encoding time below a predefined target for each group of pictures. This algorithm controls the encoding operation by switching through sets of complexity reduction techniques identified through rate-distortion-complexity analysis [25] .
The encoding time control methods mentioned in the previous paragraph tackle the problem of complexity adaptation by modifying the encoder operation in order to perform more or less extensive searches. In the context of this paper, where restrictions are considered not only to the encoding time but also to the time needed for transmitting the resulting encoded bit-stream, the bit-rate of the encoded video also has an important role in the overall time control mechanism. As an example, even very fast configurations of the encoder may fail to reach a given joint encoding and uploading time target if they operate at high bit-rate points, which lead to high uploading times under low-bandwidth network conditions. For this reason, bit-rate and time control methods need to be combined together to meet the overall time constraints. Furthermore, in all the methods mentioned in this section, the variations of the encoding time with the QP used for encoding are not taken into consideration. In [26] , it is reported that for both AVC and HEVC reference software implementations, encoding the same sequence with different QPs can lead to an encoding time increase of almost 30 %. Similar conclusions can be drawn from some experiments reported in this paper for the case of a practical HEVC video encoder. This difference in encoding time with different QPs is especially important for applications targeting high quality compressed video, for which encoders can produce very high bit-rate compressed bit-streams.
Given the lack of solutions available in the literature that address the joint encoding and uploading time constraints referred in the previous paragraph, this paper proposes a joint encoding and uploading time control by combining both bit-rate and encoding time control techniques, taking into account the relevant influence of QP variations on the encoding time.
IV. TIME AND RATE CONSTRAINED ENCODING Differently from the schemes described in the previous section, the algorithm presented in this paper aims to control both the encoding time and the produced rate, so that an overall target time constraint can be satisfied, including encoding and uploading times. Subsection IV.A describes the adopted general framework while subsection IV.B describes the proposed general time control algorithm. 
A. General Framework
A simplified scheme of the type of use case addressed by the proposed method is shown in Figure 1 . It is important to note that, for simplicity, encoding and uploading are considered as sequential processes in the rest of this paper, as illustrated in Figure 1 a) . In practical applications, in general, the input video sequence is segmented into chunks, typically of a few seconds in length. Uploading of a chunk can begin as soon as it has been encoded, while the encoding process of the next chunk can be performed in parallel, as illustrated in Figure 1 b) . Figure 1 c) illustrates an additional scenario where the encoding process of each chunk can be performed in parallel, in case this is supported by the computational resources available for encoding. In all these situations, a good joint control of the encoding time and uploading time is beneficial since the uploading time can have non-negligible influence on the overall delivery time in each of these scenarios. Without loss of generality, the proposed method described in the rest of this section was designed for the situation depicted in Figure 1 a) . The method can though be easily adapted to account for any possible variation involving the parallel processing of video chunks like the ones illustrated in Figure 1 b ) and c). This is because the estimations of the encoding time and total number of bits spent (the two main technical challenges tackled by the proposed approach) are independent of the adopted chunk parallelisation scheme.
Video compression standards like AVC and HEVC are based on the so-called hybrid video coding approach. Hybrid video encoders typically evaluate the encoding tools available in the standard and select the best options, typically based on a tradeoff between encoded bit-rate and distortion. Each of these decisions influence the rest of the encoding loop, resulting in very different encoding times. For this reason, it is typically challenging to predict how long the encoder will take to encode a given piece of content. Moreover, depending on the type of content to encode and the output quality targeted by a given application, the encoding process can generate compressed bit-streams with very different bit-rates, as shown in experiments reported in Section VI.
The proposed algorithm, described in the next subsection, was designed assuming a typical hierarchical frame coding structure based on Structures of Pictures (SOP) layers. SOPs define parameters such as encoding order (which may be different from display order, referred to as Picture Order Count, POC), the reference frames, QP offset and so on. Without loss of generality, the SOP structure depicted in Figure 2 was periodically used to encode the sequence, in accordance with the Random Access configuration defined in [27] . The proposed algorithm works by varying the base QP on a SOP basis (and consequently the corresponding QPs for each frame according to the QP offsets), so that information extracted from frames belonging to each SOP layer can be used to predict the encoding time, as well as the number of bits spent in the next SOP.
B. Proposed Algorithm
Denote asT tot the total target time, defined as the total available time from the moment the encoding process is triggered to the moment the content must reach the destination. For the sake of simplicity, assume that uploading happens under ideal conditions within a network channel with a fixed known available bandwidth equal to W link . In practice, this bandwidth may vary with time, with no impact on the workflow of the proposed approach. Finally, assume that the considered sequence is composed of a total number of N SOPs and each SOP is referred to as SOP n, with n ∈ {0, . . . , N − 1}. It is important to note that the length of the video sequence to encode is always known, as the proposed method does not target real time encoding applications.
The proposed approach operates by assigning a specific target time to each SOP. Before starting encoding the first SOP in the sequence, a uniform distribution of the total time is assumed among all SOPs. Formally, the first SOP, referred to as SOP 0, is initially assigned a target timeT tot,0 =T tot /N. A predefined initial QP value, denoted as q 0 , is used to encode this SOP. In this paper, the same value of q 0 is used regardless of the specific time constraints, as no prior information is available before starting the encoding process. Other methods to select q 0 can be further investigated to optimise the proposed algorithm. It should be noticed, however, that the impact of the initial value q 0 is relatively marginal to the performance of the algorithm when encoding long video sequences, as the QP will quickly adapt to the encoding process specified time constraints.
The first SOP is encoded using q 0 as base QP. When the encoding process of this SOP is complete, a total number of bits B 0 is produced in an encoding time T enc,0 . During the encoding process, relevant information is collected (as further detailed in Subsections V.A and V.B) so that the encoder can perform decisions on the QP to use on the next SOP. Considering the transmission of the encoded bit-stream, the total time necessary to encode and upload the first SOP, T tot,0 , is obtained as:
The target time for the next SOP,T tot,1 , can then be refined by computing how much time is left (with respect to the total targetT tot ) using the actual time spent on the first SOP.
Using information extracted while encoding the first SOP, the methods described in Subsections V.A and V.B provide accurate estimations of the encoding time and total number of bits that will be obtained if a different QP value is used to encode the next SOP. Based on these estimations and on T tot,1 , the encoder then selects a new QP value q 1 to use in SOP 1, so that the total time for encoding and uploading this SOP is as close as possible to the target. Since it is undesirable to introduce abrupt variations of QP from SOP to SOP, QPs are limited to a variation of +/−5 between consecutive SOPs. This process briefly described for SOP 1 can be generalised according to the following algorithm:
1. Before encoding a given SOP n, the target time for the SOP is computed taking into account the total target time as well as the actual time spent for the previously processed SOPs, or formally:
2. A set of QP values is considered, namely Q = {q n−1 −5, q n−1 − 4, . . . , q n−1 + 5}. For each valid q in Q, the following steps are performed: a. Using information extracted from SOP n − 1, an estimation of the encoding time to encode SOP n using q is computed as T enc,n (q) (described in Subsection V.A). b. Using information extracted from SOP n − 1, an estimation of the number of bits necessary to encode SOP n using q is computed as B n (q) (described in Subsection V.B). c. A prediction of the total time necessary for encoding and uploading with q is finally computed as:
3. The QP value q n to use for SOP n is selected as the minimum value that satisfies the following constraint, in order to maximise quality: 
4.
Finally, SOP n is encoded using q n as base QP. The actual encoding time T enc,n as well as number of bits spent on the SOP, B n , are computed and the actual total time for this SOP is obtained as:
This algorithm relies on two specific techniques for computing an estimation of the encoding time and bit-rate on a SOP level for a given QP value (as in steps 2.a and 2.b). Both the encoding time and number of bits estimations are based on the ratio of non-zero coefficients obtained after quantisation over the total number coefficients, hereafter denoted as ρ. The following section presents details of such estimation techniques.
V. ENCODING TIME AND BITRATE ESTIMATIONS
The general time control algorithm in Section IV.B assumes that the encoder is capable of accurately estimating the encoding time and the number of bits that it would take to encode the next SOP in the sequence for specific values of the QP. The techniques to obtain such estimations are described in the following subsections, based on information extracted during the encoding process.
A. SOP-Level Encoding Time Estimation
In typical block-based hybrid video coding standards like AVC and HEVC, Intra and Inter prediction techniques are used to generate predictions of the input video. A residual signal is then computed using these predictions. This residual signal is then transform, quantised and entropy encoded, as illustrated in Figure 3 . The residual signal is input to the operations depicted in Figure 3 in square blocks denoted as Transform Blocks (TB).
Considering the operations depicted in Figure 3 , the transform process is not affected by the QP value and the same happens with the corresponding time spent by the encoder performing it. As for quantisation, even though the QP value determines the quantisation step to use, the actual time spent in quantisation is not affected by the quantisation step because all coefficients in the TB need to be processed. Finally, the resulting quantised coefficients, also denoted as coefficient levels, are entropy encoded in HEVC with CABAC [28] . Differently from the previous two operations, the time spent in the overall entropy encoding process of the quantised coefficients varies significantly with the QP used for quantisation. As the QP increases, the quantisation step used in the quantisation process also increases, and more coefficients in the TB are quantised to 0, meaning that the entropy encoding operation needs to process a lower number of non-zero coefficient levels. For lower QPs, more non-zero quantised coefficients will be fed to the entropy encoder, leading to higher encoding times. The entropy encoding process is therefore the main factor responsible for encoding time variations on a given TB when using different QPs, where such variations are directly correlated with the ratio of non-zero levels over the total number of coefficients in the TB. For this reason, the first step for obtaining a reliable estimation of the encoding time for a given QP is to compute the value of ρ obtained with such QP value on a TB.
The estimation of ρ in the proposed method is performed before the quantisation process, as illustrated in Figure 3 . Conceptually, the scalar quantisation process in a typical HEVC encoder can be described by
where c i, j and v i, j denote the transform coefficient and the resulting coefficient level, respectively, in position (i, j ) in the TB, δ q denotes the quantisation step associated with the QP value q used for quantisation and d is a fixed offset used for rounding. Hence, from (6), the absolute values of a given coefficient c i, j that will result in coefficient levels different from zero (i.e. the corresponding level, v i, j , will have an absolute value higher than or equal to 1) needs to satisfy the following condition:
Using condition (7), for a given TB of size A × A, the ratio of non-zero levels over the total number of coefficients, , obtained with a given q can be computed as:
where k q is the number of coefficients c i, j that satisfy (7) when quantised with q. In practice, the scalar quantisation process in (6) is defined in HEVC based on equivalent scaling and shifting operations according to the used quantisation step δ q [29] . Different scaling and shifting factors are defined according to the QP, slice type (Intra or Inter), colour component and transform size. Therefore, in terms of practical implementation of the method described in this paper, all possible threshold values corresponding to the right part of (7) are pre-computed based on the corresponding scaling and shifting factors defined in HEVC and stored in a look-up table, to reduce the time needed for the computation of for a given range of QPs. Furthermore, the number of comparisons that needs to be performed for each coefficient is lower than the number of QPs in the range, since if a coefficient c i, j is not large enough to be quantised to a non-zero value for a given QP, it will also be quantised to 0 for any higher QP. This significantly reduces the number of comparisons necessary for each TB, reducing the impact of the computation of in the overall encoding time.
The process described at the TB level is used at the frame level to provide an estimation of the ratio of non-zero coefficient levels over the total number of coefficients in all TBs tested for a given frame. In particular, denote as M the total number of TBs tested within the current frame. Denote as k q,m the number of coefficients c i, j that satisfy (7) for a QP value of q on TB m of size A m × A m . Then the non-zero level ratio at the frame level, ρ(q), is given by:
It is important to note that, when (9) is used while encoding a frame using an actual QP value different from q, the obtained ρ(q) is only an estimate of the average ratios of non-zero coefficient levels. This is because using different QP values produces different reconstruction samples, which are then used as reference samples for computing the prediction in subsequent blocks. Hence, this difference is propagated resulting in different residuals which, when input to the process in Figure 3 , have an impact on the number of non-zero coefficient levels, and consequently on the reliability of the estimation computed with (9) .
In order to evaluate how much such differences would impact the reliability of ρ(q), the sequence Manege was encoded using fixed QP values ranging from 11 to 45 (see Section VI for sequence details). The actual ratio of nonzero levels over the total number of coefficients was then computed for each frame in SOP layer 1, and averaged over the total number of frames in this SOP layer, for each QP value. These were then plotted in Figure 4 , represented as dots in the plot. Then, the encoding process was performed using a QP value of 18 and the estimates ρ(q) were computed with (9) and plotted as a solid line in the figure. It can be seen that the estimation is accurate, especially for QPs close to the actual QP being used. A similar behaviour was obtained for other sequences and SOP layers. As the QP variation is limited to +/−5 between consecutive SOPs, ρ(q) was used as an estimate of the actual average ratio of non-zero levels over the total number of coefficients for the remaining steps of the proposed techniques.
The actual average ratio of non-zero levels over the total number of coefficients is highly correlated with the time necessary to perform entropy coding of the quantised coefficients on a given frame. To illustrate such relationship, some experiments were performed using the sequence Manege, encoded with a constant QP ranging from 11 to 45. Frame 8 was considered as an example, where for each encode the actual average ratio of non-zero levels over the total number of coefficients was computed. Also, the encoder was modified to keep track of how much time is required to perform entropy coding of the quantised coefficients for that specific frame, denoted as t EC (q). The plot in Figure 5 shows these results, where t EC (q) is plotted against the actual average ratio of nonzero levels over the total number of coefficients for QP values ranging from 11 to 45. It can be observed that the relationship between the ratio of non-zero levels over the total number of coefficients and entropy coding time is almost linear. A similar behaviour was observed for other examples. Therefore, a linear model is used in this paper to estimate the entropy encoding time of the quantised coefficients.
Experiments reported in Section VI show that different SOP layers behave differently with respect to encoding times and for that reason, the proposed method is applied independently to each SOP layer. Based on features extracted from frames in a given SOP layer, an estimate of the encoding time that would be obtained if these frames were encoded with different QPs is first computed. Then, this is used to estimate the total encoding time for the next SOP for a range of different QP values. The estimation of the encoding time is based on the previously described computation of ρ(q).
Assume that a given frame at a given SOP layer, l, in a given SOP n is being encoded and denote as q n,l the QP value being used to encode this frame (obtained as base QP used in SOP n, q n , plus the QP offset corresponding to the SOP layer l). Denote as t EC (q n,l ) the total time necessary for entropy encoding of quantised transform coefficients in the frame. Similarly, denote as t rem (q n,l ) the total remaining time necessary for encoding the frame (measured from the instant the frame starts encoding, to the instant the last bit is written in the bit-stream). Denote as t enc (q n,l ) = t EC (q n,l ) + t rem (q n,l ) the total encoding time of the frame. For each QP value q in Q = {q n,l − 5, q n,l − 4, . . . , q n,l + 5}, the encoder can compute ρ(q) using (9) . Finally, the encoder also computes the actual average ratio of non-zero levels over the total number of coefficients obtained while encoding with q n,l , denoted as ρ(q n,l ). Given the assumption that t EC and ρ are linearly correlated, for a given value of q, the following can be computed:
where t EC (q) is the estimated time for entropy encoding the quantised coefficients in the frame obtained with a QP value of q. Finally, the total estimated encoding time for the frame when encoded with a QP value q can be computed as:
This process performed at the frame level is then used to perform encoding time estimations at a SOP level. Denote as L the number of SOP layers in a SOP, which is assumed to be 4 according to the configuration used in this paper (as in Figure 2 ). Denote as F l the number of frames in each layer l (for instance, F 3 = 2). Using (11) , it is possible to have an estimation of the total encoding time for each frame in the SOP, for each allowed QP value in the considered range Q. Denote as t enc,l (q) the average total estimated encoding time computed for all frames in the SOP belonging to SOP layer l. Finally, the total estimated encoding time for the whole SOP encoded with a QP value of q can be computed as:
The estimated time obtained with (12) can then be used in step 2.a. in the algorithm presented in Subsection IV.B.
B. SOP-Level Bits Prediction
In addition to the encoding time estimation of the next SOP for different QPs, another essential element of the proposed algorithm is the estimation of the number of bits necessary to encode SOP n using a QP value of q, denoted as B n (q) in step 2.b in the general algorithm described in Subsection IV.B.
The number of bits necessary to encode a given frame is related to the ratio of non-zero levels left after quantisation over the total number of coefficients. As such, a model is proposed to estimate these bits based on the estimated average ratio of non-zero levels over the total number of coefficients when encoding with q, previously denoted as ρ(q). Similarly to the approach in the previous subsection, this estimation is also based on the continuous refinement of the model from real observations obtained while encoding. While the approach for encoding time estimation considered only a single observation (the most recent), a more complex model is adopted in the estimation of the number of bits. As explained in the rest of this subsection, this estimation takes into consideration a number of pairs of ρ(q) and the corresponding number of bits necessary to encode a frame, obtained from previously encoded frames. The method is applied independently to frames from different SOP layers.
Let b(q) denote the total number of bits needed to encode a given frame with a given QP value of q in SOP n. Considering the process described in the previous subsection, ρ(q) is available for all QPs in the allowed range Q = {q n,l − 5, q n,l − 4, . . . , q n,l + 5}, along with the real ratio of non-zero levels over the total number of coefficients, ρ(q n,l ). Therefore, after encoding a frame in SOP layer l, the pair of real observations {b(q n,l ), ρ(q n,l )} is available together with the estimated ρ(q).
A power function of the following type is used to model the relationship between ρ(q) and the estimated number of bits necessary to encode the frame b(q):
In (13), α and β are fitting parameters adjusted according to past observations. In particular, a number of G previous SOPs are considered to adjust these parameters. Without loss of generality, in this paper, G is set to 6, which corresponds to approximately 1 second of video at a frame-rate of 50 fps for a fixed SOP size of 8.
The following is then considered. It is assumed that there are a total of S stored pairs, corresponding to pairs extracted from all frames in the previous G SOPs, belonging to the current SOP layer l. Denote these as {{b 0 , ρ 0 }, {b 1 the stored set such that ρ x < ρ(q) < ρ y , the fitting parameters are defined so that they satisfy:
Hence, in this case, the values of α and β are given by
When predicting frames in the second SOP of the video sequence, it may occur that only one pair is available in the set for some SOP layers. In this particular case, the value of β is set to 1, meaning that (13) becomes a linear model and the value of α is given by α = b 0 /ρ 0 . Figure 6 illustrates the interpolation/extrapolation types used for the three different scenarios of the fitting parameters computation.
Finally, denote again as F l the number of frames in each layer l. Using the previous equations, it is possible to have an estimation of the total number of bits necessary to encode each frame in the SOP, for each allowed QP value in the considered range. The average number of bits for all frames in a given SOP layer l is then computed, denoted as b l (q). The total estimated number of bits to encode the whole SOP n with Fig. 6 . Visualisation of the proposed 3 interpolation/extrapolation types using 6 stored pairs of past observations. a QP value of q can be computed as:
The estimated number of bits obtained with (16) can then be used in step 2.b. in the algorithm presented in Subsection IV.B.
VI. PERFORMANCE EVALUATION
The time control method proposed in this paper was tested to evaluate its ability to accurately meet the conditions imposed by different time and bandwidth constraints. In this section, the conditions under which these tests were performed are first described. Preliminary experiments that motivated the main design choices are then reported, followed by the detailed assessment of the performance of the proposed time control method, including the accuracy of the proposed intermediate estimations and the performance of the overall framework.
A. Test Conditions
The proposed method was evaluated under a variety of test conditions, selected to verify its effectiveness in relevant use cases. The test material includes HD content with spatial resolutions of 1280 × 720 and 1920 × 1080 and UHD content with a spatial resolution of 3840 × 2160. All selected test sequences have a duration of 10 seconds, regardless of their temporal resolution, which can be 24, 50 or 60 fps. Table I shows the selected test sequences and the respective temporal and spatial resolutions. All sequences are either publicly available or belong to the Joint Collaborative Team on Video Coding (JCT-VC) Common Test Conditions (CTC) [27] .
In order to simulate different encoding and uploading scenarios, different bandwidths and total encoding times were used in the reported experiments. The selected conditions reflect the wide range of conditions coming from some of the possible use cases of the proposed algorithm, in particular in the context of contribution scenarios in which video content needs to reach a central repository within predefined deadlines. In order to simulate the most stressful scenarios for the proposed algorithm, the test conditions refer to challenging conditions similar to those encountered by professionals in Similarly, the potential use cases described in Section II refer to a wide range of possible target times, from very tight deadlines (such as news reporting) to higher target times (such as documentary making). Relevant total target times (encoding + uploading) were selected in this wide range of realistic conditions. These target times are shown in Table I for each resolution group. This selection was based on the range of total times (encoding plus uploading) obtained when encoding the selected sequences with a fixed QP in the same software platform used to run the performance experiments. Selecting target times associated with meaningful operation points is important since it allows testing the accuracy of the proposed method in terms of meeting the target time requirements. If the selected target times are too low, the proposed time control mechanism simply encodes the content using the highest possible QP (lowest quality, lowest bit-rate) and is probably still unable to reach the target time. Conversely, very high target times do not challenge the proposed time control system since in this case, it simply selects the lowest QP allowed (highest quality, highest bit-rate) throughout the whole sequence.
Regarding the structure of the encoded bit-stream, the SOP structure used in the experiments reported in this section follows the RA configuration defined in the JCT-VC CTC [27] with a SOP size of 8 frames. Nevertheless, the proposed scheme is designed to be used with any SOP size, if required by the application.
The proposed scheme was designed mainly targeting HEVC video compression, even though there are no technical limitations that prevent it from being used in the context of a different hybrid video coding standard. In terms of implementation, while the proposed scheme is applicable to any HEVC encoder implementation, due to the practical nature of the application, the implementation as well as experimental evaluation were all performed using a practical HEVC encoder. More research-oriented implementations, such as the HEVC reference software [8] , are generally not optimised for speed. The proposed method works by balancing encoding time as well as the uploading time and, as such, it is critical that a realistic encoding time is achieved by the chosen encoder. This is to avoid completely unbalancing the distribution of time, making the uploading time marginal. Therefore, the Turing codec [30] was selected as base for implementation, as this is an open source HEVC software encoder containing fast encoding presets and software optimisations that are essential in practical video compression applications [31] . The proposed method was implemented on top of the Turing codec (version 1.1) and all tests were run using the fast speed preset in single-thread mode on Intel Xeon X3450 CPUs (2.67 GHz) with 8 GB of RAM.
B. Encoding Times Under Fixed Rate or Constant Quality Conditions
As described in Section III, state-of-the-art rate control algorithms achieve the desired rate by continuously adapting the parameters that tune the rate-distortion decisions and the corresponding QP used in quantisation. Both these parameters can have a significant impact on the encoding time as well as the resulting quality of the sequence. Therefore, using rate control algorithms to fix the output bit-rate and consequently limit the uploading time is not suitable for the scenarios targeted by the proposed method.
Some tests were performed to evaluate the impact of constant bit-rate encoding on quality as well as encoding time. Some sequences selected from the test set previously described in this section were encoded using the rate control algorithm adopted by the Turing codec [11] with the target bit-rate indicated in Table II . The results of these encodes can also be seen in Table II . It can be observed that the encoding time is highly dependent on the target bit-rate, where lower rates generally can be encoded faster than higher rates. In the case of the FourPeople sequence, encoding at 2 Mbps requires more than 60% additional time than encoding at 0.5 Mbps. Moreover, at a given bit-rate (for the same resolution and frame rate) it can be observed that high variations can be expected in encoding time from sequence to sequence. As an example, it takes 516 seconds to encode the sequence Kimono at 2 Mbps, while only 383 seconds are needed to encode ParkScene. Finally, it can be observed that fixed bit-rates produce different qualities across the tested sequences. An average Peak Signal to Noise Ratio (PSNR) of 40.13 dB was obtained for the sequence Johnny, against 37.13 dB for FourPeople when encoding at 0.5 Mbps.
These numbers show that using fixed rate conditions can produce significantly different outcomes in terms of the encoding time, as well as output quality. This highlights the fact that fixing the bit-rate with a rate control method to control the uploading time has a significant impact on the encoding time, making it difficult to design a mechanism to control the latter to meet the overall target time. The same set of sequences was also encoded under constant quality conditions, using fixed QP values ranging from 11 to 45. The results of these encodes are shown in Figure 7 in terms of average encoding time obtained for a sequence for each QP. The figure shows that the choice of different QPs lead to very different encoding times and that the encoding time is content dependent.
The encoding time was also analysed in more detail on a frame-by-frame basis. The top plot in Figure 8 shows the encoding time per frame for the first 100 frames of the Basketballdrive sequence under constant QP conditions, for a QP value of 22. Significant differences can be observed in terms of encoding times from frame to frame. A breakdown of the encoding times for frames in each SOP layer is highlighted at the bottom of Figure 8 . The difference in complexity is due to several factors, including the QP offset within the SOP and the different number of reference frames used in each SOP layer, which has an impact on the time necessary for inter-predicting each block in the frame. Lower differences in encoding times can be observed for frames in the same SOP layer under constant QP conditions, as show in the bottom plot of Figure 8 . This led to the design choice of performing the encoding time estimations independently for each SOP layer, as described in Subsection V.A.
C. Accuracy of Intermediate Estimations
The tests performed to evaluate the performance of the proposed time control method consist of encoding all the selected test sequences with the respective target time constraints indicated in Table I , for 3 different uploading bandwidths. The ultimate goal is to evaluate the accuracy of the proposed method in meeting the specified total target time, considering both encoding and uploading. Table III shows the accuracy of the intermediate estimations performed by the proposed time control tool. In particular, the accuracy of the estimations of ρ, encoding time and total number of bits are shown separately for the different groups of selected test sequences. All accuracy values are presented in terms of the relative error between the estimation and the real observed values in each case (ρ, encoding time or number of bits), computed as
where X and X denote the real and the estimated values, respectively. All estimation errors reported in Table III were computed for all SOPs in the encoded sequence apart from the first one, for which estimations are not available. The overall bits estimation error column in Table III shows the error of the number of bits estimated with respect to the number of bits used, computed after encoding the whole sequence. The SOP-level bits estimation error column shows the average of the estimation errors computed SOP by SOP. Equivalent estimation errors are also reported for the encoding time. It can be observed that the overall bits and encoding time estimations are very accurate, with an average error for all classes of 3.5 % and 1.8 %, respectively. The average SOP-level error is slightly higher, around 10 %, which is also an acceptable accuracy value. However, the higher SOP-level error is not reflected in the overall error. This is because the proposed method performs on-the-fly decisions on the right QP to use after encoding each SOP and therefore is able to adapt to possible estimation errors made in the past. Also, it was observed that the SOP-level error is in general higher for SOPs where a very low number of bits is used and small estimation errors result in high relative errors. These cases have a minor impact in the overall number of bits estimation since these SOPs contribute less to the overall number of bits spent. The same rationale applies to the encoding time prediction.
Finally, Table III also shows the estimation errors of the ρ values for different SOP layers. The five ρ estimation error columns in Table III correspond to the average ρ estimation error computed according to (17) for all frames in the respective SOP layer. This error takes into account the ρ value that was estimated for a given frame in a given layer and the ρ value that was actually observed. The results in Table III show that in the case of ρ estimations, the average estimation errors are, on average, below 12 %. It can also be observed that the estimation errors are lower for frames in lower SOP layers, such as for layers 0 and 1 with erros of 3.4% and 4.6%. This can be explained by the fact that frames at higher SOP layers are encoded with higher QP offsets using reference frames that are temporally closer. This means that predictions are in general better and the amount of residual information is lower, leading to very low ratios of non-zero levels and consequently degrading the reliability of the relative errors.
D. Overall Performance
The overall performance of the whole time control scheme proposed in this paper is summarised in Table IV. In this table, the ability to accurately meet the total target time specified to the proposed method is measured using the relative error between the specified total target time and the actual total time spent on encoding and uploading, as in (17) . The proposed method is also compared with using a fixed QP to encode the whole length of each test sequence. For this purpose, all selected test sequences were encoded using all QPs ranging from 11 to 45 in a fixed QP configuration. For a given target time and uploading link bandwidth, the encoded bit-stream that resulted in the best total encoding and uploading time with respect to each target time was then selected as the best fixed QP configuration for comparison. It is important to clarify that a fixed QP configuration means that the base QP selected for each SOP is the same throughout the sequence, although different QPs are used in frames belonging to different SOP layers. The QP offsets in different layers follow the typical RA configuration represented in Figure 2 , which is also used in the proposed time control method. It is also important to note that this method cannot be used in practice since the ideal fixed QP value cannot be determined before the encoding process. This configuration can therefore be seen as the ideal fixed TABLE IV OVERALL PERFORMANCE OF THE PROPOSED TIME CONTROL SCHEME QP scenario, even though it is not applicable in the practical scenarios targeted in this paper.
The main aspect highlighted in the results reported in Table IV is the very low average accuracy error associated with the proposed solution. This supports the assumption that the average SOP-level estimation errors reported in Table III have a small impact in the overall accuracy of the proposed scheme. As previously explained, by operating on a SOP-by-SOP basis and re-adjusting the time left after encoding each SOP, the proposed time control algorithm is able to adjust to possible estimation errors that were made in previous SOPs. This allows selecting the right QPs for a specific encoding state that will adjust the encoding process in order to meet the specified target time. Since the target of the proposed scheme is to encode a given sequence with the highest possible quality given certain bandwidth and time constraints, the quality difference in terms of PSNR between the ideal fixed QP configuration and the proposed method is also shown in Table IV . As expected, all values in the quality difference column in Table IV are positive, meaning that the quality of the proposed method is slightly lower than the one produced by the ideal fixed QP configuration. This is expected since the proposed method starts encoding a given sequence with a pre-determined QP of 27 (approximately in the middle of the range of allowed QPs) and then needs to adapt to the specified time constraints during the encoding process. Nevertheless, the average quality difference for all sequences and bandwidths is only 0.63 dB, which highlights the ability of the proposed solution to produce comparable quality encoded bit-streams with respect to an ideal case. This is also highlighted in Figure 9 where the output video quality measured with PSNR for the sequence BQTerrace is plotted as a function of the total time spent encoding and uploading with both methods. The output quality obtained with the proposed method increases as the specified total target time increases, as expected, and these qualities are similar to what is obtained with the ideal fixed QP configuration. In some cases, the plot shows that for some target times, the video quality generated by the proposed method can even be slightly higher than the best fixed QP point. For example, for a target time of 6000 seconds and a bandwidth of 256 kbps, the best fixed QP point that produces a total time lower than the target time provides slightly lower quality than the proposed method. This is because using fixed QP does not provide any adaptation to the given target time. Overall, the plot reinforces the fact that the ability of adjusting to different constraints of the proposed method comes at the cost of a minor average PSNR drop, in general.
In order to highlight the adaptation capabilities of the proposed tool, Figure 10 shows the QPs selected by the proposed time control scheme for each SOP. These results were obtained when encoding the sequence RushHour for different total target times considering an uplink bandwidth of 512 kbps. This figure gives a good insight of the ability of the proposed method to adapt to different time requirements. It shows that, after encoding the first SOP with the predefined QP of 27, different target times trigger the selection of different QPs. In each case, the encoding process eventually stabilises around a given QP value and performs on-the-fly adjustments if needed, according to the ongoing encoding process.
Finally, Figure 11 shows the encoding time and uploading time distribution observed when encoding 4 different 1920×1080 sequences considering three different transmission bandwidths. The bars represent the encoding and uploading times observed when encoding with a total target time of 1900 seconds. It can be seen that the proposed method is able to adapt to the specified uploading bandwidth, allocating more time to the encoding process for higher bandwidths. This is achieved by selecting lower QPs in these cases in order to maximise the quality of the output bit-stream.
VII. CONCLUSION This paper proposed a joint encoding and uploading time control scheme based on an adaptive QP selection algorithm that relies on accurate encoding time and bit-rate estimation techniques performed during the encoding process. The overall scheme targets video compression applications where video content needs to be encoded and transmitted within given overall time constraints. The reported experimental results show that the proposed method is able to accurately meet the overall time constraints for different overall target times and different bandwidths considered for transmission.
Future research work can be performed to refine the proposed technique, for example by defining a method to select an appropriate initial base QP depending on the overall time constraints and characteristics of the video content.
