Introduction
Web-scale digital assets comprise millions or billions of documents. This huge amount of data needs to be indexed, stored, analyzed and visualized. Sequential algorithms cannot handle this data. Hence, the field of parallel and distributed computing is assisting to handle such huge increase of data.
Google is the leading search engine and uses a cluster of thousands of machines to handle their data in parallel. In 2004, Google proposed the MapReduce [4] programming model for large data processing in parallel. MapReduce is composed of only two functions, the first one is the map function which processes (key,value) pairs to generate intermediate (key,value) pairs. These intermediate pairs are grouped together with respect to their key to produce (key,list(values)) tuples. Then, each tuple is passed to a reduce function, which does some analysis. There are many applications with a similar workflow including, inverted indexing [12] , k-means [7] , sorting and PageRanking [4] .
Hence, MapReduce is suitable for data intensive applications; data is divided into groups and each machine processes independently its part. In contrast, MPI is a message passing library designed to function on parallel machines. MPI launches independent processes of an algorithm on each machine, in which the processes are connected using MPI by moving data from the address space of a certain process to another efficiently. MPI also supports collective operations, remote memory access and parallel I/O. MPI is the abbreviation of Message Passing Interface and it is useful for high performance applications. It has many implementations like MPICH2 [14] and OpenMPI [6] , but all of them follow MPI standards [13] .
Most of current applications depend on two types of parallelization: data parallelization and algorithmic parallelization [17] [10] . From there, it is natural to build a library supporting the two types. In the same library, we can combine the advantages of the MapReduce programming model with the efficient communication capabilities of MPI. We propose the MRO-MPI model (Mapreduce overlapping) as an idea to speed up the MapReduce model by avoiding its bottlenecks.
In the original implementation, the reduce function has to wait for the map function to finish before it can start processing. If the map function is slow for any reason, this will affect the whole running time as the reducers will wait. Our idea is to send partial lists of intermediate data to the responsible reducer and the reducer starts to process this partial data while the mappers continue emitting new data. Hence, the map and reduce functions will work in parallel to achieve a good speedup. We have implemented our idea and applied it on the WordCounts example [4] to measure its effectiveness. Then, we used it for indexing multimedia data as explained in the results section.
The rest of the paper is organized as follows. In the next section, we discuss the related work. A brief background about MPI and MapReduce is given in section 3. In section 4, we detail the main idea about our methodology. In section 5, our results are presented. Then, we conclude in section 6.
Related work
The MapReduce framework is detailed in [4] . Hadoop [19] is the most successful implementation of MapReduce. It is written in Java and supports parallel applications written in Java, Python and C. Hadoop also provides a distributed file system called (HDFS). Hadoop is used in many companies like Amazon, Yahoo! and IBM.
Hoefler et al. [9] made the first attempt to write MapReduce using MPI. They provided strategies for implementing MapReduce using blocking, non blocking operations and collective operations based on the original MapReduce model.
Steven et al. [15] released the first public library for MapReduce using MPI. Their architecture is exactly similar to the original MapReduce.
Faraz et al. [1] provide MaRCO, which is a plugin of Hadoop to provide communication overlap between the map and reduce function to run them in parallel. They did not follow the same structure of MapReduce and they were able to achieve good speed up comparing to the original Hadoop.
Xiaoyi et al. [11] show a good analysis on the Hadoop communication and implement the MapReduce model using MPI. The results showed that they obtain a good speedup improvement comparing to Hadoop.
The main difference between our implementation and earlier work lies in the fact that we have modified the model to achieve speed up using MPI. By our idea, the map and the reduce functions work concurrently. The work done in [1, 11] are similar to our model. However compared to [1] , we emancipate from Hadoop and regarding [11] , they provided an overlapping between the mapping and the communication phases, but without any details about the rate of sending the data, the ratio of mappers to reducers in case they are working together and the way of handling different applications.
McCreadie et al. [12] show a good analysis of building inverted index using MapReduce and Hadoop. We will use one of their methodologies, but based on our proposed MPIMapReduce model.
MapReduce and MPI
MapReduce was designed for fast processing of massive data sets using hundred of parallel machines, which are working together concurrently. The model is mainly composed of two functions, namely "Map" and "Reduce". The Mapping function M is a user-defined function. The input of this function is (key,value) pairs. These pairs are pro- 
4) Reducing:
The tuples are passed to the reducing function one by one to emit the output which is distributed on different machines.
MapReduce brings a simple and powerful interface for data parallelization, it enables automatic parallelization and distribution for processing large datasets without having experience with parallel computing. MPI is a message passing standard for parallel programming [8] . A program written with MPI runs on all machines concurrently as a separate processes. Each process has a unique ID. Within the program, the programmer has to define the work that is assigned to each process and he should also define how and when these processes communicate with each other. MPI supports point-to-point, one-toall, all-to-one and all-to-all communications. Table 1 shows examples of commonly used functions.
In general, MPI is suitable for solving dependent algorithms where machines need to exchange data during the execution. Full understanding of parallel programming and the library is required in order to use MPI. In contrast, MapReduce is suitable for independent algorithms where there is no need to exchange data between the machines during the execution. MapReduce is based on a number of sequential steps, but each step run over a number of machines in parallel to get maximum performance. 
MapReduce Overlapping using MPI (MRO-MPI)
Before explaining our idea, we need to understand the main bottlenecks in MPI and MapReduce to figure out how we can avoid them to improve the speedup and usability.
MPI is missing the simplicity; it is not easy to handle. The mutation of a sequential algorithm using MPI requires reconstruction of the algorithm. Also, sending many small chunks affects the performance of the program, which sometimes become slower than the sequential algorithm, because of the communication latency and the bandwidth limitations.
MapReduce has at least three bottlenecks:
Disk access: writing the (key,value) pairs during mapping, and read these pairs during reducing.
All-to-All communication: excessive communication which needs to be done between the machines to create the (key,list(values)) tuples.
Dependence: the reducing phase cannot start before the mapping phase is done, which affects the performance of the whole system, in case one of the mapping functions is slower than the others, all the reducers will have to wait.
The only public implementation of MapReduce using MPI follows the original four steps; mapping, shuffling, merging and reducing [15] . As it has the same structure, the three bottlenecks still exist. In our model, we avoid these three bottlenecks from the original MapReduce model to get better performance, and at the same time we maintain the usability and the simplicity of MapReduce.
MRO-MPI General Idea
The main idea behind our model is to overlap the mapping and the reducing phases. As opposed to the original model, the reducers do not wait until the mappers finish their work. Simply, when available, each mapper sends partial (key,value) pairs to the responsible reducers. The reducer then works on this partial data and waits for more (key,value) pairs, until all the mappers are done. With this model, we rule out the multiple read/write. As the mapper continuously sends the data directly to the reducers, there is no need to save intermediate data locally. The main gain is the simultaneous execution of the map and reduce functions at the same time, which reduces the running time and gives a good speed up as demonstrated in section 5.
MRO-MPI Model
In our model, mapping and shuffling are in one phase:
Mapping and Shuffling:
The mapping is exactly like the original one. It emits (key,value) pairs, but these pairs are not saved on the hard disk. The key of each pair is passed to a hash function:
, the output range of the function is based on the number of the reducers; for L reducers the range is : 0 → L. As the range of the reducers is not very large, hash collision occurs, but with equal distribution to roughly make equal load balancing of the keys on the reducers.
The (hashkey,(key,value)) pairs are saved in a hash table. Each hashkey is associated with a list of various (key,value) pairs:
We have L counters C 0−L used to count the number of pairs associated to each hashkey. Each time a new pair is emitted, counter C hK is checked if it is greater than a threshold value T , which is defined by the user. If so, the partial data is concatenated and sent directly to the responsible reducer which has a rank hK.
Receiving and Merging:
The reducer node receives these concatenated pairs. It combines all similar pairs based on their key and produces (key,Plist(values)) tuples and passes them to the reduce internal function.
Reducing: Each reducing function starts to process tuples and saves the results in the local memory, and then waits for more data to be received. When the memory is full, the data may be written to the hard disk. In some applications, the reduce function needs the full (key,list(values)). In this case, the reduce function receives the data and merges it with the already saved data without any processing until the complete mapping is done. This does not affect the performance as the receiving of data is done in parallel with the mapping phase.
In our model, the three phases run in parallel on different machines and continue until the mapping is done. The user has to define the number of mappers, reducers, and the threshold value T . The ratio between the mappers and the reducers affects the performance of the model. A good ratio between the mappers and reducers with analysis is given in the results section. Figure 2 shows the idea of combining MPI and MapReduce. 
Experimental Results
We have conducted large-scale experiments on two different applications. We first prove the validity of our model. We have implemented the WordCount example with our MRO-MPI model and compared it to [15] , which is the only public implementation of MapReduce using MPI. Then, we used our implementation to index 9,319,561 text (XML) excerpts related to 9,319,561 images from 12-million ImageNet corpus [5] . Our goal is to later increase the number of indexed images and index the complete ImageNet corpus. We use MPICH2 on a Linux cluster of 20 DualCore computers (40 cores in total) holding each 8GB of memory and 512GB of local disk storage, led by a master 8-core computer holding 32GB of memory and a TeraByte storage capacity.
Word Count
WordCount simply counts the occurrence of words in different documents. The map function emits (word, 1) pairs, where word is the key and 1 represents the value. The input data size varies from 200 MB to 3 GB from project Gutenberg [16] . For this example, we use 10 cores, 5 as mappers and 5 as reducers in our implementation. For Steven et al. implementation [15] , the 10 cores are used as mappers then as reducers, as there is no overlapping like ours. The threshold value T is empirically set to 1000. Figure 3 shows the performance comparison. The xaxis shows the data size in GB. The y-axis shows the running time in seconds. As we can see from the figure, our MRO-MPI achieved high speed up with the same number of nodes. For example, 3 GB of data were processed in 300s using [15] implementation and 41s using our implementation, which is nearly 8 times faster. 
Distributed Inverted Indexing
We now use our model to index multimedia data. Before going into details, we recall the general idea of building distributed inverted files.
Inverted files An inverted file is an indexing data structure for text collections [20] . It is composed of two elements: the dictionary and the inverted list. The dictionary is a lexicographically sorted list containing a list of unique terms appearing in the corpus. Every term is then associated with a list (posting list) containing the references to the documents where this term appears. Further, for each document, a weight is given that reflects the importance of the term into the document, in the context of the complete collection. The TF-IDF weighting scheme [20] is used in information retrieval and text-mining. This weight is a statistical measure used to evaluate how important a word is to a document in a corpus. Inverted files are also at the basis of a number of multimedia indexing strategies, aligned with the bag-of-keypoints representation model [3] . We are developing a large-scale interactive multimedia retrieval system based on learning user preferences [2] [18] . We wish to integrate an efficient distributed indexing strategy based on inverted files within our framework.
MapReduce for distributed inverted files In order to preserve acceptable processing times, indexing should be done in parallel. McCreadie et al. [12] presented a good analysis about building an inverted index using MapReduce. In our model, we index data based on our MRO-MPI model.
The general idea is to build the inverted files on the fly in parallel without the need to access the hard-disk during processing. In our implementation, the mappers are responsible to read, tokenize and lexicographically sort the tokenized terms from every document. Mapper nodes emit (key,value) pairs. The key is the term extracted from the file and the value is the document name and the corresponding TF value for the term:
The (key,value) pairs are further sent to the reducing nodes. The Hash function distributes the data based on their lexicographic order, each reducer being responsible for a certain range of words. For example, if we have 26 reducers, reducer 1 is be responsible for all the words which starts with character "a", reducer 2 for words starts with "b", and so on. So, each reducing node only receives the terms located within its lexicographic range. As the same words from all documents are saved into the same database, reducer nodes can calculate the correct value of the IDF and then assign a weight to every term according to the TF-IDF scheme. In this example, the reducers do not work on the partial data as before. Instead, they concatenate this partial data until the mapper is done and then calculate the TF-IDF, which is not time consuming as the data is grouped and sorted.
Experiments Table 2 shows the running time in minutes. The first row shows the number of the reducers; 4, 13 and 26. The first column shows the number of mappers; 4, 10, 13, 20, 22, and 44. The value 0 for mappers and reducers corresponds to the sequential time.
From the reducer side, for 13 and 26 reducers and 4, 10, 13, 20 and 22 mappers the running time decreases when the number of mappers increases. This is expected as the mappers do most of the work, and more mappers means that the workload is divided, which helps to improve the performance. But, when the number of mappers is high comparing to the number of reducers, the running time increases. The reason is that the reducers are not able to handle all the received data in an efficient way. For example, that happens for 4 reducers with respect to 13, 20, 22, and 44 mappers. The rate of emitting the (key,value) pairs is much higher than the rate of receiving, due to lower number of reducing nodes. From the mapper side, for 10, 13, 20 and 22 mappers with respect to 4, 13 and 26 reducers, the running time decrease when the number of reducers increases. More reducers helps to decrease the communication load, which helps to improve the performance. This is not the case for 4 mappers, the running time increases when the number of reducers is larger than the double of mappers. The reason is that with large number of reducers relative to the mappers. Mappers need to communicate to high range of reducers with high load of data, which increases the communication time and affects the total performance.
For 44 mappers and 13 and 26 reducers, there is not such speedup, although the number of mappers and reducers are high. The reason is cluster overloading. Our cluster is composed of 48 cores and the numbers of processes are 57 and 70, which means that the numbers of processes running is much higher than the number of actual cores and this affects the performance of the system. Based on our experiments, we found that when the number of mappers and reducers increase, the running time systematically decreases, with a non-linear decay, but we should care about the ratio between them and we should not overload the cores with more than one process. The best ratio between the mappers and reducers is found to be :
Where M is the number of mappers and R is the number of reducers. Figure 4 (a) and (b) show the effect of changing the number of mappers for the reducers and vice versa. Sequential time (one node for all the processing) was obtained on the master node of our cluster, which holds 32GB memory and 8 processors. 
Conclusion And Future Work
This paper proposes the MRO-MPI model as a new way of handling the MapReduce programming model using MPI to reach efficient large scale indexing. We have proposed the idea of the overlap between the map and reduce functions using MPI "MRO-MPI", which speedup the process. The main advantages of our model are: 1) Maintain the simplicity of MapReduce; the user only writes map and reduce functions. 2) High speedup with the same number of nodes For future work, we will compare our implementation with Hadoop, also, make a deeper analysis on the communication time and release a library for MapReduce based on MPI. The long-term goal is to integrate a distributed indexing strategy within our multimedia retrieval framework.
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