Another source of change is various deformations of an object that do not change its identity. If a dog gains weight,
for indexing of images in data bases. Certain classes of
The proof does not distinguish between ''local'' and ''global'' invariants. We assume the deformation is suffideformations were dealt with by generalizing the FourierMellin method [12] .
ciently differentiable. First we expand the new coordinates dx i as a Taylor series in terms of the old coordinates dx i
In this paper we approximate viewpoint change by an affine transformation. This is a pretty good approximation in the neighborhood of any arbitrary point x i , if the object is far away from the camera. The slight distortion that may come from the more general projectivity can dx ϭ ͱ ij dx j ϩ Ͳ ijk dx j dx k ϩ и и и, (2) be regarded simply as a part of the deformation. Invariants to affine transformation are well understood. They were with ͱ ij , Ͳ ijk being the first and second derivatives, calcudescribed, e.g., in [7, 15, 3, 10, 8] . Important subsets of this lated at x i . For a global deformation, these quantities are transformation group were also treated before. Work was constant. For a local deformation, they are functions of x i . done on Euclidean transformations (translation and rota-We use here the implied summation convention, namely tion) whose invariants are length and curvature [5] . Scale that summation is implied over any index that appears in transformation can be handled with the Fourier-Mellin a term twice. For curves we have i ϭ 1, 2, while for surfaces transform [4] .
i ϭ 1, 2, 3. The affine transformation is linear and includes all possi-
We can see that the first term above correspond to a ble linear changes of an object: rotation, translation, shear, general affine transformation, Eq. (1), with the ͱ ij being and scalings. To this we add the deformation in the form the matrix coefficients of the affine transformation. We of a small, but otherwise general, non-linear part. This part define a quasi-affine transformation as one in which the makes the transformation a ''quasi-affine'' transformation. higher-order terms in the expansion above, from Ͳ ijk and The added part may be local, changing from one point to up, are small compared with the linear ones: another, or global, being constant over the whole shape. The shape can be a curve or a surface. The only require-ͱ ij (x i ) ӷ Ͳ ijk (x i ) ment beyond smallness is ''good behavior,'' in terms of continuity and differentiability.
We assume that this is valid for all points x i in the domain As mentioned before, there are no real invariants of such of interest. deformations. However, we can find ''quasi-invariants,' ' We are now interested in the descriptors a l of some given which we define as shape descriptors whose change under shape. The descriptors can be global, such as polynomial the deformation is much smaller than the change in other coefficients, or local, such as derivatives (or any combinadescriptors, or smaller than the deformation itself. We tion thereof). Shape descriptors usually change when the prove the general result that affine invariants are quasi-coordinate system changes, and thus they are functions of invariants of quasi-affine transformation. The proof applies the coordinate transformation coefficients ͱ ij , Ͳ ijk apto all the cases mentioned above, namely to global or local pearing in Eq. (2) . Therefore, in investigating the transfordescriptors of either curves or surfaces.
mation properties of the descriptors we are interested in the new descriptors ã l as functions of ͱ ij , Ͳ ijk :
QUASI-AFFINE INVARIANTS
ã l ϭ ã l (ͱ ij , Ͳ ijk ). We show here the quite intuitive results that the invariants of the affine transformation group are quasi-invariant
The descriptors may depend on other variables also, such of the quasi-affine transformations.
as the point coordinates but this will not concern us now. Our transformation consists of two parts:
(We drop the tildes now.) (1) The first part is an arbitrary large affine transformaInvariants are calculated as functions of the given shape tion. This can be expressed as descriptors a l . We do not need to specify this function. For global a l the invariant I is global, and for local descriptors it is local. Assuming that the function I is well behaved, (1) i.e., it has bounded derivatives up to sufficient order, the change in I can be expanded in a Taylor series. Using the chain rule of differentiation we obtain where Ͱ i , ͱ ij are constants.
(2) The second part is a small, but otherwise arbitrary,
We show that under this transformation, affine invariants change less than any other descriptor of the shape.
The expansion is around the values ͱ ij and Ͳ ijk ϭ 0.
The first term above is nothing but an affine transforma-of curves. Closed form formulas can be found, e.g., in [7] and in the above references. Most of these methods rely tion of I. If we assume now that I is an affine invariant, this term vanishes. We are left with on having a curve in an explicit representation, namely as two functions of a parameter t: x(t), y(t). The disadvantage here is that we do not have an invariant parameter t and
one needs to eliminate this parameter in some way. An alternative method is the implicit representation, in which a shape is represented as a constraint on the i.e., the change in I is proportional to Ͳ ijk . We have assumed coordinates without a parameter: that these Ͳ ijk are smaller than ͱ ij . The ͱ ij represent the main change in a non-invariant descriptor a l , i.e., a descriptor for which the first term in the Taylor expansion (3) f (a k , x i ) ϭ 0. does not vanish. Therefore the change in I is much smaller than the change in other descriptors. Similarly, I changes This is possible because the parameter is not actually part less than the deformation itself, which is also mainly pro-of the geometry of the shape. Since we do not have a curve portional to ͱ ij (Eq. (2)). These properties are the one we parameter, we do not need to worry about invariance to use as the definition of the quasi-invariants, thus I is a the parameter change. From a practical point of view, it quasi-invariant.
has an advantage for the accuracy of the fitting of the curve to the given data, for the following reason.
EXAMPLES OF AFFINE INVARIANTS
Usually we are not given a curve but a set of pixels to which we have to fit a curve. This requires some assumption Here derive some affine invariants suitable for appli-about what is the best fit, and the explicit and implicit cation.
methods differ in their assumptions. There are many kinds of affine invariants and many
In the explicit method, the fitted functions are x(t), y(t), methods of deriving them. We only describe some useful measuring distances parallel to the x, y axes. The assumpexamples here. A more complete account can be found in tion here is that these parallel distances are minimal. These Weiss's review paper [16] .
distances are very unstable when the curves are almost We concentrate here on local invariants rather than parallel to the axes and can introduce substantial errors. global, for two reasons: (i) Local invariants are more im-We also need to obtain two fitted functions x(t), y(t) rather mune to occlusion. If part of the shape is missing, the than one curve. In the implicit method, the assumption invariants associated with the remaining part are not af-is that distances roughly perpendicular to the shape are fected. Global invariants, on the other hand, require the minimal. Thus an implicit fit seems more natural. This whole shape for their calculation. (ii) Local invariants offer eliminates the curve parameter before it enters the invaria richer description of the shape because they describe ant expressions and adds to an accumulation of errors. In each part independently. The global ones are limited to a addition, the explicit method assumes the existence of few low-order descriptors such as moments.
some ordering among the data points so that a parameter Also of interest are ''semi-local'' invariants, which take can be assigned to them, which is not always the case. into account some known point or line in addition to the given curve. The resulting joint invariants can be more
The Canonical Method. Of the many ways to derive invariants, the canonical method seems the most intuitively robust than the pure local ones.
We can use local invariants for recognition as follows. simple and the most general. It was developed by Weiss for local and semi-local projective and affine invariants, in At each point of the given curve, we find two local invariants, I 1 , I 2 . These can be plotted against one another to the explicit and implicit representations [16, 18, 11] . Here we describe its use for affine invariants in our implicit curve obtain an invariant signature curve. That is, we define a plane with coordinates I 1 , I 2 . For each point of the given representation.
The basic idea is to transform the given coordinate syscurve we plot a point I 1 , I 2 in the invariant plane. Going over all points of the given points, we obtain a curve in tem to a ''canonical,'' or standard, system, which is determined by the shape itself. Since this canonical system is the invariant plane. This can be stored in a data base as an invariant signature and used for matching. It can be independent of the original system, it is invariant. All quantities defined in it are thus invariant. shown [7] that given this invariant curve, we can reconstruct the original curve up to transformations to which This is easy to illustrate in the Euclidean case. To find invariants at point x, we first move the origin to this point. I 1 , I 2 are invariant. Thus the invariant signature can identify a curve up to a viewpoint change, if we use I 1 , I 2 which We then rotate the coordinates so that the new x axis is tangent to the curve at x. This is our canonical system. In are invariant to this change.
There are various methods for deriving local invariants it we have y ϭ yЈ ϭ 0 at our point. the second derivative y Љ at x is now invariant since we obtain the same canonical -Define a window around the pixel and fit an implicit polynomial curve to it, say a cubic or a quartic. All system regardless of which system we started with. In fact, this y Љ is the curvature at that point. We see that by de-the following stages are performed analytically.
-Derive a canonical, intrinsic coordinate system termining some of the properties of the canonical system, the others are also determined and become invariant.
based invariantly on the properties of the shape itself, independently of the given coordinate system. By doing We have generalized this process to the affine and projective cases and found two local invariants, I 1 , I 2 , at each so, we eliminate all the unknown quantities of the original system (e.g., the viewpoint). To accomplish this, define an point [18, 11] . We use these invariants to plot an invariant signature curve as discussed before.
''auxiliary curve'' which osculates the original fitted curve with a known order of contact. The canonical system is We summarize here the canonicalization method for local and semi-local affine invariants. In the above refer-defined so that in it the osculating curve has a particularly simple, predetermined form. (In our affine case, it is a ences, affine invaraints were found as a by-product of projective ones. Here we find them in a more direct and sim-conic.)
-Transform the original fitted curve to this new pler way.
The invariants of the implicit curve at a point x 0 are system. Since the system is canonical, all shape descriptors defined in it are independent of the original coordinate found with the help of an osculating curve at x 0 . We have already seen the use of the tangent to find Euclidean invari-system and are therefore invariants. Pick two invariants I 1 , I 2 that are independent of the window size or the order ants. An osculating curve is a generalization of the tangent. A tangent is a line having at least two points in common of the fitted curve and that depend only on the shape itself.
• Plot one invariant against the other to obtain an invariwith the curve in an infinitesimal neighborhood, i.e., two ''points of contact.'' This can be expressed as a condition ant signature curve. This will be enough to characterize the curve up to the affine transformation. on the first derivative. Similarly, an nth order osculating curve can be defined as having n ϩ 1 (independent) points
In the following sections we will describe the above steps of contact with the original curve, and the condition on in more detail. The canonicalization methods are different the derivatives can be written as than the ones we used in [18] , where the affine case was a by-product of the more general projective case. We choose the osculating curve as the simplest one that d
enables us to eliminate the affine parameters. The affine transformation has six parameters-translation (in x and y directions), rotation scale (in x and y directions), and with f * being the osculating curve, f the given curve, and shear (skewing). Invariants are obtained by eliminating n the order of the contact. Since the derivatives vanish, these parameters from the image, and this is the purpose this condition is invariant to the parameter t. Since it has of moving to a canonical system. a geometric interpretation with points of contact, the conThe elimination process is summarized as follows (Fig. dition is also projectively (and affine) invariant. 1). Three of the parameters, translation and rotation, are In the calculation we do not need either the parameter eliminated by moving to a Euclidean canonical system as or the above derivatives. The data quantities needed here discussed before. Moving the origin to our given curve are the coefficients a i of the given curve f, which can be point eliminates translation, and using the tangent elimiobtained by fitting f to the data points. We need enough nates rotation. The other three parameters are eliminated coefficients to eliminate the transformation and leave us by using a conic auxiliary curve. In the Euclidean canonical with some invariants. In principle, a cubic will do, having system this conic has to pass through the origin and be nine coefficients plus the point's position. In practice, howtangent to the x axis, so its general form is ever, we have found that a wide window is necessary for robustness to noise, and this requires a higher-order curve such as a quartic
We have a canonical x axis, and we now need a canonical f (x, y) ϭ a 0 ϩ a 1 x ϩ и и и ϩ a 14 y 4 .
(5) y axis. We will use the affine normal, namely the conic diameter passing through our point. We now use a skewing (Not all its coefficients need be independent.) (shear) transformation to make this line orthogonal to The outline of our method is as follows: the x axis, obtaining an orthogonal conic. This is done by replacing x by x ϭ x Ϫ c 2 y/2c 0 , eliminating the coefficient • Repeat the following steps for each pixel that belongs to the curve to obtain two independent invariants at that c 2 . The remaining coefficients are eliminated by scaling x, y, and we obtain a unit circle. point of the curve: . Now a 1 is transformed to for the different cases below. However, the above canonicalization of the resulting conic is the same in all cases a 1 ϭ a 1 Ϫ u r a 2 . (but different from [18], where we used a projective canonical system).
To make this vanish we thus have to rotate by the amount The Euclidean Canonical System. Here we detail the Euclidean canonization stage. As a convection, we denote u r ϭ a 1 /a 2 . the new coordinates after each canonicalization step by x, y and drop the bars before going to the next step, and Since translation and rotation make up the Euclidean transformations, we have reached a Euclidean canonical similarly for other quantities.
The first step is translation, moving the origin to our system. All quantities defined in it are Euclidean invariants. The curvature at x 0 is now simply the second derivative, curve point. Our pixel x 0 , y 0 does not necessarily lie on the fitted curve but it is close to it. Thus, we find a point d 2 y/dx 2 . The arclength is ͉dx͉ since dy ϭ 0. We will need to transform points and lines to this system. x 0 , y* 0 which does lie on the curve; i.e., we solve Eq. (5) for y* 0 , given x 0 . This is easy to do with Newton's method We list here for reference the relevant formulas. A point x 1 , y 1 transforms to because y 0 is a close initial guess. We now translate the origin to x 0 , y* 0 . (We could simplify the solution by first
(8) translating so that x 0 ϭ 0 and then solving for y* 0 .) We drop the star from y*. We now transform the curve coeffi- The next step is to rotate the coordinates so that the x b 1 ϭ b 1 Ϫ u r b 2 (9) axis will be tangent to the curve. It is easy to see that in b 2 ϭ b 2 ϩ u r b 1 . the rotated system we must have a 1 ϭ 0 (because df (x, y)/dx ϭ 0). To satisfy this condition we again express the We again drop the bars from all quantities. old coordinates in terms of the new, with the rotation factor u r ,
Local Invariants
Here we find two local affine invariants at each curve point.
FIG. 2. Two views of a pear.
The Osculating Conic. We will now find the osculating we have conic f * using the osculation condition, i.e. the equality of the first n derivatives of f, f *, Eq. (4). The first derivative d 2 ϭ Ϫa 3 (and the zeroth) vanishes because of the tangency to the d 3 ϭ Ϫa 6 Ϫ d 2 a 4 (10) x axis. To determine the five coefficients c i we need three more derivatives to be equal, i.e., up to the fourth one.
The condition of equal derivatives ensures the locality of the treatment and also its invariance.
Given these derivatives we find the coefficients c n of the To proceed, we need to calculate the derivatives d n y/ conic as follows. We write the conic as dx n of the fitted curve f. This is done analytically from f (x, y). To do this we use the fact that all the derivatives of f y(x) ϭ Setting a 2 ϭ 1 and denoting Having found the coefficients c i , we set out to eliminate them. We define the affine normal as the conic diameter that passes through our point x 0 . First, we orthogonalize
the axes, i.e., skew the system so that this affine normal
FIG. 3.
Two affine signatures for the pears in Fig. 2 .
FIG. 4. A banana.
becomes perpendicular to the x axis. This will eliminate We have thus obtained the unit circle or unit hyperbola the term with c 2 in the conic. The skewing transformation is Ϯx 2 ϩ y 2 ϩ y ϭ 0
x ϭ x ϩ u s y, (11) with the signal equal to the sign of c 0 c 1 .
with u s ϭ Ϫc 2 /2c 0 being the skewing factor. y remains Local Affine Invariants. We now have an invariant caunchanged. Substituting the above equation in the conic nonical system but still no invariants. To obtain these, we (6) and rearranging, only c 1 is changed:
transform the original fitted curve f, Eq. (5), to our canonical system. We collect all the transformations that were
performed during the canonicalization process. We have already translated and rotated f (with the factors x 0 , y 0 , u r ), and we will perform the rest of the transformations We obtain the orthogonal conic (dropping the bars) making up the affinity (with factors u s , s x , s y ) on f. The coefficients of f will transform to new ones a i , which are c 0 x 2 ϩ c 1 y 2 ϩ y ϭ 0.
not all invariants because they represent a fitted curve defined in the invariant system. The only remaining quesIt is easy to eliminate the remaining coefficients by scal-tion is how to select functions of the invariants a i which ing the axes with the transformation best suit our needs.
To do this, we impose the condition of locality, namely x ϭ x/s x , y ϭ y/s y , we need the fifth and sixth derivatives. These can be ob-has to be eliminated, and this reduces the robustness of their method. tained in this particular system similarly to Eq. (10). With
The ''parameterless'' method described above is perthe above values of d n we have (dropping the bars) fectly suited for this situation and again leads to saving in the number of data quantities needed from the image and d 5 ϭ a 11 Ϫ a 8 increased reliability. Here we use a canonical method simi-
lar to the correspondenceless case in order to find local invariants while avoiding the curve parameter. This makes the method more robust, as there are fewer unknowns These quantities are our local affine invariants.
to eliminate. In conclusion, we have started with a curve fitted
The first stage is similar to the previous case: fit a highto data points around x 0 , y 0 , and after a series of order curve over some window around some x 0 , y 0 and transformations of this curve we have arrived at local then translate and rotate until the origin is at x 0 , y 0 and invariants which are independent of the fitting details the x axis is tangent to the curve. We need a smaller window or the point of view. We can repeat the process for than before and a lower-order curve because we need other points to obtain an invariant signature. No correlower derivatives. spondence was needed.
Again we obtain an auxiliary osculating conic that will help us find the canonical system (Eq. (6)). The exact 3.2. Semi-local Invariants process of finding the conic differs for each case. However, While the previous process does not require correspon-the principles of invariance and locality must be maindence, it leads to fitting rather high-order curves which tained. In the following we will describe briefly the process may be sensitive to noise. This problem is discussed by for some different possible combinations. Each known feaWeiss [17] and it is shown that one way of overcoming it ture point or line reduces the number of derivatives needed is using a wide window.
by two, because it eliminates two transformation factors. Another approach to increasing robustness is to use
The first step in all cases, as before, is to move to a Euclidsome reference features, e.g., points or lines for which the ean canonical system. The feature points and lines move accorrespondence is known. For example, a silhouette of an cording to Eqs. (8), (9) . In the next step we find an orthogoairplane can contain both curved parts and straight lines. nal conic and scale it to a circle. The invariants will obtained We can use this information to eliminate some of the pa-differently, however. We will not need the higher derivarameters of the projective or affine transformation, so there tives of the previous case but the feature point/lines will bewill be a need for fewer curve descriptors for the elimina-come invariant quantities in the canonical system.
In each case the osculating conic is obtained in a sometion of the remaining ones. Invariants involving both derivatives and reference points were found in [1] and [13] . what different way. We will only give here the resulting conic coefficients, derived by Weiss in [18], [11] . Once the However, they still use a curve parameter t which also conic is obtained, the canonicalization process is the same with b i , bЈ i being the coefficients of the two reference lines in the Euclidean canonical system. The invariants are as as described before (but different from the projective case described in the above reference).
in the previous case.
• A curve, a point, and a line: As before we require • A curve and one feature point: We obtain the orthogo-that the conic osculate the fitted curve up to second-order nal conic, Eq. (12), as before. To find the invariant, we contact. In addition we require that the reference line be transform our feature point x 1 , y 1 to our canonical system, polar to the reference point w.r.t. the conic, an invariant combining all the transformations used before, Eqs. (8), construction. This provides sufficient conditions to deter-(11), and (13) for the Euclidean, skewing, and scaling trans-mine the conic. We then make the conic canonical as beformation. We obtain new x 1 , y 1 which are now invariant fore. After transforming the feature point and line to the because they are given in an invariant coordinate system. canonical system, we can use their coefficients to obtain Again we need a fourth-order contact here to find the invariants. One way is to use draw a normal from the point conic, but we do not need the higher derivatives used to the line. The normal's coefficients are now invariants. before to find the invariants.
• A curve and one feature line: The conic is found in the The conic coefficients are same way as in the previous case, requiring osculation in the fourth derivatives. It is turned to a canonical unit circle 
EXPERIMENTAL IMPLEMENTATION
• A curve and two feature points: This case requires only the second derivative to determine the osculating conic
In this section we show the local affine invariants ob-(and the invariants), rather than the fourth as before. First tained for objects undergoing quasi-affine deformations. find the conic that osculates the fitted curve with second-We show that the local affine invariants quasi-invariant to order contact and also passes through the two reference these deformations and hence can be used as recognizers points. This uniquely determines the conic which we then for classes of objects. make canonical as before. We then use the line joining the Our method for obtaining local affine invariants was points as a feature line, obtaining the previous case. The applied to a set of real images of fruits. Segmentation conic coefficients are was done by hand. Each image was processed to obtain a contour curve for the relevant object, using standard c 0 ϭ Ϫd 2 techniques of edge detection and thinning. We used a window about 100 pixels wide around each contour point and c , Figure 2 shows two views of a pear. The occluding, or visible, contour of the pear is different in the second image with x 1 , y 1 , x 2 , y 2 being the reference point coordinates in (right) and is not a simple projection of the first one (left). the Euclidean canonical system.
Yet we can still recognize it as a pear. In effect these two • A curve and two feature lines: Again we only need the contours could have easily come from two different pears. second derivative. We first find the conic that osculates the Thus, any signature that is common to both images can fitted curve with second-order contact and is also tangent to represent the whole class of pears. (This excludes extreme the two reference lines. We then make the conic canonical.
situations such as looking at the pear from directly above We use the point of intersection of the lines as a feature or below.) Assuming the pear is quite distant from the points, bringing us to a previous case. camera, the main component of the transformation here The conic coefficients are is affine, arising from the change of viewpoint, and there is also a relatively small, arbitrary non-linear deformations c 0 ϭ Ϫd 2 arising from the changing the occluding boundary. Thus the quasi-affine transformation fits this case perfectly. The c 2 ϭ (bЈ , between the two pears' signatures (left) and between the pear signature and the one obtained from the banana from have applied the method to set of real images using local invariants, and it is equally applicable for global invariants. Fig. 4 .
The matches between the signatures were determined by observation. Devising an automated matching method
