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Abstract
When short-range attractions are combined with long-range repulsions in colloidal particle sys-
tems, complex microphases can emerge. Here, we study a system of isotropic particles which can
form lamellar structures or a disordered fluid phase when temperature is varied. We show that at
equilibrium the lamellar structure crystallizes, while out of equilibrium the system forms a variety
of structures at different shear rates and temperatures above melting. The shear-induced ordering
is analyzed by means of principal component analysis and artificial neural networks, which are
applied to data of reduced dimensionality. Our results reveal the possibility of inducing ordering
by shear, potentially providing a feasible route to the fabrication of ordered lamellar structures
from isotropic particles.
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I. INTRODUCTION
When charged spherical hard-core particles attract each other at short distances, their
pair interactions can take the form of the short-range attraction, long-range repulsion
(SALR) potential. Such competing interactions were shown to appear between colloidal
particles [1] or globular proteins [2] with a proper balance between the electrostatic and
solvent-mediated forces. Theory and computer simulations predict SALR particles to self-
assemble into clusters and elongated aggregates that form either disordered glassy and gel
states [3, 4] or periodically ordered morphologies such as fcc ordered clusters, hexagonally or-
dered columns, double gyroid structure or the lamellar phase [5–9]. Experimentally, however,
the ordered structures are observed only for SALR particles adsorbed at two-dimensional
(2d) interfaces [1, 10, 11], while in a three-dimensional (3d) bulk the efforts to form ordered
structures have been so far unsuccessful [12]. Although the realization of the SALR potential
in 3d real space is quite challenging, formation of 3d ordered structures by isotropic particles
is of significant interest.
One way to gain stability enhancement of an ordered structure is to confine the system
with walls whose geometry fits the symmetries of the ordered pattern. In the case of the
SALR system it was shown that as long as the distance between two parallel walls fits to the
period of the stripe structure, the stability of the ordered phase is enhanced [13]. Shorter
wall-wall separation corresponds to a higher melting temperature according to a Kelvin-
like equation [13]. Thus, confinement can effectively suppress thermally induced topological
defects, but an accurate choice of the distance between the walls is hard to realize.
Another possible method to induce long-range ordering in a pattern forming system is to
apply shear. Steady shear applied on diblock copolymers, which self-assemble into similar
structures as SALR particles [14], turns a percolated network into a stripe structure [15, 16].
In the case of SALR systems, the first reports on shear effects were provided by Imperio [17],
but only a monolayer of particles was studied. In 3d, the shear effects on SALR systems have
been studied only recently [18, 19]. In Ref. [18] the authors showed that the equilibrium gel
structure after being exposed to steady shear exhibits local, short length-scale anisotropies;
however no global ordering was found. In Ref. [19], by means of the classical density
functional theory, the effects of shear on ordered states were described, showing e.g. shear
induced transition between the double gyroid and the cylindrical phases. In the current
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study, we describe a 3d SALR system that forms an ordered structure when exposed to
steady shear, even above the melting temperature of the ordered phase.
Although SALR systems can spontaneously form a variety of microphases, we focus
on the lamellar phase only. The equilibrium properties of the SALR lamellar phase were
intensively studied with a variety of methods at different approximation levels. In 2d bulk the
lamellar phase consists of parallel stripes that were shown to melt in a step-wise manner [20].
First, the translationally ordered low temperature structure undergoes a transition into a
molten lamella phase with only orientational ordering. Further heating results in a transition
into a disordered, yet inhomogeneous fluid. This finding from computer simulations agrees
with the mean-field calculation obtained in a 1d approximation of the lamellar system that
shows coexistence of two ordered phases characterized by different amplitudes of the density
profiles [21]. In 3d however, no signs of the step-wise melting of the lamellar phase were
reported [5, 9, 22]. We will show here that also in 3d SALR particles can spontaneously
form two distinct structures that are both lamellar.
Another question that will be addressed in this work, is how far the level of description
complexity can be reduced so that different 3d structures can still be distinguished and tran-
sitions between them localized. To do that, instead of analyzing 3d particle configurations,
we will use binary matrices obtained by mapping the 3d structure onto a 2d discretized
surface. The maps will be then utilized as input data for different machine-learning based
methods aimed at pattern recognition.
The manuscript is organized as follows: in Sec. II the SALR potential is defined and the
methods used for production and analysis of the equilibrium and nonequilibrium structures
are described. In Sec. III the results are presented, and in Sec. IV we summarize and
discuss them in context of previous research.
II. MODEL AND METHODS
A. Model
We used the SALR potential of the form previously studied in Refs.[3, 4, 23–25], where
effective interparticle interaction is the sum of the standard Lennard-Jones and Yukawa
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potentials:
V (r) = 4ε
[(σ
r
)12
−
(σ
r
)6]
+
A
r
e−rκ. (1)
The parameter values were taken from [25]: A = 0.5, κ = 0.5, ε = 1.0, σ = 1.0, where ε and
σ are set to be the units of energy and length respectively (Fig. 1). Accordingly, in reduced
units temperature is kBT/ε, where kB is the Boltzmann constant, and time is given in units
of τ =
√
mσ2
ε
, where m = 1 is the mass scale. For this set of parameters, particle aggregation
into clusters with preferred size occurs up to kBT/ε ≈ 0.45, even though the potential is
found to be repulsion-dominated (positive second virial coefficient) for kBT/ε > 0.31 [25].
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FIG. 1: The SALR pair potential. It crosses zero at r = 1.014σ, then it has a local minimum for
r = 1.13σ, crosses zero again at r = 1.81 and has a local maximum for r = 2.34σ. The potential
has been cut off at r = 7σ.
B. Simulation details
In order to minimize size effects and to ensure commensurability between box size and the
period of the formed structures the molecular dynamic simulations (MD) were performed
in the isobaric-isothermal ensemble, NPT, where N is the number of particles, P is the
pressure and T is the temperature. We used N = 15625 and P = 0.5ε/σ3.
Equilibrium simulations were run using the HOOMD-blue package [26, 27] with a time
step dt = 0.005τ . The runs consist of 108 MD steps with either linearly increasing or
decreasing temperature in the range of 0.01 < kBT/ε < 0.8. For decreasing temperature
runs the initial configuration was a simple cubic lattice, and the final configuration of this
procedure was later used to initialize the linear heating protocol.
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The nonequilibrium MD simulations were performed in LAMMPS [28] adjusted to use
the SLLOD equation of motion in the NPT ensemble [29]. The shearing procedure was
initialized from the equilibrium structures, then after the 106 steps needed to reach the
stationary state, production runs consisting of 106 steps were executed. The shear was
imposed in the x direction, and the velocity gradient was in the y direction. Therefore, the
shear rate is defined as R = vx/y and is measured in inverse time units, τ
−1.
C. Analysis details
Dynamical properties of the equilibrium structures were described by computing compo-
nents of the average displacement vector, D = (dx, dy, dz), given by
dk =
1
N
N∑
i
[R(t0 + ∆t)−R(t0)], k = x, y, z, (2)
where R(t) is the particle location at time t, and ∆t = 104dt. The calculations were
performed after rotating the structure so that d‖ = (dx + dy)/2 and d⊥ = dy describe the
displacement in directions parallel and perpendicular to the plane of the slabs respectively.
For the temperature dependence analysis, time averages of dk were calculated over 10
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consecutive configurations of the cooling simulation protocol.
Structural analysis of the sheared fluid was performed using three methods: principal
component analysis (PCA), dense neural networks (DNN) and convolutional neural networks
(CNN). The motivation to compare these methods comes from their potential to combine
the power of unsupervised and supervised learning.
All the algorithms aimed at structure analysis were fed with the same data, that is a
2d map of the 3d structure obtained by perpendicular projection of particle positions on a
100× 100 grid located at the x = 0 plane, i.e. the plane perpendicular to the flow direction.
The normalized map was then transformed to a binary array, M , by the ceiling function
which turns every nonzero value to 1. As a result, the only information contained in each
element of M is whether at a given time-step there is a particle with y and z coordinates
within a grid node regardless of its x coordinate value. An example of how a lamellar
structure is projected on 2d binary matrix is showed in Fig. 2.
The PCA method [30] is an unsupervised learning method often utilized for pattern recog-
nition. It involves calculating eigenvalues, λi, usually via the singular value decomposition
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FIG. 2: Stages of binary map production. Left panel: processed particle configuration seen from
the top view of the (y,z) plane, perpendicular to the shear flow. Middle panel: spherical particles
transformed to point particles. Right panel: (y,z) positions of the point particles were binned into
100x100 grid. The grid was then binarized depending on whether the bin was occupied (yellow
color) or not not (dark color).
of the matrix that is symmetric and positive semi-definite. In our case, for the location
of structural transitions we used λ1, the maximal eigenvalue of the M ×MT matrix. To
compare λ1 between different temperatures we normalize it by its maximal value at each
temperature: λ ≡ λ1/maxR λ1(R).
Artificial neural networks are commonly used for data classification based on features
that they were trained to distinguish. CNNs are an example of networks that are designed
for pattern recognition based on the translationally invariant two-dimensional features of
their inputs [31, 32]. On the contrary, DNNs do not convolve the input with a set of
filters; the input is instead densely connected to the first hidden layer of neurons. Hence, in
that case the preparation of data for training includes flattening, a transformation from 2d
matrices to 1d vectors. Thus in the case of DNN, the learning relies on finding correlations
between artificially produced vectors. We have used both types of networks to categorize
the binary maps, M . For both networks we used maps obtained at kBT/ε = 0.42 with Rτ =
0.01, 0.1, 30 (low and high shear disordered structure), Rτ = 6, 8, 10 (ordered lamella) and
Rτ = 16, 20, 24 (torn lamella). For each value of R we used 400 maps for training and the rest
(100 maps) for validation. The DNN features a multilayer perceptron architecture with the
input layer being followed by a 32-neuron hidden layer activated with ReLU activation [33].
The output layer is made of three softmax-axtivated neurons. The CNN consists of two
convolutional layers followed by a softmax-activated output layer. The convolutional layers
feature 32 (input) and 16 (hidden) filters of size 3x3. Both networks were trained using the
Adam algorithm with the aim to minimize the cross entropy between the softmax output
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and ground truth labels. Despite the fairly simple and shallow architecture, for both sets
we reached a classification accuracy of 1.0 and cross entropy loss function values of 0.0008
for the training set and 0.005 for the validation set.
The visualization of the snapshots was produced using The Open Visualization Tool
(OVITO) [34].
III. RESULTS
A. The equilibrium
SALR particles form ordered microphases only for a specific range of model parameters
which provides a proper balance between the attractive and repulsive interactions [7]. In
the case of very narrow attraction wells, aggregates are formed, but global ordering does not
occur [3, 4, 18]. Here, following [5, 9, 25] we choose a SALR potential with a wider attrac-
tion well. We have checked that the chosen parameters lead to self-assembly into globally
ordered cluster, columnar and lamellar structures. Interestingly, the ordering occurs also at
temperatures for which the SALR potential has a positive second virial coefficient [25]. In
Fig. 3 the lamellar structures obtained from equilibrium MD simulations in the NPT en-
semble are presented. The phase transition between the lamellar structures with crystal-like
slabs and fluid-like slabs is reflected in a drop of the average density. The transitions occur
at different temperatures depending on the simulation protocols used, as described in the
caption of Fig. 3. Transition between lamellar structures with different slab characteristics
was not previously reported for 3d systems. However in 2d, similar multi-step melting of
stripes was found [35].
The analogy with the 2d system is not only structural but also dynamical, since the
displacements of the particles along different axes behave in a similar manner as in the 2d
system (Fig. 4 and Fig. 8 in [35]). In particular, formation of the lamellar structure causes a
significant drop in the average particle displacement along the axis perpendicular the slabs,
d⊥, and simultaneously a slight increase of d‖. The difference between d⊥ and d‖ reflects
the anisotropy of the system and the suppression of particle exchange between the slabs.
Upon further decrease of temperature both the anisotropy and the displacements converge
and the crystal lamellar structure is formed.
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FIG. 3: (a) Number density as a function of temperature at constant pressure P = 0.5ε/σ3 for a
sequence of simulations with linearly increasing (dashed red lined) or decreasing (solid blue line)
temperature. The density drops appear at kBT/ε = 0.185 and 0.377 for decreasing kBT/ε, while
at kBT/ε = 0.237 and 0.40 for increasing. (b) Representative snapshots of lamellar structures with
fluid-like (left) and crystal-like (right) ordering.
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FIG. 4: Average displacements versus temperature in directions parallel (dashed red) and perpen-
dicular (solid black) to the lamellar slabs.
B. Nonequilibrium simulations
In the case of a SALR potential that leads to periodically ordered structures, the effect
of shear on the ordered microphases was studied in Ref. [19]. Thus, here we focus on the
8
question of whether steady shear can induce ordering of disordered SALR fluids. We apply
shear to the equilibrium structures at P = 0.5ε/σ3 and for kBT/ε > 0.4, that is, above the
melting temperature of the lamellar phase. We find that the obtained stationary states show
different kinds of ordering depending on the applied shear-rate and the temperature. Impor-
tantly, close to the equilibrium order-disorder phase transition, the steady state structures
(Fig. 5) are highly similar to the equilibrium lamella with fluid-like slabs (Fig. 3). How-
ever, since many other states were found that were not as highly ordered, in what follows
we describe and analyze structural transitions between different shear-induced morpholo-
gies by applying different machine learning methods to 2d binary maps of the obtained 3d
structures, as described in Sec. II C.
FIG. 5: Representative steady states obtained after exposing disordered fluid to shear. Left panel:
(kBT/ε,Rτ) = (0.42, 10), right panel: (kBT/ε,Rτ) = (0.65, 10).
C. Principal Component Analysis
The PCA results shown in Fig. 6 indicate the presence of five distinct morphologies,
with different levels of ordering described by the value of λ. In the low and high shear
limits λ = 1, which corresponds to disordered steady states. In the mid range of shear-
rates λ drops significantly, and the ordered structures appear. At kBT/ε = 0.42, the shear
induced structure is the lamella with fluid-like slabs (Fig.6a). The optimal shear-rate for
this conformation is when λ(R) is at the minimum, that is for Rτ = 10. At kBT/ε = 0.42,
with an increasing shear rate the λ value gradually increases, and defects in the lamellar
structure start to appear. The high shear tears the lamellar slabs, so that their integrity
is broken and some slabs connect (like in Fig. 6b). However, the global ordering persists
up to Rτ = 26 where a structural transition to a disordered fluid occurs. The number
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of topological defects present in the torn lamellae varies with shear rate and temperature.
The torn lamellae occur when λ ≈ 0.6, and thus are present also at kBT/ε = 0.55 (for
8 ≤ Rτ ≤ 32) and kBT/ε = 0.65 (for 4 ≤ Rτ ≤ 16). With higher temperatures, less ordered
structures form. At kBT/ε = 0.65 for 18 ≤ Rτ ≤ 32, the structure is no longer globally
lamellar, as slabs appear along with columns (Fig. 6c). At kBT/ε = 0.75, temperature
fluctuations destroy lamellar order entirely and the drop of λ with increasing shear is less
abrupt. When λ gradually decreases towards the value of 0.65, a weak ordering occurs and
the structure resembles hexagonally ordered columns (Fig. 6d).
0 4 8 12 16 20 24 28 32 36 40 44
R/
0.5
0.6
0.7
0.8
0.9
1.0
λ
-1
(a) (b)
(c) (d)
(a)
(b)
(c)
(d)
FIG. 6: Normalized principal component, λ, versus shear rate, R, at different temperatures:
kBT/ε = 0.42 (blue circles), kBT/ε = 0.55 (orange squares), kBT/ε = 0.65 (green diamonds),
kBT/ε = 0.75 (red triangles). The upper panels show representative structures observed at dif-
ferent λ values marked by an open circle and corresponding to (a) (kBT/ε,Rτ) = (0.42, 4), (b)
(0.55, 26), (c) (0.65, 26) and (d) (0.75, 32).
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D. Artificial Neural Networks
The PCA method reduces the dimensionality of the data that it was fed with. Here,
PCA was used to analyze data already reduced to 2d discrete space. Thus, the question
is now if we did not lose significant information along the way. To verify this, we will
analyze structural behavior of the sheared system with more complex, neural network based
methods.
We applied two commonly used supervised methods for pattern recognition, that is DNN
and CNN. The aim of the training was to learn to classify the structures that occur at
kBT/ε = 0.42, where PCA suggests that in between critical shear rates required for ordering,
a gradual structural transition from ordered to torn lamella is present. The results are
presented in Fig. 8. In both cases the steady states for Rτ ≤ 0.5 and Rτ ≥ 28 are
labeled by the networks as disordered, which agrees with the PCA predictions. For the
mid range of the shear rate, both networks are able to distinguish the lamellar and the
torn lamellar structures and predict that the transition occurs between 11 < Rτ < 20.
This suggests that in contrast to the order-disorder transitions these steady states change
gradually. Thus, both neural networks’ predictions seem to agree with the results from the
PCA analysis. Interestingly, this is not the case for kBT/ε = 0.55 (not shown), where the
thermal fluctuations are more prominent. The structures are far less ordered, and only CNN
predictions to some extent agree with PCA whereas the DNN does not even capture the
location of the transitions between disordered and the torn-lamellar structures. One should
note however, that both networks were trained with data from kBT/ε = 0.42.
It is of interest to learn how the neural network makes the final decision on how a given
structure is labelled. Some insight into that process can be found from the outputs of the
last layer of the CNN. The number of neurons in the output layer corresponds to the number
of structures that the network was trained to distinguish. The output values p1, p2 and p3
corresponds to the lamellar, torn lamellar and disordered structures respectively and take
values in the range [0, 1]. The final classification decision is made by choosing the structure
corresponding to the largest-output softmax neuron of the output layer. In Fig. 7, the output
value p1 is shown for the shear rates at which the PCA predicts gradual transition between
the lamellar and the torn lamellar structures. In this range of shear rates p2 = 1 − p1 and
p3 = 0. The ongoing structural transition is reflected in the high noisiness of the output. In
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FIG. 7: Fraction of configurations assigned to different structures by DNN (upper panel) and CNN
(lower panel) as a function of the shear rate at kBT/ε = 0.42. The neural networks were trained to
distinguish between the disordered structures (blue), lamellar structure (orange) and torn lamellar
structure (green).
particular, at the shear rate of Rτ = 13 where more then 90% of configurations were labelled
as lamellar, the output plot shows that actually in many cases the p1 ≈ 0.5, meaning the
output values of the lamellar and torn structures are close. This suggests that the network,
although with high accuracy, made the decision with less certainty. An increase in the shear
rate makes the predictions more ambiguous, so that for Rτ = 15, where about half of the
configurations are labelled as lamellar and half as torn lamellar, the output resembles random
noise. Increasing the shear rate to Rτ = 17 changes the situation dramatically. For most of
the configurations, the classification decisions are made with high certainty. However, for
some range of configurations, a kind of transition between the steady states can be observed.
Further shear rate increases result in monostability, and the outputs become constants of
value 0 or 1 (not shown).
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FIG. 8: Output, p1, of neuron corresponding to the lamellar structure in the last, softmax-activated
layer of the convolutional neural network upon the gradual transition from the lamellar to torn
lamellar structures at kBT/ε = 0.42. From left to right: Rτ = 13, 15, 17.
IV. DISCUSSION AND CONCLUSIONS
We have analyzed properties of lamellar structures formed by a SALR fluid in equilibrium
and nonequilibrium conditions. We have found that the equilibrium lamellar phase can be
formed with slabs that exhibit either fluid- or crystal-like ordering. The transition between
the two is manifested by a jump in the density and by the average displacement becoming
significantly anisotropic upon freezing. Coexistence between the two ordered lamellar phases
has not been reported in previous attempts to describe phase behavior of the 3d SALR
fluid [5, 9, 22] but has been seen in 2d lattice [20] and off-lattice [35] models, as well as
in the model for a 1d cross-section of the stripe phase [21]. Importantly, the nature of the
transition found here and in Ref. [35] is the same and shows a liquid-crystal transition
within the slabs. On the other hand, the molten lamellar phase described in [20], consists of
liquid-like stripes with randomly distributed topological defects. In the 3d equilibrium, no
such defects were observed, but this can be model-dependent and requires further studies.
Out of equilibrium, the disordered SALR fluid was shown to form a number of anisotropic
morphologies when exposed to steady shear. In particular, depending on temperature and
applied shear rate, we have found that lamellar, torn lamellar, lamellar mixed with columnar,
and hexagonally-ordered columnar structures can occur. The anisotropic structures with
weak, global ordering were observed up to kBT/ε = 0.75, with kBT/ε = 0.4 being the
temperature of the equilibrium order-disorder phase transition.
At equilibrium, one of the main obstacles that a system with competing interactions has
to overcome to form an ordered state is finding the global minimum in a highly complex
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energy landscape. The barriers between the local minima that potentially can trap the
system are steeper at lower temperatures. Thus, if one could make the system ordered
above its melting temperature, it would place the system close to what becomes the global
minimum upon cooling. Here, we have shown that a SALR system exposed to steady shear
can order above its melting temperature, and thus shearing can be used to facilitate the
formation of the lamellar structure.
The analysis of the shear-induced structures we observed was performed after reduction of
data dimensionality. We have shown that in the case of such highly anisotropic structures as
lamellae, the structural transitions that take place in 3d space can be successfully quantified
using PCA applied to 2d binary maps of the structure. The performance of the PCA method
was verified with the use of artificial neural networks of two types: dense and convolutional.
Both networks were trained to distinguish between steady states observed at kBT/ε = 0.42,
and their predictions were found to be consistent and in agreement with PCA results.
Moreover, the agreement obtained between the PCA and neural networks analyses sug-
gests that these methods might be combined to form a general framework for accurate
machine-learning-based analysis of MD data. In this framework, the coarse position of pos-
sible boundaries between structures could first be found with the PCA method. Based on
the results of PCA, training data for artificial neural networks would be chosen, and accurate
boundaries would be localized by virtue of supervised learning with the neural networks.
Further tests with different pattern forming systems are needed to verify the suggested
framework.
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