Differentiation Between Typists at a Keyboard Using Keystroke Patterns by the Application of Pattern Recognition Techniques. by Winfield, L.
DIFFERENTIATION BETWEEN TYPISTS AT A KEYBOARD USING 
KEYSTROKE PATTERNS, BY THE APPLICATION OF PATTERN 
RECOGNITION TECHNIQUES.
Thesis submitted towards the Degree of Master of Philosophy 
for research undertaken in the Department of Electronic and 
Electrical Engineering at Surrey University.
L. Winfield 
May 1988
ProQuest Number: 10804152
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10804152
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
Acknowledgements.
I would like to thank my supervisor Dr. Michael Crawford for 
his help and encouragement during the course of my research 
at Surrey University. I am also grateful to the staff and 
students of the Department of Electrical and Electronic 
Engineering who acted as subjects for my experiments.
SUMMARY.
This thesis discusses the possibility of applying pattern 
recognition techniques to the identification of individuals 
typing at a computer keyboard. The patterns of times between 
keystrokes and of times each key was held down, recorded 
when a particular sentence was typed, were used as the data 
sources for the recognition. A system using the techniques 
explored in this work could be employed to restrict access 
to computers for security purposes.
A pattern recognition system was developed based on 
template matching. Templates were compiled from sentence 
data recorded in a learning phase, and then matched against 
another set of data in a classification phase. Initially a 
simple least-squares fit matching algorithm was employed. 
This was then developed and improved in order to increase 
the levels of identification. The highest levels were 
obtained when the match of the templates against the 
sentence data was completed using a fitting algorithm 
calculated on only the keystroke times which were found to 
be repeated consistently. The best data source for 
identification proved to be the key held time. 
Identification levels of over ninety per cent for a five per 
cent level of misrecognition were achieved.
The feasibility of designing a pattern recognition system 
to recognise typists typing at a terminal has been confirmed 
by the work carried out for this thesis. High levels of 
recognition could be expected from an on-line system 
designed using the algorithms that have been developed.
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1. INTRODUCTION.
1.1 INTRODUCTION.
The aim of a pattern recognition system is to describe and 
classify patterns taken from either physical or mental 
processes [4]. Pattern recognition techniques have been used 
in a number of applications including; character 
recognition, target detection, medical diagnosis, 
neurobiological signal processing [13], waveform analysis, 
remote sensing, speech recognition and understanding [18] 
and Image processing [5,19,24].
As the use of computers in a wide variety of applications, 
often concerned with the processing of sensitive data, has 
increased so has the importance of safe guarding access to 
systems.
This thesis discusses the possibility of applying pattern 
recognition techniques to enable the identification of an 
individual typing at a computer keyboard. The patterns of 
times between keystrokes and times for keystrokes, recorded 
when a typist types a sentence, were used for the 
recognition. A working system may then be useful for 
security purposes, restricting access to computers, or other 
key entry devices.
Included is an introduction to pattern recognition 
techniques and to experimental psychological models of 
typing.
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1.2 SUMMARY OF PATTERN RECOGNITION TECHNIQUES.
1.2.1 INTRODUCTION.
A general pattern recognition system consists of the 
components shown in Fig.l [4].
In p u t
P a tte rn
C la s s i f i c a t io nDecision
Making
R epresenta tion  
of th e  P a tte rn
Fig. 1. A general pattern recognition system.
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Pattern recognition is a two stage process, first deriving 
a decision rule, and then using it to identify pattern 
samples [20]. The process of deriving the decision rule is 
called learning and can either be adaptive or sequential. In 
an adaptive process the rule is adjusted as it is used in 
response to errors from the classifier. The sequential 
approach involves deriving the decision rule from a training 
set. The rule is then used to classify samples without any 
further changes. Many approaches to decision making and 
pattern representation have been proposed for pattern 
recognition systems. There are three major categories; the 
template . matching approach, the decision-theoretic or 
discriminant approach and the syntactic or structural 
approach [3]. Other methods have been suggested, but are 
generally derived from the three main categories.
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1.2.2 TEMPLATE MATCHING.
Template matching involves storing a set of templates, one 
from each pattern class [7]. The input pattern data is then 
compared with each template and classification is made on 
the basis of a matching criterion such as correlation. If 
the pattern data is found to match one class better than any 
of the others it is assigned to that pattern class. Problems 
with template matching are due to the difficulties in 
selecting a good template and in defining a matching 
criterion because large variations often occur in the
patterns encountered within a pattern class [3].
Other approaches based on template matching include the 
'nearest neighbour' method in which a large number of 
templates are stored from the training set. When classifying 
patterns, differences between the input pattern data and the 
stored template patterns are measured and the pattern data 
assigned to the class of its 'nearest neighbour'[1].
Template matching systems may be demanding on computer
memory space with input patterns and templates usually
stored in raw data form for simplicity [4].
1.2.3 DECISION-THEORETIC METHODS.
In the decision-theoretic approach patterns are represented 
by N features held in N dimensional feature vectors which 
are then classified using discriminant functions or distance 
measures [3]. The method, therefore, is suitable for 
applications in which patterns may be represented by vectors
[14]. To overcome the problems caused by distortion and 
noise, statistical and fuzzy-set methods have been 
investigated [18].
The decision-theoretic approach consists of two processes, 
feature extraction and selection, and classification and 
learning.
The feature extraction process is application dependent, 
the patterns and the number of classes involved being 
extremely important. The object of feature selection is to 
choose from a set of M features representing a pattern a 
subset of N features (N<M) without significantly worsening 
the performance of the system, the performance is quantified 
by using a probability of misrecognition. It is often 
difficult, however, to formulate a simple criterion for the 
probability of misrecognition due to the lack of general 
analytic expressions which can be easily implemented [4]. 
Indirect criterion may be used as a guide for feature 
selection to avoid this difficulty. To reduce the number of 
dimensions within the feature space for pattern 
representation and/or class discrimination, feature space 
transforms, either linear or non-linear may be used. Class 
separability is often improved using non-linear transforms. 
Good class separation in feature space results in a simple 
classifier structure, but often requires increased 
computational complexity. There may be a conflict between 
simplicity of pattern representation and class 
discrimination.
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The classification and learning process has provided most 
of the developments in pattern recognition [21]. .Parametric 
or non-parametric decision rules may be used. The Bayes 
classification rule, which minimizes the average risk or the 
probability of misrecognition, may be used if the 
conditional probability density functions of the feature 
vectors for each class are known or may be accurately 
estimated from pattern samples [15]. Non-parametric 
classification schemes must be implemented when the class 
density functions are unknown. The class density functions 
may be learned or estimated when large numbers of pattern 
samples are available. Only the parameters need to be 
learned from the pattern samples, if the parametric form of 
the each class density function is known. The performance of 
density and parameter estimation may be poor when only a 
small number of pattern samples is available [3].
The decision rule which is derived will be application 
dependent, but may be implemented on a general purpose 
computer. The derivation of the rule may be complicated 
whereas the rule may be simple and efficient to use [20].
1.2.4 STRUCTURAL (OR SYNTACTIC) APPROACH.
The structural (syntactic) method involves defining a 
pattern as a group of primitives and their relations, with 
the results stored in a string, a tree, or a graph [8]. 
Syntax-analysis or parsing procedure is used for decision 
making. Refinements to this method include defining a 
measure of distance or similarity between strings, trees or
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graphs representing two patterns. Parsing conventionally 
involves the comparison of an input pattern sentence with a 
sentence created by a pattern grammar. If a direct match 
does not occur the input pattern is rejected. Such a rigid 
system will only recognise perfect patterns and is of 
limited use for practical purposes. Recent work has been 
done into defining similarity measures between a language 
and a sentence, and between two sentences. As a result 
parsing can be performed using selected similarity, making 
an exact match unnecessary. This parsing method is called 
error correcting parsing [3].
Problems which occur with syntactic recognition include 
difficulties in determining the best primitives to represent 
a pattern and in deriving a grammar to represent the 
relations between the primitives. The grammar must include 
all the contextual information contained in the training 
set. Patterns which are not in the training set but are 
within the pattern class must be identified and patterns 
outside the pattern class rejected [14]. What is required is 
a grammatical or structural inference Machine* capable of 
inferring a grammar or structural description from a set of 
patterns [ 6 ]. Most grammars constructed so far have been 
based on the available a priori knowledge and their 
perfomance has depended on the experience of the designer.
Syntactic analysis may be applied to functions of a single 
variable (i.e. time) and in general the result is a one 
dimensional string of primitives [25]. Grammatical inference
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theory and 'fuzzy' algorithms are needed for the analysis. 
The main problem associated with this method is that of 
efficiently encoding the input waveform so it may be
~represented as a one dimensional string of primitives over a 
finite alphabet. An efficient encoding method is needed to 
simplify the further stages of analysis. One method 
suggested is to approximate a given function by a rational 
function, or a polynomial of a fixed degree, while
minimising an error 'norm* over the range of interest.
1.2.5 LEARNING.
The effectiveness of the learning process of a pattern 
' recognition system is a major factor in determining its 
performance. The choice of training set from which the 
decision rule is developed is of great importance. A
training set should produce a decision rule sufficiently 
general to group together all members of the same class, but 
not produce over generalisation. Learning may be supervised 
or unsupervised.
Supervised or adaptive learning involves adjusting the 
classification rule over successive input samples [17]. 
Changing the rule usually requires more calculation than the 
process of classification using the rule, so an estimate of 
the benefit (fewer classification errors) and cost 
(increased calculation demands) of changing the rule is
needed. The most common approach used is to adjust the rule 
when a classification error occurs or when the frequency of 
errors exceeds some prespecified level. Unsupervised
learning does not depend on classifier errors, instead a 
closest fit method is employed. An average of values is kept 
and all new patterns are classified by observing their 
distance from the current average point of each class.
1.2.6 SUMMARY
- The three main approaches to pattern recognition have been 
outlined. Template matching is feasible for only relatively 
simple patterns because of the demanding memory 
requirements. The decision-theoretic approach has been 
extensively researched and work is continuing, particularly 
to determine effective and efficient feature extraction and 
selection techniques. Syntactic procedures are difficult to 
apply and further research is required into grammatical 
inference.
Different combinations of the these approaches may be used 
to form a hybrid system. For instance, template matching can 
be employed to recognise primitives contained within a 
pattern, and grammatical rules used to provide contextual 
information for identification of the complete pattern [18].
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1.3 EXPERIMENTAL PSYCHOLOGISTS ANALYSIS
OF TYPEWRITING CHARACTERISTICS.
1.3.1 INTRODUCTION
The first practical typewriters were introduced in the 
United States at the end of the nineteenth century [23]. 
These used the QWERTY keyboard, which has since become the 
standard keyboard layout. Originally designed so that 
frequently pressed keys were well separated to prevent 
jamming, the QWERTY keyboard has been criticised for 
overworking the weaker fingers on each hand. However, no 
attempt at introducing a more sensible keyboard layout has 
yet been successful.
1.3.2 ANALYSIS OF TYPEWRITING SKILL.
Experimental Psychologists soon began to study typing, and 
discovered that typing speed is quicker for keystrokes which 
alternate between the hands and for pairs of keystrokes 
which occur frequently. Typewriting is of interest because 
it is a learned motor skill, like writing, which is acquired 
over a long period of time [10]. Motor skills generally 
consist of a series of coordinated movements [11]. As 
typing, when studied at the keystroke level, is composed of 
a series of discrete events with a defined serial order, the 
time between each event can be easily measured and reflects 
the motor movements employed by the typist. Study of the 
timing characteristics can help reveal the processes by 
which actions are learnt and carried out.
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Typists must control the timing of finger movements to 
ensure the keys are struck in the correct order. Attempts 
have been made to model the typing process 
[10,11,12,16,23,27]. These are divided between parallel
models, in which several events may be performed 
concurrently and serial models in which the timing of each 
event is dependent on the previous event. However, it is 
extremely difficult to deduce a model for typing from the
recorded times of events because typing performance is 
complicated by measurement errors and variations in speed, 
but appears to become less sequential with increasing 
competence.
Studies have been made into how typing skill is acquired by 
observing the performance of novice and skilled typists 
[11]. Three main trends have been uncovered. Typing speed 
increases with practice, but the increase varies with 
different keystroke sequences. Second, there is less
correlation between successive interstroke intervals for
more expert typists. Third, the timing of repeated sequences 
becomes less variable with increased skill, but the amount 
of change in variability depends on the keystroke sequences 
being typed.
Typists are often taught to type in a rhythmical, regular 
manner but the intervals between keystrokes for expert 
typists are not even, they depend on the letter sequences 
being typed. Interstroke interval variability takes two 
forms, that due to typing different letter sequences (task
10
variability), and the variability recorded if the same 
letter sequence is typed repeatedly (repetition 
variability).
Analysis of task variability indicates that the interstroke 
interval is governed by the surrounding four letter context. 
However, the variance is heavily dependent on the character 
either side of the interval, the diagraph. The diagraph 
transitions may be grouped acccording to the nature of the 
finger movements needed for the transition. Over twenty 
different classes of transition can be identified, but the 
most significant distinctions may be isolated using four 
classes, one-fingered doubles, one-fingered non-doubles, 
two-fingered two handed and two fingered one handed. Studies 
[22] have shown that the interstroke intervals of expert 
typists are related to the flexibilty of hands and fingers, 
and the keyboard layout. The one-fingered diagraphs were the 
slowest class of interstroke interval for expert typists, 
two-fingered and two-handed diagraphs, which allow overlap 
of finger movements for successive keys were much quicker. 
The timings for two-fingered diagraphs were found to vary 
greatly between individual expert typists. These differences 
were related to the flexibility of the fingers within the 
hands of the typist.
If a typist copies the same text a number of times, the 
corresponding interstroke intervals will vary on each 
typing. This is called the repetition variability and must 
be based on factors, such as body position and
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concentration, which are independent of the text being 
typed. The repetition variability tends to differ between 
diagraph classes, indicating that the factors causing 
repetition variability affect each diagraph class 
differently.
Two major factors seem to govern typing skill acquisition. 
The performance of novices is restricted by cognitive 
limitations, that of expert typists by physical and motoric 
constraints. With increasing skill keystroke production 
becomes less sequential and performance overlap in time, 
- '-becomes more evident.
* 1.3.3 SUMMARY.
When a sentence is typed the times between each keystroke, 
and the times for which each key is held, may be used to 
form temporal typing patterns; Research by experimental 
psychologists indicates that these patterns are individual 
and repeatable. In the case of expert typists the times 
between keystrokes are limited by physical and motoric 
constraints. For novice typists performance will improve as 
the level of proficiency increases until the physical limits 
are reached. The repeatability and individuality of the 
temporal typing patterns makes it feasible to differentiate 
between typists by using these patterns.
t
2. ACQUISITION OF EXPERIMENTAL DATA.
2.1 INTRODUCTION.
In order to design and evaluate pattern recognition 
algorithms which -would enable a typist typing at a terminal 
to be recognised, it was necessary to collect a pool of data 
from a range of typists. The recognition was to be based on 
the temporal typing patterns formed from either the times 
between pressing the keys, the transition times, or the 
times for which the keys were held down, key held times, 
when a sentence was typed at the keyboard. Sentence timings 
were gathered from two distinct groups of people. The first 
was a group of twenty-five unskilled typists of varying 
ability. These were drawn from final year undergraduates, 
research students and members of staff. The second group 
consisted of seven experienced typists, who were working as 
secretaries in the University.
2.2 EXPERIMENTAL EQUIPMENT.
The typing samples for both groups were obtained using a 
BBC microcomputer, which has the standard Qwerty keyboard 
layout. When a sentence was typed in at the keyboard the 
internal software allowed the time between the finish of 
one key press and the start of the next and the time for 
which each key was pressed, to be measured directly without 
the need for additional hardware. Each time was measured 
with a resolution of lOmS. Analysis of the uncertainty in ' 
the measured times is given in Appendix 1. The timing data
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collected was stored on floppy disc and then down loaded to 
the main University Prime computer for further analysis. A 
description and listing of the program used for measuring 
and storing the sentence timing data is given in Appendix 2.
2.3 DATA COLLECTION FROM THE UNSKILLED TYPISTS.
Each of the typists was asked to take a test run on the BBC 
microcomputer. The test took the form of a group of
sentences which were typed at the keyboard by the typist. A
single sentence was displayed at the top of the computer 
monitor screen for three seconds, which, after a bleep from 
the computer, had to be copied by the subject. All letters 
were typed in the upper case and no correction of mistakes 
was allowed. The original sentence, the sentence typed and 
the two measured times for each letter, the key held time 
and the transition time, were stored.
Four different sentences were used, each typed ten times.
The sentences were chosen in order to gauge the effect of
the sentence typed on the recorded times. The sentences were 
of various lengths, 22, 33, 19 and 27 letters. They were
also of varying complexity, sentence 3 includes a number of 
seldom used letters and sentence 2 is part of a common 
typing exercise.
The sentences were:
1. THE CAT SAT ON THE MAT;
2. NOW IS THE TIME TO AID THE PARTY;
14
3. THE QUICK BROWN FOX;
4. THE PEOPLE -WENT WITHOUT HIM.
The same BBC microcomputer situated in-a, quiet laboratory 
was used for all of the data acquisition to try to achieve 
consistent levels of concentration and, therefore,
performance for each typing session. At the time of data
recording a note was made of the subjects sex, whether left 
or right handed, the typing style employed by the subject 
such as touch typing or single fingered, and the familiarity 
of the subject with using the Qwerty keyboard.
2.4 DATA COLLECTION FROM THE EXPERT TYPISTS.
A second set of data was gathered from a group of seven 
skilled typists working as secretaries in the University. 
The testing was carried out in a quiet office, using the
same desk, chair and computer each time. The test program
for the unskilled typists was used, but with different 
sentences and the typists were asked to type the four 
sentences eight times.
The sentences used were:
1. THE CAT SAT ON THE MAT?
2. NOW IS THE TIME TO AID THE PARTY;
3. THE QUICK BROWN FOX JUMPED OVER THE LAZY DOG;
4. IT IS NOW TIME TO LEAVE.
Five of the typists repeated the tests six times over a 
period of one month. Two dropped out after the first test.
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The five typists are labelled for the purpose of analysis as 
C, B, K, M and L.
The sentences were presented to the typists-in the same 
random order for each test except the last, when an 
alteration was made to gauge the effect of sentence order on 
consistency. For the last test the typists were asked to 
type consecutively each sentence eight times.
All of the typists were female and familiar with computer 
keyboards from working with word processors. At the first 
typing session a note was made of whether each typist was 
right or left handed.
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3. DEVELOPING THE PATTERN RECOGNITION SYSTEM.
3.1 INTRODUCTION TO THE"DATA ANALYSIS.
Two pieces of information were recorded for each key 
pressed when a sentence was typed. These were the time for 
which each key was held down (keyheld time) and the time 
between one key being released and the next key being 
pressed (transition time). By adding these two times, the 
time between one key being released and the next key being 
released (interval time) could also be obtained. Using this 
data, three temporal typing patterns were built up for each 
sentence. These were then used for the recognition of 
individual typists.
If an individual typist typing at a terminal was to be 
identified it was necessary that the temporal typing pattern 
used in the recognition process had two characteristics:
1. The pattern was repeatable and a similar pattern was 
obtained whenever a typist typed a particular sentence.
2. The shape of the temporal typing pattern recorded for a 
particular sentence varied from typist to typist.
The investigations carried out by experimental 
psychologists into typing indicate that typists do type in a 
repeatable and distinctive way [23], making it feasible to 
identify individual typists.
A suitable method had to be chosen to represent the 
temporal typing patterns recorded for the typists. It was
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decided to use templates. The problems often associated with 
template matching ^are due to difficulties in compiling a 
good template and in selecting a suitable matching criteria 
[3]. The demands on computing resources may also be 
excessive if a large amount of data has to be stored and 
processed. However, template matching is simple to 
implement. As less than 100 data items were stored for each 
sentence the computing requirements would not be large.
The aim of a pattern recognition system is to correctly 
identify within a sample most of the patterns belonging to a 
particular pattern class without assigning too many patterns 
to the wrong class. With template matching this is achieved 
by compiling a representative templates for each class which 
can be matched against the sample patterns.
The pattern recognition system to be developed would be 
sequential with separate learning and identification phases.
In the learning phase the templates would be compiled from 
the sentence timings. The mean template for a particular 
sentence would consist of an array containing a mean time 
value corresponding to each letter within the sentence. The 
mean value would be calculated from the times recorded for 
that letter on a number of different typings of the 
sentence. Each of the three data sources would be used to 
calculate a different template, so a comparison could be 
made of performance.
The function of the matching algorithm is to try to produce
18
fit values which separate as widely as possible sentences 
typed by the template owner from those typed by other 
typists.
In the intial analysis stage of developing the system it 
would be necessary to determine whether the templates of one 
typist ' fitted more closely (give a smaller fit value with) 
sentence timings typed by the template owner than timings of 
other typists.
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3.2 THE PROTOTYPE PATTERN RECOGNITION SYSTEM.
3.2.1 INTRODUCTION.
A pattern recognition system was initially developed and 
tested using the data collected from the unskilled typists. 
The system was implemented in software, written in Pascal, 
on the University Prime computer.
- 3.2.2 TEMPLATE COMPILATION AND TESTING.
The timing data collected from each typist was divided into 
two to form a learning set and a test set, for each of the 
four sentences which were typed. A template was then
calculated from the data in each test set. The template
consisted of a data array, with a mean time entry
corresponding to each letter within the original sentence.
The mean times were calculated from the data in the learning 
set using equation 3.2.1. All the correctly typed sentences 
within the learning set were used for the compilation. 
Templates were produced for the three data sources; key held 
time, transition time and the interval time.
Eq. (3.2.1) Calculation of mean times:
For a template compiled over s sentences, where S(N)f is 
the recorded time for the N th letter in sentence S on 
the i th typing.
Mean time for the N th letter in template:
i=s
mt(N) = £  S(H), / X
i
20
The standard deviations (S.D.) of the mean times were also 
calculated, using equation 3.2.2.
Eq. (3.2.2) Calculation of the standard deviation for N the 
letter over s sentences, where mt(N) is the mean time.
The S.D. values were used as a measure of the spread of the 
times recorded for each letter within the sample set.
In the recognition process each template was fitted against 
the data typed by the template owner in the test set and 
against all the sentence data obtained from the other 
typists. The fitting calculation of equation 3.2.3 was used 
as a measure of the Closeness* of the sentence data to each 
template.
Eq. (3.2.3) Fitting calculation :
Where mt(N) is the mean time for the N th letter, S(N) is
the measured time and L is the number of letters in the
sentence.
3.2.3 RESULTS.
The largest fit value of each template against the sentence 
timings typed by the template owner was found and used as
the dividing level. The percentage of sentences typed by
S.D. (N) = 2, (S,(N) ~ mt(N))2/s
i
N=L
Fit = (S(N) - mt(N))2
N
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typists other than the template owner which gave fit values 
smaller than the dividing level was then found for each 
template. This was taken as the error level for that 
template. The learning set was then swapped with the test 
set, the templates recompiled and the fit values 
recalculated.
The error level as a percentage of all the sentences typed 
by typists other than the template owner for the various 
sentences and data sources are given below for both 
calculations of the template. Blanks are included when there 
were insufficient correctly typed sentences to form a 
learning set and a test set.
The typists are numbered 1 to 18. The sentences are 
labelled as below. The number of times each sentence was 
correctly typed is also given.
1. THE CAT SAT ON THE MAT: 126 correctly typed.
2. NOW IS THE TIME TO AID THE PARTY: 148 correctly typed.
3. THE QUICK BROWN FOX: 134 correctly typed.
4. THE PEOPLE WENT WITHOUT HIM: 152 correctly typed.
The results show that the separation of fit values for the 
template owners and the other typists was mostly good with 
the percentage of misrecognitions low for all the data 
sources. However, the performance varied from typist to 
typist. The templates for the very inexperienced typists 
(17, 7) produced poor results. This was due to a large
variability of times when a sentence was repeatedly typed 
causing poor templates to be compiled. Performance was 
independent of the sex and handedness of the typists.
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TABLE 3.2.1
PERCENTAGE ERRORS FOR THE TRANSITION TIME DATA.
SENTENCE 1 2 3 4
TYPIST
1 25 8 0 0 0 0 0 11
2 0 0 - - 3 0 0 4
3 14 24 42 14 3 8 - 0 0
4 0 0 29 8 2 23 1 0
5 3 0 - - 5 0 0 0
6 11 5 13 7 67 30 0 0
7 36 5 0 0 10 28 13 9
8 0 0 0 0 0 0 0 0
9 0 16 0 0 3 10 0 12
10 0 8 5 9 0 0 0 0
11 16 5 0 0 - - 0 0
12 19 8 13 0 10 28 0 0
13 0 11 0 3 0 0 0 0
14 3 0 0 0 2 0 0 0
15 0 0 31 8 8 33 0 0
16 0 0 0 0 0 15 0 11
17 100 100 - - - - 62 42
18 6 0 0 0 3 0 13 24
TABLE 3.2.2
PERCENTAGE ERRORS FOR THE KEY HELD TIME DATA.
SENTENCE
TYPIST
1 1 0 0 0 0 0 0 0
2 0 0 - - 0 0 0 0
3 0 0 7 14 0 6 0 0
4 0 0 0 0 6 0 0 11
5 0 17 - - 22 34 0 0
6 0 0 0 0 25 10 0 0
7 0 0 0 0 7 18 3 12
8 0 0 5 0 3 13 5 11
9 1 0 0 12 0 0 0 0
10 0 0 0 0 0 0 7 9
11 0 13 0 0 - - 0 0
12 0 0 4 0 0 10 0 12
13 0 0 0 0 7 0 0 0
14 0 0 0 0 0 0 0 0
15 1 0 1 0 4 13 17 6
16 0 0 0 0 0 0 0 0
17 38 8 - - - - 36 11
18 0 0 0 0 0 0 0 0
23
TABLE 3.2.3
PERCENTAGE ERRORS FOR THE INTERVAL TIME DATA.
SENTENCE 1 2 3 4
?YPIST
1 0 10 0 3 1 6 1 0
2 0 0 - - 6 13 0 12
3 21 11 35 12 3 4 1 3
4 0 13 39 3 7 13 3 8
5 2 16 - - 3 18 0 3
6 13 0 11 0 66 22 0 0
7 24 5 1 3 10 0 21 7
8 0 13 0 0 0 0 1 12
9 1 3 0 0 0 0 3 1
10 10 11 0 0 9 0 0 0
11 0 5 14 20 - - 0 0
12 19 3 0 0 13 6 0 0
13 0 0 0 0 0 0 0 32
14 0 0 1 0 0 0 0 0
15 3 0 30 43 6 13 3 8
16 3 21 0 0 1 1 0 0
17 100 44 - - - - 100 100
18 8 3 0 11 3 10 14 3
There was no obvious link between performance and the 
sentence typed. The lowest error values were obtained when 
using the key held time data as the data source.
The sample sizes from which the templates were calculated 
were not large, using a larger sample might make the 
templates more representative and improve the identification 
levels. Unfortunately it was not possible to get more than 
one set of data from the typists due to work commitments and 
people leaving.
3.2.4 SUMMARY.
Using templates developed from the temporal typing patterns 
recorded for the unskilled typists it was possible to 
separate the sentences typed by the template owners from
those typed by other typists with few errors. The best 
results were obtained when the data source was the key held 
time.
The results indicate that it is feasible to design a 
pattern recognition system to identify typists based on 
template matching. As the average times recorded for the 
different typists varied greatly, the identification process 
was perhaps easier than it would have been if the typists 
had employed a similar typing style. Identifying expert 
typists may be more difficult as the typists all typed using 
a similar typing style and at a similar speed. However, the 
repetition variability may be lower enabling more consistent 
templates to be compiled. The next stage in developing the 
pattern recognition system was to test its performance using 
the expert typists' data.
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3.3 ANALYSIS WITH THE DATA OBTAINED FROM THE EXPERT TYPISTS.
3.3.1 INTRODUCTION.
The pattern recognition system developed for the unskilled 
typists was then tested using the data collected from the 
expert typists.
3.3.2 TEMPLATE BUILDING AND FITTING.
For the four different sentences typed by the expert 
typists, templates were produced for each typist and for 
each typing session. All the correct sentences typed in each 
session were used to calculate the template for that typing 
session. The same template compilation method was used as 
for the unskilled typists in Section (3.2). Templates were 
calculated for the transition times, the key held times, and 
the interval times. The templates were then fitted against 
the sentence data using the fitting algorithm of equation
3.2.3. For each template the fit value against every 
correctly typed sentence, except those used in the template 
compilation, was calculated. Approximately two hundred 
correct samples of each sentence were typed.
The distribution of the fit values was then found. Two 
distributions were produced for each template. One 
distribution was of the fit values of the template to 
sentences typed by the template owner. The other of the fit 
values of the template to sentences typed by the other 
typists. To obtain the distributions, the fit values were
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divided into ranges according to size, and the number of fit 
values within each range counted. Using the distributions an 
attempt was made to set a decision level to classify the
sentence timing patterns into those typed by the owner of
the template and those not. By shifting the decision level
either upwards or downwards the number of correct
identifications and errors would be altered.
For each template the decision level was set at the value
which would incorrectly assign to the template owner five
per cent of the sentences typed by the other typists. This 
would allow a comparison to be made of identification levels 
across sentences, typists and data sources. The error level 
was fixed at five per cent as this would be reasonable in a 
functioning system.
The number of sentences correctly identified using this
decision level was calculated as a percentage of all the
sentences typed by the the template owner.
3.3.3 RESULTS.
The different sentences are labelled in the tables
throughout the remainder of this thesis as:
1. THE QUICK BROWN FOX JUMPED OVER THE LAZY DOG.
2. NOW IS THE TIME TO AID THE PARTY.
3. THE CAT SAT ON THE MAT.
4. IT IS NOW TIME TO LEAVE.
Complete tables of the results are given in Appendix 3.
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The identification levels for each of the templates were 
found for an error level of five per cent. For each typist, 
six , templates were, compiled for every sentence and data 
source, corresponding to each of the typing sessions. The 
mean ‘identification levels for each group of six templates 
are given in Tables 3.3.1, 3.3.2, 3.3.3,, for each of the
data sources.
It was found that across all the sentences the highest 
average identification level was obtained with the key held 
time data templates (for the sentences 1-4 average 
identification levels of 88, 85, 83 and 77 per cent
respectively).
TABLE 3.3.1
AVERAGE PERCENTAGE IDENTIFICATION LEVELS ACROSS TYPING 
SESSIONS FOR THE TRANSITION TIME DATA.
SENTENCE 1 2 3 4
TYPIST
c 43 45 34 53
B 42 32 37 44
K 29 90 71 74
M 69 49 55 56
L 56 57 65 90
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TABLE 3.3.2
AVERAGE PERCENTAGE IDENTIFICATION LEVELS ACROSS TYPING 
SESSIONS FOR THE KEY HELD TIME DATA.
SENTENCE 1 2  3 4
TYPIST
c 67 58 60 49
B 99 98 87 99
K 83 84 88 45
M 89 92 98 96
L 100 93 83 100
TABLE 3.3.3
AVERAGE PERCENTAGE IDENTIFICATION LEVELS ACROSS TYPING 
SESSIONS FOR THE INTERVAL TIME DATA.
SENTENCE 1 2  3 4
TYPIST
C 42 46 34 63
B 41 31 24 44
K 34 86 73 69
M 55 80 56 70
L 57 49 58 84
The transition time data templates produced similar 
performances (average identification levels of 47, 55, 52
and 62 per cent) to those for the the interval time data 
(average identification levels of 46, 59, 48 and 65 per
cent) but these were significantly worse than those for the 
key held time data.
Of the twenty combinations of sentences and typists (five 
typists and four sentences) the best method of 
identification was provided by the key held time data
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templates 17 times. The transition time data templates 
provided the best method of identification twice, and the 
interval time data templates once.
The key held time data templates of typists B, M and L 
produced results which were much superior to those for the 
templates of the other data sources across all the four 
sentences.
For none of the data sources was there a clear link in 
performance to the actual sentence typed.
The performance of the templates calculated from data 
obtained in the final typing session, in which each sentence 
' was typed consecutively, was not significantly different 
from that of the other templates (See tables in Appendix 3).
3.3.4 SUMMARY.
The pattern recognition system which was developed for the 
unskilled typists produced good identification levels with 
the expert typists' data. It was thought that the expert 
typists might prove more difficult to recognise as they all 
typed in a similar manner, but identification levels of over 
ninety per cent were obtained when using key held time data 
templates, with only a five per cent level of 
misrecognition.
To improve the recognition levels further it was decided 
that the next stage in developing the pattern recognition 
system should be to alter the template compilation process 
in order to make the templates more representative.
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3.4 ADJUSTED TEMPLATE BUILDING PROCEDURE.
3.4.1 INTRODUCTION. ~ -
When analysing the sentence data used to build-up the mean 
templates it was found that occasionally a time would be 
much larger than the mean value. The large times occurred 
randomly and were probably due, to the typists losing 
concentration, causing a break in the typing rhythmn. It was 
decided, therefore, to introduce into the template 
compilation process a method of discarding sentence data 
which contained exceptionally large times.
3.4.2 TEMPLATE COMPILATION PROCEDURE
The procedure for compiling the mean templates was adjusted 
so that correctly typed sentences with unusually large times 
would not be used.
The following procedure was adopted for template 
compilation:
1. A mean template was calculated using all the correctly 
typed sentences.
2. The squares fit of each sentence used in compiling the 
mean template to the template was calculated using equation
3.2.3. The mean squares fit value over all the sentences was 
found.
3. Any sentence whose squares fit to the template was 
greater than 1.5 times the mean squares fit was discarded.
4. The procedure was then repeated until the squares fit to
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the template of all the sentences used in the compilation 
was closer than 1.5 times the mean squares fit.
The mean templates thus produced were generally calculated 
from five or six of the seven or eight sentences typed 
correctly in one session and were taken to be representative 
of the sessional data. This approach was adopted for — the 
compilation cfc transition time, key held time and interval 
time templates.
The templates were matched against the sentence data, as in 
Section (3.3), using equation 3.2.3.
The limit on the fit of the compilation sentences to the 
mean template was increased to 3.0 times the mean squares 
fit and a second series of templates calculated. These were 
also fitted against the sentence data.
3.4.3 RESULTS.
Distributions were produced of the fit values, as for the 
original template compilation method. The identification 
levels for a 5 per cent error level were then calculated 
across all the sentences, data sources and typing sessions. 
Complete tables of the results are given in Appendix 4. The 
average identification levels for each typist and sentence 
were calculated and are compared with those for the original 
template building method in Tables 3.4.1. and 3.4.2.
With the transition time data, for two of the four 
sentences, identification levels were improved by a few per
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cent using this template compilation method. The results 
with the 3.0 times limit on the mean squares fit of the 
learning sentences to the template were slightly better than 
those with the 1.5 times limit.
The results for the key held time data templates were on 
average made worse across all the sentences by using this 
template compilation method.
For the interval time data templates, there was an 
improvement in the identification levels across all the 
four sentences. The changes followed a similar pattern to 
those obtained for the transition time data but were 
slightly larger.
The results for all the typists showed similar trends 
except for M, in whose case this compilation method improved 
the performance for the three data sources.
No identification level for a transition time data or 
interval time data template increased by more than 10 per 
cent for either the 1.5 or 3.0 times limit. With the 
transition time data templates the average change -in 
identification level was a decrease of less than 1 per cent. 
The average change with interval time data templates was an 
increase of less than 2 per cent.
A decrease in the percentage identification level of 17 per 
cent occurred for one key held time template. The average 
decrease was 5 per cent with the 3.0 times limit and 4 per 
cent with the 1.5 times limit.
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TABLE 3.4.1
COMPARISON OF RESULTS BETWEEN THE INITIAL TEMPLATE 
COMPILATION METHOD AND THE ADJUSTED METHOD. THE FIT OF THE 
LEARNING DATA TO THE TEMPLATE WAS WITHIN 1.5 TIMES THE MEAN 
FIT.
The compilation methods are labelled O: Original
A: Adjusted
The data sources are labelled T: Transition time
K: Key held time 
Is Interval time
SENTENCE 1 2 3 4
COMPILATION 0 A 0 A 0 A O A
METHOD
DATA
SOURCE
ifPIST
C T 43 43 45 46 34 34 53 51
K 67 56 58 42 60 54 49 44
I 42 40 46 43 34 34 63 64
B T 42 49 32 37 37 30 44 43
K 100 100 98 95 88 82 100 98
I 41 49 31 33 24 31 44 40
K T 29 30 90 91 71 66 74 74
K 83 81 84 67 88 76 45 45
I 34 38 86 86 73 72 69 66
M T 69 62 49 55 55 59 56 57
K 89 93 92 95 98 99 96 98
I 55 57 80 83 56 60 70 67
L T 56 66 57 51 65 57 100 87
K 100 100 93 88 83 77 100 98
I 57 66 49 39 58 52 84 81
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TABLE 3.4.2
COMPARISON OF RESULTS BETWEEN THE INITIAL TEMPLATE 
COMPILATION METHOD AND THE ADJUSTED METHOD. THE FIT OF THE 
LEARNING DATA TO THE TEMPLATE WAS WITHIN 3.0 TIMES THE MEAN 
FIT.
The compilation methods are labelled O: Original
A: Adjusted
The data sources are labelled T: Transition time
K: Key held time 
I: Interval time
SENTENCE 1 2 3 4
COMPILATION O A O A  O A  O A
METHOD
DATA
SOURCE
TYPIST
c T 43 42 45 46 34 35 53 51
K 67 56 58 37 60 52 49 39
I 42 42 46 52 34 32 63 67
B T 42 48 32 38 37 30 44 43
K 100 100 98 94 88 82 100 98
I 41 47 31 34 24 31 44 45
K T 29 31 90 90 71 66 74 74
K 83 81 84 65 88 76 45 42
I 34 34 86 87 73 72 69 68
M T 69 67 49 54 55 59 56 57
K 89 96 92 95 98 99 96 98
I 55 63 80 81 56 60 70 67
L T 56 65 57 56 65 59 100 87
K 100 100 93 85 83 80 100 98
I 57 67 49 48 58 58 84 85
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3.4.4 SUMMARY.
By adjusting the method of compiling the templates so that 
unrepresentative sentences would not be used in compilation, 
a slight increase in the identification levels was achieved 
with the transition time data and the interval time data 
templates. Results with the key held time data templates 
were worsened by the change.
The improvement in performance with the transition time 
data and interval time data templates was not large, and 
the inclusion of the sentence rejection procedure increased 
the computational complexity of the template compilation/ 
learning process. Therefore, its value in a working system 
would be questioned. Using this compilation method decreased 
the effectiveness of the templates compiled from the key 
held time data so would not be included in a system 
employing this data source.
The interval time value for a letter was obtained by adding 
the transition time and the key held time. Generally the 
transition time was much larger than the key held time. As a 
result the interval time data templates show little 
difference in performance from those for the transition time 
data templates, so it was decided that further analysis 
would be limited to transition time data and key held time 
data only.
The next step in increasing the identification levels 
obtained using the pattern recognition system was to try to 
improve the fitting process in order to increase the
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separation between the fit values produced by sentences 
typed by the template owners from those typed by other 
typists.
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4. IMPROVEMENT OF THE TEMPLATE MATCHING PROCEDURE.
4.1 INTRODUCTION.
The times for certain letters in a particular sentence 
were repeated more consistently than others, resulting in 
lower standard deviations for these mean times within the 
template. The consistent times for each sentence varied from 
typist to typist. The consistency with which times were 
repeated was probably due to a combination of factors, the
sequence of letters being typed, and the physical and
motoric characteristics of the typists. Left handed typists 
might be able to control the fingers of the left hand more 
accurately than the right, and the mobility of the fingers 
in each hand must also have an effect.
It was proposed that the identification of individual 
typists might be improved if emphasis was placed on the more
consistently repeated times of each typist when fitting the
templates against the sentence data.
Different methods of fitting the templates to the sentence 
timings were investigated. These employed various approaches 
to weighting times according to the consistency with which 
they were repeated in the learning sample. Consistency was 
based on the standard deviations of the mean times 
calculated when the templates were compiled.
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4.2 METHOD 1.
4.2.1 THE FIT CALCULATION.
In the first adapted fitting procedure which was tried, the 
calculation of the fit was changed to that of equation 
4.2.1.
Eq.(4.2.1) : 1
Value of fit = wt(t) * (mt (t)-S (t) )2 
t=l
where wt(t) was the weighting template value for time t, 
mt(t) was the mean time in the template, S(t) the sentence 
time and 1 the number of letters in the sentence.
Two different weighting values only were used in the 
weighting template. For each mean time, if the calculated 
standard deviation of the time was below a predefined 
threshold level, a high value was placed in the weighting 
template at that position, if above the threshold a low 
value was inserted. In this way more emphasis in the fit 
calculation was placed on the times repeated consistently.
Initially the weighting values were set at 1 and 10 with a 
threshold level of 5 cs. Fit values were calculated of the 
transition time data templates and the key held time data 
templates against the sentence data using this method. 
Distributions were produced of the fit values, and the 
identification levels for five per cent errors obtained.
The effect of altering the weighting values and the 
threshold levels was explored in order to obtain the
39
greatest separation of the fit values, with the maximum 
number of correct identifications for the minimum number of 
errors. Weighting values of 20 and 1, 5 and 1 , and 1 and 0
were tested for both data sources with the threshold level
kept at 5 cs. The threshold level was then varied. With
weighting values of 1 and 10 threshold levels of 3, 5, 7 cs
were tested with the transition time data, and 1 and 5 cs 
with the key held time data.
4.2.2 RESULTS.
The different sentences are labelled in the tables 
throughout this Chapter as in Section (3.3.3).
Complete tables of the results are given in Appendix 5.
4.2.2.1 TRANSITION TIME DATA RESULTS.
A threshold level of 5 cs and weighting values of 10 and 1 
were used in the calculation of the first set of fit values. 
Table 4.2.1 shows the percentage identification levels 
obtained with this fit method when using these values, 
compared with the initial fit method of Section (3.3).
Across the range of sentences and for each typist the 
performance was improved by using the adapted fitting 
procedure. The size of the increase in identification level 
varied with the typist. For typist B the average percentage 
increase across the 4 sentences was 26 per cent, that for K 
was 5 per cent. However, the initial percentage
identification levels for typist K were higher than those 
for B. There was no apparent link between the changes in
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identification level and the sentence that was typed.
TABLE 4.2.1
PERCENTAGE IDENTIFICATION VALUES FOR THE TRANSITION TIME 
DATA. WEIGHTING VALUES OF 1 AND 10. THRESHOLD LEVEL OF 5 cs.
LABELS FOR FIT METHOD I : Initial fit method
1 : Fit method 1
C : Change in identification level.
SENTENCE 1 2 3 4
FIT METHOD C 1 I C 1 I C 1 I C 1 I
rPIST
C +11 54 43 +8 53 45 +12 46 34 +13 66 53
B +18 60 42 +29 61 32 +25 62 37 +33 77 44
K +9 38 29 +1 91 90 +2 73 71 +7 81 74
M +11 80 69 +15 64 49 +20 75 55 +20 76 56
L +6 62 56 +11 68 57 +1 66 65 +7 97 90
The effect of varying the values used in the weighting 
template was then investigated. The changes in the
percentage identification levels over those for the initial 
fit are given in Tables 4.2.2 and 4.2.3 for two sets of 
weighting values. A threshold level of 5 cs was maintained.
TABLE 4.2.2
SENTENCE 1 2 3 4
TYPIST
C +13 +9 +12 +23 TRANSITION TIME.
B +17 +34 +25 +33 WEIGHTING VALUES
K +12 +2 +10 +6 OF 1 AND 20.
M +13 +17 +26 +22 THRESHOLD LEVEL
L +20 +13 +10 +1 OF 5 cs.
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TABLE 4.2.3
SENTENCE
TYPIST
c +9 +6 +7 +12 TRANSITION TIME.
B +13 +16 +16 +19 WEIGHTING VALUES
K +10 +1 0 +7 OF 1 AND 5.
M +5 +5 +15 +7 THRESHOLD LEVEL
L +24 +13 +20 +21 OF 5 cs.
The greater the difference between the two weighting values 
used in the fit the higher the identification levels which 
were obtained.
Therefore, it was decided to try weighting values of 1 and 
0, so that the fit value would be calculated using only mean 
times with low standard deviations. Table 4.2.4 shows the 
resulting changes in the percentage identification levels 
over the initial fit method. A threshold level of 5 cs was 
used.
TABLE 4.2.4
SENTENCE 1 2 3 4
TYPIST
C +18 +10 +9 +18 TRANSITION TIME.
B +16 +37 +29 +36 WEIGHTING VALUES
K +13 +1 +12 +7 OF 0 AND 1.
M +16 +17 +26 +21 THRESHOLD LEVEL
L +20 +15 +9 +14 OF 5 cs.
From the tables it can be seen that the best overall
performance was obtained when weighting values of 0 and 1 
were used for the fit.
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It was decided to see the effect of varying the threshold 
level at which the weighting values were switched. Threshold 
levels of 3, 5 and 7 cs were tested using weighting values
of 10 and 1.
TABLE 4.2.5
SENTENCE 1 2  3 4
TYPIST
c +13 +8 +6 +26 TRANSITION TIME.
B +18 +29 +25 +31 WEIGHTING VALUES
K +9 +1 +6 +9 OF 1 AND 10.
M +11 +25 +24 +17 THRESHOLD LEVEL
L +19 +14 +15 +14 OF 3 cs.
TABLE 4.2.6
SENTENCE 1 2 3 4
TYPIST
C +9 +6 +7 +11 TRANSITION TIME.
B +13 +24 +17 +25 WEIGHTING VALUES
K +7 +1 +1 +7 OF 1 AND 10.
M +10 +25 +21 +14 THRESHOLD LEVEL
L +19 +10 +7 +11 OF 7 cs.
A slight improvement in the identification levels was 
obtained when the switch in weighting values occurred at the 
lower threshold of 3 cs, and a decrease in performance when 
the threshold level was raised to 7 cs.
4.2.2.2 THE KEY HELD TIME DATA RESULTS.
Fit values calculated for the key held time data using a
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threshold level of 5 cs and weighting values of 1 and 10. 
Table 4.2.7 shows the changes in the percentage 
identification levels over those for initial fit method 
which were obtained.
TABLE 4.2.7
PERCENTAGE IDENTIFICATION VALUES FOR THE KEY HELD TIME DATA. 
WEIGHTING VALUES OF 1 AND 10. THRESHOLD LEVEL OF 5 cs.
LABELS FOR FIT METHOD I : Initial fit method
1 : Fit method 1
C : Change in identification level.
SENTENCE 1 2 3 4
1 METHOD C 1 I C 1 I C 1 I C 1 I
>IST
C 0 67 67 +1 59 58 +2 62 60 0 49 49
B +1 100 99 0 98 98 -3 84 87 -1 98 99
K 0 83 83 -1 83 84 -3 85 88 +7 52 45
M +2 91 89 +4 96 92 0 98 98 +3 99 96
L 0 100 100 -2 91 93 -5 78 83 0 100 100
The changes in performance were not as great for the key 
held time data as for the transition time data. In a few 
cases the identification level was decreased. However, the 
initial levels were often very high.
The effect of varying the weighting values was then 
explored. The changes in the percentage identification 
levels over those obtained for the initial fit method are
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shown below when the weighting levels were altered to 1 and 
20 and 1 and 5. Again a threshold level of 5 cs was used to 
switch between weighting levels.
TABLE 4.2.8
SENTENCE 1 2 3 4
fPIST
C 0 +1 +2 0 KEY HELD TIME.
B +2 0 -3 -1 WEIGHTING VALUES
K -3 0 -3 +7 OF 1 AND 20.
M +4 +4 0 +1 THRESHOLD LEVEL
L +7 +9 -5 0 OF 5 cs.
TABLE 4.2.9
SENTENCE 1 2  3 4
TYPIST
C 0 -16 -6 -4 KEY HELD TIME.
B +2 -3 “7 “1 WEIGHTING VALUES
K -3 +1 -12 +1 OF 1 AND 5.
M +7 +4 +1 +2 THRESHOLD LEVEL
L 0 -5 -6 -2 OF 5 cs.
The best overall performance was obtained when using two 
weighting values with a large size difference in the 
weighting template. The fit was repeated with weighting 
values of 1 and 0.
The changes in the percentage identification levels over 
those obtained with the initial fit method are given in 
Table 4.2.10.
Using weighting values of 1 and 0 produced the highest 
identification values which were obtained.
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TABLE 4.2.10
SENTENCE
fPIST
1 2 3 4
C 0 +1 +3 +6 KEY HELD TIME.
B +1 0 -3 -1 WEIGHTING VALUES
K 0 0 -3 +8 OF 1 AND 0.
M +5 +4 0 +3 THRESHOLD LEVEL
L +1 -7 +15 -1 OF 5 cs.
The effect of varying the threshold level on performance 
was determined. With the threshold level changed to 1 cs the 
percentage changes in performance are given in Table 4.2.11. 
Weighting values of 1 and 10 were used.
TABLE 4.2.11
SENTENCE 1 2 3 4
TYPIST
C +10 -23 -2 -1 KEY HELD TIME.
B +1 -29 +1 -1 WEIGHTING VALUES
K -2 +6 -27 +11 OF 1 AND 10.
M -2 +6 -1 0 THRESHOLD LEVEL
L +7 -15 +10 -2 OF 1 cs.
Using a lower switching level the performance of some
sentences was worsened considerably.
4.2.3 SUMMARY.
For the transition time data the identification levels for 
a 5 per cent error level were greatly increased across all 
the sentences and for all the typists using this fit method. 
It was found that the best identification levels were
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obtained when only the most consistent times were used for 
the fitting process. .The choice of the threshold level was 
also important in maximising the recognition levels. In a 
working system the threshold level would be chosen in order 
to obtain the best average performance over all the typists. 
A greatly improved performance for one typist might have to 
be traded off against a slightly worse performance for 
another. Some method of optimising the choice of level would 
have to be determined.
The key held time data identification levels were not 
significantly improved by changing the fit method, and some 
identification levels were worsened. The best results were 
again obtained when only the most consistent times were used 
in the fit.
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4.3 METHOD 2.
4.3.1 THE FIT PROCEDURE.
Drawing on the conclusions from the method of Section (4.2) 
it was decided to base the fit in the second method on a 
specified number of only the most consistently typed times, 
so that letter times with large standard deviations would 
not be used in the fit calculation. A number of different 
methods of choosing the most consistent times were tried, to 
determine the most effective. It was assumed that the times 
could be modelled as:
Eq.(4.3.1) Measured time = t + e
where t is the mean time with a super-imposed error of e.
The magnitude of e , taken as the standard deviation of the 
mean time might be dependent on the mean time. A measure of 
consistency, therefore, may be taken as a function of 
standard deviation and mean time.
The identification levels obtained by using the three 
measures of consistency shown below were investigated.
Measure 1. Standard deviation.
2. Standard deviation / mean time.
3. Standard deviation / ((mean time/R) + 1)
Where R was a variable weighting factor, values of 2 and 5 
were used.
For each mean template, the 10 most consistent times,
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chosen using the methods shown above, were used in the fit. 
Fit values were evaluated using the squares calculation of 
equation 3.2.3 and distributions of the fit values were
produced. 'The identification levels for a 5 per cent error
level were calculated as before. The number of consistent 
times on which the fit was based was then changed to 5 and
then to 15. Distributions and identification levels were
again obtained.
4.3.2 RESULTS.
4.3.2.1 RESULTS FOR THE TRANSITION TIME DATA.
With the transition time data, the identification levels 
for the second fitting method using the different judges of 
consistency are shown in Table 4.3.1.
It can be seen that the identification levels across all 
the typists and sentences were improved considerably over 
the levels obtained using the the initial method.
The best results were obtained by using the
S .D./((mean/5)+1) as a means of choosing the consistent 
times, but the variation over the different choices of 
consistency was only a few per cent.
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TABLE 4.3.1.
TRANSITION TIME DATA
The identification levels for the different choices of 
consistency and the initial fit method are labelled:
I. Initial fit method.
1. Standard deviation.
2. Standard deviation / mean time
3. Standard deviation / ((mean time/2)+1)
4. Standard deviation / ((mean time/5)+1)
SENTENCE 1 2  3 4
CHOICE OF 
CONSISTENCY
TYPIST
C I 43 45 34 53
1 77 48 60 87
2 60 61 34 67
3 73 51 51 79
4 77 42 59 85
B I 42 32 37 44
1 62 58 82 63
2 65 70 69 81
3 67 71 70 88
4 78 69 75 88
K I 29 90 71 74
1 70 95 96 94
2 68 89 94 95
3 75 92 95 95
4 78 94 96 94
M I 69 49 55 56
1 81 39 92 69
2 91 57 86 80
3 91 53 93 83
4 90 58 92 84
L I 56 57 65 72
1 75 71 79 85
2 71 69 81 86
3 74 67 85 85
4 75 75 74 86
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Fit values were also calculated using the 15 and 5 most 
consistent times. Consistency was based on the
S.D./((mean/5)+1) measure. The results for the different 
numbers of times are given in Table 4.3.2.
TABLE 4.3.2.
TRANSITION TIME DATA
SENTENCE
NUMBER OF 
TIMES
TYPIST
c 15 72 65 58 77
10 77 42 59 85
5 59 37 59 85
B 15 71 66 67 86
10 78 69 75 88
5 72 57 78 66
K 15 54 93 89 92
10 78 94 96 94
5 64 97 85 94
M 15 89 54 94 89
10 90 58 92 84
5 86 54 85 86
L 15 73 76 78 86
10 75 75 74 86
5 63 62 69 76
best results were obtained with 10 times. Ml
identification levels were obtained when 5 times were used 
in the fit, and slightly worse levels when 15 times were 
used.
Using more times in the fit calculation would increase the 
amount of computation required for the matching process and
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so would not be desirable.
In Table 4.3.3 the highest identification levels obtained 
with the fit method 1 of Section (4.2) are compared with the 
highest levels obtained using method 2 of this section and 
the initial fit method of Section (3.3). It can be seen that 
for most sentences the typists method 2 gave higher 
identification levels.
TABLE 4.3.3
TRANSITION TIME DATA
LABEL FOR FIT METHOD I : INITIAL METHOD
1 : METHOD 1
2 : METHOD 2
SENTENCE 1 2 3 4
FIT
METHOD 2 1 1  2 1 1  2 1 1  2 1 1
TYPIST
c 77 61 43 42 55 45 59 43 34 85 71 53
B 78 58 42 69 69 32 75 66 37 88 80 44
K 78 42 29 94 91 90 96 83 71 94 81 74
M 90 85 69 58 66 49 92 81 55 84 77 56
L 75 76 56 75 72 57 74 74 65 86 86 90
4.3.2.2 RESULTS FOR THE KEY HELD TIME DATA.
The adjusted fitting procedure did not result in a great 
improvement in the identification levels for the key held 
time data over those obtained with the initial fitting 
method. The choice of the measure of consistency had little 
effect on the identification levels. The results are given 
in Table 4.3.4. •
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TABLE 4.3.4
KEY HELD TIME
The identification levels for the different choices of 
consistency and the initial fit method are labelled:
I. Initial fit method.
1. Standard deviation.
2. Standard deviation / mean time
3. Standard deviation / ((mean time/2)+l)
4. Standard deviation / ((mean time/5)+1)
SENTENCE 1 2  3 4
CHOICE OF 
CONSISTENCY 
TYPIST
I 67 58 60 44
1 54 68 70 44
2 58 55 70 66
3 58 54 68 68
4 58 50 72 64
I 100 98 88 99
1 88 88 94 98
2 80 84 78 96
3 85 83 88 96
4 89 84 89 97
I 83 84 88 45
1 83 72 86 68
2 88 77 89 73
3 88 77 89 73
4 86 74 91 74
I 92 89 98 96
1 90 95 95 95
2 98 94 99 95
3 98 94 98 98
4 98 94 98 98
I 93 100 83 100
1 97 81 89 97
2 96 81 91 97
3 96 81 88 97
4 96 82 88 97
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Altering the number of times used for the fit had a small 
effect. By using 15 times a 5 per cent improvement in the 
average identification levels was obtained over the initial 
fit method. With 10 times a 1 per cent increase was noted. 
With 5 times the average identification was degraded by 11 
per cent. The results for the different numbers of times are 
given in Table 4.3.5.
TABLE 4.3.5
KEY HELD TIME DATA
fPIST
SENTENCE 
NUMBER OF 
TIMES
1 2 3 4
C 15 62 79 73 67
10 58 50 72 64
5 45 37 61 30
B 15 95 92 93 99
10 89 84 89 97
5 < 80 63 75 91
K 15 90 86 89 73
10 86 74 91 74
5 54 62 69 67
M 15 97 97 98 98
10 98 94 98 98
5 90 99 95 95
L 15 99 87 94 100
10 96 82 88 97
5 91 70 77 96
A comparison of the results for fit method 1 of Section
(4.2), method 2 of this section and the initial fit method 
of Section (3.3) with the key held time data are given in 
Table 4.3.6.
1
TABLE 4.3.6
KEY HELD TIME
LABEL FOR FIT METHOD
SENTENCE 1 
FIT
METHOD 2 1 1
TYPIST
C 58 66 67
B 89 100 99
K 86 83 83
M , 98 94 89
L 96 100 100
4.3.3 SUMMARY.
The application of method 2 to the matching phase of the 
pattern recognition system resulted in large improvements in 
the identification levels for the transition time data over 
those obtained with the initial fitting method. Results for 
the key held time data showed a marginal improvement. The
average identification levels for the transition time data
were brought up to within 10 per cent of those for the key 
held time data.
The identification levels obtained with this method were 
slightly better than those for method 1 with both the data 
sources.
Using this method would decrease the computational
requirements of the system as the fit need only be
calculated on a small number of times.
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I : INITIAL METHOD
1 : METHOD 1
2 : METHOD 2
2 3 4
2 1 I 2 1 I 2 1 I
50 59 58 73 62 60 67 44 49
84 98 98 89 85 87 97 98 99
74 83 84 91 85 88 74 52 45
94 93 92 98 98 98 98 99 96
82 91 93 88 78 83 97 100 100
4.4 METHOD 3.
4.4.1 THE FIT PROCEDURE.
The third method of fitting the template to the sentence 
data took a different approach from those previously tried. 
Instead of summing the squares of the differences between 
times within a sentence and the mean times, it was decided 
to test individually the difference of certain times within 
the sentence from the corresponding mean times within the 
template. A count was made of the number of these times 
which lay within a bound of 1.5 standard deviations of the 
mean time. Only the times which were repeated consistently 
within each sentence were tested. The sentence timing was 
then assigned to the template owner if the count was larger 
than a predefined threshold level.
Assuming that the measured times used in compiling the 
template are distributed in a normal distribution about the 
mean time, 87 per cent of these times should lie within 1.5 
standard deviations of the mean. If the sample from which 
the mean times were calculated was representative, then 87 
per cent of all times typed by a typist should lie within 
1.5 standard deviations of the corresponding mean time.
The templates for the transition time data and for the key 
held time data were fitted against the sentence timings 
using this method. Intially the 10 most consistent times of 
each template were tested. Counts were made of the number of 
sentence times which lay within 1.5 standard deviations of 
these mean times.
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Two distributions were produced of the counts. One of the 
templates to the template owners sentences and one of the 
templates to the other typists sentences. The identification 
levels with a 5 per cent error level were calculated.
The bound on the fit of each time to the mean time was 
varied from 1.5 standard deviations to 1.0 standard 
deviation and 2.0 standard deviations. Counts were obtained 
using these bounds and distributions produced. The 
identification levels were then found.
The effect of varying the number of times within each 
sentence on which the fit was counted was investigated. 
Testing on the 7 and 13 most consistent times was tried and 
the identification levels found.
4.4.2 RESULTS.
Complete tables of the results are given in Appendix 7
4.4.2.1 RESULTS FOR THE TRANSITION TIME DATA.
Initially testing on the 10 most consistent times, with a 
time counted if it lay closer than 1.5 standard deviations 
to the mean time, the identification levels across the 4 
sentences were not encouraging for a 5 per cent error level. 
A comparison of results with the initial fitting method of 
Section (3.3) is given in Table 4.4.1.
The average performances for each typist were significantly 
worse than those obtained using the initial fitting method.
57
TABLE 4.4.1
TRANSITION TIME DATA.
COMPARISON OF THE AVERAGE PERCENTAGE IDENTIFICATION LEVELS 
FOR METHOD 3 (LABELLED 3) AND FOR THE ORIGINAL FIT METHOD 
(LABELLED I).
SENTENCE 1 2  3 4
TYPIST
I 3 I 3 I 3 I 3
c 43 32 45 30 34 7 53 38
B 42 35 32 54 37 34 44 57
K 29 56 90 15 71 14 74 37
M 69 15 49 48 55 30 56 35
L 56 55 57 50 65 57 90 72
The bound on the mean time was then altered so that with 
the 10 most consistent times a count was made of the number 
of these times which lay, within 1.0 standard deviation, and 
then to within 2.0 standard deviations of the mean time. The 
results are given in Table 4.4.2.
The effect of decreasing the bound on the mean time to 1.0 
standard deviation was, overall, to produce lower 
identification levels than with a bound of 1.5 standard 
deviations. With sentence 4 extremely low levels were 
obtained. When the higher bound of 2.0 standard deviations 
was used the identification levels were also generally lower 
than with the initial bound.
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TABLE 4.4.2
TRANSITION TIME
AVERAGE PERCENTAGE IDENTIFICATION LEVELS FOR 
VARIOUS BOUNDS USED FOR THE FIT.
SENTENCE
BOUND
(S.D.)
TYPIST
1.5 1 2 1.5 1 2 1.5 1 2 1.5 1 2
C 32 31 21 30 22 29 7 25 8 38 1 41
B 35 33 43 54 38 59 34 38 19 57 1 40
K 56 44 52 15 12 12 14 11 5 37 1 35
M 15 13 4 48 39 55 30 39 41 35 2 31
L 55 37 30 50 47 50 57 44 51 72 1 76
TABLE 4.4.3
TRANSITION TIME
AVERAGE PERCENTAGE IDENTIFICATION LEVELS FOR 
VARIOUS NUMBERS OF TIMES USED IN THE FIT.
SENTENCE
1ES
;t
10 13 7 10 13 7 10 13 7 10 13 7
c 32 41 14 30 59 13 7 13 2 38 65 29
B 35 40 43 54 68 50 34 43 28 57 71 47
K 56 62 52 15 35 10 14 31 9 37 22 56
M 15 23 10 48 72 38 30 46 13 35 63 17
L 55 73 53 50 56 28 57 70 42 72 74 71
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The results when the number of times counted for the fit 
were changed to 7 and to 13 are given in Table 4.3.3
The identification levels were much poorer when the number 
of times tested was decreased. Slightly improved performance 
was obtained by using more times. However, the average 
identification levels were still worse than those obtained 
using the previous fit methods.
4.4.2.2 RESULTS FOR THE KEY HELD TIME DATA.
The identification levels were found with this fit method 
for the key held time data, when the 10 most consistent 
times were tested with a bound of 1.5 standard deviations on 
the mean time. The results are shown in Table 4.4.4.
TABLE 4.4.4
KEY HELD TIME DATA.
COMPARISON OF THE AVERAGE PERCENTAGE IDENTIFICATION LEVELS 
FOR METHOD 3 (LABELLED 3) AND FOR THE ORIGINAL FIT METHOD 
(LABELLED I) .
SENTENCE 1 2 3 4
TYPIST
I 3 I 3 I 3 I 3
c 67 9 58 30 60 7 49 38
B 99 50 98 79 87 57 99 52
K 83 26 84 54 88 58 45 17
M 89 79 92 49 98 58 96 82
L 100 59 93 81 83 47 100 66
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The table of results shows that the performance using this 
fit method was poor, for each sentence and typist the 
percentage identification level was lower than with the 
initial fit method.
The identification levels for bounds of 1.0 and 2.0 standard 
deviations with 10 times were then found. The results are 
shown in Table 4.4.5
TABLE 4.4.5 
KEY HELD TIME
AVERAGE PERCENTAGE IDENTIFICATION LEVELS WITH 
VARIOUS BOUNDS USED FOR THE FIT.
SENTENCE
*ES
3T
1.5 1 2 1.5 1 2 1.5 1 2 1.5 1 2
C 9 14 4 37 33 28 34 29 23 26 20 26
B 50 44 35 79 43 68 57 47 27 52 33 41
K 26 29 14 54 38 44 58 47 27 17 11 0
M 79 80 65 49 53 37 58 54 46 82 76 58
L 59 65 39 81 80 52 47 51 23 66 68 94
Using the higher bound of 2 standard deviations degraded 
the performance obtained with the initial bound for each 
sentence and typist except one. The effect of decreasing the 
bound to 1 standard deviation was less obvious, in some
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instances this resulted in higher identification levels than 
with a bound of 1.5 standard deviations, in others the 
identification levels were significantly lower. Overall the 
best performance was obtained using the initial bound of 1.5 
standard deviations.
The bound on the fit was then returned to 1.5 standard 
deviations and the number of times tested was increased to 
13. Using a larger number of times improved the performance 
over that for 10 times. When the number of times tested was 
decreased to 7 the identification levels worsened. The 
results are shown in Table 4.4.6.
However, even when a larger number of times was tested for 
the fit the identification levels obtained were worse than 
those for the initial fitting method of Section (3.2).
TABLE 4.4.6
KEY HELD TIME DATA
AVERAGE PERCENTAGE IDENTIFICATION LEVELS FOR
I
VARIOUS NUMBERS OF TIMES USED IN THE FIT.
SENTENCE
1ES
3T
10 13 7 10 13 7 10 13 7 10 13 7
C 9 61 0 37 68 39 34 63 22 26 26 7
B 50 65 32 79 85 57 57 76 41 52 54 51
K 26 50 17 54 54 34 58 69 51 17 29 10
M 79 81 43 49 56 21 - 58 66 54 82 86 78
L 59 63 27 81 85 45 47 71 63 66 97 64
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4.4.3 SUMMARY.
The identification levels obtained using this fit method 
were worse than those from the initial method of Section 
(3.3), for both of the data sources. This method is also 
computationally more demanding than the others which have 
been tried. No benefit would be gained from its application 
in a working system.
>
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4.5 CONCLUSIONS ON THE USE OF IMPROVED TEMPLATE MATCHING
PROCEDURES.
By altering the fitting procedure used to match the 
templates to the sentence data, so that more emphasis was 
placed on the times typed most consistently by individual 
typists, the identification levels obtained with the pattern 
recognition system increased considerably.
Overall the best results were obtained by using method 2 
presented in Section (4.3). This method also has the 
advantage of reducing the amount of computation required to 
evaluate the fit algorithm.
Large improvements in the recognition levels were achieved 
with the transition time data as the data source, the 
improvements for the key held time data were not quite as 
impressive.
•The templates which provided the highest identification 
levels were for short sentences such as 'IT IS NOW TIME TO
LEAVE1. A short sentence enables the typist to type
rhythmically, without a break. Also the sentence should only 
contain letters which are frequently used. Sentence 1, 'THE 
QUICK BROWN FOX JUMPED OVER THE LAZY DOG', gave the lowest 
identification levels, this is a longer sentence containing 
seldom used letters such as 'Q' which were often preceded by
a pause before they were typed. This resulted in a break in
the typing rhythm increasing the repetition variability over 
a number of typings. It would, therefore, be best in a 
working system to recognise typists using a sentence like
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Sentence 1, as this would yield good repeatibility and high 
identification levels.
With the sentence ’IT IS NOW TIME TO LEAVE' both the 
transition time data and the key held time, data gave an 
average identification level of 87 per cent across all the 
typists for a five per cent level of misrecognition.
I
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5. DATA GATHERED ACROSS ALL THE TYPING SESSIONS.
5.1 INTRODUCTION.
The mean templates used so far have been built-up from data 
collected in single typing sessions. When these templates 
were fitted against the sentence data typed by the template 
owners in other typing sessions, good identification levels 
were obtained. This indicated that the typists typed in a 
consistent manner across all the typing sessions.
For each typist it was decided to compare the performance 
of the sessional templates with a mean template calculated 
using sentence data drawn from all the typing sessions. 
Compiling the templates from a larger sample, with data 
collected on different occasions, should make them more 
representative and so increase the identification levels.
5.2 CALCULATION OF THE MEAN TEMPLATES.
Templates were calculated from data collected across all 
the typing sessions. The data recorded in each typing 
session was divided randomly into two equal sized groups, a 
learning set and a test set. Templates were then compiled 
from data in the learning set using the compilation method 
of Section (3.2). Each mean value within the template was 
calculated as the average time over all the corresponding 
times in the sentences in the learning set.
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5.3 TESTING THE MEAN TEMPLATES.
Each typist*s mean template was then fitted against the 
other typists data and the data in the typist's own test 
set. This ensured that the templates were not fitted against 
data used for their compilation as this could invalidate the 
results [21]. Fit values were initially calculated using 
equation 3.2.3 of Section (3.2). As before, distributions 
were obtained for the fit values, and the identification 
levels for a five per cent error level found. The data used 
in the learning set for each template owner was then swapped 
with that in the test set and the templates recalculated and 
retested. A comparison of performance between the sets of 
data was made. Fit values were produced for both transition 
time data and key held time data templates.
The templates were then fitted against the data using the
adjusted fit method of Section (4.3). In this method the fit
is calculated on only the times which were found to have 
been consistently repeated across the learning sample when 
the template was compiled. The performance of the adjusted 
fit method was tested using the three different consistency 
measures of Section (4.3).
These were:
1. The standard deviation of the mean time.
2. The standard deviation / mean time.
3. The standard deviation / ((mean time/5)+1).
Initially the fit was based on 10 times within the
sentence. The number of times used was then varied to find
l
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the number which gave the highest overall identification 
level with five per cent errors. For all the tests, fit 
values were produced for both data sources. Two templates, 
one for each data set, were compiled for each typist. 
Distributions were produced and the identification levels 
for a five per cent error were found.
5.4 RESULTS.
5.4.1 TRANSITION TIME DATA IDENTIFICATION LEVELS.
In Table 5.1, the identification levels for the templates 
compiled using data drawn from across all the typing 
sessions are compared with the average levels obtained from 
the sessional templates with the original fitting method.
TABLE 5.1
TRANSITION TIME DATA IDENTIFICATION LEVELS FOR THE TWO DATA 
SETS WITH THE ORIGINAL FIT METHOD, SESSIONAL AVERAGES ARE 
ALSO GIVEN.
Columns of sessional averages labelled S.
SENTENCE 1 2 3 4
ZPIST
C
S
43 38 
46
S
45 48 
25
S
34 26 
43
S
53 71 
62
B 42 50 
38
32 33 
30
37 52 
45
44 48 
52
K 29 27 
27
90 90 
90
71 71 
15
74 62 
82
M 69 72 
17
49 84 
64
55 79 
90
56 55 
68
L 56 80 
61
57 71 
88
65 76 
78
90 85 
86
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The templates which were compiled with data drawn from 
across all the typing sessions gave similar identification 
levels to the average sessional levels, indicating that the 
typists typed in a consistent manner across all the sessions 
with a reasonably small repetition variability. The 
identification levels for the templates from the two 
learning data sets were often very similar. Therefore, the 
division of the data into the sets was such that comparable 
data was contained in both sets.
The average identification levels obtained were dependent 
on the sentence typed. The best identification levels were 
for Sentence 4, the results for Sentences 2 and 3 were 
slightly worse. The poorest identification levels were 
obtained with Sentence 1.
When the adjusted fitting method was implemented using the 
templates compiled with data drawn from across the typing 
sessions the results improved considerably over those 
obtained using the initial fitting method, as was expected. 
The identification levels were also slightly better than the 
average levels obtained using the adjusted fitting method 
with the sessional templates. The results are given in Table
5.2 for a fit based on 10 times with the various measures of 
consistency.
The best measure of consistency for choosing the times for 
the fit was overall found to be S.D./((mean/5)+1), but the 
results for the different consistency measures tended to 
vary from sentence to sentence and typist to typist. A
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similar trend was found with the sessional templates. The 
best identification levels were obtained with Sentences 4 
and 3. The worst results were recorded for Sentence 1.
The number of times used for the fit process was then 
altered. The identification levels for the various numbers 
of times tested are given in Table 5.3. The measure of 
consistency chosen for selecting the times was
S.D./((mean/5)+1), as this gave the highest identification 
levels with 10 times. Varying the number of times used for 
the fitting process had a small effect, overall there was 
little difference in the average identification levels 
whether 7, 10 or 13 times were used. 10 times would be the
best number to use in a working system, as using fewer times 
occasionally resulted in a greatly reduced identification 
level, and no benefit was gained from using more times.
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TABLE 5.2
TRANSITION TIME DATA IDENTIFICATION LEVELS FOR THE TWO DATA 
SETS WITH THE ADJUSTED FIT METHOD, FOR VARIOUS CONSISTENCY 
MEASURES.
The 3 measures of consistency are given in Section (5.3), 
and the results are labelled with corresponding numbers.
The fit was based on 10 times. The corresponding average 
sessional levels are in the columns labelled S
SENTENCE 1 2  3 4
CHOICE OF 
CONSISTENCY
£PIST
S S S S
C 1 77 68 56 48 47 43 60 50 55 87 88 100
2 63 60 94 63 61 73 57 34 47 35 67 65
3 56 77 84 75 42 76 50 59 78 100 85 82
B 1 92 62 72 66 58 45 95 82 91 87 63 95
2 79 65 51 86 70 71 82 69 91 87 81 89
3 85 78 83 82 69 83 91 75 91 87 88 95
K 1 79 70 60 90 95 96 96 96 100 85 94 86
2 38 68 80 90 89 75 100 94 100 100 95 94
3 91 78 80 90 94 96 96 96 100 100 94 86
M 1 100 81 89 25 39 27 100 92 86 100 69 72
2 94 91 94 68 57 90 100 86 95 93 80 74
3 94 90 100 78 58 75 100 92 100 100 84 78
L 1 84 75 95 94 71 75 83 79 88 100 85 93
2 84 71 85 69 69 86 89 81 95 96 86 95
3 84 75 90 100 75 86
71
89 74 95 93 86 100
TABLE 5.3
TRANSITION TIME DATA IDENTIFICATION LEVELS FOR THE TWO DATA 
SETS WITH THE ADJUSTED FIT METHOD, USING VARIOUS NUMBERS OF 
TIMES.
The average sessional levels are given in the columns 
labelled S for 10 times. Consistency measure 3 of Section
(5.3) was used to choose the times.
SENTENCE 1 2 ' 3 4
NUMBER OF 
TIMES
S S S S
TYPIST
c 10 77 73 58 42 78 75 59 49 50 85 72 66
13 62 81 67 81 49 45 67 25
7 50 82 15 16 62 81 96 25
B 10 85 78 78 81 69 79 91 75 91 87 88 96
13 85 78 77 88 91 87 87 85
7 100 78 77 66 95 96 93 100
K 10 78 80 76 90 94 90 100 96 100 100 94 79
13 82 80 90 94 100 91 91 91 80
7 79 78 88 94 100 100 100 74
M 10 94 75 95 80 75 63 100 74 99 93 86 78
13 94 94 82 71 100 89 100 78
7 100 100 75 79 100 95 100 73
L 10 84 85 85 100 93 86 89 92 95 93 96 100
13 84 85 100 86 89 95 93 100
7 84 95 100 81 89 100 87 98
I
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5.4.2 KEY HELD TIME DATA IDENTIFICATION LEVELS.
The^ results for the key held time data templates compiled 
with data taken from across all the typing sessions, using 
the initial fitting method, are shown in Table 5.4 and are 
compared with the average identification levels for the 
sessional templates. The recognition levels for the 
templates compiled with data from across typing sessions 
were similar to the average levels for templates compiled on 
a sessional basis.
TABLE 5.4
TABLE OF KEY HELD TIME DATA IDENTIFICATION LEVELS FOR THE 
TWO DATA SETS WITH THE ORIGINAL FIT METHOD. SESSIONAL 
AVERAGES ARE ALSO GIVEN.
The sessional averages are in the columns labelled S.
SENTENCE 1 2 3 4
S S S S
TYPIST
C 67 45 88 58 59 65 60 67 80 49 37 45
B 100 100 100 98 98 100 92 88 93 100 99 100
K 93 83 92 77 84 86 87 88 95 26 45 47
M 100 89 100 95 92 100 100 97 100 100 96 100
L 100 100 100 90 93 100 100 83 90 100 100 100
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The identification levels obtained with the adjusted fit 
method of Section (4.2) are given in Table 5.5 for the 
various methods of choosing the 10 most consistent times 
of Section (5.3). Varying the method of choosing the times 
had little effect. The identification levels for all the 
various methods were very good.
The results produced by varying the number of times on 
which the fit was based are given in Table 5.6. A 
consistency measure of S.D/((mean/5)+1) was used to choose 
the times.
It can be seen that the effect of varying the number of 
times for the fitting process was small. As for the 
transition time data the best number of times to use for the 
fit in a working system would be 10. No advantage would be 
gained from using more times and using fewer times 
occasionally produced much worse results.
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TABLE 5.5
KEY HELD TIME DATA IDENTIFICATION LEVELS FOR THE TWO DATA 
SETS. WITH THE ADJUSTED FIT METHOD, FOR VARIOUS CONSISTENCY 
MEASURES.
The 3 measures of consistency are given in Section (5.3), 
and the results are labelled with corresponding numbers.
The fit was based on 10 times. The corresponding average 
sessional levels are in the columns labelled S
SENTENCE 1 2 3 4
CHOICE OF 
CONSISTENCY
TYPIST
C
B
K
M
S S S S
1 54 94 89 68 66 68 70 95 76 44 72 40
2 58 69 85 55 68 60 70 89 60 66 67 51
3 58 69 83 50 56 41 72 95 72 64 76 51
1 88 86 100 88 90 100 94 97 91 98 95 100
2 80 84 100 84 87 78 78 100 100 96 95 100
3 89 88 100 84 92 97 89 93 100 97 95 100
1 88 87 92 72 69 100 86 71 79 68 30 79
2 88 93 100 77 73 100 89 95 95 73 82 ‘82
3 86 93 99 74 73 80 91 100 95 74 82 82
1 90 100 100 95 72 100 95 91 100 95 95 100
2 98 95 82 94 100 100 99 98 100 98 100 100
3 98 100 100 94 100 100 98 100 100 98 100 100
1 97 100 , 95 81 79 88 89 95 100 97 100 100
2 96 95 100 81 100 81 91 90 100 97 100 100
3 96 100 100 82 86 79 88 95 100 97 100 100
I
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TABLE 5.6
KEY HELD TIME DATA IDENTIFICATION LEVELS FOR THE TWO DATA 
SETS WITH THE ADJUSTED FIT METHOD, USING VARIOUS NUMBERS OF 
TIMES.
The average sessional levels are given in the columns 
labelled S for 10 times. Consistency measure 3 of Section
(5.3) was used to choose the times.
SENTENCE 1 2 3 4
NUMBER OF 
TIMES
S S S S
TYPIST
C 10 58 69 83 50 56 41 72 95 72 64 76 51
13 75 85 78 69 96 74 79 57
7 61 42 42 45 80 60 45 48
B 10 89 88 100 84 92 97 89 93 100 97 95 100
13 95 100 94 98 95 98 97 100
7 84 88 70 78 86 91 98 93
K 10 86 87 92 74 69 100 91 71 79 74 30 79
13 92 95 89 98 81 90 58 ‘ 86
7 63 59 58 87 71 70 34 77
M 10 98 100 100 94 72 100 98 91 100 98 95 100
13 99 100 90 98 93 100 96 100
7 90 93 91 97 93 97 90 98
L 10 96 100 95 82 79 88 84 95 100 97 100 100
13 100 97 85 90 96 100 100 98
7 94 91 78 60 90 95 98 85
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5.5 SUMMARY.
The identification levels obtained with the initial fitting 
method, using templates compiled with data from across all 
the typing sessions, were similar to the average levels 
obtained using templates calculated from data recorded in
individual typing sessions. This was true for both data 
sources and indicates that the sessional templates were 
representative of the temporal typing patterns which could 
be expected when ever a typist typed a particular sentence. 
The typists obviously typed in a consistent manner across 
the different typing sessions.
The identification levels for the key held time data were 
superior to those for the transition time. When using the
adjusted fitting method to match the templates to the
sentence data, slightly better identification levels than
the sessional averages were obtained with the templates 
compiled across sessions. The results for the transition 
time data became comparable to those of the key held time 
data using this fit method.
The highest average identification levels for both data 
sources were obtained when the sentence typed was Sentence 
4, 'IT IS NOW TIME TO LEAVE'. This is a short sentence which 
may be typed rhythmically in a single burst without 
requiring a pause.
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6. CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK.
The objective of this work has been to investigate the 
possibility of identifying typists typing at a terminal, by 
making use of the temporal typing patterns of times between 
keystrokes and the times for which keys are held down, 
recorded when a sentence is typed. A working system could 
then be used to restrict access to computer systems for 
security purposes.
A template recognition system was implemented and tested. 
Templates were used to represent the temporal typing pattern 
of a sentence for a typist. The best templates were compiled 
from data collected over a number of typing sessions with 
all the timings from correctly typed sentences used in the 
compilation of the template. Little improvement in 
recognition levels was gained from filtering out sentence 
data which was considered unrepresentative, this also 
increased the complexity of the compilation process.
Templates compiled from data which was collected in single 
typing sessions produced high identification levels with the 
sentence timings recorded in other typing sessions. This 
indicated that the typists typed in a similar manner 
whenever they typed a particular sentence. Slightly better 
identification levels, however, were obtained by using 
templates compiled with data drawn from a number of typing 
sessions.
The matching algorithm, used as a measure of the 
•closeness1 of a template to a sentence timing, which gave
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the best identification levels involved completing a squares 
fit calculation on only the most consistently typed times 
within a template. Using this algorithm with the transition 
time data, identification levels of over eighty per cent,
with misrecognition levels of only five per cent, were
obtained for all the typists when typing the sentence fIT IS 
NOW TIME TO -LEAVE. * With the key held time data high
recognition levels, over ninety per cent with some typists, 
were recorded which ever matching algorithm was used. 
However, calculating the fit on only the most consistent 
times reduced the computation required and so was
beneficial.
In a working system the best data source to use would be 
the key held time data as this gave high identification 
levels consistently for all typists.
This feasibility study was carried out using data collected 
from a relatively small sample of typists. The next step in 
the research would be to implement an on-line system, 
applying the template compilation procedure and matching 
algorithm developed in this study.
Optimised ways of applying the fitting procedure could be 
explored in order to reduce the processing time for fitting 
and the amount of data needed to be stored as a template for 
each typist. Some way of implementing the system in hardware 
could be found, so identification could be carried out at 
the local terminal level, reducing the load on central 
computing resources.
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The minimum amount of learning data needed to obtain a 
representative template could be investigated, in order to 
make the learning process as simple as possible without 
reducing the identification levels obtained. The best way of 
collecting learning data could be explored. Results indicate 
that data obtained over a number of sessions would give a 
better performance than data collected in a single session.
The system could be implemented on-line in two possible 
ways. Either, each typist could type in a sentence at a 
terminal and the times for each letter would be measured. 
The resulting temporal typing pattern would then either be 
compared with the template of the typist, the typist having 
identified themselves, and if the fit was closer than a 
specified value the typist would be accepted on to the 
system.
Otherwise, when used within a closed group, the temporal 
typing pattern may be compared with a set of templates, and 
the typist identified as the owner of the template which the 
pattern fits most closely.
Using these approaches to implementation, the system 
performance could be tested with a large number of users, 
and provide confirmation of the good results so far achieved 
with both expert and unskilled typists.
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APPENDIX 1
Analysis of uncertainty in measured times.
The time measurements are made in units of T s where T 
0.01s. The keyboard buffer is scanned every 0.01s.
Key
Press
v
T im ing
S ta rts
Key
Release
/\
T im ing
Stops
ta  t l t im e tb  tZ
Fig. A.1
Timing starts at tl, on the first scan after a key has been 
released/ or pressed at time ta.
Timing finishes at t2, on the first scan after the key has 
been pressed/ or released at time tb.
The measured time = (t2 - tl) s
The true time = (tb - ta) s
The error = (t2 - tl) - (tb - ta) s
= (t2 - tb) — (tl - ta) s
t2 - tb = Tl 
tl - ta = T2 
error = T2 - Tl
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If it is assumed the keys can be pressed at any time in the 
period T the probability distribution function for both Tl 
and T2 is uniform and is shown in Figure A.2:
l / T
0
Fig. A.2
The probability function for error = l/T2 dt
t
= (T - t)/T2 
= (1 - t/T)/T
As probability of error (-t) = (t)
Probability of error for -t = (1 - (-t)/T)/T
= (1 + t/T)/T
l/T
Fig. A.3
2T
The mean measurement error for time £^t
= (T - At ) l/T(1 - (T -At)/T) + At (1 -At/T)/T
l/T
= 2& t - 2 At2
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Mean error over the whole period:
T
= 2 j (At - £t2/T) d t/T 
0
T
= 2[At2/2 - At3/3T] / T
0
= 2 (T2/2 - T3/3T)/T 
= 2T(l/2 - 1/3)
= T/3 S
The average error over the times occurring uniformly within
the time period of T is T/3 s.
The maximum error occurs at:
d(At - At2/T) = 0 
dAt
0 = 1 -  2At/T 
t = T/2 s 
Maximum error = 2 (T/2 - (T/2)2/T)
= T/2 s
The resolution of the recorded times was 1 cs. The maximum
uncertainty in the recorded times was 1/2 cs and so does not
affect the accuracy of the measurement.
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APPENDIX 2
Explanation of the data acquisition program and the 
program listing.
The sentences to be typed by the subject are loaded from a 
file, or a new set of sentences can be entered and run. The
output file for the recorded data is then opened. Notes are
displayed on the monitor screen to instruct the subject. 
When the subject is ready, the first sentence is displayed 
and the subject begins to type after the prompt. Measurement 
of the keystroke times is carried out with the Procedure 
time which is called from the Procedure data.
Timing is carried out using the BBC basic function INKEY$. 
This returns the value of any character entering the 
keyboard buffer during the time period, in centiseconds, 
given as an argument to the function. The function is placed 
in a repeat loop so it keeps looking at the key board buffer 
until a key is pressed. Once a key has been pressed a second 
timing loop is entered and the keyboard buffer is repeatedly 
read using INKEY$ until the key that was pressed is
released. The transition time, the time up until the key was
pressed, and the time for which the key was held, are then 
stored and the Procedure time called again to look for a new 
key being pressed.
The house keeping duties of storing the measured times are 
carried out between one key being released and the start of 
the measurement for the next key being pressed. This will 
add a slight measurement off set to each of the measured
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transition times.
However, the storing of the measured times involves just 
four assignments and two increments of variables. With a 2 
MHz processor, each machine cycle of the BBC takes 0.5s. 
So if the storage instructions took 500 machines cycles, 
this would still take only 0.025 cs. As the measurements 
for - transition times were on average over 25 cs the off set 
due to this delay would not be significant.
After each sentence has been displayed and the times 
measured and stored, the output data file is closed and the 
program terminates.
Program Listing
10 ONERROR :MODE0:REPORT:PRINT: PROCend :END 
20 CLS:PRINTTAB(0,5)
30 INPUTfIAre the lines stored in a file, Y or N",S$
40 if S$="Y" THEN PROCloadsen ELSE IF S$="N" THEN 
PROCsentences ELSE GOTO 30 
50 PROCstart 
60 M0DE7:PROCnotes
70 PRINT"Press the space bar to continue": 
REPEATUNTILGET$=" "
80 DIM KEY(100,2)
90 *FX12,1 
100 *FX11,1
110 FOR Z=1 TO A :PROCdata:NEXT Z 
120 *FX12,0 
130 *FX11,0
140 CLS:PRINTTAB(0,5)"Thankyou that is all":PROCdelay(3000) 
150 MODEO:PROCend 
160 END
170 DEF PROCtime:local letter$:N=N+l:letter$=INKEY$(1)
UNTIL letter$o"":n$=letter$:IF ASC(letter$)=127 
PRINT"@" ELSE PRINT letter$
180 REPEAT P=P+1:letter$=INKEY$ (1) UNTIL letter$o"n$"
190 ENDPROC
200 DEF PROCdelay(E):C=1:REPEAT:C=C+1:UNTIL C=E:ENDPROC 
210 DEF PROCstart:CLS:PRINTTAB(0,3):
INPUT "What is the outputfile name",file$
220 CHAN=OPENOUT file:PRINT #CHAN,A:ENDPROC
230 DEF PROCsentences:INPUT"How many sentences",A:
DIM SEN$(A)
240 INPUT"Do you wish to create a sentence file, Y or N",S$
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250 IF S$="Y" THEN INPUT"What filename",T$:T=OPENOUT T$: 
PRINT# T,A:GOTO 270 
260 IF S$<>"N" GOTO 240
270 FOR Z=1 TO A:INPUT"The sentence",SEN$(Z):
IF S$="Y" PRINT# T,SEN$(Z)
280 NEXT Z :IF S$="Y" CLOSE#T 
290 ENDPROC
300 DEF PROCloadsen:INPUT"What filename",S$:
V=OPENIN S$:INPUT#V,A 
310 DIM SEN$(A):FOR Z=1 TO A:INPUT#V,SEN$(Z):NEXT Z:
CLOSE# V:ENDPROC 
320 DEF PROCdata:B=0:word$=""
330 CLS:PRINTTAB(0,5)"Type >":PRINTTAB(8,5) SEN$(Z)
340 PROCdelay(1000):SOUND 1,-12,90,5
350 *FX21,0
360 PRINTTAB(0,15)
370 n$="":P=0 
380 REPEAT
390 PROCtime:KEY(B,1)=N:KEY(B,2)=P:N=0:P=0:word$=word$+n$: 
B=B+1:UNTIL ASC(n$)=&0D 
410 FOR Y=B TO 100:KEY(B,1)=0:KEY(B,@)=0:NEXT Y 
420 B=0:PRINT# CHAN,word$
430 REPEAT:B=B+l:PRINT# CHAN,KEY(B,1),KEY(B,2):
UNTIL KEY(B,1)=0 OR B=100 
440 ENDPROC 
450 DEF PROCnotes
460 PRINTTAB(0,5)"A sentence will be displayed in the top 
half of the screen"
470 PRINT"The computer will bleep"
480 PRINT"Start to type the sentence as soon"
490 PRINT"as the noise stops":ENDPROC 
500 DEF PROCend:CLOSE#0 
510 *FX12,0 
520 ENDPROC
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APPENDIX 3.
TABLES OF RESULTS FOR THE INITIAL FITTING AND TEMPLATE 
COMPILATION METHOD OF SECTION (3.3) WITH THE EXPERT TYPISTS 
DATA.
I
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TABLE A.3.1
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
WITH THE INITIAL TEMPLATE BUILDING PROCEDURE AND FIT METHOD.
The percentage identification levels for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence
Typist
B
K
M
1 2 3 4
66 62 23 51
73 65 58 22
44 67 48 58 69 60 72 44
67 44 80 39
83 63 78 47
67 66 50 34
100 100 83 100
100 99 98 100
100 100 98 98 84 88 100 99
100 96 94 100
100 98 78 97
98 95 88 99
100 83 77 35
20 72 87 28
100 83 91 84 93 88 65 45
92 88 80 37
92 85 93 72
96 82 98 35
94 98 98 96
84 85 98 97
94 89 98 89 98 98 97 96
94 98 98 97
94 98 98 97
76 76 98 91
100 97 92 100
100 92 68 100
100 100 92 93 90 83 100 99
100 91 90 100
100 95 88 100
100 92 73 96
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TABLE A.3.2
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE INITIAL TEMPLATE-BUILDING PROCEDURE AND FIT
METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence
Typist
B
K
M
1 2 3 4
40 34 12 40
36 35 14 63
49 43 48 43 41 34 42 53
40 67 51 62
50 43 50 56
45 43 22 58
51 32 31 47
16 40 39 46
45 42 36 32 44 37 47 44
43 38 36 42
51 30 32 36
49 16 37 45
22 86 65 71
22 91 76 85
34 29 88 29 66 71 73 74
30 89 71 76
39 91 76 70
28 93 71 72
72 10 9 20
69 50 42 59
60 69 52 69 74 55 71 56
74 50 69 68
69 68 66 70
70 64 74 48
35 37 53 84
25 31 51 93
78 56 73 57 73 65 93 90
46 62 67 88
73 67 74 94
76 73 73 88
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TABLE A.3.3
PERCENTAGE IDENTIFICATION LEVELS FOR THE INTERVAL TIME DATA
WITH THE INITIAL TEMPLATE BUILDING PROCEDURE AND FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels. "*
Sentence
Typist
B
K
M
1 2 3 4
41 56 12 35
34 55 22 75
52 42 47 46 39 34 67
31 48 56 82
45 32 51 62
51 38 22 56
42 38 7 48
16 36 33 40
42 41 33 31 33 24 51
45 33 29 43
48 23 22 37
55 24 21 48
23 89 72 67
15 90 74 69
46 86 87 86 79 73 72
50 87 72 68
38 80 70 66
30 87 73 70
65 75 28 60
61 88 40 85
67 80 80 80 63 56 73
67 88 68 75
62 78 65 62
6 74 73 65
30 38 45 87
33 52 43 74
78 57 61 50 68 58 90
47 32 55 84
78 42 70 88
75 72 68 78
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APPENDIX 4
TABLES OF RESULTS FOR THE ADJUSTED TEMPLATE COMPILATION 
METHOD OF SECTION (3.4).
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TABLE A.4.1
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME 
DATA WITH THE ADJUSTED TEMPLATE BUILDING PROCEDURE, A BOUND 
OF 3 S.D.S ON THE FIT OF THE LEARNING DATA TO THE TEMPLATE, 
AND THE INITIAL FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
43 36 24 24
36 33 17 63
44 42 46 46 41 35 47
35 54 50 62
50 49 49 56
46 55 31 54
50 40 25 48
52 41 47 41
48 48 34 38 44 37 47
42 43 36 42
50 34 33 35
49 36 38 46
23 89 85 70
22 91 58 85
34 31 90 90 77 72 69
41 89 62 69
37 91 71 71
31 93 77 78
69 11 27 16
64 49 42 67
62 67 65 54 78 59 68
75 63 65 60
69 68 ^ 66 66
62 70 73 65
35 31 38 75
76 36 32 93
78 65 72 56 73 59 93
49 65 67 93
73 68 73 88
77 67 73 81
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TABLE A. 4'. 2
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA 
WITH THE ADJUSTED TEMPLATE BUILDING PROCEDURE, A BOUND OF 3 
S.D.S ON FIT OF THE LEARNING'DATA TO THE TEMPLATE, AND THE 
INITIAL FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2  3 4
Typist
66 38 21 53
63 34 50 15
31 56 33 37 60 52 57
65 34 68 38
63 45 70 30
49 38 41 42
100 89 88 98
100 98 89 100
100 100 89 94 85 85 98
100 94 90 98
100 97 81 98
97 97 77 96
97 57 74 25
20 55 62 42
95 81 72 65 91 79 37
87 75 62 45
94 70 93 57
95 61 94 43
100 100 100 100
100 100 100 100
100 96 98 95 98 98 97
100 98 98 100
100 98 98 93
76 77 98 99
100 95 89 99
100 88 65 98
100 100 92 85 85 80 98
100 84 87 98
100 86 80 98
100 66 73 96
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TABLE A.4.3
PERCENTAGE IDENTIFICATION LEVELS FOR THE INTERVAL TIME DATA 
WITH THE ADJUSTED TEMPLATE BUILDING PROCEDURE, A BOUND OF 3 
S.D.S ON FIT OF THE LEARNING DATA TO THE TEMPLATE, AND THE 
INITIAL FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2 3 4
Typist
42 56 14 41
36 62 14 77
44 42 47 52 44 32 66
32 54 50 84
48 43 57 66
54 51 16 70
43 31 21 51
52 39 43 42
45 48 36 34 36 30 55
38 35 36 44
51 32 23 41
55 28 21 37
23 87 74 69
15 89 72 67
46 34 86 87 75 73 62
49 89 76 69
37 83 72 70
31 88 71 67
67 76 32 73
65 93 57 73
62 63 86 81 76 61 69
68 81 63 70
64 78 64 51
53 74 72 69
39 37 48 84
80 53 39 92
78 67 61 48 65 58 76
52 35 59 90
77 39 70 88
80 63 67 81
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TABLE A.4.4
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME 
DATA WITH THE ADJUSTED TEMPLATE BUILDING PROCEDURE, A BOUND 
OF 1.5 S.D.S ON FIT OF THE LEARNING DATA TO THE TEMPLATE, 
AND THE INITIAL FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed the Side of 
the sessional values.
1 2 3 4
38 38 29 27
41 38 25 63
41 43 54 46 44 34 47
40 46 49 62
50 46 51 58
46 54 78 49
50 37 23 48
48 49 37 44
58 48 31 37 35 30 47
39 38 33 39
47 34 16 35
49 33 34 46
33 90 91 70
22 91 60 85
31 31 90 91 63 66 69
41 89 64 72
33 91 58 70
33 93 62 76
74 61 37 16
54 46 47 67
59 63 40 55 70 59 68
70 50 63 68
60 70 65 68
58 65 70 55
60 33 35 69
55 11 29 93
76 66 57 51 70 57 93
58 67 68 93
73 69 74 91
76 69 69 85
*
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TABLE A.4.5
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA 
WITH THE ADJUSTED TEMPLATE BUILDING PROCEDURE, A BOUND OF
1.5 S.D.S ON FIT OF THE LEARNING DATA TO THE TEMPLATE, AND 
THE INITIAL FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2 3 4
Typist
C 66 62 38 53
63 34 39 26
31 56 39 42 60 54 51 44
65 34 71 54
63 45 78 34
49 38 41 46
B 100 90 78 98
100 98 85 97
100 100 90 95 80 82 98 98
100 94 86 97
100 97 84 98
100 97 77 98
K 97 57 91 24
20 84 62 42
95 34 75 67 80 76 36 45
87 66 48 58
94 62 89 62
95 57 86 48
M 98 100 100 100
100 100 100 100
100 93 98 95 100 99 97 98
94 98 98 97
88 75 98 93
76 98 98 99
L 100 - 97 89 100
100 84 65 98
100 100 94 88 84 77 98 98
100 87 78 98
100 85 71 98
100 78 73 99
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TABLE A.4.6
PERCENTAGE IDENTIFICATION LEVELS FOR THE INTERVAL TIME DATA 
WITH THE ADJUSTED TEMPLATE BUILDING PROCEDURE, A BOUND OF
1.5 S.D.S ON FIT OF THE LEARNING DATA TO THE TEMPLATE, AND 
THE INITIAL FIT METHOD.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
41 51 8 45
28 37 37 51
41 40 52 43 45 35 79
32 36 51 85
46 35 56 56
54 50 11 67
44 31 27 44
54 41 37 42
54 49 34 33 33 31 42
40 35 32 35
48 27 20 33
55 28 35 42
30 84 66 69
18 84 73 67
42 38 87 86 75 72 66
49 90 74 63
48 87 71 65
38 85 70 65
63 90 42 76
49 93 42 73
61 93 78 83 78 60 69
66 81 63 67
53 78 64 51
53 75 70 71
54 36 45 72
61 16 33 90
76 66 53 88 48 52 76
53 24 47 85
76 40 70 86
77 64 71 79
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APPENDIX 5
TABLES OF RESULTS FOR TEMPLATE FITTING METHOD 1 OF 
SECTION (4.2).
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TABLE A.5.1
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF 1^
10 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2  3 4
Typist
66 62 48 53
71 57 49 21
47 66 54 59 72 62 63
69 39 79 44
78 69 79 39
69 72 47 46
100 98 79 99
100 99 94 98
100 100 96 98 84 85 98
100 97 86 99
100 98 87 98
100 98 83 98
95 85 93 47
23 76 82 51
99 83 89 83 86 85 47
94 87 68 53
92 79 89 63
96 85 93 54
100 98 98 100
100 95 100 100
100 94 98 93 98 98 100
100 98 98 100
88 98 98 94
76 75 98 99
100 98 93 100
100 91 59 100
100 100 95 91 85 78 100
100 89 81 100
100 90 73 100
100 86 76 100
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TABLE A.5.2
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF 1, 5
AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2  3 4
Typist
62 66 38 53
34 63 39 15
39 42 31 56 60 54 51
35 65 71 43
45 63 78 34
38 49 41 42
90 100 78 98
98 100 85 97
90 95 100 100 80 81 97
94 100 86 98
97 100 84 98
97 100 77 97
57 97 93 24
57 20 62 42
84 67 95 81 80 76 36
75 87 48 60
66 94 89 71
62 95 86 44
100 98 100 100
100 100 100 100
98 95 100 96 98 99 97
98 94 98 97
98 88 100 94
75 76 98 99
97 100 89 100
84 100 65 98
94 88 100 100 84 77 98
87 100 78 98
85 100 71 98
78 100 73 97
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TABLE A.5.3
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF 1^
20 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence
Typist
B
K
M
1 2 3 4
66 62 48 53
63 57 49 21
31 56 54 59 72 62 63 44
65 39 79 44
63 69 79 39
49 72 47 46
100 98 79 99
100 99 94 98
100 100 96 98 84 85 98 98
100 97 86 99
100 98 87 98
100 ‘ 98 83 99
97 85 93 47
20 76 82 51
95 81 89 83 86 85 47 52
87 87 68 53
94 79 89 62
95 85 93 55
98 98 98 100
100 98 100 97
100 96 95 93 98 98 97 97
94 98 98 97
88 98 98 94
76 75 98 97
100 98 93 100
100 91 59 100
100 100 95 91 85 78 100 100
100 89 81 100
100 90 74 100
100 86 76 99
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TABLE A.5.4
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF 0^ _
10 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence
Typist
B
K
M
1 2 3 4
66 62 50 53
71 57 49 21
47 66 54 59 72 63 63
69 39 79 42
78 69 79 41
69 72 47 46
100 98 79 99
100 99 94 98
100 100 96 98 84 85 98
100 97 86 99
100 98 87 98
100 98 83 99
95 85 93 46
23 76 82 50
99 83 89 83 86 85 41
94 87 68 51
92 79 89 65
96 85 93 60
100 98 98 100
100 95 100 100
100 94 98 93 98 98 100
100 98 98 100
88 98 98 94
76 75 98 98
100 98 93 100
100 91 59 100
100 100 95 91 85 78 100
100 89 81 100
100 90 73 100
100 86 76 100
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TABLE A.5.5
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF 1^
10 AND A THRESHOLD LEVEL OF lcs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2 3 4
Typist
C 42 70 25 25
68 81 87 43
69 43 45 68 23 58 14
39 71 86 82
16 76 69 54
27 67 60 40
B 100 99 89 100
98 100 93 99
93 97 99 99 89 89 100
96 99 95 93
95 100 83 96
98 97 85 97
K 87 87 91 43
94 23 26 47
100 89 96 82 73 61 60
90 94 69 63
85 95 87 67
79 100 19 60
M 98 97 98 100
100 100 100 97
98 95 100 90 96 97 97
100 90 95 92
98 90 95 94
75 65 98 95
L 71 100 100 91
75 100 98 100
100 85 100 100 95 93 100
95 100 87 100
97 100 89 100
71 100 88 97
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TABLE A.5.6
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF
1, 10 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence
Typist
49
62
53 55
55
56
57
53
37
56 53 
60
57 
55
46
40
48 46
49 
54 
40
85
85
81 76 
75 
57 
74
B 65
53
65 60
54
55 
67
49 
75 
62 61 
63
57
58
21
80
64 62 
63 
76 
67
73
76
79 77 
81 
78 
73
K
M
40
30
46 38 
18 
48 
46
85 
82 
80 80 
83 
79 
68
90
93
90 91 
89
91 
93
72
54
65 64
63
64 
67
35
81
81 73
72 
88 
79
56
78
88 75
91
64
73
87
88
85 81 
77
75
77
60
86
85 76 
70 
74 
80
90
66
80 75 
62 
77 
75
79
43
79 71 
70
75
80
42
47
91 75
90
91 
90
62
93
96 85 
88 
81 
89
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TABLE A.5.7
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF
1, 20 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2  3 4
Typist
51 54 42 81
63 38 42 88
55 57 57 54 48 46 78
60 60 46 77
57 57 55 59
55 55 42 71
63 63 22 76
55 82 81 78
64 59 62 66 64 62 80
56 65 63 77
54 59 74 74
64 64 69 79
46 90 83 85
30 93 81 87
46 41 90 91 81 81 84
22 89 71 78
60 91 91 73
44 93 79 78
86 81 90 73
82 55 81 83
80 82 65 66 87 81 86
82 63 90 69
79 67 66 79
82 60 72 80
92 81 40 53
69 43 46 31
80 76 81 71 91 75 93
60 70 89 96
77 73 93 88
75 83 92 78
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TABLE A.5.8
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF
1, 5 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2 3 4
Typist
C 49 47 32 53
57 40 29 78
50 53 55 51 48 41 67 65
59 59 51 71
53 49 52 53
51 55 33 68
B 62 39 14 53
45 60 63 50
59 55 57 49 59 53 72 63
51 52 56 75
50 46 63 62
62 43 64 68
K 40 90 26 92
21 93 78 86
47 39 88 91 81 71 79 81
47 89 72 74
42 91 88 70
38 93 79 83
M 86 54 32 26
82 44 73 72
81 74 51 54 88 70 78 63
83 50 87 68
79 57 66 71
36 68 72 65
L 76 70 41 63
59 40 44 34
79 71 78 68 88 72 93 85
57 69 85 96
77 72 89 90
76 79 86 83
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TABLE A.5.9
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF
0, 10 AND A THRESHOLD LEVEL OF 5cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side
J the sessional levels.
Sentence 1 2 3 4
Typist
C 56 55 31 77
72 44 40 80
58 61 57 55 49 43 71
63 60 41 68
62 57 56 56
55 56 44 75
B 62 76 30 83
58 79 84 86
61 58 63 69 63 66 76
57 67 64 77
53 60 80 76
61 69 74 81
K 46 90 95 85
30 93 80 87
45 42 90 91 84 83 85
26 89 71 76
60 91 90 71
46 93 79 83
M 89 81 98 77
85 56 77 76
83 85 65 66 86 81 80
85 63 90 69
82 64 66 81
85 67 72 79
L 92 86 40 54
73 40 35 98
81 76 78 72 93 74 92
62 70 91 95
75 72 93 87
75 85 92 89
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TABLE A.5.10
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF
1, 10 AND A THRESHOLD LEVEL OF 7cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2  3 4
Typist
49 42 30 77
51 40 30 68
53 53 56 51 41 41 56
51 54 51 62
56 57 52 56
57 55 43 67
51 48 14 44
51 75 68 76
59 55 34 56 44 54 78
51 62 55 72
51 57 76 70
67 58 66 72
42 90 35 84
30 91 79 77
43 36 90 91 81 72 72
11 89 72 86
47 91 88 86
44 93 79 83
85 72 58 70
82 49 79 78
80 79 65 64 88 76 60
84 63 90 61
79 68 66 80
66 67 74 73
93 77 41 60
77 43 50 93
81 75 71 67 92 72 93
48 70 88 88
77 68 73 87
77 71 88 79
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TABLE A.5.11
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.2. WEIGHTING VALUES OF
1, 10 AND A THRESHOLD LEVEL OF 3cs WERE USED.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence
Typist
B
K
M
1 2 3 4
51 55 54 85
63 38 47 84
52 57 58 53 53 50 92 79
62 62 49 77
58 56 54 53
56 50 46 81
55 50 80 71
68 75 64 80
57 60 59 61 65 62 80 75
52 64 70 73
65 57 71 65
65 60 19 78
41 91 35 86
30 93 81 91
44 38 90 91 81 77 87 83
22 89 91 77
47 91 93 71
45 93 79 84
85 64 56 39
81 49 78 85
83 80 68 64 88 79 88 73
85 75 91 70
79 63 63 81
68 67 97 75
87 76 80 60
68 35 40 93
81 75 79 71 93 80 92 86
56 84 90 95
76 73 90 84
83 80 89 90
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APPENDIX 6
TABLES OF RESULTS FOR TEMPLATE FITTING METHOD 2 OF 
SECTION (4.3) .
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TABLE A.6.1
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 10 TIMES
WITH S.D. AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2  3 4
Typist
51 61 52 22
55 58 84 49
37 54 71 68 61 70 37 44
69 24 90 84
71 27 80 25
39 45 55 48
97 81 90 100
94 96 100 100
91 88 84 88 96 94 97 98
76 85 98 97
98 91 90 96
75 93 91 98
83 81 92 72
93 62 61 70
63 83 95 72 78 86 69 68
82 69 91 59
82 60 97 73
96 69 97 65
100 98 98 100
100 100 100 97
100 90 100 96 95 93 95
83 98 98 96
97 98 98 85
59 65 83 98
94 69 85 87
96 73 94 100
100 97 92 81 91 89 100 97
98 83 95 100
96 94 95 92
99 77 72 100
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TABLE A.6.2
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 10 TIMES
WITH S.D./MEAN AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional levels.
Sentence 1 2 3 4
Typist
C 65 79 37 43
68 67 82 64
66 58 61 55 80 70 72
69 22 79 65
57 38 80 84
22 62 61 69
B 91 73 67 97
76 93 99 93
97 80 71 84 88 78 97
81 87 98 97
94 94 45 96
44 85 73 97
K 85 65 84 64
93 89 81 69
74 88 99 77 89 89 86
91 69 93 64
100 61 98 78
88 78 90 76
M 100 100 100 100
100 100 100 97
100 98 100 94 98 99 94
94 100 99 97
100 99 100 85
91 65 98 96
L 99 80 90 86
94 65 92 100
96 97 92 81 95 91 100
96 83 95 100
97 92 95 100
95 73 81 98
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TABLE A.6.3
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 10 TIMES
WITH S.D./((MEAN/5)+1) AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions printed at the side of 
the sessional levels.
Sentence 1 2 3 4
Typist
C 65 78 47 41
68 58 85 50
66 58 71 50 71 72 71 64
69 22 88 72
57 24 80 80
22 45 61 68
B 95 72 96 97
76 96 100 100
97 89 71 84 88 89 97 97
76 87 98 95
94 93 77 96
95 87 73 96
K 82 80 92 72
93 62 81 70
75 86 96 74 87 91 87 74
83 69 93 65
100 62 98 80
84 78 96 76
M 100 100 100 100
100 100 100 100
100 98 100 94 98 98 97 98
94 100 98 95
100 98 98 98
92 65 98 96
L 99 80 86 86
94 71 83 100
95 92 82 95 88 100 97
95 83 95 100
100 92 95 100
95 77 72 99
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TABLE A.6.4
PERCENTAGE IDENTIFICATION LEVELS FOR- THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 10 TIMES
WITH S.D./((MEAN/2)+l) AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2  3 4
Typist
65 79 47 42
68 58 82 63
66 58 61 54 61 68 71
69 25 79 73
57 38 80 87
22 54 61 70
92 72 96 97
76 93 99 93
97 85 71 83 88 88 97
79 87 98 96
94 94 77 96
71 83 73 96
82 74 89 65
93 84 81 71
74 99 77 87 89 87
91 69 93 66
100 62 98 79
86 78 90 69
100 100 100 100
100 100 100 100
100 98 100 94 98 98 97
100 100 98 97
94 98 98 94
92 65 98 98
99 80 86 86
94 65 83 100
96 96 92 81 95 88 100
95 83 95 100
97 92 95 100
95 77 72 98
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TABLE A.6.5
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 15 TIMES
WITH S.D./((MEAN/5)+1) AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2  3 4
Typist
C 63 69 41 71
75 80 88 45
58 62 62 79 81 73 73 67
63 28 90 80
70 58 71 61
42 86 68 70
B 99 90 90 100
96 95 100 100
97 95 93 92 91 93 100 99
86 89 100 97
100 93 88 97
94 90 89 98
K 86 69 95 58
85 92 83 76
86 90 100 86 88 89 71 73
93 89 79 60
100 79 93 95
88 85 98 70
M 100 100 98 100
100 100 100 100
100 97 100 97 98 98 97 98
98 100 98 97
100 98 98 97
86 83 98 98
L 100 83 91 100
99 80 98 100
98 99 100 87 95 94 100 100
97 87 95 100
100 91 95 100
97 84 93 99
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TABLE A.6.6
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 5 TIMES WITH
S.D./((MEAN/5)+1) AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
S
Typist 
C
B
K
M
L
1 2 3 4
64 57 37 31
67 51 83 34
36 45 31 37 72 61 25
38 19 74 37
28 22 74 21
37 40 23 35
90 36 85 96
84 90 85 100
92 80 52 63 86 75 97
55 79 76 95
99 51 73 65
60 71 46 91
65 47 82 83
56 51 44 73
51 61 96 62 68 69 67
58 50 37 79
53 66 91 34
85 60 91 72
100 100 98 98
100 100 100 94
100 90 100 99 95 95 93
86 100 80 96
100 98 98 95
55 98 100 92
80 80 97 86
86 30 76 100
97 91 69 70 74 77 100
93 85 76 97
93 93 76 100
97 62 65 95
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TABLE A.6.7
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.3'. FIT BASED ON 10
TIMES WITH S.D. AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
S
Typist 
C
B
K
M
L
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1 2 3 4
73 57 79 96
77 44 57 97
94 77 50 48 54 60 90
69 50 56 86
93 49 58 63
57 40 54 90
87 86 72 71
71 71 96 85
68 62 59 58 81 82 53
36 49 86 42
54 30 86 72
54 55 73 58
81 95 95 100
77 98 98 87
73 70 93 95 95 96 96
73 95 96 95
44 98 97 91
73 90 95 97
88 31 95 94
88 23 72 85
70 81 21 39 93 92 87
73 58 98 78
88 49 98 90
77 53 100 92
94 82 90 50
31 21 23 96
94 75 83 71 93 79 92
64 75 93 95
86 84 95 90
83 84 83 87
TABLE A. 6. 8
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 10
TIMES WITH S. D./ME AN AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
75 67 12 56
21 29 2 82
67 60 66 61 52 34 55
62 67 21 97
77 64 59 48
62 74 58 63
45 87 27 93
81 80 91 48
70 65 27 70 47 69 88
47 75 89 91
74 75 88 89
72 76 73 78
56 81 100 96
77 87 88 96
58 68 84 89 86 94 96
73 92 96 96
81 95 98 92
65 95 95 96
91 73 100 91
94 30 34 73
82 91 27 57 96 86 92
91 63 94 57
91 73 93 87
94 75 98 83
85 14 33 71
65 72 77 95
92 71 83 69 95 81 90
37 86 95 100
75 77 95 69
72 84 90 91
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TABLE A.6.9
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 10
TIMES WITH S.D./((MEAN/2)+l) AS THE CONSISTENCY MEASURE,
The percentage identification values are for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2 - 3 4
Typist
C 75 71 48 59
84 28 44 97
82 73 66 51 50 51 97
62 66 55 95
77 17 58 46
62 56 50 81
B 45 88 28 94
90 83 96 88
79 67 25 71 51 70 84
50 72 89 90
74 83 83 83
65 76 73 90
K 74 91 95 96
77 93 98 95
72 75 84 92 86 95 96
73 92 96 95
84 95 97 91
69 95 95 97
M 91 69 85 88
94 28 89 75
82 91 27 53 95 93 94
91 64 94 70
91 67 96 86
94 61 100 89
L 85 14 33 68
65 55 48 93
92 74 81 67 95 85 90
36 86 98 100
86 81 95 71
82 86 89 87
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TABLE A.6.10
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.3, FIT BASED ON 10
TIMES WITH S.D./((MEAN/5)+1) AS THE CONSISTENCY MEASURE.
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2  3 4
Typist
75 77 78 91
87 28 63 97
97 77 66 42 50 59 96
66 76 55 95
77 21 60 46
62 21 50 89
84 88 35 93
83 83 96 89
83 78 65 69 79 75 85
83 55 82 87
63 45 83 83
73 76 73 89
81 91 95 100
77 95 98 90
74 78 98 94 95 96 95
73 92 96 95
96 95 95 91
69 95 97 96
87 67 85 96
94 73 82 74
82 90 27 58 96 92 94
91 57 95 60
91 61 97 90
94 61 100 89
85 92 33 67
69 36 43 91
92 75 82 75 95 74 90
37 86 98 100
86 67 95 76
82 86 82 93
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--TABLE A. 6.11
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 15
TIMES WITH S.D./((MEAN/5)+l) AS THE CONSISTENCY MEASURE.
The percentage identification values are given for a 5% 
level of misrecognition for each typing session. The average 
over all the typing sessions is given at the side of the 
sessional values.
Sentence 1 2  3 4
Typist
65 77 57 79
86 43 69 87
83 72 69 65 61 58 93
61 70 49 76
79 64 62 47
59 67 51 78
73 90 34 90
65 79 84 86
76 71 27 66 49 67 85
73 70 80 81
71 63 82 86
71 67 73 87
69 90 95 96
50 98 79 92
50 54 92 93 84 89 92
17 93 94 95
78 93 98 85
65 91 84 93
91 57 100 89
94 33 90 87
86 89 38 54 87 94 94
91 62 94 85
85 60 96 88
89 72 98 89
89 89 33 64
56 44 63 100
86 73 83 76 95 78 88
45 86 92 96
72 76 95 74
89 78 93 93
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TABLE A. 6.12
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.3. FIT BASED ON 5 TIMES
WITH S .D./((MEAN/5)+1) AS THE CONSISTENCY MEASURE.
The percentage identification values are given for a 5% 
level of misrecognition for each typing session. The average
over all the typing sessions is given at the side
sessional values.
Sentence 1 2 3 4
Typist
C 97 66 74 41
52 21 35 84
50 59 37 37 56 50 50 61
48 27 31 83
87 42 50 43
18 28 50 65
B 86 41 67 38
90 67 91 100
76 72 58 57 83 78 56 66
74 65 87 61
46 47 67 72
58 66 73 68
K 88 94 43 100
76 98 100 85
57 64 95 97 93 85 90 94
88 100 95 100
65 95 91 91
66 98 95 96
M 84 69 100 100
94 73 95 94
74 86 17 48 97 85 93 86
72 52 100 51
92 49 100 87
97 26 15 90
98 85 37 50
38 36 33 72
71 63 69 62 95 69 89
39 78 97 85
86 19 73 88
48 86 82 72
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APPENDIX 7
TABLES OF RESULTS FOR TEMPLATE FITTING METHOD _3 OF 
SECTION (4.4)
123
TABLE A.7.1
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 10
TIMES WITH 1.5 S.D.S BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2 3 4
Typist
C 29 45 0 66
49 17 15 9
20 32 45 30 6 7 25 38
15 31 21 31
59 3 0 55
24 38 0 42
B 22 71 60 62
49 48 42 50
40 35 74 54 47 34 56 57
42 45 0 61
29 42 13 57
29 45 42 59
K 88 23 25 4
77 0 0 27
60 57 19 15 14 14 21 37
30 12 14 65
53 19 14 50
30 15 18 45
M 0 29 25 27
23 29 28 45
23 15 59 48 28 30 35 35
10 38 20 32
25 56 50 30
13 74 30 37
L 78 42 69 61
10 44 28 82
60 55 64 50 75 57 68 72
83 50 69 93
53 58 67 53
50 42 33 76
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TABLE A.7.2
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 10
TIMES WITH 2.0 S.D.s BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. "The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2 3 4
Typist
C 20 21 21 0
39 17 17 0
32 31 41 22 14 25 0
27 28 28 0
46 7 7 1
22 17 17 0
B 6 29 29 0
53 45 42 1
47 33 61 38 61 38 0
33 35 35 0
33 19 19 0
24 39 39 1
K 63 31 31 0
74 0 0 1
33 44 12 12 12 11 1
42 4 4 0
9 23 15 1
42 4 4 0
M 8 35 35 4
5 44 44 1
33 13 32 39 32 39 4
18 29 29 1
10 32 32 1
5 62 62 2
L 33 42 44 0
3 31 33 0
43 37 39 47 46 44 1
63 42 46 0
45 36 38 0
38 47 54 0
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TABLE A.7.3
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA WITH THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 10
TIMES WITH 1.0 S.D. BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
L
1 2 3 4
0 38 0 43
0 17 0 36
27 21 55 29 9 8 47
32 24 29 61
32 0 0 31
37 38 0 46
0 58 56 58
49 55 31 21
47 43 71 59 0 19 50
53 48 0 69
40 55 0 36
71 68 29 45
93 19 16 19
56 0 0 31
67 52 19 12 0 5 0
42 12 0 73
70 0 14 72
35 19 0 36
0 29 48 24
25 56 0 33
0 4 65 55 0 41 45
0 62 38 23
0 59 43 26
0 59 33 34
68 56 17 50
0 22 67 68
73 30 64 50 56 51 86
68 33 72 93
78 42 56 84
55 86 42 78
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TABLE A.7.4
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA. WITH THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 13
TIMES WITH 1.5 S.D.s BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
42 59 26 94
54 51 15 44
27 41 72 59 18 13 53 65
32 55 21 65
32 69 0 68
61 45 0 68
29 81 58 68
58 58 24 56
38 40 77 68 69 43 82 71
29 68 20 74
42 68 42 72
47 55 47 73
91 42 36 19
91 0 70 62
56 62 31 35 27 31 38 22
56 15 14 35
53 88 20 20
28 31 16 21
10 53 33 70
38 76 80 82
15 23 76 72 38 46 48 63
30 76 40 72
43 59 48 41
5 91 38 65
90 58 89 57
23 44 28 96
75 73 64 56 86 70 71 74
83 69 83 92
85 39 78 70
83 61 58 76
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TABLE A. 7. 5
PERCENTAGE IDENTIFICATION LEVELS FOR THE TRANSITION TIME
DATA FOR THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 7
TIMES WITH 1.5 S.D.s BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
0 0 0 34
20 21 0 9
22 14 21 13 0 2 34
0 21 12 38
27 3 0 28
0 17 0 29
33 26 33 24
60 48 18 50
49 43 19 55 27 30 44
27 52 0 72
44 6 20 73
44 16 38 58
81 23 16 12
56 0 0 73
0 23 4 10 0 9 31
0 8 14 85
0 0 16 80
0 27 , 7 57
0 35 15 12
45 38 0 30
0 10 59 38 0 13 14
18 41 0 9
0 29 15 17
0 26 35 20
70 28 22 68
10 28 0 92
58 53 28 28 50 42 50
60 28 56 73
73 25 78 71
45 31 44 75
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TABLE A.7.6
PERCENTAGE IDENTIFICATION LEVELS•FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 10 TIMES
WITH 1.5 S.D.s BOUND ON THE TIMES
The percentage identification values for 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the'sessional values.
Sentence 1 2  3 4
Typist
48 55 44 9
0 41 29 6
0 9 31 37 29 34 19
27 52 18 0
5 10 0 0
15 31 0 10
58 100 69 68
27 68 56 38
60 50 68 79 58 57 43
53 77 42 61
51 74 67 46
51 87 53 55
19 35 52 4
16 0 36 50
26 26 65 54 61 58 8
51 77 68 15
16 73 70 8
30 73 66 17
88 74 40 78
70 44 60 83
63 79 62 49 85 58 79
63 62 75 85
78 29 55 76
98 26 25 91
60 75 83 96
43 81 22 89
70 59 81 81 64 47 86
58 83 33 89
63 89 47 89
63 81 33 90
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TABLE A.7.7
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 10 TIMES
WITH 2.0 S.D.s BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
12 34 26 19
22 34 18 3
0 14 31 33 41 29 3 8
12 34 24 6
20 21 41 9
20 41 0 10
51 68 49 65
44 74 56 59
58 44 71 43 52 47 35 33
47 65 47 65
29 77 42 50
36 81 44 36
28 42 66 0
19 0 45 23
23 29 58 38 27 47 10 11
37 4 61 6
49 62 50 19
21 62 30 15
78 62 13 73
72 68 60 94
90 80 29 53 55 54 64 76
70 65 60 91
80 62 55 59
93 35 80 78
45 69 50 11
50 83 25 86
73 65 86 80 36 51 72 68
85 81 61 85
75 64 67 86
63 94 67 70
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TABLE A.7. 8
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.4. - FIT COUNTED ON 10 TIMES’
WITH 1.0 S.D. BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
0 0 26 0
0 31 44 0
0 3 0 28 41 23 0 0
17 97 24 0
0 10 0 0
0 31 0 0
60 100 0 49
29 45 29 41
0 35 52 68 0 27 32 41
31 48 31 36
56 87 47 43
33 77 56 45
28 27 27 0
16 42 36 0
0 14 0 44 34 27 0 0
23 69 39 0
0 62 0 0
14 65 0 0
63 65 53 78
75 41 55 55
63 65 56 37 63 46 55 58
58 26 50 66
58 32 55 38
78 0 3 60
43 92 44 83
35 33 19 97
30 39 42 52 42 23 97 94
45 81 33 97
40 47 0 96
43 19 0 95
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TABLE A.7.9
PERCENTAGE IDENTIFICATION LEVELS FOR THE*- KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 7 TIMES
WITH 1.5 S.D.s BOUND ON THE TIMES ~
The percentage identification values for a 5% level of 
misrecognition are given for each typing' session. -The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence 1 2 3 4
Typist
C 0 45 34 9
0 41 18 12
0 0 31 39 35 22 8 7
0 76 21 0
0 3 25 6
0 38 0 8
B 40 100 56 52
47 81 45 57
40 32 81 57 32 41 32 51
31 84 38 58
18 87 53 42
18 81 23 63
K 14 42 49 0
21 0 43 34
26 17 65 34 65 51 8 10
23 62 60 8
0 81 54 6
19 77 34 11
M 83 65 35 76
60 56 70 88
60 43 ' 61 21 82 54 67 78
68 79 63 89
60 50 52 65
88 29 23 81
L 55 85 42 60
73 77 58 42
63 61 72 68 80 63 61 72
68 72 78 86
55 46 62 74
53 56 58 68
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TABLE A.7.10
PERCENTAGE IDENTIFICATION LEVELS FOR THE KEY HELD TIME DATA
FOR THE FIT METHOD OF SECTION 4.4. FIT COUNTED ON 13 TIMES
WITH 1.5 S.D.s BOUND ON THE TIMES
The percentage identification values for a 5% level of 
misrecognition are given for each typing session. The 
average over all the typing sessions is printed at the side 
of the sessional values.
Sentence
Typist
B
K
M
1 2 3 4
12 59 56 25
37 48 32 28
32 27 31 45 50 50 22 27
44 52 56 25
7 27 50 32
29 55 59 29
67 100 80 91
58 81 80 71
67 65 81 85 80 76 65 54
82 84 62 83
69 87 87 50
49 81 64 56
35 42 61 19
40 0 50 50
70 50 65 54 84 69 35 29
65 62 77 26
26 81 70 14
67 77 73 31
93 65 63 88
78 56 70 85
83 81 61 56 93 66 88 86
78 79 78 97
80 50 70 71
98 29 25 88
68 72 89 97
43 95 76 97
68 63 82 85 73 71 97 97
68 82 73 100
68 92 57 96
63 90 59 98
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