Dyslexia is a common and complex developmental disorder manifested by unexpected difficulty in learning to read. Multiple different measures are used for diagnosis, and may reflect different biological pathways related to the disorder. Impaired phonological decoding (translation of written words without meaning cues into spoken words) is thought to be a core deficit. We present a genome scan of two continuous measures of phonological decoding ability: phonemic decoding efficiency (PDE) and word attack (WA). PDE measures both accuracy and speed of phonological decoding, whereas WA measures accuracy alone. Multipoint variance component linkage analyses (VC) and Markov chain Monte-Carlo (MCMC) multipoint joint linkage and segregation analyses were performed on 108 families. A strong signal was observed on chromosome 2 for PDE using both VC (LOD ¼ 2.65) and MCMC methods (intensity ratio (IR) ¼ 32.1). The IR is an estimate of the ratio of the posterior to prior probability of linkage in MCMC analysis. The chromosome 2 signal was not seen for WA. More detailed mapping with additional markers provided statistically significant evidence for linkage of PDE to chromosome 2, with VC-LOD ¼ 3.0 and IR ¼ 59.6 at D2S1399. Parametric analyses of PDE, using a model obtained by complex segregation analysis, provided a multipoint maximum LOD ¼ 2.89. The consistency of results from three analytic approaches provides strong evidence for a locus on chromosome 2 that influences speed but not accuracy of phonological decoding. Molecular Psychiatry (2005) 10, 699-711.
Dyslexia, or specific reading disability, is a complex neurobehavioral disorder that affects 5-10% of school-aged children. 1, 2 It is manifested by unexpected difficulty in learning to read, not attributable to general cognitive delay, psychiatric or neurologic disorder, or sensory impairment, given usual or typical instruction. It is characterized by early difficulties in learning to name letters and associate sounds with letters, subsequent difficulties in pronouncing pseudowords and real words without sentence context or meaning cues, and later problems with fluent reading and spelling. 3 Diagnosis is usually made during elementary school years, but is complicated by variation in educational experience and developmental changes in phenotypic expression. 4 Although with appropriate educational intervention, most affected individuals eventually achieve some proficiency in reading and writing skills, deficits in fluent oral reading and spelling often persist into adulthood [5] [6] [7] [8] [9] and may have long-term educational, economic, and social repercussions.
Initial input to the reading system is written words, which are then converted to overt speech during silent reading or sound-based mental representations during silent reading. This conversion process for an alphabetic language involves storing words in phonologically coded temporary memory, languagespecific correspondences between letters and sounds, and conscious awareness of the sounds in auditory words. 10 Phonological processing deficits, which are a core deficit in dyslexia, [11] [12] [13] [14] may persist even in adults whose dyslexia appears to be 'compensated'. 6, 9, [15] [16] [17] [18] Multiple lines of evidence have led to the consensus that dyslexia has a genetic basis. 18, 19 Rare families have been described in which dyslexia as a categorical diagnosis appears to be transmitted as a single gene defect 20, 21 and there is evidence for transmission patterns of dyslexia-associated sub-phenotypes consistent with Mendelian modes of inheritance. [22] [23] [24] However, studies in the general population show that dyslexia and its component processes are genetically heterogeneous and likely involve the influence of multiple genes. Targeted and genome-wide linkage analyses have reported possible localizations for genes contributing to reading and spelling and a variety of related processes on chromosomes 1p34-36 (DYX8) 25, 26 , 2p16-15 (DYX3) 20, [27] [28] [29] , 3p12-q13 (DYX5) 21 , 6p21.3 (DYX2) [30] [31] [32] [33] [34] [35] , 6q13-16.2 (DYX4) 36 , 11p15.5 (DYX7) 37 , 15q21 (DYX1) 32, [37] [38] [39] [40] [41] [42] , and 18p11 (DYX6) 27 . Given the importance of the phonological system for reading proficiency, we previously performed a detailed genetic analysis of phenotypes related to this system. Oligogenic-trait and complex segregation analyses (CSA) were performed for quantitative scores on measures of several reading-related processes. 24 The quantitative phenotypes used in these analyses included two measures of phonological decoding: the phonemic decoding efficiency (PDE) subtest of the prepublication version of the Test of Word Reading Efficiency 43 (TOWRE) and the word attack (WA) subtest of the Woodcock Reading Mastery TestRevised 44 (WRMT-R). PDE measures both accuracy and speed of phonological decoding, whereas WA measures accuracy alone. The data supported the involvement of one or more genes of major effect for these quantitative phenotypes. 24 When PDE or WA were included as a covariate for the other measure, a major gene model remained for PDE but not for WA, suggesting that there is at least one additional gene of major effect for PDE that is not shared by WA. We then performed linkage analyses of continuous measures of accuracy and efficiency of phonological decoding and accuracy of single real word reading to specific regions on chromosomes 2p, 6p, 15q, and 18p, for which evidence of linkage had been reported by other groups. 42 Supportive evidence for linkage of single real word reading to chromosome 15q21 was found. However, no positive linkage signals were observed in the four selected regions for the phenotype of accuracy and efficiency of phonological decoding, despite our evidence for a major gene effect. These results suggest that other loci influencing phonological decoding await to be identified through a full genome scan on these pedigrees.
Here we present a detailed genetic analysis of two measures of phonological decoding. For increased power, we use quantitative phenotypic data from all subjects in nuclear and extended families and perform additional targeted investigations of interesting regions identified in a genome scan. Results obtained from three analytic methods provide evidence for a locus on chromosome 2q that influences rate of phonological decoding.
Methods

Subjects
Detailed recruitment and evaluation procedures have been described previously. 4, 45 Under a protocol approved by the Institutional Review Board of the University of Washington, families were initially identified through school age children with reading difficulties. Individuals were included if they met the following criteria, based on scores from 10 specific qualifying tests in a battery of 23 tests plus an IQ test administered by the research team. The test battery is described elsewhere. 4, 45 Probands had to have a prorated verbal IQ (VIQ) Z90 (Z25%ile) on the Wechsler Intelligence Scale for Children-3rd Edition, 46 and score below the population mean and at least 1 standard deviation below their VIQ on at least one of 10 of the measures of accuracy and speed of single real or nonword reading, accuracy or rate of oral reading of text, spelling, or handwriting automaticity. In fact, most probands were impaired on most or all of the 10 measures. 4 Children with neurological or psychiatric disorders, pervasive developmental disability, or other medical diagnoses or disabilities known to be associated with poor reading were excluded as probands. Comorbid attention deficit/hyperactivity disorder was not a cause for exclusion. All first-degree relatives of at least 6.5 years of age were invited to participate, and those who consented were administered the same battery of 23 tests as the proband. For the most part, these nuclear families were extended through parents who had evidence of reading or writing disabilities, as demonstrated by impairment on at least one of the 10 qualifying measures. For most of the studies reported here, the subject population consisted of 874 individuals in the 108 pedigrees that qualified for the study by March 2000. The ethnic background of these probands was as follows: Caucasian (95), Asian (2), Native American (5), African-American (2), Hispanic (3), and East Indian (1). An additional 127 nuclear and extended pedigrees, collected more recently, were phenotyped but not genotyped. These families were included in a few analyses, such as segregation analyses by maximum likelihood, which could benefit from the additional information that the large sample size (235 pedigrees) provided for trait model estimation.
Phenotypes
The continuous phenotypes of phonological decoding ability considered here were measured by the WA subtest of the WRMT-R 44 and PDE subtest of the prepublication version of the TOWRE. 43 The WA test measures the accuracy but not the speed of phonological decoding. It consists of 45 increasingly difficult pronounceable nonwords presented one at a time, until the subject mispronounces six nonwords in a row or the series is completed. The score is the number correctly pronounced. The score is then converted to age-specific normal deviates with a mean of 100 and SD of 15 
Genotypes
Of the total 874 individuals in 108 pedigrees, 438 individuals in 51 pedigrees (Subset 1) were selected for genome-wide genotyping based on power to detect linkage for NWM, a measure of ability to reproduce orally an aurally presented pseudoword stored in temporary memory, which is strongly predictive of various impaired reading and spelling skills associated with dyslexia. 24, 45 The remaining 57 families, Subset 2, were not submitted for genotyping but were included in both Markov-chain Monte Carlo (MCMC)-based segregation analysis and CSA because they provide additional information about the genetic basis of the traits. Together, subsets 1 and 2 make up the family set used in a prior analysis that investigated four specific regions with previous reports of linkage, 42 with the following exceptions: one previously used family was omitted because an individual in the pedigree was found to have Klinefelter syndrome, a known cause of learning disabilities, 51, 52 and a recently discovered pedigree error removed eight individuals of a second family. Two other families were erroneously included in the Chapman et al 42 analysis, but because no phenotype or genotype data were available for these families, they did not affect the previous results.
DNA was extracted from leukocytes or Epstein-Barr virus-transformed B-lymphoblastoid cell lines as previously described. 53 A 10-cM (on average) genome-wide scan was performed by the NHLBI Mammalian Genotyping Service, Marshfield, WI, using screening set 10 (405 STRP markers, including 378 autosomal markers), on DNA from Subset 1. 42 The genotype data were checked for Mendelian inconsistencies and highly unlikely genotypes, and potential genotype errors were resolved as described previously. 42 Two markers were removed because of excessive errors and missing data and a third marker was removed because it was found to be a duplicate. The set of markers used for the initial genomewide scans consisted of the remaining 375 autosomal markers from screening set 10 plus 13 additional markers on chromosomes 2p (D2S391, D2S337, D2S2368), 6p (D6S299, D6S276, D6S1629), 15q (D15S132, D15S143, D15S978, D15S117) and 18 (D18S1150, D18S453, D18S1107), which were typed earlier in our laboratory. 42 For the current study, based on the results from the genome scans, additional markers were genotyped in regions of interest on chromosomes 2, 11 and 16. These markers-D2S1326, D2S2241, D2S142, D11S987, D11S1314, D11S937, and D16S3100-were identified from the Marshfield genetic maps and obtained from Research Genetics (Huntsville, AL, USA), Applied Biosystems (Foster City, CA, USA) or IDT (Coralville, IA, USA). DNA amplifications were done with the GeneAmp PCR system using conditions suggested by the manufacturer, with slight modifications. PCR products were diluted, pooled and size-separated on an ABI 310 Genetic Analyzer. Alleles were analyzed with Genotyper (v 2.5), and proofread for accuracy by two independent investigators. The mean percentage of individuals genotyped, including those for whom DNA was not available, was 79% for screening set 10, with ranges of 71-83%. As the families are well genotyped, we do not expect the results from statistical analyses to be sensitive to small changes in the estimated marker allele frequencies.
In general, we used the Marshfield map (http:// research.marshfieldclinic.org/genetics) with two exceptions: (1) If there was considerable disagreement between the Marshfield and deCODE maps, 54 we used our data set to resolve the marker order and distances; (2) If there was a large disagreement between the Marshfield map and our data set that could not be resolved, we used the distances provided in the deCODE map if possible, or if not we used our data set to estimate distances. On chromosome 2, the distance between D2S1326 and D2S2241 was almost twice as large, and the distances between markers D2S2241, D2S142 and D2S1353 were considerably smaller, in the deCODE map than in the Marshfield map. The intermarker intervals, as estimated from our data set, were much closer to the deCODE values. Therefore, we used the deCODE distances for the intervals D2S1326-D2S2241-D2S142-D2S1353, and we estimated the location of D2S1399 between D2S1326 and D2S2241 from our data set by maximum likelihood estimation using FASTLINK. 55 We modified the map for chromosome 15 using data from the deCODE map and our own sample, as described. 42 In addition, for chromosome 11, we analyzed our sample to estimate the distances between D11S2365 and D11S4459 and the adjacent markers by maximum likelihood. We used the deCODE map distance between D11S987 and D11S4459 to place marker D11S987 (because our marker order disagreed with Marshfield's for the nearby markers D11S2006 and D11S2363) and the Marshfield map to place the other two markers (because they were not shown in the deCODE map). These placements agreed reasonably well with estimates of intermarker distances based on our data set. We obtained the following map distances: D11S2365-(0.34 cM)-D11S4459-(1.00 cM)-D11S2006-(1.69 cM)-D11S2363. The order of the last two markers is reversed relative to the Marshfield map. Marker positions were converted from Kosambi cM to Haldane cM for use in analyses. Unless otherwise specified, locations are hereafter given in Haldane cM.
Statistical analyses
We used several analytic approaches to take advantage of complementary strengths of individual methods. For the genome scans, linkage analyses were performed with both variance component (VC) linkage analysis and Bayesian Markov chain Monte Carlo (MCMC) joint oligogenic segregation and linkage methods. Both approaches work well for linkage detection of complex traits. [56] [57] [58] [59] The VC approach has the advantages that it is relatively familiar to readers and does not require assumptions about details of the QTL models; disadvantages include poor resolution of QTL localization, 60, 61 sensitivity to skewness or kurtosis of the trait distribution, 62, 63 and sensitivity to selective pedigree ascertainment. [64] [65] [66] The MCMC approach has advantages such as ability to provide relatively accurate QTL localization, 67 robustness to details of pedigree ascertainment and to underlying distributional assumptions for QTL localization and estimates of trait models, at least for the more influential QTLs, 68 ability to indicate the underlying model complexity, and ease of summarizing multidimensional models; 69 disadvantages include the less familiar Bayesian framework, and the assumption of diallelic QTLs. For follow-up analysis of regions with positive evidence of linkage, we also computed parametric LOD scores. We used both complex segregation analysis (CSA) and Bayesian MCMC oligogenic segregation analysis to explore trait models and to estimate trait model parameters needed for these LOD score analyses. Trait models from both analysis methods were compared to verify model similarity, and the point estimates from the CSA were used in the linkage analyses. Some trait model inaccuracy is to be expected because of the assumption of diallelic QTLs or because of inability to partially or fully correct for pedigree ascertainment. However, linkage detection with parametric approaches is well-known to be robust to parameter misspecification, 61, 70, 71 with only modest reduction in power to detect linkage 61, 72 even under multilocus inheritance models that are analyzed under single locus models. 73 An inflated trait allele frequency or consequent contribution to the variance is the major expected effect of failure to adjust for ascertainment. 74 This inflated allele frequency may actually be beneficial for robust linkage detection and relatively accurate localization because artificially high trait allele frequencies can compensate for model misspecification in model-based linkage analysis. 75 Unless otherwise noted, models always included VIQ, sex, and age (separate linear effects in children and adults, using age 25 years as the cutoff) as covariates. For segregation analysis, variance components analysis, and MCMC joint segregation and linkage analysis, phenotype data from both subject subsets 1 and 2 were used to provide as much information as possible for estimating the genetic model, because these methods all make use of the phenotypic data in all pedigrees. For parametric linkage analysis, only subset 1 was used because the analysis model is prespecified, and thus subset 2 provides no additional information pertinent to the linkage analysis.
Segregation analysis We had previously carried out a full segregation analysis for identifying trait models and estimating model parameters for subject subset 1 only. 24 We were concerned that selection of the subset 1 families on the basis of a correlated phenotype, NWM, might bias the parameter estimates and therefore affect the linkage analysis reported here. Therefore, using methods described elsewhere 24 and including the complete set of families (subsets 1 and 2 plus the 127 additional ones, except for one family with a pedigree structure too complicated to use in S.A.G.E.), we re-estimated the parameters of the Mendelian trait model, using class D of the logistic regression models of Bonney, 76 implemented in the REGC program in S.A.G.E. 77 This larger set of families was used for model estimation to reduce the bias inherent in the selection of the smaller (genotyped) data set based on power to detect linkage to NWM. For example, the effect of ascertainment in the genotyped families could lead to more biased estimates of trait model allele frequencies. We did not fit a mixed model, because only the Mendelian model can be used in parametric linkage analysis, but we did assess the adequacy of fit of models by comparing the Mendelian to an environmental model, and by fitting vs fixing the value of the heterozygous transmission parameter.
Variance components (VC) analyses The VC approach involves partitioning the variance of the trait of interest into components due to covariates, component(s) due to a major gene at a particular location, and a polygenic component. Estimation of both major gene and polygenic component(s) requires the use of genetic data in the form of pairwise identity-by-descent (IBD) sharing between relatives. In each region of interest, exact single-marker and multipoint IBD scores were calculated at each marker locus, using Merlin. 78 Merlin was able to calculate the IBD scores for all families without trimming individuals. These IBD scores were used to estimate variance components using SOLAR 2.1 79 (http://www.sfbr.org/sfbr/public/software/solar/). Three models were fit at each marker locus-M0, the null polygenic model; M1, an additive model, where the additive variance due to a QTL at that location is estimated, and the dominance variance due to that QTL is assumed to be zero; and M2, a dominance model, where the additive and dominance components of variance due to a QTL at that location are both estimated. Models M1 and M2 had a residual polygenic component, and in all models, the polygenic component was assumed to be additive. LOD scores were obtained by comparing the loglikelihoods of either M1 or M2 to M0. As M0 represents the case where the variance is constrained to the boundary of the parameter space, the distribution of 4.6 times the LOD score for M1 is a 50 : 50 mixture of a w 2 distribution on one degree of freedom and a point mass at zero. The LOD score for M2 has a more complicated distribution that is a mixture of w 2 random variables, 80 but conservatively, one can use the w 2 with the higher degrees of freedom. To distinguish the type of LOD score reported, we use the term VC-LOD to indicate results from VC analysis, and LOD or LOD max to indicate LOD scores or maximum LOD scores from parametric analysis (see below). Whole-genome scans using both VC and MCMC approaches consisted of separate analyses over the individual chromosomes.
MCMC segregation and linkage analyses Segregation analyses and joint segregation and linkage analyses were carried out using Loki version 2.4.5 (http://www.stat.washington.edu/thompson/Genepi/ Loki.shtml). This approach allows analysis of a quantitative phenotype, using simultaneous modeling of multiple trait loci and multiple marker loci on pedigrees of any size. Loki estimates posterior distributions of numerous parameters using a Bayesian reversible-jump MCMC sampler, 81 conditional on the data and prior distributions on several parameters. 82 A Poisson distribution with mean 2 was used for the prior distribution for the number of QTLs. Genotype effects were sampled from a prior normal distribution with mean 0 and variance t b . Optimal values of t b were chosen by maximizing the mean total genetic variance in a segregation analysis. A uniform distribution over the genome was used for the location of QTLs. Adequacy of assumed prior distributions and of the resulting MCMC samples were evaluated with methods described elsewhere. 68, 82 An analysis with Loki yields posterior distributions for the number of QTLs (total QTLs and QTLs with significant effect), the allele frequencies and genotype effects for each QTL, and, in linkage analyses, the locations of linked QTLs. We report results as intensity ratios (IRs) which are ratios of the number of QTLs accepted in a particular small region relative to the number expected if the distribution of QTLs were uniform across the genome, given the posterior mean of the total number of QTLs per iteration. In regions with a positive linkage signal, the IR is conservative relative to the Bayes' factor that is sometimes calculated from the posterior distributions of QTL location. 68 For the current work, 200 000 MCMC iterations were performed and IRs were calculated over 2-cM intervals with map locations of signals reported at the centers of these intervals. The bin size is arbitrary, but extensive experience with these methods suggests that results are insensitive to the precise bin size selected, as long as the bins are smaller than the intermarker intervals.
Oligogenic segregation analyses were performed with Loki in the same manner as linkage analyses, except that the genetic marker data were omitted and each analysis included only 50 000 iterations of the sampler after burn-in. Each iteration of such a segregation analysis yields, among other results, values for the total genetic variance over all QTLs, an effect size (defined as the square root of the genetic variance) for each QTL, and the residual (environmental) variance. We defined the 'largest QTL' in each iteration as the QTL with the largest effect size. Any iteration in which no QTLs were fitted was assigned a largest QTL size of zero.
Detailed regional analyses Model M2 was used for the genome-wide VC linkage analysis because of evidence from the segregation analyses that there was some dominance in the models. Regions where the VC-LOD score for model M2 exceeded 1.5 or where the MCMC IR exceeded 5.0 were further evaluated. These cutoffs were selected to distinguish apparent signals from background noise. The maps used for the whole-genome scans reflect changes made later, when additional markers were typed for finer scale mapping of regions of interest, as described below; the extra markers were not included in the genome scans.
Parametric LOD score analyses Parametric LOD score analyses were carried out using FASTLINK, 55 with genetic models obtained from segregation analysis, as described above, using the pedigrees and phenotypes from the entire set of 235 families. LOD scores were computed both with and without allowing for locus heterogeneity because many of the pedigrees are small and do not have sufficient power to individually provide evidence of linkage, and therefore heterogeneity. As in all cases the likelihood maximized under a model of homogeneity, results for the heterogeneity LOD scores are not shown. Heterogeneity LOD scores were calculated using HOMOG. 83 Phenotypes were preadjusted with the same covariates included in VC and MCMC analyses, by taking the residuals from a linear regression of the phenotype on the covariates. Covariate adjustments were performed using ordinary linear regression, and residuals from the regression were used as trait values. Due to computer memory constraints, a maximum of three markers were included in each of these analyses. In all such multipoint analyses, sliding windows of three contiguous markers were used.
Significance of VC-LOD scores The significance of the strongest VC-LOD score was evaluated by simulation. For the VC approach, it is possible to obtain a theoretical P-value for a particular LOD score if pedigrees have been selected without reference to the phenotype so that the assumption of bivariate normality holds between the phenotypic distribution and marker identity-by-descent distribution, and if the model contains only an additive component. However, because the probands for genotyping were selected for both dyslexia and informativeness for NWM, which is highly correlated with PDE, 45 the first assumption may be violated. Therefore, a study was performed in which observed phenotypes were used and transmission of a single unlinked marker was simulated 5000 times to compare observed to theoretical P-values, based on a 50 : 50 mixture of a point mass at 0 and a w 2 distribution with one degree of freedom, for a single locus analysis. Simulation studies for P-values across the whole genome are impractical because of unmanageable computational demands.
Results
Oligogenic segregation analysis
We performed MCMC oligogenic segregation analyses for PDE, WA, and PDE adjusted for WA using the same data set as for the whole-genome scans (see below) to examine the importance of the single QTL with largest effect size fitted in each iteration. For both PDE and WA, the mean total genetic variance (total s G 2 ) over all QTLs accepted in the model was roughly half the total trait variance (s T 2 ) after adjustment for covariates (Table 1, columns 1 and 2) . However, the single QTL of largest effect for PDE accounted for nearly two-thirds of s G 2 , on average, whereas the single largest WA QTL accounted for less than half (columns 3 and 4). There is a corresponding difference in the mean number of QTLs of significant effect (here defined as accounting for at least 10% of s T 2 ), with an extra 0.5 such QTLs accepted on average for WA (column 6). When WA is included as a covariate in a segregation analysis for PDE, s G 2 was reduced by more than two-thirds ( Table 1) . As s T 2 , after adjustment for covariates, dropped by less than half with adjustment for WA ( Table 1 , Total Var), the percentage of s T 2 explained by genetic factors (QTLs) fell from about 55 to about 30% with adjustment for WA. However, the single QTL of greatest effect accounted for much more of s G 2 , on average, for PDE adjusted for WA than for PDE alone. As a result, although the QTL of largest effect accounted for less of s T 2 after adjustment for WA (column 5), the number of QTLs of significant effect was much smaller after adjustment for WA. The net effect of adjustment of PDE for WA was, therefore, to remove approximately one of the two QTLs of significant effect size.
Initial genome scan results
The genome scan for PDE identified one strong and two more modest linkage signals (Figure 1a and b) (Figure 1a and b) . Both methods of analysis identified the chromosome 2 region as being that with the strongest support for linkage. However, the relative support for the chromosome 11 and 5 locations differed between the two methods, with the MCMC approach providing stronger support for the chromosome 11 location, and the VC approach providing stronger support for the chromosome 5 location.
Similar to results for PDE, the genome scan for WA identified one strong signal, and several more modest signals (Figure 1c and d) . The strongest signal for WA is on chromosome 16 (64 cM ¼ D16S753, VC-LOD ¼ 2.47; 69 cM, IR ¼ 22.5). There were also signals identified by both methods in two regions on chromosome 1 at 139 cM (GATA124C08) and 183 cM (D1S1679), one on chromosome 19 at 37 cM (D19S586) and one on chromosome 22 at 15 cM (D22S686) that also exceed the threshold for a 'region of interest'. In addition, for WA a region around 145-150 cM on chromosome 8 near D8S1128 yields a relatively strong signal with the VC method, but not with the MCMC approach.
Adjustment of PDE with WA as a covariate affected some, but not all of the PDE linkage signals, and provided evidence for a new location (Figure 1e and f). Again, there was general agreement in the results between the two methods of analysis. Adjusting for WA considerably enhanced the MCMC signal on chromosome 2 (IR ¼ 74.2). In contrast, the VC signal on chromosome 2q is weakened by the covariate adjustment (VC-LOD ¼ 1.65). Including WA as a covariate had a similar effect on the signal on (Figure 1e and f). Multipoint parametric LOD score analysis of this region provided suggestive evidence for linkage. As for chromosome 2q, the increase in the multipoint LOD score (LOD max ¼ 2.00 using markers D10S2327, D10S2470 and D10S677) compared to the highest single marker LOD score in the region (LOD max ¼ 1.83, D10S2470) is consistent with linkage. This evidence for linkage is further supported by LOD scores above zero for four consecutive markers in the region (D10S2327, D10S2470, D10S677, and D10S1239). There were also some differences in results obtained with the two methods: Modest MCMC signals on chromosomes 4 and 5q were not supported by VC analysis, and one signal on chromosome 2p was only weakly supported by VC analysis.
Detailed regional analyses
Additional markers were genotyped in the regions of interest on chromosomes 2, 11 and 16. The parametric analyses incorporated models obtained by complex segregation analysis ( Table 2 ). The models all assume a two-allele disease locus with three distinct genotype means, and do not include residual polygenic effects. Models for all three phenotypes are partially dominant with a rare homozygous genotype mean more than one SD below the adjusted trait mean of 0. The genetic variance attributable to each model is similar to the mean genetic variance of the largest QTL from the corresponding MCMC segregation analysis (Table 2) .
Chromosome 2q Inclusion of additional markers on chromosome 2 provided statistically significant maximum VC-LOD scores of 2.99 and 3.00 for M1 and M2, respectively, at D2S1399 (Figure 2a) . The maximum IR was 59.6 at this marker. The increase in parametric LOD scores obtained with multipoint analysis compared with single marker analysis supports this evidence for linkage to this region. Results of two-point parametric analysis are given in Table 3 Results of multipoint analyses for PDE adjusted for WA are consistent with the evidence for linkage to chromosome 2 obtained for unadjusted PDE. The LOD max from multipoint analysis using the additional chromosome 2 markers increased compared to single marker analysis, and gave maximum evidence for linkage at D2S1399. VC-LOD ¼ 1.87 for both M1 and M2 and the IR ¼ 110.8 (Figure 2b ). Parametric single marker LOD scores were maximized at y ¼ 0 for all markers, with LOD max 40 at D2S1334 (LOD max ¼ 1.32) and D2S1399 (LOD max ¼ 1.21). Multipoint parametric LOD scores increased to LOD max ¼ 2.05 for the set of markers D2S1399-D2S2241-D2S142 (Figure 2b ).
Chromosome 11q Addition of three new markers to chromosome 11 had little effect on the strength of signals obtained. Analysis was complicated by the need to re-estimate the map because of discrepancies between the Marshfield and DeCode maps, and because not all markers were on all maps. Two-point analysis with marker D11S1314 provided VC-LOD ¼ 1.54 and 1.91 for PDE and PDE adjusted for WA, respectively (Table 4) . However, multipoint VC-LOD scores were below 1.5 for both phenotypes (Figure 3) . For the MCMC analysis, the maximum IR for both PDE and PDE adjusted for WA were similar for both multipoint analysis ( Figure 3 ) and for the highest IR in single marker analysis (Table 4 ): for PDE, IR ¼ 17.1 for both multipoint analysis and for D11S1314 alone; for PDE adjusted for WA, IR ¼ 30.9 for multipoint analysis and IR ¼ 34.7 for D11S1314 alone. Maximum two-point parametric LOD scores of 2.32 and 1.66 were obtained for PDE at marker D11S1314 and PDE adjusted for WA at marker D11S937, respectively. LOD max was below 1.5 for all marker sets for PDE, but reached 1.84 for PDE adjusted for WA for the marker set D11S937-D11S2002-D11S2000. Table 3 Two-point parametric LOD scores for PDE on chromosome 2, based on the analysis model described in Table 2 Recombination fraction (y) Asterisks denote markers typed locally; bold values denote maximum LOD score for a marker.
Chromosome 16q
The inclusion of one extra marker (D16S3100, 57.7 cM) slightly strengthened both VC and MCMC multipoint signals for WA on chromosome 16, but had little effect on the parametric LOD scores based on the CSA model for WA ( Table 2 ). The maximum multipoint VC-LOD ¼ 2.86 at D16S753 (64 cM) and the IR ¼ 30.0 at 63 cM; the signal produced by VC and MCMC analyses covers a large interval of approximately 20 cM (Figure 4 ). The multipoint parametric LOD scores for all three-marker sets maximized at D16S3100, but all LOD max o1.4 ( Figure 4 ).
Statistical significance of VC-LOD scores for PDE on chromosome 2
Simulation-based estimates show that the theoretical and empirical P-values for VC model M1 agree well for PDE and the marker D2S1399 (Table 5 ) based on 5000 simulated sets of genotypes on these pedigrees. Therefore, theoretical P-values for the VC-LOD scores obtained under an additive model appear to represent accurately the correct significance levels for this phenotype. The single marker VC-LOD score of 1.94 corresponds to a theoretical P-value of 0.0014 and the multipoint VC-LOD score of 2.99 to a theoretical Pvalue of 0.0001. As the observed single marker and multipoint VC-LOD scores for the additive and dominance models were so similar (1.94 and 2.06 for single marker and 2.99 and 3.00 for multipoint analyses, respectively), there is little evidence for a dominance component, so that in this case interpretation of the evidence for linkage with a dominance component is essentially identical to that with only an additive component. In addition, although a full simulation to evaluate genome-wide significance levels is impractical, resorting to application of a highly conservative Bonferroni correction, assuming 400 independent tests for markers across the genome, indicates that the multipoint result remains significant at Pr0.04.
Discussion
There are many different approaches that can be taken to unraveling the genetic basis of a complex trait such as dyslexia. These choices include sib pair vs family studies, association vs linkage analyses, targeted candidate regions vs genome-wide marker evaluation, multivariate vs composite vs univariate phenotype, broad and general phenotyping vs in-depth evaluation of a single phenotype. Each approach has its strengths and weaknesses. We chose to do in-depth analyses of single measures in whole families for greater power and computational feasibility, and targeted phonological decoding for our initial study because of evidence for its particular importance in dyslexia.
We present evidence for a location on the proximal portion of the long arm of chromosome 2 (Bq22.3) that influences speed, but not necessarily accuracy, of phonological decoding. The consistency of results from three analytic approaches strengthens this conclusion. Our previous segregation analyses found evidence for a major-gene or oligogenic model for the measure, PDE, which reflects both rate and accuracy of phonologic decoding, whereas the accuracy component, as measured by WA, was explained best by a polygenic model. 24 In languages such as German, Italian and Finnish, with a more regular orthography than English, low reading speed, rather than accuracy of reading, is a prominent and persistent problem for dyslexics. [84] [85] [86] [87] [88] It has also been suggested that processing speed decreases more with aging in dyslexics as compared to nondyslexic individuals. 88 Therefore, in these countries, speed or automaticity of reading appears to be the seminal deficit. We have also found that impairments in efficiency (or rate) of phonological decoding remained stable from childhood to adulthood, despite varying degrees of compensation for reading text. 89 The consistency of these observations suggests that impaired speed of decoding may be a fundamental component of dyslexia in all languages.
The sharp decrease in total genetic variance of PDE estimated with additional adjustment for WA suggests that PDE and WA share important genetic determinants. This is not surprising given their high correlation. 45 More intriguing is how the changes in total genetic variance and the contribution of the largest QTL to that variance might explain the differences in the linkage results between VC and MCMC results for PDE adjusted for WA. With VC analysis, the total genetic variance contribution at a particular location determines the signal strength, while in the oligogenic trait analysis acceptance of models with a single (usually large) QTL in a particular location, relative to the contribution of other QTLs in the model, determines the IR. Therefore, a QTL corresponding to the largest QTL affecting PDE with and without adjustment for WA might be expected to give a reduced signal in VC after adjustment, because it accounts for somewhat less of the total variance than it does in PDE alone. In contrast, the signal from this same QTL in the oligogenic trait analysis will be diluted less by other QTLs (because it accounts for nearly all the genetic variance) after adjustment for WA, and so the IR for this signal is expected to be enhanced with covariate adjustment. The linkage signals on chromosomes 2 and 11 both showed a pattern consistent with this interpretation: the VC-LOD dropped with adjustment of PDE for WA, while the MCMC IR increased. D16S2616  D16S748  D16S764  D16S403  D16S769  D16S3100  D16S753  D16S3396  D16S3253  GATA138C05 LOD Score log(IR) Figure 4 Multipoint analyses of WA on chromosome 16, including marker D16S3100. VC-LOD scores, MCMC log IR and parametric LOD scores are indicated as in Figure 2 . The parametric LOD score analysis is shown for the marker combination (bold italic) D16S3100-D16S753-D16S3396. See Figure 2 for explanation of line styles and Regions on chromosomes 11q11-13 (79.5-94 cM) and 5p15 (25 cM) identified in our analyses provided weaker, but suggestive, signals in the VC analysis for PDE. In an earlier genome scan that identified a chromosome 18 location, there was also a discernible peak at D11S1314 at 79.5 cM for a composite measure of accuracy and speed of pseudoword reading using the DeFries-Fulker linkage analysis method (P ¼ 0.007) in a US sample. 27 That study also obtained P-values o0.01 for markers on chromosome 5p15 spanning the region identified in our study (D5S406 at 12.3 cM in the UK sample and D5S416 at 31.4 cM in the US sample) with measures of phonological decoding. Perhaps, it is the speed component of these phenotypes that is responsible for the signal. As was seen for chromosome 2, the MCMC signal was markedly increased in the analysis of PDE that included WA as a covariate.
Two potential novel locations on chromosome 10q, not seen in the analysis of either PDE or WA alone, were uncovered in the analysis of PDE adjusted for WA. The double peak may represent two QTLs or may result from some model or undetected data misspecification. The increased signal strength on chromosome 10, particularly for PDE with adjustment for WA, suggests that multiple genes contribute to PDE, but only some of these also contribute to WA. Adjustment of PDE for WA essentially removes the effects of these shared loci, leaving the simpler effects of the unshared gene(s) contributing to PDE for the linkage analysis. The pattern of linkage analysis results suggests that in our data set QTLs contributing primarily to PDE may be segregating on chromosomes 2, 10, and 11; QTLs contributing primarily to WA may be segregating on chromosomes 8, 16, 19, and 22; and QTLs affecting both traits may be segregating on chromosomes 1, 4, and 5.
The chromosome 2q locus identified here has not been identified in other genome scans for dyslexiarelated phenotypes. 20, 21, 27, 29 Conversely, we found no evidence for linkage of phonological decoding accuracy (as measured by WA) or accuracy and speed (as measured by PDE) to locations on chromosomes 1p34-36 (DYX8), 2p16-15 (DYX3), 6p21.3 (DYX2), 11p15.5 (DYX7), 15q (DYX1), and 18p11 (DYX6) previously implicated in phonological decoding by others. For a complex and heterogeneous disorder, it is not surprising that different research groups have identified unique locations and have not always found supportive evidence for locations reported by others. The studies are usually not directly comparable as there are differences in phenotypes evaluated, ascertainment schemes, eligibility criteria, and analysis methods. In many studies, the phenotype/trait studied is not exactly comparable to that used in this study. For example, the factor score used by Cardon et al 30, 31 to provide evidence for linkage to chromosome 6p incorporated performance on tests of real word reading only. The phenotypes most strongly associated with the reported locus on chromosome 18p11.2 in a US sample and two United Kingdom samples were single word reading and phoneme awareness. 27 In the same study, for phonological decoding, a modest effect of this location was seen only in the US sample. Similarly, the phenotypes implicated in the region of chromosome 15q21 with prior evidence of linkage are single word reading 32, 42 and spelling. 40 This lack of replication of these other regions in our study does not imply exclusion of other reported locations, for several reasons. First, for a heterogeneous disorder such as dyslexia, only subsets of families may show an influence of a particular gene on the phenotype. Only certain study populations may have sufficient segregation in these families/sib pairs to detect linkage. Second, each of the subphenotypes measured for the mapping studies is itself a complex phenotype that is likely comprised of several more basic processes, not individually studied. Different measures may tap these more basic processes to a different extent; therefore, the trait analyzed by different groups may not be directly comparable. Finally, impairments in one of these underlying basic processes may be contributing more to the phenotype in one study population than in another.
Multivariate approaches may detect broad but subtle influences of a location on more than one of the component phenotypes studied. 90 However, by analyzing one phenotype in depth we have greater confidence in the signal because the analyses are less dependent on distributional assumptions that are hard to validate. Although there may also be shared genetic factors, our results presented here provide evidence that there are distinct genetic factors that govern accuracy and rate of phonological decoding. As only one subject sample was studied, these results will need to be replicated in other samples. It is possible that the putative gene at chromosome 2q influences efficiency of other component processes in reading. Further studies will be needed to investigate this possibility.
Development. Some of the results of this article were obtained by use of the program SAGE, which is supported by a US Public Health Service Grant (1 P41 RR03655) from the National Center for Research Resources.
Electronic database information
URLs for data and programs in this article are as follows: 
