Abstract. We consider the generation of samples of a mean-zero Gaussian random field with Matérn covariance function. Every sample requires the solution of a differential equation with Gaussian white noise forcing, formulated on a bounded computational domain. This introduces unwanted boundary effects since the stochastic partial differential equation is originally posed on the whole R d , without boundary conditions. We use a window technique, whereby one embeds the computational domain into a larger domain, and postulates convenient boundary conditions on the extended domain. To mitigate the pollution from the artificial boundary it has been suggested in numerical studies to choose a window size that is at least as large as the correlation length of the Matérn field. We provide a rigorous analysis for the error in the covariance introduced by the window technique, for homogeneous Dirichlet, homogeneous Neumann, and periodic boundary conditions. We show that the error decays exponentially in the window size, independently of the type of boundary condition. We conduct numerical experiments in 1D and 2D space, confirming our theoretical results.
1. Introduction. Gaussian random fields (GRFs) are an important building block in computational statistics and uncertainty quantification, where they are typically used as inputs to complex models of physical and technical processes. Common applications arise for instance in astrophysics [3] , biology [56] , geophysics [10, 34] , geotechnical engineering [28] , hydrology [49] , image processing [13] , and meteorology [9, 40] . The popularity of GRFs can be attributed to the fact that they are simple yet flexible models of spatial variability. A GRF is completely characterized by the mean function and covariance operator. As a second order random field, a GRF admits an expansion in eigenpairs of the covariance operator, this is known as Karhunen-Loève (KL) expansion [25, 42] . Moreover, depending on the regularity of the covariance operator, it is possible to produce realizations with different smoothness properties. However, the efficient generation of these realizations is a serious computational bottleneck for several reasons. A random function can be considered as a random variable taking values in an infinite-dimensional function space. Alternatively, it can be considered as a collection of random variables defined on a suitable probability space, indexed by their spatial position. In either case, a joint discretization of a function space coupled with a probability space is necessary in practice. This may lead to high-dimensional approximation spaces with prohibitive computational costs and memory requirements. In addition, many commonly used covariance operators are nonlocal, and couple the random variations within the spatial domain of interest. This means that in a realization the function value at a specific location depends on contributions from all other locations.
A simple strategy to sample a GRF at a fixed number of spatial grid points uses a factorization of the covariance matrix associated with these points. However, due to the nonlocality of many covariance functions, including the Matérn covariance which we discuss below, the covariance matrix is a large, dense matrix, which is expensive to factorize. The computational cost can be reduced by efficient approximations of the covariance matrix based on low-rank approaches (see e.g. [4, 18, 30, 31] ) or hierarchical matrices (see e.g. [12, 23] ). Alternatively, we can employ circulant embedding [11, 19, 26] , where the factorization is performed by the Fast Fourier Transform (FFT). This is very efficient but requires simple geometries together with uniform, structured grids, and stationary covariance operators, and might limit scalability in a massively parallel environment [20] . In addition, the circulant matrix might have negative eigenvalues which have to be discarded and thus introduce an error in the covariance representation [42, §6.5] . Alternatively, the embedding can be chosen large enough to guarantee non-negative eigenvalues; this introduces additional costs [26] .
Another option to generate realizations of a GRF is through its KL expansion [5, 22] . Unfortunately, it usually requires the solution of an integral eigenproblem with a large, dense matrix caused again by a nonlocal covariance operator. This can be made more efficient by similar techniques used for the covariance matrix factorization (see e.g. [36, 37, 50] ). Alternative ideas for an efficient computation of the KL expansion are based on domain decomposition [15] , randomized linear algebra [48] , or domain modification [45] . However, if the eigenvalues of the covariance operator decay slowly, which is the case for small correlation lengths or fields with very low spatial regularity, then many terms in the KL expansion are needed to achieve a good approximation for the GRF. This leads to high computational costs for each sample, and large memory requirements for storing the KL eigenvalues and eigenfunctions.
A third alternative is to compute each sample of a GRF as a solution to a fractional elliptic stochastic partial differential equation (SPDE) with white noise forcing. For GRFs with Matérn covariance function the connection to SPDEs has been noticed by Whittle in [58, 59] . This approach allows for mesh flexibility and is more efficient than the KL expansion for slowly decaying eigenvalues. Moreover, we can build on well-established discretizations for partial differential equations (PDEs) and associated fast, scalable multigrid solvers [43, 44] . However, the efficient implementation and rigorous error analysis of PDE-based sampling is not straightforward since the SPDE is posed on the full space R d without boundary conditions. For practical simulations a truncation to some bounded domain of interest D ⊂ R d is necessary. This also requires boundary conditions for the samples which are not known in general. Finally, the SPDE requires a suitable discretization. We discuss these points in more detail in the following.
Lindgren et al. [40] introduced a finite element discretization of the fractional elliptic SPDE on bounded domains augmented with artificial Neumann boundary conditions. This approach has become standard in the recent literature [16, 20, 43, 44, 47] and is termed window technique. Here we embed the domain D into a larger domain and solve the SPDE on the latter, using homogeneous Neumann or Dirichlet boundary conditions. In this way, the boundary effects coming from the domain truncation are negligible in D if the window is large enough. In [39, 47] an empirical rule for the window size is suggested, where it is observed that the window boundary should be at least as far away from D as the correlation length of the Matérn field. However, a precise error analysis has not been carried out to date. In this paper, we provide an analysis of the boundary effects on the covariance structure of the samples of the Matérn field, thereby closing a gap in the literature. We study the error in the covariance function depending on the window size and for different types of boundary conditions, namely, homogeneous Dirichlet, homogeneous Neumann and periodic boundary conditions. We show that the domain truncation introduces an aliasing effect, and that the covariance error decays exponentially in the window size, independently of the type of boundary condition considered. Moreover, we provide numerical results for a specific choice of Robin boundary conditions.
Our choice of the boundary conditions is guided by the literature, and by practical considerations. Homogeneous Dirichlet [16, 47] resp. homogeneous Neumann conditions [20, 43, 44, 47] are easy to implement in finite element frameworks and for FFT on tensor product domains, and they do not require additional parameter tuning. Although periodic boundary conditions are not popular in this context, we include these here since they mimic the stationarity of the exact Matérn samples on the full space. Moreover, they give rise to analytic expressions for the covariance error. Robin boundary conditions for the SPDE on the bounded domain have been considered in [17, 47] . Robin conditions involve a coefficient which has to be tuned. Further-more, the structure of eigenvalues and eigenfunctions for this case requires a different analysis for the error compared to the previously mentioned boundary conditions. Finally, Robin boundary conditions cannot be trivially applied if the SPDE is solved with the FFT. For these reasons, we only consider a specific choice of coefficient for Robin boundary conditions, motivated by the results in [17] and some physical considerations, and show numerically its effects on the covariance of the sampled field.
We mention that the window technique is not the only option to address the unwanted boundary effects in PDE-based sampling. Alternatively, one can try and find an accurate approximation to the exact boundary condition on the domain D without a window. Unfortunately, the exact boundary conditions are only known for very special parameter configurations in the Matérn covariance. Daon and Stadler [17] show that a specific Robin condition is exact in 1D space for the exponential covariance, however, the general case is an open research question. They suggest to optimize a varying Robin coefficient, or to rescale the covariance operator, which again only mitigates the boundary effect.
Finally, we observe that PDE-based sampling requires a discretization of the fractional elliptic SPDE; this is often performed together with the white noise discretization. Recent studies on the finite element discretization and error analysis of semilinear and fractional elliptic SPDEs with white noise forcing can be found in [60] and [6, 7, 8] , respectively. For the spatial discretization, classical piecewise linear [7, 8, 16, 40] or mixed finite elements [43, 44] have been employed. However, if the white noise is discretized by finite elements, then the load vector follows a Gaussian distribution with the finite element mass matrix as covariance matrix. Sampling from it entails therefore the factorization of the mass matrix. In finite element frameworks, the mass matrix is usually sparse, however, its factorization cost will not scale optimally in the number of degrees of freedom. This issue can be resolved by mass lumping [40] , or by approximating the white noise by a suitable piecewise constant random function [2, 20, 21] . Recently, Croci et al. [16] proposed a white-noise sampling with optimal, linear complexity, where the finite element mass matrix is factorized exactly using small element mass matrices. We envision that this will further enhance the popularity of PDE-based sampling of Matérn fields. Our analysis provides a missing piece of information on another ingredient, the choice of boundary conditions, for this attractive and efficient sampling framework.
The paper is organized as follows. In Section 2, we review PDE-based sampling, and introduce the problem formulation on the full and bounded spatial domain, respectively. In Subsection 2.3, we study the aliasing effect on the covariance introduced by the domain truncation. The results of Subsection 2.3 are used in Section 3 to derive the main contribution of this paper, that is an error bound for the Matérn covariance in terms of the window size. In Section 4 we discuss the extension of the error analysis for anisotropic Matérn covariances, and provide a motivation for the use of Robin boundary conditions. In Section 5, we show numerical experiments which confirm the theory of the previous sections. In the same section, we provide numerical evidence that a specific choice of Robin boundary conditions, possibly not optimal but motivated by previous work [17] and analogies with the Helmholtz equation, has better approximation properties in the covariance than the other boundary conditions considered. Finally, Section 6 presents some concluding remarks.
2. PDE-based sampling. Let D ⊂ R d be an open, simply connected, bounded domain, for d = 1, 2, 3, and let (Ω, A, P) be a probability space (with Ω the set of events, A a σ-algebra and P a probability measure). We consider the task of sampling a Gaussian field u = u(ω, x), ω ∈ Ω and x ∈ D, with zero mean and Matérn covariance function [29, 52] . That is, for every x, y ∈ R d , the covariance function of u is given by
where σ 2 > 0 is the marginal variance, κ is a scaling parameter, ρ is the correlation length, and the unit Matérn function M ν (x) is defined as 
where I is the identity operator,Ẇ denotes Gaussian white noise as defined in [40, Def. 6
, and η is a normalization constant set to
guaranteeing that the marginal variance of u at each point in the domain is equal to σ 2 . Equation (2.3) has to be understood in the sense of distributions. The SPDE is posed on R d without boundary conditions. However, for simulations, a truncation of R d to some bounded domain of interest D is necessary; this also requires boundary conditions for u. Here we employ the window technique [16, 20, 40, 43, 44, 47] , where we embed the domain D into a larger domain and solve (2.3) on the latter, using inexact, artificial boundary conditions for u. We will see that by truncating the domain an aliasing effect occurs, referred to in [40] as folded covariance. However, the intuition is that the boundary effects coming from the domain truncation are negligible in D if the window is large enough. In [39, 47] the empirical rule of taking a window with boundaries at distance at least ρ from D is suggested. To investigate this, we consider the SPDE (2.3) on a bounded domain, and derive explicit expressions for the folded covariance.
Formulation on a bounded domain.
We consider a coordinate system such that inf x∈D x i = δ 2 , for i = 1, . . . , d and δ > 0, and where x i , i = 1, . . . , d, denotes the i-th coordinate of x. We define the extended domain in which the SPDE in (2.3) has to be solved as
The setting is depicted in Figure 1 .
We consider then the solution of (2.3) on D ext and denote it by u L . The reason for choosing a tensor-product domain for D ext is motivated by the fact that this allows for easy application of the FFT to obtain samples for u L . For the differential operator, we use the spectral definition of the fractional Laplacian, in agreement with its use in the statistics literature [40] . We address the approximation of the Matérn covariance when imposing either one of the following boundary conditions:
for P-a.e. ω ∈ Ω, where n denotes the outward unit normal to ∂D ext . Note that by construction the average of the random field u L on the truncated domain D ext is zero. Indeed, for any boundary condition the solution can be written as the Itô integral [33,
is the corresponding Green's function. Equation (2.5) is well-defined and holds almost surely due to [55, Lemma 6.25] . Hence E[u L ] = 0 by definition of the integral.
Let C L * , for * ∈ {D, N, P }, denote the covariance function of u L when using Dirichlet, Neumann or periodic boundary conditions, respectively. This is the Green's function of I − κ −2 ∆ α with corresponding boundary conditions [17] . To study the convergence for the second moment of the random field u, we study the error
for * ∈ {D, N, P }. In particular, the eigenpairs (λ k , w k ) in (2.7) are (2.8)
and N = N for Dirichlet boundary conditions, (2.9)
and N = N 0 for Neumann boundary conditions, and, denoting i = √ −1,
and N = N 0 for periodic boundary conditions. The normalizing constants are
Note that, by the spectral definition of the fractional Laplacian, the operators (I − κ −2 ∆) and (
, have the exact same eigenfunctions [41] . Analogously to [40, Thm. 1], we obtain the following result.
Theorem 2.1. The covariance function of the solution u L to (2.3) when using, respectively, periodic, homogeneous Neumann and homogeneous Dirichlet boundary conditions on ∂D ext is given by
where B = {−1, 1} and x.y = (x 1 y 1 , . . . , x d y d ) denotes the element-wise product.
Proof. For fixed x, y ∈ D, the folding effect introduced by the domain truncation is illustrated in Figure 2 , for all three boundary conditions. In the case of periodic boundary conditions, according to (2.7) and (2.10), we have
Given the Fourier representation of the Matern kernel [47] C
−α e iξ·(x−y) dξ, a direct application of the Poisson summation formula [32, 51] to (2.14) yields For fixed x, y ∈ D, the covariance C L P (x, y) when using periodic boundary conditions is given by C(x, y) plus the Matérn covariance between x and all the green dots (y translated by kL, k ∈ Z d ). For Neumann and Dirichlet boundary conditions, the covariance is given by C(x, y) and the contributions given by the violet dots (ε.y translated by 2kL,
In the Neumann case, all these contributions are positive (blue signs), while the signs alternate for the Dirichlet case (see red signs in the figure).
For Dirichlet boundary conditions it holds
k·(x−ε.y)
where we have used Euler's formulas in the second line and the eigenvalues are given by (2.8). Similar computations lead to (2.12) for Neumann boundary conditions:
with {λ k } k∈Z d as from (2.9).
Remark 2.2. Recall that the Matérn kernel on the full domain R d is invariant under translations and rotations. However, the expressions in (2.11)-(2.13) clearly tell us that this is not the case on the truncated domain D ext . We see that C L P is not rotation invariant, and that C L N and C L D are neither rotation nor translation invariant. Moreover, since C(x, y) > 0 for all x, y ∈ R d , we observe that
That is, the folded covariance with either periodic or Neumann boundary conditions always overestimates the Matérn covariance. This is not necessarily true for the Dirichlet case, since in (2.15)
Error estimate for the covariance on the bounded domain. A direct consequence of Theorem 2.1 is the following result. In what follows we write C(x), x ≥ 0, to denote σ 2 M ν (κx) for convenience.
Corollary 3.1. For the covariances C L * for * ∈ {D, N, P } the following error estimate holds
for all x, y ∈ D.
Proof. We start with the estimate for periodic boundary conditions. Without loss of generality, we assume that all components of the vector (x − y) are positive. Indeed, if some components of (x − y), with indices j 1 , . . . , j m , m ≤ d, are negative, then the right-hand side of (2.11) reads
where
. . , j m , and x i = x, y i = y i , k i = k i otherwise. We denote by 1 the vector with all components equal to 1. Then, for any k ∈ Z d , there exist k ∈ N d 0 and ε ∈ B d such that
Hence, using (2.11),
Then, due to the monotonicity of the Matérn function, for all ε ∈ B d we have the bound (3.4)
Thus, combining (3.3) and (3.4) we obtain
Subtracting C(x, y) on both sides of (3.5), and recalling (2.16), the desired error bound for periodic boundary conditions follows.
For Neumann boundary conditions, we use again (3.2) to obtain
Therefore, summing over ε 1 ∈ B d , we cover all 2 d subcells of size L inside 2Lk + [0, 2L] d . Using this fact and the monotonicity of the Matérn function, for all ε 2 ∈ B d we obtain the estimate (3.7)
where the minimum is applied element-wise. Observe also that, for x, y ∈ D, it holds
Thus, from (3.6) and (3.7) we obtain
This and (2.16) yields the desired error estimate for Neumann boundary conditions. Finally, let us consider Dirichlet boundary conditions. Using once again the renumbering in (3.2), we write
The inequality (3.7) still holds. Using this and the fact that C(x) > 0 to bound the terms with signs d j=1 ε 2,j = 1 and d j=1 ε 2,j = −1 respectively, and then vice versa, we obtain the upper and lower bounds
Hence,
Observe that this bound is smaller than the bound in the statement of (3.1).
In (3.1) we can distinguish two error contributions, one that depends on δ and one that depends on the size L of D ext . Due to the exponential decay of the Matérn covariance, we expect the second contribution to be negligible for L sufficiently large. We prove this next.
Theorem 3.2 (Main result)
. For x, y ∈ D, the error in the covariance when using homogeneous Neumann, homogeneous Dirichlet or periodic boundary conditions on D ext is bounded by
The constant A is given by
where the function f (x) is defined for any x > 0 as
(with κ depending on ν as in (2.1)).
Proof. In this proof, we use the auxiliary result in Lemma A.1 in the Appendix. Recall that for convenience we use the notation C(x) = σ 2 M ν (κx), x ≥ 0. According to Corollary 3.1, it is sufficient to bound the last summand on the right-hand side of (3.1). To this end, we observe that
where for the first inequality we have used the monotonicity of the Matérn kernel, and in the second one the fact that, for every k ∈ N,
Using the function (3.12), we have from Lemma A.1 that C(kL) ≤ C(L)f (L) k−1 , for every k ∈ N, therefore (3.14)
We note that 0 < f (L) < 1. The sum on the right-hand side of (3.14) involves the polylogarithm Li s (z) = ∞ k=1 k −s z k , for s, z ∈ C, and it can be bounded as
where n k for n, k ∈ N are the Eulerian numbers, and we have used that
Inserting (3.15) in (3.14) and using that Lemma A.1 gives C(L) = C( + δ) ≤ C(δ)f ( ), we obtain
The above inequality together with Corollary 3.1 leads then to the desired result:
Remark 3.3. The estimate in (3.10) shows that the error behaves as M ν (κδ). In particular, due to the definition of κ (see (2.1)), the magnitude of the error depends on the ratio δ/ρ, and, asymptotically, the error decreases exponentially as this ratio increases. This explains the observations in [40] and [47] , namely, that the error in the covariance is negligible if the distance of ∂D ext from ∂D is greater than the correlation length ρ, i.e. δ/ρ > 2.
Remark 3.4. Using a scaling argument, it is easy to see that the error bound in Theorem 3.2 also holds for rectangular bounding boxes. We consider, for instance, periodic boundary condi-
10). The expression for the folded covariance (2.11) is, in this case,
k denotes the component-wise product). Then, the estimate in (3.1) is modified as
and the result of Theorem 3.2 holds by letting = min i=1,...,d L i − δ.
Further analyses.
In this section we discuss the extension of the main result in Theorem 3.2 to anisotropic Matérn kernels. In addition we comment on the use of Robin boundary conditions.
Anisotropic Matérn covariance.
One can consider a more general form of Matérn covariance (see e.g. [53] ):
with the metric given by the constant, symmetric positive definite matrix Θ = RD 2 R −1 , where D is a diagonal matrix with entries ρ j > 0, j = 1, . . . , d, and R is an orthogonal matrix. Introducing the coordinate transformation x = (RD) −1 x (scaling and rotation), we obtain the form (2.1) with ρ = 1. Hence, (4.1) writes through its Fourier integral:
where we used the change of variables ξ = RD −1 ξ, and the Θ-norm ξ 2 Θ = ξ · Θ ξ. Thus, the SPDE for (4.1) is
The eigenfunctions of the operator I − 1 2ν ∇ · (Θ∇) on D ext with homogeneous Neumann, Dirichlet or periodic boundary conditions are still given by (2.9), (2.8) and (2.10), respectively. However, the eigenvalues now involve the Θ-norm, i.e. they read
for Dirichlet and Neumann boundary conditions, and analogously for periodic boundary conditions. The proof of Theorem 3.2 can be reproduced, given
where ρ max = max j=1,...,d
ρ j , that yields the error bound
where * ∈ {D, N, P },
ρmax x . SPDEs with anisotropic Laplacian as in (4.2) are studied in [24] .
Robin boundary conditions.
We have mentioned in the introduction that another possibility is to use Robin boundary conditions ∇u L · n + βu L = 0 on D ext , β > 0. In order to get boundary conditions minimizing the boundary effects, the coefficient β needs to be tuned. In [17] it is shown that β = κ is the exact boundary condition for d = 1 and ν = 0.5. This is because, in this case, the Matérn kernel corresponds to the exponential function, satisfying these Robin conditions.
For d = 1 and ν = 0.5, and for d > 1 and any ν > 0, β = κ does not provide exact boundary conditions. However, such choice for the Robin coefficient can be motivated by analogies with absorbing boundary conditions for the Helmholtz equation. Indeed, for every x ∈ D fixed, and denoting r = y − x 2 for every y ∈ R d , the Matérn covariance satisfies
with a constant depending on ν. In particular, for every ν > 0 it holds
This can be seen by computing
and using the asymptotic expansion for the modified Bessel functions [57, Sect. .7), with eigenvalues and eigenfunctions given by equations (3.2)-(3.4) in [27] . 1 The infinite sum in (2.7) is truncated at k ∞ = L h + 1, with h chosen sufficiently small to guarantee that the truncation error is negligible compared to the error in the covariance (ranging from h = 1 · 10 −6 to h = 5 · 10 −3 ). To evaluate the Mateŕn covariance we use the formula in (2.1). The error (2.6) has been computed taking the maximum over all pairs (x, y) belonging to a discrete grid, specified below. . Apart from the expected result that, as δ increases, the approximate covariances become closer to the Matérn covariance, we can also observe a different behavior for Dirichlet or Neumann and periodic boundary conditions: while the Dirichlet and Neumann boundary conditions affect mostly short range correlations, the periodic ones affect mostly long range correlations. This has to be expected from the nature of periodic boundary conditions. Indeed, we have seen in (2.12) and (2.13) that the covariances for Dirichlet and Neumann boundary conditions are the sum of covariances for periodic boundary conditions but with twice the period. Therefore, these boundary conditions introduce long range correlations, but for distances larger than the size of the domain of interest. How the approximate covariance approaches the Matérn covariance as the window size increases can be observed, qualitatively, in Figure 4 , for the three types of boundary conditions.
The bound stated in Theorem 3.2 is verified in Figure 5 . There, the error (2.6) has been approximated by max x,y∈G C(x, y) − C L * (x, y) , for G a grid of n equispaced points in D (the covariances are continuous functions, therefore the norm in (2.6) coincides with the C 0 (D × D)-norm). We have used n = 15 for ν = 1 and n = 10 for ν = 0.25, because for the latter case we need more terms in the spectral expansion for the covariance and it is therefore computationally more intense. We can observe that the bound (3.10) holds for Dirichlet, Neumann and periodic boundary conditions and both ν < 0.5 and ν ≥ 0.5. If the correlation length is significantly smaller than the domain size, see top row of Figure 5 for ρ = 0.1, then the bound is very sharp and all boundary conditions, while behaving differently as observed in Figure 3 , produce the same error in the maximum norm. As the correlation length increases, the error bound (3.10) is not as sharp. Moreover, Dirichlet boundary conditions provide smaller errors than Neumann and periodic conditions in the preasymptotic regime. This is observed in the bottom row of 1 In [27] , equation (3.4) has a minor typo and the norm of eigenfunctions is u with Robin boundary conditions, we can observe that these ones deliver lower errors in all cases considered. We have also tested that these conditions are exact for ν = 0.5, obtaining an error in the covariance stemming from the truncation of (2.7) only.
Next, we fix the boundary conditions to the homogeneous Neumann ones and observe how the error behaves as ν or ρ vary. The results for ρ = 0.1 and ν varying are reported in the left plot of Figure 6 . For all values of ν, the result of Theorem 3.2 is verified, and we see that the error behaves as M ν ( √ 2ν δ/ρ) (indeed, we have not drawn the bounds from (3.10) as they overlap with the error curves). For ν = 0.5, we can observe a straight line in the semilogarithmic plot, reflecting the fact that for ν = 0.5 the Matérn kernel corresponds to the exponential kernel M 1 2 (x) = e −κx , x ≥ 0. For ν < 1 2 , the logarithmic error curves are concave, and for ν > 1 2 they are convex. Overall, for fixed ρ, the slopes of tangents of the error curves at δ = 0 decrease as ν increases, while, for δ → ∞, the slopes increase as ν increases, since the error behaves as e −κδ .
If instead we fix ν = 1 and vary the correlation length ρ, we obtain the results in the right plot of Figure 6 . Since from Figure 4 it is clear that, for Neumann boundary conditions, the maximum error occurs when x = y, to compute the maximum norm we have used a grid G with n = 2 points. In the right plot of Figure 6 , the case ρ = 1 corresponds to the extreme case where the correlation length is equal to the size of the domain. Since asymptotically the error behaves as e − √ 2ν ρ δ , the error curves become steeper as ρ increases.
Experiments for d = 2. In these experiments, we consider
as every bounded domain can be enclosed in a square or a rectangle. Figure 7 shows the covariance functions along the diagonal of D going from (
, for different boundary conditions. We observe a similar qualitative behavior as for d = 1 (cf. Figure 3) , but with larger errors in the approximate covariances, in particular when using Neumann boundary conditions. This larger error compared to the one-dimensional case can also be observed in the central plot in Figure 8 (to be compared to the central plot in Figure 4 ). The latter depicts the covariances along the diagonal of D for different values of the window size, each plot referring to a boundary condition. From Figure 7 and Figure 8 , we see that also when using Dirichlet boundary conditions the error increases with the dimension d, but in a much milder way than in the Neumann case. The periodic boundary conditions are the ones that suffer less from this effect in this case. Such behavior is confirmed by Figure 9 , reporting the error (2.6) as a function of the window size. The error has been approximated by max x,y∈G×G C(x, y) − C L * (x, y) , for G a grid of n equispaced points in δ 2 , 1 + δ 2 (extrema included). We have considered n = 5 (that is 25 points for the tensor product grid G × G) for ν = 1 and ν = 50, and n = 3 for ν = 0.25 as this case is computationally more intense (for the same reason as in the one-dimensional case).
In Figure 9 , we can see that the bound of Theorem 3.2 is sharp for Neumann boundary conditions and correlation lengths significantly smaller than the size of the domain (see the top row). For larger correlation lengths, the bound is not as sharp, as was observed for the onedimensional case. In all the cases considered in Figure 9 , the Neumann boundary conditions give the largest error. For Dirichlet boundary conditions, the bound always overestimates the error for δ small, but for larger window sizes the error approaches eventually the same error as for Neumann boundary conditions. Periodic boundary conditions provide a smaller error for moderate correlation lengths, in accordance with the right plot of Figure 8 . However, as ρ increases (ρ = 1 in the bottom row of Figure 9 ), a similar behavior as for Neumann boundary conditions is observed. We can also observe, in Figure 9 , that Robin boundary conditions provide smaller errors than the other boundary conditions for moderate values of ν, namely ν = 0.25 and ν = 1. When ν = 50, then κ is also large and Robin boundary conditions become closer to Dirichlet boundary conditions, resulting in more similar error decay curves, see left plot in Figure 9 .
Finally, we consider Neumann boundary conditions and compare the behavior of the maximum norm error for different values of ν ( Figure 10 ) and different values of ρ (Figure 11 ). Similar observations as for the one-dimensional case hold. In Figure 10 , we see that the error bounds are less sharp than for d = 1, but still the error behaves as M ν ( √ 2ν δ/ρ). In Figure 11 , we can see that the bound in Theorem 3.2 is not sharp for very large correlation lengths. However, as already observed for the one-dimensional case, ρ = 1 corresponds to an extreme case which is not typical in realistic simulations where the size of the domain is often larger than the correlation length. The fact that the error bounds are not sharp for very large ρ, as observed in bottom row of Figure 5 and Figure 9 , and in Figure 11 , can be explained by considering the expressions (3.11)-(3.12) for the error bound. For fixed ν, the value of κ as from (2.1) decreases as ρ increases, leading to larger values for f ( ). Since f ( ) < 1 always, the denominator (1 − f ( )) d in (3.11) approaches zero, and overall the value of 2 d d!f ( )(1 − f ( )) −d is larger when ρ is larger.
6. Conclusions. In this work we performed an error analysis for the covariance when using a window technique in PDE-based sampling of Whittle-Matérn random fields. We considered homogeneous Dirichlet, homogeneous Neumann and periodic boundary conditions on the truncated domain. We have shown that, in all three cases, the error in the maximum norm decays as the Matérn kernel with respect to the window size. Therefore, asymptotically, the error decays exponentially, with a decay rate depending on the smoothness parameter ν of the kernel. Numerical experiments in one and two space dimensions confirm that the error bound is sharp if the correlation length is significantly smaller than the size of the domain (in our experiments, for correlation lengths of 10% the size of the domain). Dirichlet boundary conditions produce a smaller error than Neumann and periodic boundary conditions in the preasymptotic regime. In the asymptotic regime, although the error bound for the Dirichlet case is slightly sharper (cf. (3.9)), for large δ the error curves for Dirichlet boundary conditions approach the error curves for Neumann boundary conditions, the latter providing the largest errors; periodic boundary conditions, instead, deliver a lower error than Dirichlet and Neumann boundary conditions for not too large correlations lengths. It is evident from the theoretical results and the numerical experiments that, for ν fixed and all boundary conditions considered, the window size needed to guarantee a prescribed error in the covariance depends on the correlation length: the decay of the error depends on the argument κδ of the Matérn function (see (3.14)), and therefore ultimately on the ratio δ/ρ. In this paper, we have also performed a numerical comparison with Robin boundary conditions with coefficient κ, and observed that for not too large values of ν these conditions deliver smaller errors in the covariance than Dirichlet, Neumann and periodic boundary conditions. Robin boundary conditions have the drawback that they cannot be incorporated trivially with the solution of the SPDE when using the FFT. However, due to their good approximation properties, they deserve further investigation. We foresee that the theoretical analysis of boundary effects with Robin boundary conditions will need different techniques than those used in this paper, and we postpone it to future work.
