Aspects of planet formation - a model of migration and SADFACE: 

a 1-dimensional vertically integrated disk model for planet population synthesis calculations by Dittkrist, Kai-Martin
Dissertation
submitted to the
Combined Faculties of the Natural Sciences and Mathematics
of the Ruperto-Carola-University of Heidelberg, Germany
for the degree of
Doctor of Natural Science
Put forward by
Diplom-Physiker Kai-Martin Dittkrist
Born in: Mannheim, Germany
Oral Examination: 02.02.2016

Aspects of planet formation
A model of migration
and
SADFACE:
a 1-dimensional vertically integrated disk model for
planet population synthesis calculations
Referees: Priv.-Doz. Dr. Hubert Klahr
Prof. Dr. Andreas Quirrenbach

Zusammenfassung
Diese Dissertation diskutiert zwei Aspekte von Planetenentstehung. Zum einen
pra¨sentiert sie ein Modell der Planetenmigration wa¨hrend sich der Planet noch in der
Staub- und Gasscheibe befindet und dort wa¨chst. Zum Zweiten entha¨lt sie ein Modell,
das Sternen- und Scheibenentstehung und -entwicklung verbindet und zuku¨nftig fu¨r
Planetenpopulationssynthesen genutzt werden soll. Resultat des ersten Teils ist, das
mit der Einbindung von neuesten Resultaten von Typ I Migration, na¨mlich mo¨gliche
Wanderung von leichten Planeten in der Scheibe nach aussen, die Verwendung eines
ku¨nstlichen Faktors zu Reduktion von Typ I Migration unno¨tig wird. Wir finden zwis-
chen zwei und dreimal so viele ”kalte” Planeten mit dem neuen Modell im Vergle-
ich zum Alten. Resultat des zweiten Teils sind Wahrscheinlichkeiten fu¨r Kombina-
tion von Anfangsbedingungen fu¨r Scheiben und Sternenentstehung. Der Vergleich
mit Beobachtungsdaten zeigt, dass das Modell diese gut beschreiben kann. Die An-
fangsbedingungen stimmen im Fall der Wolkenmasse und Temperatur auch mit den
Vorhersagen des Modells u¨berein.
i
Abstract
We discuss two aspects of planet formation in this thesis. At first we present a
model of type I migration which includes new results of outward migration of low
mass planets. The second part contains SADFACE, a 1-dimensional vertically inte-
grated disk model for planet population synthesis calculations. Results of the first
part is that with the inclusion of thus modes of outward migration no artificial fudge
factor to reduce the speed of type I migration is needed. We find two to three times
as many ”cold” planets when we include outward migration than without. Results of
the second part is that in the scope of the model we can find initial conditions that fit
observed disks quite well. We also present likelihood of initial conditions which can
be further used for planet population synthesis calculations. We also find that rotation
and temperature of a cloud are correlated and can not be independently chosen.
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Chapter 1
Introduction
Since 1995, when the first planet orbiting a star in close orbits of only a few days was
observed (Mayor and Queloz, 1995) by radial velocity measurements, over 2030 exo-
planets around 1288 stars (http://exoplanet.eu) have been found with various meth-
ods. While first only single planets orbiting a star were found, due to the limitations
of the methods, new data, mainly transit measurements, shows that many stars host
multiple planets like our own solar system.
Those systems, and single planets, spawn a huge range of properties. Some planets
being much closer to their host star than Mercury is to our sun, weighting a few Jupiter
masses, while others are smaller than earth (e.g. Kepler-444, Campante et al., 2015).
Multiple Jupiter like planets in one system were also observed (e.g. HR8799, Marois
et al., 2010). The formation of such diverse planetary systems stems from a diverse
birth environment, which is thought to be disks of gas and dust surrounding stars
during their early phases of evolution.
The theory of star formation starts with cold cores of gas and dust mostly in
groups, clusters or filaments found in molecular clouds (Lada and Lada, 2003). Those
clouds are at pressure equilibrium before they get disturbed and start to collapse. The
range of properties of those collapsing clouds is understood to create the variety in
observed disks (Myers, 2008). This collapsing gas does not fall directly onto one cen-
tral point due to conservation of angular momentum. Even a slight rotation of those
clouds give them enough angular momentum that most gas will fall first onto the disk
surrounding the central protostar before it gets accreted onto it. This first phase of this
infall onto the protostar is shielded from observation by the surrounding gas. After
the cloud collapsed onto the star-disk system the disk contains most of the angular
momentum. This angular momentum has to be transported through the disk away
from the star to let the gas of the disks fall further onto the star. This accretion of gas
onto the star is widely observed in star forming regions (Natta et al., 2006).
The physical source for the transport of angular momentum in the disk is tur-
bulence of some kind (gravo turbulence, MRI or hydrodynamic instabilities like the
baroclinic instability) in the disk. While most of this gas gets accreted onto the star
some of it forms the observed planets. There are two leading theories. Either the
disk is massive enough that it fragments further by gravitational instability and some
1
2 CHAPTER 1. INTRODUCTION
of those fragments collapse directly in massive gaseous planets (Boss, 1997). This is
probably true in the outer regions of disks. The second theory (see also D’Angelo et al.,
2010; Mordasini et al., 2010) starts with the dust contained in the gas. It starts to grow
from (sub)-micrometer to millimeter sized grains (Testi et al., 2014) while it settles to
the midplane and drifts inward due to the difference in orbital speed between the gas
grains and gas. From thus grains, planetesimals form in some way, which further
grow by gravitational attraction to form planet cores and rocky planets.
If these planet cores grow fast enough to reach at least a few Earth masses, while
the gaseous disk is still present, it can start to bind gas to itself and grow an envelope,
which collapses further onto the core and form the gas giants. During the formation of
thus planets the protoplanet interacts with the disk. Gas gets deflected by the gravity
of the core and the corresponding torques lead to a change in semimajor axis of the
planet. The planet migrates mostly inward, yet under some circumstances, depending
on the mass of the planet the the thermodynamic state of the disk, it can also be pushed
outwards. If the planets becomes more massive these torques can alter the shape of
the disk to form gaps which can be found in some disks.
Finally, while accretion onto the star and planets accounts for the most of mass loss
of the disk, a variety of other processes are also thought to help with the dispersal of
the protoplanetary disk. Magnetic fields from the star or generated in the disk itself
launches jets or disk winds to remove mass and angular momentum from the system.
Also ultraviolet radiation from the accretion onto the star or from stars in the vicinity
can evaporate mass from the surface of the disk (Pudritz et al., 2007).
Planet population synthesis calculation (e.g. Mordasini et al., 2009a; Ida and Lin,
2004) tries to capture most of those processes, sometimes in reduced or simplified
versions, into one model to create populations of planets that can be compared sta-
tistically with observed planets. Changing one aspect of the model changes the pop-
ulation, thus giving a handle on how important a process is to the whole picture of
understanding planet formation.
1.1 About this Thesis
This thesis is twofold. In the first part we present our paper on a model of planet
migration (Dittkrist et al., 2014). It includes inward and outward movement in type I
migration, the change of semimajor axis of planets to small to open a gap in the disk,
transition into the slower type II migration (for planets large enough to open a gap)
and type II migration itself. This model is included in planet population synthesis
calculations to study the effect of the outward migration on the distribution of an
simulated population of planets.
In the second part we will present SADFACE (star and disk formation and con-
current evolution): a 1-dimensional vertically integrated disk model for planet popu-
lation synthesis calculations. It includes the processes mentioned above for disk and
star formation out of infalling clouds. The aim of this model is be included into the
planet population synthesis model and improve on some aspects of the current one.
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In Chapter 3 we will present a model to calculate the midplane temperature of a pro-
toplanetary disk. Chapter 4 includes descriptions of the other different parts of the
model, like stellar model or photoevaporation. In Chapter 5 we present the results of
disk evolution for a grid of different initial conditions and comparison of thus results
with observed disks. Chapter 6 contains a short summary, conclusion and outlook.
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Chapter 2
Impacts of planet migration models
on planetary populations
In the following chapter I present my first published paper (Dittkrist et al., 2014) word
by word.
2.1 abstract
Several recent studies have found that planet migration in adiabatic disks differs sig-
nificantly from migration in isothermal disks. Depending on the thermodynamic con-
ditions, that is, the effectiveness of radiative cooling, and on the radial surface density
profile, planets migrate inward or outward. Clearly, this will influence the semimajor
axis-to-mass distribution of planets predicted by population-synthesis simulations.
Our goal is to study the global effects of radiative cooling, viscous torque desatu-
ration, gap opening and stellar irradiation on the tidal migration of a synthetic planet
population.
We combined results from several analytical studies and 3D hydrodynamic sim-
ulations in a new semi-analytical migration model for the application in our planet
population synthesis calculations.
We find a good agreement of our model with torques obtained in 3D radiative
hydrodynamic simulations. A typical disk has three convergence zones to which mi-
grating planets move from the in- and outside. This strongly affects the migration
behavior of low-mass planets. Interestingly, this leads to a slow type II like migra-
tion behavior for low-mass planets captured in these zones even without an ad hoc
migration rate reduction factor or a yet-to-be-defined halting mechanism. This means
that the new prescription of migration that includes nonisothermal effects makes the
previously widely used artificial migration rate reduction factor obsolete. Outward
migration in parts of a disk helps some planets to survive long enough to become
massive. The convergence zones lead to potentially observable accumulations of low-
mass planets at certain semimajor axes. Our results indicate that more studies of the
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mass at which the corotation torque saturates are needed since its value has a main
impact on the properties of planet populations.
2.2 Introduction
The huge diversity found in the properties of extrasolar planets is challenging to re-
produce with global theoretical planet formation models. The goal of such a model
is to explain all the different planet types, which range from low-mass rocky planets
such as Kepler-10 b (Batalha et al., 2011) and multiplanet systems like our solar system
to high-mass planets orbiting far from their star, such as NR 8977 (Marois et al., 2008).
The only way to study this problem is to use the results of global formation and
evolution models and to compare them statistically with the steadily increasing num-
ber of known planets and their physical properties. This is done in planet popula-
tions synthesis calculations, in which the evolution of one or several planets and the
harboring protoplanetary disk is calculated at the same time in Monte Carlo simula-
tions to create whole populations of planets. Several groups presented studies based
on this method, for example, Ida and Lin (2004),Ida and Lin (2010), Thommes et al.
(2008),Miguel and Brunini (2008),Hellary and Nelson (2012), or by our group, Mor-
dasini et al. (2009a),Mordasini et al. (2009b),Mordasini et al. (2012b),Mordasini et al.
(2012a), and Alibert et al. (2011).
One general result found in all these models is that giant planets close to the star
(“hot” Jupiters) do not form insitu: the extrapolation of disk properties found at larger
distances to small distances indicates that there is probably not enough solid material
close-in to form a sufficiently large core that whould be able to accrete gas. The amount
of material a core can accrete locally is given by the isolation mass Miso. According
to the empirical minimum-mass solar nebula model (MMSN), the isolation mass is
only a fraction of the Earth mass (M⊕) inside of 1 AU (Ida and Lin, 2004). Therefore
an increase of solid matter by roughly two orders of magnitude compared with the
MMSN would be needed (Ida and Lin, 2004). This means that to explain the close-
in “hot” Jupiters, they would have to form initially at larger separations from the
star and move inward by some mechanism (e.g., planet-planet scattering (Rasio and
Ford, 1996), Kozai mechanism (Nagasawa et al., 2008), or tidal interactions with the
gas disk (Goldreich and Tremaine, 1980; Tanaka et al., 2002)). In the planet formation
model used in this work, we consider only one core per disk, which means that only
migration caused by tidal interactions can be studied. This migration is generally
described by two different regimes that depend on the mass of the protoplanet. The
first is type I migration for low-mass planets, which are too small to form a gap in the
disk, and the second is type II migration for planets that open a gap (D’Angelo et al.,
2002).
In our previous work (e.g. , Mordasini et al., 2009a; Alibert et al., 2011), we used
the results obtained for isothermal disks reported in Tanaka et al. (2002) to calculate
type I migration rates. The migration rate in this model only depends on the disk sur-
face density profile and not on the temperature profile of the disk because it assumes
a globally isothermal disk. Migration rates obtained with this model always lead to
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rapid inward migration in disks with profiles similar to the MMSN. We showed (Mor-
dasini et al., 2009a) that to obtain a synthetic population compatible with observations,
one needs to artificially reduce the isothermal type I migration rate by a large factor.
Ida and Lin (2004) used a similar type I migration prescription and found necessary
reduction factors of . 0.1 for the migration rate.
Recent studies of type I migration in 2D or 3D hydrodynamical simulations also
found outward migration for some masses or semimajor axes, depending on the disk
temperature structure (Masset et al., 2006; Paardekooper and Mellema, 2008; Kley
et al., 2009). More analytical work derived a formulation that could be used in planet
population synthesis calculations (Casoli and Masset, 2009; Masset and Casoli, 2009,
2010). Finally, Paardekooper et al. (2010) derived a formalism for type I migration in
adiabatic or locally isothermal disks and improved this even more in Paardekooper
et al. (2011).
In the present work we describe a semi-analytical type I migration model that can
be applied to a wider range of planet and disk properties than that of Paardekooper
et al. (2011). For this we used the adiabatic and locally isothermal migration equa-
tions from Paardekooper et al. (2010) and ratios of relevant time scales to determine
the transition between different regimes. We then studied the global consequences
of the physics included in the migration model in new sets of population synthesis
calculations.
As an overview of this work, the new semi-analytical model we created is intro-
duced in Section 2, where we also compare torques obtained with this model with
torques obtained with the model of Paardekooper et al. (2011) and data obtained in 3D
radiative hydrodynamic simulations of Kley et al. (2009) and Bitsch and Kley (2011).
We discuss in Section 3 a reference synthetic planet population calculated with the
nominal model, and in Section 4 we study the effect of different migration models
on planetary populations. In Section 5 we draw our conclusions and summarize our
results.
2.3 Migration model
The migration module in our planet formation model (Alibert et al., 2004) distin-
guishes three main regimes, type I, disk-dominated type II, and planet-dominated
type II migration (Armitage and Rice, 2005). Low-mass planets up to typically a few 10
Earth masses migrate in the type I regime, followed by migration in disk-dominated
type II regime for more massive planets, which finally pass into planet-dominated
type II migration when they reach masses of typically 100-200 M⊕. We first describe
our improvements to the description of the type II regime and introduce the new type
I migration model afterwards.
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2.3.1 Type II model and outward migration
In the old model, the type II migration rate was calculated using the equilibrium flux
of gas in the disk, which was always assumed to be directed inward (Mordasini et al.,
2009a). Now the direction and rate of type II migration is numerically calculated by
considering the radial velocity vgas of the (nonequilibrium) flux of gas at the position
of the planet. It therefore allows outward migration if the planet is in a part of the
disk where the gas is flowing outward (Veras and Armitage, 2004). The planetary
migration rate is then
a˙p,T2 = vgas ×Min(1, 2Σa2p/Mp), (2.1)
where ap is the semimajor axis of the planet, Mp is its mass, and Σ is the gas surface
density.
This mechanism has been invoked to explain the formation of exoplanets with
semimajor axes larger than 20 AU, which cannot have formed in situ via the core
accretion model (Veras and Armitage, 2004). However, we find in the syntheses using
the nonequilibrium model that outward migration in type II is seldom important, and
no large-scale net outward migration over more than ∼ 1 AU typically occurs due to
it. The reason is twofold:
The radius of velocity reversal (or of maximum viscous couple) RMVC (Lynden-
Bell and Pringle, 1974) is relatively close-in only early in the disk evolution. But, at
these early times, the planets have usually not yet grown to a mass regime in which
they migrate via type II. The evolution of the disk leads to the subsequent recession of
RMVC to larger radii. This occurs faster than the growth of the planets. Therefore type
II outward migration is a very rare event during the spreading phase of the disk: at
the moment planets have grown massive enough to migrate in type II, they are most
of the time already located inside the RMVC.
Another chance of outward migration exists towards the end of the disk lifetime,
when parts of the disk flow outward because mass is removed at the outer border
due to external photoevaporation. The gas surface densities, however, are typically
already quite low at the position of the planet at this moment, so that the reduction
factor of the planet’s migration rate relative to the viscous velocity ∝ Σa2planet/Mplanet
(see Alibert et al., 2005) is low as well, leading again to only modest amounts of out-
ward migration. As in the original model, we assumed a linear reduction factor if
Mplanet > 2Σa2planet (“fully suppressed” planet-dominated type II), because this agrees
a better with hydrodynamical simulations than a square-root dependence on the plan-
etary mass (Alexander and Armitage, 2009). Outward migration during effective pho-
toevaporation is additionally limited because the remaining disk-lifetime is short.
2.3.2 Type I migration regimes
Here we discuss the migration of low-mass planets below a few tens of Earth masses.
As mentioned above, one of the problems with the original description of orbital mi-
gration of low-mass planets is the short time scale found in isothermal type I migration
(Tanaka et al., 2002), which resulted in too many close-in planets in planet population
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synthesis calculations (see also the comparison in Section 2.5.1). These rates had to
be artificially reduced by correction factors to produce enough “cold” giant planets at
larger semimajor axes (Mordasini et al., 2009b; Ida and Lin, 2008) to fit the observa-
tions.
On the other hand, Paardekooper and Mellema (2006) and Kley et al. (2009)
showed that migration of small-mass bodies is not always inward because in a non-
isothermal disk migration can be directed outward for some masses. Outward migra-
tion in the Type I regime can also occur in isothermal disks if full MHD turbulence is
considered (see also Uribe et al., 2011; Guilet et al., 2013), but these new effects are not
considered here because they need to be studied in more detail more studies before
they can be parametrized.
Recently, Paardekooper et al. (2010) derived semi-analytical formulas for migra-
tion in the limiting case of adiabatic disks. Here we combine different formulas that
are valid in different thermodynamical regimes into a model that can be applied to
the wide range of planet masses and thermodynamic properties of the disk that are
needed for our population-synthesis models.
Type I fit formula
Nonisothermal migration rates are more complex than isothermal rates. Generally, the
gravitational interactions of the planet and the gas disk can lead to three characteristic
flow regions that produce different types of torques:
• Lindblad torques:
Gas sufficiently far from the planet is only slightly perturbed and orbits the star
on nearly circular orbits inside or outside the planet’s orbit. The gravitational in-
teraction generated by the planet in the regions outside and inside the corotation
region produces the Lindblad torques.
• Corotation torque:
If the orbit of a gas parcel is closer to the planet, its flow is more and more de-
flected, until it passes the planet’s orbit in front or behind the planet. Thus it
forms so-called horseshoe orbits (see Fig. 2.1). The gas in the horseshoe orbits
produces by deflection the so-called horseshoe drag or corotation torque. The
strength of this torque depends on the thermodynamic regime of the interaction
between the planet and the disk and the mass of the planet.
For typical properties (radially decreasing density and temperature) of the disk
the Lindblad torques lead to inward migration, whereas the isolated torques from
the corotation region can result in either inward or outward migration. For certain
thermal and surface density profiles in the disk, these torques can be stronger than the
Lindblad torques. Thus the combination of Lindblad and corotation torques can lead
to either inward or outward migration, depending on their relative strength, which is
determined by the disk properties.
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τlib
τvisc
τU-turn
τcool
Figure 2.1 Schematic representation of the relevant time scales involved in type I mi-
gration. Flow lines of gas parcels are indicated in a system of reference that rotates
with the planet. The planet is indicated on the right. In the center is the star. Close to
the planet, the flow lines bend and make a u-turn during a time equal τu−turn. During
that time, the gas on the flow lines cool on a time scale τcool. One full libration around
the planet (indicated by the black lines) takes a libration time, τlib. During this time,
viscosity acts on a viscous time scale τvisc. The corotation region lies between the two
black lines. Inside and outside this region, gas parcels do not make u-turns, but have
a velocity relative to the planet because of to the Keplerian sheer (gray lines).
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The total torque Γ can be expressed in the following way, as shown in Tanaka et al.
(2002), Paardekooper et al. (2010) or Masset and Casoli (2010):
Γ˜ =
Γ
Mp
= C˜a2pΩ
2
p , where (2.2)
C˜ = C
a2p
h2
Σp
Mp
M2star
=
a˙p
2apΩp
=
1
4piNorb
=
τorb
4piτmig
, (2.3)
In these equation, Γ˜ is the specific torque (torque per unit mass). With a small p we
denote all quantities of or at the position of the planet. Mp is the total mass of the
planet and ap the semimajor axis, while Mstar is the mass of the star, h = H/a is the
aspect ratio of the disk with a vertical scale height H. Ωp is the Keplerian frequency
of the planet and Σp the gas surface density. The dimensionless factor C in the second
part of Eq. 2.3 gives the direction and strength of the migration and is discussed below
for different thermodynamical regimes (Sect. 2.3.2). The dimensionless number C˜
is proportional to the migration rate a˙p and inversely proportional to the number of
orbits needed for a planet to migrate over the distance of its semimajor axis Norb. It
is also proportional to the ratio of the two time scales for migration τmig and orbital
motion τorb
Additional parameters in the following equations are βΣ as the local power-law
exponent of the gas surface density (Σ ∝ rβΣ), βT the local power-law exponent of the
temperature (T ∝ rβT), and γ the adiabatic index (ratio of the heat capacities) of the
gas.
Depending on the properties of the disk, C is a combination of various torque con-
tributions of variable importance. Before we describe how we combined the contribu-
tions, we introduce expressions for their individual strength.
Paardekooper et al. (2010) derived that the Lindblad torque in an adiabatic disk is
proportional to (their Eq. 47, part 1)
CLind =
1
γ
(−2.5+ 1.7βT − 0.1βΣ) . (2.4)
They also found that the horseshoe drag in the adiabatic case is proportional to (their
Eq. 47, part 2)
CHS,adia =
1
γ
(1.65+ βΣ(9− 7.9/γ)− 7.9βT/γ) . (2.5)
The coefficient C in the adiabatic regime due to the combination of the Lindblad and
corotation torques is
Cadia = CLind + CHS,adia. (2.6)
Paardekooper et al. (2010) also found that the total torque in a locally isothermal
regime, where the temperature T is constant in time but not with semimajor axis, is
proportional to (their Eq. 49)
Cloc = −0.85+ 0.9βT + βΣ. (2.7)
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Subtracting from this the Lindblad torque in the adiabatic regime, but setting γ = 1
(compare Paardekooper et al. (2010) Sect. 5.4 1), one finds the horseshoe drag part in
the locally isothermal regime as
CHS,loc = 1.65− 0.8βT + 1.1βΣ. (2.8)
Compared with Eq. 2.4, Masset and Casoli (2010) derived a partially different Lind-
blad torque. We study the effect of this weaker Lindblad torque in Sect. 2.5.2.
CLind,2 =
1
γ
(−2.5+ 0.5βT − 0.1βΣ) . (2.9)
2.3.3 Time Scales
The proper mix of the above described torque contributions can be determined by
investigating the relevant time scales. For instance a disk behaving adiabatically pro-
duces a different torque than a locally isothermal one. Here the relevant time scales
are the cooling time in comparison to the dynamic time.
To decide in which subtype the planet belongs to, we compared four characteristic
time scales in total. The different time scales are schematically shown in Figure 2.1. In
all the following estimates of the time scale, the important characteristic length scale
is the width of the horseshoe region xs given as (Masset et al., 2006; Baruteau and
Masset, 2008; Paardekooper et al., 2010)
xs = 1.16ap
√
q
h
√
γ
. (2.10)
In this equation q is the ratio of the planet mass to the stellar mass.
The first two time scales we compared are the cooling time and the u-turn time to
distinguish between the locally isothermal and the adiabatic regime. The u-turn time
is the time a gas particle needs to undergo one turn in front or behind the planet. Its
value is approximately given as (Baruteau and Masset, 2008)
τu−turn =
64xsh2
9qapΩp
. (2.11)
The cooling time of a gas blob undergoing a turn is calculated by solving the 1D equa-
tion (Kley et al., 2009)
dT
dt
= − 1
ρCV
∂
∂a
(F) , (2.12)
where F is the heat flux, ρ the gas density, and CV the heat capacity at constant volume.
We assumed a cooling over the length lcool, which is the minimum of H, and xs, which
corresponds to either horizontal cooling over the width of the horseshoe region or
vertical cooling through the disk. The flux F in the optically thin case, when ρκlcool <√
1/8 is F = τσT4, and in the optically thick case in the diffusion description F =
1One infers the locally isothermal regime by taking the limit γ→ 1, which invokes infinitely efficient
thermal diffusion.
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4acT3
3ρκ
∂T
∂a (Kley et al., 2009). This means that we have two different types of the cooling
time scale with a smooth transition when the optical depth is 1/
√
8
τcool =
lcoolρCV
8σT3
(
8ρκlcool +
1
ρκlcool
)
. (2.13)
In a similar way we compared the viscous time scale and the libration time scale
to find out whether the horseshoe drag is saturated or not (Masset and Casoli, 2010).
The viscous time scale is
τvisc =
x2s
ν
, (2.14)
while the libration time is given as (Baruteau and Masset, 2008)
τlib =
8piap
3Ωpxs
. (2.15)
We denote the ratios of the relevant time scales as
s1 = fcool
τcool
τu−turn
(2.16)
and
s2 = fvisc
τvisc
τlib
. (2.17)
An equivalent approach can also be found in Casoli and Masset (2009) and Masset and
Casoli (2009).
These time scales are typically order-of-magnitude estimates. Therefore, we in-
troduced two factors, fcool and fvisc, of order unity to adjust the point of transition
between different regimes to obtain a better agreement with radiative hydrodynamic
simulations. In this work we set fcool = 1.0, since this proved toagree well with nu-
merical results of migration rates, as we show in Section 2.3.5. There, we also study
the influence of various values of fvisc. In general, we find that in nonirradiated α
disks, planets transit from the locally isothermal into the adiabatic regime before the
corotation torque saturates (Sect. 2.4.5).
We also note that for a given h, the ratio of the u-turn time and libration time is
constant:
τu−turn =
1.1628
3pi
h√
γ
τlib ≈ 1.14 h√γτlib. (2.18)
2.3.4 Type I migration formula
To combine the migration rates of these different regimes we defined an arbitrary tran-
sition function z to obtain a smooth shift from the locally isothermal to the adiabatic
regime as a function of the variable s1:
z(s1) =
1
1+ sb1
, (2.19)
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which has the properties that for s1 → 0, z(s1) → 1 and for s1 → ∞, z(s1) → 0.
Furthermore, depending on the value of b, the transition from 1 to 0 occurs more or
less quickly around s1 = 1. Therefore, uncertainties in overlap of different regimes can
be approximated with a lower b value. Additionally, the continuity of the transition
function allows one to use longer numerical time steps in a simulation when the planet
is close to the transition from one regime into another.
For individual transitions (e.g., locally isothermal to adiabatic, or type I into type
II), other studies (Paardekooper et al. (2011); Masset and Casoli (2010)) derived physi-
cally motivated transition functions. But the comparison of physically motivated tran-
sition functions Paardekooper et al. (2011) with our simple transition function defined
above shows little difference in population synthesis models (see Section 2.5.1). We set
b = 4.0, but the actual value of b is again not very important for the global outcome
seen in a population if 1.5 . b . 100 (see Appendix 2.9.2).
We multiplied the horseshoe part with min(1/s2, 1) to account for the saturation of
the torque that originates in the horseshoe region. As shown in previous studies (Mas-
set (2002) and Masset and Casoli (2010)), even when the cooling time is shorter than
the u-turn time, and thus it is also much shorter than the libration time, viscosity is
the driving factor for the saturation of the horseshoe region. This yields the following
type I migration coefficient CT1 (in the second term of Equation 2.3):
CT1 = CLind +min (1/s2, 1) (z(s1)CHS,loc + (1− z(s1))CHS,adia) . (2.20)
This assumes that even when cooling is much faster than the libration time scale
the horseshoe drag will saturate without sufficient viscous coupling of the horseshoe
region to the rest of the disk. The horseshoe part itself shifts between the adiabatic
and the locally isothermal value depending on the ratio s1 of the cooling time scale to
the u-turn time scale (if h is constant also with respect to the libration time scale (Eq.
2.18)).
The reduction of the surface density at the planet’s location due to the beginning
gap formation for more massive planets will also modify the migration behavior.
Crida and Morbidelli (2007) derived a formula to estimate the depth of the gap rel-
ative to the unperturbed disk. In their definition, a gap is formed when the surface
density is reduced to 10% of the unperturbed value. They defined a factor (their Eq.
12)
PΣ =
3h
4 3
√
q/3
+
50ν
qa2pΩp
(2.21)
as a combination of two criteria (the thermal and the viscous condition) and used this
factor to approximate the depth of the gap as
fΣ(PΣ) =
{
PΣ−0.541
4.0 if PΣ < 2.4646 ,
1.0− exp( P3/4Σ−3.0 ) otherwise .
(2.22)
We multiplied Σp in Eq. 2.3 with this factor to reduce the surface density in our torque
calculations. This means that the type I migration rate is reduced by a factor of up to
10 at the point of transition to type II migration. This reduced type I migration rate
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is still about one order of magnitude higher than the type II migration rate for typical
disk conditions (Sect. 2.3.5), which necessitates using a smooth transition function
necessary.
Eventually, when the planet mass reaches the gap opening mass Mgap, that is, the
mass at which fΣ = 0.1, the torque transitions to type II:
C = z
(
Mp
Mgap
)
CT1 +
(
1− z
(
Mp
Mgap
))
CT2. (2.23)
We used the same functional dependency as in (Eq. 2.19) for a smooth transition from
the type I to the type II torque. Here, we set the smoothing parameter b = 10.0 (fast
transition), because the reduction of the surface density already partly smoothes the
transition (see Sect. 2.9.2). The transition factor stypeII is in this case the ratio of the
planet mass to the mass at which the planet would open a gap in the disk:
stypeII =
Mp
Mgap
. (2.24)
The factor CT2 is the corresponding type II migration coefficient in the same dimen-
sions as CT1, given as
CT2 =
a˙p,T2Mstarh2
2a3pΣpqΩp
. (2.25)
2.3.5 Comparison with other models
In this section we compare our model with that of Paardekooper et al. (2011) for a
specific choice of parameters. The global consequences in a full planetary population
are shown in Section 2.5.1. Here, we use a simple, nonevolving 1D-disk and com-
pare the torques predicted by the two models in such a disk with results from the 3D
radiation-hydrodynamic simulations of Kley et al. (2009) and Bitsch and Kley (2011).
Paardekooper et al. (2011) developed a more complex migration model trying to
use first principles to derive in particular the transition functions compared with our
model described in Sect. 2.3. They derived their torques by calculating the effect of
viscosity and thermal diffusion onto the horseshoe region itself. From this they found
transition functions between different parts of the corotation torque, using thermal
diffusion time scales and viscous time scales as transition criteria between barotropic
and entropy-related parts of the horseshoe drag and the linear corotation torque and
also the saturation of both. On the other hand, we altered our torque according to the
ratio of these time scales using an arbitrary transition. They called their ratio of these
time scales pν and pχ with p2ν, the ratio scaling the saturation due to viscosity, being
equal to our s2 ratio if fvisc = 0.75. For pχ one can show that
pi
3
p2χ =
1.1628
9
h√
γ
s1. (2.26)
The numerical factors in front of both sides of the equation are almost equal 1. The
transition functions in Paardekooper et al. (2011) and our work are different. Therefore
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we considered the turnover points to compare the transitional behavior. In our model
it occurs when s1 = 1. For typical values of h and γ this leads to a value of pχ ≈
0.2. While not as easy to characterize due to the multiplication of several factors (see
their Eqs. 23, 30, 31, and 53), this is in the range where the transition in the entropy
torques occurs also in the model of Paardekooper et al. (2011). The main difference
in the description is the separate treatment of the ”entropy” and ”barotropic” parts
in Paardekooper et al. (2011) with three slightly different transition functions between
different parts of the torque. We only used one transition function between the locally
isothermal and adiabatic regime to attribute the dependence of the torque on cooling
processes. Finally, they used only one free parameter, the smoothing factor for the
planetary potential, which we set to 0.4 in our comparison here. They also stated that
their model is mostly applicable to planets with a mass of a few Earth masses, while
our model is intended to be applicable to a wider mass range.
To quantify the impact of the differences, we next compared the torques predicted
by our simple model with those in 3D radiation hydrodynamic simulations, and also
with the results found with the Paardekooper model. As will become clear, one finds
that despite the simplifications in our model, we can fit the numerical results relatively
well.
The 1D disk for the comparison was set up to be as similar as possible to the disk
from the 3D simulations of Kley et al. (2009) and Bitsch and Kley (2011). The surface
density Σ is a power-law in semimajor axis with a fixed slope of -0.5, and the temper-
ature T is a power-law in semimajor axis of -1.5 inward of 2.5 aJup, where aJup is the
semimajor axis of Jupiter. Farther out, when the temperature almost reaches 10 K, its
power-law exponent βT increases and approaches 0. We used the same EOS (Saumon
et al., 1995) and opacity tables (Bell and Lin, 1994) as in our full model. The viscosity
was set to the same value as in Kley et al. (2009). All other disk parameters, such as
disk height H or density ρ, were calculated from Σ and T. In this disk we then cal-
culated the specific torques on planets of either different mass or different semimajor
axes. With βΣ = −0.5 and βT = −1.5 there will be no type II torque since there is no
radial gas flow in this disk. We stress that our disk model for the planet population
synthesis calculations is in contrast a time-evolving 1+1D α model and is summarized
in Sect. 2.4.1.
In Fig. 2.2 we plot torques from our model as a function of planetary mass and
compare them with simulations from Kley et al. (2009), while in Figure 2.3, we com-
pare our model with Bitsch and Kley (2011), where torques at different semimajor axes
for a 20 M⊕ planet were calculated. In both figures we also show the torque as pre-
dicted from the model of Paardekooper et al. (2011) (for their suggested optimal free
parameter b = 0.4).
We plot the migration rates for our model with and without the reduction of the
surface density due to gap formation (solid and dashed lines respectively). This reduc-
tion was not only applied to our own model but also to the Paardekooper et al. (2011)
prediction. For the dependency of planet masses (Fig. 2.2), the curves with the gap
reduction remain closer to the data obtained by Kley et al. (2009). At around 200 M⊕
when the transition to type II occurs, this factor causes a 10 times lower type I torque
than without the reduction. Therefore with the zero type II torque in this disk-setup,
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Figure 2.2 Specific torque for different planet masses in the range from 1 to 600 M⊕ at
5.2 AU. The red solid line shows torques obtained with our nominal case ( fvisc = 1.0),
the green line is from the BMF model ( fvisc = 0.55). The red dashed line does not
include the reduction of the surface density due to gap formation (gr), otherwise it
is identical to the nominal model. The black line with crosses shows torques from
the 3D-radiative hydrodynamic simulations of Kley et al. (2009). A blue line shows
torques obtained with the model of Paardekooper et al. (2011). The solid green line is
our model of choice for the population synthesis models because it fits the results of
full 3D simulations best.
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Figure 2.3 Specific torque for different semimajor axes in units of the semimajor axis
of Jupiter aJup for a 20 Earth mass planet. The red lines show torques obtained with
our STD model ( fvisc = 1.0), the green lines with the BMF model ( fvisc = 0.55). The
solid (dashed) lines do (not) include the reduction of the surface density due to gap
formation (gr). The line with black crosses shows torques found in the 3D-radiative
hydrodynamic simulations of Bitsch and Kley (2011). The blue line shows torques
obtained with the model of Paardekooper et al. (2011). The solid green line is our
model of choice for the population synthesis models because it fits the results of full
3D simulations best.
the overall torque is also 10 times smaller. The red lines correspond to our model de-
scribed above (with fvisc = 1: hereafter the STD ”standard”-model), while the green
lines are our model with fvisc = 0.55 (hereafter the BMF ”best mass fit”-model). The
latter value for fvisc was chosen to increase the saturation mass in a way so that the
mass of zero torque in our own semi-analytical model agrees with the data of Kley
et al. (2009). The associated reduction of transition parameter s2 could be interpreted
as a more efficient viscous injection of angular momentum into the horseshoe region
from the rest of the disk than in the STD-model. Only a factor ∼ 2 is needed to bring
our model in agreement with the hydrodynamic simulations, meaning that the simple
estimate of the transition using the characteristic time scales leads to relatively accu-
rate results. Setting fvisc = 0.55 also increases the maximum specific torque, which
follows the data from Kley et al. (2009) more closely than our model with fvisc = 1, or
the model of Paardekooper et al. (2011), at masses larger than 15 M⊕.
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In Figure 2.3 we compare torques on a planet of a fixed mass (20 M⊕) as a function
of semimajor axis. Here we see as well that the BMF-model provides the best agree-
ment with the data of Bitsch and Kley (2011). The semimajor axis at which the torque
vanishes is with 2.7 aJup relatively close to the 2.5 aJup found in the hydrodynamical
simulations. The model of Paardekooper et al. (2011) places the position of zero torque
at 1.8 aJup, while in the STD-model it occurs at 1.4 aJup. Thus, for planets closer than
2.5 aJup the BMF-model seems to be the best representation of both sets of numerical
simulations.
At larger distance from the star the BMF-model and Paardekooper et al. (2011)
again yield similar results and compare relatively well to the data. All curves also
indicate that including the reduction of the surface density in Eq. 2.3 due to gap for-
mation leads to a better agreement with the torques found in the hydrodynamic sim-
ulations, especially in the outer parts of the disk. In summary, we see that by setting
fvisc = 0.55, the model agrees fairly well with the data provided from 3D simulations.
Some diskrepancy exists for the innermost point considered in the hydrodynamic
simulation. It is most likely caused by effects of the change of the opacity due to ice
evaporation, which is handled in a different way in our model vs. the 3D full models,
so that the gradient of temperature and surface density differ.
Note that this comparison in principle only applies for a fixed value of the Prandtl
number. The latter depends on γ and the optical depth τ (Paardekooper et al. (2011)),
which varies, for instance with the distance from the star or temperature. In the limit
of high optical depth, the Prandtl number approaches Pr = 94γ(γ− 1).
Nevertheless, we conclude that our BMF-model can quite adequately reproduce
the current understanding of planet migration based on (semi-) analytical models for
the modeling purpose of planetary populations.
2.3.6 Model versions
In the last section, we have calibrated our semi-analytical model with the results of
a specific set of radiation-hydrodynamic simulations. With these results, we define
three versions of the model that are used below to study the (global) effects of these
different variants of our migration model:
• STD model In the standard version we simply set fvisc = 1.0 so that the plain
time scales as defined in Section 2.3.3 are employed to calculate the point of
saturation.
• BMF model In the best mass fit version we multiply s2 by 0.55 ( fvisc = 0.55).
This model compares best with the 3D migration simulations as shown above.
• RED model In the reduced version we reduce s2 by multiplying it with 0.125
( fvisc = 0.125). This results in a four times higher saturation mass than for the
STD case. We use this even larger reduction to study the effect of different re-
duction factors.
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2.4 Formation models and migration tracks
In addition to the comparison shown above for the migration rates alone, we are in-
terested in the global effects of the new migration model onto a planet population
compared with our older isothermal migration model. The planet formation model
used for this is based on the paradigm of core accretion (Perri and Cameron, 1974;
Mizuno et al., 1978; Pollack et al., 1996; Alibert et al., 2005). The model is described
in detail in Alibert et al. (2005) with later modifications shown in Mordasini et al.
(2009a), Mordasini et al. (2010, 2012a,b), and Fouchet et al. (2012). It consists of dif-
ferent computational modules, namely the planet accretion module, the disk module,
and the migration module. The migration module is described above and was used
in recently published work of Fortier et al. (2013), Mordasini et al. (2012a), and Mor-
dasini et al. (2012b). In the following sections we give a short overview of the disk
and accretion modules. Then we present calculations of a few specific planets, show
the associated formation tracks and the important features found in them. Finally, we
present results from planet population synthesis calculations. Since we concentrate
in this paper on the direct effects of the new migration model, we present here only
simulations with just one embryo per protoplanetary disk. The interplay of migration
and multiple concurrently forming planets (Alibert et al., 2013) will be addressed in
future work.
2.4.1 Disk model
As a model for the protoplanetary disk, we used a 1+1D model as in Papaloizou and
Terquem (1999) or Bell and Lin (1994), and present only a short summery here. The
protoplanetary disk is described as a viscously evolving α disk, where α is assumed to
be constant throughout the disk. The viscosity is given as ν = αHcs with H the disk
scale height and cs the sound speed (Shakura and Sunyaev, 1973). Irradiation effects
from the host star can be included in the calculations of the vertical structure (Fouchet
et al., 2012). For the evolution of the gas surface density Σ over time t and distance
a from the star we solved the standard viscous evolution equation from Lynden-Bell
and Pringle (1974). For most of our simulations in this paper we neglected stellar
irradiation and used only viscous heating if not otherwise mentioned:
dΣ
dt
=
3
a
∂
∂a
[
a1/2
∂
∂a
(
νΣa1/2
)]
+ Σ˙w(a). (2.27)
As a sink term we included the photoevaporation rate Σ˙w(a) as given in Mordasini
et al. (2009a). Together with α and the initial disk mass it determines the disk lifetime.
At the start, the solid surface density of the planetesimals is equal to the gas density
times the dust-to-gas ratio fD/G. It is further reduced inside of the iceline at a tem-
perature T = 170 K by a factor of 4. Other than by accretion onto and ejection by the
planet, we did not evolve the solid surface density.
2.4 FORMATIONMODELS ANDMIGRATION TRACKS 21
2.4.2 Model of accretion and internal structure
We simulated the growth of one planet per disk. For this, we inserted a 0.6 M⊕ seed
embryo at a random position in the disk. The core has a constant density of 3.2 g/cm2
and contains all the heavy matter the planet accretes, that is, we assumed that all
planetesimals sink to the core (Pollack et al., 1996). The seed will initially start to
accrete mostly planetesimals, which leads to a growth of the core. The amount of
energy released from the infalling planetesimals is high at this point and the core mass
is low, therefore initially only small amounts of gas are bound. As the core grows, it
binds an increasingly massive envelope. The accretion rate of gas is found by solving
the standard equations of the structure of planet interiors, but with the simplification
that the luminosity is constant throughout the envelope.
In the original model of Mordasini et al. (2009a), the luminosity of the planet is
due to the accretion of planetesimals alone. This is usually the dominant source of
luminosity at smaller masses (Pollack et al., 1996). Here, we adopted a simplified
version of the model described in Mordasini et al. (2012b) to take also into account the
luminosity generated by the accretion of gas. In the original model it was sufficient
to consider only the luminosity due to the planetesimals, because the migration was
always directed inward. This means that the cores always migrate into regions with a
high solid surface density. With the new migration model, this is no longer the case:
because the positive torques act at certain masses (see Section 2.3.5), it is possible that
a core migrates through parts of the disk with a very low solid surface density content.
There the luminosity of gas accretion becomes important.
2.4.3 Convergence zones
These positive torques lead to regions in a disk where a planet within the adiabatic
migration regime migrates outward instead of inward (Lyra et al., 2010; Mordasini
et al., 2011). Figure 2.4 shows the values of Cadia (which represents the strength of the
migration in the adiabatic regime, see Eq. 2.6) at time equal 0.02, 0.1 and 0.5 Myr in
a nonirradiated evolving α-disk with Σ0 = 420 g/cm2 and M˙w = 6.7× 10−9 M/yr.
These parameters results in a lifetime of the disk of 2.8 Myr.
In Figure 2.4 one can see two regions of outward migration, i.e., with positive val-
ues of Cadia, from 0.46 AU to 2.6 AU and farther out from 3.6 AU to 11.5 AU at 0.02 Myr
(red curve). At later times these regions are closer to the star as the disk evolves. To
further illustrate the time evolution of the regions in Figure 2.5 we show the direction
of migration as a function of time for this disk. Blue indicates regions of inward mi-
gration while green shows outward migration. One can see that these regions slowly
move inward as the disk evolves. This occurs on the viscous time scale of the disk
(Lyra et al., 2010). Owing to the existence of the outward and inward regimes, there
are special locations in the disk. For example, at an age of 0.5 Myr, the migration
changes from outward to inward at 10 AU (and at about 1.2 AU) when moving to a
larger distance (i.e., these are points of zero torque where the derivative of the torque
with distance is additionally negative). Such a point is called a convergence zone (CZ).
It is called this because planets in its vicinity converge on this zone from both inside
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Figure 2.4 Strength of adiabatic migration coefficient Cadia, plotted as a function of
semimajor axis at times equal 0.02 , 0.1 and 0.5 Myr in a nonirradiated, evolving α-
disk. Positive values of Cadia drive outward migration.
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Figure 2.5 Direction of migration in the adiabatic migration regime for a nonirradiated
evolving α-disk. Blue indicates regions of inward migration while green shows out-
ward migration. The black lines are the migration tracks of an evolving protoplanet
set into the disk at 2000 yr. The track shown with the solid line uses the BMF migra-
tion model while the dashed line is calculated with the RED model (see Sect. 2.4.4).
The symbols mark important points in the evolution and are discussed in the text.
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and outside (see Lyra et al., 2010). The domain in orbital distances from which plan-
ets migrate to the convergence zone is the associated convergence region. At 0.5 Myr,
the inner convergence region extends from 0.2 to 1.8 AU for example. Similar results
for two convergence zones for various disk models were also recently presented by
Kretke and Lin (2012) and Yamada and Inaba (2012). After reaching the convergence
zone, a planet remains slightly outward, but close to it, so that the net torque pushes
the planet inward at the same migration rate as the zone itself.
Once captured in a convergence zone, the planet migrates on a time scale that is
at least an order of magnitude longer than typical type I migration time scales. For
example, while captured in the inner convergence zone, the planet discussed below
has an equivalent migration coefficient C (Eq. 2.3) of 0.034 while C is during normal
type I migration on the order of 1 as shown for instance in Fig. 2.4 or Paardekooper
et al. (2010).
However, for some conditions, a low-mass planet cannot migrate at a sufficiently
high rate to remain close to the CZ. Instead, the planet leaves the CZ and falls behind
it (the planet still migrates inward, but is overtaken by the CZ). This occurs especially
for the inner convergence zone. Typically, after leaving the inner zone, the planet
transitions into the outer one, where it is again captured. The reason is that the type
I migration rate is proportional to the planet mass. For a sufficiently low mass of the
planet, the type I migration time scale thus becomes longer than the viscous time scale
of the disk, which sets the speed at which the CZ moves. This characteristically occurs
at the end of the disk lifetime, when the gas surface density is low, so that the type I
migration time scale becomes even longer.
The position of the inner CZ is close to the distance of the local minimum in the
opacity at a temperature of ≈ 200K (Lyra et al., 2010), which is the temperature where
ice grains are completely molten in the opacity law of Bell and Lin (1994). The change
in the slope of the opacity at this point leads to a change in the temperature power-
law exponent βT, which leads to the change of the sign of Cadia and therefore to a
convergence zone. The reason for the outer CZ is the change of the temperature slope
due to the convergence onto the background temperature in the outer part of the disk.
The convergence zones only exist for a certain range of planet masses (Kretke and
Lin, 2012). A low-mass planet will migrate in the locally isothermal regime since the
thermal processes in the disk are fast enough to regulate the temperature during a
u-turn of the gas. On the other hand, when a planets becomes massive enough, the
angular momentum flux through the horseshoe region will be too low to support the
unsaturated horseshoe drag, so this part of the torque saturates and in general rapid
inward migration sets in.
2.4.4 Migration and formation tracks
The new migration model leads to changes in the evolution of a protoplanet that are
different from those described in Mordasini et al. (2009a). We discuss the new behavior
in this section where we show the migration and formation tracks of a typical proto-
planet of our synthesis simulation. Not every evolving protoplanet in our calculations
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Figure 2.6 Formation tracks, i.e., evolution of the position in the distance-mass plane
for a planet in a nonirradiated, evolving α-disk. The track shown as a solid line uses
the BMF migration model, while the dashed line uses the RED model. The colors
represent the different migration regimes and are also used in this way in subsequent
figures. Blue shows unsaturated locally isothermal migration, while red shows unsat-
urated adiabatic and magenta saturated adiabatic migration. In both cases the planet
does not enter the type II or the saturated locally isothermal regime. The symbols
mark the same important points in the evolution as in Fig. 2.5 and are discussed in the
text. The small filled circles show the final positions of the planets at the end of the
simulations.
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shows every behavior described below, but most evolutionary tracks of planets fea-
ture at least some part of the behavior. The consequences of the new migration model
for a whole synthetic population are studied after this.
Further to what was discussed before, Figure 2.5 also shows two tracks of an evolv-
ing protoplanet starting at 0.57 AU at 2000 yr after the start of disk evolution. Figure
2.6 shows the corresponding formation tracks of this protoplanet in the semimajor axis
mass plane. In both diagrams, the simulation represented by the solid line uses the
BMF migration model, where fvisc = 0.55, while the dashed line is used for the RED
model with fvisc = 0.125 (see Sect. 2.3.6), simulating a larger saturation mass. The
beginning of the evolution of the protoplanet is the same in both models. It starts to
migrate inward in the locally isothermal migration regime (blue part of the track in
Figure 2.6) and accretes solids from its surrounding, depleting this part of the disk of
planetesimals. When it reaches a mass of approximately 2.5 M⊕, its horseshoe region
is broad enough that cooling cannot keep the gas that is on horseshoe orbits in a lo-
cally isothermal state. The planet enters the unsaturated adiabatic regime, shown in
red in Figure 2.6, and starts to migrate outward (at the position marked by a circle
in the figures). This occurs at 0.1 Myr as seen in the migration track in Figure 2.5.
While migrating outward, the planet does not grow at first because there is almost no
solid material left because of its previous passage through this part of the disk. The
protoplanet is also still too small to accrete significant amounts of gas. After crossing
its initial position, growth by accretion of planetesimals sets back in and the planet
migrates outward until it enters the convergence zone at 0.6 Myr (diamond symbol).
Here the direction of migration again changes to inward as the planet is now bound
to the CZ. While the disk evolves, this zone and the captured planet move slowly
inward. The planet again moves through a region that is depleted of almost all plan-
etesimals. But, with a 10 M⊕ core, the planet is now massive enough to bind nebular
gas in its envelope. This is especially true when there is not much solid accretion,
which means that the core luminosity is low, and therefore the gas accretion rate is
high. The planet grows by accreting gas, until at about 1.25 Myr in the BMF model
(solid line), it reaches the mass where saturation sets in (square symbol). The positive
horseshoe drag is reduced with increasing mass and is not sufficient to counterbal-
ance the negative Lindblad torques. The planets therefore leaves the CZ and rapidly
migrates inward (saturated adiabatic migration regime, magenta in Fig. 2.6).
The planet continues to accrete gas until the inner edge of its feeding zone reaches
the distance of the previous closest approach to the star (upward-facing triangular
symbol). Again in reach of planetesimals, solid accretion restarts and increases the
core luminosity. The envelope expands, heated by this process, and because it is still
connected to the disk at this time (attached phase, see Mordasini et al., 2012b), the
heating leads to the loss of envelope mass and a corresponding reduction of the total
planetary mass (see Sect. 2.4.2). This reduces the level of saturation, which in return
increases the horseshoe drag, which can again balance the Lindblad torque resulting
in an almost complete stop of migration: if the planet were to migrate outward again,
solid accretion would stop and rapid gas accretion would start to increase the mass.
This would reduce the horseshoe drag and push the planet back inward. In the op-
posite case of further inward migration, solid accretion would become stronger. This
would increase the core luminosity and remove more envelope mass, and the total
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mass decreases. This would increase the outward-directed horseshoe drag because of
the reduced saturation of the corotation torques. The planet would thus tend to mi-
grate outward. The combination of these two points means that the planet has reached
a quasi-stable point due to the interplay of accretion and migration.
With the evolution of the disk, the saturation mass at a given point in the disk de-
creases over time. Thus the mass where the partly saturated horseshoe drag balances
the Lindblad torques is also reduced with time. Because of the interaction of accretion
and migration, the planet’s mass remains exactly at this zero-torque mass.
The planet is forced to loose more mass and therefore remains at this semimajor
axis for a given moment in time, while, as a result, the planet moves in slowly over
longer time scales. It just “nibbles” on the edge of the planetesimal disk that was
depleted up to this distance, while reducing its mass. The gas envelope mass is de-
creased until a level is reached that the planet can support with the full solid accretion
rate of normal inward migration.
In case of the BMF model, this is a slow process. The protoplanet remains for 0.5
Myr at 0.5 AU while it looses 6 M⊕ of the envelope it has accreted while moving in-
ward in the CZ and later in the saturated adiabatic migration regime. At this time it
has only 0.1 M⊕ of envelope left. This is the same amount as at the time it became
bound to the CZ. The RED model and its increase of the saturation mass leads to a
slightly different behavior of the protoplanet. It remains for a longer time in the CZ
and can thus accrete gas for a longer time than the BMF model protoplanet. This
results in a larger envelope mass when it reaches the distance of the previous clos-
est approach (left-facing triangle). But since in both cases the protoplanet migrated
through the same part of the disk, both have the same amount of solids accreted and
thus the same core-mass. Therefore, the increase of the solid accretion rate also leads
to a mass loss of the envelope in the RED model case. But here, the planet is still in
the unsaturated migration regime while loosing most of its envelope mass. Therefore,
the mass loss does not lead to a change in the migration rate. The protoplanet is still
bound to the CZ and is pushed by it into the remaining planetesimal disk. Therefore,
the mass loss occurs much faster here, the planets looses 11 M⊕ in only 0.1 Myr.
This illustrates the strong inter-dependence of migration and accretion. The solid
accretion rate is set by the amount of solids reachable by the planet, and therefore by
the migration that brings the protoplanet into new regions of the disk. But this be-
havior is only true if the availability of planetesimals themselves, and not the collision
rate, is the limiting factor for the solid accretion rate M˙core. In the planet-envelope
structure model used here, the solid accretion rate, the associated core luminosity, and
the mass of the core itself define the envelope structure and thus the envelope mass of
a planet.
The small loops in the track that occur while the planet in the BMF model looses
mass (between the up- and down- facing triangles) are caused by a finite time-step.
Some larger loops are visible in the formation tracks in Figure 2.7. We show here the
data obtained during the population synthesis calculations discussed in Sect. 2.4.5 and
shown in that figure. We also separately simulated the same case with a much shorter
time-step and obtained the same results without these small loops.
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We did not consider an increase in the random velocities of the planetesimals due
to the presence of a planet. They remain small, as reported in Pollack et al. (1996). A
more realistic oligarchic growth model as described in Fortier et al. (2007) and Fortier
et al. (2013) leads to higher random velocities and thus a smaller focusing factor in the
calculation of the solid accretion rate M˙core. This would lead to less envelope loss if
M˙core remains small enough.
Another point to consider, in addition to the planetesimal accretion rate, is the
treatment of the protoplanetary disk in our model. We did not let the disk evolve
except for depletion due to accretion onto the protoplanet. Therefore there is a sharp
edge into which the planet can migrate. A more realistic treatment (e.g., planetesimal
drifting or diffusion, scattering) would lead to a gradual increase of M˙core and thus
to a slower loss of the envelope. But we expect the final outcome to be similar, only
the track in the a-M plane would be smoother (mass loss setting in earlier and more
gradually).
In both cases shown here, the protoplanet starts again to accrete solids and nebula
gas and migrates inward after it looses almost all its envelope mass (down- respec-
tively right-facing triangles in Fig. 2.5 and 2.6). In case of the BMF model it migrates
in the faster saturated adiabatic migration regime until in reaches 0.1 AU and a final
mass of 17 M⊕ ( 0.9 M⊕ in its envelope) and the simulation stops. In the RED model
the simulation ends with the disappearance of the disk at 2.8 Myr and the planet mi-
grated to 0.43 AU with a mass of 10.5 M⊕ (only 0.1 M⊕ in the envelope).
2.4.5 Reference population synthesis calculation
After studying the single case, we now look at a population synthesis calculation with
10000 different initial conditions that we used as our reference when we investigated
the effects of different migration models on a synthetic planet population. The impor-
tant parameters of the synthesis can be found in Table 2.1. We used the BMF-migration
model and an α parameter of 7× 10−3 for the nonirradiated disk.
Figure 2.7 shows the tracks of 250 cases, the different migration regimes color
coded. The meaning of the colors is described in the caption of Fig. 2.7. One can
see that most planets start in the locally isothermal migration regime, changing into
the unsaturated adiabatic migration regime before the horseshoe drag saturates and
they migrate inward. Some are large enough to transition into type II migration while
others end up at 0.1 AU. Two groups corresponding to the inner (inside of 1AU) and
outer (outside of 1 AU) convergence zone are visible in Fig. 2.7.
When a planet migrates outward through the iceline, the migration rate does not
change, but its solid accretion rate does change by a factor of 4, because the increase
in the solid surface density. This results in a bend and a much steeper slope in some
of the tracks in the outer zone. Horizontal parts in the formation tracks that indicate
migration without growth are also lacking in the tracks of the outer planets. In the
outer parts, especially outside of the iceline, the amount of solid matter is too large to
be completely accreted onto the planet at the given accretion rates M˙core. Thus, planets
can also collect material on their second pass through a part of a disk and grow.
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Figure 2.7 Formation tracks, the evolution of the position of the planets in the semi-
major axis mass diagram. Color shows the different migration regimes at this point
of its formation. Blue shows unsaturated locally isothermal, cyan saturated locally
isothermal migration, red shows unsaturated adiabatic and magenta saturated adia-
batic migration, finally, green shows type II migration. The filled circles show the final
positions of the planets at the end of the simulations.
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Quantity value
Initial disk power-law exponent -1.5
Disk viscosity parameter α 7× 10−3
Inner radius of computational disk 0.1 AU
Outer radius of computational disk 50 AU
Gas surface density at inner radius continues
Irradiation for disk temperature profile not included
Iceline included
Embryo starting mass 0.6 M⊕
Core density 3.2g/cm2
Envelope type primordial H2/He
dl/dr in the envelope zero
Grain opacity reduction factor 1.0
Type I migration BMF-model
Type I migration reduction factor none
Transition criterion type I to type II Crida et al. (2007)
Transition exponent
Type I to type II migration (Eq. 2.23) 10.0
Transition exponent
Unsat. to saturated migration (Eq. 2.20) 4.0
Cooling reduction factor fcool 1.0
Viscosity reduction factor fvisc 0.55
Stellar mass 1 M
Simulation duration till gas disk vanishes
Number of embryos per disk 1
Table 2.1 Parameters and settings for the reference population synthesis.
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Figure 2.8 Final position of the synthetic planets in the semimajor axis mass diagram.
Color shows the different migration regimes a planet is in when the calculation ended.
The meaning of the colors is the same as in Fig. 2.7. The bars at 0.1 AU indicate the
mass range of the “hot” planets in the different regimes. The boxes indicate clusters
of planets described in the text.
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The inner and outer CZ are the reason for three groups of planets in the final po-
sition a-M diagram. They can be seen in Figure 2.8. A fourth possible cluster is not
visible because the BMF-migration model leads to a situation where all those planets
migrate inward of 0.1 AU (see Section 2.5.2):
• The first cluster, which is the one with the highest number of planets, lies ap-
proximately between 0.15 and 0.8 AU and 1 and 20 M⊕ (red box in Figure
2.8). It consists of planets captured by the inner convergence zone. Most of the
planets are directly attached to the CZ when the disk disappears and the sim-
ulation stops. Their mass is too small for a transition into saturated migration
and departure of the CZ. A strip of planets extends inward from this cluster.
These planets saturated shortly before the disk ended. However, most planets
that transition into the saturated migration regime while being in the inner CZ
eventually end up at 0.1 AU.
• The second cluster lies farther away from the star (1 AU to 4 AU) but is also
in the mass range between 1 and 20 M⊕ (blue box in Figure 2.8). It consists
of planets captured by the outer second CZ. It is less populated because fewer
embryos start at the larger distances because the distribution of the starting po-
sitions, which are uniform in log(a). Additionally, the amount of solid material
to grow is larger, thus many planets at these distances can reach masses above
the saturation mass.
• The third cluster consists of planets that saturated while being in the outer con-
vergence region (green box in Figure 2.8). But they are massive enough and can
accrete enough solids on their way in that most of them can transition into type
II migration. Here they migrate on the time scale of the disk evolution or slower
and can accrete gas until the disk ends. They reach masses between 100 and a
few 10000 M⊕. The planets can reach such high masses because we neglected
the effect of gap formation on the gas accretion rate. If the reduction of the gas
accretion rate due to gap formation were included, the planet masses would be
restricted to lower masses, depending on the disk viscosity and mass (cf. Boden-
heimer et al., 2013).
Planets in the inner convergence region will migrate to the inner CZ and thus mi-
grate through a large part of the inner part of the disk. But they remain completely
inward of the iceline since the inner convergence region ends there due to opacity
transitions. Therefore they are able to accrete most matter in the first few 0.1 AU and
thus finally have at least a few Earth masses. In our model we obtain a small planet of
several M⊕ or less only when its starting time is in the last few 0.1 Myr of the disk life-
time. With more than one core per disk one planet alone cannot accrete all the matter
in the inner part. The solids will be distributed in many small planets. We there-
fore overestimate the number of planets between 2 and 30 M⊕ and underestimate the
number of planets smaller than 2 M⊕.
The synthesis with the new migration model also shows the desert of planets be-
tween 30 and 200 M⊕. This is a feature of the runaway gas accretion that occurrs in the
core-accretion model (Pollack et al., 1996). On the other hand, the region of close-in,
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low-mass planets, which was empty in Mordasini et al. (2009b), is now well populated
with the new nonisothermal migration model.
The spread of the first cluster originates in the spread of the initial conditions of
the photoevaporation rate Σ˙w(a). In the implementation of our disk module the pho-
toevaporation rate determines the mass of the disk at the end of a simulation and
therefore the position of the CZ at the end of a simulation. A single value of Σ˙w(a) in
all simulations of a synthesis would result in only one position of the CZ and therefore
a high concentration of small mass planets on one radius (see also Sect. 2.4.3).
We used some basic statistics, namely the number of “hot” and “cold” planets and
the number of massive and small planets (cf. below), to compare synthesis calcula-
tions with different migration models. While none of these numbers are compared
with those of the observed population of extra-solar planets, the difference between
the calculations allows us to see the importance of different parameters or parts of the
migration model. Comparison with the observed population will be made in future
work when other such as effects like the decrease of the disk mass due to accretion
onto the planet or multiple concurrently forming planets (Mordasini et al., 2012b,a;
Alibert et al., 2013) are also included. Out of 10000 initial conditions we obtained
6850 planets more massive than our starting mass of 0.6 M⊕ in the synthesis calcula-
tion described above. The remaining 3150 initial conditions have starting times (time
when we insert the planet embryo into the disk) longer than the lifetime of the corre-
sponding disk. Out of these 6850 planets 54,4% migrated to 0.1 AU, the inner border
of the computational disk, and are called “hot” planets. The other 45,6% ended further
out and will be called “cold” planet.
Finally, there are 912 (13.3%) massive planets in total with M > 100M⊕. While the
majority of all the planets in the synthesis are “hot”, the massive planets split into 276
“hot” and 636 “cold” planets. Thus there are more “cold” giant planets than “hot”
ones.
2.5 Impact of different migration prescriptions
In this section we compare results from population synthesis calculations where we
changed one aspect of the migration model relative to the calculation above (Sect.
2.4.5), but otherwise used the same initial conditions and settings. We therefore refer
to the synthesis above as the reference synthesis. We first compare it with migration
models described in earlier studies before we change some physics of the model itself.
2.5.1 Earlier prescriptions
We use two earlier prescriptions, the isothermal migration model of Tanaka et al.
(2002) used in our earlier work and the migration prescription from Paardekooper
et al. (2011).
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name “hot” “cold” total “hot” “cold”
massive massive massive
BMF model, reference synthesis 54.4 45.6 13.3 4.0 9.3
isothermal migration model 79.2 20.8 7.8 2.7 5.1
BMF model, Casoli Lind. 48.8 51.2 15.0 2.9 12.1
RED model 35.4 64.6 19.1 1.4 17.7
STD model 60.5 39.5 11.4 4.5 6.9
Paardekooper, free gamma 55.4 44.6 12.0 4.1 7.9
Paardekooper, gamma = 1.4 59.3 40.7 9.5 4.1 5.4
BMF model, irradiated disks 68.8 31.2 10.1 3.8 6.3
Table 2.2 Statistical results of population synthesis calculations. In the first seven syn-
theses simulation we consider 6850 planets more massive than 0.6 M⊕. In the synthesis
with the irradiated disk we consider ≈ 7700 planets more massive than 0.6 M⊕. The
second column shows the percentage of planets that migrated to 0.1 AU (“hot” plan-
ets), while the third column corresponds to “cold” planets (a > 0.1AU).We also show
the fraction of embryos that grow more massive than 100 M⊕ (total massive) and how
they split into “hot” and “cold” massive planets in columns four to six.
Isothermal migration model of Tanaka et al. 2002
The first comparison was made with calculations preformed with the nonreduced
isothermal migration model ( f1 = 1) based on the results of Tanaka et al. (2002). While
we used the same type I migration model as in Mordasini et al. (2009a), the results here
still differ from those published in Mordasini et al. (2009a), since we here use the same
transition criteria for the transition from type I into type II migration as in the refer-
ence synthesis. This is different from the one in Mordasini et al. (2009a). There only
the thermal condition (H > RH) for the transition into type II was used. This leads to
much smaller transition masses than here.
Figure 2.9 shows the final position of the planets in the distance-mass diagram
in red, right-facing triangles. Blue, left-facing triangles show the reference synthesis.
While the range in mass and distance covered by the planets is the same, there is no
clustering caused by the migration into a CZ at small masses (0.6 to 30 M⊕). The
total number of “cold” planets (a > 0.1 AU) is only ≈ 45% of the number found
in the reference calculation. From the 6850 synthetic planets more massive than 0.6
M⊕ we find 79.2% “hot” planets with 2.7% “hot” massive planets and only 20.8 %
planets outside of 0.1 AU. Of these, 346 are more massive than 100 M⊕ (5 %). The new
nominal nonisothermal migration model in comparison gives twice as many planets
that remain outside of 0.1 AU and also almost twice as many massive planets. Some
preliminary calculations indicate that this ratio can increase even more with lower
values of α. The nominal migration model still leads to a loss of more than half of
the planets with more than 0.6 M⊕ into the inner part of the disk inside of 0.1 AU
and therefore potentially into the star. On the other hand, the new model doubles the
number of planets outside of 0.1 AU compared with the isothermal migration model
without any arbitrary reduction factor.
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Figure 2.9 Final position of the planets in the distance - mass diagram. Red, right-
facing triangles shows the positions obtained with the isothermal migration model.
Blue, left-facing triangles correspond to the reference synthesis.
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Figure 2.10 Final position of the planets in the distance-mass diagram. Three different
syntheses are shown. Blue, up-facing triangles show the reference synthesis. The other
two population calculations are made with the migration model of Paardekooper et al.
(2011). Red, left-facing triangles represent planets obtained with this model and the
adiabatic coefficient γ calculated by our EOS. Green, right-facing triangles show the
a-M positions obtained with the Paardekooper et al. 2011 model with a fixed γ = 1.4.
Paardekooper et al. 2011 migration model
Paardekooper et al. (2011) developed a migration model that is similar to the one de-
scribed in Section 2.3, but more sophisticated, because it uses thermal-diffusion time
scales and viscous time scales as transition criteria between barotropic and entropy-
related parts of the horseshoe drag and the saturation of both. The difference between
their and our model are discussed in Section 2.3.5, where we compared torque curves
from our model with those of this model. We also made two synthesis calculations us-
ing this migration model. The final a-M distribution of the two simulations is shown in
Figure 2.10. Green dots represent the final positions of the synthetic planets obtained
with the Paardekooper et al. (2011) model and a fixed γ = 1.4. The second calculation
is shown in red, here γ was determined with the EOS we usually use (Saumon et al.,
1995). The blue symbols show the reference synthesis.
For planet masses larger than three Earth masses there is no real difference be-
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tween the three plotted syntheses. The simulation with the free γ produces nearly the
same number of “cold” planets, the simulation with the fixed γ slightly (5− 10%) less
relative to the nominal BMF model. The situation is slightly different for the number
of massive planets with Mp > 100M⊕ outside of 1 AU: the free γ synthesis has only
85% of the number of “cold” massive planets of the BMF-model synthesis and the
fixed-gamma simulation about 60% of the nominal model.
The reason for the small differences in the overall amount of “cold” planets but
the larger differences for the “cold” massive planets is, as visible in Fig. 2.2 and 2.3,
that overall both models produce the same general migration behavior: first planets
migrate inward, then outward to a convergence zone, and after saturation inwards
again. But the point of crossover from outward to inward migration is closer in and
at lower masses for the Paardekooper et al. (2011) model relative to the nominal BMF
model. The planets saturate at lower masses and therefore start to rapidly migrate
inward earlier in their evolution and fewer planets can reach the type II migration
regime and become massive.
Overall, there are no large difference between the different migration models. On
the other hand, our simpler BMF model seems to agree better with the torques ob-
tained with the radiative hydrodynamical simulations of Kley et al. (2009) and Bitsch
and Kley (2011).
2.5.2 Different input physics
We now study the effect of different Lindblad torques and of different saturation
masses onto the synthetic planet population.
Lindblad torques
As stated in Section 2.3.2, there are two different formulas for the Lindblad torques.
We changed the Lindblad torque to the one used in Masset and Casoli (2010) for one
synthesis. We show the final positions of the planets in the distance-mass diagram in
Figure 2.11. The color-coding is the same as before. The resulting Lindblad torque is
weaker with the equation of Masset and Casoli (2010), thus the migration in the sat-
urated regime is slower. This results in moving the high-mass, third clusters farther
out. In the reference synthesis the outer cluster is located between 0.1 AU and 0.6
AU. Here, it is located between 0.2 AU and 1 AU (red solid box). Inside of 0.2 AU
one can see some planets of a fourth cluster. The planets in this inner group origi-
nate in part from fast growing planets, that is, those large dust-to-gas-ratios, of the
inner convergence zone. The rest are planets from the outer zone, which saturated
but grow rapidly enough during their fast inward-migration phase to transition into
type II migration. In contrast to the reference synthesis, where all planets of this group
migrated to the inner border of the computational domain at 0.1 AU, the planets are
now at larger distances and can be seen in the calculation (red dashed box). The third
cluster (outside of 1AU) completely consists of planets in the outer convergence zone.
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Figure 2.11 Final position of the planets in the semimajor axis mass diagram. Red
shows the final position of planets obtained with the BMF model but with a Lindblad
torque formula from Masset and Casoli (2010). In blue are depicted the results of the
reference synthesis.
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The smaller torque also results in a smaller and weaker region of inward migration
between the CZ. It is small and weak enough that in some cases, planets can drift from
the inner into the outer convergence region, because the migration rate is lower than
the movement rate of the CZ due to the evolution of the disk (see Sect. 2.4.3).
For low-mass planets below the saturation mass the differences are smaller be-
tween the two syntheses. There are still the two clusters, associated with the two
convergence zones.
We can thus conclude that the weaker Lindblad torque results in an shift of the
final position of a planet in the distance-mass diagram to the right that is, to larger
distances. Because of this we also see more “cold” (increase from 45.6% to 51.2%) and
more massive planets relative to the reference synthesis (increase from 9.3% to 12.1%).
The calculated migration rate in saturation is only about a factor of 2-3 smaller with
the formula of Masset and Casoli (2010) than that of Paardekooper et al. (2010). This
seems small compared with the previous reduction of type I migration by a factor of
10-1000. But still, this small change in the description of a part of the torque by a
factor of three has observable influence on the distribution of massive planets by up
to a factor of 2 in semimajor axis for some cases.
Saturation mass
We furthermore conducted population synthesis calculations with two different val-
ues of fvisc. One with a larger fvisc = 1 (STD model) and one with a smaller
fvisc = 0.125 (RED model) than the reference synthesis (BMF model, fvisc = 0.55)
(see also 2.3.6). This only affects planets that are massive enough to undergo the tran-
sition into a saturated migration regime. An eight times smaller fvisc will result in a
four times larger saturation mass (Eq. 2.28). Figure 2.12 shows the final positions of
the planets in the distance-mass diagram for the two nonnominal calculations and for
the reference synthesis. The blue (red) points are the RED (STD) case. For most points
of the two clusters of low-mass planets there are only small differences in between
these three simulations. They result from the onset of saturation at different masses.
For example, some of the planets in these clusters will start to saturate with the STD
model while they are still in the unsaturated adiabatic migration regime at the same
mass with the RED model and thus migrate faster and also accrete differently because
of the different migration rates.
The high-mass clusters are shifted farther out in the synthesis with fvisc = 0.125
than in the reference calculation. Moreover, the fourth group mentioned in Sect. 2.5.2
is visible for planets obtained from the RED case. In this situation the time planets
spend in the saturated migration regime is shorter because of the higher saturation
mass, therefore the distance they migrate inward is smaller and the planets end up
farther out. This has an effect on the content of heavy elements in the planet. Less
migration means that the planet can reach less amount of planetesimals in our disk.
The difference is the amount of solids in the annulus of the planetesimal disk that is
not visited by the planet with the larger saturation mass. But the difference in the final
mass for most massive planets ( > 1000 M⊕) is small, lower than 1%. The reason is
that they grow the most while they are in type II migration and the runaway accretion
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Figure 2.12 Final position of the planets in the semimajor axis mass diagram. Shown
are three different synthesis calculations with different values of fvisc and therefore
three different saturation mass levels. Red shows the calculation with the largest fvisc,
the STD case. In green is shown the BMF case, and in blue the RED case with the
smallest fvisc.
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phase. In this phase the accretion is dominated by gas accretion. Here the growth is
set by the remaining disk lifetime, and this is almost the same for the different cases.
Note that we made one simplifying assumption: we included the eccentric insta-
bility (Kley and Dirksen, 2006). Therefore gap formation does not lead to a reduction
of the planetary gas accretion rate. If this effect were not included, the maximal planet
masses would be on the order of 10 Jovian masses (Lubow et al., 1999; Armitage, 2007).
Planets beyond 2 AU and between 60 and 400 M⊕ are closer to the star with a
higher saturation mass level than the planets mentioned above. The disk temperature
is lower in the outer parts and the slope of the temperature profile begins to become
flatter (βT → 0) as the temperature approaches the assumed background temperature
of 10 K. This change in the slope leads to a strong change in the horseshoe drag at
a radius around 10 AU for early disk times and farther in at later times. It dictates
the position of the outer convergence zone (Kretke and Lin, 2012). The change of the
slope causes the horseshoe drag itself to become negative not far outside of the outer
CZ and pushes the planet inward, as does the Lindblad torque. This means that an
increase in the saturation mass will result in faster overall inward migration for the
planets that start outside the outer CZ and are saturated in this part of the disk.
When comparing the numbers of “cold” planets in the STD and the RED case we
see that the increase of the saturation mass by a factor of 4 results in 64% more “cold”
planets and also 156% more “cold” massive planets. The number of “hot” massive
planets is reduced from 7.5% to 1.4% as the slower overall migration shifts the clus-
ters outward. Even if we cannot directly compare our results with observations, as a
reference, Mayor et al. (2011) stated an observational value of ≈ 1%.
2.6 Irradiated vs nonirradiated disks
We recently included irradiation of the host star into the disk model assuming an
equilibrium flaring angle (Fouchet et al., 2012). In all calculations presented above,
viscous heating only determined the thermal structure of the disk. This is sufficient
in the inner parts of the disk at the beginning of the simulations, but leads to too low
temperatures in the outer parts of the disk and in the later phases of the disk evolu-
tion, when the rate of gas flow through the disk becomes low and the irradiation is
dominant. This effect leads to a different temperature gradient, which is important
for the strength of the torques (Lyra et al., 2010). The increased heating in the outer
parts makes the temperature profile less steep throughout the disk. The temperature
is still around 20 K at 50 AU and decreases with distance, while in the nonirradiated
case the temperature dropped to the background temperature of 10 K at 20− 30 AU
and became nearly constant. The temperature structure in the whole disk is set only
by the irradiation when the disk is nearly gone and viscous heating is unimportant
for the temperature structure of the entire disk. The different profile also affects the
shape of the convergence regions. The parts of inward migration in the disk become
smaller with time and vanish after a few million years, but still before the disk dis-
solves (Kretke and Lin, 2012). This affects first the outer and then the inner CZ. Thus,
the CZ is no longer a stopping point for type I migration throughout the complete life-
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Figure 2.13 Formation tracks for 250 planets of a synthesis with an irradiated disk
model. The meaning of the colors is the same as in Fig. 2.7.
time of a disk. Therefore the confinement of planets in a small radius (see Appendix
2.9.1) even when only one value of the photoevaporation rate is used is not the case
for irradiated disks.
Figure 2.13 shows the formation tracks of 250 initial conditions and Figure 2.14
shows the final positions of the planets in the distance-mass diagram. In both figures
color shows the different migration regimes a planet is in in the same ways as in Fig-
ure 2.7. The different symbols in Figure 2.14 indicate if a planet migrated in adiabatic
regime during its evolution (empty triangles or circle) or not (filled triangles or cir-
cle). The new temperature structure and increase in temperature results in a switch
into the adiabatic migration regime at a higher mass than in the nonirradiated disk
calculations. Moreovre, as seen in these figures, almost all small planets end in a lo-
cally isothermal migration regime even when they went into the adiabatic regime for
some part of their evolution (as shown by the red part of the tracks in Figure 2.13) and
the unfilled cyan triangles in Fig. 2.14, they end in a locally isothermal regime again
when the disk is almost gone. The higher temperature than in the one in nonirradiated
disks, especially at the end when almost all gas is gone and only minor viscous heating
occurs, leads to a shorter cooling time and therefore to the transition from adiabatic
migration into locally isothermal migration.
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Figure 2.14 Final position of the planets in the semimajor axis mass diagram in the
disks including stellar irradiation. The bars at 0.1 AU indicate the mass range of the
“hot” planets in the different regimes. The meaning of the colors is the same as in Fig.
2.7. Filled (empty) symbols represent planets that never (sometime) migrated in their
evolution in an adiabatic migration regime.
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The irradiation also leads to higher disk accretion rates in the outer regions of the
disk, since ν = αc2s /Ω ∝ T, and therefore to the faster depletion of the outer disk
regions. The surface density is therefore lower in the irradiation case than in the non-
irradiated at same time of the simulation. This leads to lower migration rates even
in locally isothermal migration. This compensates to some degree the larger inward
migration zones in our disks and the transition into locally isothermal migration at
the end of the disk lifetime.
We used the same initial conditions as in all other syntheses. The different disk
model leads to different disk lifetimes, therefore the results are only partially com-
parable. We considered 7700 planets more massive than 0.6 M⊕. From these planets
68.8% migrated to the inner border of our computational domain. From the planets
with a final distance larger than 0.1 AU from the star ≈ 20% are more massive than
100 M⊕, which is similar to the ratio in our reference synthesis. The larger amount
of “hot” planets is the result from the disappearing CZs at toward end of the disk
evolution.
2.7 Summary and conclusions
We have compiled a prescription for type I migration based on the latest hydrody-
namic simulations of planet-disk interactions. We tested the influence of the prescrip-
tion on the outcome of the planetary population synthesis calculations. Our migra-
tion model is based on the combination of results from Paardekooper et al. (2010)
and different time scales to distinguish between different migration regimes. These
time scales reflect the thermodynamical behavior of the interaction between the planet
and the surrounding disk like the horseshoe drag. We first compared the migration
torques of this model with a model of Paardekooper et al. (2011) and with radiative-
hydrodynamical simulations from Kley et al. (2009) and Bitsch and Kley (2011). The
comparison of the theoretical torque curves with data from Kley et al. (2009) and Bitsch
and Kley (2011) suggests that with an adjustment of the viscous time scale in the cal-
culation of the saturation mass (the mass when the corotation torque starts to vanish)
by a factor of fvisc ≈ 0.55 our model reproduces the torque better.
We also showed the global effects of different parameters of various migration
models in a number of population synthesis calculations. Here, the comparison of
our nominal BMF model ( fvisc ≈ 0.55) and the migration model of Paardekooper
et al. (2011) indicates similar results (Sect. 2.5.2) even with the difference shown in
the torque curves.
Like Lyra et al. (2010),Kretke and Lin (2012), and Hellary and Nelson (2012), we
also find with our prescription that nonisothermal type I migration leads to conver-
gence zones (CZ), that is, points in a disk to which planets migrate to from the inside
and outside. As in previous studies (Hellary and Nelson, 2012), we find that the con-
vergence zones move inward as the disk evolves and take the captured planets with
it. This occurs on the slower time scale of disk evolution and therefore the captured
planets are trapped in it and also only migrate on this time scale. The planets leave
this zone when their horseshoe drag saturates.
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The difference between the migration rate of planets captured in a CZ and the
migration rate in the saturated regime is significant. This means that an increase of
the mass where saturation occurs by a modest factor of 2, for example, the time spent
in rapid-saturated type I migration is significantly shortened and therefore also the
extent of migration. The level of saturation at a given mass, and the mass at which
saturation begins, are among the critical aspects for the evolution of a giant planet
since small changes by a factor of 2 in fvisc can change the final distribution in the mass
semimajor axis diagram by a measurable degree. But a similar degree of change in the
final semimajor axis-mass distribution was seen when we changed the description of
the Lindblad torque to the formula found by Masset and Casoli (2010).
Finally, we determined the formation tracks of a planet, illustrating that under
certain conditions, a planet can loose almost all of its gas mass during its evolution.
This mass loss can lead to a stop of migration for a few 105 years when the mass loss is
strong enough to desaturate the horseshoe drag. The reason for the envelope mass loss
is a jump in solid accretion rate, which is caused by the migration of the planet from a
solid-depleted into a solid-rich region of the disk. This behavior strongly depends on
the treatment of the planetesimal disk. Here we did not evolve the disk or changed
the random velocities because of a giant planet. Both change the accretion rate and
therefore whether or how this mass loss occurs.
Neither did we consider random variations in the torque due to turbulent density
variations in the disk. Recent studies showed that in some cases random migration
due to turbulence can dominate the migration behavior for low-mass planets (Pa-
paloizou et al., 2004; Uribe et al., 2011). Depending on the strength of the random
torque, it could push planets from the inner into the outer convergence zone even for
the stronger Lindblad torque of Paardekooper et al. (2011).
We made no detailed comparison with observed extrasolar planet populations be-
cause the migration model is only a small part of the improvements to the overall
model, and defer such comparisons to future work. But we quantified the impact of
different model settings by studying the fractional yield of different planet types in a
synthesis.
With the new nonisothermal migration model described here or that of
Paardekooper et al. (2011) there are still about 50% of all low-mass planets lost in the
innermost part of the disk. However, it is about a factor two better than the isother-
mal migration model without any artificial factors. One way to reduce the number of
“lost” planets is an increase of the saturation mass. A lower critical mass for runaway
gas accretion can also help due to the faster transition into type II migration (Hori and
Ikoma, 2011). Furthermore, there are hints that there are additional effects leading
to outward migration of planets in 3D simulations of magneto-hydrodynamic disks
(Uribe et al., 2011).
We also note that up to now there is a shortcoming of all analytic torque predic-
tions: they all neglect the fact that the horseshoe region is over-wide compared with
the prediction used here when q/h3 ≈ 1 (Masset et al. (2006)). The fast growth of the
width of the horseshoe region in that mass range (a few ten Earth masses to a hundred
Earth masses) yields a boost of the corotation torque, which is a strong effect. In the
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same mass range gap opening and the transition into type II migration occur. And as
shown in Section 2.3.5, saturation plays a main role in the change of the direction of
the torque in that mass range as well. Moreover, our fit of the torques data from Kley
et al. (2009) and Bitsch and Kley (2011) depends on the progression of the torque curve
in that mass range. This means that even when our fit produced the torque data well,
a closer study of the torque in the mass range might uncover new effects, that may
change the outcome of population synthesis calculations.
Nevertheless, the CZ or a similar effect might explain the concentration of plan-
ets in clusters one finds in distance-mass diagrams of observed extrasolar planets for
high- and low-mass planets (Mayor et al., 2011). In particular, the absence of close-in,
low-mass planets in Mordasini et al. (2009b) is not seen any longer with the updated
migration model.
Additional comparisons of our results with new data from radial velocity mea-
surements and Kepler data will be important, especially when we combine the new
migration model with new improvements of our model, i.e., the long term evolution of
giant planets (Mordasini et al., 2012b) and the concurring evolution of multiple plan-
ets per disk (Ida and Lin, 2010; Alibert et al., 2013). Multiple cores in one disk might be
collected into one CZ and form one larger core. Therefore the convergence region may
function as a large feeding zone of solid matter onto a core captured in a convergence
zone and thus enhance the solid accretion rate (Hellary and Nelson, 2012; Sa´ndor et al.,
2011; Horn et al., 2012). Moreover, in particular the low-mass planets of the inner clus-
ter only migrated through the inner convergence region. The outer boundary of this
region is due to the transition in the gas opacity at the iceline. This means that all these
planets moved only through the ice-free part of the protoplanetary disk. We will also
study the global effects of different viscous α values and deadzones on the behavior
of the convergences zones with population synthesis calculations (cf. Hasegawa and
Pudritz, 2011). This brings us closer to a description of orbital migration without ad
hoc efficiency factors.
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Figure 2.15 Position of a planet in the nominal synthesis calculation when it transitions
from the unsaturated adiabatic migration regime into the saturated adiabatic migra-
tion regime. Colored are the planet which distance is less than 3% (blue, up facing
triangles), 5% (green, right facing triangles) or 10% (red, left facing triangles) from a
CZ.
2.9 appendix
2.9.1 Saturation and disk evolution
From the positions of planets at the time of saturation in the formation tracks in Figure
2.7 in Section 2.4.5 one sees that most positions lie on two lines, one for the planets of
the inner and one for the outer CZ. We study here the reasons for this feature.
Figure 2.15 shows the positions of the planets at the transition from unsaturated to
saturated adiabatic migration, the most common transition into a saturated migration
regime. The positions of all planets undergoing this transition are shown in black,
while the colored points show that those with a distance between their semimajor axis
and the position of the CZ at that time are fewer than 10% of the semimajor axis. There
are two large groups, again one of the inner and one of the outer convergence region.
Almost all planets of the inner group are in the CZ when they saturate, while the outer
ones are much more spread out. But the planets that are in the CZ form a line here as
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well. There is a third CZ inside of 0.3 AU in the most massive disks in the synthesis,
which leads to a third minor group. However, this CZ evolves quickly and disappears
after the first few 0.01 Myr and all associated planets end at 0.1 AU. The dozen points
inside of 0.2 AU in Fig. 2.15 correspond to planets in this small CZ.
This behavior results from the interaction of the following points:
One can calculate the saturation mass as a function of the orbital distance a and
time t by setting s2 = 1 in Eq. 2.17. There, fvisc is 1, 0.55 or 0.125 in each of the model
versions.
Msat(a, t) =
h(a, t)
1.16
(
8piMstarν(a, t)
3 fvisc
) 2
3 1
(Ga)1/3
. (2.28)
For a fixed orbital distance and stellar mass it only depends on the disk aspect ra-
tio h and the viscosity ν. Both quantities are decreasing with time, as the disk mass
decreases, and therefore, the saturation mass also becomes smaller as the disk evolves.
While the photoevaporation rate is important for the lifetime of a disk, the constant
value of α in all simulations of one synthesis results in a similar disk structure in the
part of the disk where viscosity is dominant. There, the disks go through the same
series of disk states (radial profile of temperature, surface density, etc.) and only the
speed with which the disks go through the states is different and depends on the
photoevaporation rate. Given one semimajor axis a, there is only one disk state where
the inner (our outer) CZ lie at this position. Therefore also h and ν are fixed for this
semimajor axis of the CZ. Therefore, the semimajor axis of the CZ corresponds to
only one saturation mass. And as the CZ moves inward while the disk evolves, the
saturation mass decreases. Both processes approximately follow power-laws and thus
we see a line-like structure for the planets that saturate while they are in one CZ.
Planets that saturate early in the disk evolution do so at a higher mass and farther out
than planets that saturate in later times of disk evolution.
Finally, the spread in the outer group results from planets that saturated before
they reached the CZ. These are planets in disks with high solid surface densities where
the planet cores can grow fast. Compared with the inner group, the outer group also
contains more planets that saturate outside of the CZ. The larger amount of solids
outside of the iceline leads to higher accretion rates. The scatter is reduced when the
saturation mass is increased by reducing fvisc. The higher saturation mass gives the
planets more time to migrate to the CZ and to saturate there.
2.9.2 Impact of numerical parameters
We made several population syntheses calculation to test the effects of different nu-
merical parameters and comment on the effects here.
We made calculations with the STD model and exponents b = 2.0 and b = 10.0
(nominal value b = 4.0) in the transition function between locally isothermal and adi-
abatic migration regime (Eq. 2.20). This only has a small effect for low-mass planets,
while for massive planets the final semimajor axis and mass is almost the same for
different values of b. At smaller masses no clear pattern can be seen. An increase of b
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can lead to either more or less massive planets and to either larger or smaller distances
from the star of a few per cent.
We also made calculations with b = 4.0 and a hard jump for the transition function
between type I and type II migration (Eq. 2.23) (nominal value b = 10. This only
affects massive planets and gives only a change in distance from the star of a few
percent, with a larger b leading to planets farther away from the star but almost no
change in the final mass.
Overall, the range of the different parameters studied here only leads to minor
changes in the overall distribution of planets in semimajor axis and mass.
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Chapter 3
Temperature Model
The last chapter and similar work (Kretke and Lin, 2012) showed that for small mass
planets migration can stop or turn outward. In Mordasini et al. (2012a) the new mi-
gration model lead to different planet radius distributions for different masses. One
reason for this was, that the inner edge of the disk which is fixed at the inner border
of the computational domain. Benı´tez-Llambay et al. (2011) showed that the inner
edge of the disk will at least stop all type I migrating planets. Thus the stopping point
of the hot planets in Mordasini et al. (2012a) was at the same position for the differ-
ent regimes and ages. Nevertheless, the mass distribution of these planets showed
features that were also seen in the observed data (Benı´tez-Llambay et al., 2011). So
the real position of the inner edge is important, yet is lies mostly closer than 0.1 AU
from the star where the old model ended. Also recent studies showed that type II mi-
gration is more complex than our simple description in the previous chapter (Duffell
et al., 2014; Edgar, 2007).
The idea of the inclusion of more complex type II migration descriptions and a
flexible inner edge led to the idea to create a new disc evolution model, which brings
up the need for a description of the midplane temperature for a large range of different
conditions.
In this chapter we present the temperature model used to calculate the midplane
temperature in our disc model. A short overview of the model and underlying as-
sumptions will be followed by a presentation of the calculation of the relevant equa-
tions. We present two temperature models, one called the full temperature model
(FTM) and the approximated temperature model (ATM). In the latter, we approxi-
mated the gas density at the surface, or photospheric density, which will be called At
the end of the chapter we discuss the resulting feature of the midplane temperature
profile.
3.1 Two Layer Model
Since the disk will extend close to the star we have to consider not only radiative
energy transport from the midplane to the surface but also convective processes. We
51
52 CHAPTER 3. TEMPERATURE MODEL
semimajor axis
he
ig
ht
Figure 3.1 Sketch of the temperature model. Irradiated from the star, the disc is as-
sumed to be either completely convective or radiative below the surface and only
radiative above the surface.
therefore impose the following assumptions –see Figure 3.1 for an illustration – when
we calculate the midplane temperature of the disc:
• The hard nontransparent surface of the disk has a height Hs, at which incoming
radiation is absorbed and heat is radiated away.
• The disk is optically thin and in isothermal radiative equilibrium with the sur-
rounding above that height; a isothermal density profile applies.
• The disk is either fully radiative or fully convective below the surface. Midplane
temperatures of either transport method are calculated and the lower one is cho-
sen. Furthermore, all internal heating is released at the midplane itself.
This is a simplification of the real processes happening in a disk. Irradiation can
penetrate to different depth and viscous processes release energy over the whole verti-
cal scale. Also radiation is ever present, and mostly dominant, so convective processes
never account for the whole energy transport (Cassen, 1993). Actually convective pro-
cesses are responsible for only up to 20% of the vertical energy transport in typical
disk. And while in our model the midplane is always hotter than the surface, in reality,
temperature inversions can occur if the surface is optically thick for short wavelength
radiation, but optically thin for long wavelengths (Dullemond et al., 2002).
In the following paragraphs, we will present the calculation of the relevant quan-
tities, first the surface temperature, then the density at the surface, the height of the
surface, and the midplane temperature in both transportation cases.
3.1.1 Radiative surface of the disc
In general, the energy produced by the viscous heating is transported to the radiative
surface of the disc and emitted from there. On this surface radiation from the host
star is also absorbed. The energy balance for an annulus with the area A = 2pia∆a at
semimajor axis a at the surface therefore leads to:
AQ+ = 2Pout − 2Pin. (3.1)
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On the left side, we have the viscous heat production rate (Nakamoto and Nakagawa,
1994) in an infinitesimal wide anulus around the host star:
Q+ = − 1
2pia
gc
∂Ω
∂a
= νΣa2
(
∂Ω
∂a
)2
, (3.2)
with viscosity ν, surface density Σ, and the couple (Lynden-Bell and Pringle, 1974)
gc = 2pia3νΣ
∂Ω
∂a
. (3.3)
We also neglect self gravity of the disk throughout this work (except for a gravo-
turbulent α, see Section 4.4) and radial pressure forces. We thus have a Keplerian
profile for the rotation frequency of the gas disk Ω =
√
GMstar/a3:
∂Ω
∂a
= −3Ω
2a
. (3.4)
On the right side of Equation (3.1), we have the out going power (thermal radiation
of the surface)
Pout = σSB AT4s (3.5)
and incoming power Pin. Ts denotes the surface temperature of the disk and σSB the
Stefan-Boltzmann constant.
The incoming power consists of luminosity irradiating onto the disk from the host
star and from the background environment (Ruden and Pollack, 1991; Hueso and
Guillot, 2005):
Pin = Lirr = σSB AT4star
(
2
3pi
(
Rstar
a
)3
+
1
2
Hs
a
(
Rstar
a
)2 (d ln(Hs)
d ln(a)
− 1
))
+ σSB AT4bg.
(3.6)
Tstar denotes the temperature of the host star and Rstar its radius, Tbg is the temperature
of the background radiation, which is assumed to be 10 K, and Hs is the height of the
disc surface.
Inserting these into Equation (3.1) leads to
1
2
Q+ +
Lirr
2pia∆a
= σSBT4s , (3.7)
which allows us to calculate the surface temperature, given that we know the irradia-
tion profile and the internal heating.
3.1.2 Vertically isothermal part
To obtain the gas density at the surface we first set the vertical temperature and density
profile above the radiative surface. The disk is optically thin and isothermal (Blabla,
20xx):
T(z > Hs) = Tiso = Ts. (3.8)
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This leads to a Gaussian vertical density profile above the surface
ρiso(z) = ρ0,isoe−z
2/(2H2iso,s), (3.9)
where ρ0,iso denotes the hypothetical isothermal midplane density (if the isothermal
layer would extend to the midplane) and Hiso,s the scaling length or scale height of the
surface. With the isothermal soundspeed
cs =
∂p
∂ρ
= HΩ, (3.10)
we can calculate the surface scale height as
Hiso,s =
1
Ω
√
kB
µ
Ts. (3.11)
Throughout this work we use the general equation of state
p =
kB
µ(T, ρ)
ρT, (3.12)
where p is the pressure, T the temperature, ρ the density, kB the Boltzmann constant,
and µ(T, ρ) the mean molecular weight of the gas. The latter one depends itself on the
temperature and density of the gas. We use equations from Blabla (20xx) (Klahr/Benz?
Need a citation) to calculate the mean molecular weight for a given density and tem-
perature.
To calculate the height Hs of the radiative surface, we assume that the optical depth
τ above Hs equals 2/3, as the disk is optically thin:
2
3
= τs =
∫ ∞
Hs
κsρiso(z)dz. (3.13)
We further assume that the opacity κs does not change above Hs. Formally
τs = κs(Ts, ρs)ρ0,iso
∫ ∞
Hs
e−z
2/2H2iso,s dz. (3.14)
Furthermore we use the hydrostatic equilibrium for a thin disc in combination with
the EOS (Equation (3.12)):
ps =
kB
µ
ρsTs = Ω2
∫ ∞
Hs
zρiso(z)dz ≈ Ω2Hs τs
κs
= Ω2Hs
τs
κs
. (3.15)
This is similar to the Eddington boundary condition in atmospheres, which states that
Omega2H equals the vertical gravity. Since ρiso(z) drops relatively fast, only the first
part of the integral is important. Therefore, z ≈ Hs. This approximation, which leads
to the last part of the equation above, may be to strong. If the integral is evaluated
analytically, the approximation simply leads to the conclusion that the density profile
fulfills the equation of state. For further discussion, see Section 3.2.1.
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Finally, rewriting Equation (3.14), evaluating the integral and substituting ρ0,iso
(3.9) yield:
0 = eH
2
s /2H2iso,s erfc
(
Hs√
2Hiso,s
)
− τs
κs(Ts, ρs)ρsHiso,s
√
2
pi
. (3.16)
We can use this equation to calculate the height of the radiative surface when we
know the gas density at the radiative surface ρs. This density will depend on whether
the transport process below is convective or radiative. Since we use the name surface
density for the vertically integrated density Σ, we will call ρs also the photospheric
density throughout this work. The left part of the right hand side has a maximal
value of 1. Hence, the equation above is no solvable if the density gets too small.
This means that even for a surface height of zero there is not enough gas to make a
optically thick midplane layer. Since the disc is assumed to be completely optically
thin and isothermal, the midplane temperature is also the surface temperature. This
will apply mostly for surface densities below 5·10−1g/cm2, as we shown in Section 3.2.
3.1.3 Vertically convective/adiabatic
If the vertical temperature gradient becomes to large a atmosphere will turn from
being radiative to adiabatic according to the Schwarzschild criteria (Schwarzschild,
1958).. This means that the energy produced in the midplane is transported by con-
vection to the surface and not by radiation. Before we look at the radiative case in
Section 3.1.4, let us first assume the disc is convective from the midplane up to the
height of the surface Hs and that the rising and falling eddies do not lose any energy
to radiation. This makes the process adiabatic. The following three equations describe
in general the vertical structure of a pure convective disk atmosphere (Goldreich and
Weber, 1980). The pressure is
p(z) = pA
(
1−
(
z
HA
)2) γγ−1
, (3.17)
the temperature is
T(z) = TA
(
1−
(
z
HA
)2)
, (3.18)
and the density
ρ(z) = ρA
(
1−
(
z
HA
)2) 1γ−1
. (3.19)
All values with the subscript A denote the adiabatic midplane values of the quantity.
HA is the adiabatic scale height at which the temperature, the density and the pressure
is zero. The adiabatic coefficient γ is given by the EOS evaluated at the midplane. The
values at the surface z = Hs are thus:
ps = pA
(
1−
(
Hs
HA
)2) γγ−1
, (3.20)
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Ts = TA
(
1−
(
Hs
HA
)2)
, (3.21)
ρs = ρA
(
1−
(
Hs
HA
)2) 1γ−1
. (3.22)
We can thus also calculate the midplane pressure by extending the hydrostatic
equilibrium to the midplane and splitting the integral:
pA = Ω2
∫ ∞
0
zρ(z)dz = ps +Ω2
∫ Hs
0
zρ(z)dz. (3.23)
We insert the density profile, and solve the integral
pA − ps = Ω2ρAH2A
γ− 1
2γ
(
1−
(
1− H
2
s
H2A
) γ
γ−1
)
. (3.24)
Using Equation (3.20) leads to
pA = Ω2ρAH2A
γ− 1
2γ
. (3.25)
We apply the EOS to substitute pressure and density and solve for the adiabatic scale
height:
HA =
√
kB
µ
TA
2γ
γ− 1
1
Ω2
. (3.26)
If we compare this with Equation (3.11) one sees that the adiabatic scale height is
similar to the isothermal scale height except for the factor 2γ/(γ− 1), which makes it
always larger than Hiso, since the adiabatic coefficient γ ≥ 1.
Inserting this in Equation (3.21), gives us the midplane temperature:
TA = Ts +
γ− 1
2γ
µ
kB
H2sΩ
2. (3.27)
So if we know the radiative surface height Hs and temperature Ts, we can calculate
the midplane temperature in the adiabatic case.
We can also insert Equation (3.21) into Equation (3.26) to get an expression where
HA only depends on Hs and Ts:
HA =
√
H2s +
kB
µ
Ts
2γ
γ− 1
1
Ω2
=
√
H2s + H2∆, (3.28)
where we define
H∆ =
√
kB
µ
Ts
2γ
γ− 1
1
Ω2
. (3.29)
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Finally we use the definition of the surface density
Σ = 2
∫ ∞
0
ρ(z)dz (3.30)
and insert both density profiles to get:
Σ
2
= ρ0,iso
∫ ∞
Hs
e−z
2/2H2iso,s dz + ρA
∫ Hs
0
(
1−
(
Hs
HA
)2) 1γ−1
dz. (3.31)
We define the integral
IA
(
Hs
HA
,γ
)
=
∫ Hs/HA
0
(
1− z′2) 1γ−1 dz′ (3.32)
to get
Σ
2
= ρsHiso,s
√
pi
2
eH
2
s /2H2iso,s erfc
(
Hs√
2Hiso,s
)
+ ρsHA
(
1−
(
Hs
HA
)2) 11−γ
IA
(
Hs
HA
,γ
)
.
(3.33)
In most cases the radiation surface Hs will be much higher than Hiso,s. And, as can be
seen in Equation (3.28) HA is always larger than Hs.
Σ
2
= ρsHiso,s
√
pi
2
eH
2
s /2H2iso,s erfc
(
Hs√
2Hiso,s
)
+
ρsH
2
1−γ
∆
(
H2s + H
2
∆
) γ+1
2(γ−1)
∫ Hs/HA
0
(
1− z′2) 1γ−1 dz′ (3.34)
Together with Equation (3.28), this gives us the photospheric density
ρs =
Σ
2
1
Hiso,s
√
pi
2 e
H2s /2H2iso,s erfc
(
Hs√
2Hiso,s
)
+
(
H∆
HA
) 2
1−γ HA IA
(
Hs
HA
,γ
) . (3.35)
We have now two Equations (3.16) and (3.35) to solve simultaneously for the sur-
face height and photospheric density in the adiabatic case. We can then calculate the
adiabatic scale height and then also the midplane temperature, the density and the
pressure.
3.1.4 Vertically radiative
After evaluating Equations (3.16) and (3.35) to get a set of formulas in the adiabatic
regime, we now determine the fully radiative disc profile. For the radiative midplane
temperature we use (Hubeny, 1990; Nakamoto and Nakagawa, 1994)
T0,rad = Ts
(
3
8
τR(T0,rad, ρ0,rad) + 1+
1
2τP(T0,rad, ρ0,rad)
)0.25
, (3.36)
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with the optical depth
τR/P(T0,rad, ρ0,rad) = 0.5κR/P(T0,rad, ρ0,rad)Σ, (3.37)
where κR/P denotes the Rossland or Planck opacity respectively and τR/P the corre-
sponding optical depth. We use the same opacity tables (Bell and Lin, 1994) as in our
old model. They only contain Rossland mean opacities. To get the Planck values we
use the approximation of Nakamoto and Nakagawa (1994) that κP ≈ 2.4κR.
Similar to the isothermal case, we assume a Gaussian density profile also for the
part below the surface
ρrad(z) = ρ0,rade−z
2/2H2rad , (3.38)
where the radiative scale height is
H0,rad =
1
Ω
√
kB
µ
T0,rad (3.39)
to calculate the only unknown quantity on the right side, the midplane density ρ0,rad.
We again use the definition of the surface density Equation (3.30) and split it in two
parts:
Σ
2
= ρ0,iso
∫ ∞
Hs
e−z
2/2H2iso,s dz + ρ0,rad
∫ Hs
0
e−z
2/2H20,rad dz. (3.40)
We us for the first part of the right hand side of Equation (3.32) and for the second part
ρ0,rad
∫ Hs
0
e−z
2/2H20,rad dz = ρsH0,rade
H2s /2H20,rad
√
pi
2
erf
(
Hs√
2H0,rad
)
. (3.41)
This yields
Σ
2
= ρsHiso,s
√
pi
2
eH
2
s /2H2iso,s erfc
(
Hs√
2Hiso,s
)
+ ρsH0,rad
√
pi
2
eH
2
s /2H20,rad erf
(
Hs√
2H0,rad
)
.
(3.42)
Like in the adiabatic case we got a second equation of surface height and photospheric
density of the surface. Yet this one also depends directly on the midplane temperature
through H0,rad.
3.2 Midplane temperature
With the set of equations given in the previous section, we can calculate the midplane
temperature if we know the surface temperature Ts, the surface density Σ, and the or-
bital frequency Ω. Since the model has to work for a huge range of different settings,
we use these three variables to tabulate the midplane temperature and all associated
quantities like midplane pressure, surface height, mean molecular weight or adiabatic
coefficient. This gives us much faster computing times than calculating the tempera-
ture on the fly (See Section 4.1.1). We choose those three since they provide us with the
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Midplane temperature at Ω = 5.64·10−6 s−1 (0.11 AU for the Sun)
Figure 3.2 Midplane temperature at 0.11 AU of a solar-mass star for different surface
densities and temperatures. The black line marks where the midplane temperature
rises above the surface temperature. The double red line shows the boundary between
the regions where the disc is radiative or convective, the light red line oriented towards
the adiabatic/convective region.
60 CHAPTER 3. TEMPERATURE MODEL
smallest set of inputs to get a reasonable sized table. Since we will have varying host
star masses, we cannot use the semimajor axis of the gas thus the use of the orbital
frequency. Also the surface temperature Ts combines many different quantities and is
easily calculated. Of course one of those quantities is the midplane temperature itself
(see Equation (3.7)) so we have to iterate a few times to converge onto a self consistent
solution.
Our tabulated range is between 0.025Msun and 5Msun for stellar masses and
0.003 AU and 30000 AU for the semimajor axis. This leads to a range of approximately
6 ·10−15s−1 to 2.7 ·10−3s−1 for the orbital frequency Ω. Surface temperatures vary
between 5K and 5·106K and surface densities between 10−3g/cm2 and 5·107g/cm2.
These are the extreme values of the table and are not used in general. E.g. the up-
per boundary for the surface temperature is in the rage of hydrogen burning, which
is not included in the model. The model is thus not realistic at these extreme values.
However, if those extreme surface densities or temperatures are reached, it will be in
the innermost part of the disk only for a very short time of the evolution. And since
the evolution of the disk is regulated by the structure of and mass flow from the outer
disk the lifetime and overall shape of the disk is not influenced by this.
The generated table has 103·108·103 data points for surface temperature, surface den-
sity and orbital frequency respectively.
Figure 3.2 shows a slice of the midplane temperature over surface density and
surface temperature for one of the orbital frequency (Ω = 5.64·10−6s−1) of the table.
For a disk around a star with one solar-mass this corresponds to a semimajor axis of
≈ 0.11AU.
Left of the black line midplane temperature and surface temperature are the same.
According to the model, the gas densities are too low, such that the disk is optical thin
in the vertical direction and the height of the radiative surface drops to zero (see Fig-
ure 3.3 of the height of the radiative surface). A small increase in midplane tempera-
ture would lead to a huge temperature gradient. This part is assumed to be convective.
Yet this convective layer is of zero height. Furthermore, the effective optical depth (see
Equation (3.37)) increases after the density drops below a certain value. Hence, the ra-
diative midplane temperature rises again for small surface densities in the model. As
can also be seen in the figure, coming from small densities into the regions where the
temperature leaves the isothermal part, the radiative midplane temperature rises also
before the midplane temperature, while the adiabatic profile overtakes it for almost
all surface temperatures.
For low surface temperatures, the model stays adiabatic for all surface densities. The
opacity above the radiative surface is here too small to rise the radiative surface height
much above zero. The disk is still almost vertically isothermal. The lower border
between adiabatic and radiative regions is the iceline transition at midplane temper-
atures of 170 K. The forming of ice crystals below that temperature leads to an in-
crease in optical depth that lifts the radiative temperature above the adiabatic one.
One should also note that the model assumption of a solid radiative surface is not
really valid for low densities or surface temperatures. This assumption leads to an
overestimate of the efficiency of adiabatic energy transport processes, which results in
too low midplane temperatures. For further discussion of this issue, see Section 3.3.
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Height of the radiative surface at Ω = 5.64·10−6 s−1 (0.11 AU for the Sun)
Figure 3.3 Height of the radiative surface at 0.11 AU of a solar-mass star for different
surface densities and temperatures.
Another interesting feature is the adiabatic ”main valley” for surface temperatures
between roughly 1000 K and 5000 K. Here. the surface temperature is in a regime
where the opacity gets density depended. This leads to a drop of the surface opacity
for small surface densities (Σ < 100g/cm2, see Figure 3.5). Thus, the surface height
drops for these low densities and the vertical temperature gradient increases and the
disk turns convective. Therefore, the disc is vertical isothermal up to around a few
hundred g/cm2, instead of less than one g/cm2 for lower or higher surface tempera-
tures. For large densities, it is the increase in surface opacity which rises the radiative
midplane temperature above the adiabatic one. The midplane temperature even de-
creases with a rising surface temperature for some large surface densities . The reason
therefore is the same as above and in some cases due to a change in the mean molecu-
lar weight or adiabatic coefficient.
The last feature we discuss is the ”side valley” of convective midplane tempera-
ture. This is due to the raise in midplane opacities due to the increasing midplane
densities similar to the raise of the surface opacities for the ”main valley”. Therefore,
the radiative midplane temperature raises above the adiabatic midplane temperature
(see Equation (3.37)) because of the following increase in the effective optical depth.
This effect is due to the midplane opacities, because there is no change in color, and
therefore opacity, for the ”side valley” indicating a change in surface opacities in Fig-
ure 3.5 while one sees such a change in Figure 3.4.
Both of these effects can be seen in Figure 3.6. Here we show the ratio of the differ-
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Midplane opacity at Ω = 5.64·10−6 s−1 (0.11 AU for the Sun)
Figure 3.4 Midplane opacity at 0.11 AU of a solar-mass star for different surface den-
sities and temperatures.
ence between the radiative and the adiabatic midplane temperature and the midplane
temperature itself. In regions of negative values (blue and green color), the radia-
tive temperature is lower than the adiabatic one; with positive values it is vice versa.
One can clearly see both valleys. For a given surface temperature the midplane tem-
perature is monotonically increasing in the surface densities (see Figure 3.2). So all
”jumps” in Figure 3.6 are due to changes in the larger temperature, most of them be-
cause of changes in the mean molecular weight or adiabatic coefficient. One also notes
that, except for the part of the ”valleys” discussed above, the difference between adi-
abatic and radiative midplane temperature is only a few percent in the region where
the disk turns from optically thick to thin and then to isothermal (black line in the
figure, see also Section 3.3.2).
3.2.1 Density Approximation
We go back to Equation (3.15) and now use the approximation made in the last part
there. Using the equation of state we can now calculate directly the gas density at the
surface or photospheric density:
ρs =
τsΩ2Hs
kB
µ Tsκs
=
τsHs
H2iso,sκs
. (3.43)
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Surface opacity at Ω = 5.64·10−6 s−1 (0.11 AU for the Sun)
Figure 3.5 Surface opacity at 0.11 AU of a solar-mass star for different surface densities
and temperatures.
This density is independent of the state of the disc below which makes the process of
calculating the temperature much faster.
Yet one should be careful, because using the equation above and inserting it into
Equation (3.16) yields:
1 =
√
pi
2
Hs
Hiso
eH
2
s /2H2iso
(
1− erf
(
Hs√
2Hiso
))
. (3.44)
After some further arithmetic’s we get
1 =
√
pi
2
xex
2/2
(
1− erf
(
1√
2
x
))
. (3.45)
which only solves for x → ∞. So one cannot include it to get the surface height
directly.
We will instead use Equation (3.33) of the surface density in the convective regime
and will use it there:
Σ
H2isoκs
2τs
= HseH
2
s /2H2iso IΣ,1 + Hs
(
1−
(
Hs
HA
)2) −1γ−1
IΣ,2. (3.46)
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Comparison of radiative and adiabatic Tmid at Ω = 5.64·10−6 s−1 (0.11 AU for the Sun)
Figure 3.6 Comparison of the radiative and adiabatic midplane temperatures at 0.11
AU of a solar-mass star for different surface densities and temperatures. Colors of
green and blue show regimes were the radiative transport dominates. Brown and
grey colors show regions were convection is present.
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Using Equation (3.28) we get
Σ
H2isoκs
2τs
= HseH
2
s /2H2iso IΣ,1 + Hs
(
1− H
2
s
2γ
γ−1 H
2
iso + H2s
) −1
γ−1
IΣ,2. (3.47)
This is final equations we have to solve to get Hs. In Appendix A we present the
numerical steps in which we apply these sets of equations.
For the radiative part we have to assume the density profile we used in Equation
(3.33). But we are only interested in the midplane density. Since we already made one
strong approximation we will also use
ρ0,rad =
1
2.6
Σ
Ω
(3.48)
as an estimation of the midplane density. If we use the Gaussian profile of the previous
section and integrate it from zero to infinity, one finds a factor of
√
2pi ≈ 2.6, which
assumes that all the gas is below the surface, which is mostly true. With Equations
(3.48) and (3.36) we can also calculate a radiative midplane temperature.
3.2.2 Model version
While we use tabulated values for the FTM, the ATM allows on the fly temperature cal-
culation for the evolution code. In general, the midplane temperature is independent
of the initial temperature, yet for certain ranges of the surface density it gives different
midplane temperatures depending on the previous/initial midplane temperature. For
low midplane temperatures we get a lower midplane temperature than for high tem-
peratures. This is due to strong dependencies of one or more parameters (e.g. opacity
or adiabatic coefficient ) on temperature. To illustrate this, we calculate the midplane
temperature using the ATM for a range of different initial midplane temperatures and
led the code converge to a new midplane temperature. We assume a sun like host star
as the irradiating source and set the viscous α = 0.007.
Figure 3.7 show this behavior for the full ATM model, while Figure 3.8 shows it
for the ATM model with a fixed opacity. In both figures each diagonal line starts at
the left at the initial midplane temperature and ends at the from that one calculated.
The surface density for each converging midplane temperature does not change and
is marked by the right end of the line in the figure.
Figure 3.7 shows the degeneracy of the midplane temperature at≈ 0.084 AU. For a
surface density between 28000 g/cm2 and 34000 g/cm2 there are two levels of temper-
atures to which the midplane temperature converges. A low one around 3000 K with a
slightly increasing with surface density and a second one at 9000 K. One also sees a di-
verging temperature level that separates these to regions between 5000 K and 7000 K.
These temperature values are comparable to the study from Bell and Lin (1994) of FU
Orionis outbursts. Here the reason is a rapid change in opacity over a short temper-
ature interval. A small increase in temperature increase the opacity strongly, which
leads to a larger temperature that is leveling the opacity on the higher value. While
the temperature values are comparable to Bell and Lin (1994), they occur at smaller
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Figure 3.7 Convergence structure of midplane temperature for the ATM with flexible
opacity at 0.084 AU. Red lines show the initial (left end) and final (right end) midplane
temperature at different surface densities. For each line the surface density is constant
and shown by the right endpoint of each line. Black line shows the converged temper-
ature profiles.
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Figure 3.8 Convergence structure of midplane temperature for the ATM with fixed
opacity at 3 different semimajor axis (red at 0.07 AU, blue at 0.4 AU and green at
2.2 AU) Diagonal lines show the initial (left end) and final (right end) midplane tem-
perature at different surface densities. For each line the surface density is constant and
shown by the right endpoint of each line. Black line shows the converged temperature
profiles at 0.4 AU.
surface densities (viscous α = 0.007). This difference can be explained because we
have irradiation from a host star, which leads to larger temperatures for smaller sur-
face densities than in the work of Bell and Lin (1994).
Yet not only changes in opacity can lead to a degeneracy of the midplane temper-
ature. Figure 3.8 shows the convergence structure at 3 different semimajor axes. Here
the opacity is fixed, but the mean molecular weight and the adiabatic coefficient is
still flexible and calculate out of the EOS. For each semimajor axis shown, there is a
range of surface density where we see a jump in midplane temperature. A ”jump” in
mean molecular weight, due to the ionization of the gas, leads to an rapid increase in
midplane temperature. So if one starts with the lower mean molecular weight, due to
an already large temperature, one gets a larger midplane temperature than for the low
initial temperature and higher mean molecular weight.
Finally, to see how valid the approximation at the beginning of the section was,
we show in Figure 3.9 the ratio of the approximated density of Equation (3.43) to
the density calculated with the full model. Since the radiative surface height of the
full model is zero for small surface densities, the approximated density is zero and
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Comparison of surface density at Ω = 5.64·10−6 s−1 (0.11 AU for the Sun)
Figure 3.9 Comparison of photospheric densities at the radiative disk surface at 0.11
AU of a solar-mass star for different surface densities and temperatures. We plot the
ratio of the approximated density over the FTM one.
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therefore the ratio is also zero. For the rest of the covered range the approximated
density is always lower than the FTM ones. Where the vertical energy transport is
radiative, the estimate is closer than in regions of convection. This is due to the amount
of gas above the surface being larger in the adiabatic case. The approximation itself
can be seen as an assumed drop of the density to zero right at the surface. Therefore
the larger amount of gas above the surface leads to larger errors in the approximation.
So overall, for the radiative case and surface densities below a few 1000 g/cm2, the
approximation is relatively accurate.
3.3 Comparison
In this section we show first the comparison of the ATM and FTM with the old temper-
ature model for two different surface density profiles out of the disk evolution shown
in Mordasini et al. (2012a) Figure B.1r. In the second part, we highlight the different
versions to calculate the effective optical depth in the literature.
3.3.1 Old and new model
We took the two profiles shown in Figure 3.11 and calculated the temperature using
both our models. Both of them are surface density profiles shown in Mordasini et al.
(2012a) Figure B.1r.
The result is shown in the left penal of Figure 3.10. For both profiles the disk is
radiative in the inner part and adiabatic in the outer part. ATM and FTM gives almost
the same profile, even with the sometimes large discrepancies in photospheric density
shown in the section above. They do deviate a bit only for temperatures below a few
10 K. The underestimation in photospheric density puts more mass below the surface
and this increases the midplane temperature. Comparing the old temperature model
with the new one, we see that the maximal difference is around a factor 2. Also the
shape of the profile is similar. Yet for temperatures above 1000 K the new model tem-
peratures are colder, while below 1000 K the new model gives larger temperatures.
The reason why the temperature is different is the different optical depth. It is either
too large in my model, which is the case when the opacity decreases monotone from
the midplane to the surface in the old vertically integrated model when the tempera-
ture is below 1000 K. Or the optical depth in the new model is too small. This is the
case when there is a sufficiently large maximum in opacity between the midplane and
the surface. We estimate the optical depth using only the midplane temperature and
density (see Equation (3.37)). Yet with strong variations in opacity this estimate will
be more or less wrong.
The right panel compares the midplane pressure between the old and the new
models for the same two surface density profiles. Here the differences are of the same
order as for the temperatures, at least inside of 50 AU. The old model tables only
extended out to 30 AU, further out a extrapolation was used with also resulted in the
bump of temperature and pressure outside of 50 AU. Therefore, the pressure in the
old model and the new one should not be compared where that bump occurs.
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Figure 3.10 Upper panel: Comparison of midplane temperature for 3 different temper-
ature models and 2 different surface density profiles. Lower panel: Comparison of the
midplane pressure for 3 different temperature models and 2 different surface density
profiles. Blue shows the old temperature model, Green colors shows the approximated
temperature model and red the full temperature model. The slightly blueish green and
red colors illustrate the part where the disk is adiabatic and the full red and green color
the part where the disk is radiative. Solid lines show the profiles for the larger surface
density profile and dashed lines for the smaller profile show in Figure 3.11.
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Figure 3.11 Surface density profiles used to calculate the midplane temperatures in
Figure 3.10
3.3.2 Optical depth
Finally, we want to remark that there are a few sligthly different versions of Equation
(3.37). While we use the version stated above, we calculated the midplane temperature
also using the version of Hubeny (1990):
τeff =
(
3
8
τR +
√
3
4
+
1
2τP
)
. (3.49)
Both equations are similar except for the factor of
√
3/4 instead of 1. The difference in
the resulting midplane temperatures are shown in Figure 3.12. For all surface temper-
atures and densities the FTM temperature is always warmer than the one calculated
with Hubenys equation. There are only larger differences of up to 24% in the region
where the disk turns vertically isothermal for small surface densities. This is the re-
gion where the changes from optically thick to optically thin occurs and therefore the
optical depth becomes of the order of unity. Here the difference between between the
two equations becomes the largest. This results in a drop of the radiative midplane
temperature below the adiabatic one in that region. As discussed before, in the FTM
the difference between radiative and adiabatic midplane temperature is small in that
part. Thus a change in the effective optical depth by a factor of two can reduce the
radiative temperature below the adiabatic one. Already such a minor change in the
equation of the effective optical depth can hence affect whether the model predicts that
the disk is adiabatic or radiative. Updated opacity tables, especially changes in the gas
opacities (Malygin et al., 2014), in a future work will probably alter the temperature
profile of the disk in a similar or even more severely.
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Figure 3.12 Comparison of the midplane temperature of the FTM (marked with an one
as asterisk) and midplane temperatures calculated with the effective optical depth of
Hubeny (1990) (marked with an two as asterisk). The fine black line marks the level
where the temperatures deviate by a factor of 1.01. Green solid line illustrates the
border between adiabatic and radiative regions for the FTM model. Blue dashed line
marks the same border in the Hubeny case.
Chapter 4
Disc model
Presented in the first part of this chapter are the different parts of the protoplanetary
disc model, before some results are shown. For parts we first discuss the solver itself,
then the inner edge, the photo evaporation, the formation of the disk and initial setup.
As for the results we first show two single disc simulations before talking about a
small set of initial conditions and compare different infall models.
4.1 The solver
The aim of the disc model is to quickly simulate the evolution of a protoplanetary disc
for many different initial conditions. Such that it can be used for planet population
synthesis calculations as presented in Chapter 2. We choose a similar setup as in the
old model, a vertically integrated, rotational symmetric gaseous disc. To describe the
gas profile, we use the integrated gas surface density Σ. The evolution of the surface
density as a function of time t and distance from the star a is obtained by solving the
diffusion equation with an effective viscosity ν.
∂
∂t
Σ =
3
a
∂
∂a
√
a
∂
∂a
νΣ
√
a− 2
a
∂
∂a
h˙Σ
Ω
+ Q˙w =
4.5
a
∂
∂a
νΣ+ 3
∂2
∂a2
νΣ− 2
a
∂
∂a
h˙Σ
Ω
+ Q˙w (4.1)
The first part of the right hand side of that equation is the typical diffusion equation
for the surface density. The middle part contains the exchange of angular momentum
h˙ with a planet immersed in the disk. While we do not include any planet in the
simulations done in this work, the solver itself has the option included to study type
II migration. The last quantity on the right hand side Q˙w is a source or sink term. It
contains photo-evaporation, accretion onto a planet and infall of the gas at the disk
formation stage. In the derivation of Equation (4.1) it was already assumed that the
disc is Keplerian everywhere:
Ω =
√
GMstar
a3
(4.2)
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As an effective viscosity, we use the α prescription of Shakura and Sunyaev (1973).
ν = α
c2s
Ω
(4.3)
Normally, α will be constant but the solver also allows it to vary. We will use this to
incorporate gravitational turbulent alpha prescriptions from Kratter et al. (2008) (see
Section 4.4). Substituting the soundspeed cs gives:
ν = α
kBTmid
µΩ
(4.4)
with Tmid being the midplane temperature. This temperature is given by one of the
temperature models described in the previous chapter.
4.1.1 Numercial setup
We use a Crank-Nicholson scheme to solve Equation (4.1) on a logarithmic grid, which
is derived in Appendix B. For each individual timestep of length dt, the solver gets
invoked twice with half the timestep. In between, the new midplane temperature gets
calculated. At the end of each timestep we calculate the new host star mass, radius
and temperature, a new inner truncation radius and, for some simulations, a new α-
parameter profile. Finally, we calculate a new timestep depending on the change of
the surface density over the last timestep.
Depending on the temperature model we use, it takes 0.2− 0.3sec with the ATM or
around 0.01− 0.02sec with the tabulated FTM to compute one timestep. We did a few
simulations with the FTM in an ”on the fly mode” but here timesteps used 2− 3sec of
real time. Our computational domain goes from 0.003AU to 30, 000AU with 2800 grid
cells, which results in 400 grid cells per decade.
4.1.2 Smoothing
To speed up the computation, we can use three different smoothing routines while
calculating the temperature. All routines smooth over a certain number of grid cells
SL.
Routine 1:
Xi =
i+SL
∑
j=i−SL
Xˆj
2SL + 1
(4.5)
Routine 2 (logtri):
Xi = exp
(
∑i+SLj=i−SL(SL + 1− |j− i|) log(Xˆj)
∑i+SLj=i−SL(SL + 1− |j− i|)
)
(4.6)
Routine 3 (tri):
Xi =
∑i+SLj=i−SL(SL + 1− |j− i|)Xˆj
∑i+SLj=i−SL(SL + 1− |j− i|)
(4.7)
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Figure 4.1 Smoothing of 3 different functions: The red functions is a simple step func-
tion. The green function is a linear slope. The blue function is a 4th order root.
All three smoothing routines are illustrated in Figure 4.1
For most of our simulations, we use routine 3 with SL = max(5, gc(H)) and gc(H)
being the number of grid cells for the isothermal disc height or pressure scale height
H. We can smooth over a pressure scale height because turbulence will lead to an
exchange of heat over at least that range, smoothing out the temperature peaks. The
first two routine do not give as good results and speedups.
4.2 Edge
Our disks are truncated at the inner part. We force the surface density inside of the
inner disk edge to be of a predefined minimal value and add the mass in that region
onto the star at each timestep. To determine the position of this inner edge, we follow
the simple model of Chang et al. (2010) and Starczewski et al. (2007). They consider
a balance of the stellar magnetic dipole pressure and the ram accretion pressure to
calculate the location of an inner truncation radius of the disc. The gas will then flow
along the streamlines of the magnetic field from this radius onto the star.
atrunc =
7
√
9(BstarR3star)4
4GMstarM˙2
(4.8)
As can be seen, it depends on the stellar radius, the accretion rate onto the star and
the stellar magnetic field. Changes in the stellar radius during the evolution of the
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star have the strongest effects on the position of the inner edge. Also, the accretion
rate itself, which depends next to other things on the effective temperature of the star,
is important. So it will depend on the choice of the stellar evolution model, which is
discussed in Section 4.6. E.g., an increase in the stellar radius will push the inner edge
farther away from the star. Since the accretion flow decreases during the evolution
of the disk the inner radius of the disk gets pushed out. For small accretion flows of
less than 10−10M/yrs, it can be of the order of 1AU or larger. Since this is also the
radius at which the inner photoevaporation sets in (see Section 4.3), we limit the inner
truncation radius to be always smaller than 1AU.
The most difficult quantity to specify is the stellar magnetic field. Generated by
convection inside the rotating stars, it is not easy to estimate in our simple model. The
reason is that the evolution of the rotation frequency of the star is not well understood
(Pudritz and Matt, 2014). Armitage and Clarke (1996) presented a model to estimate
the rotation frequency using the disk lockout model. Here, a torque from the magnetic
dipole field of the star acting on the disk is slowing the star down. Yet as was pointed
out the dipole field of the star is too weak in the regions of the disk where the angular
momentum slowing down the star is generated (Johns-Krull et al., 1999). Furthermore,
observations show that there is no correlation between the rotation rate of a star and
the presence of indicators of a disk (Cieza and Baliber, 2006).
Therefore, we use a constant magnetic field of Bstar = 1kT for all our simulations
and do not follow the evolution of the rotation frequency of the star.
4.3 Disk mass loss and photoevaporation
The evolution of a protoplanetary disk is not only determined by the value of the vis-
cous α. There are a number of processes that also alter the surface density of the disk
by removing gas from the system temporarily or permanently. E.g., magnetic winds
seem to lift mass from the surface of the disk and let it fall down back farther out
or even remove it completely from the system. Also, flybys of neighboring stars can
remove mass from the outer disk regions and truncate the outer disk due to tidal in-
teractions (Adams et al., 2006; Gutermuth et al., 2005). Yet, a recent study (Megeath
et al., 2015) shows that, at least in the Orion molecular clouds, most disks are too dis-
tant from other stars that truncation could be a common mechanism for mass removal.
The same study also showed that also photoevaporation due to UV irradiation from
OB stars is too weak for most disk to be a significant factor.
Nevertheless, in this study we include 2 processes that remove mass permanently
from the system, namely the photoevaporation due to extreme UV irradiation from
the host star (hν > 13.6 eV) and far UV irradiation (6 eV− 13.6 eV) from OB stars in
the vicinity. The first process is intrinsic to being close to the host star and should
be common. We use the second one as a general tool to alter the evolution time of a
disk and the mass loss rate is one of our initial condition parameters. In that sense, it
subsume all the different processes that will not lead to accretion of mass onto the host
star. The general idea of photoevaporation is the absorption of high energy photons
by hydrogen atoms which heat them up so that the sound speed becomes larger than
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the escape velocity. Therefore the atom can leave the gravity well of the host star and
escapes the system.
4.3.1 Internal photoevaporation
Our first source of photoevaporation is extreme UV irradiation from the host star itself.
We use the version of the previous disc model (Mordasini et al., 2012a) which follows
closely Clarke et al. (2001). It gives us a surface density loss rate of
Σ˙w =
−cs,inphmH
(
a
Rph,in
)−5/2
11.4·104Φ1/241
(
Rph,in
1014cm
)−3/2
cm−3 if a > Rph,in ,
0 otherwise
(4.9)
The UV irradiation is assumed to evaporate gas only outside the gravitational
bonding radius
Rph,in = 0.15
GMstar
c2s,inph
. (4.10)
Here cs,inph = 106 cm/s is the sound speed of the photo-ionized gas which is set to
, Φ41 the number of ionizing photons in units of 1041 s−1 (fixed to 1 in all our sim-
ulations) and mH is the mass of a hydrogen atom. When the surface density gets
low enough, this can open a gap in the disc. Also, in private correspondence with
Christoph Mordasini, Ilaria Pascucci stated that gas will already be lost even if the
sound speed only reaches a fraction of 0.15 of the escape velocity. We use this factor
also for the external photoevaporation. With this factor, a typical distance for internal
photoevaporation to begin is around 1 AU.
4.3.2 External photoevaporation
For the external photoevaporation of OB star irradiation we also use the version of the
previous disc model described in Mordasini et al. (2012a) .
It gives a surface density loss rate as
Σ˙w =

Mwind
pi(R2nmax−R2ph,ext)
(
1− 11+(a/Rph,ext)20
)
if a > Rph,ext ,
0 otherwise
(4.11)
Here, Mwind is a free input parameter, one of the initial conditions, which sets the
strength of the irradiation. The outer radius Rnmax of the computational domain is
30000 AU for all our simulations, as stated before.
Similar to Equation (4.10) above the gravitational bonding radius is
Rph,ext = 0.15
GMstar
c2s,extph
. (4.12)
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with cs,extph the sound speed at 1000 K. The second factor(
1− 1
1+ (a/Rph,ext)20
)
(4.13)
in Equation (4.11) is a smoothing at the inner edge of the photoevaporation region to
speed up the calculation.
With an outer radius Rnmax of 30000 AU, the surface density loss rate depends only
very weakly on the host star mass through Rph,ext. So one can directly translate a given
Mwind into Σ˙w by
Σ˙w[g cm−2 s−1] ≈ 3.11·10−10Mwind[M/yr]. (4.14)
While we said before, that Mwind to alternate the lifetime of a disk, it also has a
strong influence on the size of our disk. The mass loss from the outer disk will be
balanced by the outspreading mass flow from the disk which is mostly determined
by the viscous α. These two processes determine where the outer radius of a disk
is. Finally, during the infall phase we reduce Mwind by the square of the ratio of the
already collapsed mass to the total cloud mass. The idea is that the infalling cloud
shield the disk from the irradiation at first but with vanishing mass some already hits
the disk.
4.4 Gravoturbulent viscous alpha
For some combination of initial conditions the disk will be massive enough the become
grava-turbulent in the outer regions. To calculate the viscous alpha in these regions
we use the model of Kratter et al. (2008) . They divide αGI into two components a short
ranged one and a long ranged one covering different ranges of the Toomre parameter
Q =
csΩ
piGΣ
, (4.15)
where cs is the soundspeed and Σ the surface density of the disk, Ω the Keplerian
frequency and G the gravitational constant. And like them, we limit Q to never be
lower than 1 in the calculations of αGI. So
αGI =
(
α2short + α
2
long
)
(4.16)
where
α2short = max
[
0.14
(
1.32
Q2
− 1
)
(1− µGI)1.15, 0
]
(4.17)
and
α2long = max
[
0.14·10−3(2−Q)
µ5/4GI Q1/2
, 0
]
. (4.18)
In both equations µGI = Mdisk/(Mstar + Mdisk) is the mass fraction of the disk. Finally,
we use
α = max(αGI, αmin) (4.19)
with αmin being a free input parameter.
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4.5 Disc Formation
We will use 2 different infall models to simulate the formation of the star-disk system.
Both assume a spherical cloud of isothermal gas that is undergoing gravitational col-
lapse. In the first model, called a singular isothermal sphere or Shu model, the cloud
has a r−2 density profile, giving each mass-shell the same mass. The second model has
a more realistic density profile of a Bonnor-Ebert sphere.
4.5.1 Infall of Singular Isothermal Sphere
Shu (1977) presented the calculations on the infall of an isothermal sphere with an r−2
density profile. While this profile has an infinite density in the center and is therefore
called singular isothermal sphere (SIS), it leads to a simple infall model: each shell at
radius Rs = fsiscst/2 has a constant mass, which collapses onto the star-disc system,
which is formed by the gas that already collapsed from inside ofRs, after free fall time
t = tff. This leads to an inside out collapse. Since the free fall time is proportional to
the radius Rs, the infall rate
M˙ = fsisc3s /G (4.20)
of a singular isothermal sphere is constant over time (Shu, 1977). The scaling factor
fsis = 0.975 and the maximal semimajor axis ac (also called centrifugal radius) at which
mass from shell at Rs hits the midplane of the star-disc system is
ac(t) =
Ω2clRs(t)
4
G(Mdisk + Mstar)
= 1/16 f 3siscsΩ
2
clt
3 (4.21)
With these equations we can now calculate the source term profile for the infall (Birn-
stiel et al., 2010). To compute the position where one infalling gas blob land on the
disk, we assume angular momentum conservation on the way from the cloud to the
disk. This leads to
Qw(a, t) =
M˙
4pia
√
ac(t)(ac(t)− a)
(4.22)
This equation in not only valid for the SIS infall but for all spherically symmetric in-
falling density structures if on assumes a razor thin disk. In reality, the infalling gas
will hit the disk at a certain height and farther out than is assumed in the derivation of
the equation above. At that point the angular momentum of the infalling gas and the
gas of the disk are not the same. The infalling gas will gain some angular momentum
from the disk and end up further out than predicted by the equation above. The same
exchange of angular momentum will increase the mass flow of the disk gas inward
(see Visser et al., 2009). We will neglect these effects in this study and simply add gas
according to the Equation (4.22). The set of equations depends on the initial state of
the infalling cloud, which is defined by the three quantities cloud mass Mcl, the cloud
temperature Tcl and could solid rotation frequency Ωcl. Specifying these, the minimal
α, and the photoevaporation rate through Mwind defines the star-disc system. The set
of initial conditions we will study in detail in Chapter 5.
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4.5.2 Infall of Bonner-Ebert-Sphere
Myers (2005) presented a way to calculate the infall rate of a spherical density structure
with a Bonnor-Ebert-Sphere (BES, hereafter) density profle. This profile has no infinite
density at the center. It also follows an inside out collapse, which the gas close to the
center collapsing before the gas further out. To calculate the source term (Equation
(4.22)), we need to specify the infall rate M˙(t) and the centrifugal radius ac(t). We use
an analytic function of the density profile of a BES to get an analytic expression of the
infall factor fBES(t). We assume, that the density profile can be expressed by
ρ = ρc
(
1+
(
ξ
fa
)2)− fb
(4.23)
with
ξ = R/R0 = R
√
4piGρc/cs (4.24)
Here R0 is the scale length, fa and fb fitting parameters specific for the BES. The mass
between ξ and ξ + dξ can be expressed as
dm = 4piρ(ξ)R30ξ
2dξ (4.25)
We can further calculate the time when that shell collapses
t = tff,BES
√
ξ/(xφ′) (4.26)
with
φ ≡ −ln(ρ/ρc) = fb log
(
1+
(
ξ
fa
)2)
(4.27)
and
φ′ ≡ dφ
dξ
=
2 fb
f 2a
ξ
1+
(
ξ
fa
)2 . (4.28)
This leads to
t = tff,BES
√√√√ f 2a
6 fb
(
1+
(
ξ
fa
)2)
(4.29)
with
tff,BES =
√
3pi
32Gρc
(4.30)
Equivalently, this gives the radius of the shell which collapses at time t:
ξ = Rs(t)/R0 = fa
√
t2
t2ff,BES
6 fb
f 2a
− 1 (4.31)
Taking the derivative of Equation (4.29)
dt
dξ
= tff,BES
ξ
fa
√
6 fb
(
1+
(
ξ
fa
)2) (4.32)
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Figure 4.2 Density profile, infall rate, time for the collapse of a Bonnor-Ebert sphere
Finally, we can divide dm/dξ by Equation (4.32) to get the infall factor
fBES(t) =
dm
dt
G
c3s
= fa
√
16 fb
pi2
ξ
(
1+
(
ξ
fa
)2)0.5− fb
. (4.33)
We use the last equation to fit the numeric infall rate to obtain fa = 3.09624 and fb =
1.6758. The resulting fit is shown in Figure 4.2. It follows the numerically obtained
rate nicely: the maximal deviation is 3% at 7ξ.
The centrifugal radius, or maximal radius at which mass falls onto the disc, as a
function of time is
ac(t) =
Ω2clRs(t)
4
G(Mdisk + Mstar)
=
c4sΩ2cl
G3(Mstar + Mdisk)ρ2c
f 4a
16pi2
(
t2
t2ff,BES
6 fb
f 2a
− 1
)2
. (4.34)
With this we have the two equations to again calculate the source term profile Qw. Yet
to use the same set on initial conditions as for the Shu model, Mcl, Tcl, and Oc we have
to calculate the central density ρc. So from the EOS we know that the external density
ρext =
Pext
c2s,cl
. (4.35)
Stability analysis shows that a Bonnor-Ebert sphere will be become unstable when the
external pressure reaches
Pext = Pcrit = 1.40
c8s,cl
G3M2cl
(4.36)
and the ratio of internal to external density becomes
ρc
ρext
= 14.1. (4.37)
82 CHAPTER 4. DISC MODEL
Combining the three equations above leads to:
ρc = 1.40·14.1
c6s,cl
G3M2cl
(4.38)
4.5.3 Initial set up
To set up the initial state of our simulation we need at least a small disk that can be
evolved by the solver described above. So to get this initial disk and the star mass we
consider the mass falling from the cloud onto the disk-star system without viscously
evolving the ”proto”disk. At this first stages gas will only fall onto the central star and
later on gas will either fall onto the star or the disk if the centrifugal radius ac is larger
than the stellar radius Rstar.
M˙star =
{
M˙(t) if Rstar > ac ,
M˙(t)(1−√1− Rstar/ac) otherwise
(4.39)
and
M˙disk = M˙(t)− M˙star (4.40)
To finally get the mass of star and disk and while we not viscously evolve the disk
itself we also consider mass accretion from the disk through the star disk interface
(SDI) during this initial phase. We assume the interface is right at the star radius.
M˙SDI = −6pi
√
Rstar
∂
∂a
νΣ
√
a (4.41)
We neglect viscous heating so the temperature at the star-disc interface is simply the
effective stellar temperature Tstar and the temperature slope βT = −3/4. Therefore we
can estimate the viscosity as
ν =
αc2s
Ω
= α
kB
µgasGMstar
TstarR3/4stara
3/4. (4.42)
Finally we assume a fixed initial surface density slope βΣ = −1.3. This gave us the
fastest speed up of the simulation at the start. Also we put all the disk mass between
the stellar radius and the centrifugal radius so with this we get
ΣSDI =
(2+ βΣ)MdiskR
βΣ
star
2pi(aβΣ+2c − RβΣ+2star )
(4.43)
Thus
M˙SDI = −6piR1.25−βΣstar
∂
∂a
α
kB
µgasGMstar
TstarΣSDIa1.25+βΣ (4.44)
And placing the interface at the stellar surface gives
M˙SDI = −6pi(1.25+ βΣ)α kB
µgasGMstar
TstarΣSDIR1.5star. (4.45)
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Overall the lifetime and evolution did not depend on the initial value of βΣ since the
disk develops rapidly (a few 10 years) into a first stable state (See Section 4.7). Also
mgas is the mean molecular weight of the gas, which is also fixed in all our simulations
(we use 26% helium and 74% hydrogen). We do not consider the temperature of the
gas at this point to calculate changes in νgas for this initial phase.
So with these equation we sum up star mass and disk mass until none of the fol-
lowing conditions are fulfilled:
• ac < 6Rstar
• Mdisk < 10−3M
• Mstar < 0.025M
• Mstar < min(0.6Mcl, M) and Mdisk < 0.2Mstar
With these masses we finally set up out initial surface density profile:
Σ(a) =
(2+ βΣ)MdiskR
βΣ
star
2pi(aβΣ+2c − RβΣ+2star )
(
a
Rstar
)βΣ
(4.46)
All criteria above are set to get a stable initial state from which we can start to evolve
the disk.
4.6 Stellar Evolution
Because we are using an infall model as described above we have a changing star
mass. It increases by the gas falling onto the host star either through disk accretion or
directly during the infall phase from the collapsing cloud. Furthermore, even a young
pre-main-sequence star changes its temperature and radius during its evolution to the
main sequence. Since stellar mass, temperature and radius are critical for the disc
evolution and shape of the disk, we have to include stellar evolution into our model.
Too keep it simple we will use the public pre-main-sequence star evolution tracks of
Siess et al. (2000) to get for a given mass and age the effective temperature and radius
of the star. The temperature will determine the thermal irradiation onto the disk and
the radius will influence evolution of the inner edge of the disk (see Equation (4.8)).
For some of our simulations we use a much smaller table of the evolution of only three
different star masses found in Stahler and Palla (2005) (Table 16.2). Due to the small
number of data points there will be kinks in the evolution of some quantities like the
inner edge or stellar temperature. The most significant difference are larger effective
star temperatures for stars more massive than one solar mass since the small table
does not cover the change in the dependence of effective temperature and stellar mass
above one solar mass. A comparison between both models will be shown at the end of
this chapter. We note that Yorke and Bodenheimer (2008) showed that accretion will
alter the evolution track of a star compared to the constant mass calculations in the
used stellar models above, but use the tabulated evolution tracks for simplicity and
computation time.
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Disk evolution, 1.1Msol cloud infall, ends with 1.04Msol star
Figure 4.3 surface density evolution with initial conditions are α = 0.008, Mwind =
10−6 M/yr, and a SIS cloud with Mdisk = 1.1 M, Tcl = 15 K andΩcl = 10−14 s−1. All
contour lines are explained in the text at the beginning of Section 4.7
4.7 Single disk evolution
After describing or model we will now discuss the evolution of two different star-disk
systems evolving out of two sets of initial conditions, one for each infall model.
4.7.1 Small SIS cloud
The first systems set of initial conditions are α = 0.008, Mwind = 10−6 M/yr, and an
singular isothermal sphere with Mdisk = 1.1 M, Tcl = 15 K and Ωcl = 10−14 s−1. For
this disk the initial set up phase ends at ≈ 2·104yr after the start of infall with a disk
of 0.01 M around a 0.66 M protostar and the simulation starts. Infall and buildup
phase ends after 3.76·105yr at which point we have 0.23 M disk around a 0.82 M
star. At this point the centrifugal radius ac ≈ 60 AU. Yet the disk already spread
to almost 300 AU at this point. It will spread for the next few million years until at
roughly 5 Myr the external photoevaporation finally balances with the mass outflow
and the disk begins to shrink. The gas will be finally gone after 18.5 Myr. Over the
whole accretion the star grows to 1.04 M.
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Migration direction in the unsat. adia. regime
Figure 4.4 Direction of migration in the unsaturated adiabatic migration regim. All
contour lines are the same as in Figure 4.3 except the grey line, this marks the points
of zero torque.
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This can be seen in Figure 4.3, which shows the evolution of the surface density of
said system color coded over semimajor axis and time. Also shown are the positions
of the iceline(red dashed line), the transition from radially isothermal to vertically
isothermal (red solid line), the transition between vertically convective and radiative
energy transport in the temperature model (blue line). Black dotted line marks the
position where vertical cooling time is equal to the orbital time and the region sur-
rounded by the black dashed line is gravo-turbulent (α > αmin). A solid black line
would mark a region with a Toomre parameter Q < 1 which does not exist in this
disk.
The first blue line from the right also marks the transition from irradiation dom-
inated to viscous heating dominated. As discussed in Chapter 3, for conditions be-
tween optically thick and thin the temperature model gives slightly smaller midplane
temperature for the convective case, therefore the disk is assumed to be convective for
a region just inside the transition from irradiation dominated to viscously dominated
up to the iceline. Outside of this most distant blue line the disk is totally optically thin
in vertical direction, the height of the radiative surface Hs is zero and midplane and
surface temperature the same.
Also close to the inner edge a small part of the disk is convective for a short time at
the beginning. Otherwise the disk is radiative for the complete evolution. The inner
edge itself stays relatively constant slightly inside of 0.1 AU. The small changes are
due to changes in the stellar radius. Only at the end does it with the drop in accretion
rate due to the vanishing disk move relatively fast further out. Outside of 1 AU it is
the internal photoevaporation which pushes it even further.
We also show, as we did in Section 2.4.3, the direction of migration in the un-
saturated adiabatic migration regime in Figure 4.4. Color coded is the strength of
migration in the unsaturated adiabatic regime Cadia with greenish blue color show-
ing inward and yellow-brown-grey colors showing outward migration. White are
regions without any gas. For most of the evolution of the disk there are again the
typical two convergence zones. Only at the beginning at the part of the disk where it
is convective we have a bit more complex migration behavior with a few alternation
inward-outward regions. Here changes in the adiabatic coefficient γ and the mean
moleculare weight lead to changes in the temperature slope which changes the mi-
gration behaviour. One also sees that the inner edge of the disk has really large val-
ues of Cadia due the the strong drop of the surface density. This drop of Σ will also
introduce strong torques. These torques will stop all type I migrating planets. The
outer converging zone is close to the transition between stellar irradiation and viscous
heating. The inner one is at the iceline. Inside the outward migration region of that
convergence zones one sees a weak inward migration region vanishing over time. The
reason for this one is the iceline at the radiative surface which leads to a smaller bump
in midplane temperature than the midplane iceline. Yet it is strong enough turn the
movement of the migrating planets inward.
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Disk evolution, 2.4Msol cloud infall, ends with 1.5Msol star
Figure 4.5 surface density evolution with initial conditions are α = 0.005, Mwind =
10−6 M/yr, and a BES cloud with Mdisk = 2.4 M, Tcl = 20 K and Ωcl = 10−13 s−1.
All contour lines are explained in the text at the beginning of Section 4.7
.
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Migration direction in the unsat. adia. regime for a massive disc
Figure 4.6 Direction and strength of migration in the unsaturated adiabatic migration
regime for a disk with the initial conditions as α = 0.005, Mwind = 10−6 M/yr, and a
BES cloud with Mdisk = 2.4 M, Tcl = 20 K and Ωcl = 10−13 s−1. All contour lines are
the same as in Figure 4.3 except the grey line, this marks the points of zero torque.
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4.7.2 Large BES cloud
The second set of initial conditions are α = 0.005, Mwind = 10−6 M/yr, and a BES
cloud with Mdisk = 2.4 M, Tcl = 20 K and Ωcl = 10−13 s−1. This setup leads to a bit
more interesting disk evolution, as can be seen in Figure 4.5. It is similar to Figure 4.3
and shows color coded the evolution of surface density. Also all contour lines are
similar. Since BES infall rates are much larger than those of SIS, and even tho the first
gas only accumulates after one infall time, the initial setup phase ends much earlier
than in the SIS case. The simulation starts at 7.5·104yr with a 0.1 M protostar and
a 0.2 M disk. At the end of the infall phase at only 150 kyr the disk has grown to
2.2 M, the star has only gained 0.06 M. The disk vanish after almost 60Myr, with a
1.5 M left behind. The interesting thing is that with the BES the outer radius of the
disk during the infall phase is set by the fast spreading centrifugal radius ac. For this
disk it will be at 3000 AU, from there on the disk spreads further to a maximum size
of 6350 AU.
Overall the evolution can be separated into 2 phases. First is marked by the
presents of gravo-turbulence in the outer disk, the second with the absence of it. The
large centrifugal radius ac leads to a lot of mass deposited in the outer regions which
will create a massive outer disk which is gravitational unstable. As can be seen in
Figure 4.5 the inner desk increases in mass (grey area getting larger) as long as Q < 1
at some point in the disk. Since we cab Q at 1 αGI depends only on /muGI. This large
alpha will leads to a large mass flow from the outer disk into the inner disk. This flow
is sustained by the mass in the outer disk and will set the surface density profile in the
inner disk. Since the disk mass is falling, αGI will raise slowly which leads to an even
larger surface density in the inner disk. This process goes on until the outer part is
depleted of enough mass to turn gravitationally stable. After that point the mass flow
from the outer disk will drop fast and with this also the surface density in the inner
disk. For the disk here, this happens a roughly 3.5 Myrs. At this point the surface den-
sity in the inner disk is so large that the disk is convective close to the inner edge. Also
changes in the stellar radius and the increase in the accretion rate pushes the inner
edge close to 0.02 AU. Otherwise for most of the simulation the inner edge is between
0.03− 0.04 AU. As can also be seen by the position of the dotted line, the vertical cool-
ing time is smaller than an orbital time in the outer disk, especially also where Q < 1.
Therefore, if the disk is gravo-turbulent, it should also fragment and probably form
through direct collapse some massive planets between a few 10 AUs and at least a few
hundred AUs from the star. Yet we do not include this here by the removal of gas into
those planets. It could be one ways to decrease the disk mass fast. The second phase
of the evolution is after the disk become stable. The mass further decrease, the surface
density drops at all distances, the disk shrinks and finally vanishes.
We also show in Figure 4.6 the direction and strength of type I migration in the un-
saturated adiabatic migration regime. For these massive disk the outer convergence
zone is for the first part of evolution between 30 and 100 AU, which is much further
away than before. From there it is slowly moving inward to hit ≈ 3 AU at the end of
the evolution. One can also see that the inner edge of the gravo-turbulent region in-
fluences the outer convergence zone. Since α is no more constant we have to consider
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its slope βα when calculating the mass flow. To get a radially constant mass flow
βT + βΣ + βα = −1.5. (4.47)
So the change in α changes the slopes of temperature and surface density which results
in the visible cut into the outward migration region. This leads to an almost constant
position of the convergence zone for some million years. An other cut into the outward
migration region of the inner convergence zone at the later phase of the disk evolution
is again due to the iceline at the surface. Also this position close to 1 AU does not
change much since the star at this point does not change much anymore.
4.8 Small set of initial conditions.
Before we discuss the Initial conditions in more general terms we will show here a
small sample of different disks. Initial conditions for infall models are temperature Tcl
or sound speed cs,cl, solid rotation frequency Ωcl and cloud mass Mcl for the infalling
cloud and α and Mwind for the evolution of the disk. We run seven different sets of Tcl
and Ωcl for both SIS and BES cloud infall in the first part of the section and for both
stellar evolution models in the second part.
4.8.1 Comparison of SIS and BES disk evolution
We compare the evolution of the disc mass for this small set of initial conditions
in Figure 4.7. In all simulations cloud mass Mcl = 1.1 M. Also α = 0.008 and
Mwind = 10−6 M/yr are the same for this set of simulations. We use the combi-
nations of Ωcl and Tc that are stated in the legend of Figure 4.7. The first of these
simulations (red dashed line) is the first disk discussed in more detail the previous
chapter. The end of the infall phase is marked by the maximum of the disk mass in
this figure. For the BES case (as for SIS) with constant Ωcl one finds larger disks and
longer infall phases for cooler clouds. One also sees that for the same temperature dif-
ferent rotational frequencies only lead to different disk masses but the same duration
of the infall phase. Comparing now BES and SIS simulations for the same initial con-
ditions one sees the BES clouds collapse roughly four times faster than the SIS clouds
due to the much higher infall rates. Also for larger rotation frequencies Ωcl the disk
are more massive for the BES clouds (peak between dashed and solid line for the red,
green, blue, and grey line), with the difference larger for colder clouds. The centrifu-
gal radius increase more strongly at the end of the infall of a BES cloud. Therefore,
especially for faster rotating and slower collapsing clouds, more mass is deposited
further out, increasing disk mass and prolonging the lifetime. Overall the disks in this
sample of initial conditions ”live” for 5 to 20 Myr, although the overall systems all had
the same mass and evolution parameters. As we don’t change α or photoevaporation
rate the lines do not cross, all disk evolve in the same manner and only disk mass and
size at the end of the infall phase determine the age of the system. The age spread
is also similar for SIS and BES simulations. At last also shown in Figure 4.7 are disk
masses obtained for 16 different systems at different ages in Ophiuchus by Andrews
et al. (2010). The simulations cover the same range of disk masses.
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Figure 4.7 Disk mass evolution for 7 different initial conditions for the Bonnor-Ebert-
Sphere infall (solid) and SIS infall (dashed). Black stars are disk masses obtained by
Andrews et al. (2010).
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Figure 4.8 Star mass evolution for 7 different initial conditions for the Bonnor-Ebert-
Sphere infall (solid) and SIS infall (dashed). Black stars are star masses obtained by
Andrews et al. (2010).
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Figure 4.9 Disk mass evolution for 7 different initial conditions for the Bonnor-Ebert-
Sphere infall with stellar evolution table of Siess et al. (2000) (solid) and Stahler and
Palla (2005) (dashed). Black stars are disk masses obtained by Andrews et al. (2010).
Next we show for the same simulations also the evolution of the host (proto-) star
in Figure 4.8. Here on can see that both BES and SIS clouds lead for identical initial
conditions to similar stellar masses at the end of the evolution. Since we have almost
no photo evaporation we end for all simulations with stars between 1 and 1.1 M.
Marked are again the star masses of Andrews et al. (2010). There are only 5 crosses
since all the other 11 systems have star masses outside of the range shown in Fig-
ure 4.8. So while we hit the range for the disk masses with varying only rotational
frequency and temperature, we need to change the other parameters too if we want to
hit the star masses.
4.8.2 Comparison of both stellar evolution models
In Figure 4.9 we finally compare the difference of the 2 stellar models described in
Section 4.6. We use the same seven BES clouds as in the previous sub section. The
difference in disk mass evolution is larger for those simulations in which we already
have a larger star mass initially, while for those simulations with large disks and small
star at the beginning we almost see no differences (red lines). The lifetimes vary in the
end by a factor of 10% at most. Yet there is one exception. The slowest and hottest
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rotating system (magenta) did not produce a disk during the initial set up phase at all,
collapsing directly onto the star.
Chapter 5
Initial conditions
In this chapter we present the distribution of Initial conditions we can use to derive
a list of initial conditions for planet population synthesis calculations. We calculated
the evolution of infalling BES and SIS clouds on a grid of different initial conditions.
The grid contained 51744 sets of initial conditions of SIS clouds and a smaller subset of
4704 initial conditions of BES clouds. We discuss the properties of these simulations in
the first part of this chapter. The second part contains the calculation of the likelihood
of initial conditions and the discussion of the obtained distributions of them.
As in the last part of the previous chapter we use five initial conditions, namely
the viscous α parameter, the scaling factor of external photoevaporation Mwind for the
evolution of the disk and solid rotation frequency Ωcl, temperature Tcl, and mass Mcl
of the collapsing clouds.
5.1 Lifetimes and Star masses
5.1.1 SIS clouds
For the SIS cloud grid we use all combinations of
• α = {0.001, 0.003, 0.005, 0.007, 0.01, 0.014}
• Mwind = {1·10−6, 3·10−6, 1·10−5, 3·10−5, 1·10−4, 3·10−4, 1! ·10−3}Myr−1
which corresponds to
Σ˙w ≈ {3·10−16, 1·10−15, 3·10−15, 1·10−14, 3·10−14, 1·10−13, 3·10−13}g s−1 cm−2
• Ωcl = {0.2, 0.4, 0.8, 1.6, 3.2, 6.4, 12.8}10−14s−1
• Tcl = {10, 15, 20, 25, 30, 35, 40, 45}K
• Mcl = 0.1− 2.4M in 0.1M increments
This gives us a total of 51744 simulations. The range realistic of α values is sug-
gested by MRI (Flock et al., 2011) or 3D hydro turbulence simulation (Blabla, 20xx). It
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also includes the value of 0.007 used in the previous model (Chapter 2). The spread of
Mwind if set to provide somewhat reasonable lifetimes and mass loss rates at the same
time. The observed range for Ωcl is 0.1− 13·10−14s−1 (Goodman et al., 1993; Caselli
et al., 2002) and for Tcl is 5-40 K (Jijina et al., 1999). For the cloud mass we adopt a
similar range as Jin and Li (2014) cutting only the more massive clouds, because we
will use the data to fit observations of Andrews et al. (2010) and their most massive
star is 2 M.
Figure 5.1 shows the maximal disk mass (at the end of the infall phase) for a subset
of the combinations above. It shows that larger cloud masses give larger disks, higher
cloud temperatures smaller disks since there are higher infall rates and thus more mass
is deposited directly onto the star. In addition. faster rotating clouds produce larger
disks because less mass is falling onto the star. In general, also stronger photoevapo-
ration and higher α lead to larger disks. There is one exception to the above. Massive
10 K clouds of faster rotation and stronger viscosity (top row of the lower right corner
of the subplots in Figure 5.1) have smaller maximal disk masses than warmer clouds
where the other four parameters are the same. The reason here is that we ramp up
photoevaporation during the end of the infall phase (scaling Mwind with the ratio of
already collapsed mass to cloud mass) already removing mass from the disk before all
the cloud has collapsed. Since the infall rate depends strongly on the temperature it
takes roughly twice as long for 10 K clouds to collapse as for 15 K clouds. This longer
infall time allows the photoevaporation to remove more mass. This is especially true
when α is larger and the disk is spreading faster. Therefore, in that case more area is
exposed to the photoevaporating irradiation removing more mass.
Figure 5.2 shows the lifetime of the same subset as in Figure 5.1. Again, the general
trend is as expected. Larger cloud mass and faster rotation increases lifetime, stronger
photo evaporation and viscous transport reduces the lifetime. A bit more interesting
is the dependence on the cloud temperature. Here one can find both effects depending
on the other initial conditions: an increase can lead to longer or shorter lifetimes. In
most cases an increase in temperature will lead to a short lifetime. Yet, similar to
the maximal disk masses, large photo evaporation rates together with faster rotation
and larger disk masses and smaller α values lead to a drop in lifetime with a drop in
temperature. This can change the lifetime up to a factor of two in the most extreme
cases. The disk lifetime ranges from a few hundred thousand years for light clouds to
a hundred million years for the most massive clouds in the grid. Most smaller disks
have lifetimes of a few million years which is consistent with observations (Haisch
et al., 2001; Mamajek, 2009).
Figure 5.3 shows the time averaged (over the lifetime of the disk) photoevaporation
rate of the same subset as in Figure 5.1. Large photo evaporation scaling factors Mwind
give larger averaged rates, yet they scale not linearly with each other. A change of 3
orders of magnitude in Mwind changes the averaged rate only by a factor of a few for
small disks to an order of magnitude for the largest disks. This is due to the balance
between outer disk radius and photo evaporation. A larger evaporation rate results in
smaller outer radius, which gives less disk area to be photoevaporated and therefore
a comparable smaller increase in the amount of evaporated mass. We acknowledge
that especially those disks with Mwind = 10−3Myr−1 show too large rate. Review by
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grav. inst. Disk masses of collapsing SIS
Figure 5.1 shows maximal disk masses from collapsing SIS. Each subplot shows color
coded the maximal disk mass for one Ωcl over cloud temperature Tcl and mass Mcl.
For each point of these three initial conditions a cluster of data is shown for different
viscous α parameters and photo evaporation scaling factors Mwind. The corresponding
meaning is shown in the small top right subplot. Furthermore, triangles mark those
simulations in which at some semimajor axis at some point during the evolution a
Toomre parameter Q < 1 was found. Circles mark those in which this is not the case.
Missing dots are a sign of either the cloud collapsed completely onto the star (Initial
setup found no disk; top left corner of each of the seven subplots), the disk got larger
than the computational domain during infall phase (lower right corner), or an error
occurred (24 simulations).
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Figure 5.2 shows disk lifetime from collapsing SIS. Each subplot shows color coded
the lifetime of disks for one Ωcl over cloud temperature Tcl and mass Mcl. For each
point of these three initial conditions a cluster of data is shown for different viscous α
parameters and photo evaporation scaling factors Mwind. The corresponding meaning
is shown in the small top right subplot. Furthermore, triangles mark those simulations
in which at some semimajor axis at some point during the evolution a Toomre param-
eter Q < 1 was found. Circles mark those in which this is not the case. Missing dots
are a sign of either the cloud collapsed completely onto the star (Initial setup found no
disk; top left corner of each of the seven subplots), the disk got larger than the com-
putational domain during infall phase (lower right corner), or an error occurred (24
simulations).
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Figure 5.3 Time averaged photoevaporation rates of disks from collapsing SIS. Each
subplot shows color coded the time averaged photoevaporation for oneΩcl over cloud
temperature Tcl and mass Mcl. For each point of these three initial conditions a clus-
ter of data is shown for different viscous α parameters and photo evaporation scaling
factors Mwind. The corresponding meaning is shown in the small top right subplot.
Furthermore, triangles mark those simulations in which at some semimajor axis at
some point during the evolution a Toomre parameter Q < 1 was found. Circles mark
those in which this is not the case. Missing dots are a sign that either the cloud col-
lapsed completely onto the star (Initial setup found no disk; top left corner of each of
the seven subplots), the disk got larger than the computational domain during infall
phase (lower right corner), or an error occurred (24 simulations).
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(Alexander, 2014) on disk dispersal states photoevaporation rates between M˙wind =
10−10 − 10−8Myr−1.
As can be seen in all three figures, there are combinations of cloud temperature,
mass and rotation frequency that produce really compact objects with too small mass
spread to be simulated by the model. The line separating these no disk models from
those with disk changes its slope with increasing rotation frequency. It also depends
on the α value as can be seen by the number of rows of each point cluster.
Finally in all three plots discussed above we have marked those disks which are
gravitational unstable (Q < 1 at some point somewhere in the disk) by triangles and
those that are not by circles. With increasing Ωcl we find more disks to become unsta-
ble as they become larger. We receive the same results with increasing cloud mass and
decreasing temperature. Jin and Li (2014), study the collapse of SIS clouds, also found
that the gravitational stability of disks from infalling clouds depends on those three
quantities. We do not find the same but similar relations in this work here. Yet, as can
be seen in the data for Tcl = 10K photoevaporation also plays a role in determining
if a disk becomes unstable or not. If one ignores this effect, the separating between
stable and unstable can be fitted by a line similar to those found by Jin and Li (2014).
As for the separation between disk and no disk, this lines slope changes with rotation
frequency. However, we find a dependence on α while Jin and Li (2014) found no or
only a weak dependence on the strength of viscosity.
5.1.2 BES clouds
For the BES cloud grid we use all combinations of
• α = {0.003, 0.008, 0.014}
• Mwind = {1·10−6, 1·10−5, 1·10−4, 1·10−3}M/yr−1
which corresponds to
Σ˙w ≈ {3·10−16, 3·10−15, 3·10−14, 3·10−13}g s−1 cm−2
• Ωcl = {0.2, 0.4, 0.8, 1.6, 3.2, 6.4, 12.8}10−14s−1
• Tcl = {10, 15, 20, 25, 30, 35, 40}K
• Mcl = 0.1− 2.4M in 0.3M increments
This gives us a total of 4704 simulations.
As for SIS clouds we show maximal disk mass in Figure 5.4, disk lifetimes in Fig-
ure 5.5, and time averaged photoevaporation rate in Figure 5.6. As we have used a
much smaller grid for the BES we can show all simulations in these plots. The trend
in all plots is the same as for SIS. However, there are some differences. The maxi-
mal disk masses are larger up to ≈ 25%. For the same photoevaporation scale factor
and α the lifetimes are similar even though the disk masses are larger. Yet since BES
disks are also larger the same photoevaporation rate will remove more mass from the
disks formed out of BES, compensating for the larger disk masses. This is also seen in
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grav. inst. Disk masses of infalling Bonnor-Ebert spheres
Figure 5.4 shows maximal disk masses from collapsing BES. Each subplot shows color
coded the maximal disk mass for one Ωcl over cloud temperature Tcl and mass Mcl.
For each point of these three initial conditions a cluster of data is shown for different
viscous α parameters and photo evaporation scaling factors Mwind. The corresponding
meaning is shown in the small top right subplot. Furthermore, triangles mark those
simulations in which at some semimajor axis at some point during the evolution a
Toomre parameter Q < 1 was found. Circles mark those in which this is not the case.
Missing dots are a sign that either the cloud collapsed completely onto the star (Initial
setup found no disk; top left corner of each of the seven subplots), the disk got larger
than the computational domain during infall phase (lower right corner), or an error
occurred (8 simulations).
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Figure 5.5 shows disk lifetime from collapsing BES. Each subplot shows color coded
the lifetime of disks for one Ωcl over cloud temperature Tcl and mass Mcl. For each
point of these three initial conditions a cluster of data is shown for different viscous α
parameters and photo evaporation scaling factors Mwind. The corresponding meaning
is shown in the small top right subplot. Furthermore, triangles mark those simulations
in which at some semimajor axis at some point during the evolution a Toomre param-
eter Q < 1 was found. Circles mark those in which this is not the case. Missing dots
are a sign that either the cloud collapsed completely onto the star (Initial setup found
no disk; top left corner of each of the seven subplots), the disk got larger than the
computational domain during infall phase (lower right corner), or an error occurred
(8 simulations).
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Figure 5.6 Time averaged photoevaporation rates of disks from collapsing BES. Each
subplot shows color coded the time averaged photoevaporation for oneΩcl over cloud
temperature Tcl and mass Mcl. For each point of those three initial conditions a clus-
ter of data is shown for different viscous α parameters and photo evaporation scaling
factors Mwind. The corresponding meaning is shown in the small top right subplot.
Furthermore, triangles mark those simulations in which at some semimajor axis at
some point during the evolution a Toomre parameter Q < 1 was found. Circles mark
those in which this is not the case. Missing dots are a sign that either the cloud col-
lapsed completely onto the star (Initial setup found no disk; top left corner of each of
the seven subplots), the disk got larger than the computational domain during infall
phase (lower right corner), or an error occurred (8 simulations).
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the larger averaged photoevaporation rates for BES. The larger size of the disks also
lead to more disks becoming gravitationally unstable with half of time simulations for
Ωcl = 1.6·10−14s−1 being unstable in the BES case and only quarter in the SIS case. The
region in initial condition of simulations where no disk formed are almost the same
for both cases.
5.2 Distribution of initial conditions
To use our model for planet population synthesis calculations we need to know the
distribution of the initial conditions so we can use a realistic list of initial condition
sets.
5.2.1 Andrews disks
To obtain the distribution we compare our simulations with disks characterized by
Andrews et al. (2010) by analysis of the irradiation from small dust grains in those
disks. They state next to other parameters the age t, star mass Mstar, disk mass Mdisk,
accretion rate onto the star M˙acc and outer radius Rcutoff of 16 disks in Ophiuchus. Af-
ter some discussion with Till Birnstiel we double the values for disk mass and cutoff
radius. The reason is that outside of the observable dust there has to be a reservoir of
even smaller dust grains which replenishes the former by growth and drift. Account-
ing for this reservoir leads to a double in disk mass and size. Also the cutoff radius
Rcutoff of the density profile in Andrews et al. (2010) is at a third of the distance from
the star compared to the real outer radius of the disk. Therefore, we multiply it by a
factor of six to obtain Rout. We extract from our simulation for each age t given by An-
drews et al. (2010) the disk mass Mdisk, accretion rate onto the star M˙acc and the outer
radius of the disk Rout. This we compare to their values and calculate a likelihood that
they represent the same disk.
We assume that each measurement of Andrews et al. (2010) follows a Gaussian
distribution. This means we have a pdf
pi,j,k =
1√
2piσ2j,k
exp
(
−
∆x2i,j,k
2σ2j,k
)
(5.1)
for each of the 4 quantities with the measurement x0,j,k, the error σj,k of the measure-
ment and xi,j,k the value obtained from a simulation. The index k represents each of the
4 quantities, j each of the 16 disks, and i the simulation. Andrews et al. (2010) showed
in their Figure 10 the uncertainty in their measurement of disk mass (0.1 dex) and
cut off radius (0.2 dex). In private conversation he also stated an uncertainty of star
mass (30%) and accretion rate (factor of 3, or 0.5 dex). ∆xi,j,k is the difference between
measurement and simulation. For star mass Mstar (k = 1) we do
∆xi,j,k=1 = |x0,j,k=1 − xi,j,k=1| (5.2)
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and σj,k=1 = 0.3 ∗ x0,j,k=1. For the other three quantities Mdisk (k = 2), M˙acc (k = 3),
Rout (k = 4).
∆xi,j,k=2,3,4 = | log10(x0,j,k=2,3,4)− log10(xi,j,k=2,3,4)| (5.3)
and σj,k=2 = 0.2, σj,k=3 = 0.5, and σj,k=4 = 1.2.
To transform this pdf into the likelihood of model value x fitting measurement x0
one has to calculate:
Li,j,k = 1−
∫ ∆xi,j,k
−∆xi,j,k
pi,j,kdx. (5.4)
which leads to
Li,j,k = erfc
(
∆xi,j,k√
2σj,k
)
(5.5)
The integral in Equation (5.4) estimates the likelihood to find the ”true” value of the
measurement inside the range of ∆x. Since ∆x itself is not inside this range the like-
lihood for ∆x itself is than written as in Equation (5.4). In truth this covers also all
values larger than ∆x yet the pdf itself is vanishing so fast that the value of Equation
(5.4) is dominated by the pdf value at ∆x.
After calculating Li,j,k for each of the 4 properties of one disk, we compute the
likelihood Li,j for simulation i to fit disk j
Li,j =
4
∏
k=1
Li,j,k (5.6)
We show the simulation with the largest Ltot = Li,j for each infall model and observed
disk in Table 5.2.1 and Table 5.2.1. We did not try to maximize Ltot to find the best
fitting initial conditions for each model but state the best values found in the grid. If a
disk has already vanished at the time of observation j we assign a likelihood of 0.
While some disks are fitted quite well, a few others, especially SR 4, are not. For
most disks, both SIS and BES case, the smallest likelihood is from the comparison
of the accretion rates. Eq., in the case of SR 4, in both infall model grids, at a time
of 3.8 Myrs, we find for disk mass in the range of 0.009 M a maximum accretion
rate of around 10−8M/yr which is a factor of 6 smaller than the one given for SR 4
by Andrews et al. (2010). According to Natta et al. (2006), the accretion rate is even
1.73·10−8M/yr. We find those large accretion rates only for disks larger than 0.1 M.
Since we do not simulate any strong oscillation, like FU-Orionis burst, because of the
short time steps involved in doing so, our accretion rates can be understood as long
time averaged accretion rates. Keeping the model the same we would need to increase
alpha above reasonable values to get such accretion rates. The opposite to SR 4 is disk
WSB 60. Here the given accretion rate is smaller than what is found for any simulation
in the grid at the given disk mass. The best α value is the smallest used in the grid.
So using an even smaller α than 0.001 could provide a better model. In conclusion we
can find IC inside the ranges we use to explain most disks in Andrews et al. (2010).
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Figure 5.7 Likelihood L of disks from collapsing SIS. Each subplot shows color coded
the time averaged photoevaporation for one Ωcl over cloud temperature Tcl and mass
Mcl. For each point of those three initial conditions a cluster of data is shown for dif-
ferent viscous α parameters and photo evaporation scaling factors Mwind. The corre-
sponding meaning is shown in the small top right subplot. Missing dots are a sign that
either the cloud collapsed completely onto the star (Initial setup found no disk; top left
corner of each of the seven subplots), the disk got larger than the computational do-
main during infall phase (lower right corner), or an error occurred (24 simulations).
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Figure 5.8 Likelihood L of disks from collapsing SIS. Each subplot shows color coded
the time averaged photoevaporation for one Ωcl over cloud temperature Tcl and mass
Mcl. For each point of those three initial conditions a cluster of data is shown for dif-
ferent viscous α parameters and photo evaporation scaling factors Mwind. The corre-
sponding meaning is shown in the small top right subplot. Missing dots are a sign that
either the cloud collapsed completely onto the star (Initial setup found no disk; top left
corner of each of the seven subplots), the disk got larger than the computational do-
main during infall phase (lower right corner), or an error occurred (24 simulations).
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5.2.2 Likelihood of initial conditions
For the final likelihood Li of set i of initial conditions we assume all disks described
by Andrews et al. (2010) are equally common and representative of all possible disks.
With this assumption we calculate
Li =
16
∑
j=1
Li,j
16
. (5.7)
This likelihood of sets of initial conditions are shown for the SIS model in Figure 5.7
and for the BES model in Figure 5.8. The likelihood of a set of ICs to fit one disk
perfectly and all other not at all is 1/16 or 0.0625. The maximum of the complete
grid of SIS models is 0.0631, while it is 0.0623 of the shown sub grid. The maximum
of the BES grid is 0.0871. This means that one set of initial conditions is fitting more
than one disk of Andrews et al. (2010) on average. Using some kind of optimization
scene to find the best IC should lead in both cases to even larger likelihood. Both plots
show a clear peak for the likelihood and a few outliers. The peak in both cases is at
Mcl = 1.2M and for larger cloud temperatures at larger rotation frequencies, while
the largest values are found for the fastest rotations. Comparing both plots, the BES
model disks fit the observations in general better given the larger likelihoods. Also,
comparing the likelihoods of BES or SIS models and the disk mass, the life time and
the evaporation rates one sees that the most extreme cases have in general really low
likelihoods.
The correlation of cloud temperature and rotation can also be seen in Figure 5.9.
Here we show all possible correlations between the 5 initial conditions for the SIS
model (same can be seen in Figure 5.10 for the BES simulations). The color of each dot
shows the averaged likelihood of the 2 corresponding ICs. We added all likelihoods
with a combination of 2 initial conditions and divided by the number of simulations of
this combination with likelihood larger than zero. The reasoning for this restriction is
that we do not have any information on the likelihood of e.g. sets of initial conditions
that collapsed completely onto the central star without forming a disk even though
we assigned them the likelihood 0. In reality at least some of those sets will exist and
form stars without planets. We find strong peaks of correlations with cloud mass and
rotation with at least a factor of 8 between smallest and largest value. Yet the plot
of α and photoevaporation rate is almost flat with less than a factor of two between
minimum and maximum. An interesting result is that faster rotating disks are hotter
and hotter disks are slightly more massive (1 M at 15 K to 1.2 M at 45 K). In the
same figure we also show histograms of all 5 initial conditions. There is a clear peak
for cloud mass at 1.1 M at 0.012. Yet there is also a non zero level at 0.003. Further
not flat histograms are found for the photoevaporation scaling factor Mwind (peak
between 1 and 3·10−4 Myr−1) and rotation frequency Ωcl with the peak at the edge
of the chosen range. A slight peak for temperature is at 20 K and α is flat except the
smallest value which is less likely. Observational constraints on those quantities are a
mean value of approximately 1 M for clouds found by Motte et al. (1998), mean cloud
temperature of 15K Jijina et al. (1999) and mean rotation frequency of 2.8·10−14s−1
(Caselli et al., 2002). The first two mean values match the peaks found by us, yet our
frequency is higher.
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Figure 5.9 The lower left triangle shows 2D correlations of all 5 initial conditions of
the SIS models. Color coded is the averaged likelihood of all sets of initial conditions
with the given values on the axes of the sub plots. The top right shows 1D histograms
of the 5 initial conditions.
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Figure 5.10 The lower left triangle shows 2D correlations of all 5 Initial conditions of
the BES models. Color coded is the averaged likelihood of all sets of initial conditions
with the given values on the axes of the sub plots. The top right shows 1D histograms
of the 5 initial conditions.
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Figure 5.11 Left panel shows the cloud mass histogram of the SIS model. Colored
lines are the contributions of the likelihoods for the 16 different disks. Top right panel
shows the disk fraction of both SIS and BES model. Lower right panel shows relative
number of stars larger than a certain star mass over star mass for both models.
Our grid for the BES case is much smaller than the one for SIS. Therefore, the corre-
lations in Figure 5.10 are not as clear as in Figure 5.9. Nevertheless, most are similar as
described above while the averaged likelihoods are overall larger. The histogram of α
is completely flat showing not clear preference for one of the 3 values. Also comparing
different correlations show diverging information on some quantities. Photoevapora-
tion - α correlation suggests an α of 0.003 while the cloud mass - α correlation has
the maximum at the largest α. Similar can be said for e.g. temperature. The whole
information is only found using the complete not reduced grid. This will be used in
the future when we create the initial condition lists for planet population synthesis
calculations.
The most distinguished histogram is cloud mass in the SIS model. The left panel
of Figure 5.11 shows this histogram again. Yet each value is split up for the different
16 disks illustrating the different parts each disk contributes to. The central peak is
not dominated by one single really well fit disk but made by 4 to 5 different. Also the
flat part at the larger masses is made up by 3 disks. Also some disks do not contribute
much anywhere. The top right panel of Figure 5.11 shows the disk fractions over age
of a system for both models. After ≈ 10Myr in both cases half the disks are gone. This
is much longer than observed disk fractions (Mamajek, 2009; Haisch et al., 2001). The
bottom right panel shows the relative number of stars larger than a certain star mass
over that star mass for both models. There is a linear part in the double logarithmic
plot between 1 and 2M, which is fitted by hand with two functions:
n1(m) = 4.7 exp(−2.08m) (5.8)
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and
n2(m) = 0.68m−3. (5.9)
This is different from predictions by the IMF which suggests an exponent of ≈ −1.3
in the second function.
Chapter 6
Discussion, Summary and Outlook
In this chapter, we will first give a discussion and brief summary of the previous chap-
ters before we give an outlook what else can be done now.
6.1 Discussion and Summary
In Chapter 2 we presented a description of a migration model for one planet in a proto
planetary disk. It connected new results on type I migration, namely outward migra-
tion for some ranges of planet mass and semimajor axis, to an older description of
type II migration. The type I migration model divided the regime into four differ-
ent modes, combinations of saturated and unsaturated corotation torques and locally
isothermal and adiabatic migration. The last combination, unsaturated adiabatic coro-
tation torques lead to outward migration of planets while the other three induce in-
ward movement of the planet for normal disk parameters. Which mode describes type
I migration best at a given point in planet mass and semimajor axis depends on ratios
of timescales, while the direction depends on the slopes of temperature and surface
density.
One feature of the introduction of that outward migration was the occurrence of
convergence zones (CZ) between inward and outward migration regions. While thus
are only present when the planet migration is in the unsaturated adiabatic mode. We
could show by the increase in the number of cold planets by More than a factor that
this new migration model overcame the problem of only fast inward migration of
small planets x. The latter made the introduction of an artificial fudge factor neces-
sary, which reduced the old type I migration rate by a factor of 1000 (Mordasini et al.,
2009a). We presented planet population synthesis calculations using the new migra-
tion model and stated the distributions between cold and hot and small and massive
planets. Yet one problem with this populations was the absence of large planets out-
side of 5 AU. Nevertheless, the CZ could explain the clustering found in the semimajor
axis - mass diagram of the observed population.
At the same time all those simulations where done with in principle the same one
disk around a one solar mass star. Different starting values of Σ only determine, after
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the initial settling phase, the point at which the simulation entered this disk evolu-
tion.This resulted in the same position of the CZ for a given disk mass. Also the fixed
inner boundary at 0.1 AU prevented any conclusions on the real number of hot plan-
ets. To overcome this we needed a new disk evolution model which extends to the real
inner boundary and is more flexible than the old one. This new model is presented in
Chapter 3 and Chapter 4. Chapter 3 introduced the temperature model used to cal-
culate the midplane temperature. It is more crude than the fully vertically integrated
model used in the disk model of chapter 2, yet more flexible. We used our temperature
model to create a lookup table for all important quantities like midplane temperature
or pressure scale height that only depends on surface density, temperature at the ra-
diative surface and Keplerian frequency. Comparison with the old model show an ac-
ceptable match for the 2 surface density profiles chosen. One potential improvement
would be a better calculation of τeff with more than two temperatures. Nevertheless,
the model gives temperatures for a wide range of parameters and is therefore usable
in our disk model.
Chapter 4 is about the disc model itself and its different parts. We incorporated
an infall model to build up the disk and do not start with an arbitrary intial state. We
included a stellar evolution model to account for the changing star mass and therefore
the changing properties like effective temperature. Our model consists at the moment
of public available pre main sequence star evolution tracks from Siess et al. (2000).
Yet Yorke and Bodenheimer (2008) show that evolution tracks of accreting stars
differ from those calculated with constant mass. We also included a flexible inner edge
depending on stellar radius, magnetic field, which is fixed, and accretion rate onto the
star. And as in the previous model we included photoevaporation as an external mass
tool to remove mass from the disk without accreting it onto the star. In the second
part of Chapter 4 we discussed in detail the evolution of two disks and showed the
evolution of a small set of disks. For both disks we also showed the migration profile
for unsaturated adiabatic migration. We found 2 long living convergence zones in the
new model as we did in the old. They will stop planet migration for some time as we
have shown in Chapter 2.
Furthermore, also the inner edge functions as an convergence zone. Yet the gradi-
ents are so step that it will not only stop unsaturated type I migration but probably all
types of type I migration if the formalism of Chapter 2 or Paardekooper et al. (2011)
is also valid there. Also type II migraton planets could be stop by the inner edge as
shown by Benı´tez-Llambay et al. (2011). In our model the inner edge is between 0.01
and 0.1 AU for the largest part of the disk evolution. Yet at the end before the disk
vanishes it moves outward, at that point it could take planets with it depending on
planet mass and speed of retreat of the inner edge.
In Chapter 5 we study a grid of sets of initial conditions. We shot the range of disk
masses and lifetimes for the observationally constrained rangesof initial conditions
of the infalling clouds. We also compare the disks obtained with the sets of initial
conditions with disks characterized by Andrews et al. (2010) to determine likelihood
of those sets. We find for the infall of SIS clear peaks in the distribution of cloud
mass and temperature which agree with the mean values found in observations. The
maximum in the distribution of the cloud rotation frequency lies at the upper border
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of our range. For SIS we see a slight drop for the largest frequency while in the BES
case larger frequencies could be even more likely. The large frequency leads to a large
amount of gas being deposited onto the disk far from the star. This results in longer
lifetimes, higher photoevaporation rates and more dust placed farther away. Studies
on the evolution and growth of dust grains suggests that one need a large depot of
material in the outer regions to explain the amount of small grains observed (Testi
et al., 2014). Yet as the disk fraction in both models show, the lifetimes of the disk are
too long, although we have relatively large photo evaporation rates and viscous α is
also large. Reaching short disk lifetimes and still large disks is not possible with both
chosen infall models, with BES model being the better of the two (larger radii at the
end of infall phase, better fits to Andrews et al. (2010) disks). Our distribution of star
masses does not fit the IMF at all. This is expected because we ignore all those clouds
that formed no disk. Also the observed population of the 16 stars do not represent the
IMF, so by matching thus disks we can not obtain the IMF.
Nevertheless we did obtain likelihoods for the whole range of initial conditions
we studied, which can be used to create a list of sets of initial conditions to be used by
planet population synthesis calculations.
6.2 Outlook
Further analysis of the data will include distribution of the position of the centrifugal
radius at the end of infalling phase. This will give further confirmation that the BES
models deposit more gas further out than the SIS models. Future work on this new
disk model will include the implementation of the accretion luminosity of the matter
falling onto the star from the cloud (Visser et al., 2009) and from the disk. This should
give larger surface temperatures and therefore larger midplane temperatures in the
disk, which will result in higher accretion rates and lower disk lifetimes. Also the
implementation of cylindrical infall models as a third infall model can be done to see
if this will give more realistic life times (Myers, 2005, 2008). Before we can use the disk
model for planet population synthesis calculations model we have to combine it with
a model that simulates the growth of the planetesimal disk like Birnstiel et al. (2010).
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Appendix A
Numercial strategy for
approximated temperature model
We will present here the numerical strategy used to calculate the midplane tempera-
ture on the fly for the approximated temperature model.
We start with Tˆ0,Pˆ0 and Hˆs,Pˆs from the previous step (marked with aˆ):
1. Calculate the irradiation luminosity Lirr for the whole grid. (Eq. 3.6, use H =
Hˆs), smooth it with 4.7.
2. Calculate γ for the whole grid out of Tˆ0,Pˆ0, smooth it with 4.5. (currently we use
γ = 1.4)
3. Use Equation 3.7 to get Ts.
4. Use Equation 3.11 and T = Ts to get isothermal surface pressure scale height
Hiso,s.
5. Calculate an initial surface density ρs = PˆskB/mTs .
6. We calculate an initial surface opacity κs out of ρs and Ts.
7. With this we calculate a new ρs out of the old Hˆs and the ρs from 2 steps before
(modified Equation 3.43):
ρs = 0.5ρs + 0.5τs
Hs
H2isoκs
(A.1)
and use this new density to get a new opacity.
8. We iterate step 6 and 7 a few times.
9. This we now use to iterate Equation 3.47 and steps 6 and 7. If the change between
the new and the old Hs is small enough we stop the iteration.
10. Use Approximation 3.15 to get Ps.
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11. Use Equation 3.28 to get HA.
12. Use Equation 3.21 to get TA and similarily Equation 3.20 and 3.22 to get PA and
ρA.
13. With Hs we can also get isothermal midplane values ρ0,iso (Equation 3.9) and
calculate P0,iso = kBµ Tsρ0,iso.
14. Now we also calculate the radiative midplane values. We use Equation 3.36 and
iterate until the temperature we use to calculate the midplane opacity and the
radiative midplane temperature are the same.
15. At a last step we compare Trad and TA and use the smaller one as T0 and update
P0 ackordingly.
16. Finally we smooth the new T0,P0 and Hs (With 4.7), calculate a new Hiso (Equa-
tion 3.11).
Appendix B
Derivation of the Solver
In this appendix we derive the implicit equations used in the solver for the evolution
equation of the disc surface density.
B.1 Evolution equation
We want to calculate numerically the evolution of a protostellar disc. The equation
describing the radial evolution of the surface density Σ of a axis symmetric flat disc is
(Equation (4.1)):
f (Σ) =
∂
∂t
Σ =
3
a
∂
∂a
√
a
∂
∂a
νΣ
√
a− 2
a
∂
∂a
h˙Σ
Ω
+ Q˙w =
4.5
a
∂
∂a
νΣ+ 3
∂2
∂a2
νΣ− 2
a
∂
∂a
h˙Σ
Ω
+ Q˙w
(B.1)
This equation already assumesΩ =
√
GMstar
a3 which is not completely valid close to
the star. Also if the disc contains considerable mass effects of self gravity can lead to
derivations of this. We neglected all thus effects.
Some notation conventions:
Xi will be quantity X at the grid cell i and Xn at time tn Spacial derivatives are trans-
formed by
∂
∂x
Xi = (Xi+1 − Xi−1)/(2∆x) (B.2)
and
∂2
∂x2
Xi = (Xi+1 − 2Xi + Xi−1)/(∆X2). (B.3)
and time derivatives by setting Xi in the middle of the old and new timestep
Xi = 0.5(Xni + X
n+1
i ) (B.4)
∂
∂t
Xi = (Xn+1i − Xni )/∆t (B.5)
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to transform differential equations into linear equations.Here ∆x is the distance be-
tween 2 gridcells and ∆t the difference between two timesteps.
Our grid is uniform in log so we make a base transition: x = ln(a) <=> a = ex
and ∂∂x a = e
x = a
This transforms the equation we want to solve as follows:
∂
∂t
Σ =
3
e2x
∂
∂x
e−x/2
∂
∂x
αC2s
Σ
Ω
ex/2 − 2
e2x
∂
∂x
h˙
Σ
Ω
+ Q˙w (B.6)
=
3
2e2x
∂
∂x
αC2s
Σ
Ω
+
3
e2x
∂2
∂x2
αC2s
Σ
Ω
− 2
e2x
∂
∂x
h˙
Σ
Ω
+ Q˙w (B.7)
B.2 Solver: Crank - Nicholson
We use the new variable
Σˆ = Σ/Ω (B.8)
since it appears on all terms with the surface density on the right hand side.
Ω
∂
∂t
Σˆ =
3
2e2x
∂
∂x
αC2s Σˆ+
3
e2x
∂2
∂x2
αC2s Σˆ−
2
ex
∂
∂x
h˙Σˆ+ Q˙w (B.9)
Now we can split the partial derivatives
Ω
∂
∂t
Σˆ =
3
2e2x
(Σˆ
∂
∂x
αC2s + αC
2
s
∂
∂x
Σˆ)
+
3
e2x
(Σˆ
∂2
∂x2
αC2s + 2(
∂
∂x
αC2s )(
∂
∂x
Σˆ) + αC2s
∂2
∂x2
Σˆ)
− 2
e2x
(Σˆ
∂
∂x
h˙ + h˙
∂
∂x
Σˆ) + Q˙w (B.10)
and collect the different derivatives of Σˆ
= Q˙w + (
3
2e2x
∂
∂x
αC2s +
3
e2x
∂2
∂x2
αC2s −
2
e2x
∂
∂x
h˙)Σˆ
+ (
3
2e2x
αC2s +
6
e2x
(
∂
∂x
αC2s ) +
2
e2x
h˙)
∂
∂x
Σˆ+
3
e2x
αC2s
∂2
∂x2
Σˆ. (B.11)
The equation we what to solve is of the kind of
∂
∂t
X = a0 + a1X + a2
∂
∂x
X + a3
∂2
∂x2
X (B.12)
with X = Σˆ ,a0 = Q˙wΩ−1, a1 = ( 32e2x
∂
∂xαC
2
s +
3
e2x
∂2
∂x2 αC
2
s − 2e2x ∂∂x h˙)Ω−1, a2 = ( 32e2x αC2s +
6
e2x (
∂
∂xαC
2
s ) +
2
e2x h˙)Ω
−1, and a4 = 3e2x αC
2
sΩ−1
We will now use Equation (B.2) and Equation (B.3) to get rid of the spacial deriva-
tives
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∂
∂t
X = a0 + a1Xi + a2(Xi+1 − Xi−1)/(2∆x) + a3(Xi+1 − 2Xi + Xi−1)/(∆x2) (B.13)
In this equation we will not sort X by gridcells:
∂
∂t
X = a0+Xi−1(−a2/(2∆x)+ a3/∆x2)+Xi(a1− 2a3/∆x2)+Xi+1(a2/(2∆x)+ a3/∆x2)
(B.14)
And finally use Equation (B.4) and Equation (B.5) to remove the time derivatives:
(Xn+1i − Xni )/∆t = a0 + (Xni−1 + Xn+1i−1 )(−a2/(4∆x) + a3/(2∆x2))+
(Xni + X
n+1
i )(a1/2− a3/∆x2) + (Xni+1 + Xn+1i+1 )(a2/(4∆x) + a3/(2∆x2)) (B.15)
We multiply by ∆t and bring old timestep terms on one side and new timestep
terms on the other:
Xn+1i−1 (a2∆t/(4∆x)− a3∆t/(2∆x2)) + Xn+1i (1− a1∆t/2+ a3∆t/∆x2)
+ Xn+1i+1 (−a2∆t/(4∆x)− a3∆t/(2∆x2)) = a0∆t + Xni−1(−a2∆t/(4∆x) + a3∆t/(2∆x2))
+ Xni (1+ a1∆t/2− a3∆t/∆x2) + Xni+1(a2∆t/(4∆x) + a3∆t/(2∆x2)) (B.16)
We identify the three terms
D1 = a2∆t/(4∆x)− a3∆t/(2∆x2)
D2 = 1− a1∆t/2+ a3∆t/∆x2
D3 = −a2∆t/(4∆x)− a3∆t/(2∆x2) (B.17)
to get.
D1Σˆn+1i−1 + Σˆ
n+1
i (D2) + D3Σˆ
n+1
i+1 = a0∆t− D1Σˆni−1 + Σˆni (2− D2)− D3Σˆni+1 (B.18)
This equation is of the form
M
~ˆ n+1Σ =~b (B.19)
with M being a tridiagonal matrix and b a vector of only old quantities. The fastest
way to solve this equation is forward elimination/backward substitution which we use.
As a remark, this solver is not mass conserving by constructions, yet it is conserved in
most cases.
B.2.1 Inner Boundary without planetary torque
Yet this equation has n + 2 unknowns for n equations. Thus, to close the n equations
above we have to specify boundary conditions. We do this as following:
Mass flux at position a is
M˙ = −6pi√a ∂
∂a
νΣ
√
a (B.20)
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We assume that mass flux is constant in time during a timestep at the inner boundary
M˙n+11 = M˙
n
1 (B.21)
∂
∂a
αC2s Σˆ
n
1
√
a =
∂
∂a
αC2s Σˆ
n+1
1
√
a (B.22)
Again transforming onto the logarithmic grid
∂
∂x
αC2s Σˆ
n
1 e
x/2 =
∂
∂x
αC2s Σˆ
n+1
1 e
x/2, (B.23)
spliting the derivatives
Σˆn1
∂
∂x
αC2s e
x/2 + αC2s e
x/2 ∂
∂x
Σˆn1 = Σˆ
n+1
1
∂
∂x
αC2s e
x/2 + αC2s e
x/2 ∂
∂x
Σˆn+11 (B.24)
and substituting the important derivatives by Equation (B.2).
= Σˆn+11
∂
∂x
αC2s e
x/2 + αC2s e
x/2(Σˆn+12 − Σˆn+10 )/(2∆x) (B.25)
Finally we separate the unknown Σˆn+10
Σˆn+10 = −2∆xΣˆn1
1
αC2s ex/2
∂
∂x
αC2s e
x/2 − Σˆn2 + Σˆn0 + 2∆xΣˆn+11
1
αC2s ex/2
∂
∂x
αC2s e
x/2 + Σˆn+12
(B.26)
Reintroducing Equation (B.18) for the first grid cell i = 1, substituting Σˆn+10 and sorting
all Σˆ we get:
(D2 + D1
αC2s,2e
x2/2 − αC2s,0ex0/2
αC2s,1ex1/2
)Σˆn+11 + (D1 + D3)Σˆ
n+1
2
= a0∆t− 2D1Σˆn0 + Σˆn1(2− D2 + D1
αC2s,2e
x2/2 − αC2s,0ex0/2
αC2s,1ex1/2
) + (D1 − D3)Σˆn2 (B.27)
This gives us a new first line for matrix M and vector~b.
B.2.2 Inner and Outer Boundary with Planetary Torque
Since we also included a interaction term between a planet and the disk we will now
do the same as above with the planet disk interaction h˙ included into the equation of
the mass flux.
M˙ = −6pi√a ∂
∂a
νΣ
√
a + 4pi
h˙Σ
Ω
(B.28)
we follow the steps above to derive:(
D2 + D1
(
αC2s,2e
x2/2 − αC2s,0ex0/2
αC2s,1ex/2
− 4∆x
3αC2s,1
h˙
))
Σˆn+11 + (D1 + D3) Σˆ
n+1
2
= a0∆t− 2D1Σˆn0 + Σˆn1
(
2− D2 + D1
(
αC2s,2e
x2/2 − αC2s,0ex0/2
αC2s,1ex/2
− 4∆x
3αC2s,1
h˙
))
+(D1 − D3) Σˆn2
(B.29)
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Similarly for the outer boundary we get:
(
D2 − D3
(
αC2s,n+1e
xn+1/2 − αC2s,n−1exn−1/2
αC2s,nexn/2
− 4∆x
3αC2s,n
h˙n
))
Σˆn+1n + (D1 + D3) Σˆ
n+1
n−1
= a0∆t− (D1 − D3)Σˆnn−1
+ Σˆnn
(
2− D2 − D3
(
αC2s,n+1e
xn+1/2 − αC2s,n−1exn−1/2
αC2s,nexn/2
− 4∆x
3αC2s,n
h˙n
))
− 2D3Σˆnn+1
(B.30)
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