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Abstract
Let E ⊂ C be a compact set of positive logarithmic capacity. Let us
suppose that for every polynomial P 6= id we have P−1(E) 6= E. Then
for all no constant polynomials f and g such that f−1(E) = g−1(E)
we have f = g.
1 Introduction
On note P1 = C ∪ {∞} la droite projective complexe. Un compact E de C
est appele´ ensemble d’unicite´ si pour tous polynoˆmes non constants f et g
ve´rifiant f−1(E) = g−1(E) on a f = g. S’il existe un polynoˆme P 6= id tel
que P−1(E) = E, alors E n’est pas un ensemble d’unicite´.
Question 1 Supposons que P−1(E) 6= E pour tout polynoˆme P 6= id. E
est-t-il un ensemble d’unicite´?
Les ensembles d’unicite´ pour les polynoˆmes de meˆme degre´ sont de´termine´s
par Ostrovskii, Pakovitch et Zaidenberg [11, 12]. Les ensembles d’unicite´
pour les fonctions entie`res ou me´romorphes avec un nombre minimal d’e´le´ments
sont e´tudie´s par Nevanlinna et e´galement par plusieurs autres auteurs (voir
par exemple [7, 14, 9]).
∗Classification mathe´matique: 30D05, 58F23.
Mots cle´s: ensemble d’unicite´, ensemble de Julia, mesure invariante.
†Mathe´matique-Baˆtiment 425, Universite´ Paris-Sud, 91405 ORSAY Cedex (France).
E-mails: TienCuong.Dinh@math.u-psud.fr.
1
Question 2 Soit µ une mesure de probabilite´ a` support compact dans C.
Pour quels polynoˆmes f et g de degre´s d ≥ 1 et d′ ≥ 1 on a d−1f ∗(µ) =
d′−1g∗(µ)?
Les deux questions pose´es ci-dessus sont e´troitement lie´es. En effet, si la ca-
pacite´ logarithmique E est positive et si f−1(E) = g−1(E), alors d−1f ∗(µ) =
d′−1g∗(µ) pour la mesure d’e´quilibre µ de E. Re´ciproquement, si E est le
support de µ et si d−1f ∗(µ) = d′−1g∗(µ), on a f−1(E) = g−1(E). De plus,
on peut trouver un compact E0 de capacite´ logarithmique positive tel que
f−1(E0) = g
−1(E0) (voir le paragraphe 3). Lorsque f 6= g, E et E0 ne sont
donc pas ensembles d’unicite´. Les deux cas particuliers de ces proble`mes sont
le proble`me de de´termination des fonctions ayant le meˆme ensemble de Julia
ou la meˆme mesure totalement invariante et le proble`me de de´termination
des fonctions permutables [6, 8, 1] (voir e´galement [13, 5, 10, 3, 4]). Notre
re´sultat principal est le the´ore`me suivant:
The´ore`me 1 Soient µ une mesure de probabilite´ a` support compact dans C
et f , g deux polynoˆmes de degre´s d ≥ 1 et d′ ≥ 1. Soit m le plus grand
diviseur commun de d et d′. Supposons que d−1f ∗(µ) = d′−1g∗(µ). Alors il
existe un polynoˆme Q de degre´ m et des polynoˆmes f0, g0 tels que f = f0 ◦Q,
g = g0 ◦Q et tels que l’une des conditions suivantes soit vraie:
1. f0 = id ou g0 = id.
2. d > m, d′ > m et pour une certaine coordonne´e z de C on a f0(z) =
zd/m, g0(z) = az
d′/m ou` a 6= 0 est une constante.
3. d > m, d′ > m et pour une certaine coordonne´e z de C on a f0 =
±Td/m, g0 = ±Td′/m ou` Tk est le polynoˆme de Tchebychev de degre´ k.
Corollaire 1 Soit E un compact de capacite´ logarithmique positive de C.
Alors E est un ensemble d’unicite´ si et seulement si pour tout polynoˆme
P 6= id on a P−1(E) 6= E.
Soit P un polynoˆme de degre´ au moins deux. L’ensemble de Julia rempli
KP de P est l’ensemble des points d’orbite borne´e, i.e. les points z tels
que les suites {P n(z)}n∈N soient borne´es. Ici on note P n := P ◦ · · · ◦ P
le n-ie`me ite´re´ de P . L’ensemble de Julia JP est le bord topologique de
l’ensemble KP . Alors KP est le plus grand compact totalement invariant par
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P , i.e. P−1(KP ) = KP . L’ensemble JP est le plus petit compact totalement
invariant par P qui contient plus qu’un e´le´ment (voir par exemple [2, 4.2.2]).
Corollaire 2 Soit E un compact de capacite´ logarithmique positive de C.
Supposons que E n’est pas un ensemble d’unicite´ et que E n’est pas invariant
par aucune rotation de C. Alors il existe un polynoˆme P de degre´ au moins
deux tel que P−1(E) = E et JP ⊂ E ⊂ KP .
Si dans un ouvert U l’intersection JP ∩ U est un ensemble non vide, inclus
dans une courbe re´elle lisse, alors P (z) = zd ou P (z) = ±Td(z) pour une
certaine coordonne´e z de C [15, p.127]. La notation Td signifie le polynoˆme
de Tchebychev de degre´ d de´fini par Td(cos t) := cos dt. Si P (z) = z
d, KP
est le disque unite´, JP est le cercle unite´; si P (z) = ±Td(z), Kp et Jp sont
e´gaux au segment [−1, 1]. On en de´duit facilement que, toute courbe re´elle
lisse par morceaux, qui n’est invariante par aucune rotation, est un ensemble
d’unicite´.
L’ensemble JP est le support d’une mesure de probabilite´ µP qui est to-
talement invariante par P , i.e. (degP )−1P ∗(µP ) = µP . C’est la seule mesure
de probabilite´ a` support compact qui est totalement invariante par P sauf
dans le cas ou` P (z) = zd pour une certaine coordonne´e z de C. Dans ce
cas exceptionnel, toute mesure totalement invariante est une combinaison
line´aire de la mesure de Lebesgue sur le cercle unite´ et de la masse de Dirac
en 0. Dans le the´ore`me 1, si g0 = id, deg f0 ≥ 2 et si f0 n’est pas conjugue´ a`
zd/m on a µ = µf0 . Dans la deuxie`me condition du the´ore`me 1, µ est une com-
binaison line´aire de la masse de Dirac en 0 et de la mesure de Lebesgue sur le
cercle {z ∈ C : |z| = |a|d/(d−d
′)}. Dans la troisie`me condition de ce the´ore`me,
µ est la mesure totalement invariante des polynoˆmes de Tchebychev.
Dans la preuve du the´ore`me 1, on se rame`ne a` des syste`mes dynamiques
holomorphes en une et en plusieurs variables. D’abord, on peut choisir une
fonction subharmonique ϕ0 telle que i∂∂ϕ0 = µ et d
−1ϕ0 ◦ f = d′
−1ϕ0 ◦ g =:
ϕ−1. Notons δf(z) := exp(2ipi/d)z + a0 + a1z
−1 + · · · le germe d’application
holomorphe de´fini au voisinage de ∞ qui pre´serve les fibres de f . Notons
δg le germe analogue pour g. Alors δf et δg pre´servent les lignes de niveau
de ϕ−1. Dans une coordonne´e locale convenable, les lignes de niveau de ϕ−1
au voisinage de ∞ sont les cercles de centre ∞. Par conse´quent, pour cette
coordonne´e locale, δf et δg sont des rotations. D’ou` δf ◦δg = δg ◦δf et δ
d/m
f =
δ
d′/m
g =: δ. Notons Ff(z) la fibre de f qui contient z, i.e. Ff(z) = f−1 ◦ f(z).
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Le polynoˆme Q sera de´fini comme un polynoˆme dont toute fibre ge´ne´rique
FQ(z) est e´gale a` l’intersection Ff(z) ∩ Fg(z). Au voisinage de ∞, la fibre
FQ(z) est l’orbite de z par δ. Ceci entraˆıne que Q est bien de´fini et qu’il est
de degre´ m (proposition 2). Si m = d ou m = d′, on peut choisir P = f
ou P = g; la condition 1 du the´ore`me 1 est alors vraie. Pour la suite de la
preuve, on peut supposer que d > 1 et d′ > 1 sont premiers entre eux.
Notons Φ un polynoˆme de degre´ dd′ ve´rifiant FΦ(z) = g−1 ◦ g(Ff(z))
pour tout z ∈ C. Au voisinage de ∞, FΦ(z) est l’ensemble des points δ
n
g ◦
δmf (z) car δf et δg commutent. Ceci entraˆıne que Φ existe et que FΦ(z) =
f−1 ◦ f(Fg(z)) (proposition 2). Alors on peut de´composer Φ = f1 ◦ g =
g1 ◦ f ou` f1 (resp. g1) est un polynoˆme de degre´ d (resp. d′). En suite,
on peut montrer que Cf1 = g(Cf) et Cg1 = f(Cg) ou` C signifie l’ensemble
critique. Ceci, sous certaines conditions pose´es sur les coefficients dominants
et sur les valeurs de polynoˆmes en 0, permet de construire un endomorphisme
polynomial Dd,d′ de l’ensemble Σ(d, d′) des couples (f, g). L’ensemble des
couples (f, g) qui ve´rifient les hypothe`ses du the´ore`me 1, est un sous-ensemble
alge´brique N (d, d′) invariant par Dd,d′ . L’ensemble des couples (f, g) qui
ve´rifient la condition 2 ou 3 du the´ore`me 1, de´crit deux courbes C1(d, d′) et
C2(d, d′). Il reste a` prouver que N (d, d′) = C1(d, d′) ∪ C2(d, d′). On montrera
que les points pe´riodiques de N (d, d′) appartiennent a` C1(d, d′) ∪ C2(d, d′).
Ceci est duˆ a` la solution d’une e´quation bien connue: f ◦ g = g ◦ f (en
particulier, pour les points fixes, on obtient directement Φ = f ◦ g = g ◦
f). Finalement, l’invariance de N (d, d′) par Dd,d′ implique que N (d, d′) =
C1(d, d′) ∪ C2(d, d′).
Remerciement.— Je tiens a` remercier Charles Favre et Nessim Sibony
pour leurs aides pendant la pre´paration de cet article.
2 Factorisation de polynoˆmes
Soit P un polynoˆme de degre´ d ≥ 1. Il existe une fonction holomorphe
unique B(z) = z + a0 + a1z
−1 + a2z
−2 + · · · de´finie au voisinage de ∞ telle
que B◦P ◦B−1 = αzd ou` α est le coefficient dominant de P (voir par exemple
[2, 6.10.1]). On de´finit la fonction δP par la formule δP (z) := B
−1(θdB(z))
ou` θd := exp(2pii/d). Cette fonction est de´finie au voisinage de ∞, permute
les e´le´ments de chaque fibre de P et ve´rifie P ◦ δP = P , δdP = id. Soit Φ
une application de´finie dans un voisinage suffisamment petit de ∞ a` l’image
dans un espace X . Alors Φ s’e´crit sous la forme G ◦ P si et seulement si δP
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pre´serve les fibres de Φ, i.e. Φ ◦ δP = Φ.
Proposition 1 Soient X un espace me´trique, a un point de X et Φ une
application de´finie dans un voisinage suffisamment petit de∞ a` l’image dans
X \{a} ve´rifiant limz→∞Φ(z) = a. Soient P1 et P2 deux polynoˆmes de degre´s
d1 ≥ 1 et d2 ≥ 1 tels que Φ s’e´crive sous les formes Φ = G1 ◦ P1 = G2 ◦ P2.
Soit m le plus grand diviseur commun de d1 et d2. Alors δP1 ◦ δP2 = δP2 ◦ δP1
et δ
d1/m
P1
= δ
d2/m
P2
. En particulier, si d1 = d2 il existe un polynoˆme line´aire σ
tel que P1 = σ ◦ P2.
Preuve— On montre que δP1 ◦ δP2 = δP2 ◦ δP1 . Supposons que δ := δ
−1
P1
◦ δP2 ◦
δP1 ◦δ
−1
P2
6= id. Remarquons que δ s’e´crit sous la forme δ(z) = z+a0+a1z−1+
a2z
−2 + · · · . La dynamique d’une telle application est bien connue (voir par
exemple [2, 6.5]). Il existe un point z tel que δn(z) tende vers ∞ quand
n → +∞. Par conse´quent, Φ(δn(z)) tend vers a. C’est une contradiction
car Φ ◦ δ = Φ. De meˆme manie`re, on montre que δd1/mP1 ◦ δ
−d2/m
P2
= id et
δ
d1/m
P1
= δ
d2/m
P2
.
Si d1 = d2, on a δP1 = δP2 . Par conse´quent, FP1(z) = FP2(z) au voisinage
de ∞. Par analyticite´, ceci est vrai pour tout z ∈ C. Alors on peut de´finir
la fonction σ holomorphe dans C par σ := P1 ◦ P
−1
2 . Il est clair que σ est
bijective. Par conse´quent, σ est line´aire et P1 = σ ◦ P2.

Pour tout polynoˆme P , on note CP l’ensemble critique de P . Un point de CP
sera compte´ k fois s’il est de multiplicite´ k.
Proposition 2 Soient P1 et P2 deux polynoˆmes de degre´s d1 ≥ 1 et d2 ≥ 1.
Soit m le plus grand diviseur commun de d1 et d2.
1. Si Φ est un polynoˆme ve´rifiant Φ ◦ δP1 = Φ au voisinage de ∞, alors il
existe un polynoˆme R tel que Φ = R ◦ P1.
2. Si δ
d1/m
P1
= δ
d2/m
P2
alors il existe un polynoˆme Q de degre´ m et des
polynoˆmes R1, R2 tels que P1 = R1 ◦Q et P2 = R2 ◦Q. En particulier,
si d′ = m il existe un polynoˆme R tel que P1 = R ◦ P2.
3. Si m = 1 et si δP1 ◦ δP2 = δP2 ◦ δP1, il existe un polynoˆme Φ de degre´
d1d2 et des polynoˆmes P
∗
1 , P
∗
2 tels que Φ = P
∗
1 ◦P2 = P
∗
2 ◦P1. De plus,
on a CP ∗
1
= P2(CP1) et CP ∗2 = P1(CP2).
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Preuve— 1. Le fait que Φ◦ δP1 implique que FP1(z) ⊂ FΦ(z) pour z dans un
voisinage de ∞. Par analyticite´, ceci est vrai pour tout z. Par conse´quent,
on peut de´finir la fonction R holomorphe dans C par R(z) := Φ ◦ P−1(z).
On a Φ = R ◦ P1. Comme Φ et P sont des polynoˆmes, limz→∞R(z) = ∞.
Donc R est un polynoˆme.
2. On note w := (w1, w2) les coordonne´es de C
2. Soient Π : C −→ C2
de´fini par Π(z) := (P1(z), P2(z)) et C := Π(C). Alors C est une courbe
alge´brique de C2. De plus, elle est parabolique car elle est l’image de C par
une application holomorphe. D’ou` C est un C ou un C∗ immerge´ dans C2.
La courbe compactifie´e C ⊂ P2 est donc rationnelle. Comme P (z)/Q(z) a
une limite finie ou infinie quand z → ∞, C coupe la droite infinie L en un
seul point a. De plus, au voisinage de a, C est irre´ductible car c’est l’image
d’un voisinage de ∞ par l’application Π. On en de´duit que C = C \ {a}
est un C immerge´. Soit ϕ : C −→ C une application holomorphe, injective
en dehors d’un nombre fini de points. On pose Q := ϕ−1 ◦ Π. Alors Q est
une fonction holomorphe de´finie en dehors d’un nombre fini de points au
voisinage desquels elle est borne´e. Par conse´quent, Q se prolonge en une
fonction holomorphe sur C. On ve´rifie facilement que limz→∞Q(z) = ∞.
Donc Q est un polynoˆme. On pose δ := δ
d1/m
P1
= δ
d2/m
P2
.
Au voisinage de ∞, on a
Q ◦ δ = ϕ−1 ◦ (P1 ◦ δ, P2 ◦ δ) = ϕ
−1 ◦ (P1, P2) = Q.
Soient z1 et z2 suffisamment proches de ∞ tels que Q(z1) = Q(z2). Alors
P1(z1) = P1(z1) et P2(z1) = P2(z2). Il existe donc les entiers 0 ≤ n1 ≤ d1− 1
et 0 ≤ n2 ≤ d2 − 1 tels que z1 = δ
n1
P1
(z2) = δ
n2
P2
(z2). De plus, on sait que
lim
z→∞
δ
nj
Pj
(z)
z
= exp(2njpii/dj).
Par conse´quent, l’e´galite´ δn1P1(z2) = δ
n2
P2
(z2) pour z2 suffisamment proche de
∞ implique que njm est divisible par dj pour j = 1 ou 2. On a alors
z1 = δ
n1m/d1(z2).
Les deux arguments ci-dessus montrent que δQ = δ. Par conse´quent,
degQ = m. D’apre`s la premie`re partie, il existe des polynoˆmes R1 et R2 tels
que P1 = R1 ◦Q et P2 = R2 ◦Q.
On remarque que FQ(z) = FP1(z) ∩ FP2(z) pour un z ge´ne´rique car ceci
est vrai au voisinage de ∞. On peut e´galement prouver cette partie par la
meˆme me´thode que l’on utilisera dans la troisie`me partie.
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3. Comme m = 1, il existe des entiers relatifs n1 et n2 tels que n1d2 +
n2d1 = 1. Posons δ := δ
n1
P1
◦ δn2P2 . Alors δ s’e´crit sous la forme δ(z) =
exp(2pii/dd′)z+a0+a1z
−1+ · · · . Notons F(z) = P−12 ◦P2(FP1(z)). Un point
de F(z) est compte´ k fois s’il est de multiplicite´ k. Alors F(z) est de cardinal
dd′ et au voisinage de∞, F(z) est l’orbite de z par δ car δP1 ◦ δP2 = δP2 ◦ δP1 .
On en de´duit que F(z) = P−11 ◦P1(FP2(z)) au voisinage de∞. Par analyticite´,
ceci est vrai pour tout z.
Pour tout 1 ≤ n ≤ dd′−1, on note Sn(z) la somme syme´trique des termes
du type z1 . . . zn avec {z1, . . . , zn} ⊂ F(z). Alors Sn(z) est une fonction
holomorphe sur C. Il est clair que |δiP1 ◦ δ
j
P2
(z)/z| tend vers 1 quand z →∞
pour tous i et j. Par conse´quent, Sn(z) = O(|z|n) quand z → ∞. On en
de´duit que deg Sn ≤ n ≤ dd′−1. Comme au voisinage de∞, F(z) est l’orbite
de z par δ, on a F(z) = F(z1) pour tout z1 ∈ F(z). Par conse´quent, Sn est
constant sur F(z). Le fait que F(z) est de cardinal dd′ > deg Sn implique
que Sn est un polynoˆme constant. Soit Φ le polynoˆme de degre´ dd
′ de´fini
par:
Φ(z) := zdd
′
− S1z
dd′−1 + · · ·+ (−1)dd
′−1Sdd′−1z.
Alors au voisinage de ∞, FΦ(z) = F(z). Par analyticite´, ceci est vrai pour
tout z. Par conse´quent, Φ ◦ δP1 = Φ et Φ ◦ δP2 = Φ. D’apre`s la premie`re
partie, il existe des polynoˆmes P ∗1 et P
∗
2 tels que Φ = P
∗
1 ◦ P2 = P
∗
2 ◦ P1.
On a CΦ = CP2 ∪ P
−1
2 (CP ∗1 ). Ici la notation C signifie l’ensemble critique
et un point critique sera compte´ k fois s’il est de multiplicite´ k. Remarquons
qu’un point critique z de Φ est de multiplicite´ k si et seulement si z est
un point de multiplicite´ k + 1 de F(z). Comme F(z) = P−12 ◦ P2(FP1(z)),
on a CΦ = CP2 ∪ P
−1
2 ◦ P2(CP1). Alors P
−1
2 (CP ∗1 ) = P
−1
2 ◦ P2(CP1) car CΦ =
CP2 ∪ P
−1
2 (CP ∗1 ). D’ou` CP ∗1 = P2(CP1). De meˆme, on a CP ∗2 = P1(CP2).

Soient µ une mesure de probabilite´ a` support compact et f , g deux polynoˆmes
de degre´s d et d′ ve´rifiant d−1f ∗(µ) = d′−1g∗(µ). Soit ϕ une fonction sub-
harmonique ve´rifiant i∂∂ϕ = µ. Cette fonction est harmonique sur la com-
posante non borne´e de C \ supp(µ); elle est unique a` une constante pre`s.
De plus, ϕ − ln |z| est harmonique et borne´e au voisinage de ∞. Posons
ψ := d−1ϕ ◦ f . Alors i∂∂ψ = d−1f ∗(µ). Comme d−1f ∗(µ) = d′−1g∗(µ), on a
d′−1ϕ◦g = ψ+c ou` c est une constante. Lorsque d 6= d′, quitte a` remplacer ϕ
par ϕ−dd′c/(d−d′), on peut supposer que c = 0. Dans tous les cas, on peut
appliquer la proposition 1 pour la fonction ψ. On obtient δf ◦ δg = δg ◦ δf et
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δ
d/m
f = δ
d′/m
g ou` m est le plus grand diviseur commun de d et d′. D’apre`s la
proposition 2, on a:
Corollaire 3 Il existe un polynoˆme Q de degre´m et des polynoˆmes f0, g0 tels
que f = f0 ◦Q, g = g0 ◦Q et (d/m)
−1f ∗0 (µ) = (d
′/m)−1g∗0(µ). En particulier,
si d′ divise d, il existe un polynoˆme P de degre´ d/d′ tel que f = P ◦ g et
d−1d′P ∗(µ) = µ.
3 Endomorphisme polynomial Dd,d′
Soient µ0 une mesure de probabilite´ a` support compact de C et f0, g0 deux
polynoˆmes de degre´s d > 1, d′ > 1 ve´rifiant d−1f ∗0 (µ0) = d
′−1g∗0(µ0) . On
suppose que d et d′ sont premiers entre eux (voir le corollaire 3) et que d > d′.
Soient β 6= 0 et α 6= 0 les coefficients dominants de f0 et g0. On choisit un
point a tel que f0(a) = g0(a). Soit b := f0(a) = g0(a). Quitte a` remplacer f0
par σ1 ◦ f0 ◦ σ2, g0 par σ1 ◦ g0 ◦ σ2 et µ0 par (σ1)∗(µ0) on peut supposer que
a = b = 0 et β = 1 ou` σ2(z) := Az+a, σ1(z) := A
−dβ−1(z−b) et A ∈ C∗. Soit
ϕ la fonction subharmonique ve´rifiant i∂∂ϕ = µ0 et d
−1ϕ ◦ f0 = d′
−1ϕ ◦ g0.
Posons ϕ0(z) := max(0, ϕ(z)), ϕ−1 := d
−1ϕ0 ◦ f0, E0 := ϕ
−1
0 (0) et E−1 :=
f−10 (E0). Alors ϕ0 est subharmonique; ϕ−1 = d
′−1ϕ0 ◦ g0 et E−1 = g
−1
0 (E0).
Comme ϕ tend vers l’infini quand z → ∞, E0 est compact. Alors ϕ0 est la
fonction de Green de P1 \ E0 avec un seul poˆle en ∞. On en de´duit que E0
est de capacite´ logarithmique positive (voir par exemple, [16, III.8]).
Notons Σ(d, d′, α) l’ensemble des couples (f, g) ou` f (resp. g) est un
polynoˆme de degre´ d (resp. d′) a` coefficient dominant 1 (resp. α) qui s’annule
en 0.
Lemme 1 Il existe un couple unique (f1, g1) ∈ Σ(d, d′, αd) et un compact
E1 de capacite´ logarithmique positive tels que f1 ◦ g0 = g1 ◦ f0 et tels que
E0 = f
−1
1 (E1) = g
−1
1 (E1). De plus, on a Cf1 = g0(Cf0) et Cg1 = f0(Cg0).
Preuve— D’apre`s le corollaire 3 et la proposition 2, il existe un polynoˆme
Φ de degre´ dd′ et des polynoˆmes f1 et f2 tels que Φ = f1 ◦ g0 = g1 ◦ f0.
Quitte a` remplacer Φ, f1 et g1 par σ ◦ Φ, σ ◦ f1 et σ ◦ g1, on peut supposer
que Φ(0) = 0 et que le coefficient dominant de Φ soit αd ou` σ est un certain
polynoˆme line´aire. On a alors (f1, g1) ∈ Σ(d, d′, αd).
Montrons qu’au voisinage de ∞, δf1 pre´serve les lignes de niveau de ϕ0.
Soient a1 et a2 suffisamment proches de ∞ tels que f1(a1) = f1(a2). Il
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faut prouver que ϕ0(a1) = ϕ0(a2). Il existe b1 et b2 tels que g0(b1) = a1 et
g0(b2) = (a2). Alors Φ(b1) = Φ(b2). Par construction de Φ (voir la preuve
de la proposition 2), il existe m et n tels que b1 = δ
m
f0
◦ δng0(b2). Comme
ϕ−1 = d
−1ϕ0 ◦f0 = d′
−1ϕ0 ◦g0, les applications δf0 et δg0 pre´servent les lignes
de niveau de ϕ−1. D’ou` ϕ−1(b1) = ϕ−1(b2). On obtient
ϕ0(a1) = ϕ0 ◦ g0(b1) = d
′ϕ−1(b1) = d
′ϕ−1(b2) = ϕ0 ◦ g0(b2) = ϕ0(a1).
Alors au voisinage de∞, δf1 pre´serve les lignes de niveau de ϕ0, i.e. les lignes
de niveau de ϕ0 sont re´unions de fibres de f1. Comme ϕ0 est harmonique dans
C \ E0 = C \ ϕ
−1
0 (0), elle est re´elle analytique dans C \ E0. Par analyticite´,
C \ E0 est une re´union de fibres de f1. Par conse´quent, E0 est une re´union
de fibres de f1. Posons E1 := f1(E0). Alors E0 = f
−1
1 (E1). Il est clair que
E1 est de capacite´ logarithmique positive. Les relations f1 ◦ g0 = g1 ◦ f0 et
f−10 (E0) = g
−1
0 (E0) entraˆınent g
−1
1 (E1) = E0. Les polynoˆmes f1 et g1 sont
uniques car la fonction Φ est unique (voir la preuve de la proposition 2).
D’apre`s la proposition 2, on a Cf1 = g0(Cf0) et Cg1 = f0(Cg0).

Remarque 1 1. On peut construire les couples (fk, gk) ∈ Σ(d, d′, αd
k
) et les
compacts Ek tels que fk ◦ gk−1 = gk ◦ fk−1 et Ek−1 = f
−1
k (Ek) = g
−1
k (Ek).
2. On fixe un k ≥ 1 et un m ≥ 0. On pose d˜ := dk, d˜′ := d′k, α˜ :=
αd
m(dk−1+dk−2d′+···+d′k−1), f˜i := fik+k+m−1 ◦ · · · ◦ fik+m, g˜i := gik+k+m−1 ◦ · · · ◦
gik+m, E˜i := Eik+k+m−1 pour i = 0 ou 1. Alors (f˜0, g˜0) ∈ Σ(d˜, d˜′, α˜) et
(f˜1, g˜1) ∈ Σ(d˜, d˜
′, α˜d˜). On ve´rifie facilement que f˜1 ◦ g˜0 = g˜1 ◦ f˜0 et que
E˜0 = f˜
−1
1 (E˜1) = g˜
−1
1 (E˜1). Par l’unicite´, (f˜1, g˜1) est le couple que l’on peut
construire comme dans le lemme 1 mais pour les polynoˆmes f˜0 et g˜0.
On remarque qu’un couple (f, g) ∈ Σ(d, d′, α) est de´termine´ uniquement par
les points critiques de f et de g. Notons Πd,d′,α : C
d−1×Cd
′−1 −→ Σ(d, d′, α)
l’application qui associe un point (x, y) = (x1, . . . , xd−1, y1, . . . , yd′−1) le cou-
ple (f, g) ∈ Σ(d, d′, α) ve´rifiant Cf = {x1, . . . , xd−1} et Cg = {y1, . . . , yd′−1}.
Cette application de´finit un reveˆtement ramifie´ au-dessus de Σ(d, d′, α). On
de´finit l’application Dd,d′ : C
d−1 × Cd
′−1 × C∗ −→ Cd−1 × Cd
′−1 × C∗ par:
Dd,d′(x, y, α) := (g(x1), . . . , g(xd−1), f(y1), . . . , f(yd′−1), α
d)
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ou` (f, g) := Πd,d′,α(x, y). Les polynoˆmes f et g sont de´termine´s par les
formules explicites suivantes:
f(z) =
1
d
∫ z
0
(t− x1) . . . (t− xd−1)dt
et
g(z) =
αd
d′
∫ z
0
(t− y1) . . . (t− yd′−1)dt.
Il est clair que Dd,d′ est un endomorphisme polynomial.
Remarque 2 1. D’apre`s le lemme pre´ce´dent, si Πd,d′,α(x, y) = (f0, g0) on a
Πd,d′,αd(x
∗, y∗) = (f1, g1) ou` (x
∗, y∗, αd) := Dd,d′(x, y, α).
2. D’apre`s la remarque 1, si Πd˜,d˜′,α˜(x˜, y˜) = (f˜0, g˜0) on a Πd˜,d˜′,α˜(x˜
∗, y˜∗) =
(f˜1, g˜1) ou` (x˜
∗, y˜∗, α˜d˜) := Dd˜,d˜′(x˜, y˜, α˜).
4 Ensemble invariant N (d, d′)
NotonsM(d, d′) l’ensemble des points (x, y, α) ∈ Cd−1×Cd
′−1×C∗ ve´rifiant
f ∗ ◦ g = g∗ ◦ f ou` (f, g) := Πd,d′,α(x, y), (x∗, y∗, αd) := Dd,d′(x, y, α) et
(f ∗, g∗) := Πd,d′,αd(x
∗, y∗). NotonsN (d, d′) l’ensemble des (x, y, α) ∈M(d, d′)
ve´rifiant les deux proprie´te´s suivantes:
1. P(d, d′): pour tout n ≥ 0, on a Dnd,d′(x, y, α) ∈M(d, d
′).
2. Pour tous k ≥ 1 et m ≥ 0, si Πd˜,d˜′,α˜(x˜, y˜) = (f˜ , g˜) alors (x˜, y˜, α˜) ve´rifie la
condition P(d˜, d˜′) ou` (xn, yn, αn) := Dnd,d′(x, y, α), (fn, gn) := Πd,d′,αn(xn, yn),
f˜ := fk+m−1 ◦ · · · ◦ fm, g˜ := gk+m−1 ◦ · · · ◦ gm, d˜ := dk, d˜′ := d′
k et α˜ :=
αd
m(dk−1+dk−2d′+···+d′k−1) (voir la remarque 2).
Alors N (d, d′) est un sous-ensemble alge´brique faiblement invariant par Dd,d′
i.e. Dd,d′(N (d, d′)) ⊂ N (d, d′). De plus, Dnd,d′(N (d, d
′)) est faiblement invari-
ant par Dd,d′ pour tout n ≥ 0.
Soient f0, g0, α et E0 ve´rifiant les hypothe`ses du paragraphe pre´ce´dent.
D’apre`s le lemme 1 et les remarques 1, 2, on a (x, y, α) ∈ N (d, d′) pour tout
(x, y) ve´rifiant Πd,d′,α(x, y) = (f0, g0).
Nous construisons maintenant deux sous-ensembles C1(d, d′) et C2(d, d′)
de N (d, d′) graˆce a` des exemples pre´cis sur f0, g0, α et E0. Par suite, on
montre que N (d, d′) = C1(d, d′) ∪ C2(d, d′).
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Soient σ1, σ2 deux polynoˆmes line´aires, a 6= 0 et α 6= 0 tels que (f, g) ∈
Σ(d, d′, α) ou` f(z) := σ1 ◦ (zd) ◦σ2 et g(z) := σ1 ◦ (azd
′
) ◦σ2. On a f−1(E) =
g−1(E) pour E := σ1({z ∈ C : |z| = |a|d/(d−d
′)}). Par conse´quent, (x, y, α) ∈
N (d, d′) pour tout (x, y) ve´rifiant Πd,d′,α(x, y) = (f, g). On note C1(d, d′)
l’ensemble de ces points (x, y, α).
Notons Tk le polynoˆme de Tchebychev de degre´ k de´fini par T(cos z) :=
cos kz. On sait que l’ensemble de Julia de Tk est l’intervalle [−1, 1], que
le coefficient dominant de Tk est e´gal a` 2
k−1 et que les points critiques de
Tk sont les points cos t 6= ±1 avec t ∈ R ve´rifiant sin kt = 0. Soient σ1,
σ2 deux polynoˆmes line´aires et α ∈ C∗ tels que (f, g) ∈ Σ(d, d′, α) ou` f :=
σ1 ◦ (±Td) ◦ σ2, g := σ1 ◦ (±Td′) ◦ σ2. Posons E := σ1([−1, 1]). Alors
f−1(E) = g−1(E). On en de´duit que (x, y, α) ∈ N (d, d′). Notons C2(d, d′)
l’ensemble de tels points (x, y, α).
Lemme 2 C1(d, d′) et C2(d, d′) sont des courbes alge´briques re´ductibles dont
aucune composante n’est incluse dans un hyperplan du type {α = constante}.
Preuve— Soient σ1(z) = a1z + b1, σ2(z) = a2z + b2 et f , g, α, x, y de´finis
ci-dessus.
Pour la courbe C1(d, d′), comme (f, g) ∈ Σ(d, d′, α), on obtient les rela-
tions suivantes: a1a
d
2 = 1, a1aa
d′
2 = α et a1b
d
2 + b1 = a1ab
d′
2 + b1 = 0. On
a e´galement, x = (−b2/a2, . . . ,−b2/a2) et y = (−b2/a2, . . . ,−b2/a2). On
obtient facilement que b2 = 0 ou α = (b2/a2)
d−d′ . Ceci montre que C1 est une
courbe alge´brique re´ductible et qu’aucune de ses composantes n’est incluse
dans {α = constante}.
Pour la courbe C2(d, d′), on obtient a12d−1ad2 = 1, a12
d′−1ad
′
2 = α et
±a1Td(b2) + b1 = ±a1Td′(b2) + b1 = 0. On a {x1, . . . , xd−1} = σ
−1
2 (CTd2 ),
{y1, . . . , yd′−1} = σ
−1
2 (CTd2 ). On remarque que b2 est une solution de l’e´quation
±Td(z) = ±Td′(z). Cette e´quation n’a qu’un nombre fini de solution. Les
autres nombres a1 et a2 (resp. b1) s’e´crivent en fonction de α (resp. de α
et de b2). Par conse´quent, C2(d, d′) est une courbe alge´brique dont aucune
composante n’est incluse dans un hyperplan du type {α = constante}.

Lemme 3 1. D−1d,d′(C1(d, d
′)) ∩N (d, d′) ⊂ C1(d, d′).
2. D−1d,d′(C2(d, d
′)) ∩ N (d, d′) ⊂ C2(d, d′).
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Preuve— 1. Soit (x, y, α) ∈ D−1d,d′(C1(d, d
′)) ∩ N (d, d′). Posons (f, g) :=
Πd,d′,α(x, y), (x1, y1, α1) := Dd,d′(x, y, α) et (f1, g1) := Πd,d′,α1(x1, y1). Comme
(x1, y1, α1) ∈ C1(d, d′), il existe des polynoˆmes line´aires σ1, σ2 et une constante
non nulle a tels que f1(z) = σ1([σ2(z)]
d) et g1 = σ1(a[σ2(z)
d′ ]). Comme
(x, y, α) ∈ N (d, d′), on a f1 ◦ g = g1 ◦ f . Posons f ∗ := σ2 ◦ f et g∗ := σ2 ◦ g.
Alors a[f ∗(z)]d
′
= [g∗(z)]d. Posons Φ(z) := a[f ∗(z)]d
′
= [g∗(z)]d. Soit λ une
racine de Φ. Alors la multiplicite´ de λ est divisible par d et par d′. Comme d
et d′ sont premiers entre eux, la multiplicite´ de λ est divisible par dd′. D’autre
part, deg Φ = dd′. On de´duit que λ est la seule racine de Φ. Il est e´galement
la seule racine de f ∗ et de g∗. Alors il existe un polynoˆme line´aire σ et un
b ∈ C tels que f ∗(z) = [σ(z)]d et g∗(z) = b[σ(z)]d
′
. D’ou` (x, y, α) ∈ C1(d, d′).
2. De meˆme manie`re, on se rame`ne a` une e´quation du type Td ◦ g∗ =
±Td′ ◦ f
∗. Il faut montrer qu’il existe un polynoˆme line´aire σ tel que f ∗ =
±Td ◦ σ et g∗ = ±Td′ ◦ σ. Il est clair que f ∗
−1([−1, 1]) = g∗−1([−1, 1]). On
de´duit de la de´finition de Dd,d′ que g∗(Cf∗) = CTd. Par conse´quent, les points
critiques de f ∗ sont tous de multiplicite´ 1. De meˆme pour g∗.
Pour |z| suffisamment grand on a Ff∗(z)∩Fg∗(z) = {z}. En effet, utilisant
les de´veloppements asymptotiques de δf∗ et δg∗ , on obtient pour tous 1 ≤
n ≤ d− 1 et 1 ≤ m ≤ d′ − 1:
lim
z→∞
δmf∗(z)
δng∗(z)
= exp(2mpii/d− 2npii/d′) 6= 0
car d et d′ sont premiers entre eux. Par analyticite´, pour un z ge´ne´rique
Ff∗(z) ∩ Fg∗(z) = {z}. Soit p ∈ Cf∗ . Montrons que f ∗(p) = ±1. Supposons
que f ∗(p) = a 6= ±1. On sait que g∗(Cf∗) = CTd ⊂ [−1, 1] et f
∗−1([−1, 1]) =
g∗−1([−1, 1]). D’ou` a ∈] − 1, 1[. Alors au voisinage de p, f ∗−1([−1, 1]) est
la re´union de deux courbes re´elles analytiques qui se coupent en p. Par
conse´quent, p est un point critique de g∗. Comme δf∗ et δg∗ commutent,
leurs prolongements analytiques commutent aussi au voisinage de p. On en
de´duit que Ff∗(z) ∩ Fg∗(z) contient au moins deux e´le´ments pour tout z
suffisamment proche de p. C’est une contradiction. Donc f ∗(p) = ±1. De
meˆme g∗(q) = ±1 pour q ∈ Cg∗ .
Le fait que f ∗ est de degre´ d implique que pour d impair f ∗−1(1) est
une re´union de (d − 1)/2 points critiques et d’un point non critique; pour d
pair f ∗−1(1) est la re´union de d/2 points critiques ou la re´union de d/2 − 1
points critiques avec deux points non critiques. De meˆme pour f ∗−1(−1).
Quitte a` remplacer f ∗, g∗ par ±f ∗ ◦ σ et g∗ ◦ σ pour un certain polynoˆme
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line´aire σ, on peut supposer que ±1 ne sont pas critiques pour f et que pour
d impair f ∗(1) = 1, f ∗(−1) = −1 et pour d pair f ∗(1) = f ∗(−1) = 1. On
remarque qu’au voisinage de ±1, f ∗−1([−1, 1]) est un arc re´el analytique.
Par conse´quent, g∗(±1) = ±1 et ±1 ne sont pas critiques pour g∗. Quitte
a` remplacer g∗ par ±g∗, on peut supposer que pour d′ impair g∗(1) = 1,
g∗(−1) = −1 et pour d′ pair g∗(1) = g∗(−1) = 1.
Alors il existe des polynoˆmes P , Q tels que pour d impair f ∗(z) + 1 =
(z + 1)P 2(z), f ∗(z) − 1 = (z − 1)Q2(z) et pour d pair f ∗(z) + 1 = P 2(z),
f ∗(z) − 1 = (z − 1)(z + 1)Q2(z). Posons ψ(z) := (z + z−1)/2. On ve´rifie
facilement qu’il existe une fonction rationnelle R(z) telle que:
f ∗ + 1
f ∗ − 1
◦ ψ(z) = R2(z).
On en de´duit que f ∗(z) ◦ ψ = (F + F−1)/2 ou` F := (R + 1)/(R − 1). On
a donc ψ−1 ◦ f ∗ ◦ ψ = F±1. Ceci implique que deg F = d. De meˆme, il
existe une fonction rationnelle G de degre´ d′ telle que ψ−1 ◦ g∗ ◦ ψ = G±1.
D’autre part, ψ−1 ◦ Td ◦ ψ(z) = z
±d et ψ−1 ◦ Td′ ◦ ψ(z) = z
±d′ . On de´duit
de la relation Td ◦ g∗ = ±Td′ ◦ f ∗ que F±d
′
= ±G±d. Alors comme dans la
partie pre´ce´dente, les multiplicite´s des ze´ros et des poˆles de F±d
′
= ±G±d
sont divisibles par dd′. Or c’est une fonction de degre´ dd′. D’ou` F (z) = Az±d
et G(z) = Bz±d
′
. Le fait que f ∗(1) = g∗(1) = 1 entraˆıne A = B = 1. D’ou`
f ∗ = Td et g
∗ = Td′ .

Lemme 4 Soit (x, y, α) ∈ N (d, d′) un point pre´pe´riodique de Dd,d′, i.e.
Dk+md,d′ (x, y, α) = D
m
d,d′(x, y, α) pour certains k ≥ 1 et m ≥ 0. Alors (x, y, α)
appartient a` C1(d, d′) ∪ C2(d, d′).
Preuve— On utilise les notations de la de´finition de l’ensemble N (d, d′).
Soient (x˜∗, y˜∗, α˜∗) := Dd˜,d˜′(x˜, y˜, α˜) et (f˜
∗, g˜∗) := Πd˜,d˜′,α˜(x˜
∗, y˜∗). Comme
Dk+md,d′ (x, y, α) = D
m
d,d′(x, y, α), on a f˜
∗ = f˜ et g˜∗ = g˜ (voir la remarque
2). Par de´finition de N (d˜, d˜′), on a f˜ ∗ ◦ g˜ = g˜∗ ◦ f˜ . D’ou` f˜ ◦ g˜ = g˜ ◦ f˜ .
Cette e´quation a e´te´ re´solue par Fatou et Julia [6, 8, 13, 5]. Dans notre cas,
d˜ > 1 et d˜′ > 1 sont premiers entre eux. D’apre`s le the´ore`me de Fatou-Julia,
il existe un polynoˆme line´aire σ1 tel que l’une des conditions suivantes soit
vraie:
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1. σ1 ◦ f˜ ◦ σ
−1
1 = z
d˜ et σ1 ◦ g˜ ◦ σ
−1
1 = az
d˜′ ou` a 6= 0 est une constante.
2. σ1 ◦ f˜ ◦ σ
−1
1 = ±Td˜ et σ1 ◦ g˜ ◦ σ
−1
1 = ±Td˜′ .
Conside´rons le second cas, le premier cas sera traite´ de meˆme manie`re. On
remarque que Trs = Tr ◦ Ts. En particulier, Td˜ = Td˜/d ◦ Td. Le fait que
f˜ = fk+m−1 ◦ · · · ◦ fm implique
(σ1 ◦ fk+m−1 ◦ σ
−1
1 ) ◦ · · · (σ1 ◦ fm ◦ σ
−1
1 ) = σ1 ◦ f˜ ◦ σ
−1 = ±Td˜.
D’apre`s la proposition 1, il existe un polynoˆme line´aire σ2 tel que σ1 ◦ fm ◦
σ−11 = σ2 ◦ Td. De meˆme, il existe σ
′
2 tel que σ1 ◦ gm ◦ σ
−1
1 = σ
′
2 ◦ Td′ . Alors
fm = σ3 ◦ Td ◦ σ1 et gm = σ′3 ◦ Td′ ◦ σ1 ou` σ3 := σ
−1
1 ◦ σ2 et σ
′
3 := σ
−1
1 ◦ σ2.
On sait que pour d et d′ premiers entre eux l’ensemble critique de Td (resp.
de Td′) est invariant par Td′ (resp. par Td). Par construction de Dd,d′ , on a
Cfm+1 = gm(Cfm) = σ
′
3 ◦ Td′(CTd) = σ
′
3(CTd).
Alors il existe un polynoˆme line´aire σ4 tel que fm+1 = σ4 ◦ Td ◦ σ′3
−1. De
meˆme, il existe un polynoˆme line´aire σ′4 tel que gm+1 = σ
′
4 ◦ Td′ ◦ σ
−1
3 .
Comme on a montre´ ci–dessus pour fm et gm, il suffit de remplacer m
par m + 1 afin d’obtenir fm+1 = σ6 ◦ Td ◦ σ5 et gm+1 = σ′6 ◦ Td ◦ σ5 ou`
σ5, σ6 et σ
′
6 sont line´aires. On de´duit des quatres dernie`res e´galite´s que
l’ensemble critique de Td (resp. de Td′) est invariant par σ5 ◦ σ′3 (resp.
par σ5 ◦ σ3). D’ou` σ5 ◦ σ
′
3(z) = ±z et σ5 ◦ σ3(z) = ±z. Par conse´quent,
σ′3(z) = σ3(±z) et donc fm = σ3 ◦ Td ◦ σ1 et gm = σ3 ◦ (±Td′) ◦ σ1. Ceci
signifie que (fm, gm, αm) ∈ C2(d, d′). D’apre`s le lemme 3, (f, g, α) ∈ C2(d, d′)
car (f, g, α) = (f0, g0, α0).

Proposition 3 On a N (d, d′) = C1(d, d′) ∪ C2(d, d′).
Soit S un sous-ensemble alge´brique pe´riodique de N (d, d′), i.e. Dnd,d′(S) = S
pour un certain n ≥ 1. On montre que S ⊂ C1(d, d′) ∪ C2(d, d′). Soit a une
racine d’ordre dm−1−1 de l’unite´. On pose Ka l’ensemble des points (x, y, a).
Alors Ka est pe´riodique de pe´riode m.
Lemme 5 Pour tout a, l’ensemble S ∩Ka est fini.
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Preuve— Soit V une composante irre´ductible, pe´riodique de S ∩Ka. Il faut
montrer que dimV = 0. Supposons par l’absurde que dimV ≥ 1. Pour
simplifier les notations, on suppose par la suite que a = 1 et on pose D :=
Dd,d′. Notons s := (x, y) = (x1, . . . , xd−1, y1, . . . , yd′−1) les coordonne´es de
Ka ≃ Cd+d
′−2 . Comme D est polynomial, elle se prolonge en une application
me´romorphe de Pd+d
′−2 dans lui-meˆme. Notons encore D ce prolongement.
Soit L := Pd+d
′−2\Ka l’hyperplan a` l’infini muni des coordonne´es homoge`nes
w := [x1 : · · · : xd−1 : y1 : · · · : yd′−1]. On pose (f, g) := Πd,d′,a(s). Les
formules explicites des polynoˆmes f et g sont donne´es dans le paragraphe
pre´ce´dent. On remarque que f(yi) (resp. g(xi)) est un polynoˆme homoge`ne
de degre´ d (resp. d′) en variables x et y. Par conse´quent, il existe une
constante c > 0 telle que |f(yj)| ≤ cλd et |g(xi)| ≤ cλd
′
ou`
λ := max
(
max
1≤ν≤d−1
|xν |, max
1≤ν≤d′−1
|yν|
)
.
Comme d > d′, l’ensemble d’inde´termination I de D est e´gal a`
I = {w ∈ L : f(y1) = · · · = f(yd′−1) = 0}
et l’ensemble X := D(L \ I) ve´rifie
X ⊂ {w ∈ L : x1 = · · · = xd−1 = 0}.
Comme dim V ≥ 1, l’intersection V ∩ L 6= ∅. Comme V est pre´pe´riodique,
V ∩ (I ∪ X) 6= ∅. Soient s(n) = (x(n), y(n)) ∈ V tendant vers un point w0 ∈
V ∩ (I ∪X) quand n→ +∞. On pose (fn, gn) := Πd,d′,a(s(n)), s(n) := D(s(n))
et (fn, gn) := Πd,d′,a(s
(n)). Par de´finition de Dd,d′, on a Cfn = gn(Cfn) et
Cgn = fn(Cgn). Par de´finition de N (d, d
′), on a fn ◦ gn = gn ◦ fn. Soient
λn = max
(
max
1≤ν≤d−1
|x(n)ν |, max
1≤ν≤d′−1
|y(n)ν |
)
.
Alors |x(n)ν | ≤ cλ
d′
n et |y
(n)
ν | ≤ cλ
d
n. On pose σ1(z) := λz, σ2(z) := λ
d−1z,
σ3(z) := λ
d′−1z et σ4(z) := λ
(d−1)(d′−1)z. On pose e´galement f ∗n := σ
−1
2 ◦
fn ◦ σ1, g
∗
n := σ
−1
3 ◦ gn ◦ σ1, f
∗
n := σ
−1
4 ◦ fn ◦ σ3 et g
∗
n := σ
−1
4 ◦ g1 ◦ σ2.
Alors f
∗
n ◦ g
∗
n = g
∗
n ◦ f
∗
n, (f
∗
n, g
∗
n) ∈ Σ(d, d
′, 1) et (f
∗
n, g
∗
n) ∈ Σ(d, d
′, 1). On
a aussi Cf∗n = σ
−1
1 (Cfn) = σ
−1
1 {x
(n)
1 , . . . , x
(n)
d−1}, Cg∗n = σ
−1{y(n)1 , . . . , y
(n)
d′−1},
Cf∗ = σ
−1
3 {x
(n)
1 , . . . , x
(n)
d−1} et Cg∗ = σ
−1
2 {y
(n)
1 , . . . , y
(n)
d′−1}. Par de´finition de
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λn et des σi, les points critiques de f
∗ et g∗ (resp. de f
∗
et g∗) sont de
modules majore´s par 1 (resp. par c). De plus, au moins l’un des points
critiques de f ∗ ou de g∗ est de module 1. Le fait que (f ∗, g∗) ∈ Σ(d, d′, 1)
et (f
∗
, g∗) ∈ Σ(d, d′, 1) entraˆıne que les coefficients des polynoˆmes f ∗n, g
∗
n, f
∗
n
et g∗n sont borne´s. On ve´rifie facilement que Cf∗n = g
∗
n(Cf∗n) et Cg∗n = f
∗
n(Cg∗n).
Soient F , G, F , G quatre polynoˆmes tels que (F,G, F ,G) soit adhe´rent a`
la suite (f ∗n, g
∗
n, f
∗
n, g
∗
n). Par continuite´, on a F ◦ G = G ◦ F , CF = G(CF )
et CG = F (CG). De plus, au moins un point critique de F ou de G est de
module 1.
Cas 1.– Supposons que w0 ∈ I. On de´duit de la description de I que
λ−d+1n y
(n)
ν tend vers 0 quand n→ +∞. Ceci implique que les points critiques
de G sont tous nuls. D’ou`G(z) = zd
′
et [F (z)]d
′
= F ◦G(z) car F ◦G = G◦F .
Alors les multiplicite´s des ze´ros de F ◦ G sont divisibles par d′. Comme
d = degF n’est pas divisible par d′, il existe au moins une racine a1 de F
telle que sa multiplicite´ α1 ne soit pas divisible par d
′.
Supposons d’abord qu’il existe une autre racine a2 de F dont la multi-
plicite´ α2 n’est pas divisible par d
′. Soit bj un point arbitraire de G
−1(aj)
a` multiplicite´ βj . Alors αjβj est divisible par d
′. Notons α′j le plus grand
diviseur commun de αj et d
′. Notons e´galement νj = d
′/α′j . Alors νj di-
vise βj. On en de´duit qu’il existe un polynoˆme non constant Kj tel que
G(z) − aj = [Kj(z)]νj . Comme αj ne divise pas d′, on a νj ≥ 2. On obtient
donc [K1(z)]
ν1 = [K2(z)]
ν2 − bν2 ou` bν2 = a2 − a1 6= 0. Ceci implique
[K1(z)]
ν1 =
ν2−1∏
j=0
[K2(z)− θjb].
ou` θj := exp(2jpii/ν2). Les facteurs du membre a` droite sont deux a` deux
premiers entre eux. Par conse´quent, il existe des polynoˆmes Pj tels que
K2(z)− θjb = [Pj(z)]ν1 . On a
[P1(z)]
ν1 − [P0(z)]
ν1 = (θ1 − θ0)b 6= 0.
C’est une contradiction car le membre a` gauche se factorise en ν1 facteurs
qui ne sont pas tous constants.
Il reste le cas ou` a1 est la seule racine de F dont la multiplicite´ n’est pas
divivible par d′. Comme d = deg F et d′ sont premiers entre eux, α1 et d
′ sont
premiers entre eux. Par conse´quent, tout point de G−1(a1) est de multiplicite´
divisible par d′. Comme degG = d′ et comme G ∈ Σ(d, d′, 1), on a G(z) =
16
zd
′
. On en de´duit que a1 = 0. On peut donc e´crire F (z) = z
α1 [P (z)]d
′
ou` P est un polynoˆme unitaire. L’e´quation [F (z)]d
′
= F ◦ G(z) entraˆıne
F (z) = zα1P (zd
′
). Les e´galite´s suivantes sont obtenues par les calculs de
de´rive´es:
F ′(z) = zα1−1[α1P (z
d′) + d′zd
′
P ′(zd
′
)]
et
F
′
(z) = zα1−1[P (z)]d
′−1[α1P (z) + d
′zP ′(z)].
Soit a une racine non nulle de F ′, i.e. une racine de α1P (z
d′) + d′zd
′
P ′(zd
′
).
Alors exp(2kpii/d′)a est e´galement une racine de F ′ pour tout 0 ≤ k ≤ d′−1.
Comme CF = G(CF ) et comme G(z) = z
d′ , toute racine de F
′
est du type
ad
′
, i.e. une racine de α1P (z) + d
′zP ′(z). De plus, la multiplicite´ de cette
racine est divisible par d′. Soit b une racine de multiplicite´ nd′ +m de P (z)
avec 0 ≤ m ≤ d′ − 1. Alors b est une racine de multiplicite´ nd′ + m − 1
de P ′(z) et donc de α1P (z) + d
′zP ′(z). Par conse´quent, b est une racine de
multiplicite´ (n′d′+m)(d′− 1)+ (nd′+m− 1) de F
′
. Cette multiplicite´ n’est
pas divisible par d′. C’est impossible. D’ou` P (z) = 1 et F (z) = zd. C’est
aussi une contradiction car au moins l’un des points critiques de F ou de G
est de module 1.
Cas 2.– Supposons maintenant que w0 ∈ X . Par la description de X ,
λ−1n x
(n)
ν tend vers 0 quand n→ +∞. Par conse´quent, les points critiques de
f ∗n tendent vers 0. On en de´duit que F (z) = z
d et que CF = G(CF ) = {0}.
On a donc F (z) = zd. On obtient alors G(zd) = [G(z)]d. Ceci montre que les
racines de G(zd) sont toutes de multiplicite´ divisible par d. En particulier,
toute racine non nulle de G est de multiplicite´ divisible par d. Mais degG =
d′ < d. Donc G n’a pas de racine non nulle. Alors G(z) = zd
′
et donc
G(z) = zd
′
. C’est une contradiction car au moins un point critique de F ou
de G est de module 1.

Fin de la preuve de la proposition 2.– Si dimS = 0, alors S est simplement
un point pe´riodique. D’apre`s le lemme 4, S ⊂ C1(d, d′) ∪ C2(d, d′).
Si dimS ≥ 1, d’apre`s le lemme pre´ce´dent, S ∩ Ka est un ensemble fini
pour tout a. Comme S et Ka sont pe´riodiques, S ∩Ka est pe´riodique. Par
conse´quent, tout point de S ∩ Ka est pre´pe´riodique. D’apre`s le lemme 4,
S∩Ka ⊂ C1(d, d′)∪C2(d, d′). Comme S est pe´riodique et comme Dd,d′ envoie
l’hyperplan {α = c} dans l’hyperplan {α = cd}, S ∩ Ka est non vide sauf
peut-eˆtre pour un nombre fini de a. On de´duit que dimS = 1 et que S coupe
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C1(d, d′) ∪ C2(d, d′) en une infinite´ de points. D’ou` S ⊂ C1(d, d′) ∪ C2(d, d′).
Ceci est vrai pour tout sous-ensemble alge´brique pe´riodique de N (d, d′).
Comme Dnd,d′(N (d, d
′)) est faiblement invariant pour tout n ≥ 0, toute
composante deN (d, d′) s’envoie par un Dnd,d′ dans une composante pe´riodique
de N (d, d′). Donc elle s’envoie par Dnd,d′ dans C1(d, d
′) ∪ C2(d, d′). D’apre`s le
lemme 3, elle est incluse dans C1(d, d′) ∪ C2(d, d′).
5 Preuves des the´ore`mes et remarques
Preuve du the´ore`me 1— Soient µ, f et g ve´rifiant les hypothe`ses du the´ore`me
1. Si d est divisible par d′ ou si d′ est divisible par d, d’apre`s le corollaire 3,
la condition 1 du the´ore`me 1 est satisfaisante.
Dans le cas contraire, d’apre`s le corollaire 3, on peut supposer que d et
d′ sont premiers entre eux et que d > 1, d′ > 1. Sans perdre en ge´ne´ralite´,
on peut supposer que d > d′. Alors d’apre`s les paragraphes 3 et 4, il existe
des polynoˆmes line´aires σ1, σ2 et un nombre α 6= 0 tels que
(σ1 ◦ f ◦ σ2, σ1 ◦ g ◦ σ2) ∈ Πd,d′,α(N (d, d
′)).
D’apre`s la proposition 3, N (d, d′) = C1(d, d′) ∪ C2(d, d′). Par de´finition de
C1(d, d′) et C2(d, d′), il existe des polynoˆmes line´aires σ3 et σ4 tels que l’une
des conditions suivantes soit vraie:
1. σ3 ◦ f ◦ σ4(z) = zd et σ3 ◦ g ◦ σ4(z) = azd
′
ou` a 6= 0 est une constante.
2. σ3 ◦ f ◦ σ4 = ±Td et σ3 ◦ g ◦ σ4 = ±Td′ .
Posons Q := σ−13 ◦ σ
−1
4 , f0 := f ◦ Q
−1 et g0 := g ◦ Q−1. On a f = f0 ◦ Q
et g = g0 ◦ Q. On a aussi f0 = σ
−1
3 ◦ z
d ◦ σ3, g0 = σ
−1
3 ◦ (az
d′) ◦ σ3 ou
f0 = σ
−1
3 ◦ (±Td) ◦ σ3, g0 = σ
−1
3 ◦ (±Td′) ◦ σ3. Alors pour la nouvelle
coordonne´e z′ := σ−13 (z), f0 et g0 ve´rifient la condition 2 ou la condition 3
du the´ore`me 1.

Lemme 6 Soient E ⊂ C un compact, f et g deux polynoˆmes de degre´s d > 1
et d′ > 1. Supposons que f−1(E) = g−1(E) et que d, d′ sont premiers entre
eux.
1. Si f(z) = azd et g(z) = bzd
′
avec a 6= 0 et b 6= 0, alors E est une
re´union de cercles centre´s en 0
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2. Si f(z) = ±Td et g(z) = ±Td′ , alors E = [−1, 1].
Preuve— 1. On note Sr le cercle de centre 0 et de rayon r ≥ 0. Pour tout
compact non vide K ⊂ C, on pose AK(r) le maximum des longueurs des
composantes connexes de Sr \K. On pose
AK := sup{AK(r) pour tout r > 0 tel que K ∩ Sr 6= ∅}.
Posons F := f−1(E). On a AF = d
−1AE . D’autre part, F = g
−1(E). D’ou`
AF = d
′−1AE . On en de´duit que AE = AF = 0. Par conse´quent, E est une
re´union de cercles centre´s en 0.
2. Notons ϕ la fonction de Green de P1 \ [−1, 1] avec un seul poˆle en ∞.
On a d−1ϕ ◦ f = d′−1ϕ ◦ g = ϕ. Notons E−1 = f−1(E) = g−1(E). On a
max
E−1
ϕ(z) = d−1max
E
ϕ(z) = d′
−1
max
E
ϕ(z).
Par conse´quent, ϕ(z) = 0 pour z ∈ E−1. D’ou` E−1 ⊂ [−1, 1] et E ⊂ [−1, 1].
Notons ψ(z) := (z + z−1)/2. On a ψ−1 ◦ f ◦ ψ(z) = ±z±d, ψ−1 ◦ g ◦ ψ(z) =
±z±d
′
. Posons E˜ := ψ−1(E). Alors E˜ ⊂ ψ−1([−1, 1]) = {z : |z| = 1}.
On a f˜−1(E˜) = g˜−1(E˜) ou` f˜(z) := ±zd et g˜(z) := ±zd
′
. D’apre`s la partie
pre´ce´dente, E˜ est le cercle unite´. D’ou` E = [−1, 1].

Preuve du corollaire 1— Dans le corollaire 1, la condition ne´cessaire est
e´vidente. Pour la condition suffisante, supposons par l’absurde qu’il existe
deux polynoˆmes distints f et g tels que f−1(E) = g−1(E). Notons Ω la com-
posante connexe de P−1\E qui contient∞. Alors f−1(Ω) = g−1(Ω). Comme
E est de capacite´ logarithmique positive, il existe une fonction de Green ϕ
de Ω avec un seul poˆle en ∞ [16, III.8]. Alors d−1ϕ ◦ f , d′−1ϕ ◦ g sont les
fonctions de Green de f−1(Ω) = g−1(Ω) avec un seul poˆle en ∞. Comme la
fonction de Green est unique, on a d−1ϕ ◦ f = d′−1ϕ ◦ g. On pose ϕ0(z) = 0
si z 6∈ Ω et ϕ0(z) = ϕ(z) si z ∈ Ω. C’est une fonction subharmonique et
µ := i∂∂ϕ0 est la mesure d’e´quilibre de E [16, III]. On obtient par les re-
lations pre´ce´dentes que d−1f ∗(µ) = d′−1g∗(µ). D’apre`s le the´ore`me 1, on a
f = f0 ◦ Q et g = g0 ◦ Q. D’ou` f
−1
0 (E) = g
−1
0 (E). Si la condition 1 du
the´ore`me 1 est vraie, on a f−10 (E) = g
−1
0 (E) = E.
Si la condition 2 du the´ore`me 1 est vraie, d’apre`s le lemme pre´ce´dent,
E est une re´union de cercles centre´s en 0. On a P−1(E) = E pour toute
rotation P de centre 0.
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Si la condition 3 est vraie, d’apre`s le lemme pre´ce´dent, E = [−1, 1]. Par
conse´quent, P−1(E) = E pour P := Tk.
Dans les trois cas, on obtient une contradiction avec l’hypothe`se du corol-
laire 1.

Preuve du corollaire 2.— Comme E est de capacite´ logarithmique positive, E
est un ensemble infini. D’apre`s le corollaire 1, il existe un polynoˆme P 6= id
tel que P−1(E) = E. Si P (z) = az + b, on a |a| = 1 et a 6= 1 car E est
compact. Alors P est une rotation de centre b/(1 − a). C’est impossible.
On a donc degP ≥ 2. On sait que JP est le plus petit compact totalement
invariant par P qui contient plus qu’un e´le´ment. D’ou` JP ⊂ E. Comme KP
est le plus grand compact totalement invariant par P , on a E ⊂ KP .

Dans le cas ge´ne´ral, si E ⊂ C est un compact et si f , g sont deux polynoˆmes
ve´rifiant f−1(E) = g−1(E), il n’existe pas de mesure µ a` support dans E
telle que d−1f ∗(µ) = d′−1g∗(µ). Par exemple pour E = {0}, f(z) = z(z − 1)
et g(z) = z2(z − 1), la seule mesure de probabilite´ µ supporte´e par E est la
masse de Dirac en 0. On a f−1(E) = g−1(E) mais d−1f ∗(µ) 6= d′−1g∗(µ).
Proposition 4 Soient E ⊂ C un compact, f et g deux polynoˆmes tels que
f−1(E) = g−1(E). Alors il existe deux mesures de probabilite´ µ1 et µ2 a`
support dans E telles que g∗(d
−1f ∗(µ1)) = µ1 et f∗(d
′−1g∗(µ2)) = µ2.
Preuve— Soit δ0 une mesure de probabilite´ a` support dans E. Posons δn :=
g∗(d
−1f ∗(δn−1)) pour tout n ≥ 1. Alors δn est une mesure de probabilite´ a`
support dans E. Posons Sn := (δ0 + · · · + δn−1)/n. Alors Sn est e´galement
une mesure de probabilite´ a` support dans E. Il existe une suite croissante
{ni}i∈N telle que Sni tende faiblement vers une mesure µ1 quand i → +∞
car l’ensemble des mesures de probabilite´ a` support dans E est compact. On
en de´duit que g∗(d
−1f ∗(Sni)) tend faiblement vers g∗(d
−1f ∗(µ1)). D’autre
part, g∗(d
−1f ∗(Sni))−Sni = (δni − δ0)/ni tend vers 0. On obtient finalement
g∗(d
−1f ∗(µ1)) = µ1. De meˆme pour µ2.

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