Abstract-Nature-inspired metaheuristic algorithms have emerged as an active research field in the past two decades due to their advantages such as simplicity in structure, flexibility in implementation and local optima avoidance. One of the latest optimisation algorithms is Stochastic Fractal Search (SFS) algorithm. This paper presents the application of enhanced Fractal Search algorithms with chaos in parametric modelling of a twin rotor system (TRS). Firstly, the improved Fractal Search algorithms were evaluated using 4 well-known classical benchmark functions with different dimension levels. Then, the modified Fractal Search algorithms are employed to optimise the parameters for an ARX model of twin rotor system in hovering mode. The final results found that Chaotic Fractal Search (CFS) algorithm with Gauss/Mouse map shows superiority over other enhanced SFS algorithms when applied both in Diffusion Process and Updating Process.
I. INTRODUCTION
Many challenging problems in industry and science can be formulated as optimisation problems. Minimising time, cost or risk and maximising profit, quality or productivity are the essentials of optimisation. These types of optimisation problems cannot be solved straight away with accurate answer due to the complex nature of real-life problems [1] . Thus, metaheuristic techniques have emerged as potential candidate to overcome these constraints with its ability to explore efficiently regardless to the size of the search space [2] . In addition, the flexibility, simplicity, derivation-free mechanism and local minima avoidance are the advantages that enrich metaheuristic techniques over exhaustive classical optimisation algorithms.
Chaos is one of the mathematical approaches to improve metaheuristics. Previously, this approach have been successfully employed in Genetic Algorithms (GAs) [3] , Deferential Evolution (DE) [4] , Particle Swarm Optimisation [5] , Simulated Annealing [6] , Krill Herd (KH) [7] , Biogeography-based Optimisation (BBO) [8] , Fruit fly Optimisation Algorithm (FOA) [9] , Bat algorithm [10] , Bat Swarm Optimisation (BSO) algorithm [11] , and Firefly algorithm [12] . recently utilised ten chaotic maps to enhance the performance of the BBO algorithm [8] . These maps are employed in selection, emigration and mutation probabilities then evaluated via ten test functions. The results found that the chaotic maps especially Gauss/Mouse map significantly boost the performance of BBO algorithm.
The similar method also proposed by Mitic et al. (2015) in order to improve fruit fly optimisation algorithm (FOA) [9] . They assessed the improvement of the FOA using fourteen well-known benchmark functions and then compared with the standard FOA, FOA with Levy flight distribution and other chaotic-embedded algorithms. Overall finding demonstrated the superiority of FOA with Chebyshev map over other algorithm in term of reliability of global optimality and algorithm success rate.
This study employed two chaotic maps which are Gauss/Mouse and Chebyshev maps in order to improve the convergence speed of a new metaheuristic algorithm namely Stochastic Fractal Search (SFS) [2] .There are three simple rules in Fractal Search (FS) which employed fractal growth and potential theory as follow:
1. Each particle has an electrical potential energy. 2. Each particle diffuses, and causes some other random particles to be created, and the energy of the seed particle is divided among generated particles. 3. Only a few of the best particles remain in each generation, and the rest of the particles are disregarded.
II. CHAOTIC FRACTAL SEARCH ALGORITHMS
There are two main equations from the original SFS algorithm have been modified with the introduction of chaotic variable named as as follows:
Noted that, eq. 1 was part in Diffusion Process while eq. 2 in First Updating Process in the original SFS algorithm. These new chaotic equations will force the particles to move towards the current best optimal solution in chaotic manner. This study investigated two different one-dimension non-invertible chaotic maps influence toward the algorithm performance as proposed in previous studies by and Mitic et al. (2015) [8, 9] . Table 1 tabulates the mathematical description of the proposed addition of chaotic maps while Fig.  1 shows the graphical presentation of these maps over 100 generations. Each of the chaotic maps has the starting point 0.7 and normalised to range of [0, 1]. Table 2 shows the overall modification done to the original SFS algorithm. The parameter plays an important role in the SFS algorithm in order to control the size of Gaussian jumps as the number of generation increases. As a result, this parameter will encourage each particle for more localised search and get nearer to the optimum point. By replacing the logarithmic function with an exponential function, it was found that the SFS algorithm will slightly gave better performance. Four Chaotic Fractal Search (CFS) algorithms were developed with the implementation of two different chaotic maps at two different parts of SFS algorithm. Initial value of 0.95 was selected for parameter as suggested in [9] . In this study, 4 well-known classical benchmark functions were used to evaluate the performance of modified SFS algorithms. Table 3 shows the maximum generation numbers and search range used for all functions. Note that, all optimum point locate at f(x) = 0 for all benchmark functions except for the Ackley function (F3). Three different levels of problem dimension, D were investigated which are 10, 20 and 30. Number of population (Start Point), NP was fixed to 100. Maximum Diffusion Number (MDN) equal to 1 with first Gaussian walk is utilised. Note that, all calculations were performed in MATLAB 2015b software that runs on a desktop PC Intel ® Core ™ i5 of CPU 3.30 GHz with 4GBs RAM and Window 7 (64 bit) operating system. The full results of CFS algorithms evaluation using benchmark functions is tabulated in Appendix A. In this study, the laboratory-scale TRS designed by Feedback Instrument Ltd. is employed. Fig. 3 shows the schematic diagram of a TRS [13] . The system consists two rotors namely main rotor and tail rotor with a horizontal beam pivoted between these rotors. The main rotor blade rotates about yaw-axis and drives the vertical movement of the system. Meanwhile, the tail rotor blade rotates about pitch-axis and drives its horizontal movement. In this work, horizontal movement of the system is fixed. Hovering mode of the system is investigated. The relationship of vertical movement due to voltage input of main rotor is collected by a pair of inputoutput data [14] . Fig. 3 . Schematic diagram of a Twin Rotor System [13] The application of metaheuristic algorithms in modelling twin rotor system (TRS) has been investigated before by Toha et al. (2012) and Nasir et al. (2014) [13, 14] . Toha et al. (2012) employed ant colony optimisation (ACO) algorithm in parametric modelling of the system. An auto-regressive with exogenous input (ARX) model structure is chosen to represent the dynamic of twin rotor system (TRS). ARX model has a simple structure and reasonably low computational consumption but it can produce a decent performance [15] . Fig. 4 shows the proposed parametric modelling approach of twin rotor system using CFS algorithm. The 5th order ARX model structure can be formulated as: Table 4 tabulates the initialisation parameters setting for the CFS algorithms. As 5th order ARX model is employed, therefore the problem dimension is set to 10.In this work, the first 4000 data pairs are used in the training phase and whole 6000 data pairs are used in validation phase with the remaining unseen 2000 data pairs which not used before. Error is calculated as the different between the predicted output and actual output. Mean squared error is selected as objective function [15] . Each of the algorithms was performed 10 independent runs in this modelling case. The best performance of convergence rate is selected for each algorithm then plotted as in Fig. 5 . It was found that CFS 03 algorithm result in best convergence speed in comparison to others.
Fig. 5. Convergence plots
The transfer function is constructed from the optimal parameters of CFS 03 algorithm with a sampling time of 0.1 second are given as: The best mean squared error of 3.9875x10 -5 is found in this simulation study. Fig. 6 plots the input and output data used in this study [14] . The comparison between CFS predicted and actual outputs shows in Fig. 7 . Then, the obtained model is validated using correlation test and system stability as in Figs.  8(a-c) . Fig. 9 shows the power spectral density of the system. The 1st resonance mode of both actual and predicted output is found at 0.34 Hz as previously stated in [13] . In this study, the system identification has been formulated as optimisation problem. The improved variants of Stochastic Fractal Search algorithm has been employed to search for optimal parameters for an ARX-model structure by minimising the mean squared error between predicted and actual output of the system. Overall results found that Chaotic Fractal Search algorithm with Gauss/Mouse map implemented in Diffusion and First Updating Process results in better convergence speed compared with its predecessor algorithm. The model obtained from the study then will be employed in controllers design using conventional PID and PD-like Fuzzy Logic controllers in the future. Once again, the enhanced SFS algorithms are used to optimise the controller parameters for better control performance. 
ACKNOWLEDGMENT

