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Magnetic linear dichroism and birefringence in (Ga,Mn)As epitaxial layers is investigated by
measuring the polarization plane rotation of reflected linearly polarized light when magnetization
lies in the plane of the sample. We report on the spectral dependence of the rotation and ellipticity
angles in a broad energy range of 0.12−2.7 eV for a series of optimized samples covering a wide range
on Mn-dopings and Curie temperatures and find a clear blue shift of the dominant peak at energy
exceeding the host material band gap. These results are discussed in the general context of the GaAs
host band structure and also within the framework of the k ·p and mean-field kinetic-exchange model
of the (Ga,Mn)As band structure. We find a semi-quantitative agreement between experiment and
theory and discuss the role of disorder-induced non-direct transitions on magneto-optical properties
of (Ga,Mn)As.
PACS numbers: 75.47.-m
I. INTRODUCTION
Among optical spectroscopies, differential methods
based on the birefringence or the dichroism, i.e., sensi-
tive to differences in refractive indices between two op-
tical modes, can give more information on material elec-
tronic structure than absorption measurements.1 For in-
stance, the absorption coefficient α(ω) in the dilute mag-
netic semiconductor2 (DMS) (Ga,Mn)As is essentially
featureless3 at frequencies ω close to Eg/~ (the band gap
energy, Eg ≈ 1.52 eV for GaAs) while the same mate-
rial in the same frequency range exhibits a strong peak
in polarization plane rotation caused by the magnetic
linear dichroism and birefringence.4 At the same time,
any type of magnetism-induced dichroism or birefrin-
gence depends on the ferromagnetic splitting of the bands
(related to saturated magnetization ~M) and manganese-
doped DMSs like (Ga,Mn)As offer the unique possibility
of tuning the strength of magnetism by varying the Mn
content xnom over a broad range. Studying the trends in
magneto-optical spectra across a series of samples with
increasing Mn doping and comparing them to model cal-
culations allows to microscopically relate the individ-
ual spectral features to the electronic structure of the
(Ga,Mn)As material.
Polarization-resolved magneto-optical effects appear in
a multitude of geometries and setups which we review
in more detail in Sec. II below. In terms of the lead-
ing order of the effect, they can be divided into effects
linear and quadratic in ~M . In both cases, an incident
light beam linearly polarized along xˆ′ turns into an el-
liptically polarized one whose major axis is rotated with
respect to xˆ′ by an angle θ. The degree of ellipticity
is characterized by another (typically also small) angle
ψ. Both angles are defined in Fig. 1a. Effects linear
(or more generally odd) in ~M give θ(− ~M) = −θ( ~M)
and are related,5,6 for ω → 0, to the dc anomalous Hall
effect.7 These effects are more commonly investigated as
they are often simpler to experimentally access. They are
typically larger and it is simpler to separate them from
magnetization-independent optical signals. On the other
hand, even effects (quadratic in the leading order of ~M)
with θ(− ~M) = θ( ~M) appear in literature less frequently.
For example, the Voigt effect in reflection (see Sec. II
and Fig. 2) has first been reported as late as in 1990.8
Yet, they offer an alternative probe into the electronic
structure of the material distinct from what is probed in
odd-in- ~M measurements. The effects even in ~M are re-
lated to the anisotropic magnetoresistance10,11 for ω → 0
and they do not vanish in certain situations where the
effects odd in ~M do. For example in compensated anti-
ferromagnets, the magneto-optical effects even in ~M can
still be detected12 because contributions from the two
spin-sublattices with opposite spin orientations do not
cancel. As a probe into the antiferromagnetic order,13
magneto-optical effect in the visible and infrared range,
such as the one described in this article, does not rely on
large-scale facilities as in the case of neutron diffraction
or x-ray Voigt effect.9
The magneto-optical effects odd in ~M have been
extensively explored in (Ga,Mn)As.2,6,14,15 While the
visible14,15 range provides information on transitions be-
tween valence and conduction bands which are relatively
less sensitive to the spin-orbit interaction effects, infra-
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2red6 spectra enable to explore transitions within valence
bands. Quadratic (even in ~M) magneto-optical response
of (Ga,Mn)As is an alternative probe into its electronic
structure. In analogy with the dc anisotropic magnetore-
sistance, it crucially depends on the spin-orbit interaction
in the whole spectral range. Previous experiments have
focused on measurements of the even in ~M magneto-
optical effects in selected (Ga,Mn)As samples without
studying their spectral dependence16 or limiting them-
selves to the visible spectral range.4,17 Here, we report
measurements in a spectral range of 0.12 to 2.7 eV and
study systematically the magneto-optical spectra even
in ~M across a series of optimized (Ga,Mn)As materials
spanning a broad Mn-doping range summarized in Tab. I
below.
Section II is dedicated to a brief overview of magneto-
optical effects and clarification of the terminology that
is not coherent across the literature.1,4 Our experimental
data are presented in Section III and we compare them
in Section IV to a kinetic-exchange model18-based calcu-
lations of ac permittivity that allow us to determine θ(ω)
and ψ(ω). In Section IV, we also discuss the complex in-
dividual spectral features of θ(ω) and clarify the role of
linear birefringence and dichroism (see also Appendix D).
Section V concludes the article. In Appendix A, we re-
view theoretical description of magneto-optical effects on
the level of Maxwell’s equations to which the permittivity
tensor is the input. Appendices B, C and D, respectively
contain additional experimental data, more details on the
transport calculation using the kinetic-exchange model,
and details on the optical part modelling, e.g. multiple
reflections on the (Ga,Mn)As epilayer.
II. OVERVIEW OF MAGNETO-OPTICAL
EFFECTS
The purpose of this section is to recapitulate selected
magneto-optical effects, clarify the terminology and spec-
ify which of these effects is considered in this article.
The first magneto-optical phenomenon was observed by
Michael Faraday in 1846, followed by another one found
by John Kerr in 1877. They found that linearly polar-
ized light transmitted through (Faraday’s discovery) or
reflected from (Kerr’s discovery) a non-magnetic material
subject to magnetic field ~B has its polarization plane ro-
tated. In their experiments, the wavevector of the prop-
agating light ~k was parallel to ~B. In 1899, Woldemar
Voigt observed optical anisotropy of a non-magnetic crys-
tal for ~k ⊥ ~B which can also cause similar rotation of the
polarization plane. Historical overview of these and re-
lated discoveries can be found in the introductory parts
of Refs. 1 and 19. As a matter of definition, we will
not include polarization-unrelated (or unresolved) effects
such as cyclotron resonance into our further discussion.20
Analogous phenomena are found in magnetic materials
where, phenomenologically, ~M plays the same role as ~B
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FIG. 1. (a) Measured magneto-optical quantities. Originally
linearly polarized beam becomes elliptically polarized after
interaction with the sample. Its ellipticity is characterized
by angle ψ and rotation of the major axis is θ. (b) GaAs
host band structure with Fermi level Ef typical for our Mn-
doped samples. Arrows indicate direct (A) and non-direct (B)
transitions from the Fermi surface to the conduction band.
in the original observations of Faraday, Kerr and Voigt.
Typical experiments involve a slab or thin layer of the
material and, for simplicity, let us assume for now that
it is not placed on a substrate and also that ~k is per-
pendicular to the plane of the sample surface (”normal
incidence”). Faraday and Kerr magneto-optical effects
arise for ~M ‖ ~k, i.e., out-of-plane magnetization while
Voigt effect occurs for in-plane magnetization ( ~M ⊥ ~k).
As it has already been described above (see Fig. 1a), the
incident beam is linearly polarized and the Kerr (Fara-
day or Voigt) effect are manifested in the rotation θ of
the reflected (transmitted) beam polarization plane. Any
of these effects will, in general, be accompanied by a
non-zero ellipticity characterized by ψ and both angles
are sometimes combined into one complex quantity, e.g.
the complex Faraday angle θF in Ref. 5. The Voigt ef-
fect is even in ~M while the Faraday and Kerr effects are
odd in ~M . There is no broadly accepted term for the
quadratic (even-in- ~M) magneto-optical effect in the re-
flection at normal incidence with in-plane ~M , although
sometimes it is called quadratic magneto-optical Kerr
effect (QMOKE),22 Hubert-Scha¨fer effect23 or it is in-
cluded in the ”reflection analogy to the Voigt effect”.27
We will adopt here the last terminology. A schematic
summary of the Faraday, Voigt and Kerr effects and of
the Voigt effect in reflection is shown in Fig. 2.
For other than the normal incidence, the Kerr effect
is no longer distinguished by ~M ‖ ~k and it appears in
several variants. General magnetization ~M can now be
decomposed into out-of-plane component M⊥ and in-
plane components ML (MT ) parallel (perpendicular) to
3￿M
(a) (b)
￿M
(c) (d)
θ(− ￿M) = θ( ￿M)
θ
￿M
θ(− ￿M) = −θ( ￿M)
￿M
FIG. 2. Selected magneto-optical effects. Polarization planes
of incoming and outgoing beams are rotated by θ with respect
to each other (possible ellipticity ψ of the outgoing is not
considered in these sketches). (a) Faraday effect, (b) Voigt
effect, (c) Kerr effect, (d) Voigt effect in reflection.
the plane of incidence. The polar Kerr effect, sometimes
also called magneto-optical Kerr effect (MOKE), is in the
leading order linear in M⊥ and it is the only effect odd in
~M that does not vanish for ML = MT = 0. The longitu-
dinal and transversal Kerr effects depend on the in-plane
components of magnetization and to separate them from
the Voigt effect in reflection, the polarization signal de-
pendence on the angle β between ~M and the polarization
plane can be used. Unlike all three Kerr effects, Voigt ef-
fect in reflection is proportional27 to a combination of
M2T ,M
2
L and MLMT which, at normal incidence, com-
bines into a sin 2β dependence.
In this work, we present a systematic spectral study
of the Voigt effect in reflection. As with other magneto-
optical phenomena, this effect includes rotation and ellip-
ticity measured in the beam after its interaction with the
sample and from now on, we associate the terms ”rota-
tion” (θ) and ”ellipticity” (ψ) only with the Voigt effect
in reflection (unless explicitly stated otherwise). Both
rotation and ellipticity are related to complex refractive
indices n‖ and n⊥ of two modes (see detailed explanation
in Appendix A) linearly polarized parallel and perpendic-
ular to ~M . Rotation θ is caused both by magnetic linear
birefringence ∆n¯ ≡ Re (n⊥ − n‖) 6= 0 (MLB) and mag-
netic linear dichroism ∆k¯ ≡ Im (n⊥−n‖) 6= 0 (MLD), an
illustrative example is given in Appendix D. We now pro-
ceed to describe our experimental results of rotation and
ellipticity of the Voigt effect in reflection on (Ga,Mn)As
samples.
III. EXPERIMENT
The samples used in our measurement are (Ga,Mn)As
layers prepared by optimized molecular-beam epitaxy
growth and post-growth annealing procedures28 with var-
ious nominal Mn doping ranging from xnom = 1.5% to
14% and cut into 4.5 by 5 mm chips. The basic material
characteristics of our samples are listed in Tab. I, ad-
ditional information can be found in the main text and
supplementary information of Refs. 15,28. All samples
were grown on a GaAs substrate, producing a compres-
sive strain which favours an in-plane orientation of the
easy axes (EAs). The competition of in-plane cubic and
uniaxial anisotropies results in our (Ga,Mn)As films in
two magnetic EAs tilted from the [100] and [010] crys-
tal axes towards the [11¯0] in-plane diagonal.29 The tilt
angle increases28 with increasing Mn-doping. The sam-
ple substrates were wedged (1◦) to avoid spurious signals
that might appear due to the multiple reflections from
the back side of the substrate. In order to measure the
rotation and ellipticity angles θ and ψ in a broad energy
range we developed a sensitive experimental technique
which is described in detail in Ref. 17. We use a Xe lamp
(0.33–2.7 eV) with a double prism CaF2 monochromator
and discrete spectral lines from CO2 (115–133 meV) and
CO (215–232 meV) lasers.30 Measurements are done in
the reflection geometry close to normal incidence (≈ 6◦
with respect to the sample normal) whereas we assume
that the polarization plane rotation due to the longitu-
dinal Kerr effect is negligible. The samples are mounted
on a custom made rotating sample holder attached to
the cold finger which is cooled down to 15 K. The holder
enables a precise rotation of the sample, and thus of the
magnetization with respect to the incident polarization
using external magnetic field ~B, which is applied along a
fixed in-plane direction.
Prior to the actual measurement of θ and ψ, the sam-
ples are rotated so that one of the EAs is set parallel to
~B. Subsequent application of a moderately strong mag-
netic field (B ≡ | ~B| = 0.6 T) forces the magnetization to
align with this EA. After the magnetization is oriented
along the EA parallel to ~B, the magnetic field is turned
off and the sample is rotated 45◦ away from the field axis.
The sample orientation is kept fixed subsequently, and it
is not changed during the measurement of θ and ψ. The
magneto-optical response of the sample is measured using
the polarization modulation technique at base frequency
f = 50 kHz, where the reflected beam passes through the
photoelastic modulator (PEM).31 The optical axis of the
PEM is oriented 45◦ with respect to the magnetic field
axis and the detected signals at f and 2f are proportional
to ellipticity (ψ) and rotation (θ) of the reflected light po-
larization, respectively.30,31 In the first step of the mea-
surement, the polarization of the incident light is set par-
allel with the magnetization orientation, so any non-zero
signal detected at f or 2f is just background unrelated to
magneto-optical properties of the sample. In the second
4step we apply B ≈ 0.6 T which rotates the magnetization
to β = 45◦ relative to the incident beam polarization.
In this situation, the polarization components parallel
and perpendicular to magnetization experience different
(complex) indices of refraction, maximizing the rotation
and ellipticity signals magnitude. The sin 2β dependence
of θ has been checked (see Fig. 3d in Ref. 17). By taking
a difference of θ (or ψ) between the first and second step,
we obtain the pure magneto-optical signal. This pro-
cedure replaces the commonly used [θ( ~M) − θ(− ~M)]/2
protocol for magneto-optical phenomena odd in magne-
tization such as the Kerr effect. We note, that in order
to obtain the correct sign and magnitude of θ and ψ, a
calibration procedure5 has to be performed. Detailed de-
scription of our experimental methods is given in Ref. 17.
Measured θ and ψ for samples B,C,D,E,G of Tab. I
are displayed in Fig. 3, while remaining two samples are
studied using a different technique and are discussed in
Appendix B. Both rotation and ellipticity reach typically
values of several 0.1 mrad, show distinct spectral fea-
tures in the studied range ~ω = 115 meV to 2.7 eV
and often change sign as a function of radiation fre-
quency ω. Such values are about an order of magnitude
smaller than the Kerr effect6 but still large enough to
use the Voigt effect in reflection as an efficient method
to detect in-plane component of the magnetization.32
In the more general context of magnetic materials, val-
ues of θ ≈ 0.5 mrad reported in Heusler alloys33 are
quoted as22 ”record QMOKE values”. In agreement with
Kimel et al.4 who studied a single xnom = 2% sample, we
observe a peak in θ(ω) exceeding 0.5 mrad whose sign
and position is consistent with this earlier result. Com-
pared to Ref. 4, we are now able to follow spectral trends
as xnom is varied and we discuss these in the following
Section. Here, we only note that the prominent peaks in
θ(ω) at ~ω ≈ 1.7 eV shown in Fig. 3 appear close to the
peaks of the Kerr effect15 and also the non-monotonic
dependence of their height on xnom is similar in both
magneto-optical effects. Finally, we remark that Voigt
effect was also measured in manganese-doped II-VI ma-
terials. Ref. 4 claims that magneto-optical response even
in ~M is ”drastically enhanced” in (Ga,Mn)As compared
to that of (Cd,Mn)Te.34 While we do not directly con-
tradict this conclusion we find the comparison less con-
clusive. Magneto-optical effects in a paramagnetic sys-
tem such as (Cd,Mn)Te are not spontaneous but must
be induced by external magnetic field, hence the spon-
taneous ∆n¯, ∆k¯ of (Ga,Mn)As must be compared to
the proportionality constant between ∆n¯, ∆k¯ and B2
in (Cd,Mn)Te. More importantly though, the transmis-
sion measurements34 are limited ω to sub-gap frequen-
cies where the signal is weaker and it is possible that the
actual maximal magneto-optical response of (Cd,Mn)Te
would be comparable to that of (Ga,Mn)As if we were
comparing the parts of spectra that correspond to each
other.
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FIG. 3. Measured spectral dependence of the rotation θ and
ellipticity ψ for the Voigt effect in reflection. Manganese dop-
ing levels indicated correspond to xnom.
5wafer xnom [%] x [%] p
[nm−3]
Tc [K]
A F010 1.5 1.0 0.15 29
B F002 3 1.8 0.66 77
C F020 5.2 3.6 1.08 132
D E115 7 5.5 1.41 159
E E122 9 6.9 1.55 179
F E079 12.5 8.6 1.8∗ 186
G F056 14 8.5 1.8∗ 182
TABLE I. Basic sample parameters according to Tab. I of
Ref. 15 (Supplemental Information). Asterisk indicates esti-
mated value. Effective doping x (which enters Eq. (1) through
the ferromagnetic splitting) is calculated from the measured
saturated magnetization as explained in Appendix C.
IV. INTERPRETATION OF THE MEASURED
MAGNETO-OPTICAL SIGNALS
To understand observed spectral features in θ(ω) and
ψ(ω) of the Voigt effect in reflection and their trends
across the set of samples, a model of the electronic bands
close (∼ ~ω) to the Fermi energy Ef is needed. Any
model having ambitions to yield quantitative informa-
tion on θ(ω), ψ(ω) has to start from a description of
the (Ga,Mn)As electronic structure reflecting the GaAs
host bands, exchange-splitting of the bands in the fer-
romagnetic state of (Ga,Mn)As and the spin-orbit cou-
pling. Without the last two components, only posi-
tions of spectral features in θ(ω), ψ(ω) can be antici-
pated but not their shape and amplitude. GaAs host
band structure in Fig. 1(b), calculated by standard spds∗
tight-binding model35, suggests that the prominent peak
around 1.7 eV seen in θ(ω) of Fig. 3 corresponds to tran-
sitions between valence and conduction band. To analyze
its amplitude, we have to account for the combined ef-
fect of the exchange-splitting and the spin-orbit interac-
tion. Unlike other approaches such as the quantum defect
method36 used in Ref. 37 to analyze absorption spectra
of (Ga,Mn)As, the kinetic-exchange model of disordered
carrier bands18,38 which we briefly describe below, natu-
rally includes these two components. Apart from success-
fully explaining the spectral trends in absorption45 and
of the Kerr effect in the visible range,15 this model there-
fore allows to calculate θ(ω), ψ(ω) of the Voigt effect in
reflection which is microscopically more constrained than
the absorption or the visible range Kerr effect. We show
below that results of this model are in semi-quantitative
agreement with the measured data as in the previously
explored infrared Kerr effect6 which also depends sensi-
tively on the spin-orbit coupled exchange-split nature of
the valence band.
The path to theoretically evaluated θ(ω), ψ(ω) involves
three steps, the first of which is to obtain the band struc-
ture E~k,a. Two of the aforementioned band structure de-
scription components are included in HˆKL (host band
structure and spin-orbit interaction), the last compo-
nent (ferromagnetic exchange-splitting) enters the total
Hamiltonian through kinetic-exchange parametrized by
Jpd (Jsd) couplings between the dominantly p-like va-
lence band (s-like conduction band) and Mn d-levels:
Hˆ = HˆKL +
Jpd
µB
~M · sˆh + Jsd
µB
~M · sˆe + Vˆxc. (1)
Here, sˆe/h is the electron/hole spin operator, µB the Bohr
magneton and Vˆxc the correction due to many-body ef-
fects which is important in heavily-doped semiconductors
as discussed below Eq. (7). The choice of bands included
in the Kohn-Luttinger Hamiltonian HˆKL is dictated by
the energy range (~ω up to 2.7 eV) in our experiments
and Ef of at most few 100 meV from the valence band
top. As seen in Fig. 1b, only conduction band, heavy
holes (HH), light holes (LH) and split-off band can be
involved in optical excitations from occupied to unoccu-
pied states making up the total number of eight bands
in HˆKL. Parameters entering this 8× 8 matrix are given
in Appendix C. The magnetization ~M that determines
the ferromagnetic splitting in Eq. (1) includes only the
Mn magnetic moments, hence the contribution of carrier
spins must be subtracted from the saturation magnetiza-
tion. We use procedure described in Appendix C below
Eq. (C1).
Second step is to calculate the conductivity tensor
components. We take ~M ‖ xˆ and since σyz has a
negligible39 effect on θ, we only need to determine σxx(ω)
and σzz(ω) which we henceforth denote by σ‖ and σ⊥.
They comprise of intra- and inter-band contributions,
σ‖/⊥(ω) = σintra‖/⊥ + σ
inter
‖/⊥ . (2)
where the former is simply taken as the Drude ac conduc-
tivity and the latter is calculated from the Kubo linear-
response formula whose input are the energies E~k,a and
eigen-spinors |n,~k〉 obtained by numerical diagonaliza-
tion of the 8×8 Hamiltonian (1). Formulae for both σintra
and σinter are given in the Appendix C. Complex effec-
tive permittivity εeff then follows from Maxwell’s equa-
tions as discussed in Appendix A. In textbooks, its two
constituent terms
εeff ≡ ε0
(
εb +
iσ
ωε0
)
. (3)
are usually ascribed to bound and free charges. This
distinction is certainly not a sharp one in the ac regime
and more so at optical frequencies. The ambiguity is
naturally resolved by accounting for all inter-band tran-
sitions between the eight selected bands in σ while all
other processes, at lower as well as at larger energies
~ω, are included in the background εb. We include the
intra-band transitions into σ and adjust the value of εb
so that for intrinsic GaAs (p = 0), εeff calculated us-
ing Eq. (3) recovers the experimental ac permittivity at
optical frequencies40 and it approaches ε∞ = 10.9 in the
6ω → 0 limit. Experimentally,41 the permittivity of intrin-
sic GaAs approaches this value above the optical phonon
resonance (~ω ≈ 30 meV) which is well below the lowest
energies studied in our experiments.
Calculation of the rotation and ellipticity angles is the
last step. Using the effective permittivity ε
‖
eff (ε
⊥
eff) ob-
tained from σ‖ (σ⊥), we calculate the refractive indices
n‖ and n⊥ as the square root of the permittivity (see
also Appendix D). When multi-reflection effects on the
sample-substrate interface are neglected, we use Fresnel’s
formula
r(n) =
1− n
1 + n
(4)
to get reflection coefficients r(n‖) and r(n⊥) and then
calculate an auxiliary (complex-valued) quantity
χ =
r(n‖)− r(n⊥)
r(n‖) + r(n⊥)
. (5)
The rotation and ellipticity angles for the Voigt effect in
reflection are
θ =
1
2
atan
(
2Re χ
1− |χ|2
)
ψ =
1
2
asin
(
2Im χ
1 + |χ|2
)
.
(6)
The relationship between conductivities and actual ex-
perimentally measured angles θ, ψ is thus markedly non-
linear, yet as a rough guide, the Voigt effect in reflection
can be related to σ‖ − σ⊥ as explained in the simplified
situation pertaining to Eq. (A8) in Appendix A and an
example of σ‖ − σ⊥ is shown in Fig. 11. For most of our
calculations, we take the multi-reflections into account
and use Eq. (D2) instead of Eq. (4). Discussion of their
importance is given in Appendix D.
To address experimental findings in Fig. 3, we calcu-
late θ(ω) of Eq. (6) in the range ~ω = 0.1 to 3.3 eV. Such
optical transition energies somewhat exceed the range
of applicability of our band structure model in Eq. (1);
eight band k · p model does not describe the conduction
band bending between Γ and L points that can be seen
in Fig. 1(b). Transitions between valence and conduc-
tion band in the L-point that will contribute to σ(ω) at
latest around ~ω = 3 eV are absent in our model calcu-
lations. However, strong experimental magneto-optical
signals in Fig. 3 all appear below ~ω = 2 eV and L-point
transitions should be unimportant for such energies (see
again Fig. 1b). In the calculations we consider an ex-
tended range of ~ω up to 3.3 eV to show features which,
as we explain below, would be shifted in realistic materi-
als with strong disorder to lower energies. The two basic
sample parameters that enter our model are the carrier
(hole) density p and the effective doping x, see Eq. (C1),
that determine primarily the Fermi level Ef and ferro-
magnetic splittings in Eq. (1), respectively. Given the
span of p and x in Tab. I, we first show in Fig. 4 cal-
culated θ(ω) for fixed x = 5% and varying p (panel a)
and fixed p = 0.8 nm−3 and varying x (panel b). The
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FIG. 4. Calculated spectral dependence of the rotation angle
θ with Vˆxc = 0 for a series of systems with (a) x = 5% and
varying p (in nm−3) and (b) varying x and constant p =
0.8 nm−3. Spectral features discussed in text are labelled by
Greek letters, arrows indicate the position of peak α.
order of magnitude of θ(ω) and its structure agrees with
experimental data in Fig. 3. We discuss and compare the
individual spectral features in more detail below and for
convenience, we label three of them by Greek letters α,
β and γ as shown in Fig. 4a. We begin our discussion by
identifying the optical transitions which are responsible
for the individual spectral features. Before that, we just
briefly remark that θ(ω) comprises both MLB and MLD
contributions as we demonstrate in a simple example be-
low Eq. (D1) in Appendix D.
The conductivity that enters the rotation via reflection
coefficients in Eq. (5) can be decomposed into contribu-
tions of individual bands. The relationship between θ
and tensor components of σ is non-linear, yet it turns
out that the individual summands in σ(ω), see Eq. (C4),
give rise to well-defined structures in θ(ω). The bottom
panel in Fig. 5 demonstrates that peak α arises because
of optical transitions from the LH and HH bands (H) to
the conduction bands (C), peak β is mostly due to tran-
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FIG. 5. Decomposition of θ(ω) into individual terms appear-
ing in the ac conductivity for x = 3%, p = 0.6 nm−3. Top:
θ(ω) with and without intraband terms in Eq. (2). Bottom:
θ(ω) calculated only using selected interband transitions in
Eq. (C4) (H=hole bands, C=conduction bands, S=split-off
bands). Calculated data in the bottom panel are vertically
offset.
sitions between the split-off bands (S) and H while the
intra-H transitions underlie peak γ. The intra-band con-
tribution to σ has, according to the top panel of Fig. 5,
almost no perceptible influence on the resulting θ(ω), ex-
cept for the lowest energies (~ω ≈ 100 meV). Sources of
the weak anisotropy of σintra are discussed in Appendix C
below Eq. (C3).
The feature α seen consistently both in the model
calculations (Fig. 4) and experimental data (Fig. 3) is
thus largely due to optical transitions across the gap.
Although our model underestimates the effect of disor-
der in (Ga,Mn)As, this conclusion is independent of the
strength of disorder. Let us take amorphous GaAs as
an extreme example of a disordered system. Despite
the completely destroyed translational symmetry, optical
properties such as photoemission spectra remain largely
the same as for perfect crystals. Important property of
the amorphous material underlying this similarity is the
chemical bonding which is not very different from the
perfect crystal. Amorphous GaAs retains the so called
Tauc optical gap42,43 of the order of Eg. The orbital
character of states below the gap remains similar to the
perfect crystal and the main change44 between the per-
fect crystal and amorphous material, using the language
of the former material, will be the presence of non-direct,
~k non-conserving, transitions in the amorphous material.
We prefer the term ”non-direct” to ”indirect” to avoid
confusion with phonon-mediated transitions. Since dis-
order generally tends to reduce the gap42 and positions
of peak α in our experiments are consistently above the
band-gap in the perfect GaAs crystal (Eg), it implies that
Fermi level in our samples lies in the valence band as it is
commonly assumed.45 This conclusion is also supported
by a blue shift of peak α with increasing x, suggestive of
the Moss-Burstein shift.46 From the point of view of our
model and with the help of the bottom panel of Fig. 5,
peak α in θ(ω) arises from the direct transitions from
states at Fermi wavevector in H to states at the same
wavevector in C. Such transitions are shown by the ver-
tical arrow labelled A in Fig. 1b. Technically, the ap-
parent conservation of wavevector in a disordered system
is a consequence of averaging over impurity configura-
tions (velocity operator matrix elements in Eq. (C4) are
diagonal in k). To some extent, the non-conservation
of the wavevector is captured by the imaginary part of
the self-energy Γ (see Appendix C) but this is, strictly
speaking, only a correction justified in the weak-disorder
regime. Given the relatively low sheet conductivities of
our samples,15 disorder corrections to Eqs. (C4,C13) may
be sizable and the effect of non-direct transitions on σinter
larger than what is implied by Eq. (C4).
The direct transitions H→C from the Fermi surface
appear around ~ω ≈ Eg + |Ef |(1 + mH/mC) where, for
the sake of illustration, we describe valence (conduction)
bands by a single effective mass mH (mC). This energy
rapidly increases with increasing Ef , i.e., with increasing
hole density which in the studied optimized (Ga,Mn)As
samples is a monotonic increasing function of xnom. This
blue shift is so rapid for HHs (mH/mC ∼ 10) that the
corresponding spectral feature is even out-of-range in
Fig. 4. The actual transitions responsible for peak α are
those from the LHs to C (mH/mC ∼ 1 by the order of
magnitude) and even so, the blue shift of the peak turns
out to be much faster than what is observed experimen-
tally as we explain below (see also Fig. 8). We return to
the non-direct transitions later and now discuss another
possible reason for the too high energies of the α peak in
Fig. 4 as compared to the corresponding spectral feature
in the experimental Fig. 3.
Our (Ga,Mn)As samples are very heavily doped from
the perspective of traditional semiconductors, electron-
electron interactions can therefore appreciably contribute
to the total energy.47 Indeed, the exchange energy per
8particle of free spin-polarized electrons,
Ex/N = − e
2
4pi
3kF
4pi
(7)
is of the order of 100 meV at carrier densities of the order
of 1021 cm−3. The difficulty in evaluating the exchange-
correlation effects for the holes is in the presence of a
strong spin-orbit coupling. One possible approximative
scheme is discussed in Ref. 49. To assess the qualita-
tive effect of exchange energy on trends in the rotation
spectra of the Voigt effect in reflection, we use the fol-
lowing scheme. We first disregard the correlation effects
which are small compared to exchange in Eq. (7). For
given x and p, we first determine the band occupations
by holes pi (Σipi = p, i = 1, . . . , 6) as given by Eq. (1)
with Vxc = 0. For most of the considered dopings, only
the LH (i = 3, 4) and HH bands (i = 5, 6) are occupied
by holes. We next recalculate the corresponding densities
pi into Fermi wavevectors assuming isotropic dispersion
and shift the bands by −Ex/N as given by Eq. (7). Since
−Ex/N is different for different bands, this procedure
not only renormalizes the Fermi level but also slightly
changes pi and therefore we iterate the procedure until
we converge to a consistent set of pi and exchange shifts.
Note that we neglected in this procedure the exchange
between bands i 6= j. To justify this approximation, at
least in part, we checked the spin-polarizations of individ-
ual bands. For example, x = 3%, p = 0.6 nm−3 leads to
p3,4,5,6/p = 0.02, 0.04, 0.33, 0.61 and integral spin polar-
izations 2〈s〉3,4,5,6 = 0.58,−0.14, 0.57,−0.91. The major-
ity HHs are thus prevalent and nearly completely polar-
ized, hence their exchange interaction with holes in other
bands will be small and our estimate using Eq. (7) with
k3F = 6pi
2p6 should be a good approximation. On the
other hand, the exchange shifts for LH bands may con-
tain sizable corrections due to the neglected inter-band
exchange and the values 52, 62, 126 and 154 meV thus
serve only as a rough guide to assess many-body effects
on the magneto-optical spectra. These values are simi-
lar to the band gap renormalization50 used previously.6
A commonly considered correction to Eq. (7) capturing
part of the correlation effects is logarithmic and weakly
dependent on p in our range of parameters. Appealing
to the second term in Eq. (36) of Ref. 49 and the pro-
cedure described therein, we include it into our model
through a small constant shift of 6.5 meV (1.5 meV)
for HH (LH) bands towards the conduction bands. To
summarize many-body corrections included in Eq. (1),
Vˆxc can be understood as a single-particle operator that
commutes with Hˆ and shifts the selected bands as just
described to account for exchange and partly also corre-
lations. This approximative treatment enhances the fer-
romagnetic splitting between minority and majority hole
bands and also adds an additional offset between the HH
and LH bands.
Although the spectra with and without exchange-
correction effects are qualitatively similar, there are some
notable differences. We observe a significant amplifica-
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FIG. 6. Rotation θ(ω) under various approximations to Vˆxc
for x = 5%, p = 0.8 nm−3. Note the position of the α-
peak: it appears at a relatively large energy for Vˆxc = 0
(”no Vxc”, corresponds to Fig. 4) and shifts to lower energies
when electron-electron exchange energy is taken into account.
Adopting the approach of Ref. 6 (”HH maj. only”), we find
the peak α around 2.3 eV and when applying the exchange
shift to all bands (corresponds to Fig. 7), it shifts down to
2.1 eV.
tion and red shift of the peak α by hundreds of meV,
depending on the approximation as shown in Fig. 6,
and the double maximum structure around and above
~ω = 0.5 eV tends to merge into a single β-peak struc-
ture. Absence of the double maximum in the range 0.5–
1.2 eV in experimental data of Fig. 3 suggests that Vˆxc
may be an important ingredient in the model. The peak
α — now at smaller energies — follows the same trends
as with Vˆxc = 0: it blue shifts with increasing p and
red shifts with increasing x as shown in Fig. 7. We
checked these trends with the model of Vˆxc used pre-
viously by some of us for calculating magneto-optical
effects odd in magnetization6 where only majority HH
band is exchange-shifted. To give an impression, we dis-
play the corresponding spectrum as the dotted line in
Fig. 6. Finding the trends independent of the approxi-
mation used for Vˆxc, we proceed to use from now on the
exchange shifts as described below Eq. (7) which lead to
θ(ω) shown by dashed line in Fig. 6.
Even with the many-body band renormalization effects
included, the peak α still lies at considerably higher en-
ergy (above 2 eV) than what is observed experimentally
(around 1.7 eV in Fig. 3). We summarize its position
in Fig. 8. Experimental data from Fig. 3 (crosses in
Fig. 8) and independent measurements described in Ap-
pendix B (empty boxes in Fig. 8) consistently show a slow
blue shift with increased nominal doping but the rate of
this shift with xnom is much slower than what the mean-
field kinetic-exchange model predicts. This is pointing
to a shortcoming of our electronic-structure model repre-
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FIG. 7. Calculated spectral dependence of the rotation angle
θ, the same as Fig. 4 but with Vˆxc taken into account as it is
described below Eq. (7).
sented by Eq. (1) where the presence of Mn is effectively
treated in a mean-field virtual-crystal approximation. At
the level of the Kubo formula in Eq. (C4), our model
only allows for direct transitions and below we continue
the discussion about how the experimental values of the
peak α positions could possibly be explained by consid-
ering non-direct transitions and electrostatic interaction
between holes and ionized acceptors.
Treating a realistic band-structure and disorder on
equal footing is a complicated task and we therefore dis-
cuss the effect of the latter only qualitatively. It is im-
portant to keep in mind that the disorder broadening Γ
which appears in the Kubo formula (C4) is only a poor
approximation to the non-conservation of wavevector ~k
in the strong-disorder case. Due to disorder in the crys-
tal caused primarily by random positions of Mn atoms
substituting for the cations of the host lattice, the Bloch
theorem does not apply and ~k is not a good quantum
number. However, even in the extreme case of an amor-
phous continuous covalent network discussed above, the
valence and conduction bands are largely preserved al-
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FIG. 8. Positions of the α-peak for the series of samples
described by Tab. I. Old and new experimental data corre-
spond to results obtained by different techniques, peak posi-
tions were extracted from θ(ω) data in Fig. 3 (new) and from
measurements below and above Tc described in Appendix B
(old). Model data (solid blue line) take into account direct
transitions only, the extreme limit of non-direct transitions
(solid black) corresponds to Eg + Ef where Vxc is also in-
cluded. Dotted lines show these two limiting cases when elec-
trostatic interaction with ionized acceptors is considered.
though the gap between them may be smaller42 than the
perfect-crystal value Eg. The lowest-energy optical tran-
sition would then appear close to energy Ef + Eg corre-
sponding to the arrow labelled B in Fig. 1b if we use the
language of non-direct transitions for the perfect-crystal
band structure. In some sense, this could be understood
as calculating the band structure from Eq. (1) and then
replacing the matrix elements in Kubo formula (C4) by
an expression that completely ignores ~k as opposed to
matrix elements diagonal in ~k. Such estimate of the po-
sition of peak α is its lower bound provided that we use
the proper value of Eg reduced by the disorder.
42 This
lower-bound property turns out to apply to our experi-
mental data even if we use the perfect-crystal value of Eg
reduced by Vxc for majority HH as it is shown in Fig. 8
by the solid black curve. Admittedly, the experimental
data are very close to this lower bound.
An effect that we have ignored in our discussion so far
is the electrostatic interaction between delocalized holes
and ionized Mn acceptors. The charge density of the
latter is not constant as in the jellium model and this
causes an additional band-gap renormalization that can
be described by the real part of self-energy due to hole-
acceptor scattering.50 We estimate it by Eq. (5) of this
reference with g = 1 (full spin-polarization of the holes)
and HH effective mass of half the free electron mass as
an additional shift of the valence bands towards the con-
duction bands added to Vˆxc. Positions of the peak α red
shift by additional15 ∼ 300 meV as shown in Fig. 8 by
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the dotted blue line. For completeness, we also show by
dotted black line Eg + Ef with Vˆxc included as well as
the effect of band-gap renormalization due to the ion-
ized Mn acceptors described by Eq. (5) in Ref. 50. At
this level, we can conclude that since the experimental
data lie approximately half-way between the lower and
upper bounds delimited by the dotted lines in Fig. 8,
the non-direct transitions might play a significant role
in optical transitions but band renormalizations due to
exchange-correlation and hole-acceptor electrostatic in-
teraction effects are also sizable. Quantitative modelling
of experimental magneto-optical data would require rig-
orous quantitative description of all these effects.
Returning to our model of direct transitions only, the
experimental feature where it performs relatively poorly
are the peak amplitudes. Although the predicted order
of magnitude is correct (0.1 mrad for all peaks α, β, γ
in Figs. 4,7), it is notable that α is smaller than both
β and γ while the same peak α is by far the largest in
experiments summarized in Fig. 3. Smaller amplitude of
peaks β, γ together with possibly larger linewidth in ex-
periment may be a consequence of disorder-induced non-
direct transitions which are not included in our model.
Beyond the very crude treatment of the chemical aspect
of disorder in our model,44 we speculate that transla-
tional symmetry breaking underlies the differences be-
tween the model and experiment also in the case of peak
α. Our model shows that the amplitude monotonically
grows with x across our set of samples. This is under-
standable since all magneto-optical effects must vanish
in the limit x→ 0 and actually, this decay is seen in ex-
perimental data for samples C,B,A in Fig. 10b. (We dis-
regard the small magneto-optical effects in non-magnetic
GaAs which are present at finite magnetic fields.14) On
the other hand, disorder might play larger role at higher
doping concentrations in metallic samples sufficiently far
from the metal-insulator transition hence the decrease
of peak α heights for samples C,D,E. We note that the
experimentally determined extraordinarily large22 height
of peak α (−0.86 mrad) is about three times larger than
the result of the model based on Eq. (1) (see Fig. 9a).
It is possible that a more refined choice of the scattering
rates, instead of a single parameter Γ (see Appendix C),
could reduce this difference but such analysis is beyond
scope of this article.
We finally comment on the spectral dependence of el-
lipticity ψ(ω) which can also be readily calculated using
Eq. (6). Since the ellipticity is experimentally somewhat
more difficult to access,17 less data than for θ(ω) is avail-
able and we keep the following discussion short. Let us
compare Fig. 9 to sample C in Fig. 3. Our model gives
the correct order of magnitude and functional shape of
ellipticity related to the peak α in rotation. The inset
of Fig. 9b clearly shows that Lorentzian peak α in rota-
tion corresponds to an anti-Lorentzian one in ellipticity
which is found again in experimental data. Regarding
other spectral features in ellipticity, we find a minimum
close to ~ω = 300 meV in Fig. 9b while no such fea-
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FIG. 9. Spectral dependence of (a) rotation and (b) ellipticity
for x = 3.6%, p = 1.08, with Vˆxc included. These parameters
correspond to sample C (xnom = 5.2%). The inset shows
detail of rotation (solid) and ellipticity (dotted) around peak
α.
ture is observed experimentally. Given the complicated
structure of the valence bands and large shifts of the α-
peak ascribed to disorder as discussed above, we will not
attempt to speculate on how this feature could be sup-
pressed and only note that the experimental magnitude
of ψ ≈ 0.4 mrad is similar to calculations in Fig. 9b. Our
model can therefore capture only semi-quantitatively the
major trends seen in the experimental magneto-optical
data.
V. CONCLUSIONS
Rotation θ(ω) and ellipticity ψ(ω) measured for the
Voigt effect in reflection, a direct consequence of the
magnetic linear dichroism and birefringence, represent a
much more sensitive spectroscopic probe into the elec-
tronic structure of (Ga,Mn)As than, for instance, unpo-
larized optical absorption experiments. Our measured
11
data are compatible with the previously published θ(ω)
on selected samples and limited spectral range and we in-
vestigate variations of the spectra with manganese dop-
ing which influences both the exchange-splitting and
Fermi level. We confirm that θ at energies exceeding
the gap of the GaAs host can reach values larger than
so far reported in other ferromagnetic materials. The
corresponding peak is found to blue shift with increas-
ing manganese doping and we analyse this trend using
the k · p mean-field kinetic-exchange model. We find
that even with exchange-correlation band renormaliza-
tion effects taken into account, this model yields appre-
ciably larger energies at which this feature is seen, com-
pared to experiment, and we attribute this fact to the
neglected of non-direct transitions caused by the disor-
der. Apart from this deficiency, the model correctly re-
produces the structure of experimental θ(ω) and ψ(ω)
ranging from 112 meV to 2.7 eV, captures the sign of the
peaks and, semi-quantitatively, also their amplitude. A
more quantitative description of the measured magneto-
optical spectra would require to combine the modeling
of the complex, spin-orbit coupled band structure with
a more detailed treatment of the strong disorder effects
in (Ga,Mn)As, as previously done, e.g., in the studies of
unpolarized absorption spectra.51
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Appendix A: Classical theory of magneto-optical
effects
Maxwell’s equations allow to show how the magneto-
optical effects described in Sec. II follow from properties
of the bulk magnetic material. Inspired by the argu-
mentation of Ref. 52, we review in this Appendix how
MLD/MLB (or their circular counterparts), i.e. differ-
ence in imaginary/real parts of the refractive indices for
two linearly (circularly) polarized modes, is calculated
from bulk ac conductivity tensor of the material. Rela-
tion between these refractive indices and the particular
magneto-optical effects is also explained here using sim-
ple examples and we refer the reader to Appendix D for
a discussion of the more realistic relationship pertaining
to our measurements.
Consider an electromagnetic wave ~E(~r, t) =
~E0e
i(kz−ωt) propagating along ~k ‖ zˆ. The non-zero
ac conductivity σ(ω) and Maxwell equations imply that
∇(∇ · ~E)−∇2 ~E = −µσ ~˙E − µε ~¨E (A1)
which yields an equation for ~E0 whose solutions corre-
spond to propagating modes when n2 ≡ (ck/ω)2 > 0
where c is the light velocity. Character of these modes
depends on the form of the permeability µ, permittiv-
ity ε and conductivity σ tensors. The right-hand-side
of Eq. (A1) takes on the form ω2µεeff ~E(~r, t) where εeff
can be written as ε0 + iσ/ω if we replace ε by vacuum
permittivity ε0 or as in Eq. (3), depending on how the
ambiguity discussed below Eq. (3) is resolved. We obtain
the modes by solving Eq. (A1) and their ~E0 and refractive
indices n depend on the form of the effective permittivity
tensor εeff . We now consider two examples related to the
magnetization-in-plane and out-of-plane magneto-optical
experiments discussed in Sec. II. The permeability µ will
from now on be considered a scalar equal to the vac-
uum permeability and a material of cubic symmetry will
be assumed whose index of refraction in the absence of
magnetization equals n0 =
√
εeff/ε0.
In the first example, ~M ‖ zˆ which implies53 an effective
permittivity tensor of the form
εeff = ε0
 εxx εxy 0−εxy εxx 0
0 0 εzz
 (A2)
with dimensionless components εij . The eigenmodes ob-
tained by solving Eq. (A1) are two circularly polarized
waves with  E0xE0y
E0z
 ∝
 1i
0
 and
 1−i
0
 (A3)
for n2+ = εxx + iεxy and n
2
− = εxx − iεxy. Let us now
explain how the Faraday effect arises in such a situation,
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sketched in Fig. 2a. Consider a slab of a magnetic mate-
rial of thickness d described by εeff in Eq. (A2) placed in
vacuum, assume normal incidence and, for simplicity, the
absence of reflections on the vacuum-sample surface. An
incoming linearly polarized wave with ~E0 = (E
0
x, 0, 0) will
propagate through the sample in two circularly polarized
modes at different group velocities. Under the additional
(typically satisfied) assumption |n± − n0|  n0, we can
conclude using
n+ − n− ≈
n2+ − n2−
2n0
=
iεxy
n0
(A4)
that the polarization plane of the outgoing wave will be
rotated by θ ≈ −(dω/c)Im εxy/n0. In this transmission
geometry (and under the simplifying assumption on sur-
face reflections), the Faraday rotation is directly related
to magnetic circular birefringence (MCB) while magnetic
circular dichroism (MCD) will make the outgoing wave
elliptically polarized (ψ 6= 0).
The (polar) Kerr effect is obtained by considering re-
flection off an interface between a semi-infinite magnetic
material and vacuum. The Fresnel formula (4) for the
reflection coefficient r at normal incidence (ratio of out-
going to incident beam’s E0x) reads r = (1−n)/(1+n) and
applying it to n± defined below Eq. (A3), we obtain r±
for the two circularly polarized modes. For r+/r− = aeiξ
(with a, ξ real), the originally linearly polarized wave will
be reflected as elliptically polarized (unless a = 1) with
the major axis rotated by θ = ξ (see Fig. 1). In a general
case, it is not possible to link MCB alone directly to the
rotation and unlike with the Faraday effect, both MCB
and MCD will influence θ because the relation between
r and n is non-linear. An illustrative example of this is
given in Appendix D.
In the second example ~M ‖ xˆ, which implies the same
form of εeff as in Eq. (A2) up to a permutation of indices:
ε0
 εxx 0 00 εzz εyz
0 −εyz εzz
 . (A5)
Solving Eq. (A1) for ~E0 gives E0xE0y
E0z
 ∝
 10
0
 and
 01
εyz/εzz
 (A6)
with refractive indices n2‖ = εxx and n
2
⊥ = εzz[1 +
(εyz/εzz)
2]. Voigt rotation (after transmission through
a slab of the magnetic material as sketched in Fig. 2b) is
related to
n‖ − n⊥ ≈ 1
2
n0(εxx − εzz −
ε2yz
εzz
) (A7)
in analogy to Eq. (A4) and polarization plane rotation
in the Voigt effect in reflection (assuming β = pi/4 and
b = r‖/r⊥ real for simplicity) follows from
tan θ =
1− b
1 + b
≈ n0
2(n20 − 1)
(εxx − εzz −
ε2yz
εzz
). (A8)
For other mutual positions of ~M and polarization plane, θ
will follow the sin 2β dependence as mentioned in Sec. II.
In particular, when incident beam polarization is parallel
or perpendicular to ~M , light in the magnetic material
travels simply as the first or second mode in (A6) and
the polarization remains unchanged.
With these two examples at hand, we can make sev-
eral observations. Recall that we have always considered
the normal incidence here. The in-plane magnetization
leads to magneto-optical effects even in magnetization,
θ( ~M) = θ(− ~M), as stated in Sec. II. In Eq. (A7), εxx−εzz
is even in ~M owing to the Onsager relations, and ε2yz is
even because εyz( ~M) is odd.
54 Next, we can see that a
non-zero difference between n‖ and n⊥ in non-dissipative
systems (Im n‖ = Im n⊥ = 0), a circumstance that could
be called ”pure MLB”, causes rotation in the Voigt effect
in reflection. However, as soon as n‖ and n⊥ are complex,
both MLB and MLD will influence θ because of the non-
linear dependence of r on n in Eq. (4). We again refer
to the illustrative example given in Appendix D. Similar
statement holds about ellipticity of the Voigt effect in
reflection. Some confusion can arise because of different
terminology used in the literature: Ref. 1 relates MLB to
the real part of refractive indices while Ref. 4 to the real
part of the reflection coefficients. We find the former ter-
minology more appropriate because it is generic for both
reflection and transmission coefficients. Independent of
the terminology, it is safe to state that different com-
plex refractive indices n‖ and n⊥ cause θ 6= 0, ψ 6= 0 in
both transmission and reflection experiments. Nonzero
n‖ − n⊥ arises due to difference in diagonal components
of εeff or nonzero εyz, as seen in Eq. (A7). Since ε
2
yz/εzz is
in our case negligible,39 one can conclude that the Voigt
effect in reflection or in transmission is (via MLB and
MLD) primarily driven by the difference of diagonal com-
ponents of σ(ω) corresponding to directions parallel and
perpendicular to ~M , i.e., by the ac anisotropic magne-
toresistance.
We conclude this Appendix by explaining the re-
lationship between terminology used in this article
(components of the effective permittivity tensor εeff)
and the notation of ”quadratic magneto-optic tensor
components”55,56 used elsewhere.57–59 The basic concep-
tual difference between the two approaches is whether ~M
is kept fixed and different polarizations of light are con-
sidered (the former approach) or vice versa (the latter
approach). An advantage of the latter approach is its ap-
titude to describe the ac analogy of crystalline anisotropic
magnetoresistance components60 which we completely ig-
nore in this article, motivated by their smallness in the dc
limit.11 We expand the effective permittivity tensor into
a Taylor series in powers of the magnetization Cartesian
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FIG. 10. Overview of the measured rotation angle θ for samples A–G using (a) the subtraction of data above Tc and (b) the in
situ rotation of ~M . Inset in panel (a) shows the position in eV of the peak α as a function of Mn doping. All Mn concentrations
indicated are xnom (see Tab. I).
components Mk:
εij = ε
(0)
ij +KijkMk +GijklMkMl + . . . (A9)
where ε
(0)
ij is the part independent on magnetization,
Kijk and Gijkl are rank three and four tensors and the
last two are sometimes also called linear and quadratic
magneto-optical tensors. They represent the parts of
the permittivity tensor which are linear and quadratic
in magnetization, respectively.
The form of Kijk and Gijkl depends on the symmetry
of the crystal56 as well as on the orientation of principal
crystal axis with respect to xyz-axis in which the permit-
tivity tensor is expressed.59 In case of cubic crystals with
point symmetry (crystal classes 23=T, m3=Th, 432=O,
43m=Td and m3m=Oh) where 〈100〉, 〈010〉 and 〈001〉
are parallel with x, y and z-axis, respectively, following
three statements hold. Non-magnetic part of the permit-
tivity tensor is constant, ε
(0)
ij = δijε
(0), where δij is the
Kronecker delta. The third rank tensor Kijk = γijkK
where γijk is Levi-Civita symbol. The rank four tensor
Gijkl can be written in matrix form as
56
ε
(2)
xx
ε
(2)
yy
ε
(2)
zz
ε
(2)
yz
ε
(2)
zx
ε
(2)
xy

=

G11 G12 G12 0 0 0
G12 G11 G12 0 0 0
G12 G12 G11 0 0 0
0 0 0 2G44 0 0
0 0 0 0 2G44 0
0 0 0 0 0 2G44


M2x
M2y
M2z
MyMz
MzMx
MxMy

(A10)
where ε
(2)
ij = GijklMkMl. In the case of an isotropic ma-
terial, the number of free parameters is further reduced
because 2G44 = G11 −G12.
In our analysis in Sec. IV, magnetization was always
oriented along x-axis and combining Eq. (A10) and (A9),
we arrive at
ε =
 ε(0) +G11M2x 0 00 ε(0) +G12M2x KMx
0 −KMx ε(0) +G12M2x
 .
(A11)
Repeating the analysis leading to Eq. (A7), we now find
n‖ − n⊥ = (G11 −G12 −K2/ε(0))M2x .
Appendix B: Additional experimental data
As it is discussed in Sec. III and in Ref. 17, a dif-
ficulty related to the measurement of magneto-optical
phenomena even in ~M is that the actual signal cannot
be separated from background simply by subtracting the
results in magnetic field B and −B. One possible ap-
proach is to subtract results at T > TC from those at
the low temperature of interest. Phenomena related to
magnetism are suppressed at T > TC and the remaining
signal stemming from the experimental apparatus is still
often large, see Fig. 3b in Ref. 17. Our measurements
using this technique are summarized in Fig. 10a (note
that with this technique, we measured also samples A
and F not available Fig. 3). Even between two measure-
ments of the same sample, inferred θ(ω) may be offset
because of temperature-dependence in optical properties
of measurement setup elements. On the other hand, the
technique17 of in situ rotating ~M is free of these artefacts
as it is apparent from the θ(ω) data of Fig. 3 summarized
in Fig. 10b. The peak positions (given in the inset of the
panel a) agree well between the two methods — compare
the two sets of experimental data in Fig. 8.
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Appendix C: Microscopic model
This appendix contains detailed information about the
model of (Ga,Mn)As electronic structure embodied in
Eq. (1), its parameters and the Kubo formula used to cal-
culate conductivity tensor components entering Eq. (2).
Individual samples are primarily characterized by the
Mn doping x (fraction of Ga atoms substituted by Mn)
and total hole density p. The former is taken as x =
NMna
3
l /4 where al = 0.565325 nm is the GaAs lattice
constant and NMn is the density of Mn atoms. Since Mn
substituting for a Ga atom is a single acceptor, it fol-
lows p = NMn and | ~M | = 5µBNMn in the ideal case (for
the moment, we neglect magnetic moment of the holes,
included in Eq. (C1) below). However, compensating im-
purities (e.g. As antisites or Mn atoms in interstitial po-
sition) will reduce both p and magnetization | ~M |. These
two quantities therefore have to be determined indepen-
dently by measurement as it is done in Fig. 10 and Tab. I
of the Supplemental Information in Ref. 15. For our arti-
cle, the nominal doping xnom serves only as a convenient
”label” of the samples summarized in Tab. I. We take p
directly from Ref. 15 and using the values of Msat from
the same source, we calculate the effective doping
x =
Msata
3
l
8(SMn + Scarr)µB
(C1)
which is also given in Tab. I. The Mn magnetic mo-
ment SMn = 5/2 dominates Msat, carriers contribute
by a smaller part and we take Scarr = −0.25 because
the (incompletely polarized61) hole spins are oriented an-
tiparallel to those of the Mn. Using this x, we calculate
M = | ~M | in Eq. (1) as 8xSMnµB/a3l . Note that Eq. (C1)
basically expresses the notion that in annealed metallic
samples there are approximately 4.5 Bohr magnetons per
manganese atom.62
Our HˆKL in Eq. (1) is the eight-band Kohn-Luttinger
Hamiltonian identical to the corresponding block in
Eq. (2) of Ref. 63. We use GaAs Luttinger parameters
γ1/2/3 = 6.98/2.06/2.93 together with ∆SO = 341 meV,
Eg = 1.519 eV, EP = 2m0P
2/~2 = 24.8 eV, m∗c =
0.067m0 where m0 is the electron vacuum mass. The
middle two terms in Eq. (1) describe the ferromagnetic
splitting in our model. When ~M ||xˆ, as we always assume
in our calculations, they combine into an 8 × 8 matrix
hmˆ where
mˆ =

0 0
√
3
2 0
√
3√
2
0 0 0
0 0 1
√
3
2
−1√
2
0 0 0
√
3
2 −1 0 0 0 −1√2 0 0
0
√
3
2 0 0 0 −
√
3√
2
0 0
√
3√
2
1√
2
0 0 0 12 0 0
0 0 1√
2
√
3√
2
− 12 0 0 0
0 0 0 0 0 0 0 η
0 0 0 0 0 0 η 0

(C2)
with η = Jsd/Jpd and the prefactor h = JpdM/µB . The
kinetic-exchange couplings are Jpd = 55 meV · nm3 and
Jsd = −9.2 meV · nm3. By diagonalizing Hˆ of Eq. (1)
in each ~k-point of a suitably chosen mesh around the Γ-
point of the Brillouin zone, we obtain band dispersions
Ea~k and corresponding spinors |a,~k〉.
These two ingredients can be used to calculate the con-
ductivity tensor components in Eq. (2) whose intraband
part
σintrajj =
∑
n
σj,n0 (1 + i~ω/Γ)
1 + (~ω/Γ)2
(C3)
contains only the diagonal matrix elements of the veloc-
ity operator vˆj (j = x, y, z denotes its Cartesian compo-
nent) appearing in the dc Drude conductivity σj,n0 along
given direction in the n-th band. Relaxation times cor-
responding to Γ = 100 meV are assumed to be n and
~k-independent. Off-diagonal components σintraij are not
calculated, since they contribute only little to the Voigt
effect in reflection.39 Due to the combined effect of the
ferromagnetic splitting (keep in mind that ~M ||xˆ) and
spin-orbit interaction, there is a small difference between
σx,n0 and σ
z,n
0 . Additionaly, Eq. (C3) does not take into
account anisotropy induced by external magnetic field
which is used in experiments to control ~M . Both effects
lead to a small anisotropy in σintraii which we estimated
to have only negligible effect on the resulting spectra of
θ(ω) and ψ(ω).
Off-diagonal matrix elements vab
~k
j = 〈a,~k|vˆj |b,~k〉 enter
the interband part of Eq. (2) for which we use
σinterjl = −
i~e2
V
∑
~k,a,b
(
f(Ea~k)− f(Eb~k)
)×
vab
~k
j v
ba~k
l
(Ea~k − Eb~k + iΓ)(Ea~k − Eb~k − ~ω + iΓ)
(C4)
where f(E) is the Fermi-Dirac distribution function that
contains the Fermi level Ef determined from the to-
tal hole concentration p and V is the system volume.
In the remainder of this Appendix, we show how the
linear-response conductivity of a non-interacting system
in Eqs. (C3,C4) can be derived from the quantum me-
chanical analogue of Liouville’s theorem
∂ρˆ(t)
∂t
=
1
i~
[Hˆ(t), ρˆ(t)]. (C5)
Here, ρˆ(t) is the density matrix and Hˆ(t) = Hˆ + Hˆ ′(t)
the total single-electron Hamiltonian of an originally un-
perturbed system (Hˆ) subject to a small perturbation
Hˆ ′(t). We loosely follow Appendix of Ref. 64 where only
the dc (ω → 0) limit is considered. The derivation below
is conceptually close to that of Sec. 4 in Ref. 65 and re-
marks to the more general context of Kubo formula can
be found in that reference.
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Perturbation of interest to us will be a weak monochro-
matic electric field ~E(~r, t) = ~E0e
i(~q·~r−ωt) whose wavevec-
tor ~q is small in the sense |~q|al  1 and we put it equal
to zero. Using vector potential in the Coulomb gauge
to describe this field, ~A = ~E/(iω), the perturbation in
the linear order of | ~E0| is Hˆ ′(t) = e/(iω) ~E(t) · ~ˆv where
~ˆv ≡ ~ˆp/m0. Note that in this convention, the current
operator in Eq. (C8) is not proportional to ~ˆv.
Eq. (C5) can be solved by separating time dependent
perturbative term from Hamiltonian using
∂
∂t
eiHˆt/~ρˆ(t)e−iHˆt/~ =
1
i~
eiHˆt/~[Hˆ ′(t), ρˆ(t)]e−iHˆt/~.
The result
ρˆ(t) = ρˆ(t0)+
1
i~
∫ t
t0
dt′ eiHˆ(t
′−t)/~[Hˆ ′(t′), ρˆ(t)]e−iHˆ(t
′−t)/~.
(C6)
is exact and it can be evaluated iteratively. However, as
our goal is to calculate linear response of the system to ~E0
only the lowest order from the Dyson series is considered.
Then, variation of the density matrix δρˆ(t) = ρˆ(t) − ρˆ0
from its equilibrium value ρˆ0 ≡ ρˆ(t0) is given by
δρˆ(t) =
1
i~
∫ t
t0
dt′ eiHˆ(t
′−t)/~[Hˆ ′(t′), ρˆ0]e−iHˆ(t
′−t)/~
(C7)
and the current 〈 ~ˆJ〉 = Tr {(δρˆ) ~ˆJ}+ Tr {ρˆ0 ~ˆJ} ≡ ~J1 + ~J2.
Linear-response conductivity is then straightforwardly
σij = ∂〈Jˆi〉/∂Ej , where i, j = x, y, z and Ej (Jˆi) is j
the Cartesian component of ~E(t) ( ~ˆJ). The current oper-
ator in Coulomb gauge
~ˆJ = − e
mV
d
dt
~ˆx = − e
mV i~
[~ˆx, Hˆ] = − e
mV
(~ˆp+ e ~A) (C8)
implies non-zero ~J2 because of the ~A term in Eq. (C8).
This ~J2 = ine
2/(mω) ~E is often referred to as diamag-
netic or gauge current; n ≡ Tr ρˆ0 is the total density
of eletrons. Below, we show that this term which is di-
vergent in the dc (ω → 0) limit drops out and turn our
attention to ~J1. Here, the ~A term in Eq. (C8) can be
omitted in the linear response since δρˆ(t) also contains a
factor of Ej . The rest of ~J1, called paramagnetic current,
gives
− me
V
Tr {(δρˆ) pˆi} = e
2Ej
V ~ω
∫ ∞
0
dτ eiωτ Tr {vˆIi (τ)[vˆj , ρˆ0]}
(C9)
where vˆIi (τ) = e
−iHˆt/~vˆieiHˆt/~, τ ≡ t− t′ and t0 is set to
−∞. Using the invariance of trace to cyclic permutations
of operators inside it, the conductivity reads
σij =
e2
V ~ω
∫ ∞
0
dτ ei(ω+iΓ/~)τTr {ρˆ0[vˆIi (τ), vˆj ]}+
ine2
mω
δij .
(C10)
Positive Γ in the exponential ensures convergence and in
clean systems, it can be set to zero at the end of the cal-
culation. Without further discussing this step here,66 we
replace this auxiliary Γ by the estimated spectral broad-
ening (taken to be 100 meV as already mentioned).
With the knowledge of the complete set of eigenstates,
Hˆ|a,~k〉 = Ea~k|a,~k〉, conductivity of Eq. (C10) can be
rewritten64 as
ie2
V ω
∑
a,b,~k
(
fa~k − fb~k
) vab~ki vba~kj
~(ω + iΓ/~)− (Eb~k − Ea~k)
+
ine2
mω
δij
(C11)
where fa~k ≡ f(Ea~k) is the Fermi-Dirac function (encoded
in ρˆ0). The first term diverges as ω → 0 but the diver-
gent part can be separated using identity 1/~ω(~ω+x) =
[1/~ω−1/(~ω+x)]/x and the first of these two terms pre-
cisely cancels the second term in Eq. (C10) which stems
from the gauge current ~J2. The Kubo formula for con-
ductivity is therefore
σij = − i~e
2
V
∑
a,b
(
fa~k − fb~k
Ea~k − Eb~k + iΓ
)
vab
~k
i v
ba~k
j
~ω + iΓ− (Eb~k − Ea~k)
(C12)
which is identical to Eq. (C4). In a perfect crystal, ~k
is a good quantum number and only dipole transitions
between empty and filled bands are allowed. In other
words, dipole matrix element (vab) is diagonal with re-
spect to ~k. In such a case, Γ → 0 limit can easily be
taken and conventional expression for optical conductiv-
ity in semiconductors and insulators results. To model
(Ga,Mn)As which is strongly disordered, we take a finite
value of Γ as stated below Eq. (C3).
Note that Eq. (C12) contains only interband (a 6= b)
terms. To derive the intraband conductivity σintrajl , more
careful treatment of the |~q| → 0 limit is required. We
arrive, for a = b, at a formula similar to Eq. (C12)
where the first fraction after the summation symbol is
replaced65 by ∂fa~k/∂Ea~k and
σintrajj =
i~e2
V
∑
a,~k
(
− ∂fa~k
∂Ea~k
) |vaa~kj |2
~ω + iΓ
=
∑
a
σj,a0
1− i~ω/Γ
(C13)
where σj,a0 is the dc conductivity of band n as in Eq. (C3).
If ~/Γ is replaced by relaxation time τ , this turns into
a more familiar form of the Drude formula, giving Γ a
straightforward physical interpretation. Eq. (C13) is of-
ten written in terms of single-particle Green’s functions,
which is useful for perturbative treatment of disorder.
Appendix D: From conductivity to the Voigt effect
in reflection
Typical σ‖, σ⊥ as of Eq. (2) are shown in Fig. 11(a,b)
(real and imaginary parts). Angle θ (and similarly ψ) is
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FIG. 11. Conductivities σxx, σyy = σzz and σyz (magnetiza-
tion along xˆ) corresponding to p = 1 nm−3 and x = 5%. (a)
Real and (b) imaginary part of the interband conductivities
according to Eq. (C4), intraband (Drude) part is also shown.
Note that the off-diagonal conductivity is magnified by a fac-
tor of 5. (c/d) Real/imaginary part of the difference between
diagonal components. The relatively small (Re σyz)
2/σb and
(Im σyz)
2/σb with σb = 1500 (Ω · cm)−1 are also shown in
panels (c) and (d).
according to Eq. (A8) related to their difference σ‖ − σ⊥
and we therefore also plot this quantity. Some spectral
features of Fig. 4a can be seen in Fig. 11c (Re σ‖ − σ⊥)
and Fig. 11d (Im σ‖ − σ⊥) but their relationship is not
straightforward.
Once the optical conductivities σ‖(ω) and σ⊥(ω) are
known, effective permittivity and refractive indices can
be calculated using Eq. (3)
n2‖ = µε
‖
eff = µ(εb +
iσ||
ω
), n2⊥ ≈ µε⊥eff = µ(εb +
iσ⊥
ω
)
(D1)
where µ is the relative permeability which we take µ =
1. The ε2yz/εzz term contributing to n⊥ according to
Eq. (A7) can be neglected:39 diagonal components of per-
mittivity are dominated by the background εb and this
large value causes σyz/σ
2
b (with σb = 1500 (Ω · cm)−1 ap-
propriate for εb ≈ 10.9) to be small compared to σ‖−σ⊥
as shown in the lower panels of Fig. 11. Since both
real and imaginary parts of n‖ and n⊥ differ, mean-
ing that both (magnetic linear) birefringence and dichro-
ism is present in our system, let us consider an illustra-
tive example of how MLD and MLB individually influ-
ence the resultant θ. Assume that εxx = 11.60 + 0.70i
and εzz = 11.61 + 0.71i; this is inspired by values in
Fig. 11 and it would correspond to σ ≈ 100 (Ω · cm)−1
at ~ω = 1 eV and |σxx−σzz| of the order of 1 (Ω · cm)−1.
The rotation θ ≈ Re χ, as given by Eq. (6), will be
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FIG. 12. Rotation for a sample with p = 0.4 nm−3, x = 5%
and d = 20 nm in three situations: transmission (i.e. Voigt
effect), reflection from a thick layer (d → ∞) and geometry
of our measurements (labelled ’full’). Note that the dashed
curve is downscaled by a factor of 10 in the range ~ω < 1.5 eV.
0.151 mrad if reflection on an infinitely thick (Ga,Mn)As
layer is considered, corresponding to Eq. (4). Now con-
sider pure MLD situation: εxx = 11.60 + 0.70i and
εzz = 11.60 + 0.71i would give θ = 0.009 mrad. On the
other hand, εxx = 11.60 + 0.70i and εzz = 11.61 + 0.70i
(pure MLB) results in θ = 0.142 mrad. It is clear that
both MLD and MLB can significantly contribute to the
spectra of rotation of the Voigt effect in reflection.
Taking into account the effect of the substrate as in
Fig. 3 and Eq. (5) of Ref. 5, (Ga,Mn)As refractive index
n leads to the reflection coefficient
r(n) =
(ns − 1) cos(kd)− i(n− ns/n) sin(kd)
(ns + 1) cos(kd)− i(n+ ns/n) sin(kd) . (D2)
Using Eqs. (D1,D2) we get r(n‖) and r(n⊥) that can be
inserted into Eq. (5) and we finally obtain the rotation
and ellipticity θ, ψ. Multiple reflections in a (Ga,Mn)As
layer are taken into account in Eq. (D2), the complex
k = nω/c, the layer has a finite thickness d and it is sand-
wiched between vacuum and GaAs substrate with refrac-
tive indices 1 and ns =
√
εb + iσGaAs/ωε0, respectively.
As it was explained below Eq. (3), we use ω-dependent
εb which, together with intrinsic GaAs ac conductivity
σGaAs(ω) calculated from Eq. (C4), reproduces experi-
mentally known refractive index of GaAs. This seem-
ingly over-cautious method of determining ns is impor-
tant for maintaining the consistency of our optical model
in Eq. (D2). It guarantees that in the x → 0, p → 0
limit applied to our (Ga,Mn)As layer, reflection from the
layer/substrate interface will be zero.
Indeed, multilayer optical properties significantly in-
fluence the final form of the spectra (experimentally,
thickness-dependence of θ at ~ω = 1.58 eV was stud-
ied by Al-Qadi et al. in Ref. 68). Fig. 12 shows that
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differences between the transmission and reflection Voigt
effect experiments could be significant, yet the spectral
features (and their position in particular) remain to some
extent unaffected. For example, peak α is somewhat
suppressed in pure reflection (dashed curve in Fig. 12)
that would correspond to an experiment with a thick
layer (d → ∞). Features β, γ in the sub-gap energy
range would, however, be order of magnitude larger in
pure reflection. A hypothetical experiment measuring
transmission (including multireflections) through a thin
(d = 20 nm) layer would give the Voigt effect as shown
by the dotted curve where, roughly speaking, the spec-
trum only changes the overall sign. Multiple reflections
between the substrate-sample and air-sample interfaces
substantially modify the spectra although their effect
may even be somewhat exaggerated in our model. Based
on an estimate Re σxx = Im σxx = 200 (Ω · cm)−1 at
~ω = 1 eV (compare Fig. 11), we obtain index of refrac-
tion n ≈ 1.2 and therefore a large reflection coefficient at
the substrate/sample interface. With absorption coeffi-
cients α(ω) ∼ 10000 cm−1, i.e. αd ≈ 0.01 1, the wave
will be (in our model) able to travel many times through
the sample. Experimental comparison of the effect in
samples with different thicknesses however suggests that
both αd is larger and the sample/substrate contrast is
lower (n/ns closer to one).
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