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Figure 1: Left: Example of micro-excavation of a cremation urn. Right: the mixed reality environment designed in an archaeological context
enables visualization inside a cremation urn.
Abstract
In the context of archaeology, most of the time, micro-excavation for the study of furniture (metal, ceramics...) or archaeolog-
ical context (incineration, bulk sampling) is performed without complete knowledge of the internal content, with the risk of
damaging nested artefacts during the process. The use of medical imaging coupled with digital 3D technologies, has led to
significant breakthroughs by allowing to refine the reading of complex artifacts. However, archaeologists may have difficulties
in constructing a mental image in 3 dimensions from the axial and longitudinal sections obtained during medical imaging, and
in the same way to visualize and manipulate a complex 3D object on screen, and an inability to simultaneously manipulate
and analyze a 3D image, and a real object. Thereby, if digital technologies allow a 3D visualization (stereoscopic screen, VR
headset ...), they are not without limiting the natural, intuitive and direct 3D perception of the archaeologist on the material or
context being studied.
We therefore propose a visualization system based on optical see-through augmented reality that associates real visualization of
archaeological material with data from medical imaging. This represents a relevant approach for composite or corroded objects
or contexts associating several objects such as cremations. The results presented in the paper identify adequate visualization
modalities to allow archaeologist to estimate, with an acceptable error, the position of an internal element in a particular
archaeological material, an Iron-Age cremation block inside a urn.
CCS Concepts
• Human-centered computing → Virtual reality; • Applied computing → Archaeology;
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1. Introduction
The aim of the study presented in this manuscript is to propose a
visualization system for archaeologists, and to evaluate its feasibil-
ity, its ergonomics, and the quality of visualization in 3D for anal-
ysis operations of incinerations. Such operations cover the identi-
fication of objects or bones, but also the measure of their density
in the block and the observation of their fragmentation as well as
their spatial relations. To do this, the questions of spatial percep-
tion are significant: the perception of depth, the location of data
and object relations are relevant key elements. The user must have
a good spatial perception in the sense of the sensory ability to col-
lect maximum information on the positions of objects in the global
space (size, distance, plans); as well as a good visualization which
is the ability to identify the constituents of a local object (nature,
measure, and shape). While the question of precision (in the metric
sense) is inherent to these questions, it can not be the sole criterion
of evaluation.
This problematic can be compared to medical concerns where
some surgery operations require an accurate internal visualiza-
tion to guide the surgeon. Augmented reality approaches are in-
tensively investigated in this domain to improve surgery proce-
dures [PNL∗16, KBA∗16, HKC∗16] by displaying mixed render-
ings of real images and digital data on a 2D screen [CPB∗14,
HDP∗13] or on a stereoscopic display [LISD10], or by adding
visual clues directly on the patient’s body either with projec-
tive AR [Hes10], [VPB∗11] or with video see-through systems
[SKBJR01, WSY∗16].
2. Related work
X-ray vision that user can see the inside of the object is a popu-
lar research topic in Augmented Reality with specific challenges,
as pointed out in [LDST13]. One of the popular methods is to cre-
ate a virtual window (cutaway) on the real object surface and dis-
play only the inner object through this window [FAD02, SMK∗09,
SBMHN06] with video see-through systems. This method can im-
prove observers’ depth perception in AR. Livingston et al., in
[LSG∗03], utilized mobile AR in an urban environment and also
conducted a user study to determine which drawing style and opac-
ity settings best express occlusion relationships among far-field
objects. Bichlmeier et al., [BWHN07], modified the real surface
to be semi-transparent and then visualized the virtual object as
though the observer viewed it through the semi-transparent area,
using a video-see-through system. Another method that uses trans-
parent surface with enhanced saliency information is presented in
[KVZ∗13].
In archaeology, approaches based on virtual reality, mixed re-
ality or augmented reality are increasingly used in scientific pro-
cesses. Virtual archaeology was first introduced by Reilly in 1990
and was initially presented for excavation recording and virtual re-
excavation using multimedia technologies. In a similar way, Kras-
niewicz, [Kra00], proposed a 360 visualization infrastructure to
help archaeologists in their research work. Augmented and mixed
reality are widely used for cultural heritage valorization but re-
main seldom used for scientific purposes. On an archaeological
site, during excavation operations, different types of archaeologi-
cal material can be discovered, such as ceramics, metallic aggre-
gates, and funeral material. Such material is difficult to analyze in-
situ and is sent to a laboratory for extended analysis. Advanced
image techniques such as MRI and CT scan provide internal view-
ing of the material that helps to identify the internal content and
to optimize the preparation of the excavation, as pointed out in the
works [SERPS10], and [NGT∗18]. But this kind of image use re-
mains still in a limited proportion due to the difficulties of carry-
ing this type of analysis on a large scale with appropriate access
to equipment and trained personnel, and for exploiting the obtained
digital data. Furthermore, the mapping between the 2D data and the
actual material requires a mental exercise for the practitioner that is
not straightforward and can induce some mistakes in the evaluation
of the internal spatial structure of the archaeological material.
In this paper, we compare different see-inside methods [OKM15,
GOMC17] which overlays a virtual random-dot mask on the sur-
face of a real object in a stereoscopic AR environment. Otsuki et al.
[OKM15] have studied about the effectiveness of their method by
comparing other typical methods (e.g. cut-away, semi-transparent)
using simple and flat surfaces, with a video-see-through system. In
particular, they observed that although semi-transparent mask also
seemed to achieve a greater score than the cut-away and without
mask conditions, there was no significant difference. Some partic-
ipants of their experiments commented that semi-transparent mask
did not markedly assist them in determining whether the circle was
behind or in front of the mask. Ghasemi et al. [GOMC17] inves-
tigated the design principal of the mask, and surface information
preservation using textured flat surfaces. We extend this method to
more complex-shaped 3D objects and aims to evaluate the effec-
tiveness under the particular situation assumed the practical usage;
physical excavation of archaeological material.
3. Context of the work
3.1. Motivation of the work
Incinerated human remains can be grouped in urns of various ma-
terials or deposited directly in the ground. In recent years cinerary
deposits have been perceived as a small-scale archaeological con-
text as presented in [SMLG15], and [McK13]. This new status in-
duced the implementation of protocols of search and registration
with reasoned disassembly and segmentation in a series of passes.
The result is a well-established protocol where, through method-
ical excavation in laboratory (see Figure2), bones and any other
artifacts are released, in order to identify and characterize compo-
nents, to detect funeral gestures, and to restitute the external form
of the deposit.
These excavation operations are accompanied by systematic
graphical and photographical records to document the successive
dismantling and spatialize the different artifacts. With this proto-
col, the visualization of the cluster in its entirety is impossible and
the spatial visualization limited to the various successive slices and
disassemblies. The anthropologist must therefore make a mental
reconstruction work or have recourse to drawing to apprehend the
cluster in its integrity, with a great difficulty to identify wall effects
able to reveal the presence of a perishable content, or perishable
items in the cluster. It also becomes very difficult to compare sev-
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eral incinerations with each other. The excavation protocol of a fu-
neral urn container is applied regardless of whether it is empty or
the interesting part is grouped in a limited portion of the receptacle.
These operations last several days for each block.
The block sampling of cinerary deposits for laboratory exca-
vation enables the use of CT scan [PPMN15]. This process al-
lows non-destructive access to the internal structure of objects,
and immediacy of information such as nature, quantity, location
of remains, or traces of biological activities. Upstream of the ex-
cavation, the imagery allows the implementation of a suitable
protocol, and the planned organization of conservative measures
[RCD∗15, JPK∗06]. Archaeologists emphasize the value of this
tool, citing the saving of time, the predictability of the excavation,
and the possibility of visual “feedback” during excavation.
Figure 3: Top Left: Cremation urn F42A. Top, middle and right:
slice views from CT scan. Bottom: Volume rendering of the content
of the F42A cremation.
4. Method
The goal of the experiment is to explore how augmented reality can
help a user for the spatial localization of an element inside archaeo-
logical material. The procedure designed for the experiment aims to
reproduce a relevant situation of work with respect to the archaeo-
logical processes for the preparation of an excavation in laboratory.
4.1. Material
4.1.1. Digital data
The urn was digitized using a Siemens SOMATOM sensation 16
CT scan and the resulting data was used to produce two different
3D data, a 3D model of the urn and its content, and a physical 3D
printed copy of the external surface of the urn. Technical parame-
ters for the scan were 120 kV, 350 mAS, with a 512x512 matrix and
a field of view of 320mm x 320 mm, resulting in a resolution of 625,
and thickness of 1mm. We worked in an extended Hounsfield scale
(from -10.000 to +40.000), to get a finer view of the metallic ob-
jects. The 3D model of the urn is composed of three meshes of dif-
ferent colors, generated using Osirix software , and post-processed
using Blender and Meshlab. The first mesh, for the metallic parts,
corresponds to the points whose radio-density is between 4500 and
10950, the second mesh, for the urn shape and sediments, between
700 and 1300, and the last mesh, for the bones parts, between 1600
and 2300. The 3D printing of the urn shape was printed on a Maker-
bot Replicator 2x, in two pieces, at 1:1 scale, with ivory ABS.
4.1.2. Apparatus
This experiment was conducted with a HoloLens, a mixed reality
optical see-through headset to overlap the virtual 3D model to the
3D printing. The application was implemented with Unity 5.5.0f3
game engine using DirectX 11 rendering mode for x86 architec-
ture. It was built for HoloLens with Visual Studio 15 Pro with UWP
support on a Windows 10 computer. Performance wise, the demon-
strator frame rate fluctuates from 20 to 30 fps with around 315k
triangles displayed while looking at the urn on a 1268x720 px res-
olution.
Figure 2: Micro-excavation of a cremation block in a funeral 
urn. c© I. Le Goff (Inrap)
3.2. Contribution of the work
Our work contributes with an optical see-through augmented re-
ality framework, based on CT scan data, designed specifically to 
support archaeological study process. More precisely, we prefer 
to designate our framework as mixed reality as it combines at the 
same level a physical representation of archaeological material and 
a digital 3D representation of internal elements of this material. We 
present an evaluation of the efficiency of such system for archaeo-
logical studies. For this purpose, archaeologists were associated all 
along the project in order to design, and evaluate the mixed reality 
system.
Our work was performed in the context of a multidisci-
plinary collaboration between archaeologists and computer scien-
tists started several years ago, with the aim to propose and design 
new tools and new practices for archaeologists, based on 3D tech-
nologies. The work was mainly driven by questions raised by ar-
chaeologists during the study of an Iron Age cremation urn.
3.3. Archaeological context
The archaeological material considered in this study comes from 
an Iron Age site housing ten cremation burials containing pottery 
vessels, excavated in 2014. The exceptional state of preservation of 
some of these cremations prompted archaeologists to use CT scan 
to analyze their contents. In some case, a number of metal objects 
were highlighted as in the F42A cremation (see Figure 3) con-
taining a fibula and a knife blade. This particular urn, revealing an 
exceptional content has been completely dismantled to extract the 
artifacts. Its dimensions were 23x25x14 cm. These characteristics 
motivated the choice of this material for our study.
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4.2. Visualization method
The optical see-through augmented reality system superimposes
a rendering of the content of the funeral urn on a 3D print-
ing of the external shape of the urn. We implemented different
visualization metaphors, using virtual random-dot mask (RDM)
[OKM15, GOMC17], and semi-transparent rendering, as the pre-
vious results on simpler contexts were promising. The RDM con-
veys to the observers the illusion of observing the inside through
many small holes by showing the virtual objects in the non-dots
area and showing the original surface in the dots area. While the
number of elements inside the urn provides important depth cues,
we think it is important to confirm whether the RDM remains ef-
fective in this case. Furthermore, because we have no knowledge
whether the RDM is effective for 3D complex virtual object, we
need to check various parameters. The variation of RDM methods
is defined by a combination of 3 parameters which are dot density
(25%, 50%), dot opacity (50%, 100%), and dot point size based
on mask diameter (1/40 and 1/60 of the mask size). The texture of
the dots area is the same as the texture of the surface of the urn.
In order to validate the effectiveness of RDM method, we added
a “no-dot” mask (NDM) display method, where the mask is ren-
dered either completely transparent, either semi-transparent by al-
pha blending with an opacity of 50%. In both RDM and NDM,
the objects inside the urn are displayed through a 10 cm diameter
disk projected on the surface of the urn. The position of the mask
is placed according to user’s head orientation and centered on his
viewpoint. Finally, in order to verify if the characteristics of shape
and content of the urn were sufficient to carry enough depth cue
for the user, we added a whole content display method where the
content of the urn is rendered either directly, either through a semi-
transparent rendering of the surface of the urn. We obtain a total
of twelve different variations of the methods, each represented by
a group Id starting with the value 0. The first eight groups cor-
respond to the RDM groups characterized with their 3 parame-
ters (dot opacity, dot density, dot size) as follow: 0(50,50,1/40),
1(50,50,1/60), 2(50,25,1/40), 3(50,25,1/60), 4(100,50,1/40),
5(100,50,1/60), 6(100,25,1/40), 7(100,25,1/60). The groups 8
and 9 correspond respectively to the with whole content display
with semi-transparent surface and no surface. The groups 10 and
11 correspond respectively to the NDM group with transparent and
semi-transparent masks. Some examples are shown in Figure 4.
The element to locate inside the urn is represented by a green
sphere of diameter 5mm. This size corresponds to the average size
of bones fragments. The color of the sphere was chosen to easily
detect its position inside the urn. In order to define the possible
positions of the target element, we considered a parallelepiped of
5.3x3x6.6 cm. The possible positions are defined as the eight ver-
tices, the six centers of faces, the twelve centers of edges and the
center of the parallelepiped, resulting in 27 possible positions (Fig-
ure 5).
4.3. Procedure
The procedure was designed in collaboration with an archaeologist
to simulate a scenario where an anthropologist wants to see inside
some material of study and try to locate one particular element. The
global workflow of the experiment is organized in three phases, a
Figure 4: Four different visualization modalities corresponding to
variation 1, 5, 8 and 9.
Figure 5: All possible target positions.
calibration phase, a tutorial phase and an experimental phase, pre-
sented thereafter.
The starting position of the participant, the relative position of
the urn with respect to the participant, and the circular trajectory
of the participant around the urn were the same in order to obtain
comparable data (Figure 6).
Figure 6: The participant performs one iteration of the experimen-
tation and turns around the urn to localize the target. The starting
and final position are materialized on the floor.
Calibration phase: Before the experimentation, we adjusted the
urn height based on the participant elbow height with a tripod sup-
port, so the angle while looking at the urn would stay in the same
range of values (Figure 7, left). To match the position of the 3D
model on the 3D printing, we used hand position recognized by
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HoloLens and a basic GUI for small translation and scale offset.
3D printing urn rotation was similar for all participants.
Figure 7: Left: Calibration of the urn height relative to the user’s
elbow. Right: Movement of the user during the experiment.
Tutorial phase: 6 iterations of the experimentation with differ-
ent visualization methods were proposed to the participants in order
to familiarize them with the process.
Experimentation phase: The experimentation phase itself was a
repetition of the same task with a variation of different parameters.
The iterative task to be performed by the participant was divided
in two steps. First, a localization step where the participant had to
search for a target inside the 3D model of the urn and, second, an
estimation step where the participant had to estimate the position of
the target step. Participants started on a mark on the ground. They
were asked to turn around the urn clockwise while looking for the
target inside the urn through the current visualization method and
then to come back at the mark to estimate the position of the target
(Figure 6, Figure 7, right, and Figure 8, left). During the estimation
of the position, all objects inside the urn were hidden including
the target, and the surface was rendered semi transparently. The
participant started by setting the depth of the vertical plane with
their hand (figure 8, middle). Once the position of the plan was
validated, the participant placed a point on this plane using headset
orientation (figure 8, right). The participant used HoloLens clicker
for all interactions, such as validation of an action or activation of
a menu button. In the event of a manipulation error, it was possible
to enter the input again.
added this constraint because in our procedure, the user completely
turn around the urn, so we expect the variations on X-axis (front
to behind) and Z-axis (right to left) to be less significant than the
variation on Y-axis (top to bottom). The overall sequence of itera-
tions was randomly defined per participant. The dependent variable
of the experiment was the error of the localization of the target de-
fined as the distance between the center of the target sphere and the
center of its estimated position.
4.4. Recorded data
As the experiment relies on a spatial perception of the user, we
decided to evaluate the 3D perception of each participant with a
short Vandenberg and Kuse mental rotation test composed of 12
questions to answer over a period of 3 minutes [VK78]. This test
is based on 2D representations of rotations on 3D data. As archae-
ologists often work on 2D representations of their volume data, it
is important to have a measure of the participants’ spatial percep-
tion through 2D representation. We expect that archaeologists used
to the gymnastic of this 2D/3D correlation should be comfortable
with the spatial representation proposed in this work. At the end of
the experiment, participants had to fill a questionnaire in order to
gather subjective information about the level of localizability of the
target considering each type of mask (7-Likert scale questionnaire).
All participants data were recorded at the end of each iteration in
two distinct files, one for processed data, like time spent, traveled
distance, visualization method parameters and the position of the
participant relative to the urn and the estimated target position, and
another one for raw data like head position and rotation at any time
during a iteration.
4.5. Hypotheses
According to the repetition of the target in the urn, we expect that
the estimated position of the target is closer to its actual position
than to the neighboring positions. So we expect an acceptable accu-
racy of less than 3 cm which is the minimal distance between two
possible positions. We expect the RDM method to provide depth
cues that help the user to estimate the position of the target within
the urn. Archaeologists often have to correlate volume material and
2D representation. As the estimation of the position of the target is
related to the ability of the user to spot the target within the volume
of the urn, we expect that his/her spatial perception ability on a 2D
representation will have an impact on the accuracy of the estima-
tion.
Our hypotheses considering the design of the experiment were:
[H1] Mean error is lower than 3cm for our use case. [H2] Lower
error for random-dot mask (RDM) visualization methods. [H3]
Lower error for people with a better spatial perception.
4.6. Participants
16 people participated in the experiment (4 Female, 12 Male), aged
between 20 and 47 (x̄ = 26.4;σ = 6.6). Participants took on aver-
age 45 minutes to perform the experiment. All participants were
informed about the procedure of the experiment and gave their in-
formed consent without retribution.
Figure 8: Left : Random dot-mask rendered on the 3D printed urn. 
Middle: cut plane moved with hand position. Right : Point on cut 
plane moved with head orientation.
Iteration steps During the experimentation, we performed 6 rep-
etitions per visualization method (6x12=72 iterations) with a con-
strained random position of the target among the 27 possible po-
sitions for each iteration. The constraint applied to the distribution 
of the targets was to have among the 6 iterations of a visualiza-
tion method, 2 positions in the top 3x3 square, 2 positions in the 
middle 3x3 square, and 2 positions in the bottom 3x3 square. We
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5. Results
A Shapiro-Wilk test was performed to evaluate whether data fol-
low a normal distribution. As the result showed significant at the
5% level we analyzed the results with a Friedman non-parametric
test and post-hoc Wilcoxon signed-rank tests was conducted with
a Bonferroni correction applied. The dependent variables analyzed
were the distance between the estimated position and the actual po-
sition of the target (error), the time to locate the target, the position
of the target on xyz axes and the result of the questionnaires.
5.1. Effect of the visualization method on error
There was a statistically significant difference in error depend-
ing on which visualization method was used χ2(11) = 26.38, p =
0.0057. Post-hoc analysis was conducted with a Bonferroni correc-
tion applied, resulting in a significance level set at p < 0.00076.
There were no significant differences in all 66 pairs tested. Thus
we cannot conclude that visualization methods significantly impact
the error even if there is a difference between some groups. The
results are presented in Figure 9.
Figure 9: Error for each visualization method.
5.2. Effect of target axes on error
As we collected positions of the target on all the axis thanks to the
repartition of the positions, we can look for effect on each axis in-
dependently. There was no statistically significant difference in the
error depending target X offset χ2(2) = 3.88, p = 0.14 and target Z
offset 2(2) = 4.88, p = 0.087. Post-hoc analysis was conducted with
a Bonferroni correction applied, resulting in a significance level
set at p < 0.017. Medians (IQR) error for the target negative (lower
layer), null (middle layer) and positive (higher layer) Y offsets were
3.1 (2.6 to 4.2), 2.6 (2.20 to 2.8) and 2.29 (1.9 to 2.6) cm, respec-
tively. There was no significant difference between the positive and
the null offsets (Z = −1.913, p = 0.056). However there were a
statistically significant difference in the negative Y offset against
the positive Y offset (Z =−3.154, p = 0,0016) and in the negative
Y offset against the null Y offset (Z = −3.156, p = 0,0004). The
results are presented in Figure 10.
5.2.1. Effect of spatial perception on error
The Vandenberg and Kuse mental rotation test score [VK78] was
used as a spatial perception performance indicator. A significant
regression equation between the spatial perception and the error
of the localization, presented in figure 11, was found (F(1,13) =
Figure 10: Error for each axis target offset.
10.189, p = 0.007), with a R2 of 0.439: Participants’ predicted er-
ror is equal to 3.6− 0.2(PS)cm when PS is the perception score
(number of points in the Vandenberg and Kuse test).
Figure 11: Regression of mean error by perception score.
5.3. Questionnaires
Participants were asked to evaluate for each method how conve-
nient was the method to find the target, to estimate the position of
the target and to perform the task in general. The rating used a 7-
Likert scale where 1 meant the method described was bad and 7
meant that the method described was good for the given question.
As illustrated in figure 12, participants widely preferred visualiza-
tion method without mask (Group 8-11). They did not find RDM
methods (Group 0-7) convenient, especially with high density and
opacity values which get negatives feedback mostly because it was
harder to see inside the object with these methods.
6. Discussion
We measured a mean error value of 2.67cm (σ = 1.53cm), which
match our expectation to locate the small target, and validate the
hypothesis [H1]. The procedure allows to locate the position of the
target with an acceptable error with respect to the usage. In our us-
age case, RDM visualization method do not improve error or speed
compared to other visualization methods, invalidating hypothesis
[H2]. Our data show that the different visualization methods based
on random-dot masks do not impact error. This can be explained by
a major difference in the protocol of the experiment where partic-
ipants could turn around the urn, with respect to the protocol used
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past the phase of handling the material, is very intuitive and allows
to analyze a cinerary urn, with the possibility of associating other
related tasks such as taking notes, but also to share the user’s visu-
alization to third parties via the video feedback of the user’s point
of view. If in use the system is intuitive, it nevertheless has some
defects inherent in the apparatus that were noticeable during the
test such as the care of the interface, or the weight of glasses during
extended use, which only have an impact at the margin compared to
the interest of this type of visualization. While the arbitrary texture
associated with the meshes cannot allow to determine the nature
of the objects, the relevance of the visualization of their shape and
scale is most often sufficient to express important preliminary ob-
servations.
The gain of a 3D visualization of the interior of an incineration
before any manual intervention via the cuts or the reconstructions
by the tomodensitometry is already of a great interest. In the case
of incineration in a container, the first information delivered by the
CT scan of cinerary deposits is the state of conservation of the urn:
it is possible to see the internal deformations of the vessel (sedi-
mentary pressure), the fragmentations and cracking and to measure
the impact on the integrity of the deposit itself.
The radiographic procedure makes it possible to immediately
understand the level of bone filling in the urn, its appearance on
the surface and to identify, in a very precise manner, bioturbations
(roots, biological activities of earthworms, etc.). But the possibility
of associating the real (cinerary urn) and 3D models from recon-
struction is perceived by the archaeologist user as a revolution. In
addition to the experimentation, the system was presented to ar-
chaeologists expert in the study of such material. They confirmed
the good spatial perception and were able to precisely identify 8
different plans of depth, i.e. to differentiate up to 8 elements one
behind the other, within the urn, to correctly locate the different
artefacts and evaluate the distance between them.
The experimentation was meant to evaluate the estimation of the
position of some element inside the archaeological material. Fur-
ther investigations are required to evaluate the efficiency of the sys-
tem in an actual micro-excavation process, with an emphasis on the
analysis of the internal content, and of the spatial organization of
the elements.
7. Conclusions
The experiment presented in this paper explored different modali-
ties of visualization of the internal structure of archaeological ma-
terial, based on mixed reality, in order to evaluate their efficiency
in the context of a work process such as a micro-excavation.The
mixed reality based method allowed to superimpose 3D models of
the interior of the material, obtained by CT scan, on a 1:1 copy of
the real urn, and offered the archaeologist a vision in transparency
of the object.
The different modalities of visualization proposed to the partic-
ipants did not differ significantly in term of performance. How-
ever, in term of comfort and efficiency, the participants preferred
the modalities offering the most complete visualization of inside
the urn.
The resulting visualization method appears to be accurate
Figure 12: Rating for each visualisation method.
in [OKM15] where they remained seated. Therefore, in our experi-
ment, participants could use the motion parallax cues and perceived 
the depth more easily than the case of the previous experiment. Fur-
thermore, the different bones fragments and objects present inside 
the urn, and the irregular shape of the urn, gave many cues on the 
spatial localization of the target. The regression equation brought 
out between error and spatial perception shows that participant spa-
tial perception has a positive impact on the error and thus validates 
the hypothesis [H3].
Due to lack of space we presented the most significant results 
with respect to the focus of the experiment. We also measured the 
time of each iteration, which revealed a better efficiency for groups 
8 and 9 that provide a better overall view of the urn and its content.
We were able to notice some drawbacks of the apparatus used 
during the experiment. Even with ground markings, participants 
didn’t reposition themselves on the same exact spot each time, 
mostly because their attention was too focused on the urn look-
ing for the target. The holograms virtual model displayed by the 
HoloLens tends to drift (up to 2cm) while moving due to limita-
tions in the tracking of the HoloLens. We were asking participants 
to reposition 3D printed urn to fit the 3D model one when an offset 
appeared during a pause moment between two iterations. In order to 
improve the usability of the method, the system has to integrate au-
tomated calibration and tracking with respect to the real object. The 
HoloLens tracking system could handle this feature, but at the cost 
of a loss of performance. A better solution would be to integrate an 
additional external optical tracking system that communicates with 
the HoloLens.
The optimal zone to display holograms with the HoloLens is be-
tween 1.25 and 5 meters. However, due to the nature of the ex-
periment, participants were most of the time closer than these val-
ues and were on average at 56,6 cm from the urn (σ = 6,9cm). It 
is also recommended to aim for 60 fps to minimize latency and 
improve participant experience, but our framerate application re-
mained capped at 30 fps despite many optimizations. Those limita-
tions may have magnified visual artefacts reported by some partic-
ipants like dot flickering with random-dot mask methods.
From the "archaeologist" user’s point of view the test is partic-
ularly conclusive. The AR system is perfectly adapted to the case 
of use: to see what is invisible because hidden inside another ob-
ject (here bones and metal furniture inside a funerary urn). The use,
Ronan Gaugne & Théophane Nicolas & Quentin Petit & Mai Otsuki & Valérie Gouranton / Mixed Reality in Archaeology
enough to envisage the possibility of carrying out technical exca-
vation procedures (removing sediment, bones or other) on a "real"
cinerary urn. It allows an analysis in 3D, and can also guide ar-
chaeologists in search and excavation operations through virtual
enhancement. Nevertheless, further works are required to use the
system in accompaniment of an actual excavation. A video of this
work is available at https://vimeo.com/349677053.
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