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Abstract. We describe the fundamental constructions and properties of determinantal probability
measures and point processes, giving streamlined proofs. We illustrate these with some important
examples. We pose several general questions and conjectures.
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1. Introduction
Determinantal point processes were originally defined by Macchi [39] in physics. Starting in
the 1990s, determinantal probability began to flourish as examples appeared in numerous
parts of mathematics [51, 28, 8]. Recently, applications to machine learning have appeared
[32].
A discrete determinantal probability measure is one whose elementary cylinder probabil-
ities are given by determinants. More specifically, suppose that E is a finite or countable set
and that Q is an E × E matrix. For a subset A ⊆ E, let Q↾A denote the submatrix of Q
whose rows and columns are indexed by A. If S is a random subset of E with the property
that for all finite A ⊆ E, we have
P[A ⊆ S] = det(Q↾A) , (1.1)
then we call P a determinantal probability measure. The inclusion-exclusion principle in
combination with (1.1) yields the probability of each elementary cylinder event. Therefore,
for every Q, there is at most one probability measure, to be denoted PQ, on subsets of E
that satisfies (1.1). Conversely, it is known (see, e.g., [33]) that there is a determinantal
probability measure corresponding to Q if Q is the matrix of a positive contraction on ℓ2(E)
(in the standard orthonormal basis).
∗Partially supported by NSF grant DMS-1007244.
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Technicalities are required even to define the corresponding concept of determinantal
point process for E being Euclidean space or a more general space. We present a virtually
complete development of their basic properties in a way that minimizes such technicalities by
adapting the approach of [33] from the discrete case. In addition, we use an idea of Goldman
[21] to deduce properties of the general case from corresponding properties in the discrete
case.
Space limitations prevent mention of most of what is known in determinantal probability
theory, which pertains largely to the analysis of specific examples. We focus instead on some
of the basic properties that hold for all determinantal processes and on some intriguing open
questions.
2. Discrete Basics
Let E be a denumerable set.
We identify a subset of E with an element of {0, 1}E = 2E in the usual way. There
are several approaches to prove the basic existence results and identities for determinantal
probability measures. We sketch the one used by [33]. This depends on understanding first
the case where Q is the matrix of an orthogonal projection. It also relies on exterior algebra
so that the existence becomes immediate.
Any unit vector v in a Hilbert space with orthonormal basis E gives a probability measure
Pv on E, namely, Pv
({e}) := |(v, e)|2 for e ∈ E. Applying this simple idea to multivectors
instead, we obtain the probability measures PH associated to orthogonal projections PH .
We refer to [33] for details not given here.
2.1. Exterior Algebra. Identify E with the standard orthonormal basis of the real
or complex Hilbert space ℓ2(E). For k ≥ 1, let Ek denote a collection of ordered k-element
subsets of E such that each k-element subset of E appears exactly once in Ek in some
ordering. Define
ΛkE :=
∧k
ℓ2(E) := ℓ2
({
e1 ∧ · · · ∧ ek ; 〈e1, . . . , ek〉 ∈ Ek
})
.
If k > |E|, then Ek = ∅ and ΛkE = {0}. We also define Λ0E to be the scalar field, R or C.
The elements of ΛkE are called multivectors of rank k, or k-vectors for short. We then
define the exterior (or wedge) product of multivectors in the usual alternating multilinear
way:
∧k
i=1 eσ(i) = (−1)σ
∧k
i=1 ei for any permutation σ ∈ Sym(k), and
k∧
i=1
∑
e∈E′
ai(e)e =
∑
e1,...,ek∈E′
k∏
j=1
aj(ej)
k∧
i=1
ei
for any scalars ai(e) (i ∈ [1, k], e ∈ E′) and any finite E′ ⊆ E. (Thus,
∧k
i=1 ei = 0 unless all
ei are distinct.) The inner product on Λ
kE satisfies
(u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk) = det
[
(ui, vj)
]
i,j∈[1,k] (2.1)
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when ui and vj are 1-vectors. (This also shows that the inner product on Λ
kE does not
depend on the choice of orthonormal basis of ℓ2(E).) We then define the exterior (or
Grassmann) algebra Ext
(
ℓ2(E)
)
:= Ext(E) :=
⊕
k≥0 Λ
kE, where the summands are
declared orthogonal, making it into a Hilbert space. Vectors u1, . . . , uk ∈ ℓ2(E) are linearly
independent iff u1 ∧ · · · ∧ uk 6= 0. For a k-element subset A ⊆ E with ordering 〈ei〉 in Ek,
write θA :=
∧k
i=1 ei. We also write
∧
e∈A f(e) :=
∧k
i=1 f(ei) for any function f : E → ℓ2(E).
Although there is an isometric isomorphism
u1 ∧ · · · ∧ uk 7→ 1√
k!
∑
σ∈Sym(k)
(−1)σuσ(1) ⊗ · · · ⊗ uσ(k) ∈ ℓ2(Ek)
for ui ∈ ℓ2(E), this does not simplify matters in the discrete case. It will be very useful in
the continuous case later, however.
If H is a closed linear subspace of ℓ2(E), written H ≤ ℓ2(E), then we identify Ext(H)
with its inclusion in Ext(E). That is,
∧kH is the closure of the linear span of the k-vectors
{v1 ∧ · · · ∧ vk ; v1, . . . , vk ∈ H}. In particular, if dimH = r < ∞, then
∧r
H is a 1-
dimensional subspace of Ext(E); denote by ωH a unit multivector in this subspace. Note
that ωH is unique up to a scalar factor of modulus 1; which scalar is chosen will not affect the
definitions below. We denote by PH the orthogonal projection onto H for any H ≤ ℓ2(E)
or, more generally, H ≤ Ext(E).
Lemma 2.1. For every closed subspace H ≤ ℓ2(E), every k ≥ 1, and every u1, . . . , uk ∈
ℓ2(E), we have PExt(H)(u1 ∧ · · · ∧ uk) = (PHu1) ∧ · · · ∧ (PHuk).
For v ∈ ℓ2(E), write [v] for the subspace of scalar multiples of v in ℓ2(E).
2.2. Orthogonal Projections. Let H be a subspace of ℓ2(E) of dimension r <∞.
Define the probability measure PH on subsets B ⊆ E by
PH
({B}) := | (ωH , θB) |2 . (2.2)
Note that this is non-0 only for |B| = r. Also, by Lemma 2.1,
PH
({B}) = ‖PExt(H)θB‖2 = ‖ ∧
e∈B
PHe‖2
for |B| = r, which is non-0 iff 〈PHe ; e ∈ B〉 are linearly independent. That is, PH
({B}) 6= 0
iff the projections of the elements of B form a basis of H . Let 〈v1, . . . , vr〉 be any basis of
H . If we use (2.1) and the fact that ωH = c
∧
i vi for some scalar c, then we obtain another
formula for PH :
PH
({e1, . . . , er}) = (det[(vi, ej)]i,j≤r)2/ det[(vi, vj)]i,j≤r . (2.3)
We use B to denote a random subset of E arising from a probability measure PH . To
see that (1.1) holds for the matrix of PH , observe that for |B| = r,
PH [B = B] =
(
PExt(H)θB, θB
)
=
( ∧
e∈B
PHe,
∧
e∈B
e
)
= det[(PHe, f)]e,f∈B
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by (2.1). This shows that (1.1) holds for |A| = r since |B| = r PH -a.s. The general case
is a consequence of multilinearity, which gives the following extension of (1.1). We use the
convention that θ∅ := 1 and u ∧ 1 := u for any multivector u.
Theorem 2.2. If A1 and A2 are (possibly empty) subsets of a finite set E, then
PH [A1 ⊆B, A2 ∩B = ∅] =
(
PExt(H)θA1 ∧ PExt(H⊥)θA2 , θA1 ∧ θA2
)
. (2.4)
In particular, for every A ⊆ E, we have
PH [A ⊆ B] = ‖PExt(H)θA‖2 . (2.5)
Corollary 2.3. If E is finite, then for every subspace H ≤ ℓ2(E), we have
∀B ⊆ E PH⊥({E \B}) = PH({B}) . (2.6)
These extend to infinite E. In order to define PH when H is infinite dimensional, we
proceed by finite approximation.
Let E = {ei ; i ≥ 1} be infinite. Consider first a finite-dimensional subspace H of ℓ2(E).
Define Hk as the image of the orthogonal projection of H onto the span of {ei ; 1 ≤ i ≤ k}.
By considering a basis of H , we see that PHk → PH in the weak operator topology (WOT),
i.e., matrix-entrywise, as k →∞. It is also easy to see that if r := dimH , then dimHk = r
for all large k and, in fact, ωHk → ωH in the usual norm topology. It follows that (2.4) holds
for this subspace H and for every finite A1, A2 ⊂ E.
Now let H be an infinite-dimensional closed subspace of ℓ2(E). Choose finite-dimensional
subspaces Hk ↑ H . It is well known that PHk → PH (WOT). Then
for all finite sets A det(PHk↾A)→ det(PH↾A) , (2.7)
whence PHk has a weak∗ limit that we denote PH and that satisfies (2.4).
We also note that for any sequence of subspaces Hk, if PHk → PH (WOT), then PHk →
PH weak∗ because (2.7) then holds.
2.3. Positive Contractions. We call Q a positive contraction if Q is a self-adjoint
operator on ℓ2(E) such that for all u ∈ ℓ2(E), we have 0 ≤ (Qu, u) ≤ (u, u). A projection
dilation of Q is an orthogonal projection PH onto a closed subspace H ≤ ℓ2(E′) for some
E′ ⊇ E such that for all u ∈ ℓ2(E), we have Qu = Pℓ2(E)PHu, where we regard ℓ2(E′) as
the orthogonal sum ℓ2(E) ⊕ ℓ2(E′ \ E). In this case, Q is also called the compression of
PH to ℓ
2(E). Choose such a dilation (see (2.16) or (3.9)) and define PQ as the law of B∩E
when B has the law PH . Then (1.1) for Q is a special case of (1.1) for PH .
Of course, when Q is the orthogonal projection onto a subspace H , then PQ = PH . Basic
properties of PQ follow from those for orthogonal projections, such as:
Theorem 2.4. If Q is a positive contraction, then for all finite A1, A2 ⊆ E,
PQ [A1 ⊆ S, A2 ∩S = ∅] =
( ∧
e∈A1
Qe ∧
∧
e∈A2
(I −Q)e, θA1 ∧ θA2
)
. (2.8)
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If (1.1) is given, then (2.8) can be deduced from (1.1) without using our general theory
and, in fact, without assuming that the matrix Q is self-adjoint. Indeed, suppose that X is
any diagonal matrix. Denote its (e, e)-entry by xe. Comparing coefficients of xe shows that
(1.1) implies, for finite A ⊆ E,
E
[ ∏
e∈A
(
1{e∈S} + xe
)]
= det
(
(Q +X)↾A
)
. (2.9)
Replacing A by A1 ∪ A2 and choosing xe := −1A2(e) gives (2.8). On the other hand, if we
substitute xe := 1/(ze − 1), then we may rewrite (2.9) as
E
[ ∏
e∈A
(
1{e∈S}ze + 1{e/∈S}
)]
= det
(
(QZ + I −Q)↾A) , (2.10)
where Z is the diagonal matrix of the variables ze. Let E be finite. Write z
A :=
∏
e∈A ze for
A ⊆ E. Then (2.10) is equivalent to∑
A⊆E
PQ[S = A]zA = det(I −Q+QZ) . (2.11)
This is the same as the Laplace transform of PQ after a trivial change of variables. When
‖Q‖ < 1, we can write det(I − Q + QZ) = det(I −Q) det(I + JZ) with J := Q(I − Q)−1.
Thus, for all A ⊆ E, we have
PQ[S = A] = det(I −Q) det(J↾A) = det(I + J)−1 det(J↾A) . (2.12)
A probability measure P on 2E is called strongly Rayleigh if its generating polynomial
f(z) :=
∑
A⊆E P[S = A]z
A satisfies the inequality
∂f
∂ze
(x)
∂f
∂ze′
(x) ≥ ∂
2f
∂ze∂ze′
(x)f(x) (2.13)
for all e 6= e′ ∈ E and all real x ∈ RE . This property is satisfied by every determinan-
tal probability measure, as was shown by [7], who demonstrated its usefulness in showing
other properties, such as negative associations and preservation under symmetric exclusion
processes.
For a set K ⊆ E, denote by F (K) the σ-field of events that are measurable with respect
to the events {e ∈ S} for e ∈ K. Define the tail σ-field to be the intersection of F (E \K)
over all finite K. We say that a measure P on 2E has trivial tail if every event in the tail
σ-field has measure either 0 or 1.
Theorem 2.5 ([33]). If Q is a positive contraction, then PQ has trivial tail.
For finite E and a positive contraction Q, define the entropy of PQ to be
Ent(Q) := −
∑
A⊆E
PQ({A}) logPQ({A}) .
Numerical calculation supports the following conjecture [33]:
Conjecture 2.6. For all positive contractions Q1 and Q2, we have
Ent
(
(Q1 +Q2)/2
) ≥ (Ent(Q1) + Ent(Q2))/2 . (2.14)
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2.4. Stochastic Inequalities. Let E be denumerable. A function f : 2E → R is
called increasing if for all A ∈ 2E and all e ∈ E, we have f(A ∪ {e}) ≥ f(A). An event is
called increasing or upwardly closed if its indicator is increasing.
Given two probability measures P1, P2 on 2E , we say that P2 stochastically domi-
nates P1 and write P1 4 P2 if for all increasing events A, we have P1(A) ≤ P2(A). This
is equivalent to
∫
f dP1 ≤ ∫ f dP2 for all bounded increasing f .
A coupling of two probability measures P1, P2 on 2E is a probability measure µ on
2E × 2E whose coordinate projections are P1, P2; it is monotone if
µ
{
(A1,A2) ; A1 ⊆ A2
}
= 1 .
By Strassen’s theorem [53], stochastic domination P1 4 P2 is equivalent to the existence of
a monotone coupling of P1 and P2.
Theorem 2.7 ([33]). If H1 ≤ H2 ≤ ℓ2(E), then PH1 4 PH2 .
It would be very interesting to find a natural or explicit monotone coupling.
A coupling µ has union marginal P if for all events A ⊆ 2E, we have P(A) =
µ
{
(A1, A2) ; A1 ∪ A2 ∈ A
}
.
Question 2.8 ([33]). Given H = H1 ⊕H2, is there a coupling of PH1 and PH2 with union
marginal PH?
A positive answer is supported by some numerical calculation. It is easily seen to hold
when H = ℓ2(E) by Corollary 2.3.
In the sequel, we write Q1  Q2 if (Q1u, u) ≤ (Q2u, u) for all u ∈ ℓ2(E).
Theorem 2.9 ([33, 7]). If 0  Q1  Q2  I, then PQ1 4 PQ2 .
Proof. By Theorem 2.7, it suffices that there exist orthogonal projections P1 and P2 that
are dilations of Q1 and Q2 such that P1  P2. This follows from Na˘ımark’s dilation theorem
[43], which says that any measure whose values are positive operators, whose total mass is I,
and which is countably additive in the weak operator topology dilates to a spectral measure.
The measure in our case is defined on a 3-point space, with masses Q1, Q2−Q1, and I−Q2,
respectively. If we denote the respective dilations by R1, R2, and R3, then we set P1 := R1
and P2 := R1 +R2.
A positive answer in general to Question 2.8 would give the following more general result
by compression: If Q1, Q2 and Q1 +Q2 are positive contractions on ℓ
2(E), then there is a
coupling of PQ1 and PQ2 with union marginal PQ1+Q2 .
It would be very useful to have additional sufficient conditions for stochastic domination:
see the end of Subsection 3.8 and Conjecture 5.7. For examples where more is known, see
Theorem 5.2.
We shall say that the events in F (K) are measurable with respect to K and likewise
for functions that are measurable with respect to F (K). We say that P has negative
associations if for every pair f1, f2 of increasing functions that are measurable with respect
to complementary subsets of E,
E[f1f2] ≤ E[f1]E[f2] . (2.15)
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Theorem 2.10 ([33]). If 0  Q  I, then PQ has negative associations.
Proof. The details for finite E were given in [33]. For infinite E, let f1 and f2 be increasing
bounded functions measurable with respect to F (A) and F (E \ A), respectively. Choose
finite En ↑ E. The conditional expectations E[f1 | F (A ∩ En)] and E[f2 | F (En \ A)]
are increasing functions to which (2.15) applies (because restriction to En corresponds to a
compression of Q, which is a positive contraction) and which, being martingales, converge
to f1 and f2 in L
2(PQ).
2.5. Mixtures. Write Bern(p) for the distribution of a Bernoulli random variable with
expectation p. For pk ∈ [0, 1], let Bin(〈pk〉) be the distribution of a sum of independent
Bern(pk) random variables. Recall that [v] is the set of scalar multiples of v.
Theorem 2.11 ([1]; Lemma 3.4 of [48]; (2.38) of [49]; [26]). Let Q be a positive contraction
with spectral decomposition Q =
∑
k λkP[vk], where 〈vk ; k ≥ 1〉 are orthonormal. Let
Ik ∼ Bern(λk) be independent. Let H :=
⊕
k[Ikvk]; thus, Q = EPH. Then P
Q = EPH.
Hence, if S ∼ PQ, then |S| ∼ Bin(〈λk〉).
Proof. By Theorem 2.9, it suffices to prove it when only finitely many λk 6= 0. Then by
Theorem 2.4, we have PQ [A ⊆ S] =
(∧
e∈AQe, θA
)
for all A ⊆ E. Now
∧
e∈A
Qe =
∧
e∈A
∑
k
λkP[vk]e =
∑
j : A→N
∏
e∈A
λj(e)
∧
e∈A
P[vj(e) ]e
=
∑
j : A֌N
∏
e∈A
λj(e)
∧
e∈A
P[vj(e) ]e
because v ∧ v = 0 and P[v]e is a multiple of v, so none of the terms where j is not injective
contribute. Thus,∧
e∈A
Qe =
∑
j : A֌N
E
[ ∏
e∈A
Ij(e)
] ∧
e∈A
P[vj(e) ]e = E
[ ∑
j : A֌N
∏
e∈A
Ij(e)
∧
e∈A
P[vj(e) ]e
]
= E
[ ∑
j : A→N
∏
e∈A
Ij(e)
∧
e∈A
P[vj(e)]e
]
= E
∧
e∈A
∑
k
IkP[vk]e = E
∧
e∈A
PHe .
We conclude that PQ [A ⊆ S] = E (∧e∈A PHe, θA) = E[PH [A ⊆B] ] by (2.8).
We sketch another proof: Let E′ be disjoint from E with the same cardinality. Choose
an orthonormal sequence 〈v′k〉 in ℓ2(E′). Define
H :=
⊕
k
[√
λkvk +
√
1− λkv′k
] ≤ ℓ2(E ∪ E′) . (2.16)
Then Q is the compression of PH to ℓ
2(E). Expanding ωH =
∧
k(
√
λkvk +
√
1− λkv′k) in
the obvious way into orthogonal pieces and restricting to E, we obtain the desired equation
from (2.2).
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The first proof shows more generally the following: Let Q0 be a positive contraction. Let
〈vk ; k ≥ 1〉 be (not necessarily orthogonal) vectors such that Q0 +
∑
k P[vk]  I. Let Ik be
independent Bernoulli random variables with E
∑
k Ik < ∞. Write Q := Q0 +
∑
k IkP[vk].
Then PEQ = EPQ. This was observed by Ghosh and Krishnapur (personal communication,
2014).
Note that in the mixture of Theorem 2.11, the distribution of 〈Ik ; k ≥ 1〉 is determinantal
corresponding to the diagonal matrix with diagonal 〈λk ; k ≥ 1〉. Thus, it is natural to
wonder whether 〈Ik ; k ≥ 1〉 can be taken to be a general determinantal measure. If such
a mixture is not necessarily determinantal, must it be strongly Rayleigh or at least have
negative correlations? Here, we say that a probability measure P on 2E has negative
correlations if for every pair A, B of finite disjoint subsets of E, we have P[A ∪B ⊆ S] ≤
P[A ⊆ S]P[B ⊆ S]. Note that negative associations is stronger than negative correlations.
2.6. Example: Uniform Spanning Trees and Forests. The most well-
known example of a (nontrivial discrete) determinantal probability measure is that where
S is a uniformly chosen random spanning tree of a finite connected graph G = (V,E) with
E := E. Here, we regard a spanning tree as a set of edges. The fact that (1.1) holds for the
uniform spanning tree is due to [12] and is called the Transfer Current Theorem. The case
with |A| = 1 was shown much earlier by [30], while the case with |A| = 2 was first shown by
[11]. Write USTG for the uniform spanning tree measure on G.
To see that USTG is indeed determinantal, consider the vertex-edge incidence matrix M
of G, where each edge is oriented (arbitrarily) and the (x, e)-entry of M equals 1 if x is the
head of e, −1 if x is the tail of e, and 0 otherwise. Identifying an edge with its corresponding
column of M , we find that a spanning tree is the same as a basis of the column space of
M . Given x ∈ V, define the star at x to be the x-row of M , regarded as a vector ⋆x in
the row space, ⋆(G) ≤ ℓ2(E). It is easy that the row-rank of M is |V| − 1. Let x0 ∈ V
and let u be the wedge product (in some order) of the stars at all the vertices other than
x0. Thus, u = c ω⋆(G) for some c 6= 0. Since spanning trees are bases of the column space
of M , we have
(
u, θA
) 6= 0 iff A is a spanning tree. That is, the only non-zero coefficients
of u are those in which choosing one edge in each ⋆x for x 6= x0 yields a spanning tree;
moreover, each spanning tree occurs exactly once since there is exactly one way to choose
an edge incident to each x 6= x0 to get a given spanning tree. This means that its coefficient
is ±1. Hence, P⋆(G) is indeed uniform on spanning trees. Simultaneously, this proves the
matrix tree theorem that the number of spanning trees equals det[(⋆x, ⋆y)]x,y 6=x0 , since this
determinant is ‖u‖2.
One can define analogues of USTG on infinite connected graphs [44, 22, 2] by weak limits.
For brevity, we simply define them here as determinantal probability measures. Again, all
edges of G are oriented arbitrarily. We define ⋆(G) as the closure of the linear span of the
stars. An element of ℓ2(E) that is finitely supported and orthogonal to ⋆(G) is called a
cycle; the closed linear span of the cycles is ♦(G). The wired uniform spanning forest
is WSFG := P
⋆(G), while the free uniform spanning forest is FSFG := P
♦(G)⊥ .
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3. Continuous Basics
Our discussion of the “continuous” case includes the discrete case, but the discrete case has
the more elementary formulations given earlier.
Let E be a measurable space. As before, E will play the role of the underlying set on
which a point process forms a counting measure. While before we implicitly used counting
measure on E itself, now we shall have an arbitrary measure µ; it need not be a probability
measure. The case of Lebesgue measure on Euclidean space is a common one. The Hilbert
spaces of interest will be L2(E, µ).
3.1. Symmetrization and Anti-symmetrization. There may be no natural
order in E, so to define, e.g., a probability measure on n points of E, it is natural to use a
probability measure on En that is symmetric under coordinate changes and that vanishes on
the diagonal ∆n(E) :=
{
(x1, . . . , xn) ∈ En ; ∃i 6= j xi = xj
}
. Likewise, for exterior algebra,
it is more convenient to identify u1 ∧ · · · ∧ un with
1√
n!
∑
σ∈Sym(n)
(−1)σuσ(1) ⊗ · · · ⊗ uσ(n) ∈ L2(En, µn)
for ui ∈ L2(E, µ). Thus, u1 ∧ · · · ∧ un is identified with the function (x1, . . . , xn) 7→
det[ui(xj)]i,j∈{1,...,n}/
√
n!. Note that
n!
( n∧
i=1
ui
)( n∧
i=1
vi
)
(x1, . . . , xn) = det[ui(xj)] det[vi(xj)] = det[ui(xj)] det[vi(xj)]
T
= det[ui(xj)][vi(xj)]
T = det[K(xi, xj)]i,j∈{1,...,n} (3.1)
with K :=
∑n
i=1 ui ⊗ vi. Here, T denotes transpose.
3.2. Joint Intensities. Suppose from now on that E is a locally compact Polish space
(equivalently, a locally compact second countable Hausdorff space). Let µ be a Radon
measure on E, i.e., a Borel measure that is finite on compact sets. Let N (E) be the set of
Radon measures on E with values in N∪{∞}. We give N (E) the vague topology generated
by the maps ξ 7→ ∫ f dξ for continuous f with compact support; then N (E) is Polish. The
corresponding Borel σ-field of N (E) is generated by the maps ξ 7→ ξ(A) for Borel A ⊆ E.
Let X be a simple point process on E, i.e., a random variable with values in N (E) such that
X({x}) ∈ {0, 1} for all x ∈ E. The power Xk := X⊗ · · · ⊗X lies in N (Ek). Thus, E[Xk] is a
Borel measure on Ek; the part of it that is concentrated on Ek \∆k(E) is called the k-point
intensity measure of X. If the intensity measure is absolutely continuous with respect to
µk, then its Radon-Nikodym derivative ρk is called the k-point intensity function or the
k-point correlation function :
for all Borel A ⊆ Ek \∆k(E) E[Xk(A)] =
∫
A
ρk dµ
k . (3.2)
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Since the intensity measure vanishes on the diagonal ∆k(E), we take ρk to vanish on ∆k(E).
We also take ρk to be symmetric under permutations of coordinates. Intensity functions are
the continuous analogue of the elementary probabilities (1.1).
Since the sets
∏k
i=1Ai := A1 × · · · ×Ak generate the σ-field on Ek \∆k(E) for pairwise
disjoint Borel A1, . . . , Ak ⊆ E, a measurable function ρk : Ek → [0,∞) is “the” k-point
intensity function iff
E
[ k∏
i=1
X(Ai)
]
=
∫
∏
k
i=1 Ai
ρk dµ
k . (3.3)
Since X is simple, Xk
(
Ak\Dk(A)
)
=
(
X(A)
)
k
, where (n)k := n(n−1) · · · (n−k+1). Since ρk
vanishes on the diagonal, it follows from (3.2) that for disjoint A1, . . . , Ar and non-negative
k1, . . . , kr summing to k,
E
[ r∏
j=1
(
X(Aj)
)
kj
]
=
∫
∏
r
j=1 A
kj
j
ρk dµ
k . (3.4)
Again, this characterizes ρk, even if we use only r = 1.
In the special case that X(E) = n a.s. for some n ∈ Z+, then the definition (3.2) shows
that a random ordering of the n points of X has density ρn/n!. More generally, (3.2) shows
that for all k < n,
the density of a random (ordered) k-tuple of X is ρk/(n)k , (3.5)
whence in this case,
ρk(x1, . . . , xk) =
1
(n− k)!
∫
En−k
ρn(x1, . . . , xn) dµ
n−k(xk+1, . . . , xn) . (3.6)
We call X determinantal if for some measurable K : E2 → C and all k ≥ 1, ρk(F ) =
det(K↾F ) µk-a.e. Here, K↾(x1, . . . , xk) is the matrix [K(xi, xj)]i,j≤k. In this case, we denote
the law of X by PK .
We consider only K that are locally square integrable (i.e., |K|2µ2 is Radon), are Her-
mitian (i.e., K(y, x) = K(x, y) for all x, y ∈ E), and are positive semidefinite (i.e., K↾F
is positive semidefinite for all finite F , written K  0). In this case, K defines a positive
semidefinite integral operator (Kf)(x) :=
∫
K(x, y)f(y) dµ(y) on functions f ∈ L2(µ) with
compact support. For every Borel A ⊆ E, we denote by µA the measure µ restricted to Borel
subsets of A and by KA the compression of K to A, i.e., KAf := (Kf)↾A for f ∈ L2(A, µA).
The operator K is locally trace-class, i.e., for every compact A ⊆ E, the compression KA is
trace class, having a spectral decomposition KAf =
∑
k λ
A
k (f, φ
A
k )φ
A
k , where 〈φAk ; k ≥ 1〉
are orthonormal eigenfunctions of KA with positive summable eigenvalues 〈λAk ; k ≥ 1〉. If
A1 is the set where
∑
k λ
A
k |φAk |2 < ∞, then µ(A \ A1) = 0 and
∑
k λ
A
k φ
A
k ⊗ φAk converges
on A21, with sum µ
2
A-a.e. equal to K. We normally redefine K on a set of measure 0 to
equal this sum. Such a K defines a determinantal point process iff the integral operator K
extends to all of L2(µ) as a positive contraction [39, 51, 26]. The joint intensities determine
uniquely the law of the point process [27, Lemma 4.2.6]. Poisson processes are not determi-
nantal processes, but when µ is continuous, they are distributional limits of determinantal
processes.
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3.3. Construction. To see that a positive contraction defines a determinantal point
process, we first consider K that defines an orthogonal projection onto a finite-dimensional
subspace, H . Then K =
∑n
k=1 φk ⊗ φk for every orthonormal basis 〈φk ; k ≤ n〉 of H and
ωH =
∧n
i=1 φk is a unit multivector in the notation of Subsection 2.1. Because of (3.1), we
have
1
n!
∫
det[K(xi, xj)]i,j≤n dµn(x1, . . . , xn) =
∥∥∥ n∧
k=1
φk
∥∥∥2 = 1 , (3.7)
i.e., det[K(xi, xj)]/n! is a density with respect to µ
n. Although in the discrete case, the
absolute squared coefficients of
∧n
k=1 φk give the elementary probabilities, now coefficients
are replaced by a function whose absolute square gives a probability density. As noted
already, (3.7) means that F 7→ det(K↾F ) is the n-point intensity function. In order to show
that this density gives a determinantal process with kernel K, we use the Cauchy-Binet
formula, which may be stated as follows: For k × n matrices a = [ai,j ] and b = [bi,j ] with
aJ := [ai,j ]i≤k
j∈J
, we have
det
(
[ai,j ][bi,j ]
T
)
=
∑
|J|=k
det aJ · det bJ =
∑
σ,τ∈Sym(k,n)
im(σ)=im(τ)
(−1)σ(−1)τ
k∏
i=1
ai,σ(i)bi,τ(i) ,
where im(σ) denotes the image of σ and the sums extend over all pairs of injections
σ, τ : {1, 2, . . . , k}֌ {1, 2, . . . , n} .
Here, the sign (−1)σ of σ is defined in the usual way by the parity of the number of pairs
i < j for which σ(i) > σ(j). We have
ρk(x1, . . . , xk) =
1
(n− k)!
∫
En−k
det[K(xi, xj)] dµ
n−k(xk+1, . . . , xn)
=
1
(n− k)!
∫
En−k
∑
σ∈Sym(n)
(−1)σ
n∏
i=1
φσ(i)(xi) ·
·
∑
τ∈Sym(n)
(−1)τ
n∏
i=1
φτ(i)(xi) dµ
n−k(xk+1, . . . , xn)
=
∑
σ,τ∈Sym(k,n)
im(σ)=im(τ)
(−1)σ(−1)τ
k∏
i=1
φσ(i)(xi)φτ(i)(xi)
= det
(
K↾(x1, . . . , xk)
)
. (3.8)
Here, the first equality uses (3.6), the second equality uses (3.1), the third equality uses
the fact that
∫
E
φσ(i)(xi)φτ(i)(xi) dµ(xi) is 1 or 0 according as σ(i) = τ(i) or not, and the
fourth equality uses Cauchy-Binet. Note that a factor of (n − k)! arises because for every
pair of injections σ1, τ1 ∈ Sym(k, n) with equal image, there are (n− k)! extensions of them
to permutations σ, τ ∈ Sym(n) with σ(i) = τ(i) for all i > k; in this case, (−1)σ(−1)τ =
(−1)σ1(−1)τ1 . We write PH for the law of the associated point process on E.
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Lemma 3.1. Let Xn ∼ PKn with Kn(x, x) ≤ f(x) for some f ∈ L1loc(E, µ). Then
{PKn ; n ≥ 1} is tight and every weak limit point of Xn is simple.
Proof. By using the kernel Kn(x, y)/
√
f(x)f(y) with respect to the measure fµ, we may
assume that f ≡ 1. Tightness follows from
mP[Xn(A) ≥ m] ≤ E[Xn(A)] =
∫
A
Kn(x, x) dµ(x) .
For the rest, we may assume that E is compact and µ(E) = 1. Let X be a limit point of Xn.
Let µd be the atomic part of µ and µc := µ − µd. Choose m ≥ 1 and partition E into sets
A1, . . . , Am with µc(Ai) ≤ 1/m. Let A be such that µd(E \ A) = 0 and µc(A) = 0. Let U
be open such that A ⊆ U and µc(U) < 1/m. Then
P[X is not simple] ≤ lim sup
n
(
P[Xn(U \A) ≥ 1] +P[∃i Xn(Ai) ≥ 2]
)
≤ lim sup
n
(
E[Xn(U \A)] +
∑
i
E[(Xn(Ai))2]
)
≤ µc(U) +
∑
i
µ(Ai)
2 < 2/m .
Now, given any locally trace-class orthogonal projection K onto H , choose finite-dimen-
sional subspaces Hn ↑ H with corresponding projections Kn. Clearly Kn(x, y) → K(x, y)
µ2-a.e. and Kn(x, x) ≤ K(x, x) µ-a.e. Thus, the joint intensity functions converge a.e.
By dominated convergence, if A ⊂ Ek \ ∆k(E) is relatively compact and Borel, then
EHn [X(A)] → ∫A det(K↾F ) dµk(F ). By uniform exponential moments of X(A) [27, proof
of Lemma 4.2.6], it follows that all weak limit points of PHn are equal, and hence, by
Lemma 3.1, define PH with kernel K. (In Subsection 3.7, we shall see that 〈PHn ; n ≥ 1〉 is
stochastically increasing.)
Finally, let K be any locally trace-class positive contraction. Define the orthogonal
projection on L2(E, µ)⊕ L2(E, µ) whose block matrix is(
K
√
K(I −K)√
K(I −K) I −K
)
. (3.9)
Take an isometric isomorphism of L2(E, µ) to ℓ2(E′) for some denumerable set E′ and
interpret the above as an orthogonal projection K ′ on L2(E, µ)⊕ ℓ2(E′). Then K ′ is clearly
locally trace-class and K is the compression of K ′ to E. Thus, we define PK by intersecting
samples of PK
′
with E. We remark that by writing K ′ as a limit of increasing finite-rank
projections that we then compress, we see that PK may be defined as a limit of determinantal
processes corresponding to increasing finite-rank positive contractions.
Conjecture 3.2. If K is a locally trace-class positive contraction, then PK has trivial tail
in that every event in
⋂
compact A⊂E F (E \A) is trivial.
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3.4. Mixtures. Rather than using compressions as in the last paragraph above, an
alternative approach to defining PK uses mixtures and starts from finite-rank projections, as
in Subsection 2.5. This approach is due to [26]. Consider first a finite-rankK :=
∑n
j=1 λjφj⊗
φj . Let Ij ∼ Bern(λj) be independent. Let H :=
⊕
j [Ijφj ]; thus, K = EPH. We claim that
PK := EPH is determinantal with kernel K. Indeed, it is clearly a simple point process.
Write ΦJ :=
∧
j∈J Ijφj , ψj :=
√
λjφj , and ψJ :=
∧
j∈J ψj . Let F ∈ Ek. Combining Cauchy-
Binet with (3.1) yields det
(
K↾F
)
= k!
∑
|J|=k |ψJ(F )|2. Similarly, the joint intensities of
EPH are the expectations of the joint intensities of PH, which equal
E
[
det(PH↾F )
]
= E
[
k!
∑
|J|=k
|ΦJ (F )|2
]
= det
(
K↾F
)
.
Essentially the same works for trace-class K =
∑∞
j=1 λjφj ⊗ φj ; we need merely take, in
the last step, a limit in the above equation as n → ∞ for Kn :=
∑n
j=1 λjφj ⊗ φj , since all
terms are non-negative and Kn → K a.e.
Given this construction of PK for trace-class K, one can then construct PK for a general
locally trace-class positive contraction by defining its restriction to each relatively compact
set A via the trace-class compression KA.
As noted by [26], a consequence of the mixture representation is a CLT due originally to
[52]:
Theorem 3.3. Let Kn be trace-class positive contractions on spaces L
2(En, µn). Let Xn ∼
PKn and write |Xn| := Xn(En). If Var
(|Xn|) → ∞ as n → ∞, then 〈|Xn| ; n ≥ 1〉 obeys a
CLT.
3.5. Simulation. In order to simulate PK when K is a trace-class positive contrac-
tion, it suffices, by taking a mixture as above, to see how to simulate X ∼ PH when
n := dimH < ∞. The following algorithm [26, Algo. 18] gives a uniform random order-
ing of X as 〈X1, . . . , Xn〉. Since E
[
X(E)
]
= n, the measure E[X]/n = n−1K(x, x) dµ(x)
is a probability measure on E. Select a point X1 at random from that measure. If
n = 1, then we are done. If not, then let H1 be the orthogonal complement in H of
the function KX1 :=
∑n
k=1 φk(X1)φk ∈ H , where 〈φk ; k ≤ n〉 is an orthonormal ba-
sis for H . Then dimH1 = n − 1 and we may repeat the above for H1 to get the next
point, X2, then H2 := H1 ∩ K⊥X2 , etc. The conditional density of Xk+1 given X1, . . . , Xk
is (n − k)−1 det (K↾(x,X1, . . . , Xk))/ det (K↾(X1, . . . , Xk)) by (3.5), i.e., (n − k)−1 times
the squared distance from Kx to the linear span of KX1 , . . . ,KXk . It can help for rejection
sampling to note that this is at most (n−k)−1K(x, x). One can also sample faster by noting
that the conditional distribution of Xk+1 is the same as that of P
v, where v is a uniformly
random vector on the unit sphere of Hk.
3.6. Transference Principle. Note that ifN1, . . . , Nr are bounded N-valued random
variables, then the function (k1, . . . , kr) 7→ E
[∏r
j=1
(
Nj
)
kj
]
determines the joint distribution
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of 〈Nj ; j ≤ r〉 since it gives the derivatives at (1, 1, . . . , 1) of the probability generating
function (s1, . . . , sr) 7→ E
[∏r
j=1 s
Nj
j
]
.
Let us re-examine (3.4) in the context of a finite-rank K =
∑n
i=1 λiφi⊗φi. Given disjoint
A1, . . . , Ar ⊆ E and non-negative k1, . . . , kr summing to k, it will be convenient to write
κ(j) := min
{
m ≥ 1 ; j ≤∑mℓ=1 kℓ} for j ≤ k. We have by Cauchy-Binet
EK
[ r∏
ℓ=1
(
X(Aℓ)
)
kℓ
]
=
∫
∏
r
ℓ=1A
kℓ
ℓ
ρk dµ
k =
∫
∏
r
ℓ=1A
kℓ
ℓ
det(K↾(x1, . . . , xk))
k∏
j=1
dµ(xj)
=
∫
∏
r
ℓ=1A
kℓ
ℓ
∑
σ,τ∈Sym(k,n)
im(σ)=im(τ)
(−1)σ(−1)τ
k∏
j=1
λσ(j)φσ(j)(xj)φτ(j)(xj)
k∏
j=1
dµ(xj)
=
∑
σ,τ∈Sym(k,n)
im(σ)=im(τ)
(−1)σ(−1)τ
k∏
j=1
∫
Aκ(j)
λσ(j)φσ(j)(xj)φτ(j)(xj) dµ(xj)
=
∑
σ,τ∈Sym(k,n)
im(σ)=im(τ)
(−1)σ(−1)τλim(σ)
k∏
j=1
(
1Aκ(j)φσ(j), φτ(j)
)
=
∑
σ∈Sym(k,n)
(−1)σλim(σ) det
[(
1Aκ(j)φσ(j), φℓ
)]
j≤k
ℓ∈im(σ)
.
As an immediate consequence of this formula, we obtain the following important principle
of Goldman [21, Proposition 12] that allows one to infer properties of continuous determi-
nantal point processes from corresponding properties of discrete determinantal probability
measures:
Theorem 3.4. Let (E, µ) and (F, ν) be two Radon measure spaces on locally compact Polish
sets. Let 〈Ai〉 be pairwise disjoint Borel subsets of E and 〈Bi〉 be pairwise disjoint Borel
subsets of F . Let λk ∈ [0, 1] with
∑
k λk < ∞. Let 〈φk〉 be orthonormal in L2(E, µ) and
〈ψk〉 be orthonormal in L2(F, ν). Let K :=
∑
k λkφk ⊗ φk and L :=
∑
k λkψk ⊗ ψk. If(
1Aiφj , φk
)
=
(
1Biψj , ψk
)
for all i, j, k, then the PK-distribution of 〈X(Ai)〉 equals the
PL-distribution of 〈X(Bi)〉.
Proof. When only finitely many λk 6= 0, this follows from our previous calculation. The
general case follows from weak convergence of the processes corresponding to the partial
sums, as in the paragraph following Lemma 3.1.
This permits us to compare to discrete measures via [21, Lemma 16]:
Lemma 3.5. Let µ be a Radon measure on a locally compact Polish space, E. Let 〈Ai〉
be pairwise disjoint Borel subsets of E. Let φk ∈ L2(E, µ) for k ≥ 1. Then there exists a
denumerable set F , pairwise disjoint subsets 〈Bi〉 of F , and vk ∈ ℓ2(F ) such that (φj , φk) =
(vj , vk) and
(
1Aiφj , φk
)
=
(
1Bivj , vk
)
for all i, j, k.
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Proof. Without loss of generality, we may assume that
⋃
iAi = E. For each i, fix an
orthonormal basis 〈wi,j ; j < ni〉 for the subspace of L2(E, µ) spanned by {1Aiφj}. Here,
ni ∈ N ∪ {∞}. Define Bi := {(i, j) ; j < ni} and F :=
⋃
iBi. Let T be the isometric
isomorphism from the span of {wi,j ; i ≥ 1, j < ni} to ℓ2(F ) that sends wi,j to 1{(i,j)}.
Defining vk := T (φk) yields the desired vectors.
3.7. Stochastic Inequalities. We now show how the discrete models of Subsec-
tion 3.6 allow us to obtain the analogues of the stochastic inequalities known to hold for
discrete determinantal probability measures.
For a Borel set A ⊆ E, let F (A) denote the σ-field on N (E) generated by the functions
ξ 7→ ξ(B) for Borel B ⊆ A. We say that a function that is measurable with respect to F (A)
is, more simply, measurable with respect to A. The obvious partial order on N (E) allows us
to define what it means for a function f : N (E) → R to be increasing. As in the discrete
case, we say that P has negative associations if E[f1f2] ≤ E[f1]E[f2] for every pair f1, f2
of bounded increasing functions that are measurable with respect to complementary subsets
of E. An event is increasing if its indicator is increasing. Then P has negative associations
iff
P(A1 ∩ A2) ≤ P(A1)P(A2) (3.10)
for every pair A1, A2 of increasing events that are measurable with respect to complementary
subsets of E.
We also say that P1 is stochastically dominated by P2 and write P1 4 P2 if P1(A) ≤
P2(A) for every increasing event A.
Call an event elementary increasing if it has the form {ξ ; ξ(B) ≥ k}, where B is a
relatively compact Borel set and k ∈ N. Write U (A) for the closure under finite unions and
intersections of the collection of elementary increasing events with B ⊆ A; the notation U is
chosen for “upwardly closed”. Note that every event in U (A) is measurable with respect to
some finite collection of functions ξ 7→ ξ(Bi) for pairwise disjoint relatively compact Borel
Bi ⊆ A. Write U (A) for the closure of U (A) under monotone limits, i.e., under unions of
increasing sequences and under intersections of decreasing sequences; these events are also
increasing. This is the same as the closure of U (A) under countable unions and intersections.
Lemma 3.6. Let A be a Borel subset of a locally compact Polish space, E. Then U (A) is
exactly the class of increasing Borel sets in F (A).
We give a proof at the end of this subsection. First, we derive two consequences. A
weaker version (negative correlations of elementary increasing events) of the initial one is
due to [20].
Theorem 3.7. Let µ be a Radon measure on a locally compact Polish space, E. Let K be
a locally trace-class positive contraction on L2(E, µ). Then PK has negative associations.
Proof. Let A ⊂ E be Borel. Let A1 ∈ U (A) and A2 ∈ U (E \ A). Then A1,A2 ∈ F (B)
for some compact B by definition of U (·). We claim that (3.10) holds for A1, A2, and
P = PKB , i.e., for P = PK .
Now A1 is measurable with respect to a finite number of count functions ξ 7→ ξ(Bi) for
some disjoint Bi ⊆ A ∩B (1 ≤ i ≤ n) and likewise A2 is measurable with respect to a finite
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number of functions ξ 7→ ξ(Ci) for some disjoint Ci ⊆ B\A (1 ≤ i ≤ n). Thus, there are func-
tions g1 and g2 such that 1A1(ξ) = g1
(
ξ(B1), . . . , ξ(Bn)
)
and 1A2(ξ) = g2
(
ξ(C1), . . . , ξ(Cn)
)
.
By Theorem 3.4 and Lemma 3.5, there is some discrete determinantal probability measure
PQ on some denumerable set F and pairwise disjoint sets B′i, C
′
i ⊆ F such that the joint
PKB -distribution of all X(Bi) and X(Ci) is equal to the joint P
Q-distribution of all X(B′i)
and X(C′i). Define the corresponding events A′i by 1A′1(ξ) = g1
(
ξ(B′1), . . . , ξ(B
′
n)
)
and
1A′2(ξ) = g2
(
ξ(C′1), . . . , ξ(C
′
n)
)
. Since A′i depend on disjoint subsets of F , Theorem 2.10
gives that PQ(A′1 ∩ A′2) ≤ PQ(A′1)PQ(A′2). This is the same as (3.10) by Theorem 3.4.
The same (3.10) clearly then holds in the less restrictive setting Ai ∈ U (A) by taking
monotone limits. Lemma 3.6 completes the proof.
Theorem 3.8 (Theorem 3 of [21]). Suppose that K1 and K2 are two locally trace-class
positive contractions such that K1  K2. Then PK1 4 PK2 .
Proof. It suffices to show that PK1(A) ≤ PK2(A) for every A ∈ U (E). Again, it suffices
to assume that Ki are trace class. Lemma 3.5 applied to all eigenfunctions of K1 and K2
yields a denumerable F and two positive contractions K ′i on ℓ
2(F ), together with an event
A′, such that PK′i(A′) = PKi(A) for i = 1, 2. Furthermore, by construction, every function
in ℓ2(F ) is the image of a function in L2(E) under the isometric isomorphism T used to
prove Lemma 3.5, whence K ′1  K ′2. Therefore Theorem 2.9 yields PK
′
1(A′) ≤ PK′2(A′), as
desired.
Again, it would be very interesting to have a natural monotone coupling of PK1 with
PK2 . For some examples where this would be desirable, see Subsection 3.8.
Lemma 3.6 will follow from this folklore variant of a theorem of Dyck [16]:
Theorem 3.9. Let X be a Polish space on which ≤ is a partial ordering that is closed in
X ×X. Let U be a collection of open increasing sets that generates the Borel subsets of X.
Let U ∗ be the closure of U under countable intersections and countable unions. Suppose
that for all x, y ∈ X, either x ≤ y or there is U ∈ U and an open set V ⊂ X such that
x ∈ U , y ∈ V , and U ∩ V = ∅. Then U ∗ equals the class of increasing Borel sets.
Proof. Obviously every set in U ∗ is Borel and increasing. To show the converse, we prove
a variant of Lusin’s separation theorem. Namely, we show that if W1 ⊂ X is increasing and
analytic (with respect to the paving of closed sets, as usual) and if W2 ⊂ X is analytic with
W1 ∩W2 = ∅, then there exists U ∈ U ∗ such that W1 ⊆ U and U ∩W2 = ∅. Taking W1 to
be Borel and W2 := X \W1 forces U =W1 and gives the desired conclusion.
To prove this separation property, we first show a stronger conclusion in a special case:
Suppose that A1, A2 ⊂ X are compact such that A1 is contained in an increasing set W1
that is disjoint from A2; then there exists an open U ∈ U ∗ and an open V such that A1 ⊆ U ,
A2 ⊆ V , and U ∩ V = ∅. Indeed, since W1 is increasing, for every (x, y) ∈ A1 × A2, we do
not have that x ≤ y, whence by hypothesis, there exist Ux,y ∈ U and an open Vx,y with
x ∈ Ux,y, y ∈ Vx,y, and Ux,y ∩ Vx,y = ∅. Because A2 is compact, for each x ∈ A1, we may
choose y1, . . . , yn ∈ A2 such that A2 ⊆ Vx :=
⋃n
i=1 Vx,yi . Define Ux :=
⋂n
i=1 Ux,yi. Then Ux
is open, contains x, and is disjoint from Vx, whence compactness of A1 ensures the existence
of x1, . . . , xm ∈ A1 with A1 ⊆ U :=
⋃m
j=1 Uxj ∈ U ∗. Then V :=
⋂m
j=1 Vxj is open, contains
A2, and is disjoint from U , as desired.
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To prove the general case, let π1 and π2 be the two coordinate projections onX
2 = X×X .
Define I(A) = I
(
π1(A) × π2(A)
)
for A ⊆ X2 to be 0 if there exists U ∈ U ∗ such that
π1(A) ⊆ U and U ∩ π2(A) = ∅; and to be 1 otherwise.
We claim that I is a capacity in the sense of [29, (30.1)]. It is obvious that I(A) ≤ I(B)
if A ⊆ B and it is simple to check that if A1 ⊆ A2 ⊆ · · · , then limn→∞ I(An) = I
(⋃
nAn
)
.
Suppose for the final property that A is compact and I(A) = 0; we must find an open B ⊇ A
for which I(B) = 0. There exists some W1 ∈ U ∗ with π1(A) ⊆ W1 and W1 ∩ π2(A) = ∅.
Then the result of the second paragraph yields sets U and V that give B := U×V as desired.
Now let W1 and W2 be as in the first paragraph. If A ⊆ W1 ×W2 is compact, then
setting Ai := πi(A) and applying the second paragraph shows that I(A) = 0. Thus, by the
Choquet capacitability theorem [29, (30.13)], I(W1 ×W2) = 0.
Proof of Lemma 3.6. Clearly every set in U (A) is increasing and in F (A). For the converse,
endow A with a metric so that it becomes locally compact Polish while preserving its class
of relatively compact sets and its Borel σ-field: Choose a denumerable partition of A into
relatively compact sets Ai and make each one compact and of diameter at most 1; make the
distance between x and y be 1 if x and y belong to different Ai. Let X := N (A) with the
vague topology and let U be the class of elementary increasing events defined with respect
to (relatively compact) sets B ⊆ A that are open for this new metric. Apply Theorem 3.9.
Since U ∗ ⊆ U (A), the result follows.
3.8. Example: Orthogonal Polynomial Ensembles. Natural examples of
determinantal point processes arise from orthogonal polynomials with respect to a probability
measure µ on C. Assume that µ has infinite support and finite moments of all orders. Let
Kn denote the orthogonal projection of L
2(C, µ) onto the linear span Polyn of the functions
{1, z, z2, . . . , zn−1}. There exist unique (up to signum) polynomials φk of degree k such
that for every n, 〈φk ; 0 ≤ k < n〉 is an orthonormal basis of Polyn. By elementary row
operations, we see that for variables (z1, . . . , zn), the map (z1, . . . , zn) 7→ det[φi(zj)]i,j≤n is
a Vandermonde polynomial up to a constant factor, whence
det(Kn↾{z1, . . . , zn}) = det[φi(zj)][φi(zj)]∗ = cn
∏
1≤i<j≤n
|zi − zj|2
for some constant cn. Therefore, the density of P
Kn (with points randomly ordered) with
respect to µn is given by cn/n! times the square of a Vandermonde determinant.
Classical examples include the following:
OPE1. If µ is Gaussian measure on R, i.e., dµ(x) = (2π)−1/2e−x
2/2 dx, then φk are the Her-
mite polynomials, cn =
(∏n−1
j=1 j!
)−1
, and PKn is the law of the Gaussian unitary
ensemble, which is the set of eigenvalues of (M+M∗)/
√
2, where M is an n× n ma-
trix whose entries are independent standard complex Gaussian. (A standard complex
Gaussian random variable is the same as a standard Gaussian vector in R2 divided by√
2 in order that the complex variance equal 1. Its density is π−1e−|z|
2
with respect
to Lebesgue measure on C.) This is due to Wigner; see [40].
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OPE2. If µ is unit Lebesgue measure on the unit circle {z ; |z| = 1}, then φk(z) = zk, so
cn = 1, and P
Kn is the law of the circular unitary ensemble, which is the set
of eigenvalues of a random matrix whose distribution is Haar measure on the set of
n × n unitary matrices. This ensemble was introduced by Dyson, but the law of the
eigenvalues is due to Weyl; see [27].
OPE3. If µ is standard Gaussian measure on C, then φk(z) = z
k/
√
k!, cn =
(∏n−1
j=1 j!
)−1
, and
PKn is the law of the nth (complex) Ginibre process, which is the set of eigenvalues
of an n× n matrix whose entries are independent standard complex Gaussian. This is
due to Ginibre; see [27].
OPE4. If µ is unit Lebesgue measure on the unit disk D := {z ; |z| < 1}, then φk(z) =√
k + 1 zk, so cn = n!, and the limit of P
Kn is the law of the zero set of the random
power series whose coefficients are independent standard complex Gaussian, which
converges in the unit disk a.s. This is due to Peres and Vira´g [45].
OPE5. If µ has density z 7→ nπ−1(1 + |z|2)−n−1 with respect to Lebesgue measure on C,
then φk(z) =
√(
n−1
k
)
zk for k < n, so cn =
∏n−1
j=1
(
n−1
j
)
, and PKn is the law of
the nth spherical ensemble, which is the set of eigenvalues of M−11 M2 when Mi are
independent n×n matrices whose entries are independent standard complex Gaussian.
(Here, we are limited to Polyn since the larger spaces do not lie in L
2(µ).) This is due
to Krishnapur [31]; see [27]. The process was studied earlier by [13] and [18], but
without observing the connection to eigenvalues. Inverting stereographic projection,
we identify this process with one whose density with respect to Lebesgue measure on
the unit sphere in R3 is proportional to
∏
1≤i<j≤n ‖vi − vj‖2.
For additional information on such processes, see [50, 23, 47, 17]. For an extension to
complex manifolds, see [3, 4, 5].
By Theorem 3.8, the processes PKn stochastically increase in n for each of the examples
above except the last. It would be interesting to see natural monotone couplings. Perhaps
the last example also increases stochastically in n.
TheGinibre process is the limit of the nth Ginibre processes as n→∞; it has the kernel
ezw¯ with respect to standard Gaussian measure on C. This process is invariant under all
isometries of C. For each of the plane, sphere, and hyperbolic disk, there is only a 1-parameter
family of determinantal point processes having a kernel K(z, w) that is holomorphic in z and
in w¯ and whose law is isometry invariant [31, Theorem 3.0.5]. For the sphere, that family
has already been given above; the parameter is a positive integer. For the other two families,
the parameter is a positive real number, α. In the case of the plane, the processes are related
simply by homotheties,Mα : z 7→ z/α. The push-forward of the Ginibre process with respect
to M√α has kernel eαzw¯ with respect to the measure απ−1e−α|z|
2
dµ(z), where µ is Lebesgue
measure on C. Do these processes increase stochastically in α, like Poisson processes do? In
the hyperbolic disk, the processes have kernel α(1 − zw¯)−α−1 with respect to the measure
π−1(1− |z|2)α−1dµ(z), where µ is Lebesgue measure on D. (We fix a branch of (1− z)−α−1
for z ∈ D.) These give orthogonal projections onto the generalized Bergman spaces. The
case α = 1 is that of the limiting OPE4 above. Do these processes stochastically increase in
α?
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4. Completeness
Recall that when H is a finite-dimensional subspace of ℓ2(E), the measure PH is supported
by those subsets B ⊆ E that project to a basis of H under PH . Similarly, when K is
the kernel of a finite-rank orthogonal projection onto H ⊂ L2(E, µ), define the functions
Kx := K(·, x) =
∑
k≥1 φk(x)φk ∈ H . Then the measure PK is supported by those ξ such
that 〈Kx ; x ∈ ξ〉 is a basis of H , since K(x, y) = (Ky, Kx). Here, x ∈ ξ means that
ξ({x}) = 1.
The question of extending this to infinite-dimensional H turns out to be very interesting.
A basis of a finite-dimensional vector space is a minimal spanning set. Although PHB is P
H -
a.s. linearly independent, minimality does not hold in general, even for the wired spanning
forest of a tree, as shown by the examples in [24]. See also Corollary 4.5. However, the other
half of being a basis does hold in the discrete case and is open in the continuous case.
4.1. Discrete Completeness. Let [V ] be the closed linear span of V ⊆ ℓ2(E).
Theorem 4.1 ([33]). For every H ≤ ℓ2(E), we have [PHB] = H PH-a.s.
We give an application of Theorem 4.1 for E = Z, but it has an analogous statement for
every countable abelian group. Let T := R/Z be the unit circle equipped with unit Lebesgue
measure. For a measurable function f : T → C and n ∈ Z, the Fourier coefficient of f
at n is f̂(n) :=
∫
T
f(t)e−2πint dt. Let f̂↾S denote the restriction of f̂ to S. If A ⊆ T is
measurable, we say S ⊆ Z is complete for A if the set {f1A ; f ∈ L2(T), f̂↾(Z \ S) ≡ 0}
is dense in L2(A), where we identify L2(A) with the set of functions in L2(T) that vanish
outside A. The case where A is an interval is quite classical; see [46] for a review. A crucial
role in that case is played by the following notion of density of S.
Definition 4.2. For an interval [a, b] ⊂ R \ {0}, define its aspect
α
(
[a, b]
)
:= max
{|a|, |b|}/min{|a|, |b|} .
For a discrete S ⊆ R, the Beurling-Malliavin density of S, denoted BM(S), is the
supremum of those D ≥ 0 for which there exist disjoint nonempty intervals In ⊂ R\{0} with
|S ∩ In| ≥ D|In| for all n and
∑
n≥1[α(In)− 1]2 =∞.
Corollary 4.3 ([33]). Let A ⊂ T be Lebesgue measurable with measure |A|. Then there
is a set of Beurling-Malliavin density |A| in Z that is complete for A. Indeed, let PA be
the determinantal probability measure on 2Z corresponding to the Toeplitz matrix (j, k) 7→
1̂A(k − j). Then PA-a.e. S ⊂ Z is complete for A and has BM(S) = |A|.
When A is an interval, the celebrated theorem of Beurling and Malliavin [6] says that if
S is complete for A, then BM(S) ≥ |A|, and that if BM(S) > |A|, then S is complete for
A. (This holds for S that are not necessarily sets of integers, but we are concerned in this
subsection only with S ⊆ Z.)
Corollary 4.3 can be compared (take T \ A and Z \ S) to a theorem of Bourgain and
Tzafriri [9], according to which there is a set S ⊂ Z of (Schnirelman) density at least 2−8|A|
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such that if f ∈ L2(T) and f̂ vanishes off S, then
|A|−1
∫
A
|f(t)|2 dt ≥ 2−16‖f‖22 .
It would be interesting to find a quantitative strengthening of Corollary 4.3 that would
encompass this theorem of [9].
The following theorem is equivalent to Theorem 4.1 by duality:
Theorem 4.4 ([33]). For every H ≤ ℓ2(E), we have P[B]H = [B] PH-a.s.
As an example, consider the wired spanning forest of a graph, G. Here, H := ⋆(G). In
this case, HB := P[B]⋆(G) =⋆(B) for B ⊆ E. Thus, the conclusion of Theorem 4.4 is that
PHF , which equals WSFF, is concentrated on the singleton {F} for WSFG-a.e. F. This was
a conjecture of [2], established by [42].
Corollary 4.5. For every H ≤ ℓ2(E), PH-a.s. the maps PH : [B]→ H and P[B] : H → [B]
are injective with dense image.
Proof. Both statements are equivalent to [B] ∩ H⊥ = {0} = H ∩ B⊥, and these are the
contents of Theorems 4.1 and 4.4.
4.2. Continuous Completeness. If K is a locally trace-class orthogonal projection
onto H , then for h ∈ H , we have
h(x) = (Kh)(x) =
∫
E
K(x, y)h(y) dµ(y) =
∫
E
h(y)K(y, x) dµ(y) =
(
h, Kx
)
.
In other words, K is a reproducing kernel for H . A subset S of H is called complete for H
if the closed linear span of S equals H ; equivalently, the only element of H that is orthogonal
to S is 0.
An analogue of Theorem 4.1 was conjectured by Lyons and Peres in 2010:
Conjecture 4.6. If K is a locally trace-class orthogonal projection onto H, then for PK-a.e.
X, [{Kx ; x ∈ X}] = H, i.e., if h ∈ H and h↾X = 0, then h ≡ 0.
Just as in the discrete case, this appears to be on the critical border for many special
instances, as we illustrate for several processes where E = C:
1. Let µ be Lebesgue measure on R and K(x, y) := sinπ(x − y)/(π(x − y)), the sine-
kernel process. Denote the Fourier transform on R by f̂(t) :=
∫
R
f(x)e−2πitx dx
for f ∈ L1(R), and, by isometric extension, for f ∈ L2(R). Write I := 1[−1/2,1/2].
Since K(x, 0) = Î(x), we have (Kf)(x) =
(
f ∗ Î)(x) = ̂ˇfI(x), where fˇ is the inverse
Fourier transform of f . Therefore, the induced operator K arises from the orthogonal
projection onto the Paley-Wiener space {f ∈ L2(R, µ) ; fˇ(t) = 0 if |t| > 1/2}. The
sine-kernel process arises frequently; e.g., it is various scaling limits of the nth Gaussian
unitary ensemble “in the bulk” as n → ∞. (A related scaling limit of the GUE is
Wigner’s semicircle distribution.) We may more easily interpret Conjecture 4.6 for
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Fourier transforms of functions in L2[−1/2, 1/2]: It says that for PK-a.e. X, the only
h ∈ L2[−1/2, 1/2] such that ĥ↾X = 0 is h ≡ 0. Although the Beurling-Malliavin
theorem applies, no information can be deduced because BM(X) = 1 a.s. However,
Ghosh [20] has proved this case.
2. Let µ be standard Gaussian measure on C and K(z, w) := ezw¯. This is the Ginibre
process. It corresponds to orthogonal projection onto the Bargmann-Fock space
B2(C) consisting of the entire functions that lie in L2(C, µ); this is the space of
power series
∑
n≥0 anz
n such that
∑
n n!|an|2 < ∞. Completeness of a set of ele-
ments
{
eλz ; λ ∈ Λ} ⊂ B2(C) in B2(C) is equivalent to completeness in L2(R) (with
Lebesgue measure) of the Gabor system of windowed complex exponentials{
t 7→ exp [− i Imλt− (t− Reλ)2] ; λ ∈ √2Λ} ,
which is used in time-frequency analysis of non-band-limited signals. The equivalence
is proved using the Bargmann transform
f 7→
(
z 7→ π−1/4
∫
R
f(t) exp
[√
2tz − z
2
2
− t
2
2
]
dt
)
,
which is an isometry from L2(R) to B2(C). That the critical density is 1 was shown
in various senses going back to von Neumann; see [14]. This case has also been proved
by Ghosh [20].
3. Let µ be unit Lebesgue measure on the unit disk D := {z ; |z| < 1} and K(z, w) :=(
1 − zw¯)−2. This process is the limiting OPE4 in Subsection 3.8. It corresponds
to orthogonal projection onto the Bergman space A2(D) consisting of the analytic
functions that lie in L2(D, µ). What is known about the zero sets of functions in the
Bergman space [15] is insufficient to settle Conjecture 4.6 in this case and it remains
open.
The two instances above that have been proved by Ghosh [20] follow from his more
general result that Conjecture 4.6 holds whenever µ is continuous and PK is rigid, which
means that X(B) is measurable with respect to the PK-completion of F (E \ B) for every
ball B ⊂ E. The limiting process OPE4 is not rigid [25]. Ghosh and Krishnapur (personal
communication, 2014) have shown that PK is rigid only if K is an orthogonal projection.
It is not sufficient that K be a projection, as the example of the Bergman space shows. A
necessary and sufficient condition to be rigid is not known.
Let K be a locally trace-class orthogonal projection onto H ≤ L2(E, µ). For a function
f , write fK for the function f(x)/
√
K(x, x). Let X ∼ PK . Clearly fK↾X ∈ ℓ2(X) for a.e.
X. Also, for h ∈ H , the function hK is bounded. A conjecture analogous to Corollary 4.5 is
that X is a sort of set of interpolation for H in the sense that given any countable dense set
H0 ⊂ H , for a.e. X, the set {hK↾X ; h ∈ H0} is dense in ℓ2(X).
One may also ask about completeness for appropriate Poisson point processes.
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5. Discrete Invariance
Suppose Γ is a group that acts on E and that K is Γ-invariant, i.e., K(γx, γy) = K(x, y)
for all γ ∈ Γ, x ∈ E, and y ∈ E. (This is equivalent to the operator K being Γ-equivariant.)
Then the probability measure PK is Γ-invariant. This contact with ergodic theory and other
areas of mathematics suggests many interesting questions. Lack of space prevents us from
considering more than just a few aspects of the case where E is discrete and from giving all
definitions.
5.1. Integer Lattices. Let E := Γ := Zd. In this case, K is invariant iff K(m,n) =
f̂(n −m) for some f : Td → [0, 1], where f̂(n) := ∫
Td
f(t)e−2πin·t dt. We write Pf in place
of PK . Some results and questions from [37] follow.
Theorem 5.1. For all f , the process Pf is isomorphic to a Bernoulli process.
This was shown in dimension 1 by [49] for those f such that
∑
n≥1 n|f̂(n)|2 < ∞ by
showing that those Pf are weak Bernoulli (WB), also called “β-mixing” and “absolutely
regular”. Despite its name, it is known that WB is strictly stronger than Bernoullicity. The
precise class of f for which Pf is WB is not known.
As usual, the geometric mean of a nonnegative function f is GM(f) := exp
∫
log f .
Theorem 5.2. For all f , the process Pf stochastically dominates product measure PGM(f)
and is stochastically dominated by product measure P1−GM(1−f). These bounds are optimal.
We conjecture that (Kolmogorov-Sinai) entropy is concave, as would follow from Conjec-
ture 2.6.
Conjecture 5.3. For all f and g, we have H
(
P(f+g)/2
) ≥ (H(Pf ) +H(Pg))/2.
Question 5.4. Let f : T→ [0, 1] be a trigonometric polynomial of degree m. Then Pf is m-
dependent, as are all (m+1)-block factors of independent processes. Is Pf an (m+1)-block
factor of an i.i.d. process? This is known when m = 1 [10].
5.2. Sofic Groups. Let Γ be a sofic group, a class of groups that includes all finitely
generated amenable groups and all finitely generated residually amenable groups. No finitely
generated group is known not to be sofic. Let E be Γ or, more generally, a set acted on by Γ
with finitely many orbits, such as the edges of a Cayley graph of Γ. The following theorems
are from [38].
Theorem 5.5. For every Γ-equivariant positive contraction Q on ℓ2(E), the process PQ is
a d¯-limit of finitely dependent (invariant) processes. If Γ is amenable and E = Γ, then PQ
is isomorphic to a Bernoulli process.
Even if P1 and P2 are Γ-invariant probability measures on 2Γ with P1 4 P2, there need
not be a Γ-invariant monotone coupling of P1 and P2 [41]. The proof of the preceding
theorem depends on the next one:
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Theorem 5.6. If Q1 and Q2 are two Γ-equivariant positive contractions on ℓ
2(E) with
Q1  Q2, then there exists a Γ-invariant monotone coupling of PQ1 and PQ2 .
The proof of Theorem 5.5 also uses the inequality
d¯
(
PQ,PQ
′) ≤ 6 · 32/3‖Q−Q′‖1/31
for equivariant positive contractions, Q and Q′, where ‖T ‖1 := tr(T ∗T )1/2 is the Schatten
1-norm. When Q and Q′ commute, one can improve this bound to
d¯(PQ,PQ
′
) ≤ ‖Q−Q′‖1 .
We do not know whether this inequality always holds.
Write FK(Q) := exp tr log |Q| for the Fuglede-Kadison determinant of Q when Q is a
Γ-equivariant operator. The following would extend Theorem 5.2. It is open even for finite
groups.
Conjecture 5.7. For all Γ-equivariant positive contractions Q on ℓ2(Γ), the process PQ
stochastically dominates product measure PFK(Q)I and is stochastically dominated by product
measure PI−FK(I−Q)I , and these bounds are optimal.
5.3. Isoperimetry, Cost, and ℓ2-Betti Numbers. It turns out that the ex-
pected degree of a vertex in the free uniform spanning forest of a Cayley graph depends only
on the group, via its first ℓ2-Betti number, β1(Γ), and not on the generating set used to
define the Cayley graph [34]:
Theorem 5.8. In every Cayley graph G of a group Γ, we have
EFSF(G)[degF(o)] = 2β1(Γ) + 2 .
This is proved using the representation of FSF as a determinantal probability measure.
It can be used to give a uniform bound on expansion constants [36]:
Theorem 5.9. For every finite symmetric generating set S of a group Γ, we have |SA \A| >
2β1(Γ)|A| for all finite non-empty A ⊂ Γ.
There are extensions of these results to higher-dimensional CW-complexes and higher
ℓ2-Betti numbers [34].
In unpublished work with D. Gaboriau [35], we have shown the following:
Theorem 5.10. Let G be a Cayley graph of a finitely generated group Γ and ǫ > 0.
Then there exists a Γ-invariant finitely dependent determinantal probability measure PQ
on {0, 1}E(G) that stochastically dominates FSFG and such that
EQ
[
degS(o)
] ≤ EFSF[degF(o)] + ǫ .
In addition, if Γ is sofic, then d¯(PQ,FSF) ≤ ǫ.
If it could be shown that PQ, or indeed every invariant finitely dependent probability
measure that dominates FSF, yields a connected subgraph a.s., then it would follow that
β1(Γ) + 1 is equal to the cost of Γ, a major open problem of [19].
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