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Randomized benchmarking is a technique for estimating the average fidelity of a set of quantum
gates. For general gatesets, however, it is difficult to draw robust conclusions from the resulting
data. Here we propose a new method based on representation theory that has little experimental
overhead and applies to a broad class of benchmarking problems. As an example, we apply our
method to a gateset that includes the T -gate, and analyze a new interleaved benchmarking protocol
that extracts the average fidelity of a 2-qubit Clifford gate using only single-qubit Clifford gates as
reference.
Randomized benchmarking [1–7] is arguably the most
prominent experimental technique for assessing the
quality of quantum operations in experimental quantum
computing devices [4, 8–13]. Keys to the wide adoption
of randomized benchmarking are its scalability with
respect to the number of qubits in the quantum device,
and its insensitivity to errors in state preparation and
measurement. It has also recently been shown to be
relatively insensitive to variations in the error associated
to different gates in the implementation [14–16].
The randomized benchmarking protocol is defined
with respect to a ‘gateset’, a discrete collection of
quantum gates that usually has some special structure.
Usually the gateset is assumed to have a group structure,
an assumption we will make throughout this Letter.
When implemented, the protocol returns quality param-
eters associated to the entire gateset, often interpreted
as the average quality parameter of this gateset. The
most important example of such a quality parameter
is the average fidelity which can always be obtained as
a weighted average of the quality parameters yielded
by randomized benchmarking. We will now give an
overview of the randomized benchmarking procedure for
a gateset G with initial state ρ and a binary measure-
ment represented by a two-component POVM {Q, 1−Q}.
Randomized benchmarking is performed by sampling
sequences of a fixed length m of gates from the gateset
G. These sequences are applied to an initial state,
followed by a global inversion gate such that in the ideal
case the system is returned to the starting state. Then
the overlap between the output state and the initial
state is estimated. This is repeated for many sequences
of the same length and averaged yielding a single average
probability pm. Repeating this procedure for various
sequence lengths yields a set of averages {pm}m.
What to do next depends on the gateset G. When G
is the Clifford group [17] it can be shown (under the as-
sumption of gate-independent noise) that the data-points
{pm}m can be fitted to a single exponential decay of the
form
pm ≈fit A+Bfm (1)
where A,B only depend on how well the state ρ was
prepared and measured and the quality parameter f only
depends on how well the gates in G are implemented.
This parameter f can then be straightforwardly related
to a standard metric of gate quality known as the
average fidelity Favg [2]. This fitting relation holds
intuitively because averaging over all elements of the
Clifford group causes the noise process affecting the
gates to be ‘smeared out’, in the sense that it affects any
possible input state in the same manner. This averaged
noise then accretes exponentially with sequence length
m.
However when the gateset is not the multi-qubit Clif-
ford group but rather some other group [18–23] or even
when the noise affecting the Clifford group gates is not
trace-preserving [24] the fitting relation in eq. (1) does
not hold. Instead it has to be generalized to
pm ≈fit
∑
λ
Aλf
m
λ , (2)
where the fλ are general quality parameters that only
depend on the gates being implemented and the Aλ
prefactors depend only on how well the state ρ is
prepared and measured. Intuitively this is so because
the averaging process does not smear out the noise
into affecting all states equally. Rather the state
space will split into several ‘sectors’ labeled by λ (in a
sense described more formally below) such that states
within the same sector experience the same noise but
the noise varies from sector to sector. The average
fidelity associated to the gateset can then always be
found as a weighted average of the quality parameters fλ.
This multi-parameter fitting problem will be difficult
to perform in practice. One could try to fit the random-
ized benchmarking data {pm}m to a linear combination
of exponential decays directly, but this will generally
2result in poor confidence intervals around the fitting
parameters unless large amounts of data are gathered.
More fundamentally, it will then be impossible to relate
the various decay factors to the correct decay channel
in eq. (2), making it impossible to reliably estimate
the average fidelity of the gateset, even in the limit of
infinite data.
In current literature [19, 20] this issue is sidestepped by
performing the experiment several times using different
input states ρλ that are carefully tuned to maximize one
of the prefactors Aλ while minimizing the others. This
is unsatisfactory for several reasons: (1) the accuracy of
the fit now depends on the preparation of ρλ, undoing
one of the main advantages of randomized benchmarking
over other methods such as direct fidelity estimation [25],
(2) it is, for more general gatesets, not always possible
to efficiently find such a maximizing state ρλ and (3)
both previous problems become more pronounced as
the number of quality parameters fλ increases, lim-
iting practical randomized benchmarking to gatesets
that generate only a small amount of quality parameters.
In this Letter we propose an adaptation of the
randomized benchmarking procedure, which we call
character randomized benchmarking, which solves the
above problems. We begin by discussing the general
method, before applying it to specific examples. Finally
we discuss using character randomized benchmarking
in practice and argue the new method does not impose
significant experimental overhead. Previous adaptations
of randomized benchmarking, as discussed in [8, 26, 27],
can be regarded as special cases of our method.
For the rest of this Letter we will work in the Pauli
Transfer Matrix (PTM) picture [28]. This means we
think of states ρ and POVM elements Q as vectors
and co-vectors which we denote |ρ〉 and 〈Q| respectively.
Quantum channels E [29] are then matrices (we will de-
note a channel and its PTM representation by the same
letter) and we have E|ρ〉 = |E(ρ)〉. Composition of chan-
nels also corresponds to multiplication of their PTM rep-
resentations, that is |E ◦ F(ρ)〉 = EF|ρ〉. Moreover we
can write expectation values as bra-ket inner products,
i.e. 〈Q|E|ρ〉 = Tr(QE(ρ)). For a unitary gate G we will
denote its ideal action on ρ as G, i.e. G|ρ〉 = |GρG†〉
and we will denote its real (noisy) implementation by G˜.
For a general randomized benchmarking procedure over
a group G (with input state ρ and measurement POVM
{Q, 1−Q}) we can rewrite [30] the exact average over all
sequences of length m as
pm = 〈Q|
(
1
|G|
∑
G∈G
G†G˜
)m
|ρ〉. (3)
The key insight to randomized benchmarking, which for-
malizes the intuition of ‘smearing’ mentioned above, is
that G is a representation of G ∈ G. This representa-
tion will not in general be irreducible but will rather
decompose into irreducible subrepresentations, that is
G = ⊕λ φλ(G)⊗mλ where φλ is an irreducible subrep-
resentation of G that appears with multiplicity mλ (that
is, there are mλ equivalent copies of φλ present in G).
These irreducible subrepresentations formalize the notion
of ‘sectors’ mentioned above. For simplicity we will here
assume that all irreducible subrepresentations φλ have
multiplicitymλ = 1, however our results will remain valid
in the presence of multiplicities (see Supplementary Ma-
terial). Using Schur’s lemma, a fundamental result in
representation theory, we can then write eq. (3) as
pm =
∑
λ
〈Q|Pλ|ρ〉fmλ (4)
where Pλ is the projector onto the support of φλ and fλ
is the quality factor associated to φλ. This reproduces
eq. (2). For more details on representation theory see [31]
or the Supplementary Materials. A formal proof of eq. (4)
can e.g. be found in [21]. Associated to any representa-
tion φ of a group G is a character function χ : G → R,
from the group to the real numbers [32]. Associated to
this function is the following projection formula
1
|G|
∑
G∈G
χ(G)φ(G) =
1
Tr(P)P , (5)
where P is the projector onto the support of φ. We here
leverage this formula to adapt the randomized bench-
marking procedure in a way that singles out a particular
exponential decay fmλ in eq. (2). To see this consider
a group G and a parameter fλ′ associated to a specific
subrepresentation φλ′ of G for G ∈ G. Now consider
a group Gˆ (we might choose Gˆ = G or Gˆ ⊂ G) such
that Gˆ = ⊕λˆφλˆ(Gˆ) for Gˆ ∈ Gˆ and in particular such
that there exists a λˆ′ such that its associated represen-
tation φλˆ′ has support inside the representation φλ′ of
G. The representation φλˆ′ has character function χλˆ′ .
Now we can consider the following adapted randomized
benchmarking protocol which we call character random-
ized benchmarking.
1. Sample ~G = G1, . . . , Gm uniformly at random from G
2. Sample Gˆ uniformly at random from Gˆ
3. Prepare a quantum state ρ and apply the gates
(G1Gˆ), G2, . . . Gm
4. Compute the inverse Ginv = (Gm · · ·G1)† and apply
it (note that Gˆ is not inverted)
5. Estimate the weighted ‘survival probability’
kλˆ
′
m(~G, Gˆ) = Tr(Pλˆ′)χλˆ′(Gˆ)〈Q|G˜inv
×G˜m · · ·˜(G1Gˆ)|ρ〉
6. Repeat for many Gˆ ∈ Gˆ and estimate the average
kλˆ
′
m(
~G) = EGˆ(k
λˆ′
m (
~G, Gˆ))
37. Repeat for many ~G and estimate the average km =
E ~G(k
λˆ′
m (
~G))
8. Repeat for many different m
The major difference between the standard and character
randomized benchmarking protocols is the introduction
of an extra average over a group Gˆ. This extra gate
Gˆ ∈ Gˆ is not included when computing the global inverse
Ginv. Note that this extra gate can be compiled into the
sequence of gates (G1, . . . , Gm) and thus does not result
in extra noise. The average over the elements of Gˆ is also
weighted by the character function χλˆ′ associated to the
representation φλˆ′ . Similar to eq. (3) we can rewrite the
uniform average over all ~G ∈ G×m and Gˆ ∈ Gˆ as
km =
Tr(Pλˆ′)
|Gˆ| 〈Q|
[
1
|G|
∑
G∈G
G†G˜
]m∑
Gˆ∈Gˆ
χλˆ′(Gˆ)Gˆ|ρ〉.
Using the character projection formula (eq. (5)) and the
standard randomized benchmarking representation the-
ory formula (eq. (4)) we can write this as
km =
∑
λ
〈Q|PλPλˆ′ |ρ〉fmλ = 〈Q|Pλˆ′ |ρ〉fmλ′ (6)
since we have chosen G and λˆ′ such that the support
of Pλˆ′ is a subspace of the support of Pλ′ . This means
the character randomized benchmarking protocol isolates
the exponential decay associated to the quality factor fλ′
independent of state preparation and measurement, al-
though of course we would like to choose Q and ρ in a
way that maximizes 〈Q|Pλˆ′ |ρ〉. Repeating this procedure
for different choices of λ′ and λˆ′ we can reliably recon-
struct all quality parameters associated with randomized
benchmarking over the group G, which can then always
be combined into the average fidelity of the group G.
We will now discuss several examples of random-
ized benchmarking experiments where the character
randomized benchmarking approach is beneficial. The
first example, benchmarking T -gates, is taken from
the literature [20] while the second one, performing
interleaved benchmarking on a 2-qubit gate using only
single qubit gates a reference, is a new protocol.
Benchmarking T -gates. The most common uni-
versal gateset considered in the literature is the
Clifford+T gateset. The average fidelity of the Clifford
gates can be extracted using standard RB over the Clif-
ford group but to investigate the average fidelity of the T
gate a different approach is needed. One choice is to per-
form randomized benchmarking over the group generated
by the CNOT, Pauli X and T gates. This group is an ex-
ample of a CNOT-dihedral group and its use for random-
ized benchmarking was investigated in [20]. There it was
derived that randomized benchmarking over this group
leads to a fit involving 3 quality parameters f1, f2, f3 and
hence a fitting problem involving 3 exponential decays.
The average fidelity of the gates can then be derived as
a weighted average of the quality parameters f1, f2, f3.
Since there are 3 decay channels the PTM represen-
tation of this group has 3 irreducible subrepresentations
labeled φ1, φ2, φ3. The associated projectors for φ2, φ3
are given in in the PTM picture as
P2 = 2−n
∑
P∈Z/{1}
|P 〉〈P |, P3 = 2−n
∑
P∈P/Z
|P 〉〈P |,
where n is the number of qubits in the system, P is the
Pauli group and Z is the subgroup of the Pauli group
composed only of tensor products of Z and 1. Let’s say
we want to isolate the quality factor f2 (associated to
φ2). We must begin by choosing a group Gˆ. A good
choice for Gˆ would be the Pauli group P. Note that
P ⊂ G.
The PTM representation of the Pauli group has 2n
irreducible inequivalent subrepresentations associated to
each basis element Pauli matrix P ′. The character asso-
ciated to this representation will be χP ′(P ) = (−1)〈P,P ′〉
where 〈P, P ′〉 = 1 if and only if P and P ′ anti-commute
and zero otherwise. Note that every choice of P ′ leads to
a different character function χP ′ . Hence to isolate the
the exponential decay fm2 associated to φ2 we have to
choose P ′ ⊂ Z. The character randomized benchmark-
ing experiment can then be described by
km = 2
−n〈Q|P ′〉〈P ′|ρ〉fm2 (7)
hence the optimal input state for this experiment would
be ρ = 2−n(1 + P ′), which is in general not pure
but can be prepared by performing the experiment
multiple times for pure states in the support of ρ and
then averaging over these states. Note that one only
needs to sample a constant number (independent of
the number of qubits) of of these states to compute
any expectation value involving ρ (see Supplementary
Materials for details). Note also that the factor 2−n
is just a normalization factor and that if ρ is prepared
as above the signal km does not go down exponentially
with the number of qubits (but rather stays constant).
Benchmarking a 2-qubit gate using only single
qubit gates. The next example is a new protocol. It is
a way to perform interleaved randomized benchmarking
of a 2-qubit Clifford gate using only single qubit gates
as reference gates. The advantages of this are (1) lower
experimental requirements and (2) high fidelity of the
reference gates relative to the interleaved gate which al-
lows for a tighter bound on the average fidelity of the
interleaved gate using the techniques of [33].This is as-
suming single qubit gates have higher fidelity than two
qubit gates, which is the case in most quantum com-
puting platforms. An interleaved benchmarking experi-
ment consists of two stages, a reference experiment and
4an interleaved experiment. The reference experiment will
in this case be character randomized benchmarking us-
ing 2 copies of the single-qubit Clifford group G = C⊗21
(this is also the group considered in [19]). The fitting
curve of a randomized benchmarking experiment over
this group involves 4 quality parameters fw indexed by
w = (w1, w2) ∈ {0, 1}×2. The projectors (in the PTM
picture) onto the associated irreducible representations
φw are
Pw = 2−2
∑
P∈Pw
|P 〉〈P | (8)
where Pw is the subset of the 2-qubit Pauli group, the
elements of which are composed of non-identity Pauli
matrices at the i’th tensor factor if and only if wi = 1.
The average fidelity Favg can be obtained from the qual-
ity parameters as Favg = (3/15)(f01 + f10) + (9/15)f11
(see Supplementary Material). We can isolate the expo-
nential decay associated to each quality parameter fw by
again choosing Gˆ = P the (2-qubit) Pauli group and for
each w running the character randomized benchmarking
protocol using again the character function χP ′ of a
representation carried by the Pauli basis vector |P ′〉
where for each w the choice of P ′ is such that P ′ ∈ Pw.
Once we have obtained all relevant quality parameters
fw we can compute the average reference fidelity Fref .
Next we repeat the character randomized benchmarking
experiment but for every sequence ~G = (G1, . . . , Gm)
we apply the sequence (G1, C,G2, . . . , C,Gm) where C
is a 2-qubit interleaving gate (from the 2-qubit Clifford
group). Note that we must then also invert this sequence
(with C) to the identity. This interleaved experiment
allows us to compute the interleaved fidelity Fint. From
Fref and Fint we can then compute upper and lower
bounds on the average fidelity Favg(C) of the gate C in
particular. This is detailed in [33].
Scalability of the protocol. The character ran-
domized benchmarking protocol presented above is not
necessarily scalable in system size. The first problem
is that, for an arbitrary group Gˆ the representation
one might want to project onto could have a dimension
that grows exponentially in the number of qubits in
the system. Similarly the character function could
have values that grow exponentially in the number of
qubits. This means the quantity km(~G) can not be
reliably estimated for experiments involving more than
a few qubits. A solution to this is to choose Gˆ such
that the representation being projected onto has small
dimension. Since the maximal absolute value of the
character function is bounded by the dimension of the
associated representation [31] the value of the character
function will also be small. This was the case in the
two examples presented above where we chose Gˆ = P
which had only one-dimensional subrepresentations.
There is some trade-off to be made here since choosing
a group with smaller irreducible subrepresentations
can make it harder to prepare an input state that
generates sufficiently high signal and also one might
run into situations where Gˆ contains multiple copies
of the same representation, which complicates matters
(see the Supplementary Materials). However, when
benchmarking any group G which has the Pauli group
P as a subgroup one can always set P = Gˆ and project
onto one of the one-dimensional subrepresentations as
described above.
Finite Sampling. The character randomized
benchmarking protocol involves averages over sets
that are exponentially large in the number of qubits
and the sequence length m. One can therefore only
estimate these averages empirically by sampling a small
subset of these sets. The quality of these empirical
estimates can then be ascertained using confidence
intervals. There are two different averages present
in character randomized benchmarking. Firstly the
character-weighted average over the group Gˆ for a single
sequence ~G (denoted kλˆ
′
m (~G)) and secondly the average
over sequences ~G ∈ G×m (denoted km). These have to
be treated differently.
The character-weighted average over the group Gˆ for
a single sequence ~G, kλ
′
m (~G) can be estimated by not
estimating each character-weighted expectation value
kλˆ
′
m (~G, Gˆ) individually but rather estimate ~G k
λˆ′
m (~G) di-
rectly by the following procedure
1. Sample Gˆ ∈ Gˆ uniformly at random
2. Prepare the state GinvGm · · · G1Gˆ|ρ〉 and measure it
once obtaining a result b(Gˆ) ∈ {0, 1}
3. Compute
x(Gˆ) = χλˆ′(Gˆ)Tr(Pλˆ′)b(Gˆ) ∈ {0, χλˆ′(Gˆ)Tr(Pλˆ′)}
4. Repeat sufficiently many times and compute the em-
pirical average of x(Gˆ)
Through the above procedure we are directly sampling
from a bounded probability distribution with mean
kλˆ
′
m (~G) that takes values in the interval [−χ∗λˆ′ , χ∗λˆ′ ]
where χ∗
λˆ′
is the largest value of the character function
χλˆ′ . For the examples given above this maximal value
is 1. Using standard statistical techniques [34] we
can give e.g. a 99% confidence interval of size 0.02
around kλˆ
′
m (~G) by repeating the above procedure 1769
times, which is within an order of magnitude of current
experimental practice for confidence intervals around
regular expectation values.
In [27, 35] it was shown that the average km over
sequences ~G ∈ G×m can be estimated with high precision
and high confidence using only a few hundred sequences.
These results, which were derived for standard random-
ized benchmarking, can be straight-forwardly extended
5to character randomized benchmarking. Whether sim-
ilar results when performing benchmarking with other
groups is however an open question. This issue is not
unique to character randomized benchmarking but is
equally present when performing standard randomized
benchmarking over any non-Clifford group.
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7APPENDIX A: BACKGROUND MATERIAL
In this section we present, for the benefit of the reader, some well known facts about representation theory and
the representation of quantum channels. In particular we will review representations and characters and explain
in more detail the Pauli transfer matrix formalism for quantum channels. We also treat the representations of the
Pauli group in more detail. More background on representations and characters can be found in [31, 37] while our
presentation of quantum channels is based on [36, 38].
Representation theory
We recall some useful facts about the representations of finite groups. For a more in depth treatment of this topic
we refer to [31, 37]. Let G be a finite group and let V be some finite dimensional complex vector space. Let also
GL(V ) be the group of invertible linear transformations of V . We can define a representation φ of the group G on
the space V as a map
φ : G→ GL(V ) : G 7→ φ(G) (9)
that has the property
φ(G)φ(H) = φ(GH), ∀G,H ∈ G. (10)
In general we will assume the operators φ(G) to be unitary. If there is a non-trivial subspace W of V such that for
all vectors w ∈W we have
φ(G)w ∈W, ∀G ∈ G, (11)
then the representation φ is called reducible. The restriction of φ to the subspace W is also a representation, which
we call a subrepresentation of φ. If there are no non-trivial subspaces W such that eq. (11) holds the representation
φ is called irreducible. Two representations φ, φ′ of a group G on spaces V, V ′ are called equivalent if there exists an
invertible linear map T : V → V ′ such that
T ◦ φ(G) = φ′(G) ◦ T, ∀G ∈ G. (12)
We will denote this by φ ≡ φ′. For a representation φ on a vector space V we can, for all linear maps A : V → V also
define the twirl of A with respect to φ. This is denoted as T and has the form
Tφ(A) := 1|G|
∑
G∈G
φ(G)Aφ(G)†. (13)
The following corollary of Schur’s lemma, an essential result from representation theory [31, 37], allows us to evaluate
twirls over certain types of representations.
Lemma 1 (Lemma 1.7 and Prop. 1.8 in [31]). Let G be a finite group and let φ be a representation of G on a complex
vector space V with decomposition
φ(G) ≃
⊕
i
φi(G)
⊗mi , ∀G ∈ G (14)
into inequivalent irreducible subrepresentations φi where mi is the multiplicity of φi. Then for any linear map A :
V → V the twirl of A over G takes the form
Tφ(A) = 1|G|
∑
G∈G
φ(g)Aφ(g)† =
∑
i
∑
j,j′∈{1,...,mi}
Tr(AP
j′i
ji
)
Tr(P jiji )
P
j′i
ji
. (15)
where P
j′i
ji
is a linear map from the support of the ji’th copy of φi to the support of the j
′
i’th copy of φi. Note that P
ji
ji
is a projector onto the support of the ji’th copy of φi.
8When the decomposition of φ has no multiplicities, i.e.
φ(G) ≃
⊕
i
φi(G), ∀G ∈ G (16)
where all φi are irreducible inequivalent representations then the formula in lemma 1 becomes significantly simpler.
We have for all linear maps A : V → V
Tφ(A) =
∑
i
Tr(APi)
Tr(Pi)
Pi, (17)
where Pi is the projector onto the support of the irreducible subrepresentation φi.
We next recall the character of a representation. Let φ : G→ V be a representation of a finite group G on a finite
dimensional (real or complex) vector space V . The character χφ : G→ R of the representation φ is defined as
χφ :G→ R : G 7→ χφ(G) = TrV (φ(G)), (18)
where TrV ( ) denotes the trace over the vector space V . Note that characters can in general be complex (that is,
functions from G to C) but we will only consider representations with real character here. Characters have a number
of useful properties [31] which we recall here. For representations ϕ, ϕ′ we have the relations
χϕ⊗ϕ′ = χφ χφ′ , (19)
χϕ⊕ϕ′ = χφ + χφ′ , (20)
with suitable generalizations to multiple direct sums and tensor products. The following lemma, often referred to as
the generalized projection formula, is of great use to us
Lemma 2 (Formula 2.32 in [31]). Let G be a group and let φ be a representation of G. Let also φ′ be an irreducible
subrepresentation of φ with associated character function χφ′ . Then the following formula holds
Tr(P ′)
|G|
∑
G∈G
χφ′(G)φ(G) =
∑
φˆ≡φ′
Pφˆ, (21)
where Pφˆ is the projector onto the support of φˆ which is a subrepresentation of φ (equivalent to φ
′). Note also that
the sum runs over all representations φˆ in φ that are equivalent to φ′.
Note that in the presence of representations equivalent to φ′ the projection on the RHS of the projection formula
projects on all subrepresentations that are equivalent to φ′ rather than just φ′. This need to be taken into account
when performing character randomized benchmarking in general.
Pauli transfer matrix representation of quantum channels
Quantum channels [36, 38] are completely positive and trace-preserving (CPTP) linear maps E : Md → Md
where Md is the Hilbert space of d × d Hermitian matrices. We will denote quantum channels by calligraphic
font throughout. The canonical example of a quantum channel is conjugation by a unitary U , which we denote
by the corresponding calligraphic letter, i.e., U(ρ) = UρU † for all density matrices ρ. We will denote the noisy
implementation of a channel by an overset tilde, e.g., G˜ denotes a noisy implementation some ideal quantum channel
channel G.
It is often useful to think of quantum channels as matrices acting on vectors [35, 36, 39]. In order to do this we
must choose a basis of the vector space Md. A convenient basis (when d = 2q) will be the basis of normalized Pauli
matrices {σ0} ∪ σq where σ0 := 1d/
√
d with d = 2q is the normalized identity matrix and
σq :=
{
1√
d
{12, X, Y, Z}⊗q
}
\{σ0}, (22)
9where X,Y, Z are the standard single qubit Pauli matrices. This set spans Md and becomes an orthonormal basis
when we equip Md with the trace (or Hilbert-Schmidt) inner product defined as
〈A,B〉 := Tr(AB†), ∀A,B ∈Md. (23)
For any element A of Md we will denote its vectorization as |A〉. |A〉 is a column vector of length d2 obtained by
considering the set {σ0} ∪ σq as a basis for Md, that is
|A〉 =
∑
σ∈{σ0}∪σq
〈A, σ〉|σ〉. (24)
The column vector vectorization | 〉 of Md has a natural dual row-vector vectorization which we denote by 〈 |.
As any quantum channel E is a linear map from Md to Md we have
|E(ρ)〉 =
∑
σ∈{σ0}∪σq
|E(σ)〉〈σ|ρ〉, (25)
so that we can represent E by the matrix
E =
∑
σ∈{σ0}∪σq
|E(σ)〉〈σ|, (26)
where we abuse notation by using the same symbol to refer to an abstract channel and its matrix representation. We
will call this matrix the Pauli Transfer Matrix representation of the channel E . The action of a channel E on a density
matrix ρ now corresponds to the standard matrix action on the vector |ρ〉, hence for a density matrix ρ and a POVM
element Q in Md we have
E|ρ〉 = |E(ρ)〉, (27)
Tr(QE(ρ)) = 〈Q|E|ρ〉. (28)
The Pauli transfer matrix representation has the nice properties (as can be easily checked) that the composition
of quantum channels is equivalent to matrix multiplication of their Liouville matrices and that tensor products of
channels correspond to tensor products of the corresponding Liouville matrices, that is, for all channels E1 and E2 and
all A ∈Md,
|E1 ◦ E2(A)〉 = E1E2|A〉, (29)
|E1 ⊗ E2(A⊗2)〉 = E1 ⊗ E2|A⊗2〉. (30)
Another nice property of the Pauli transfer matrix representation is that it is an actual representation (in the sense
of eq. (9)) of any subgroup of the unitary group U(2q). This essentially follows from eq. (29). For U, V ∈ U(d) set
W = UV . We then have for the Pauli transfer matrix representation
UV|X〉 = |U(V(X))〉 = |V UXU †V †〉 = |V UX(V U)†〉 = |WXW †〉 = |W(X)〉 =W|X〉, ∀X ∈ Md, (31)
which is essentially the definition of a representation.
The last important property of the Pauli Transfer Matrix of a quantum channel is the fact that for a CPTP quantum
channel E the average fidelity to the identity Favg(E , I), which is defined as
Favg(E , I) =
∫
dψTr(|ψ〉〈ψ|E(|ψ〉〈ψ|)), (32)
where |ψ〉〈ψ| is the regular density matrix of the pure state ψ and the integral is taken over the Haar measure on the
set of pure states, is related to the trace (taken over superoperators) of the Pauli transfer matrix of E . In particular
we have
1
|σq|
∑
σ∈σq
〈σ|E|σ〉 = d− 1
d
Favg(E , I). (33)
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This means we can calculate the average fidelity to the identity of a quantum channel by calculating the trace over
a subrepresentation (spanned by σq) of the Pauli transfer matrix representation. This observation which was first
proven in [40], together with Schur’s lemma, is at the core of the randomized benchmarking procedure. We will
give a short proof of eq. (33) for completeness. We begin by proving it for the depolarizing channel. Let Dp be the
depolarizing channel with depolarization probability p, that is
Dp(X) = pX + (1− p)Tr(X)1
d
. (34)
Noting that Tr(|ψ〉〈ψ|) = Tr(|ψ〉〈ψ|2) = 1 we see that
Favg(Dp, I) =
∫
dψTr(|ψ〉〈ψ|Dd(|ψ〉〈ψ|)) (35)
=
∫
dψ
(
pTr(|ψ〉〈ψ|2) + (1− p)Tr(|ψ〉〈ψ|/d)Tr(|ψ〉〈ψ|)) (36)
= p+
(1− p)
d
, (37)
which gives us the RHS of eq. (33). To compute the LHS we note that for σ ∈ {σ0} ∪ σq we have
〈σ|Dp|σ〉 = pTr(σ2) + (1 − p)Tr(σ/d) = p+ (1− p)√
d
. (38)
Plugging this into the LHS of eq. (33) the equality becomes manifest. Now let us generalize to arbitrary quantum
channels. Let E be an arbitrary channel. The first thing we notice is that Favg is a covariant quantity, that is we have
for all U ∈ U(d) that
Favg(U†EU , I) =
∫
dψTr(|ψ〉〈ψ|U †E(U |ψ〉〈ψ|U †)U) =
∫
Tr(|ψ〉〈ψ|E(|ψ〉〈ψ|)) = Favg(†E , I), (39)
where we used the fact that the uniform measure over states is invariant under any unitary U and the cyclicity of the
trace. One can similarly prove that
1
|σq|
∑
σ∈σq
〈σ|E|σ〉 = 1|σq|
∑
σ∈σq
〈σ|U†EU|σ〉, (40)
for all U ∈ U(d). A final statement we need is that, for all channels E the averaged channel ∫ dUU†EU is a depolarizing
channel. This is proven in e.g. [3]. By linearity this means we have
1
|σq|
∑
σ∈σq
〈σ|E|σ〉 =
∫
dU
1
|σq|
∑
σ∈σq
〈σ|U†EU|σ〉 =
∫
dUFavg(UEU , I) = Favg(E , I), (41)
which proves the statement. We can generalize the above to give a powerful statement about randomized benchmarking
procedures. Let G be a group and let G =∑λ φλ(G) be the decomposition of the PTM representation into irreducible
subrepresentations. For simplicity we will assume that there are no equivalent representations present in the above
decomposition. Now consider for any quantum channel E the averaged quantum channel
1
|G|
∑
G∈G
G†EG. (42)
Using lemma 1 we see that the above decomposes as
1
|G|
∑
G∈G
G†EG =
∑
λ
Pλfλ(E), (43)
where Pλ is the projector onto the representation φλ and fλ is the associated quality parameter. Now noting that
G ⊂ U(d) we have that
1
|σq|
∑
σ∈σq
〈σ|E|σ〉 = 1|G|
∑
G∈G
〈σ|G†EG|σ〉 =
∑
λ
fλ
 1
|σq|
∑
σ∈σq
〈σ|Pλ|σ〉
 . (44)
This, and eq. (33), implies that we can find the average fidelity of E by computing the weighted sum of the quality
factors fλ with the weights given by
1
|σq|
∑
σ∈σq
〈σ|Pλ|σ〉 = supp(φλ)|σq| . This argument also holds in the presence of
equivalent representations, see e.g. [21].
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Representations of the Pauli group
Probably the most useful choice for the group Gˆ is the multi-qubit Pauli group. This group is defined as P =
〈i1, X, Z〉⊗q. The reason this group is useful lies in the fact that the irreducible subrepresentations of the Pauli
transfer matrix representations of P are all of dimension one and moreover that they are all inequivalent. In this
section we will work out this fact more formally. Begin by considering the action of an element P , represented by P ,
of the Pauli group P on an element σ of the basis {σ0} ∪ σq.
P|σ〉 = |PσP †〉 = (−1)〈P,σ〉|P 〉, (45)
where 〈A,B〉 is a function that is zero whenever A,B commute and one if they anti-commute where A,B are (possibly
normalized) elements of the Pauli group. Since (normalized) elements of the Pauli group always either commute or
anti-commute this is a well defined function. Since the above is true for every element P ∈ P this implies that every
element of {σ0}∪σq carries a one-dimensional, and hence irreducible, subrepresentation of the Pauli Transfer Matrix
representations of the Pauli group. We will label these representations as φσ for all σ ∈ {σ0} ∪ σq. Note that the
character function χσ associated to the representation φσ is simply χσ(P ) = (−1)〈P,σ〉. This just follows from the
definition of the character function, eq. (45) and the fact that 〈σ|σ〉 = 1.
However, the representations φσ could a priori be equivalent. We now prove that this is not the case. To see
this, recall the definition of equivalence from eq. (12). For one-dimensional vector spaces the only invertible linear
transformation is multiplication by a non-zero constant. Hence if for two one-dimensional representations φσ and
φσ′ there exists a linear transformation such that T ◦ φσ(P ) = φσ′(P ) ◦ T for all P ∈ P then φσ(P )φσ′ (P ) for
all P ∈ P. This means, in order to prove that φσ and φσ′ are inequivalent we simply need to find a P ∈ P
such that φσ(P ) 6= φσ′ (P ). This comes down to finding, for each pair σ, σ′ with σ 6= σ′, a P ∈ P such that
P|σ〉 = −P|σ′〉. This comes down to finding a Pauli element that commutes with σ and anti-commutes with σ′.
It turns out this is always possible (and a little tedious to prove). For a proof of this fact see for instance [41, Lemma 7].
Note that for two Pauli matrices P, P ′ we can also efficiently (in the number of qubits in the system) decide whether
they commute or anti-commute. This means that the character function χσ(P ) can be efficiently computed on the
fly for any σ and P . This is important because we must compute an instantiation of the character function for every
random sample drawn during the character randomized benchmarking procedure. Note however that this can be done
in post-processing so high speed (not just efficient) calculation of the character function is not a requirement for the
success of the character randomized benchmarking procedure.
APPENDIX B: FINITE SAMPLING
In this section we elaborate on the statistical aspects of character randomized benchmarking. We will denote
probability distributions by capital Greek letters (such as Λ) and their means by the letter µ subscripted by the
corresponding distribution. The character randomized benchmarking protocol requires one to calculate the means
of probability distributions. This is however impossible to do exactly using only a finite amount of samples drawn
from his probability distribution. Instead one must rely on empirical estimates of these means. The reliability of
these estimates is expressed by confidence intervals. Imagine being given a distribution with mean µ and an empirical
estimate µN =
1
N
∑
x∈RN
x where RN is a set of N samples drawn independently from the distribution. Now a
confidence interval (around µN ) is a pair of real numbers (ǫ, δ) such that
Pr(|µN − µ| ≥ ǫ) ≤ 1− δ, (46)
where the probability is taken with respect to the distribution being sampled from. Even though confidence intervals
seem to require intimate knowledge of the distribution being sampled from they can in fact be constructed using only
very limited knowledge of the distribution. In particular, if one knows that the distribution being sampled from is
bounded, that is it only takes value inside an interval [a, b] for a, b ∈ R then we can use Hoeffding’s concentration
inequality [34], given by
Pr(|µN − µ| ≥ ǫ) ≤ 1− 2 exp
( −Nǫ2
(a− b)2
)
. (47)
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Plugging in δ and inverting this equation we get a relation between the confidence interval (ǫ, δ) and the number of
samples N from the distribution we need to construct this interval. We have
N ≥ log(2/δ)(a− b)
2
ǫ2
. (48)
Note that this equation is completely generic, it can be used to empirically estimate the mean of any probability
distribution, as long as this distribution is bounded.
With the above we can analyze the character randomized benchmarking protocol in the presence of finite sampling.
The main question we aim to answer here is how many samples are required to accurately estimate the character
average kλm for fixed m and λ. There are 3 sources of randomness in the character randomized benchmarking protocol.
1. The first source of randomness comes from sampling sequences uniformly at random from the set G×m
2. The second source of randomness comes from sampling an element from Gˆ uniformly at random.
3. The last source of randomness is quantum mechanics itself. In general we can perform the following sequence
of events
(a) Prepare a system in a state ρ
(b) Apply some quantum operation E
(c) Measure using some two-component POVM {Q, 1−Q}.
At the end of this sequence we will get a single bit of information x which takes the value 0 (measure Q) or 1
(measure 1−Q). We can think of x as the being an instance of a random variable X which follows a Bernoulli
distribution ΛBern with mean µΛBern = 〈Q|E|ρ〉.
As mentioned in the main text, one of the key challenges of character randomized benchmarking lies in estimating the
mean of the distribution induced by uniform random sampling from the group Gˆ (the second source of randomness).
Formally we have
kλm(~G) =
1
|Gˆ|
∑
Gˆ∈Gˆ
χλ(Gˆ)Tr(Pλ)〈Q|G˜inv ~˜GGˆ|ρ〉 (49)
Note that this quantity mixes two of the above types of randomness as kλm(~G) is an average of quantities 〈Q|G˜inv ~˜GGˆ|ρ〉
which are themselves means of Bernoulli distributions.
The naive way of estimating kλm(~G) would be to first estimate the means 〈Q|G˜inv ~˜GGˆ|ρ〉 by performing the associated
measurement procedure N times and using the concentration inequality given above to construct an (accurate)
estimate of 〈Q|G˜inv ~˜GGˆ|ρ〉. We can then multiply each estimate by χλ(Gˆ)Tr(Pλ) and average them to obtain an
estimate for kλm(~G).
However, to calculate kλm(~G) we would have to perform this procedure for every Gˆ ∈ Gˆ, which would require |Gˆ|N
samples in total. This is not a good approach when performing character randomized benchmarking on more than a
few qubits. The reason for this is that typically the size of Gˆ will grow exponentially with the number of qubits. For
instance, if Gˆ is the Pauli group we have |Gˆ| = |P| = 4n for n qubits.
A second method, which will be more efficient when |Gˆ| is very big, is to not try to estimate all means 〈Q|G˜inv ~˜GGˆ|ρ〉
individually. Instead we will perform an empirical estimate of kλm(
~G) directly by the following procedure.
1. Sample Gˆ ∈ Gˆ uniformly at random
2. Prepare the state GinvGm · · · G1Gˆ|ρ〉 and measure it once obtaining a result b(Gˆ) ∈ {0, 1}
3. Compute
x(Gˆ) = χλˆ′(Gˆ)Tr(Pλˆ′)b(Gˆ) ∈ {0, χλˆ′(Gˆ)Tr(Pλˆ′)}
4. Repeat sufficiently many times and compute the empirical average of x(Gˆ)
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Every time we perform steps (1)-(3) we are are drawing a single sample from a certain probability distribution.
This probability distribution is a mixture distribution. Mixture distributions are defined as linear combinations of
probability distributions. Note that there there is a difference between a mixture of distributions and an linear
combination of random variables [42]. Formally the mixture distribution induced by the procedure outlined above
will be defined as
Λλ =
1
|Gˆ|
∑
Gˆ∈Gˆ
Tr(Pλ)χλ(Gˆ)ΛBern,Gˆ (50)
where ΛBern,Gˆ is a Bernoulli distribution with mean µΛBern,Gˆ = 〈Q|G˜inv ~˜GGˆ|ρ〉. The distribution Λλ will in general be
rather complex (as it is the mixture of |Gˆ| Bernoulli distributions). A useful feature of mixture distributions however,
is that their mean is given by the weighted average the means of the mixing distributions with the weights precisely
given by the weights in the mixture [42]. In particular that means we have for µΛλ that
µΛλ =
1
|Gˆ|
∑
Gˆ∈Gˆ
Tr(Pλ)χλ(Gˆ)µΛ
Bern,Gˆ
(51)
=
1
|Gˆ|
∑
Gˆ∈Gˆ
Tr(Pλ)χλ(Gˆ)〈Q|G˜inv ~˜GGˆ|ρ〉 (52)
= kλm(~G). (53)
Moreover the distribution Λλ is upper and lower bounded by ±Tr(Pλ)χ∗λ where χ∗λ = maxGˆ χλ(Gˆ). This means
that we can use the concentration inequality eq. (47) to bound the number of times we need to sample from Λλ (via
the procedure above) in order to estimate kλm(
~G). Note that the number of samples that need to be taken will now
not depend on |Gˆ| at all.
As an illustration consider the follow example. Let Gˆ be the Pauli group P on n qubits. This group is of size
|P| = 4n. However, as discussed above, the subrepresentations of of the Pauli transfer matrix representation P are all
of dimension one and are indexed by the normalized Pauli matrices σ ∈ {σ0}∪σq. Let’s perform character randomized
benchmarking where λ = σ for some normalized Pauli matrix σ. Since the representation φσ is one dimensional we
have Tr(Pσ) = 1. Moreover we have that the character |χσ(P )| = 1 for all P ∈ P. This means that the distribution
Λσ is upper and lower bounded by ±1. If we now want to estimate the mean kλm(~G) for a particular sequence ~G
we can perform the procedure above to sample from Λσ. Using the concentration inequality eq. (47) see that for a
confidence interval of size ǫ = 0.02 and confidence δ = 0.99 around the mean µΛσ = k
λ
m(
~G) we need to draw
N ≥ log(2/0.99)(1− (−1))
2
0.022
= 1769 (54)
samples. Note that this number is both ’reasonable’ and completely independent of the number of qubits n.
We make a final note about step (1) in the procedure for estimating 〈Q|E|ρ〉, that is the preparation of the state
ρ. It will often be the case that the optimal state for a character randomized benchmarking procedure, is not a pure
state but rather represented by a density matrix of high rank. This introduces further experimental difficulties as an
experimental setup usually only gives access to pure states (by design). We can overcome this difficulty by realizing
that every density matrix ρ can be written as a probability distribution over pure states, that is
ρ =
∑
ψ
pρψ|ψ〉〈ψ|, pρψ ≥ 0,
∑
ψ
pρψ = 1. (55)
This means that 〈E|E|ρ〉 is also the mean of a mixture distribution that takes values in the set {0, 1} (so the mixture
is still a Bernoulli distribution).In particular it is a mixture of Bernoulli distributions with mean 〈Q|E|ψ〉. This means
that in the case of non-pure ρ we can update our sampling procedure to be
1. Fix a decomposition ρ =
∑
ψ p
ρ
ψ|ψ〉〈ψ|
2. Sample ψ according to {pρψ}ψ
3. Sample Gˆ ∈ Gˆ uniformly at random
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4. Prepare the state GinvGm · · · G1Gˆ|ψ〉 and measure it once obtaining a result b(Gˆ) ∈ {0, 1}
5. Compute
x(Gˆ) = χλˆ′(Gˆ)Tr(Pλˆ′)b(Gˆ) ∈ {0, χλˆ′(Gˆ)Tr(Pλˆ′)}
6. Repeat sufficiently many times and compute the empirical average of x(Gˆ).
This means we are now sampling from the mixture distribution
Λλ =
1
|Gˆ|
∑
Gˆ∈Gˆ
∑
ψ
pρψ Tr(Pλ)χλ(Gˆ)ΛBern,Gˆ,ψ (56)
where ΛBern,Gˆ,ψ is now a Bernoulli distribution with mean 〈Q|E|ψ〉. However the same reasoning as above holds and
the number of samples (repetitions of the above procedure) required to obtain an estimate for the mean of Λλ still
only depends on the interval on which Λλ is defined, yielding no increase in the number of samples needed even when
the ideal input state ρ is very non-pure (has high rank).
