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LOCALIZATION AND COMPACTNESS IN BERGMAN AND FOCK
SPACES
JOSHUA ISRALOWITZ, MISHKO MITKOVSKI†, AND BRETT D. WICK‡
Abstract. In this paper we study the compactness of operators on the Bergman space of
the unit ball and on very generally weighted Bargmann-Fock spaces in terms of the behavior
of their Berezin transforms and the norms of the operators acting on reproducing kernels.
In particular, in the Bergman space setting we show how a vanishing Berezin transform
combined with certain (integral) growth conditions on an operator T are sufficient to imply
that the operator is compact. In the weighted Bargmann-Fock space setting we show that
the reproducing kernel thesis for compactness holds for operators satisfying similar growth
conditions. The main results extend the results of Xia and Zheng to the case of the Bergman
space when 1 < p < ∞, and in the weighted Bargmann-Fock space setting, our results
provide new, more general conditions that imply the work of Xia and Zheng via a more
familiar approach that can also handle the 1 < p <∞ case.
1. Introduction
The Bargmann-Fock space Fp := Fp(Cn) is the collection of entire functions f on Cn such
that f(·)e−
|·|
2 ∈ Lp(Cn, dv). It is well known that F2 is a reproducing kernel Hilbert space
with reproducing kernel given by Kz(w) = e
zw. As usual, we denote by kz the normalized
reproducing kernel at z. For a bounded operator T on Fp, the Berezin transform of T is the
function defined by
T˜ (z) = 〈Tkz, kz〉F2 .
It was proved recently by Bauer and the first author that the vanishing of the Berezin
transform is sufficient for compactness whenever the operator is in the Toeplitz algebra [1].
However, it is generally very difficult to check whether a given operator T is in the Toeplitz
algebra, unless T is itself a Toeplitz operator or a combination of a few Toeplitz operators,
and as such one would like a “simpler” sufficient condition to guarantee this.
In the recent and interesting paper [10], Xia and Zheng introduced a class of “sufficiently
localized” operators on F2 which includes the algebraic closure of the Toeplitz operators.
These are the operators T acting on F2 such that there exist constants 2n < β < ∞ and
0 < C <∞ with
|〈Tkz, kw〉F2 | ≤
C
(1 + |z − w|)β
. (1.1)
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It was proved by Xia and Zheng that every bounded operator T from the C∗ algebra generated
by sufficiently localized operators whose Berezin transform vanishes at infinity, i.e.,
lim
|z|→∞
〈Tkz, kz〉F2 = 0 (1.2)
is compact on F2. One of their main innovations is providing an easily checkable condi-
tion (1.1) which is general enough to imply compactness from the seemingly much weaker
condition (1.2).
The aim of this paper is threefold. First, we wish to extend the Xia-Zheng notion of suffi-
ciently localized operators to both a much wider class of weighted Fock spaces (in particular,
the class of so-called “generalized Bargmann-Fock spaces” considered in [8]) and to a larger
class of operators. Note that (1.1) easily implies
sup
z∈Cn
∫
Cn
|〈Tkz, kw〉F2| dv(w) <∞;
and consequently one should look at generalizations of sufficiently localized operators that
allow for weaker integral conditions. Also, note that the ideas in [10] are essentially frame
theoretic (see [5] for a discussion of the ideas in [10] from this point of view) and therefore
one can not easily extend these ideas to the non-Hilbert space setting. To remedy this, we
will provide a simpler, more direct proof of the main result in [10] which follows a more
traditional route and which can be extended to other (not necessarily Hilbert) spaces of
analytic functions. In particular, we show that our main result, in an appropriately modified
form, holds for the classical Bergman space Ap on the ball (and in Section 4 we will discuss
the possibility of extending our results to a very wide class of weighted Bergman spaces.)
The extension of the main results in [10] to a larger class of operators and to a wider class
of weighted Fock spaces is as follows. Let dc = i
4
(∂ − ∂) and let d be the usual exterior
derivative. For the rest of the paper let φ ∈ C2(Cn) be a real valued function on Cn such
that
cω0 < dd
cφ < Cω0
holds uniformly pointwise on Cn for some positive constants c and C (in the sense of positive
(1, 1) forms) where ω0 = dd
c| · |2 is the standard Euclidean Ka¨hler form. Furthermore, for
0 < p ≤ ∞, define the generalized Bargmann-Fock space Fpφ to be the space of entire
functions f on Cn such that fe−φ ∈ Lp(Cn, dv) (for a detailed study of the linear space
properties of Fpφ see [8]). For operators T acting on the reproducing kernels K(z, w) of F
2
φ,
we impose the following conditions. We first assume that
sup
z∈Cn
∫
Cn
∣∣∣〈Tkz, kw〉F2
φ
∣∣∣ dv(w) <∞, sup
z∈Cn
∫
Cn
∣∣∣〈T ∗kz, kw〉F2
φ
∣∣∣ dv(w) <∞, (1.3)
which is enough to conclude that the operator T initially defined on the linear span of the
reproducing kernels extends to a bounded operator on Fpφ for 1 ≤ p ≤ ∞ (see Section 3). To
show that the operator is compact, we impose the following additional assumptions on T :
lim
r→∞
sup
z∈Cn
∫
D(z,r)c
∣∣∣〈Tkz, kw〉F2
φ
∣∣∣ dv(w) = 0, lim
r→∞
sup
z∈Cn
∫
D(z,r)c
∣∣∣〈T ∗kz, kw〉F2
φ
∣∣∣ dv(w) = 0.
(1.4)
Definition 1.1. We will say that a linear operator T on Fpφ is weakly localized (and for
convenience write T ∈ Aφ(C
n)) if it satisfies the conditions (1.3) and (1.4).
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Note that every sufficiently localized operator on F2 in the sense of Xia and Zheng ob-
viously satisfies (1.3) and (1.4) and is therefore weakly localized in our sense too. Now if
D(z, r) is the Euclidean ball with center z and radius r, and if ‖T‖e denotes the essential
norm of a bounded operator T on Fpφ then the following theorem is one of the main results
of this paper:
Theorem 1.2. Let 1 < p < ∞ and let T be an operator on Fpφ which belongs to the norm
closure of Aφ(C
n). Then there exists r, C > 0 (both depending on T ) such that
‖T‖
e
≤ C lim sup
|z|→∞
sup
w∈D(z,r)
|〈Tkz, kw〉| .
In particular, if
lim
|z|→∞
‖Tkz‖Fp
φ
= 0
then T is compact on Fpφ.
Now if A(Cn) is the class of sufficiently localized operators on F2 then note that an
application of Proposition 1.4 in [5] in conjunction with Theorem 1.2 immediately proves
the following theorem, which provides the previously mentioned generalization of the results
in [10] (see Section 3 for more details).
Theorem 1.3. Let 1 < p < ∞ and let T be an operator on Fp which belongs to the norm
closure of A(Cn). If lim|z|→∞ |〈Tkz, kz〉F2 | = 0 then T is compact.
Let us note that one can easily write the so called “Fock-Sobolev spaces” from [4] as
generalized Bargmann-Fock spaces, so that in particular Theorem 1.2 immediately applies
to these spaces (see [5] for more details).
To state the main result in the Bergman space setting requires some notation. Let Bn
denote the unit ball in Cn and let the space Ap := Ap(Bn) denote the classical Bergman
space, i.e., the collection of all holomorphic functions on Bn such that
‖f‖pAp :=
∫
Bn
|f(z)|p dv(z) <∞.
The function Kz(w) := (1− zw)
−(n+1) is the reproducing kernel for A2 and
kz(w) :=
(1− |z|2)
n+1
2
(1− zw)(n+1)
is the normalized reproducing kernel at the point z. We also will let dλ denote the invariant
measure on Bn, i.e.,
dλ(z) =
dv(z)
(1− |z|2)n+1
.
Now let 1 < p < ∞ and let 1
p
+ 1
p′
= 1. We are interested in operators T acting on the
reproducing kernels of A2 that satisfy the following conditions. First, we assume that there
exists 0 < δ < min{p, p′} such that
sup
z∈Bn
∫
Bn
|〈Tkz, kw〉A2 |
‖Kz‖
1− 2δ
p′(n+1)
A2
‖Kw‖
1− 2δ
p′(n+1)
A2
dλ(w) <∞, sup
z∈Bn
∫
Bn
|〈T ∗kz, kw〉A2|
‖Kz‖
1− 2δ
p(n+1)
A2
‖Kw‖
1− 2δ
p(n+1)
A2
dλ(w) <∞.
(1.5)
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These are enough to conclude that the operator T initially defined on the linear span of
the reproducing kernels extends to a bounded operator on Ap (see the comments follow-
ing the proof of Proposition 2.5). To treat compactness we make the following additional
assumptions on T : there exists 0 < δ < min{p, p′} such that
sup
z∈Bn
∫
D(z,r)c
|〈Tkz, kw〉A2 |
‖Kz‖
1− 2δ
p′(n+1)
A2
‖Kw‖
1− 2δ
p′(n+1)
A2
dλ(w)→ 0, sup
z∈Bn
∫
D(z,r)c
|〈T ∗kz, kw〉|
‖Kz‖
1− 2δ
p(n+1)
A2
‖Kw‖
1− 2δ
p(n+1)
A2
dλ(w)→ 0
(1.6)
as r →∞.
Definition 1.4. We say that a linear operator T on Ap is p weakly localized (which we
denote by T ∈ Ap(Bn)) if it satisfies conditions (1.5) and (1.6).
Note that the condition 0 < δ < min{p, p′} implies that both 1− 2δ
p(n+1)
and 1− 2δ
p′(n+1)
are
strictly between n−1
n+1
and 1. Furthermore, note that when p = p′ = 2, we have that n−1
n+1
<
1− δ
(n+1)
< 1 precisely when 0 < δ < 2. Thus, in this case we can rewrite condition (1.5) in
the following simpler way: there exists n−1
n+1
< a < 1 where
sup
z∈Bn
∫
Bn
|〈Tkz, kw〉A2|
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) <∞, sup
z∈Bn
∫
Bn
|〈T ∗kz, kw〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) <∞.
Of course, one can similarly rewrite condition (1.6) when p = 2.
We prove the following result.
Theorem 1.5. Let 1 < p < ∞ and let T be an operator on Ap which belongs to the norm
closure of Ap(Bn). If
lim
|z|→1
〈Tkz, kz〉A2 = 0
then T is compact.
It will be clear that the method of proof also will work for the weighted Bergman space
Apα, and we leave this to the interested reader to verify.
Note that this result is known through deep work of Sua´rez, [9] in the case of Ap when
the operator T belongs to the Toeplitz algebra generated by L∞ symbols (see also [7] for
the case of weighted Bergman spaces.) We will prove below that the Toeplitz algebra on
Ap generated by L∞ symbols is a subalgebra of the norm closure of Ap(Bn). In particular,
the results of this paper provide a considerably simpler proof of the main results in [7,9] for
the p 6= 2 situation (though it should be noted that a similar simplification when p = 2 was
provided in [6]).
The structure of this paper is as follows. In Section 2 we provide the extension of the the
Xia and Zheng result to the Bergman space on the unit ball Bn, and in particular we prove
Theorem 1.5. In Section 3 we prove Theorems 1.2 and 1.3 which provides an extension of
the Xia and Zheng result in the case of the generalized Bargmann-Fock spaces. Finally in
Section 4 we will briefly discuss some interesting open problems related to these results.
2. Bergman Space Case
Let ϕz be the Mo¨bius map of Bn that interchanges 0 and z. It is well known that
1− |ϕz(w)|
2 =
(1− |z|2)(1− |w|2)
|1− zw|2
,
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and as a consequence we have that
|〈kz, kw〉A2| =
1∥∥Kϕz(w)∥∥A2 . (2.1)
Using the automorphism ϕz, the pseudohyperbolic and Bergman metrics on Bn are defined
by
ρ(z, w) := |ϕz(w)| and β(z, w) :=
1
2
log
1 + ρ(z, w)
1− ρ(z, w)
.
Recall that these metrics are connected by ρ = e
2β−1
e2β+1
= tanh β and it is well-known that
these metrics are invariant under the automorphism group of Bn. We let
D(z, r) := {w ∈ Bn : β(z, w) ≤ r} = {w ∈ Bn : ρ(z, w) ≤ s = tanh r},
denote the hyperbolic disc centered at z of radius r. Recall also that the orthogonal
(Bergman) projection of L2(Bn, dv) onto A
2 is given by the integral operator
P (f)(z) :=
∫
Bn
〈Kw, Kz〉A2 f(w)dv(w).
Therefore, for all f ∈ A2 we have
f(z) =
∫
Bn
〈f, kw〉A2 kw(z) dλ(w). (2.2)
As usual an important ingredient in our treatment will be the Rudin-Forelli estimates, see
[11] or [6]. Recall the standard Rudin-Forelli estimates:∫
Bn
|〈Kz, Kw〉A2|
r+s
2
‖Kz‖
s
A2 ‖Kw‖
r
A2
dλ(w) ≤ C = C(r, s) <∞, ∀z ∈ Bn (2.3)
for all r > κ > s > 0, where κ = κn :=
2n
n+1
. We will use these in the following form: For all
n−1
n+1
< a < 1 we have that∫
Bn
|〈kz, kw〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) ≤ C = C(a) <∞, ∀z ∈ Bn. (2.4)
To see that this is true in the classical Bergman space setting, for a given n−1
n+1
< a < 1 set
r = 1+a and s = 1−a > 0. Then r+s = 2, and since a > n−1
n+1
we have that r = 1+a > 2n
n+1
.
Furthermore since 0 < a < 1 we have that 0 < s < 1 ≤ 2n
n+1
. By plugging this in (2.3) we
obtain (2.4).
We will also need the following uniform version of the Rudin-Forelli estimates.
Lemma 2.1. Let n−1
n+1
< a < 1. Then
lim
R→∞
sup
z∈Bn
∫
D(z,R)c
|〈kz, kw〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) = 0. (2.5)
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Proof. Notice first that∫
D(z,R)c
|〈kz, kw〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) =
∫
D(0,R)c
∣∣〈kz, kϕz(w)〉A2∣∣ ‖Kz‖aA2∥∥Kϕz(w)∥∥aA2 dλ(w)
=
∫
D(0,R)c
|〈kz, kw〉A2 |
a ‖Kz‖
a
A2
‖Kw‖A2
dλ(w)
=
∫
D(0,R)c
|〈Kz, Kw〉A2|
a
‖Kw‖
1+a
A2
dλ(w)
=
∫
D(0,R)c
dv(w)
|1− w¯z|(n+1)a (1− |w|2)
n+1
2
(1−a)
=
∫ 1
R′
∫
Sn
r2n−1dξdr∣∣1− zrξ∣∣(n+1)a (1− r2)n+12 (1−a)
where in the last integral R = log 1+R
′
1−R′
. Notice that R′ → 1 when R→∞ and note that the
last integral can be written as∫ 1
R′
I(n+1)a−n(rz)
r2n−1dr
(1− r2)
n+1
2
(1−a)
,
where
Ic(z) :=
∫
Sn
dξ∣∣1− zrξ∣∣c+n .
By standard estimates (see [11, p. 15] for example), we have that
I(n+1)a−n(rz) .

1, if (n+ 1)a− n < 0
log 1
1−|rz|2
, if (n+ 1)a− n = 0
1
(1−|rz|2)(n+1)a−n
, if (n+ 1)a− n > 0,
which gives us that
∫
D(z,R)c
|〈kz, kw〉A2|
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) .

∫ 1
R′
r2n−1
(1−r2)
n+1
2 (1−a)
dr, if (n+ 1)a− n < 0∫ 1
R′
log 1
1−r2
r2n−1
(1−r2)
1
2
dr if (n+ 1)a− n = 0∫ 1
R′
r2n−1
(1−r2)(n+1)a−n+
n+1
2 (1−a)
dr, if (n+ 1)a− n > 0
Since a < 1, it is easy to see that all the functions appearing on the right hand side
are integrable on (0, 1). Therefore, we obtain the desired conclusion by taking the limit as
R→∞ (which is the same as R′ → 1).

First, we want to make sure that the class of weakly localized operators is large enough to
contain some interesting operators. This is indeed true since every Toeplitz operator with a
bounded symbol belongs to this class.
Proposition 2.2. Each Toeplitz operator Tu on A
p with a bounded symbol u(z) is in Ap(Bn)
for any 1 < p <∞.
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Proof. Clearly it is enough to show that
sup
z∈Bn
∫
D(z,r)c
|〈Tukz, kw〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w)→ 0, sup
z∈Bn
∫
D(z,r)c
|〈Tukz, kw〉|
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w)→ 0
as r →∞ for all n−1
n+1
< a <∞.
By definition
Tukz(w) = P (ukz)(w) =
∫
Bn
〈Kx, Kw〉A2 u(x)kz(x) dv(x).
Therefore,
|〈Tukz, kw〉A2 | ≤
∫
Bn
|〈kw, kx〉A2| |u(x)| |〈kz, kx〉A2 | dλ(x)
≤ ‖u‖∞
∫
Bn
|〈kw, kx〉A2 〈kx, kz〉A2| dλ(x).
Now for z, x ∈ Bn, set
Iz(x) := |〈kx, kz〉A2 |
∫
D(z,r)c
|〈kw, kx〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w)
First note that∫
D(z,r)c
|〈Tukz, kw〉A2|
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) ≤ ‖u‖∞
∫
D(z,r)c
∫
Bn
|〈kw, kx〉A2 〈kx, kz〉A2 | dλ(x)
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w)
= ‖u‖∞
∫
Bn
∫
D(z,r)c
|〈kw, kx〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) |〈kx, kz〉A2 | dλ(x)
= ‖u‖∞
∫
Bn
Iz(x) dλ(x)
= ‖u‖∞
(∫
D(z, r
2
)
+
∫
D(z, r2)
c
)
Iz(x) dλ(x).
To estimate the first integral notice that for x ∈ D
(
z, r
2
)
we have D(z, r)c ⊂ D
(
x, r
2
)c
.
Therefore, the first integral is no greater than∫
D(z, r
2
)
∫
D(x, r
2
)c
|〈kw, kx〉A2|
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) |〈kx, kz〉A2| dλ(x).
It is easy to see that the last expression is no greater than C(a)A
(
r
2
)
, where
A(r) = sup
z∈Bn
∫
D(z,r)c
|〈kz, kw〉A2|
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w),
and C(a) is just the bound from the standard Rudin-Forelli estimates (2.4).
Estimating the second integral is simpler. The second integral is clearly no greater than∫
D(z, r2)
c
∫
Bn
|〈kw, kx〉A2 |
‖Kz‖
a
A2
‖Kw‖
a
A2
dλ(w) |〈kx, kz〉A2 | dλ(x).
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By the standard Rudin-Forelli estimates (2.4) the inner integral is no greater than
C(a)
‖Kz‖
a
A2
‖Kx‖
a
A2
,
where the constant C(a) is independent of z and x. So, the whole integral is bounded by
C(a)A
(
r
2
)
. Therefore
sup
z∈Bn
∫
D(z,r)c
|〈Tukz, kw〉A2 |
‖Kz‖
a
‖Kw‖
a dλ(w) ≤ ‖u‖∞
(
C(a)A
(r
2
)
+ C(a)A
(r
2
))
.
Applying the uniform Rudin-Forelli estimates (2.5) in Lemma 2.1 completes the proof since
2C(a) ‖u‖∞A
(
r
2
)
→ 0 as r →∞. 
We next show that the class of weakly localized operators forms a ∗-algebra.
Proposition 2.3. If 1 < p < ∞ then Ap(Bn) is an algebra. Furthermore, A2(Bn) is a
∗−algebra.
Proof. It is trivial that T ∈ A2(Bn) implies T
∗ ∈ A2(Bn). It is also easy to see that any
linear combination of two operators in Ap(Bn) must be also in Ap(Bn). It remains to prove
that if T, S ∈ Ap(Bn), then TS ∈ Ap(Bn). To that end, we have that∫
D(z,r)c
|〈TSkz, kw〉A2|
‖Kz‖
1− 2δ
p′(n+1)
A2
‖Kw‖
1− 2δ
p′(n+1)
A2
dλ(w)
=
∫
D(z,r)c
|〈Skz, T
∗kw〉A2|
‖Kz‖
1− 2δ
p′(n+1)
A2
‖Kw‖
1− 2δ
p′(n+1)
A2
dλ(w)
=
∫
D(z,r)c
∣∣∣∣∫
Bn
〈Skz, kx〉A2 〈kx, T
∗kw〉A2 dλ(x)
∣∣∣∣ ‖Kz‖1−
2δ
p′(n+1)
A2
‖Kw‖
1− 2δ
p′(n+1)
A2
dλ(w)
≤
∫
Bn
∫
D(z,r)c
|〈kx, T
∗kw〉A2|
dλ(w)
‖Kw‖
1− 2δ
p′(n+1)
A2
|〈Skz, kx〉A2| ‖Kz‖
1− 2δ
p′(n+1) dλ(x).
Proceeding exactly as in the proof of the previous Proposition and using the conditions
following from T, S ∈ Ap(Bn) in the place of the local Rudin-Forelli estimates (2.5) (and
replacing a with 1− 2δ
p(n+1)
) we obtain that
lim
r→∞
sup
z∈Bn
∫
D(z,r)c
|〈TSkz, kw〉A2 |
‖Kz‖
1− 2δ
p(n+1)
A2
‖Kw‖
1− 2δ
p(n+1)
A2
dλ(w) = 0.
The corresponding condition for (TS)∗ is proved in exactly the same way. 
We next show that every weakly localized operator can be approximated by infinite sums
of well localized pieces. To state this property we need to recall the following proposition
proved in [6]
LOCALIZATION AND COMPACTNESS IN BERGMAN AND FOCK SPACES 9
Proposition 2.4. There exists an integer N > 0 such that for any r > 0 there is a covering
Fr = {Fj} of Bn by disjoint Borel sets satisfying
(1) every point of Bn belongs to at most N of the sets Gj := {z ∈ Bn : d(z, Fj) ≤ r},
(2) diamd Fj ≤ 2r for every j.
We use this to prove the following proposition, which is similar to what appears in [6], but
exploits condition (1.6).
Proposition 2.5. Let 1 < p < ∞ and let T be in the norm closure of Ap(Bn). Then for
every ǫ > 0 there exists r > 0 such that for the covering Fr = {Fj} (associated to r) from
Proposition 2.4, we have:∥∥∥∥∥TP −∑
j
M1FjTPM1Gj
∥∥∥∥∥
Ap→Lp(Bn,dv)
< ǫ.
Proof. By Proposition 2.3 in conjunction with Proposition 2.4 and a simple approximation
argument, we may assume that T ∈ Ap(Bn). Now define
S = TP −
∑
j
M1FjTPM1Gj .
Given ǫ choose r large enough so that
sup
z∈Bn
∫
D(z,r)c
|〈Tkz, kw〉A2|
‖Kz‖
1− 2δ
p′(n+1)
A2
‖Kw‖
1− 2δ
p′(n+1)
A2
dλ(w) < ǫ
and
sup
z∈Bn
∫
D(z,r)c
|〈T ∗kz, kw〉A2 |
‖Kz‖
1− 2δ
p(n+1)
A2
‖Kw‖
1− 2δ
p(n+1)
A2
dλ(w) < ǫ.
Now for any z ∈ Bn let z ∈ Fj0 , so that
|Sf(z)| ≤
∫
Bn
∑
j
1Fj(z)1Gcj(w) |〈T
∗Kz, Kw〉A2 | |f(w)| dv(w)
=
∫
Gcj0
|〈T ∗Kz, Kw〉A2 | |f(w)| dv(w)
≤
∫
D(z,r)c
|〈T ∗Kz, Kw〉A2| |f(w)| dv(w).
To finish the proof, we will estimate the operator norm of the integral operator on
Lp(Bn, dv) with kernel 1D(z,r)c(w)|〈T
∗Kz, Kw〉A2| by using the classical Schur test. To that
end, let h(w) = ‖Kw‖
2δ
pp′(n+1)
A2
so that∫
Bn
1D(z,r)c(w)|〈T
∗Kz, Kw〉A2 |h(w)
p′ dv(w) =
∫
D(z,r)c
|〈T ∗Kz, Kw〉A2|‖Kw‖
2δ
p(n+1)
A2
dv(w)
=
∫
D(z,r)c
|〈T ∗kz, kw〉A2 |‖Kz‖‖Kw‖
2δ
p(n+1)
−1
A2
dλ(w)
≤ ǫ‖Kz‖
2δ
p(n+1)
A2
= ǫh(z)p
′
.
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Similarly, we have that∫
Bn
1D(z,r)c(w)|〈T
∗Kz, Kw〉A2|h(z)
p dv(z) ≤ ǫh(w)p
which completes the proof.

It should be noted that a very similar Schur test argument actually proves that condi-
tion (1.5) implies that T is bounded on Ap.
We can now prove one of our main results whose proof uses the ideas in [6, Theorem 4.3]
and [5, Lemma 5.3]. First, for any w ∈ Bn and 1 < p < ∞, let k
(p)
w be the “p - normalized
reproducing kernel” defined by
k(p)w (z) =
K(z, w)
‖Kw‖
2
p′
.
Clearly we have that k
(2)
w = kw and an easy computation tells us that ‖k
(p)
w ‖Ap ≈ 1 (where
obviously we have equality when p = 2).
Theorem 2.6. Let 1 < p < ∞ and let T be in the norm closure of Ap(Bn). Then there
exists r, C > 0 (both depending on T ) such that
‖T‖
e
≤ C lim sup
|z|→1−
sup
w∈D(z,r)
|〈Tk(p)z , k
(p′)
w 〉A2|
where ‖T‖
e
is the essential norm of T as a bounded operator on Ap.
Proof. Since P : Lp(Bn, dv) → A
p is a bounded projection, it is enough to estimate the
essential norm of T = TP as an operator on from Ap to Lp(Bn, dv).
Clearly if ‖TP‖e = 0 then there is nothing to prove, so assume that ‖TP‖e > 0. By
Proposition 2.5 there exists r > 0 such that for the covering Fr = {Fj} associated to r (from
Proposition 2.4) ∥∥∥∥∥TP −∑
j
M1FjTPM1Gj
∥∥∥∥∥
Ap→Lp(Bn,dv)
<
1
2
‖TP‖e.
Since
∑
j<mM1FjTPM1Gj is compact for every m ∈ N we have that ‖TP‖e (as an operator
from Ap to Lp(Bn, dv)) can be estimated in the following way:
‖TP‖e ≤
∥∥∥∥∥TP −∑
j<m
M1FjTPM1Gj
∥∥∥∥∥
Ap→Lp(Bn,dv)
≤
∥∥∥∥∥TP −∑
j
M1FjTPM1Gj
∥∥∥∥∥
Ap→Lp(Bn,dv)
+ ‖Tm‖Ap→Lp(Bn,dv)
≤
1
2
‖TP‖e + ‖Tm‖Ap→Lp(Bn,dv) ,
where
Tm =
∑
j≥m
M1FjTPM1Gj .
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We will complete the proof by showing that there exists C > 0 where
lim sup
m→∞
‖Tm‖Ap→Lp(Bn,dv) . C lim sup
|z|→1−
sup
w∈D(z,r)
|〈Tk(p)z , k
(p′)
w 〉A2|+
1
4
‖TP‖e .
If f ∈ Ap is arbitrary of norm no greater than 1, then
‖Tmf‖
p
Ap =
∑
j≥m
∥∥∥M1FjTPM1Gj f∥∥∥pAp
=
∑
j≥m
∥∥∥M1FjTPM1Gj f∥∥∥pAp∥∥∥M1Gj f∥∥∥pAp
∥∥∥M1Gj f∥∥∥pAp ≤ N supj≥m
∥∥∥M1FjT lj∥∥∥pAp
where
lj :=
PM1Gj f∥∥∥M1Gj f∥∥∥Ap .
Therefore, we have that
‖Tm‖Ap→Lp(Bn,dv) . sup
j≥m
sup
‖f‖Ap≤1
∥∥∥M1FjT lj∥∥∥Ap : lj = PM1Gj f∥∥∥M1Gj f∥∥∥Ap

and hence
lim sup
m→∞
‖Tm‖Ap→Lp(Bn,dv) . lim sup
j→∞
sup
‖f‖Ap≤1
∥∥∥M1FjT lj∥∥∥Ap : lj = PM1Gj f∥∥∥M1Gj f∥∥∥Ap
 .
Now pick a sequence {fj} in A
p with ‖fj‖Ap ≤ 1 such that
lim sup
j→∞
sup
‖f‖≤1
∥∥∥M1FjTg∥∥∥Ap : g = PM1Gj f∥∥∥M1Gj f∥∥∥Ap
− 14‖TP‖e ≤ lim supj→∞
∥∥∥M1FjTgj∥∥∥Ap ,
where
gj =
PM1Gj fj∥∥∥M1Gj fj∥∥∥Ap =
∫
Gj
〈
f, k
(p′)
w
〉
A2
k
(p)
w dλ(w)(∫
Gj
∣∣∣〈f, k(p′)u 〉
A2
∣∣∣p dλ(u)) 1p =
∫
Gj
a˜j(w) k
(p)
w dλ(w)
where
a˜j(w) =
〈
f, k
(p′)
w
〉
A2(∫
Gj
∣∣∣〈f, k(p′)u 〉
A2
∣∣∣p dλ(u)) 1p .
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Finally, by the reproducing property and Ho¨lder’s inequality, we have that
lim sup
j→∞
∥∥∥M1FjTgj∥∥∥pAp ≤ lim supj→∞
∫
Fj
(∫
Gj
|a˜j(w)|
∣∣Tk(p)w (z)∣∣ dλ(w)
)p
dv(z)
= lim sup
j→∞
∫
Fj
(∫
Gj
|a˜j(w)|
∣∣∣〈Tk(p)w , k(p′)z 〉
A2
∣∣∣ dλ(w))p dλ(z)
≤ lim sup
|z|→1−
sup
w∈D(z,3r)
∣∣∣〈Tk(p)z , k(p′)w 〉
A2
∣∣∣p(sup
j
λ(Gj)
p
∫
Gj
|a˜j(w)|
p dλ(w)
)
≤ C(r) lim sup
|z|→1−
sup
w∈D(z,3r)
∣∣∣〈Tk(p)z , k(p′)w 〉
A2
∣∣∣p
since by Proposition 2.4 we have that z ∈ Fj and w ∈ Gj implies that d(z, w) ≤ 3r and
λ(Gj) ≤ C(r) where C(r) is independent of j.

We will finish this section off with a proof of Theorem 1.5. First, for z ∈ Bn, define
U (p)z f(w) := f(ϕz(w))(kz(w))
2
p
which via a simple change of variables argument is clearly an isometry on Ap. As was shown
in [9], an easy computation tells us that there exists a unimodular function Φ(·, ·) on Bn×Bn
where
(U (p)z )
∗k(p
′)
w = Φ(z, w)k
(p′)
φz(w)
. (2.6)
With the help of the operators U
(p)
z , we will prove the following general result which in
conjunction with Theorem 2.6 proves Theorem 1.5. Note that proof is similar to the proof
of [5, Proposition 1.4].
Proposition 2.7. If T is any bounded operator on Ap for 1 < p <∞ then the following are
equivalent
(a) lim|z|→1− supw∈D(z,r) |〈Tk
(p)
z , k
(p′)
w 〉A2| = 0 for all r > 0,
(b) lim|z|→1− supw∈D(z,r) |〈Tk
(p)
z , k
(p′)
w 〉A2| = 0 for some r > 0,
(c) lim|z|→1− |〈Tkz, kz〉A2 | = 0.
Proof. Trivially we have that (a) ⇒ (b), and the fact that (b) ⇒ (c) follows by definition
and setting z = w. We will complete the proof by showing that (c)⇒ (a).
Assume to the contrary that |〈Tkz, kz〉A2 | vanishes as |z| → 1
− but that
lim sup
|z|→1−
sup
w∈D(z,r)
∣∣∣〈Tk(p)z , k(p′)w 〉
A2
∣∣∣ 6= 0
for some fixed r > 0. Thus, there exists sequences {zm}, {wm} and some 0 < r0 < 1 where
limm→∞ |zm| = 1 and |wm| ≤ r0 for any m ∈ N, and where
lim sup
m→∞
∣∣∣〈Tk(p)zm , k(p′)ϕzm(wm)〉A2∣∣∣ > ǫ (2.7)
for some ǫ > 0. Furthermore, passing to a subsequence if necessary, we may assume
that limm→∞wm = w ∈ Bn. Note that since |wm| ≤ r0 < 1 for all m, we trivially have
limm→∞ k
(p′)
wm = k
(p′)
w where the convergence is in the Ap
′
norm.
LOCALIZATION AND COMPACTNESS IN BERGMAN AND FOCK SPACES 13
Let B(Ap) be the space of bounded operators on Ap. Since the unit ball in B(Ap) is WOT
compact, we can (passing to another subsequence if necessary) assume that
T̂ = WOT− lim
m→∞
U (p)zm T (U
(p′)
zm
)∗.
Thus, we have that
lim sup
m→∞
∣∣∣〈Tk(p)zm , k(p′)ϕzm(wm)〉A2∣∣∣ = lim supm→∞
∣∣∣〈U (p)zm T (U (p′)zm )∗k(p)0 , k(p′)wm〉
A2
∣∣∣
= lim sup
m→∞
∣∣∣〈U (p)zm T (U (p′)zm )∗k(p)0 , k(p′)w 〉
A2
∣∣∣
=
∣∣∣〈T̂ k0, kw〉
A2
∣∣∣ .
However, for any z ∈ Bn∣∣∣〈T̂ k(p)z , k(p′)z 〉∣∣∣ = lim
m→∞
∣∣∣〈U (p)zm T (U (p′)zm )∗k(p)z , k(p′)z 〉∣∣∣ ≈ limm→∞ ∣∣∣〈Tk(p)ϕzm(z), k(p′)ϕzm(z)〉A2∣∣∣ = 0
since by assumption |〈Tkz, kz〉| vanishes as |z| → 1
−. Thus, since the Berezin transform is
injective on Ap, we get that T̂ = 0, which contradicts (2.7) and completes the proof. 
3. Generalized Bargmann-Fock space case
In this section we will prove Theorems 1.2 and 1.3. Some parts of the proofs are essentially
identical to proof of Theorem 1.5 and so we will we only outline the necessary modifications.
For this section, let
D(z, r) := {w ∈ Cn : |w − z| < r}
denote the standard Euclidean disc centered at the point z of radius r > 0. For z ∈ Cn, we
define
Uzf(w) := f(z − w)kz(w),
which via a simple change of variables argument is clearly an isometry on Fp (though note
in general that it is not clear whether Uz even maps F
p
φ into itself). Recall also that the
orthogonal projection of L2(Cn, e−2φdv) onto F2φ is given by the integral operator
P (f)(z) :=
∫
Cn
〈Kw, Kz〉F2
φ
f(w) e−2φ(w)dv.
Therefore, for all f ∈ Fpφ we have
f(z) =
∫
Cn
〈
f, k˜w
〉
F2
φ
k˜w(z) dv(w) (3.1)
where k˜w(z) := Kw(z)e
−φ(w). Note that |K(z, z)| ≈ e2φ(z) (see [8]) so that
|k˜w(z)| ≈ |kw(z)|. (3.2)
The following analog of Lemma 2.1 is simpler to prove in this case.
Lemma 3.1.
lim
R→∞
sup
z∈Cn
∫
D(z,R)c
∣∣∣〈kz, kw〉F2
φ
∣∣∣ dv(w) = 0. (3.3)
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To prove this, simply note that there exists ǫ > 0 such that
∣∣∣〈kz, kw〉F2
φ
∣∣∣ ≤ e−ǫ|z−w| for all
z, w ∈ Cn. The proof of this is then immediate since∫
D(z,R)c
∣∣∣〈kz, kw〉F2
φ
∣∣∣ dv(w) ≤ ∫
D(0,R)c
e−ǫ|w|dv(w)
which clearly goes to zero as R→∞.
As in the Bergman case, Aφ(C
n) contains all Toeplitz operators with bounded symbols.
Also, as was stated in the introduction, any T ∈ Aφ(C
n) is automatically bounded on Fpφ
for all 1 ≤ p ≤ ∞. To prove this, note that it is enough to prove that T is bounded on F1φ
and F∞φ by complex interpolation (see [5]). To that end, we only prove that T is bounded
on F1φ since the proof that T is bounded on F
∞
φ is similar. If T ∈ Aφ(C
n) and f ∈ F1φ, then
the reproducing property gives us that
|Tf(z)| e−φ(z) ≈
∣∣∣〈f, T ∗kz〉F2
φ
∣∣∣
.
∫
Cn
|f(u)|
∣∣∣〈T ∗kz, ku〉F2
φ
∣∣∣ e−φ(u) dv(u).
Thus, by Fubini’s theorem, we have that
‖Tf‖F1
φ
≤
∫
Cn
|f(u)|
(∫
Cn
∣∣∣〈T ∗kz, ku〉F2
φ
∣∣∣ dv(z)) e−φ(u) dv(u) . ‖f‖F1
φ
.
In addition, Aφ(C
n) satisfies the following two properties:
Proposition 3.2. Each Toeplitz operator Tu on F
p
φ with a bounded symbol u(z) is weakly
localized.
Proof. Since
∣∣∣〈kz, kw〉F2
φ
∣∣∣ ≤ e−ǫ|z−w| for some ǫ > 0 we have that∣∣∣〈Tukz, kw〉F2
φ
∣∣∣ . ‖u‖L∞ ∫
Cn
∣∣∣〈kz, kx〉F2
φ
∣∣∣ ∣∣∣〈kx, kw〉F2
φ
∣∣∣ dx
. ‖u‖L∞
∫
Cn
e−ǫ|z−x|e−ǫ|x−w| dx.
Now if |z − w| ≥ r then by the triangle inequality we have that either |z − x| ≥ r/2 or
|x− w| ≥ r/2 so that∫
D(z,r)c
∣∣∣〈Tukz, kw〉F2
φ
∣∣∣ dw . e− ǫr2 ‖u‖L∞ ∫
D(z,r)c
∫
Cn
e−
ǫ
2
|z−x|e−
ǫ
2
|x−w| dx dw . e−
ǫr
2 ‖u‖L∞

Note that Tu is sufficiently localized even in the sense of Xia and Zheng by [10, Proposition
4.1]. Also note that a slight variation of the above argument shows that the Toeplitz operator
Tµ ∈ Aφ(C
n) if µ is a positive Fock-Carleson measure on Cn (see [8] for precise definitions).
Proposition 3.3. Aφ(C
n) forms a ∗-algebra.
We will omit the proof of this proposition since it is proved in exactly the same way as it
is in the Bergman space case (where the only difference is that one uses (3.1) in conjunction
with (3.2) instead of (2.2)).
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We next prove that operators in the norm closure of Aφ(C
n) can also be approximated by
infinite sums of well localized pieces. To state this property we need to recall the following
proposition proved in [6]
Proposition 3.4. There exists an integer N > 0 such that for any r > 0 there is a covering
Fr = {Fj} of C
n by disjoint Borel sets satisfying
(1) every point of Cn belongs to at most N of the sets Gj := {z ∈ C
n : d(z, Fj) ≤ r},
(2) diamd Fj ≤ 2r for every j.
We use this to prove the following proposition, which is similar to what appears in [6], but
exploits condition (1.4) (and is proved in a manner that is similar to the proof of [5, Lemma
5.2]). Note that for the rest of this paper, Lpφ will refer to the space of measurable functions
f on Cn such that fe−φ ∈ Lp(Cn, dv).
Proposition 3.5. Let 1 < p < ∞ and let T be in the norm closure of Aφ(C
n). Then for
every ǫ > 0 there exists r > 0 such that for the covering Fr = {Fj} (associated to r) from
Proposition 3.4 ∥∥∥∥∥TP −∑
j
M1FjTPM1Gj
∥∥∥∥∥
Fp
φ
→Lp
φ
< ǫ.
Proof. Again by an easy approximation argument we can assume that T ∈ Aφ(C
n). Fur-
thermore, we first prove the theorem for p = 2.
Define
S = TP −
∑
j
M1FjTPM1Gj .
Given ǫ choose r large enough so that
sup
z∈Cn
∫
D(z,r)c
∣∣∣〈T ∗kz, kw〉F2
φ
∣∣∣ dv(w) < ǫ and sup
z∈Cn
∫
D(z,r)c
∣∣∣〈Tkz, kw〉F2
φ
∣∣∣ dv(w) < ǫ.
Now for any z ∈ Cn, pick j0 such that z ∈ Fj0. Then we have that
|Sf(z)| ≤
∫
Cn
∑
j
1Fj(z)1Gcj (w)
∣∣∣〈T ∗Kz, Kw〉F2
φ
∣∣∣ |f(w)| e−2φ(w) dv(w)
=
∫
Gcj0
∣∣∣〈T ∗Kz, Kw〉F2
φ
∣∣∣ |f(w)| e−2φ(w) dv(w)
≤
∫
D(z,r)c
∣∣∣〈T ∗Kz, Kw〉F2
φ
∣∣∣ |f(w)| e−2φ(w) dv(w).
To finish the proof when p = 2, we will estimate the operator norm of the integral operator
on L2φ with kernel 1D(z,r)c(w)
∣∣∣〈T ∗Kz, Kw〉F2
φ
∣∣∣ using the classical Schur test. To that end, let
h(z) = e
1
2
φ(z) so that∫
Cn
1D(z,r)c(w)
∣∣∣〈T ∗Kz, Kw〉F2
φ
∣∣∣h(w)2e−2φ(w) dv(w) ≈ h(z)2 ∫
D(z,r)c
∣∣∣〈T ∗kz, kw〉F2
φ
∣∣∣ dv(w) . ǫh(z)2.
Similarly, we have that∫
Cn
1D(z,r)c(w)
∣∣∣〈T ∗Kz, Kw〉F2
φ
∣∣∣h(z)2e−2φ(z) dv(z) . ǫh(w)2
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which finishes the proof when p = 2.
Now assume that 1 < p < 2. Since T is bounded on F1φ, we easily get that∥∥∥∥∥∑
j
M1FjTPM1Gj
∥∥∥∥∥
F1
φ
→L1
φ
<∞
which by complex interpolation proves the proposition when 1 < p < 2. Finally when
2 < p <∞, one can similarly get a trivial L1φ → F
1
φ operator norm bound on(∑
j
M1FjTPM1Gj
)∗
=
∑
j
PM1GjT
∗PM1Fj
since T ∗ is bounded on F1φ. Since (F
p
φ)
∗ = F qφ when 1 < p < ∞ where q is the conjugate
exponent of p (see [8]), duality and complex interpolation now proves the proposition when
2 < p <∞. 
Because of (3.2), the proof of the next result is basically the same as the proof of Theo-
rem 2.6 and therefore we skip it.
Theorem 3.6. Let 1 < p < ∞ and let T be in the norm closure of Aφ(C
n). Then there
exists r, C > 0 (both depending on T ) such that
‖T‖
e
≤ C lim sup
|z|→∞
sup
w∈D(z,r)
∣∣∣〈Tkz, kw〉F2
φ
∣∣∣
where ‖T‖
e
is the essential norm of T as a bounded operator on Fpφ.
As was stated in the beginning of this section, the operator Uz for z ∈ C
n is an isometry
on Fp. Furthermore, since a direct calculation shows that
|Uzkw(u)| ≈ |kz−w(u)| ,
the proof of Theorem 1.3 now follows immediately by combining Theorem 3.6 with [5, Propo-
sition 1.4].
4. Concluding remarks
The reader should clearly notice that the proof of Theorem 2.6 did not in any way use the
existence of a family of “translation” operators {U
(p)
z }z∈Bn on A
p that satisfies∣∣∣(U (p)z )∗k(p′)w ∣∣∣ ≈ ∣∣∣k(p′)φz(w)∣∣∣ (4.1)
(and moreover, one can make a similar remark regarding Theorem 3.6). In particular, a
trivial application of Ho¨lder’s inequality in conjunction with the above remark implies that
one can prove the so called “reproducing kernel thesis” for operators in the norm closure
of Ap(Bn) (respectively, Aφ(C
n)) without the use of any “translation” operators. It would
therefore be interesting to know if our results can be proved for the weighted Bergman spaces
on the ball that were considered in [3] for example. Moreover, it would be interesting to
know whether one can use the ideas in this paper to modify the results in [6] to include
spaces where condition A.5 on the space of holomorphic functions at hand is not necessarily
true (note that it is precisely this condition that allows one to easily cook up “translation
operators”).
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It would also be very interesting to know whether “translation” operators are in fact
crucial for proving Proposition 2.7 and its generalized Bargmann-Fock space analog (again
see [5, Proposition 1.4]). More generally, it would be fascinating to know precisely how these
translation operators fit into the “Berezin transform implies compactness” philosophy since
at present the answer to this seems rather mysterious.
As was noted earlier, the techniques in [10] are essentially frame theoretic, and therefore
are rather different than the techniques used in this paper. In particular, a crucial aspect
of [10] involves a localization result somewhat similar in spirit to Proposition 3.5 and which
essentially involves treating a “sufficiently localized” operator T as a sort of matrix with
respect to the frame {kσ}σ∈Z2n for F
2. Also, note that the techniques in [10] were extended
in [5] to the generalized Bargmann-Fock space setting to obtain results for F2φ that are
similar to (but slightly weaker than) the results obtained in this paper. Because of these
considerable differences in localization schemes, it would be interesting to know if one can
combine the localization ideas from this paper with that of [5, 10] to obtain new or sharper
results on F2φ (or even just new or sharper results on F
2).
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