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Abstract. We study the existence of patterns (nontrivial, stationary solutions) in the one-dimensional
Swift-Hohenberg Equation in a directional quenching scenario, that is, on x ≤ 0 the energy potential
associated to the equation is bistable, whereas on x ≥ 0 it is monostable. This heterogeneity in the medium
induces a symmetry break that makes the existence of heteroclinic orbits of the type point-to-periodic not
only plausible but, as we prove here, true. In this search, we use an interesting result of [FLTW17] in order
to understand the multiscale structure of the problem, namely, how multiple scales - fast/slow- interact
with each other. In passing, we advocate for a new approach in finding connecting orbits, using what we
call “far/near decompositions”, relying both on information about the spatial behavior of the solutions and
on Fourier analysis. Our method is functional analytic and PDE based, relying minimally on dynamical
system techniques and making no use of comparison principles whatsoever.
1. Introduction
In this paper we study the one-dimensional Swift-Hohenberg Equation (SHE),
∂tu(z, t) = −(1 + ∂2z )2u(z, t) + δ2µ(z)u(z, t)− u3(z, t), z ∈ R, t ∈ R+, (1)
a model originally derived in the study of hydrodynamic instability due to thermal convection [SH77]. Here,
the quantity u(z, t) denotes the concentration of fluid at the point (z, t) of space and time, and µ(·) is a
control parameter that may vary in space, representing the difference in temperature between the bottom
and the top of the fluid. Whenever µ(·) ≡ 1 it is known that (1) supports a 3 parameter family (δ, ω, γ) of
2pi
ω
-periodic solutions,
u
(δ,ω,γ)
rolls (ωz) = ε cos(ωz + γ) +O(ε2), (2)
where γ ∈ R (or γ ∈ T := [0, 2π]), |1− ω2| < δ, ε = ε(δ, ω) =
√
4
3
(δ2 − (1− ω2)2) +O (δ2 − (1− ω2)2) for
all δ sufficiently small (cf. [CE90, Chapter 17] , [Mie95, §4]; see also Corollary 3.3). We contemplate the
particular case of a control parameter µ(·) that varies spatially due to inhomogeneities in the media and
given by
µ(x) =
{
1, for x ≤ 0,
−1, for x > 0. (3)
From the mathematical point of view, besides breaking reflection and translation invariance symmetries,
the parameter discontinuity in (3) has consequences on the energy potential associated with the equations,
which jumps from bistable on x ≤ 0 to monostable on x > 0, a scenario that describes what is known
as directional quenching; we name quenching-front the boundary point x = 0 across which the system
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changes its stability. The jump in (3) at x = 0 closely emulates physically interesting experiments where
heterogeneities are introduced in the media aiming control of micro-phase separation; such techniques have
been applied in block copolymers [HBFK99], dewetting and colloidal deposition [BHD+12], patterning of
surfaces [KGFC10]; in a similar spirit, directional quenching has also been studied in macro-phase separation
models, cf. [FW12, MS17].
Due to the dissimilarity in the media induced by the parameter µ(·) it is reasonable to expect phase
separated states connected to homogeneous states, as one can see in numerical simulations; see Figure 1. In
the present study, we aim to understand a horizontal cross section of the pattern seen on the wake of the
quenching-front of Figure 1; we shall constrain the analysis to 1D, therefore looking for point-to-periodic,
time-independent solutions, as sketched in Figure 2.
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Figure 1. Snapshots of numerical simulations of SHE in 2D where, for a fixed δ, a quenching-front
propagates to the right. In the bulk (left), a fully phase separated state is seen, while in the wake of
the quenching-front one sees rolls (right); ahead of the quenching-front we see a homogeneous state.
Interestingly, the structure of which suggest the presence of zig-zag instabilities (see §8). Similar
results have been seen in numerical simulations of macro-phase separation models, cf. [FW12].
Before stepping into the discussion, we introduce a change variables z 7→ x/ω which, allied to the degree
zero homogeneity property µ(x) = µ (ωx), allow us to rewrite (1) as
∂tu(x, t) = −(1 + ω2∂2x)2u(x, t) + δ2µ (x)u(x, t)− u3(x, t); (4)
we shall look for a 1D, time-independent solution u(·) satisfying
lim
x→−∞
∣∣∣u(x)− u(δ,ω,γ)rolls (x)∣∣∣ = 0, limx→+∞u(x) = 0, 0 = −(1 + ω2∂2x)2u(x) + δ2µ (x) u(x)− u3(x). (5)
u
x
Figure 2. Sketch of heteroclinic connection between rolls and homogeneous states for 1D SHE;
this sketch can be seen as a horizontal profile of the patterns seen in the wake of the quenching-front
in Figure 1.
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Evidently, what we mean by a solution is still to be clarified, otherwise one could consider a solution like
u(x) =
{
u
(δ,ω,γ)
rolls (x+ x0) , on x ∈ (−∞, 0);
0, on x ∈ (0,+∞), (6)
which satisfies the Ordinary Differential Equation (ODE) in R \ {0}, and can be adjusted for x0 to be
continuous on the whole line. A few remarks are in hand before we carefully characterize the type of
solutions we are looking for.
Remark 1.1. With regards to the problem (5), notice that
(i) Classical ODE theory shows that any solution to (5) must be smooth on R \ {0}. Furthermore,
classical elliptic regularity theory shows that any weak solution must be locally C3(R); the latter
condition immediately rules out the ”solution” (6).
(ii) (Quenching-front constraint) The parameter µ(·) breaks the reversible symmetry (x 7→ −x) of the
ODE in (5). Nevertheless, on the intervals (−∞, 0) and (0,+∞) there exists associated Hamiltonians
which are conserved quantities. Indeed, considering
−(1 + ω2∂2x)2V(x) + ηV(x)− V3(x) = 0,
one has the associated Hamiltonian
H[V ; η] = −ω
4
2
(
∂2xV
)2
+ ω2(∂xV)2 + ω4∂xV∂3xV +
1
4
(
1− η + V2)2 ;
cf. [Pis06, §4.5.3, page 261]. Define the quantities
H(l)[V ] := H(V ; δ2), and H(r)[V ] := H(V ,−δ2).
Thus, for any solution u(·) ∈ C (∞)(R \ {0}) ∪ C 3(R) to the ODE (5) we must have
(−∞, 0) ∋ x 7→ H(l)[u(x)] ≡ H(l)[u(δ,ω,γ)rolls (·)], (0,+∞) ∋ x 7→ H(r)[u](x) ≡ H(r)[0], (7)
where H(l)[u(δ,ω,γ)rolls ] and H(r)[0] are constants that independent of x, but depend on (δ, ω, γ). Since
u(·) ∈ C 3(R), the following quenching-front constraint must also be satisfied:
−δ2u2
∣∣∣
x=0
− δ2 = H(l)[u(δ,ω,γ)rolls (·)]−H(r)[0]. (8)
In this case, we say that the parameters (δ, ω, γ) are admissible.
(iii) Notice that the change of variables z 7→ x
ω
fix the period of the mapping x 7→ u(δ,ω,γ)rolls (x), which
is now 2π-periodic, a fact that should not be overlooked due to its important consequences; see for
instance Lemma 7.5. We remark that this change of variables do not eliminate the dependence of
u
(δ,ω,γ)
rolls (x) on ω, because the amplitude of the rolls still depend nonlinearly on it; see (2).
In this manner, we have the following
Definition 1.2 (Heteroclinic orbits). We say that a solution (x, δ, ω, γ) 7→ U (δ,ω,γ)(x) ∈ C (R\{0})∩C 3(R),
is a heteroclinic orbit to problem (5) whenever the latter is satisfied and the quenching-front constraint (8)
holds.
In order to find these heteroclinic orbits we explore a path that relies minimally on the theory of dy-
namical systems: we shall consider a functional-analytic based perspective. Our first step benefits from the
asymptotic conditions in (5), based on which we decompose the space where solutions are sought for: we
shall refer to this step as a far/near (spatial) decomposition. We shall consider a time-independent Ansatz
of the form
U(x) = v(x) + χ(εβx)u(δ,ω,γ)rolls (x) , (9)
in which a few unknowns are introduced: (i) the parameter β > 0, to be found later using matched
asymptotics (see Proposition 5.7); (ii) the function χ(·) ≥ 0, a fixed smooth function, also to be chosen later
and such that
lim
x→−∞
χ(x) = 1, lim
x→+∞
χ(x) = 0. (10)
In fact, we shall see that χ(·) can be chosen to be a heteroclinic orbit satisfying a second order ODE (see
Lemma 6.6 and Section 8.4). Note that the Ansatz (9) behaves as a non-compact perturbation, i.e., as a
far field perturbation. Moreover, with regards to (9), whenever (δ, v(·)) = (0, 0) we have u(0,ω,γ)rolls ≡ 0 and,
consequently, U(·) ≡ 0, i.e., a trivial solution to (1). Thus, one can consider the parameter δ as a bifurcation
parameter that, roughly speaking, turns on a spatial-periodic perturbation in the far field as δ > 0; the
function v(·) plays the role of a corrector, and must be chosen in an appropriate functional space.
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Plugging the Ansatz (9) into the ODE in (5), gives
L [v] := − (1 + ω2∂2x)2 v = {−(δ2µ(x) − 3(χu(δ,ω,γ)rolls )2) v}+ {3(χu(δ,ω,γ)rolls )v2}+ {v3}
+
{
χ(χ2 − 1)(u(δ,ω,γ)rolls )3 + [(1 + ω2∂2z )2, χ]u(δ,ω,γ)rolls − δ2χ(µ− 1)u(δ,ω,γ)rolls
}
.
(11)
Here we write χ = χ(εβx) and [A ,B] = A B−BA to denote the commutator of the operators A and B.
The functional space that contains v(·) consists of the domain of the operator L , that is, H4(R).
When plugged into the quenching-front constraint (8), we obtain
− δ2
(
v(0) + χ(0)u
(δ,ω,γ)
rolls (0)
)2
− δ2 = H(l)[u(δ,ω,γ)rolls (·)]−H(r)[0]. (12)
We shall see in Lemma 7.1 that the constraint (12) is an essential ingredient behind a selection mechanism,
where ω is shown to be parametrized by by (δ, γ).
1.1. Properties of the model, parameter choices and main results. Throughout this paper we make
some a priori assumptions on model’s and Ansatz’s parameters:
(H1) The partition function χ(·) ∈ C∞(R;R) satisfies (10), and the convergence takes place in an expo-
nential fashion, that is, there exists a C∗ > 0 and a S∗ > 0 for which∣∣∂jx (χ(x) − 1)∣∣ . e−C∗|x|, ∣∣∂jx (χ(x))∣∣ . e−C∗|x|, ∀j ∈ {0, . . . , 4},
for all x < −S∗ and x > S∗, respectively.
(H2) We shall further constrain ω > 0 so that |1 − ω2| ≤ 13δ, a range in which the existence of roll
solutions is guaranteed (cf. [CE90, Chapter 17]; see also Figure 3). With this in mind, we introduce
a parameter Ω (which, as ε, is independet of γ) such that
ω2 = 1+ δΩ; for Ω ∈
(
−1
3
,
1
3
)
.
This readily implies that, for δ > 0,
ε(δ, ω) = ε(δ,Ω, γ) = δ
√
4
3
(1− Ω2) +O (δ2 [1− Ω2]) .
Consequently, there exists1 a δ0 > 0 such that
1
4
δ ≤ ε ≤ 4δ, for δ ∈ [0, δ0).
Remark 1.3 (Parameter region blow-up). The assumption (H2) is nothing but a parameter blow-up, for
(δ,Ω, γ) belongs to an open neighborhood of the zero in R2, whereas (δ, ω) does not (see Figure 3). This is
a crucial ingredient in order to apply an Implicit Function Theorem based result; see §7.
Figure 3. Parameter chart for existence of
rolls and and sketch of selected wavenumber,
branching off from ω(δ,γ)
∣∣∣
δ=0
= 1.
Remark 1.4 (On the role of the conserved quantities and Hamiltonian structure). We will see at the end of
§6 that, once χ(·) is appropriately chosen, solutions to problem (11) are parametrized by (δ, ω, γ). Note that
under assumptions (H1)-(H2) problem (11) is meaningful per se, regardless of the quenching-front constraint
(12). The Hamiltonian structure imposes a severe restriction to the parameter region, yielding a selection
mechanism . In this fashion, problem (11), only in conjunction with the quenching-front constraint (12),
can be considered an equivalent formulation to (5).
Our main result is the following:
Theorem 1.5 (Existence of 2-parameter family of heteroclinic connections). For any 0 < τ < 116 fixed,
there exists a δ∗∗ = δ∗∗(τ) > 0, and a 2-parameter family of stationary solutions of the form
[0, δ∗∗)× T ∋ (δ, γ) 7→ U (δ,γ)(z) = v(δ,γ)(ω(δ,γ)z) + χ(εω(δ,γ)z)u(δ,ω
(δ,γ),γ)
rolls (ω
(δ,γ)z), z ∈ R, (13)
to (1) satisfying U (δ,γ)(·)
∣∣∣
δ=0
≡ 0 and with the following properties:
1Interestingly, the role played by δ > 0 is equivalent to the one played by ε > 0. This assertion is proved later, in Corollary
3.3.
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(i) (Asymptotic properties and regularity) The function z 7→ U (δ,γ)(z) ∈ C (∞)(R \ {0}) ∩ C (3)(R);
furthemore, it satisfies
lim
z→−∞
∣∣∣U (δ,γ)(z)− u(δ,ω(δ,γ),γ)rolls (z)∣∣∣ = 0, limz→+∞ ∣∣∣U (δ,γ)(z)∣∣∣ = 0,
where (δ, γ) 7→ ω(δ,γ) is a continuous mapping, as defined below. Moreover, the mapping in (13) is
continuous in the sup norm if and only if ω(δ,γ) ≡ 1 (see Figure 4).
(ii) (Selection mechanism) The wavenumber ω is continuously parametrized by (δ, γ) in such a way that
it satisfies (H2), that is,
[0, δ∗∗)× T ∋ (δ, γ) 7→ ω(δ,γ) =
√
1 + δΩ(δ,γ); (14)
the function (δ, γ) 7→ Ω(δ,γ) ∈
(
−1
3
,
1
3
)
is a continuous mapping, 2π-periodic in γ, with the property
that Ω(δ,γ)
∣∣∣
δ=0
= 0.
(iii) (Envelope function) The function χ(·) ∈ C (∞)(R) is real valued and can be chosen in such a way
that it satisfies the properties in (H1). Moreover, χ(·) is a fixed function independent of (δ, γ) for
all (δ, γ) ∈ [0, δ∗∗)× T.
(iv) (Fine structure of v(·)) We have that (δ, γ) 7→ v(δ,γ)(·) ∈ H4(R), and this mapping can be decomposed
as
v(δ,γ)(z) = v(δ,γ)near (z) + v
(δ,γ)
far (z), z ∈ R,
where both terms are 2π-periodic in γ and, in particular, v
(δ,γ)
near (·) is a band-limited function that
reads as
v(δ,γ)near (·) = εe+ixg+1(εx) + εe−ixg−1(εx),
where we recall from (ii) that ε = ε(δ, ω(δ,γ)). Denoting the Fourier transform of v
(δ,γ)
near (·) by ̂v(δ,γ)near (·),
it also holds that
supp
(
̂
v
(δ,γ)
near
)
⊂ {−1 + ετB} ∪ {1 + ετB} , B = {x ∈ R||x| ≤ 1}.
Moreover, we can write vfar(·) as a function of (vnear, δ, ω), and the following bounds hold
‖v(δ,γ)near (·)‖H4(R) = O(ε
1
2 ), and ‖v(δ,γ)far (·)‖H4(R) = O(ε
5
2−2τ ).
u
x
u
x
Figure 4. Sketch of bifurcating solutions illustrating Theorem 1.5(i): in the case ω(δ,γ) ≡ 1 (left)
(resp., ω(δ,γ) 6≡ 1 (right)) we have continuity (resp., discontinuity) in the sup norm.
Remark 1.6 (Reconciling the solution’s periodicity with respect to γ and its lack of translation invariance
in space). It is worth to highlight the interesting role played by the parameter γ. Notice that
(x, γ) 7→ u(δ,ω,γ)rolls (x)
is 2π-periodic in x, and also 2π-periodic in γ. In the Ansatz (9) the far-field behavior as x → −∞ gets
“localized” by the term x 7→ χ(εβx), where the latter function plays the role of a partition function subor-
dinated to a neighborhood of x = −∞. Taking into account χ(·)’s properties (H1), its non-periodicity and
independence of γ, then the rightmost term in (9)
(x, γ) 7→ χ(εβx)u(δ,ω,γ)rolls (x), (15)
is 2π-periodic in γ, although its periodic x-symmetry gets broken; the latter is mostly due to the fact that the
mapping only depends on γ through u
(δ,ω,γ)
rolls . A similar property can be seen in the corrector term v
(δ,γ)(·)
in (9), that is periodic with respect to γ but doesn’t have invariance with respect to translation in x (due to
the symmetry breaking term µ(·)).
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1.2. Outline of the paper and discussion. One of the main features of this article lies in the route
paved to obtain our results: we tackle and obtain Theorem 1.5 from a functional analytic perspective, a fact
that should be contrasted with the 1D dynamical systems methods used in [SW18]. There are advantages
and drawbacks in our approach: on the positive side, one can foresee multi-dimensional extensions and
applications to other contexts, like asymmetric-grain boundaries or equations with non-local terms (see
discussion in §8.3); on the negative side it is clear that we obtained less information than [SW18] with regards
to the selection mechanism presented in Theorem 1.5 (see also §8.7). It should be said that the analysis
in [SW18] is shorter than ours, although highly dependent on 1 dimensional dynamical systems theory; the
functional-analytic construction of heteroclinic connections we advocate for seems more promising if one
envisions extensions to multi-D phenomena, like line defects or amplitude walls. Nevertheless, focusing on a
mathematical problem that is now rigorously understood give us a fair ground for comparison between the
functional-analytic approach we advocate for and the dynamical-systems approach.
The heart of the paper lies in two decompositions:
(i) the first has a spatial nature, intrinsically contained in (9). It takes into account the far field spatial
behavior of solution. We shall call it the far/near (spatial) decomposition;
(ii) the second has a spectral nature, relying on the Fourier representation of the operator L [·] in (11)
as a Fourier multiplier. We shall call it the far/near (spectral) decomposition.
Both techniques had been seen separately in earlier works but, to the authors knowledge, have never been
used simultaneously.
The far/near (spatial) decomposition as done in (9) has been called by some authors far field-core de-
composition: it has been a building block in the construction of multidimensional patterns in extended
domains [dPKPW10], in the study of perturbation effects on the far field of multidimensional patterns
[MS18, Mon18]; in combination with bifurcation techniques it is present in the context of pattern formation
as one can see in the work of Scheel and collaborators (see for instance [MS17, GS16], specially [LS17] and
[MS15, §5]). Similar types of decompositions have also been exploited in combination with homogenization
techniques in the study and simulation of micro-structures and defects [BLBL12, BLBL15]. Interestingly, to
the authors knowledge, the combination of this type of decomposition with the introduction of a matching
parameter (β in (9)) has not been exploited before.
The far/near (spectral) decomposition has a different origin, being deeply motivated and inspired by the
work of [FLTW17]. Therein, the authors consider perturbed Hamiltonian problems of the form
∂2xU(x) + Vper(x)U(x) + δκ(δx)W0(x)U(x) = 0, x ∈ R,
where Vper(·) is a known L-periodic potential, W0(·) denotes an L-periodic perturbation and κ(·) is a
smooth function with the property that lim
x→±∞
κ(x) = κ±. Using Bloch-Floquet theory the authors study
the spectrum of the periodic coefficients operator ∂2xU(x) + Vper(x)U(x) (i.e., the linear operator at δ = 0),
whose multiplier/ eigenvalues are “lifted” to the case δ 6= 0 using perturbation techniques. The next
step, exploited in an ingenious way in [FLTW17, §6], contains the seed of what we call far/near (spectral)
decomposition: it consists of decomposing the Brilloin zone for certain modes into a near and far region
based on which one can derive a decomposition of the function U as
U(·) = Unear(·) + Ufar(·).
The function Unear(·) is a band limited function that parametrizes (or, say, dominates) the far components
Ufar(·); this step is proved using a Lyapunov-Schmidt reduction. Surprisingly, as a stationary counterpart,
the far/near (spectral) decomposition has similar features to active/passive modes discussed in [NPL93, §1],
where wavenumbers are divided in a group that saturates the asymptotic dynamic behavior, while passive
modes are damped; when focused on stability issues, finite wavenumber instability studies dates from even
earlier, cf. [NW69].
In spite of the nonlinear nature of (11), our problem can be expressed as a far field perturbation as
in [FLTW17], although a direct use of their results stumbles upon the nonlinear nature of SHE, and that
brings about issues not seen in their work. In dealing with these matters our analysis is closer to the works
of Schneider [Sch96a, Sch94, Sch96b]. Schneider implements a similar far/near (spectral) decomposition,
using a frequency localization argument that he named mode filters. Although his aforementioned papers
mostly focus on long time dynamic behavior of initial value problems, we can somehow say that the far/near
(spectral) decomposition is essentially a stationary counterpart to the mode filters introduced therein.
We emphasize that no comparison principles are used neither in our derivation nor in [FLTW17]. Even
though in the 4th order problem as we study here this comment seems apparently out of context, it should
not be overlooked, in particular with regard to the second order problem studied in [FLTW17], where elliptic
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theory plays an important role. Overall, another extra remark is worth of being made: neither the approach
in [FLTW17] nor ours rely on Center Manifold theory2.
We now give a brief outline of the paper: as we designed a far/near (spatial) decomposition in (9), two
new unknowns are introduced: a constant β and a function χ(·), both to be fully characterized in Proposition
5.7 and Lemma 6.6, respectively. In §2 we decompose of the Fourier wavenumbers using the aforementioned
far/near (spectral) decomposition, which allows for the corrector v(·) to be written as
v(·) = vnear(·) + vfar(·).
Thus, one can define a coupled system of nonlinear equations for vnear(·) and vfar(·). This sets the ground
for a Lyapunov-Schmidt reduction in §3 where we show that under the appropriate conditions vfar(·) is
parametrized by (vnear(·), δ,Ω); see Proposition 3.1. Afterwards, in §4 we focus on vnear(·), which satisfies
supp (v̂near) ⊂ {−1 + ετB} ∪ {1 + ετB} , B = {x ∈ R||x| ≤ 1},
where ε, τ > 0, that is, the support of (v̂near) is contained in disjoint intervals that shrink to points as ε ↓ 0,
which is exactly the regime we aim to investigate. We overcome this issue by desingularizing the limit,
following the approach of [FLTW17, §6.4]. In our case the consequences of this desingularization are quite
interesting, giving a surprising interpretation of the near component vnear(·) as
vnear(x) = ε
βe−ixg−1(εβx) + εβeixg+1(εβx), g±1(·) ∈ H2(R);
a representation that is related to the initial steps of the Ginzburg-Landau formalism, commonly seem in
modulation theory (cf. [vH91], [Sch96a, §3]; see also Proposition 4.1) and Weakly Nonlinear Theory (cf.
[NW69, NPL93]).
In §5 we use deep results from [FLTW17, §6] to better understand the periodic structure of the far field
(“fast scale") and its interaction with the “slow scale" structure of the correctors; this allows for crucial
simplifications in the equations. In the end we use matched asymptotic to shown that β = 1.
In §6 we finally write the reduced equation (56) that contains the dominant features of the problem: a
reduced nonlinear equation of the form
R˜(δ,Ω,γ)[ĝ−1, ĝ+1]− 1{ετ−1B}(ξ)h∗(ξ) = ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1], (16)
where the right hand side is a nonlinear function, sufficiently small in the appropriate sense; cf. (59).
In the above equation, the mapping (ĝ−1, ĝ+1) 7→ R˜(δ,Ω,γ)[ĝ−1, ĝ+1] is defined from H2(R) × H2(R) to
L2(R) × L2(R), and the quantity 1ε1−τB(·)h∗(·) is a localized term in L2(R) × L2(R) that can be made
as small as we want upon choosing χ(·) “nicely”; see Proposition 6.6. In order to solve the nonlinear
problem (16) we find an approximate inverse to R˜(δ,Ω,γ)[ĝ−1, ĝ+1] which, roughly speaking, corresponds to
the formal limit of this same operator obtained as δ ↓ 0. This analysis culminates in another application of
the Contraction Mapping Theorem (Proposition 6.1), showing that problem (16) has a family of solutions
(0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→
(
g
(δ,Ω,γ)
−1 (·), g(δ,Ω,γ)+1 (·)
)
, (17)
where g
(δ,Ω,γ)
±1 (·) ∈ H2(R), that are band-limited, that is, supp
(
̂
g
(δ,Ω,γ)
±1
)
⊂ ετ−1B, with B = {x ∈ R||x| ≤
1}.
At this point we reach §7, in which the Hamiltonian structure of the equations (1) is exploited and where
Theorem 1.5 is finally proved. An important step in its derivation comes from the study of the quenching-
front constraint (12) (see Lemma 7.3), where we show that in fact, only two parameters are necessary in
the parametrization of the heteroclinic orbits to (1). Namely, for a 0 < δ∗∗ < δ∗, we show that
[0, δ∗∗)× T ∋ (δ, γ) 7→ ω(δ,γ) =
√
1 + δΩ(δ,γ),
where the mapping (δ, γ) 7→ Ω(δ,γ) is continuous and satisfy Ω(δ,γ)
∣∣∣
δ=0
= 0; this results consists of a selection
mechanism, showing that the wavenumber ω gets parametrized by (δ, γ); see Figure 3. In conjunction with
the results of §6 it implies that we can find a solution (δ, γ) 7→ v(δ,γ)near (·) to (11) and (12). Undoing the change
of variables x 7→ ω(δ,γ)z and plugging this solution in the Ansatz (9) we obtain a stationary solution
[0, δ∗∗)× T ∋ (δ, γ) 7→ U (δ,γ)(x) = v(δ,γ)(ω(δ,γ)x) + χ(εω(δ,γ)x)u(δ,ω
(δ,γ),γ)
rolls (ω
(δ,γ)x), x ∈ R,
as described in Theorem 1.5. Further properties of this mapping are studied in Lemma 7.5.
2For a thorough careful exposition of Center Manifold Theory, see [HI11]. A nice discussion more tailored to the topics we
are discussing, as lack of spectral gap and finite band instabilities, see [NPL93, §1].
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In a quick summary, the construction of the pattern goes along the steps below:
Bifurcation equation setup: “far/near” spatial decomposition: Equation (11)w
“Far/near” spectral decomposition: §2w
Enslaving of far components by near components: §3w
Blow up of the Fourier parameter, nonlinear interaction and approximation Lemmas: §4w
Simplifications using a lemma of Fefferman, Thorpe and Weinstein, and matched asymptotics: §5w
Approximation and solvability of the reduced equation: §6w
Wavenumber selection – proof of Theorem 1.5: §7
Throughout the paper we give many different, but equivalent, formulations of the initial problem: in §2
problem (5) is reduced to (27a) and (27b) after a far/near spectral decomposition. A Lyapunov-Schmidt
reduction is then applied in §3, resulting in (39). After rewriting the latter equation with respect to the
order (in ε) of its nonlinearities, we reach (43) in the beginning of §4. We devote §5 to the study of nonlinear
interaction terms. Therein, further simplification using ideas in [FLTW17] culminate in the reduced equation
(56); in passing, using matched asymptotics, we also conclude that β = 1. Finally, in §7 our Ansatz (9) is
rewritten in new parameters as (70); in this new formulation, it is used to solve (12).
The reader can track down the sequence of derivations in the next diagram:
(27a)
""❋
❋❋
❋❋
❋❋
❋
(5)&(9) //

✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
✺
(11)
<<①①①①①①①①
""❋
❋❋
❋❋
❋❋
❋
(39) // (43) // (56) // (70) // Theorem1.5
(27b)
<<①①①①①①①①
(12)
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Once the main result is proved, we discuss many open problems in §8, where some of the techniques we
use are compared to previous methods and also put in a broader context. An appendix containing some
important calculations closes the paper.
1.3. Notation and a functional-analytic settings. Throughout this work we define the Fourier trans-
form (resp., inverse Fourier transform) of a function f(·) ∈ L2(R) (resp, f̂(·) ∈ L2(R)) by
f̂(ξ) = F [f ](ξ) :=
∫
R
f(x)e−ixξdx,
(
resp., f(x) = F−1[f̂ ](x) =
1
2π
∫
R
f̂(ξ)eiξxdξ
)
.
A few properties of the Fourier transform are used, in particular
F [f ] (εξ) = F
[
1
ε
f
( ·
ε
)]
(ξ), (18a)
F [f ](α + ξ) = F [e−iα(·)f(·)](ξ), (18b)
‖F [f ]‖L∞(R) ≤ ‖f‖L1(R). (18c)
The pairing in Sobolev spaces Hs(R), s ≥ 0, is defined as
〈f, g〉Hs(R) =
∫
R
(1 + |η|2)sf̂(η)ĝ(η)dη,
where (·) denoted complex conjugation in C; thanks to Plancherel Theorem (cf. [Tay11, §3, Proposition
3.2]), we have that ‖f‖L2(R) = 1√2pi‖f‖H0(R). We make repeated use of the following Sobolev embedding
H1(R) →֒ L∞(R):
‖v‖L∞(R) .
∫
R
|v̂(ξ)|dξ ≤ ‖v‖H1(R)
√∫
R
1
(1 + ξ2)
dξ . ‖v‖H1(R), (19)
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and of the Sobolev embedding Hs(R) →֒ C (s−1)(R) (cf. [Bre11, Theorem 8.2]). The unit ball in R is
denoted by B = {x ∈ R||x| ≤ 1}, while translated balls with radius ̺ and centered at a point α is written
α+ ̺B = {x ∈ R||x− α| ≤ ̺}. We also write T := [0, 2π].
The characteristic function of a Lebesgue measurable set A is written 1A(κ˜) = 1{κ˜∈A}(κ˜), where 1A(x) =
1, whenever x ∈ A, and 1A(x) = 0 whenever x 6∈ A. The support of a Lebesgue measurable function f(·) is
denoted by supp(f).
We write Hsnear,η(R) ⊂ Hs(R) to refer to the space of band limited functions with Fourier transform
supported in ηB,that is
Hsnear,η(R) := {g(·) ∈ Hs(R)|supp (ĝ) ⊂ ηB}.
Given Banach spaces X and Y , an unbounded operator H : X → Y will have its domain written D (H ).
Thus, given H : D (H ) ⊂ X → Y , we write Ker (H ) := {v ∈ X |H v = 0}.
Throughout the paper we employ the usual “little and big O” convention: we write P = P (ε) = O(εk)
for some k ∈ N whenever there exists a constant C > 0 such that |P (ε)| ≤ C|ε|k as ε→ 0. Similarly, we say
that p = p(ε) = o(εk) holds for some k ∈ N whenever, for any given C > 0, we have that |p(ε)| ≤ C|ε|k for
all ε sufficiently small; for instance, one says that p(ε) = o(1) whenever lim
ε→0
p(ε) = 0.
Remark 1.7 (Embedding for band limited functions). As pointed out in [FLTW17, Remark 2.2], whenever
f ∈ L2(R) is band limited equation then f(·) ∈ Hs(R) for all s ≥ 1 and
‖f‖Hs(R) . ‖f‖L2(R).
In particular, f(·) ∈ C∞(R;R), thanks to the Sobolev Embedding Lemma (cf. [Tay11, §4-Corollary 1.4]).
Acknowledgments. R.M would like to thank the encouragement and feedback given by P. Sternberg
(Indiana University), A. Scheel, T. Tao, and J. Weinburd (Univ. of Minnesota), A. Nachbin, A. Maliebaev,
D. Marchesin (Fluids group at IMPA), A. Pastor and M. Martins (PDE group at UNICAMP), Y. Nishiura
(AIMR/MathAM-OIL, Sendai), who kindly listened to his explanations of preliminary (and at the time,
somewhat obscure) aspects of this work.
“This is a post-peer-review, pre-copyedit version of an article published in Archive for Rational Mechanics
and Analysis. The final authenticated version is available online at: http://dx.doi.org/10.1007/s00205-019-01427-z”.
2. The far/near (spectral) decomposition: the role of multipliers
To begin with, we shall represent equation (11) in a more concise form,
L [v] := − (1 + ω2∂2x)2 v = 4∑
j=1
N
(j)[v, u
(δ,ω,γ)
rolls , δ],
where v(·) ∈ D (L ) = H4(R), the domain of the operator L . The nonlinearities are
N
(1)[v, u
(δ,ω,γ)
rolls , δ](x) = −
(
δ2µ(x)− 3(χ(εβx)u(δ,ω,γ)rolls (x))2
)
v(x),
N
(2)[v, u
(δ,ω,γ)
rolls , δ](x) = 3(χ(ε
βx)u
(δ,ω,γ)
rolls )v
2(x),
N
(3)[v, u
(δ,ω,γ)
rolls , δ](x) = v
3(x),
N
(4)[v, u
(δ,ω,γ)
rolls , δ](x) = χ(ε
βx)(χ(εβx)2 − 1)(u(δ,ω,γ)rolls (x))3
+ [(1 + ω2∂2x)
2, χ(εβ ·)](x)u(δ,ω,γ)rolls (x) − δ2χ(εβx)(µ(x) − 1)u(δ,ω,γ)rolls (x).
(20)
In Fourier space, the operator L admits a multiplier representation,
F [L [v]] (κ) = m(κ;L )F [v](κ) = −(1− ω2κ2)2v̂(κ), v(·) ∈ H4(R). (21)
Taking into account the properties of the mapping κ 7→ 1
m(κ;L ) , we decompose the frequency space in two
disjoint sets:
(i) Near frequency region: this is the part around the zeros of κ 7→ m(κ;L ) (i.e., κ = ± 1
ω
), where the
mapping κ 7→ 1
m(κ;L ) has a “bad behavior”;
(ii) Far frequency region: the complement to the near frequency region, where we have a better behavior
for κ 7→ 1
m(κ;L ) .
We do the following splitting:
Near frequencies = {−1 + ετB} ∪ {1 + ετB} , Far frequencies = R \ {near frequencies}, (22)
where we introduce a new parameter τ whose choice, or better saying its order, will only be defined through-
out our analysis. At the present we choose its sign, arguing as follows: we shall define in §2.1 spaces of
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functions Xsnear,ετ ⊂ Hs(R) (resp., Xsfar,ετ ⊂ Hs(R)), whose elements have Fourier transform supported in
the near frequency region (resp. far frequency region). We would like to work with band-limited functions,
therefore, in order to have at least one of this sets uniformly bounded in the regime ε ↓ 0 (the one relevant
to us) we must take τ ≥ 0. As we shall observe in Proposition 4.3, the endpoint τ = 0 must also be excluded
from the analysis because in this case we do not have enough control of nonlinearities. Roughly speaking,
when τ = 0 the corrector can be controlled in its amplitude but not its bandwidth, and this is not enough
to obtain a reduced equation approximation; as we show here, this reduction is possible when τ > 0, which
turns out to be the case we consider the most interesting.
Let’s go back to the multiplier structure (21) and the decomposition (22): as we can see, the linearized
operator v 7→ L [v] has continuum spectrum up to the imaginary axis in the complex plane. The decompo-
sition (22) splits the spectrum in modes that are close to the imaginary axis (near frequencies) and those
that are far, or relatively far, from it (far frequencies). As we shall prove in §3, the near frequencies are
dominant in this problem.
Figure 5. Near frequencies region and far fre-
quencies region. The decomposition depends on
the nature of the multiplier m(·;L ) and its be-
havior.
-1 1
near far
We remark that the choice for a parametrization in terms of ε is somewhat a matter of convenience,
and we do so because nonlinearities scale in ε. In principle, a similar analysis could be done in terms of
δ, thanks to the equivalence between them asserted in (H2) (see also Corollary 3.3). Another important
consequence of the next result is the fact that the lower bound constant C is independent of γ: this fact
will be fundamental in deriving bounds that are uniform for all γ ∈ T.
Lemma 2.1 (Multiplier behavior over frequency regions). The linear operator v 7→ L [v] can be represented
as a multiplier in Fourier space, that is, it holds the equivalence
L [v] = F−1 [m(·;L )v̂(·)] (x), D (L ) = H4(R),
where m(κ;L ) = − (1− ω2κ2)2 . Whenever ω satisfies (H2), the zeros of κ 7→ m(κ;L ), taken at κ = ± 1
ω
,
remain in the Near frequency region for all ε ≥ 0 sufficiently small. Furthermore, whenever 0 < τ < 1 there
exists a C = C(ε0) > 0, that is, independent of γ, such that
|m(κ;L )|
∣∣∣
{κ∈Far frequencies}
≥ Cε2τ , ∀ε ∈ [0, ε0).
Proof. The first statement concerning the multiplier representation is a consequence of standard Fourier
Analysis. Recall from (H2) that ω(δ,γ) ∈
(√
1− δ3 ,
√
1 + δ3
)
. The proof of the case τ = 0 is direct, so we
focus on the case 0 < τ < 1. In the latter case, proving the inclusions + 1
ω
∈ Near frequency is equivalent to
verifying the inequalities
1− ετ ≤ 1− δ
τ
4τ
≤ 1√
1 + δ3
≤ 1
ω
≤ 1√
1− δ3
≤ 1 + δ
τ
4τ
≤ 1 + ετ ; (23)
we omit the equivalent statement and proof of the case− 1
ω
∈ Near frequency, which can be handled similarly.
The first and the last inequalities are straightforward consequences of (H2). For the other inequalities, we
shall verify that
1 ≤
(
1 +
δτ
4τ
)2(
1− δ
3
)
, and
(
1− δ
τ
4τ
)2(
1 +
δ
3
)
≤ 1. (24)
holds whenever 0 < τ < 1 and δ is sufficiently small: we first expand the inequality on the left hand side
(resp. right hand side) and rearrange it, resulting in the equivalent inequality,
0 ≤ δτ
[
2
4τ
+
δτ
42τ
− δ
1−τ
3
(
1 +
δτ
4τ
)2]
,
(
resp. δτ
[
− 2
4τ
+
δτ
42τ
+
δ1−τ
3
(
1− δ
τ
4τ
)2]
≤ 0
)
,
which holds for all δ ≥ 0 sufficiently small. This concludes the verification of (24) and, consequently, of
(23).
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We now prove the lower bound on the multiplier, which consists in finding
min
|ξ−1|≥ετ
{(1− ω2ξ2)2}, for ω(δ,γ) ∈
(√
1− δ
3
,
√
1 +
δ
3
)
.
By symmetry, it suffices to consider ξ ∈ {ξ ≥ 0} ∩ {|ξ − 1| ≥ ετ}. In combination with standard critical
point calculations, (23) shows that the minimum is attained when ξ ∈ Near frequency region. Hence, one
can reduce the minimization problem to evaluating ξ in {1± ετ}. Let’s work with the case ξ = 1 + ετ ; the
other case is similar. Writing ω2 = 1 + δΩ, we are facing the problem of minimizing(
1− (1 + Ωε) (1 + ετ )2
)2
, for Ω ∈
(
−1
3
,
1
3
)
=
[
−1
3
,
1
3
]
.
It suffices to check the minimum at Ω = ± 13 . At ξ = 1 + ετ we have[
1−
(
1 +
ε
3
)
(1 + ετ )
2
]2
=
[
−ετ (2 + ετ )− ε
3
(1 + ετ )
2
]2
= ε2τ
[
(2 + ετ ) +
ε1−τ
3
(1 + ετ )
2
]2
.
Likewise,[
1− (1− ε
3
) (1 + ετ )
2
]2
=
[
−ετ (2 + ετ ) + ε
3
(1 + ετ )
2
]2
= ε2τ
[
(2 + ετ )− ε
1−τ
3
(1 + ετ )
2
]2
.
A similar analysis can be applied in the case ξ = 1 − ετ and to the cases ξ = −1 ± ετ , showing that there
exists a constant C > 0 such that |m(κ;L )|
∣∣∣
{κ∈Far frequencies}
≥ Cε2τ , whenever ε ∈ [0, ε0). This finishes
the proof.
2.1. The multiplier structure and the far/near decomposition. After splitting the spectrum we
define associated spaces that will be of fundamental importance; the idea is based on [FLTW17, §6.3,
Lemma 6.2] (see also [Sch96a, §2]). In the discussion below, we assume that v(·) ∈ H4(R). We define
cut-offs in Fourier space, which parametrize the excised region around the zeros of the multiplier m(·;L ):
v̂(·) 7→ P˜near[v̂](κ) =
(
1{−1+ετB}(κ) + 1{+1+ετB}(κ)
)
v̂(κ) =: v̂near(κ);
this operator naturally induces the following projection in physical space,
v(·) 7→ Pnear[v](x) = F−1 ◦ P˜near ◦F [v](x) =: vnear(x),
or, in other words, vnear(x) = F
−1[v̂near(·)](x). Similarly, we define projections onto the far frequencies
space as
v̂(·) 7→ P˜far[v̂](κ) =
(
1− 1{−1+ετB}(κ)− 1{+1+ετB}(κ)
)
v̂(κ) =: v˜far(κ),
with associated physical space projection,
v(·) 7→ Pfar[v](x) = F−1 ◦ P˜far ◦F [v](x) =: vfar(x).
It is clear that P˜near[v̂](κ), P˜far[v̂](κ) and associated physical space projections all depend on (ε, τ); to
keep our notation concise, we shall omit this dependence. Several properties of these mappings are readily
available:
v̂near(κ) = P˜near [v̂near] (κ) =
(
1{−1+ετB}(κ) + 1{+1+ετB}(κ)
)
v̂near(κ), (25a)
v̂far(κ) = P˜far [v̂far] (κ) =
(
1− 1{−1+ετB}(κ)− 1{+1+ετB}(κ)
)
v̂far(κ), (25b)
v(·) = vnear(·) + vfar(·), (25c)
〈vnear, vfar〉Hs(R) = 0, (25d)
‖v‖2Hs(R) = ‖vnear‖2Hs(R) + ‖vfar‖2Hs(R). (25e)
Thanks to these properties, we define
Hs(R) = Xsnear,ετ ⊕Xsfar,ετ , where Xsnear,ετ := Pnear (Hs(R)) and Xsfar,ετ := Pfar (Hs(R)) . (26)
As Xsnear,ετ , X
s
far,ετ are subspaces of H
s(R), we adopt the induced norm they inherit.
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2.2. A Lyapunov-Schmidt reduction. As we have seen, the near and far frequency regions are defined
by taking into account the behavior of the multiplier m(·;L ). In particular, the projections from Hs(R)
onto Xsnear,ετ and X
s
far,ετ constructed in §2.1 are put in full use to implement a Lyapunov-Schmidt reduction;
our approach closely follows the ideas in [FLTW17, §6].
Let v(·) = vnear(·) + vfar(·) ∈ X4near,ετ ⊕X4far,ετ . Thanks to (26), we can rewrite (11) in an equivalent
system: the first equation results from the application of P˜near ◦F ,
−(1− ω2κ2)2v̂near(κ) = P˜near ◦F
 4∑
j=1
N
(j)[vnear + vfar, u
(δ,ω,γ)
rolls , ε]
 (κ)
=
(
1{−1+ετB}(κ) + 1{+1+ετB}(κ)
)
F
 4∑
j=1
N
(j)[vnear + vfar, u
(δ,ω,γ)
rolls , ε]
 (κ),
(27a)
while the second equation, complimentary, is derived after an application of P˜far ◦F to (11):
−(1− ω2κ2)2v̂far(κ) = P˜far ◦F
 4∑
j=1
N
(j)[vnear + vfar, u
(δ,ω,γ)
rolls , ε]
 (κ)
=
(
1− 1{−1+ετB}(κ)− 1{+1+ετB}(κ)
)
F
 4∑
j=1
N
(j)[vnear + vfar, u
(δ,ω,γ)
rolls , ε]
 (κ).
(27b)
for all κ ∈ R. Our goal is to show that the near field in fact dominates the far field components. With this
in mind, we recall from (2) that ε(·, ·) is a function of both δ and Ω, invoking Lemma 2.1 to then rewrite
(27b) as a fixed point equation
vfar(x) = E [vnear, vfar, δ,Ω, γ](x), (28)
where E : X4near,ετ ×X4far,ετ × (0,+∞)×
(− 13 , 13)→ X4far,ετ reads as
E [vnear, vfar, δ,Ω, γ](x) := F
−1
−( 1
m(·,L )
)2
P˜far ◦F
 4∑
j=1
N
(j)[vnear + vfar, u
(δ,ω,γ)
rolls , ε]
 (·)
 (x).
3. Near field components dominate far energy terms: a Lyapunov-Schmidt reduction.
The main result of this section establishes the parametrization of the far energy terms vfar(·) by the near
field vnear(·) and the other parameters (δ,Ω). For the sake of notation, throughout this section we write
‖ · ‖Hs and ‖ · ‖Lp to denote the norms ‖ · ‖Hs(R) and ‖ · ‖Lp(R), respectively.
Proposition 3.1 (Near field domination). Assume (H1)-(H2). Let R, τ, β be fixed positive numbers, the
latter two of which were introduced in (22) and (9), respectively. Assume the parameter constraints
0 < τ <
1
16
, and 1 ≤ β ≤ 1 + τ, (29)
fixed (β = 1 and τ = 132 will do). Recall from (H2) that ε(δ,Ω, γ) is a smooth function of its arguments.
Then, there exists an δ∗ > 0 such that for all δ ∈ (0, δ∗) the system (28) has a fixed point, namely, there
exists a mapping
(vnear(·), δ,Ω, γ) 7→ vfar[vnear, δ,Ω, γ](·) (30)
from {u(·) ∈ X4near,ετ |‖u‖H4 ≤ Rε
β
2 }× (0, δ∗)×
(− 13 , 13)×T to {v(·) ∈ Xsfar,ετ |‖v‖H4 ≤ Rε 116 } and satisfying
vfar[vnear, δ,Ω, γ](·) = E [vnear, vfar[vnear, δ,Ω, γ], urolls, δ,Ω](·).
Furthermore, we have that
(i) the function vfar(·) satisfies the bound
‖vfar[vnear, δ,Ω, γ]‖H4 . Θ(ε; τ)‖vnear‖H4 + (ε3−
β
2 + ε1+
3β
2 + ε2+
β
2 ),
where Θ(ε; τ) = O
 3∑
j=1
ε3−j−2τ+
β
2 (j−1)
;
(ii) the mapping (vnear(·), δ,Ω, γ) 7→ vfar[vnear, δ,Ω, γ](·) can be extended continuously at δ = ε = 0, with
vfar[·, δ,Ω, γ](·)
∣∣∣
δ=0
:= 0;
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(iii) the mapping (vnear, δ,Ω, γ) 7→ vfar[vnear, δ,Ω, γ](·) is continuous from X4near,ετ × [0, δ∗)×
(− 13 , 13)×T
to X4far,ετ ; furthermore, it is 2π-periodic with respect to γ.
An auxiliary Lemma concerning the scaling of u
(δ,ω,γ)
rolls (·) with respect to its amplitude ε is presented next.
The result is essentially given in [Mie95, Section 4 and Theorem 4.1].
Lemma 3.2 (Scaling of u
(δ,ω,γ)
rolls (·) in ε = ε(δ,Ω, γ)). Given the equation (1) with µ ≡ 1, there exists
an ε = ε(δ,Ω, γ) > 0 and a mapping (−δ0, δ0) × T ∋ (δ, γ) 7→ u(δ,ω,γ)rolls (·) ∈ H4per([0, 2π]), and so that
u
(δ,ω,γ)
rolls (·)
∣∣∣
δ=0
= 0. Furthermore, we can define
˜
u
(δ,ω,γ)
rolls =
u
(δ,ω,γ)
rolls
ε
∈ L∞([0, 2π]) and find a ε0 > 0 such that
ε0 . δ0 . ε0.
Corollary 3.3 (Reparametrization of rolls by their amplitudes). In the region ω ∈ (√1− δ,√1 + δ) the
rolls described in (2) can be reparametrized as functions of (ε, ω, γ), where
δ = δ(ε, ω) =
√
3ε2
4
+ (1− ω2)2 +O
(
3ε2
4
+ (1 − ω2)2
)
;
moreover, this mapping is a homeomorphism whenever ε > 0 and ω ∈ (√1− δ,√1 + δ).
Proof. This result is a consequence of Mielke’s derivation of the rolls using a Lyapunov-Schmidt reduction.
Inspecting the proof in [Mie95, Theorem 4.1], one notes that the Implicit Function Theorem can be applied3
either in ε2 or in δ2 from which one obtains either a function ε2 = ε2(δ2, ω), or δ2 = δ2(ε2, ω). Last, the
mapping (ε, ω) 7→ δ(ε, ω) is a homeomorphism, since it is the composition of a diffeomorphism with the
homeomorphism x 7→ √x on (0,∞).
A few useful consequences of this result are readily available, thanks to the fact that the nonlinear terms
in (11) scale in ε. Indeed, we can write
N
(j)[v, u
(δ,ω,γ)
rolls , ε] = N
(j)[v, ε
˜
u
(δ,ω,γ)
rolls , ε], j ∈ {1, 2, 3, 4}. (31)
We point out that N (1)[·] depends explicitly on δ2; however, thanks to the choice of parameters in (H2)
any upper bound in terms of δ can be rewritten as an upper bound in terms of ε.
Lemma 3.4. Assume (H1)-(H2). Let u(·) ∈ X4near,ετ be fixed and parameters β and τ satisfying the
constraints in (29). Given the nonlinear mappings X4far,ετ ∋ v(·) 7→ N (j)[u+v, u(δ,ω,γ)rolls , ε] for j ∈ {1, 2, 3, 4},
defined in (11),the following properties hold:
(i) Let ‖u‖H4 < 1, and ‖v(1)‖H4 < 1. For every j ∈ {1, 2, 3, 4} there exists quantities M1 > 0 and
Ej [v
(1), u, ε] ≥ 0 such that
‖N (j)[u+ v(1), u(δ,ω,γ)rolls , ε]‖L2 ≤ Ej [u, v(1), ε],
where
Ej [u, v
(1), ε] ≤
{
M1ε
3−j
(
‖uj‖L2 + ‖v(1)‖jH4
)
≤M1ε3−j
(
‖u‖j
H4
+ ‖v(1)‖j
H4
)
, for j = 1, 2, 3;
M1(ε
3− β2 + ε1+
3β
2 + ε2+
β
2 ), for j = 4.
(ii) For every j ∈ {1, 2, 3, 4} there exists quantities M2 > 0 and Dj [v(2), v(3), ε] ≥ 0 such that
‖N (j)[u+ v(2), u(δ,ω,γ)rolls , ε]−N (j)[u+ v(3), u(δ,ω,γ)rolls , ε]‖L2 ≤ Dj[v(2), v(3), u, ε]‖v(2) − v(3)‖H4 ,
where
Dj [v
(2), v(3), u, ε] ≤
{
M2ε
3−j
(
‖v(2)‖j−1
H4
+ ‖v(3)‖j−1
H4
+ ‖u‖j−1
H4
)
, for j = 1, 2, 3;
0, for j = 4.
Proof. For the sake of notation, we write urolls(·) to denote u(δ,ω,γ)rolls (·).
Whenever j ∈ {1, 2, 3} the proof exploits the scaling (31) in ε, the polynomial nature of the nonlinearity,
and the Sobolev embedding H4(R) →֒ L∞(R) given in (19). Indeed, for all p ≥ 1, w ∈ H4(R), we have
‖wp‖L2 ≤ ‖w‖L2‖w‖p−1L∞ . ‖w‖L2‖w‖p−1H4 ;
in the particular case j = 2 we resort to property (H2), using the similarity δ ≈ ε.
3Our notation of ε, ω translates to Mielke’s notation in [Mie95, Section 4] as α and ε, respectively.
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We now prove the case j = 4: the inequalities in (ii) are trivial because there is no dependence of
N (4)[u
(δ,ω,γ)
rolls , ε](x) on w(·). Still in the case j = 4, before proving (i) we recall that
N
(4)[u
(δ,ω,γ)
rolls , ε](x) = χ(ε
βx)(χ2(εβx)− 1)
(
u
(δ,ω,γ)
rolls (x)
)3
+ [(1 + ∂2x)
2, χ(εβx)]u
(δ,ω,γ)
rolls (x)− δ2χ(εβx)(µ − 1)u(δ,ω,γ)rolls (x).
Lemma 3.2 implies that the first term has the form
χ(εβx)(χ2(εβx) − 1)
(
u
(δ,ω,γ)
rolls
)3
(x) = ε3χ(εβx)(χ2(εβx)− 1)(˜u(δ,ω,γ)rolls )3(x),
hence a change of variables gives∥∥∥∥χ(εβx)(χ2(εβx)− 1)(u(δ,ω,γ)rolls )3∥∥∥∥
L2(R)
≤ ε3− β2
∥∥∥∥˜u(δ,ω,γ)rolls ∥∥∥∥
L∞
√∫
R
|χ(y)(χ2(y)− 1)|2dy,
where the integrand in the latter integral is localized, thanks to the properties of χ(·) in (H1). Similar
reasoning shows that the L2(R) norm of the last integral is O(ε2+ β2 ). With regards to the second term,
initially notice that [(1+∂2x)
2, χ(εβx)]u
(δ,ω,γ)
rolls = ε[(1+∂
2
x)
2, χ(εβx)]
˜
u
(δ,ω,γ)
rolls Then notice that the lowest order
terms in ε come from terms in the commutant that contain one derivative of χ(·), that is,
ε[(1 + ∂2x)
2, χ(εβx)]
˜
u
(δ,ω,γ)
rolls (x) = 4ε
1+βχ
′
(εβx)∂x(1 + ∂
2
x)
˜
u
(δ,ω,γ)
rolls (x) +O(ε2β+1).
However,
˜
u
(δ,ω,γ)
rolls (·) = cos(·)+O(ε), hence 4ε1+βχ
′
(εβx)∂x(1 + ∂
2
x)
˜
u
(δ,ω,γ)
rolls = O(εβ+2). A change of variables
then gives ∫
R
|ε2+βχ′ (εβx) |2dx = ε4+β ∫
R
|χ′ (z) |2dz = O (ε4+β) ,
and this finishes the the proof of (i) when j = 4.
We are now ready to prove the main result of this section.
Proof. [of Proposition 3.1] Throughout the proof we write N (j)[vnear + vfar] to denote N
(j)[vnear +
vfar, u
(δ,ω,γ)
rolls , ε]. We shall achieve the implicit parametrization of vfar(·) by vnear(·), δ and Ω by applying the
Contraction Mapping Theorem [CH82, §2, Theorem 2.2]. Without loss of generality we assume that ε < 1.
Recall from (25) that v(·) = vfar(·) + vnear(·). Writing 1˜(κ) =
(
1− 1{+1+ετB}(κ)− 1{−1+ετB}(κ)
)
, a direct
application of Lemma 2.1 implies that∣∣∣∣ 1˜(κ)m(κ;L )
∣∣∣∣2 = ∣∣∣∣ 1˜(κ)(1 − ω2κ2)2
∣∣∣∣2 . 1ε4τ . (32)
We use this inequality to estimate (28):
‖E [vnear, vfar, δ,Ω, γ]‖2H4 =
∫
R
(1 + |κ|2)4|E [vnear, vfar, δ,Ω, γ](κ)|2dκ
≤
∫
R
(1 + κ2)4
(1− ω2κ2)4
(
1˜(κ)
)2 ∣∣∣∣∣∣F
 4∑
j=1
N
(j)[vnear + vfar]
∣∣∣∣∣∣
2
(κ)dκ
≤
4∑
j=1
∫
R
C2
ε4τ
∣∣∣F [N (j)[vnear + vfar]]∣∣∣2 (κ)dκ
≤
4∑
j=1
C2
ε4τ
∥∥∥N (j)[vnear + vfar]∥∥∥2
L2
.
An application of Lemma 3.4 gives
‖E [vnear, vfar, δ,Ω, γ]‖H4 ≤
4∑
j=1
C
ε2τ
‖N (j)[vnear + vfar]‖L2
≤
4∑
j=1
C
ε2τ
Ej [vnear, vfar, urolls, δ,Ω, γ]
≤ CM1

3∑
j=1
ε3−j−2τ
(
‖vnear‖jH4 + ‖vfar‖jH4
)
+ ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ
 .
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Now choosing ‖vnear‖H4 ≤ Rε
β
2 , and ‖vfar‖H4 ≤ Rεα, where α = 116 , we get
‖E [vnear, vfar, δ,Ω, γ]‖H4 ≤ CM1

3∑
j=1
ε3−j−2τRj
(
εj
β
2 + εjα
)
+ ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2−2τ
 .
Hence,
‖E [vnear, vfar, δ,Ω, γ]‖H4 ≤ CM1

3∑
j=1
ε3−j−2τRj
(
εj
β
2 + εjα
)
+ ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ

≤ 3CM1R
ε 32−2τ +
 3∑
j=1
ε3+j(α−1)−2τ
+ ε3− β2 −2τ + ε1+ 3β2 −2τ + ε2+β2 −2τ
 ,
the last inequality being a consequence of the monotonic decay of the mapping x 7→ εx in x > 0, for 0 < ε < 1
and β ≥ 1; we shall use this property repeatedly in what follows. After further simplification we get
‖E [vnear, vfar, δ,Ω, γ]‖H4
≤ 3CM1R
ε 32−2τ +
 3∑
j=1
ε3+j(α−1)−2τ
+ ε3− β2 −2τ + ε1+ 3β2 −2τ + ε2+β2 −2τ

≤ 3CM1
ε 32−2τ−α +
 3∑
j=1
ε3−j−2τ+α(j−1)
+ ε3− β2 −2τ−α + ε1+ 3β2 −2τ−α + ε2+ β2 −2τ−α
Rεα
=: Θ1(α, τ, ε, β)Rε
α.
In our second step, we rely again on (32) and Lemma 3.4(ii) to derive a few more estimates:
‖E [vnear, v(1)far , , δ,Ω, γ]− E [vnear, v(2)far , , δ,Ω, γ]‖H4 ≤
4∑
j=1
C
ε2τ
‖N (j)[(vnear + v(1)far )]−N (j)[(vnear + v(2)far )]‖L2
≤
4∑
j=1
C
ε2τ
Dj [v
(1)
far ), v
(2)
far , vnear, ε]‖v(1)far − v(2)far‖H4
Lemma3.4(ii)
≤
3∑
j=1
CM2
ε2τ
ε3−j
(
‖v(1)far‖j−1H4 + ‖v(2)far‖j−1H4 + ‖vnear‖j−1H4
)
‖v(1)far − v(2)far‖H4
≤
3∑
j=1
2CM2R
j−1ε3−j−2τ
(
εα(j−1) + ε(j−1)
β
2
)
‖v(1)far − v(2)far ‖H4
≤ 2CM2
3∑
j=1
ε3−j−2τ
(
εα(j−1) + ε(j−1)
1
2
)
‖v(1)far − v(2)far‖H4
≤ 2CM2
 3∑
j=1
(
ε3−j−2τ+α(j−1) + ε
5
2− j2−2τ
) ‖v(1)far − v(2)far‖H4 .
Thus,
‖E [vnear, v(1)far , δ,Ω, γ]− E [vnear, v(2)far , δ,Ω, γ]‖H4 ≤ 6CM2
 3∑
j=1
(
ε3−j−2τ+α(j−1)
)
+ ε1−2τ
 ‖v(1)far − v(2)far ‖H4
=: Θ2(α, τ, ε, β)‖v(1)far − v(2)far‖H4 .
(33)
Hence, uniformly for all R, τ and β satisfying conditions (29) (recall that α = 116 ), one can choose ε1 > 0
and ε2 > 0 such that
sup
ε∈[0,ε1)
Θ1(α, τ, ε, β) ≤ 1
2
, and sup
ε∈[0,ε2)
Θ2(α, τ, ε, β) ≤ 1
2
.
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Now, choosing ε0 > 0 as in Lemma 3.2 and ε∗ := min{ε0, ε1, ε2} we get that for all ε ∈ [0, ε∗) the mapping
(vnear, vfar, urolls, δ,Ω, γ) 7→ E [vnear, vfar, δ,Ω, γ], as we fix parameters vnear, δ, Ω, and γ, maps the set
(vnear, vfar, δ,Ω, γ) ∈ {v ∈ X4near,ετ |‖v‖H4 ≤ Rε
β
2 } × {v ∈ X4far,ετ |‖v‖H4 ≤ Rε
1
16 } × (0, δ∗)×
(
−1
3
,
1
3
)
× T,
into {v ∈ H4|‖v‖H4 ≤ Rε 116 }. Therefore, we can apply the Contraction Mapping Theorem to obtain the
existence of a fixed point vfar = vfar[vnear, δ,Ω, γ] for all ε ∈ [0, ε∗), where vfar[vnear, δ,Ω, γ]
∣∣∣
ε=0
= 0. This
finishes the proof of the implicit parametrization of vfar(·) by (vnear(·), δ,Ω, γ).
Now that vfar[vnear, δ,Ω, γ](·) is well defined, we can finally study its properties. The bounds in (i) are a
consequence of
‖vfar[vnear, δ,Ω, γ]‖H4 = ‖E [vnear, vfar, δ,Ω, γ]‖H4
≤ CM1

3∑
j=1
ε3−j−2τ‖vnear‖jH4 +
3∑
j=1
ε3−j−2τ‖vfar‖jH4 + (ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ )

≤ CM1
3∑
j=1
(
ε3−j−2τ+
β
2 (j−1)
)
‖vnear‖H4 + CM1
3∑
j=1
(
ε3−j−2τ+
1
16 (j−1)
)
‖vfar‖H4
+ CM1(ε
3− β2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ )
Thanks to the parameter conditions in (29) and the definition of ε∗, the term dependent of ‖vfar‖H4 on the
right hand side can be absorbed, hence
‖vfar[vnear, δ,Ω, γ]‖H4 .
 3∑
j=1
ε3−j−2τ+
β
2 (j−1)
 ‖vnear‖H4 + (ε3− β2 −2τ + ε1+ 3β2 −2τ + ε2+ β2−2τ ),
whenever ε ∈ (0, ε∗), and this finishes the proof of (i).
Item (ii) is an immediate consequence of (i) taking ε ↓ 0.
With regards to (iii), we must show that the mapping (vnear, δ,Ω, γ) 7→ vfar[vnear, δ,Ω, γ](·) is continuous,
this is also a consequence of the Contraction Mapping Principle, namely, it suffices to show that
(vnear, δ,Ω, γ) 7→ E [vnear, vfar, δ,Ω, γ]
is a continuous mapping from H4(R)× [0, δ∗)×
(− 13 , 13)×T to H4(R); continuity with respect to vnear(·) is
easily obtained by exchanging the roles of (vnear, vfar) for (vfar, vnear) in the estimates (33). In this fashion,
one obtains the similar bound
‖E [v(1)near, vfar, δ,Ω, γ]− E [v(2)near, vfar, δ,Ω, γ]‖H4 ≤ Θ2
(
1
16
, τ, ε, β
)
‖v(1)near − v(2)near‖H4 .
Exploiting the pointwise continuity of the mappings (δ,Ω, γ) 7→ E [vnear, vfar, δ,Ω, γ](x) for any fixed x ∈ R
and the fact that the H4(R) norm of E [vnear, vfar, δ,Ω, γ] is uniform in ε, an application of the Lebesgue
Dominated Convergence Theorem shows that this mapping is continuous with respect to (δ,Ω, γ). In order
to prove 2π-periodicity with respect to γ note that γ 7→ E [v(1)near, vfar, δ,Ω, γ] only depends on γ through
u
(δ,ω,γ)
rolls , which is 2π-periodic in this parameter. By uniqueness of the fixed point, the result then follows,
and this finishes the proof.
Remark 3.5 (The fine balance between the blow-up rate in ε and the scaling of the nonlinearities in ε). In
[FLTW17] the near component domination relies on two main ingredients:
(i) counterbalancing the blow-up of the multiplier as ε ↓ 0, which in our case is encoded by Lemma 2.1
and the inequality (32);
(ii) an appropriate rescaling of the solutions, a feature that strongly depends on the linear nature of the
problem.
In the nonlinear case we are dealing with, resorting to rescaling is also crucial, otherwise singularities like
the upper bound ε−4τ in (32) would be harmful upon understanding the regime ε ↓ 0. Hence, we rely on
the fact that nonlinearity enhances the order of ε dependent parameters to balance out the singularity of
1
m(κ;L )
as ε ↓ 0, a fact that should be contrasted with the case in [FLTW17], where this balance has to be
found between the rate of spectral gap separation and the linear scaling.
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4. Desingularization, nonlinear interaction estimates and approximation results
Proposition 3.1 establishes the parametrization by the near frequency components, whose behavior is still
to be understood and where we now concentrate our concerns at. We briefly recall that we have introduced
unknown constants and functions: the constant β first seen in (9), the constant τ introduced in the far/near
decomposition (21), and the function χ(·) that plays the role of an envelope function and was introduced in
(9). We begin by observing that
supp (v̂near) ⊂ {−1 + ετB} ∪ {1 + ετB} .
Clearly, the set on the right hand side gets reduced to two points as ε ↓ 0, that is,
Xsnear,ετ
∣∣∣
ε=0
= {0} ⊂ Hs(R), ∀τ > 0,
which is exactly the regime we are interested at. In order to circumvent this issue, we extract the relevant
properties of vnear(·) by desingularizing this limit; that is, using blow-up variables in the frequency space,
as done in [FLTW17, §6.4]. As we shall see, this approach readily gives another representation of vnear(·).
But first a slight modification of the operator P˜near[·] introduced in section 2.1 is necessary: since the Near
frequency set has two components, we can define the operators
v̂ 7→˜P(±)near[v̂](κ˜) = 1{κ˜∈ετB}(κ˜)v̂ (±1 + κ˜) =: v̂(±)near(κ˜), (34)
and associated physical space action
v 7→ P(±)near[v](x) = F−1
[
˜
P
(±)
near ◦F [v](·)
]
(x) = v(±)near(x), x ∈ R, (35)
whose properties are summarized below.
Proposition 4.1 (Recentered projections). Assume τ > 0 fixed. Let f(·) ∈ L2(R), with decomposition
f(·) = fnear(·) + ffar(·) ∈ X(0)near,ετ ⊕X(0)far,ετ . Consider the operators
˜
P
(±)
near[·] as defined in (34). Then, the
following properties hold:
(i) Whenever 0 < ε0 < 1, it holds that
˜
P
(±)
near[f̂ ] (κ˜∓ 1) = 1{κ˜∈±1+ετB}(κ˜)P˜near[f̂ ] (κ˜) , ∀0 < ε < ε0.
(ii) Writing f
(±)
near(x) = F−1
[
f̂
(±)
near
]
(x), we have
fnear(x) = e
+ixf (+)near(x) + e
−ixf (−)near(x).
(iii) For any given α ∈ R we have
supp
(
F
[
eiα(·)f (−)near(·)
])
⊂ α+ ετB, and supp
(
F
[
eiα(·)f (+)near(·)
])
⊂ α+ ετB;
We can say then that f 7→ P(±)near[f ](x) : Xsnear,ετ → Hsnear,ετ (R);
(iv)
˜
P
(+)
near[f̂ ](κ˜) =
˜
P
(−)
near[f̂ ](−κ˜);
(v) If f(·) is real-valued, then f (+)near(x) = f (−)near(x);
(vi) Let T : L2(R) 7→ L2(R) be a mapping with a multiplier m(·; T ), that is, (̂T f)(ξ) = m(ξ; T )f̂(ξ).
Then, P
(±)
near[T̂ f ](κ˜) = m (±1 + κ˜; T )P(±)near[f̂ ](κ˜).
Proof. Property (i) is obtained after a simple consequence of the definition of P˜near[·] given in section 2.1.
Property (ii) also has a simple proof: writing f
(±)
near(x) = F−1
[
f̂
(±)
near
]
(x) = F−1 ◦ P˜near ◦F [f ](x), we have
fnear(x) =
1
2π
∫
{κ˜∈1+ετB}
f̂ (κ˜) eixκ˜dκ˜+
1
2π
∫
{κ˜∈−1+ετB}
f̂ (κ˜) eixκ˜dκ˜.
=
1
2π
∫
{κ˜∈ετB}
f̂ (1 + κ˜) eixeixκ˜dκ˜+
1
2π
∫
{κ˜∈ετB}
f̂ (−1 + κ˜) e−ixeixκ˜dκ˜
= e+ixf (+)near(x) + e
−ixf (−)near(x)
Property (iii) is a direct consequence of the definition in (34) allied to the Fourier transform property (18b);
the fact that P(±)near[f ](x) ∈ Hsnear,ετ (R) whenever f(·) ∈ Xsnear,ετ is a simple consequence of the definition of
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the spaces Hsnear,ετ (R) given in §1.3. In order to prove (iv) we study the action of the operators
˜
P
(±)
near ◦F [·]
on real-valued functions f(·) ∈ L2(R;R) ∩ L1(R;R); a direct computations establishes the result:
˜
P
(+)
near[f̂ ](κ˜) = 1{κ˜∈ετB}(κ˜)F [f ] (1 + κ˜)
= 1{κ˜∈ετB}(κ˜)F [f ] (−1− κ˜)
= 1{κ˜∈ετB}(−κ˜)F [f ] (−1− κ˜)
=
˜
P
(−)
near[f̂ ](−κ˜).
We now turn to (v): thanks to definition of f̂near(·) given in §2.1, we can use item (i) to write
f̂ (±)near (κ˜) = 1{κ˜∈ετB}f̂near (±1 + κ˜) ,
Using property (iii) we can write f̂ (+)near (κ˜) = f̂
(−)
near (−κ˜) and consequently, in physical space, we have
f (+)near(x) = F
−1
[
f̂ (+)near (·)
]
(x) = F−1
[
f̂
(−)
near (−·)
]
(x) =
1
2π
∫
R
f̂
(−)
near (−κ˜)eiκ˜xdκ˜
=
1
2π
∫
R
f̂
(−)
near (−κ˜) e−iκ˜xdκ˜
= f
(−)
near(x),
which proves (v).
Last, the proof of (vi) is obtained after a direct computation:
P(±)near[T̂ f ](κ˜) = 1{ετB}(κ˜)m (±1 + κ˜; T ) f̂ (±1 + κ˜) = m (±1 + κ˜; T )P(±)near[f̂ ](κ˜),
and we are done.
4.1. Desingularization in Fourier space and the representation of vnear(·) as a Ginzburg-Landau
type approximation. Now that we are able to center our parametrizations, we apply the results derived
in the previous section to construct the functions
v(+)near(·) = P(+)near[vnear](·) ∈ H4near,ετ (R), v(−)near(·) = P(−)near[vnear](·) ∈ H4near,ετ (R),
and their corresponding Fourier transforms, given respectively by
v̂(+)near(·) =˜P(+)near[v̂](·), and v̂(−)near(·) =˜P(−)near[v̂](·).
Our construction is motivated by that in [FLTW17, Equation 6.49]): we first define functions g+1(·) and
g−1(·) in the following manner,
ĝ±1 (ξ) = ĝ±1
(
κ˜
εβ
)
:= v̂(±)near
(
εβξ
)
, where ξ =
κ˜
εβ
and g±1(x) = F−1 [ĝ±1] (x).
By construction, g±1(·) ∈ H4near,ετ−β (R). Using the identity 1{A}
(
x
ζ
)
= 1{ζA}(x) (whenever ζ > 0) and
the properties (25) we get
ĝ±1(ξ) = 1{ετB}(εβξ)ĝ±1(ξ) = 1{ετ−βB}(ξ)ĝ±1(ξ).
The blow-up in Fourier space induces a rescaling in the physical space; indeed, thanks to the identities (18a),
we get that
v(±)near(x) = F
−1
[
v̂(±)near(·)
]
(x) = F−1
[
ĝ±1
( ·
εβ
)]
(x) = εβF−1 [ĝ±1] (εβx) = εβg±1(εβx).
When combined with Proposition 4.1(ii) it implies that
vnear(x) = ε
βe+ixg+1(ε
βx) + εβe−ixg−1(εβx), (36)
with g+1(ε
βx) = g−1(εβx) due to Proposition 4.1(v). In fact, this representation goes back to modulation
theory and the Ginzburg-Landau formalism (see for instance [Sch96a, §3]; see also the Ansatz in [KSM92,
Equation (1.2)]).
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4.2. The functions g−1(·), g+1(·) and the topology of the space they are in. According to Remark
1.7, we have
‖vnear‖H4(R) ≈ ‖vnear‖L2(R) ≈ ε
β
2 ‖g−1‖L2(R) + ε
β
2 ‖g1‖L2(R), (37)
therefore we can write vfar = vfar[vnear, δ,Ω, γ] whenever ε sufficiently small because vnear(·) is indeed an
element in the sets used in the Contraction Mapping argument as applied in Proposition 3.1.
In fact, (37) immediately implies the following result:
Lemma 4.2 (The Ginzburg-Landau representation as a mapping). For any fixed ε ≥ 0, consider (36),
(g+1(·), g−1(·)) 7→ vnear(x) = vnear [g+1(·), g−1(·)](x) = εβe+ixg+1(εβx) + εβe−ixg−1(εβx).
This mapping is continuous from H0
near,ετ−β
(R)×H0
near,ετ−β
(R) to X4near,ετ (R). Furthemore, using continuity
of the mapping H2(R) → L2(R), we conclude that this mapping is also continuous from H2
near,ετ−β
(R) ×
H2
near,ετ−β
(R) to X4near,ετ (R).
We must highlight a few things concerning this result. First, the inequality (37) is misleading, for it
gives the impression that control of L2(R) norms of g−1(·) and g+1(·) is enough to control nonlinearities
and then reduce the problem to a simpler bifurcation equation. Second, the discussion of the mapping
(g+1(ε
βx), g−1(εβx)) 7→ vnear(x) in the topology H2near,ετ−β (R) ×H2near,ετ−β (R) to H4near,ετ (R), seems a bit
far-fetched: why H2near,ετ−β (R)? As we shall soon see, this is a matter of convenience: this norm will provide
an easier way to control nonlinear and “higher order" terms in ε. In §6 we show that we can approximate
and reduce our problem even further. Therefore, henceforth we shall look for solutions to problem (11)
under the condition that
(g−1(·), g+1(·)) ∈ H2near,ετ−β (R)×H2near,ετ−β (R) ⊂ H2(R)×H2(R).
Last, we point out that the proportionality ‖vnear‖H4(R) ≈ ‖vnear‖L2(R) asserted in (37) is uniform for all
ε > 0 sufficiently small because the support of v̂near(·) ∈ X4near,ετ grows with order O(ετ ). This property is
in enormous contrast to the cases g±1(·) ∈ Hnear,ετ−β , for which the equivalence in norm still holds for all
ε > 0, but is not uniform for all ε > 0 sufficiently small.
4.3. Irrelevant nonlinearities and interaction Lemmas. Plugging vfar(·) = vfar[vnear, δ,Ω, γ](·) into
(27a), yields
m(κ;L )v̂near(κ) =
4∑
j=1
P˜near ◦F
[
N
(j)[vnear + vfar[vnear, δ,Ω, γ], u
(δ,ω,γ)
rolls , δ
]
(κ).
Proposition 4.1(i) allow us to rewrite this equation in terms of v̂
(±)
near(·); we obtain two equations which, in
the blow-up variable κ = εβξ, correspond to
m
(±1 + εβξ;L ) v̂(±)near(εβξ) = 4∑
j=1
˜
P
(±)
near ◦F
[
N
(j)[vnear + vfar[vnear, δ,Ω, γ], u
(δ,ω,γ)
rolls , δ]
]
(εβξ). (38)
We shall rewrite these equations in such a way that: (i) the linear terms in vnear(·) are written explicitly,
and (ii) the non-homogeneous term (that stems from N (4)[vnear + vfar[vnear, δ,Ω, γ]](·)) is highlighted.
The starting point consists of simplifying the left hand side of (38): plugging ω2 = 1 + δΩ as given by
(H2), we expand to get
m (±1 + κ˜;L ) v̂(±)near(κ˜) = −ω2ε2βξ2
[
2∓ ωεβξ]2 ĝ∓1(ξ) = −4ε2βξ2ĝ±1(ξ) +A (±)1 [vnear, ε],
where
A
(±)
1 [vnear, ε] = O
(
(δΩε2βξ2 + ε3βξ3 + ε4βξ4)ĝ±1(ξ)
)
= O ((ε2β+1ξ2 + ε3βξ3 + ε4βξ4)ĝ±1(ξ)) .
The last equality is a consequence of (H2), namely, δ ≈ ε. Since v 7→ N (1)[v, u(δ,ω,γ)rolls , δ] is linear and
N (4)[v, u
(δ,ω,γ)
rolls , δ] = N
(4)[u
(δ,ω,γ)
rolls , δ] is independent of v(·), we rewrite (27a) as
− 4ω2ε2βξ2ĝ±1(ξ)−˜P(±)near ◦F
[
N
(1)[vnear, u
(δ,ω,γ)
rolls , δ] +N
(4)[u
(δ,ω,γ)
rolls , δ]
]
(εβξ)
=: −A (±)1 [vfar[vnear, δ,Ω, γ], ε] +A (±)2 [vfar[vnear, δ,Ω, γ], ε],
(39)
with new remaining term
A
(±)
2 [vfar[vnear, δ,Ω, γ], ε] =
˜
P
(±)
near ◦F
N (1)[vfar[vnear, δ,Ω, γ]] + 3∑
j=2
N
(j)[vnear + vfar[vnear, δ,Ω, γ], u
(δ,ω,γ)
rolls , δ]
 .
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The main goal in this section is showing that the right hand side is small in ε, ‖g−1‖H2(R), and ‖g+1‖H2(R).
Proposition 4.3 (Irrelevant nonlinearities). Given vnear(·) and vfar(·) obtained in Proposition 3.1, where
vnear(·) is of the form (36). Assume the parameters β and τ satisfying the constraints (29). Then, assuming
g±1(·) ∈ H2near,ετ−β (R), we have
(i) ‖A1[vnear, ε]‖L2(Rξ) ≈ ‖(ε2β+1ξ2 + ε3βξ3 + ε4βξ4)ĝ±1(ξ)‖L2(R) . ετ+2β‖g±1‖H2(R) = o(ε2β);
(ii) ‖A (±)2 [vfar[vnear, δ,Ω, γ], ε]‖L2(Rξ) = o(ε2β) + ε2βO
(
‖g−1‖2L2(R) + ‖g+1‖2L2(R)
)
.
We prove only part (i) for now; the result is essentially a consequence of the interactions studied in this
section. Part (ii) is derived as a consequence of more refined analysis, presented in the next section.
Observation 4.4 (The importance of τ > 0). Lemma 4.3 do not hold in the case τ = 0.
Proof. [of Proposition 4.3(i)] Using triagle inequality, it suffices to bound each term separately. It is
straightforward to find an upper bound to the first term:∥∥ε2β+1ξ2ĝ±1∥∥ . ε2β+1‖ĝ±1‖H2(R) . ετ+2β‖ĝ±1‖H2(R) = o(ε2β).
For the other terms, we rely on the identities (25), specifically, ĝ±1(ξ) = 1{ετ−βB}(ξ)ĝ±1(ξ). Indeed,∥∥ε3βξ3ĝ±1(ξ)∥∥2L2(Rξ)
. |ε|6β
∫
|ξ|≤ετ−β
|ξ|6 |ĝ±1(ξ)|2 dξ . |ε|2(τ+2β)
∫
|ξ|≤ετ−β
|ξ|4 |ĝ±1(ξ)|2 dξ . |ε|2(τ+2β) ‖g±1‖2H2(R) .
Similarly, one obtains∥∥ε4βξ4ĝ±1(ξ)∥∥2L2(Rξ) . |ε|8β
∫
|ξ|≤ετ−β
|ξ|8 |ĝ±1(ξ)|2 dξ . |ε|4(τ+β) ‖g±1‖2H2(R) ,
and this finishes the proof of part (i).
For the second part of this Proposition, we first need to understand how to control g±1(·) controls vnear(·);
later on we study the nonlinear interaction between vnear(·) and vfar(·).
Lemma 4.5 (Nonlinear interaction Lemma I). Let ε∗ > 0 be given in Proposition 3.1 and ε ∈ (0, ε∗).
Assume vnear(·) is of the form (36). Then,
‖vpnear‖H4(R) . εβ(p−
1
2 )
(‖gp−1‖L2(R) + ‖gp+1‖L2(R)) , p ∈ N \ {0}. (40)
Furthermore, we can use the above inequality to improve the estimate given in Proposition 3.1(i), that is,
‖vfar‖H4(R) . Λ(ε, τ)ε
β
2 ‖g±1‖H1(R) + ε−2τ (ε3−
β
2 + ε1+
3β
2 + ε2+
β
2 ), (41)
where Λ(ε, τ) := O
(
ε2−2τ + ε1+
β
2 −2τ + ε3
β
2 −2τ
)
. Furthermore, vfar(·) scales in ε as
‖vfar‖H4(R) .
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)
. (42)
Remark 4.6. Inequality (41) is not a direct consequence of the inequality (37). Indeed, the latter implies
only that
‖vpnear‖H4(R) ≤ ‖vnear‖pH4(R) . O(ε
pβ
2 ), p ∈ N \ {0}.
Unfortunately, this upper bound is not good enough: as we will see later on, in order to obtain a reduced
equation we need to derive better estimates.
Proof. This is analogous to the proof of [FLTW17, Lemma 6.9]. Using (36),
vpnear(x) = ε
pβ
(
g−1(εβx)e−ix + g1(εβx)eix
)p
.
In Fourier space, for any p ∈ N \ {0} the function vpnear(·) corresponds to a convolution of band-limited
functions, therefore it is also a band limited function (cf. [Bre11, Proposition 4.18]). We conclude that
‖vpnear‖H4 . ‖vpnear‖L2 holds. Finally, the proof of (40) follows upon integration, using a change of variables:
‖vpnear‖H4 ≤ ‖vpnear‖L2 ≤ εpβ‖
(
g−1(εβ ·)
)p ‖L2 + εpβ‖ (g+1(εβ·))p ‖L2
. εβ(p−
1
2 )‖gp−1(·)‖L2 + εβ(p−
1
2 )‖gp+1(·)‖L2 .
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Now we show (41): using the previous inequality, Lemma 3.4(i), and the Sobolev Embedding H4(R) →֒
L∞(R), we obtain
‖vfar[vnear, δ,Ω, γ]‖H4 = ‖E [vnear, vfar, δ,Ω, γ]‖H4
≤ CM1

3∑
j=1
ε3−j−2τ‖vjnear‖L2 +
3∑
j=1
ε3−j−2τ‖vfar‖jH4 + (ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ )

≤ CM1

3∑
j=1
ε3−j−2τ‖vj−1near‖L2‖vnear‖H4 +
3∑
j=1
ε3−j−2τ‖vfar‖jH4 + (ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ )

≤ 3CM1(1 +R2)
(
ε2−2τ + ε1+
β
2 −2τ + ε3
β
2 −2τ
)
‖vnear‖H4
+
3∑
j=1
(
CM1ε
3−j−2τ+α(j−1)
)
‖vfar‖H4 + CM1(ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ ).
Thanks to the parameter conditions in (29), the term depending in vfar(·) on the right hand side can be
absorbed to the left hand side, yielding
‖vfar[vnear, δ,Ω, γ]‖H4 .
(
ε2−2τ + ε1+
β
2 −2τ + ε3
β
2 −2τ
)
‖vnear‖H4 + (ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ ),
and this finishes the proof of (41).
We conclude with a proof of (42):
‖vfar[vnear, δ,Ω, γ]‖H4 = ‖E [vnear, vfar, δ,Ω, γ]‖H4
≤ CM1

3∑
j=1
ε3−j−2τ‖vjnear‖L2 +
3∑
j=1
ε3−j−2τ‖vfar‖jH4 + (ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ )

≤ CM1

3∑
j=1
ε3−j−2τεβ(j−
1
2 ) +
3∑
j=1
ε3−j−2τ‖vfar‖jH4 + (ε3−
β
2 −2τ + ε1+
3β
2 −2τ + ε2+
β
2 −2τ )
 .
As in the previous case, we finalize the proof absorbing the right hand side term depending on vfar(·); using
(41) we obtain
‖vfar[vnear, δ,Ω, γ]‖H4 . ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ .
Before we prove the next result, we recall a Lemma from [FLTW17].
Lemma 4.7. [FLTW17, Lemma 6.12] For all f(·) ∈ L2(R) and any fixed ξ0 ∈ R we have∥∥
1{ξ ∈ ετ−βB}(ξ)F [f ](ξ0 + ε
βξ)
∥∥
L2(Rξ)
.
1
ε
β
2
‖f‖L2(R).
Proof. We first use Plancherel Theorem to get the bound
1
(2π)2
∫
{η∈ ξ0+ετB}
|f̂(η)|2dη ≤ ‖f‖2L2(R),
followed by a change of variables η = ξ0 + ε
βξ.
Lemma 4.8 (Nonlinear interaction Lemma II). Recall the choice of parameters (29) of Proposition 3.1,
that is, 0 < τ < 116 ,and β ≥ 1. Let f, g ∈ H4 be given, with ‖f‖H4 = O(ε
β
2 ), ‖f2‖H4 = O(ε
3β
2 ), and
‖g‖H4 = O
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)
. Then
(i) max{‖f2g‖L2 , ‖fg2‖L2 , ‖g3‖L2} = o(ε2βε
β
2 ).
(ii) max{‖fg‖L2, ‖g2‖L2} = o(ε2β−1ε
β
2 ).
In particular, the result holds whenever f(·) = vnear(·) and g(·) = vfar(·).
Proof. We prove case by case, making repeated use of the Sobolev Embedding (19). First, we estimate
each term in (i):
‖f2g‖L2 . ‖f2‖H4‖g‖H4 . ε
3β
2
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)
. ε
5β
2
(
ε2−2τ−
β
2 + ε1−2τ+
β
2 + ε
3β
2 −2τ + ε3−
3β
2 −2τ
)
,
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which is o(ε2β), due to (29). Similarly, we have
‖fg2‖L2 . ‖f‖H4‖g‖2H4 . ε
β
2
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)2
. ε
5β
2
(
ε4−4τ−β + ε2−4τ+β + ε3β−4τ + ε6−3β−4τ
)
,
which is also o(ε2β). The last term is bounded as
‖g3‖L2 .
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)3
. ε
5β
2
(
ε6−6τ−β + ε3−6τ+2β + ε5β−6τ + ε9−4b−6τ
)
= o(ε2β).
Thus, (i) holds. To prove (ii), note that
‖fg‖L2 . ε
5β
2 −1
(
ε3−2τ−
3β
2 + ε2−2τ−
β
2 + ε1+
β
2 −2τ + ε4−
5β
2 −2τ
)
.
Thanks to (29), we have 3− 3β2 −2τ =
(
3− 14 − 3β2
)
+
(
1
4 − 2τ
)
> 0 and 4− 5β2 −2τ =
(
4− 14 − 5β2 − 2τ
)
+(
1
4 − 2τ
)
> 0. Therefore, ‖fg‖L2 = o(ε2β−1ε
β
2 ).
Using (29) once more, it is straightforward to verify that 5− 4τ − 3β2 =
(
2− 2τ − β2
)
+(3− 2τ − β) > 0
and 7− 7β2 − 4τ = 2
(
1
4 − 2τ
)
+
(
13
2 − 7β2
)
> 0 holds. Hence,
‖g2‖L2 .
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)2
. ε
5β
2 −1
(
ε5−4τ−3
β
2 + ε3−4τ+
β
2 + ε1+
5β
2 −4τ + ε7−7
β
2 −4τ
)
= o(ε2β−1ε
β
2 ),
and we are done.
These results imply that we can use vnear(·) in the form (36) to approximate the equation (27a). The main
result of this section is the following.
Proof. [of Proposition 4.3(ii)] For simplicity, we shall write, N (j)[vnear + vfar[vnear, δ,Ω, γ]] to denote
N (j)[vnear + vfar[vnear, δ,Ω, γ], urolls, ε]. To begin with, we apply Lemma 4.7, getting∥∥∥1{ξ ∈ ετ−βB}(ξ)F [N (j)[vnear + vfar]] (±1 + εβξ)∥∥∥
L2(Rξ)
. ε−
β
2 ‖N (j)[vnear + vfar]‖L2(R) =: Qj.
In the case j = 1 we make use of (42), of Lemma 4.8, and of the linearity of vfar(·) 7→ N (j)[vfar] to get
Q1 . ε
2− β2 ‖vfar‖L2(R) . ε2−
β
2
(
ε2−2τ+
β
2 + ε1−2τ+
3β
2 + ε
5β
2 −2τ + ε3−
β
2 −2τ
)
. ε2β
(
ε4−2τ−2β + ε3−2τ−β + ε2−2τ + ε5−3β−2τ
)
,
which is o(ε2β), due to the constraints in (29). The estimate for j = 2 is a consequence of Lemma 4.8,
Q2 . ε
− β2 ‖N (2)[vnear + vfar]‖L2(R)
. ε1−
β
2 max{‖vnearvfar‖L2 , ‖v2far‖L2 , ‖v2near‖L2}
= ε1−
β
2 max{o(ε2βε β2 −1), εβ( 32 ) (‖g2−1‖L2(R) + ‖g2+1‖L2(R))}
= max{o(ε2β), ε1+β (‖g2−1‖L2(R) + ‖g2+1‖L2(R))}.
Finally, we use Lemma 4.8 to obtain the estimate when j = 3:
Q3 . ε
−β2 ‖N (3)[vnear + vfar]‖L2(R)
. ε−
β
2 max{‖v2nearvfar‖L2, ‖vnearv2far‖L2, ‖v3far‖L2, ‖v3near‖L2}
= ε−
β
2 max{o(ε2βε β2 ), ε 52β (‖g3−1‖L2(R) + ‖g3+1‖L2(R))}
= max{o(ε2β), ε2β (‖g3−1‖L2(R) + ‖g3+1‖L2(R))},
and this finishes the proof.
To conclude this section, we study the decay of vnear(x) and vfar(x) as |x| → +∞.
Proposition 4.9 (Decay of vnear(x) and vfar(x) as |x| → +∞). For any fixed δ > 0 and j ∈ 0, . . . , 3, we
have that
lim
|x|→0
∂jxvnear(x) = lim|x|→0
∂jxvfar(x) = 0.
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Proof. The result follows from classical Fourier analysis once we show that v̂near(·), v̂far(·) are L1(R)
functions (cf. [SW71, Theorem 1.2]). In the case of v̂near(·) this is straightforward: since the support of
v̂near(·) is bounded we can use the fact that L1loc(R) ⊂ L2loc(R) to derive the result. In the case vfar(·), the
conclude from the embedding vfar(·) ∈ H1(R) ⊂ H4(R) that lim|x|→∞ v(x) = 0 (cf. [Bre11, Corollary 8.9]).
Successive applications of this reasoning to ∂jxvfar(·) ∈ H1(R), for j ∈ 1, 2, 3 establishes the result.
5. Simplifications using a lemma of Fefferman, Thorpe and Weinstein, and matched
asymptotics
Written as a system, (39) reads as −4ε
2βξ2ĝ−1(ξ)−˜P(−)near ◦F
[
N (1)[vnear, u
(δ,ω,γ)
rolls , δ] +N
(4)[u
(δ,ω,γ)
rolls , δ]
]
(εβξ) = −A (−)1 + A (−)2
−4ε2βξ2ĝ+1(ξ)−˜P(+)near ◦F
[
N (1)[vnear, u
(δ,ω,γ)
rolls , δ] +N
(4)[u
(δ,ω,γ)
rolls , δ]
]
(εβξ) = −A (+)1 + A (+)2 ,
(43)
where, for simplicity, we write A
(±)
1 and A
(±)
2 to denote A
(±)
1 [vfar[vnear, δ], ε] and A
(±)
2 [vfar[vnear, δ], ε],
respectively. In virtue of (2), we consider ε = ε(δ, ω). Recall that the blow-up in (Fourier) parameter (36)
gives the following structure to vnear(·):
vnear(x) = ε
βe+ixg+1(ε
βx) + εβe−ixg−1(εβx).
Our goal from here to the end of the paper is solving (27a). An insatisfactory aspect of this equation lies on
its dependence on artificially introduced parameters: β, χ(·) and τ . We mitigate this issue in this section,
finding a fixed value for β. We shall adopt the following criterion:
Definition 5.1 (Parameter selection using matched asymptotics). Within the parameter range (29), β is
a valid matching parameter whenever the quantity
lim
ε↓0
−4ε2βξ2ĝ±1(ξ)−˜P(±)near ◦F
[
N (1)[vnear, u
(δ,ω,γ)
rolls , δ] +N
(4)[u
(δ,ω,γ)
rolls , δ]
]
(εβξ)
ε2β
 (44)
exists and is finite in the L2(R) topology for vnear(·) = vnear[g−1(·), g+1(·)] represented as in (36) and any
fixed g±1(·) in H2(R).
In this section we show that β = 1 is the only valid parameter we can use. Furthermore, we show that
the limit in Def. 5.1 not only exists, but it is also computable quantity, a fact to which most of this section
is devoted to.
5.1. Some auxiliary lemmas on two-scale interactions. Initially we state some results that will help
us to understand the multiple scales nature of the problem. We aim to simplify (43), in which the most
relevant terms consist of the non-homogeneous and the linear ones. We shall write
I(j;±)(ξ) =˜P(±)near ◦F
[
N
(j)[vnear, urolls, ε]
]
(εβξ), for j ∈ {1, 4}. (45)
We decompose and split these terms in several pieces, whose analysis are fundamental to us. The following
multi-scale result, which we see as a far/near (“slow/fast”) scales interaction estimate, is one of our main
tools.
Lemma 5.2. [FLTW17, Lemma 6.5 and Lemma 6.11] Let f(x, ξ) and g(x) denote smooth functions of
(x, ξ) ∈ R × R that are 1-periodic in x. Let Γ(x,X) be defined for (x,X) and such that the two next
conditions hold:
Γ(x+ 1, X) = Γ(x,X),
2∑
j=0
∫ 1
0
‖∂jxΓ(x,X)‖2L2(RX )dx < +∞.
Denote by Γ̂(x, ω) its Fourier transform with respect to the X variable. Then,
θ
2π
∫
R
g(x)Γ(x, θx)f(x, θξ)e−iθξxdx =
∑
n∈Z
∫ 1
0
e2piinxΓ̂
(
x,
2πn
θ
+ ξ
)
f(x, θξ)g(x)dx (46)
Assume further that
Cf := sup
0≤x≤1,|ω|≤θτ
|f(x, ω)| <∞, Dg := ‖g‖L∞[0,1] <∞, and
∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥
H1(Rζ)
<∞. (47)
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Define In(ξ, θ) :=
∫ 1
0
e2piinxΓ̂
(
x,
2πn
θ
+ ξ
)
f(x, θξ)g(x)dx. Then, the following bounds hold∥∥∥∥∥∥1(|ξ| ≤ θτ−1)
∑
|n|≥1
In(ξ; θ)
∥∥∥∥∥∥
L2(Rξ)
. CfDgθ
∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥
H1(Rζ)
,
∥∥∥∥∥1(|ξ| ≤ θτ−1)∑
n∈Z
In(ξ; θ)
∥∥∥∥∥
L2(Rξ)
. CfDg
∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥
H1(Rζ)
.
We adapt the previous result to our context in the following manner:
Corollary 5.3. Let constants, f(x, ξ), g(x), Γ(x,X) be as in the previous Lemma. Assuming (H1)-(H2)
and τ and β as in and satisfying the constraints (29). Then the following bounds hold∥∥∥∥∥∥1(|ξ| ≤ θτ−β)
∑
|n|≥1
In(ξ; θ)
∥∥∥∥∥∥
L2(Rξ)
. CfDgθ
∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥
H1(Rζ)
,
∥∥∥∥∥1(|ξ| ≤ θτ−β)∑
n∈Z
In(ξ; θ)
∥∥∥∥∥
L2(Rξ)
. CfDg
∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥
H1(Rζ)
.
Proof. The proof is a slight modification of the proof in [FLTW17], using the fact that, whenever
|ξ| ≤ θτ−β and |θ| < 1 we have∣∣∣∣2πnθ + ξ
∣∣∣∣ & |n|θ , ∀|n| ≥ 1, and 1 +
∣∣∣∣2πnθ + ξ
∣∣∣∣2 & 1 + |n|2, ∀n ∈ Z.
Before we embark into more calculations, we derive another useful result, whose proof is straightforward.
Lemma 5.4. Recall from Lemma 3.2 that
u
(δ,ω,γ)
rolls (·) = ε
˜
u
(δ,ω,γ)
rolls (x), for
˜
u
(δ,ω,γ)
rolls (·) = cos(x+ γ) + ε2h(x);
where x 7→ h(x) is a 2π-periodic L2 mapping. Consider g(x) and Γ(x,X) as in the previous Lemma. Then,
for any k, p ∈ N we have∫ 1
0
eip2pix
(
˜
u
(δ,ω,γ)
rolls (2πx)
)k
dx =
∫ 1
0
eip2pix (cos(2πx+ γ))
k
dx+O(ε2).
Observation 5.5. In the next section the following identities will be used several times:∫ 1
0
cos4(2πz)dz =
3
8
,
∫ 1
0
cos2(2πz)dz =
1
2
,
∫ 1
0
cos2(2πz) cos(4πz)dz =
1
4
.
5.2. Simplifying I(4;±)(ξ), or “when we finally choose β = 1”. In what follows, we analyze I(4; +)(ξ);
we omit the analysis of the case I(4;−)(ξ), which is similar. The dependence of this term in ε is twofold:
first due to the scalings 1{ξ∈ ετ−βB}(εβξ); and second, due to the term urolls(·) = εu˜rolls(·). We initially
break the interaction as
I(4;+)(ξ) =˜P(+)near ◦F
(
N
(4)[vnear, u
(δ,ω,γ)
rolls , ε]
)
(εβξ)
=
˜
P
(+)
near ◦F
(
χ(χ2 − 1)
(
u
(δ,ω,γ)
rolls
)3)
(εβξ) +
˜
P
(+)
near ◦F
(
[(1 + ∂2x)
2, χ]u
(δ,ω,γ)
rolls
)
(εβξ)
+
˜
P
(+)
near ◦F
(
δ2(µ− 1)χu(δ,ω,γ)rolls
)
(εβξ)
= S(4;+)I (ξ) + S(4;+)II (ξ) + S(4;+)III (ξ),
which we analyze separately. We rewrite the fist term as
S(4; +)I (ξ) = 1{ξ∈ ετ−βB}(εβξ)
∫
R
χ(εβx)(χ2(εβx)− 1)
(
u
(δ,ω,γ)
rolls
)3
(x)e−i(1+ε
βξ)xdx
x=2piz,
= 2πε31{ξ ∈ ετ−βB}(ε
βξ)
∫
R
χ(2πεβz)(χ2(2πεβz)− 1)˜u(δ,ω,γ)rolls
3
(2πz)e−i(1+ε
βξ)2pizdz
θ=2piεβ
=
4π2ε3
θ
1{ξ∈ ετ−βB}(ε
βξ)
(
θ
2π
∫
R
χ(θz)(χ2(θz)− 1)(˜u(δ,ω,γ)rolls )3(2πz)e−i2pize−iθξzdz
)
.
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Setting Z = θz and writing Γ1(z, Z) = Γ1(Z) = χ(Z)(χ
2(Z) − 1), f(z, ξ) = (˜u(δ,ω,γ)rolls )3(2πz), g(z) = e−i2piz ,
we apply Lemma 5.2 and its Corollary 5.3, getting
S(4; +)I (ξ) =
4π2ε3
θ
1{ξ ∈ ετ−βB}(ε
βξ)
Γ̂1 (ξ)∫ 1
0
g(z)f(z)dz +
∑
|n|≥1
∫ 1
0
e2piinzΓ̂1
(
2πn
θ
+ ξ
)
g(z)f(z)dz

=
4π2ε3
θ
1{ξ ∈ ετ−βB}(ε
βξ)Γ̂1 (ξ)
∫ 1
0
g(z)f(z)dz + F˜I,
with ‖F˜I‖L2(R) = O
(
ε3
)
. Now we make a change of variables and use the computations in Lemma 5.4,
S(4; +)I (ξ) =
4π2ε3
θ
1{ξ ∈ ετ−βB}(ε
βξ)Γ̂1 (ξ)
∫ 1
0
e−2piiz cos3(2πz + γ)dz + FI
=
4π2ε3
θ
1{ξ ∈ ετ−βB}(ξ)Γ̂1 (ξ) e
iγ
∫ 1
0
cos4(2πz)dz + FI
=
3π2ε3
2θ
1{ξ ∈ ετ−βB}(ξ)e
iγ Γ̂1 (ξ) + FI,
where ‖FI‖L2(R) = O
(
ε4
θ
+ ε3
)
. Substituting back θ = 2πεβ we get
S(4; +)I (ξ) =
3π2ε3
4πεβ
1{ξ∈ ετ−βB}(ξ)e
iγ Γ̂1 (ξ) + FI, (50)
where the remainder has order ‖FI‖L2(R) = O
(
ε4−β + ε3
)
. Note that Γ̂1(·) ∈ L2(R), due to (H1).
The terms S(4;+)II (ξ) and S(4; +)III (ξ) have similar derivations, and can be found in the appendix A.1. We
put all together to derive a final form to I(4;±)(ξ), which reads as
I(4;±)(ξ) = 1{ξ∈ ετ−βB}(ξ)
{
3πε3−β
4
e±iγΓ̂1 (ξ)− 4πε1+βe±iγΓ̂2(ξ) − 2δ2ε1−βΓ̂(±)3 (ξ)
}
+ M (4;±)(ξ), (51)
where Γ2(·),Γ(±)3 (·) ∈ L2(R) have explicit expressions given in A.1 and further∥∥∥M (4;±)(ξ)∥∥∥
L2(R)
= O(ε6+β + ε6+3β + ε5β + ε2(1+2β) + ε2(5−β)),
with M (4;±)(ξ) = 1{ξ∈ ετ−1B}(ξ)M (4;±)(ξ).
At this point we have enough information to choose a value for β; the reasoning lies in the following
result:
Lemma 5.6 (Matched asymptotics I). Assume β satisfying (29). In order to the limit (44) exist it is
necessary to have β = 1.
Proof. Since the limit in Definition (5.1) must exist for all g±1(·) ∈ H2(R) we can set g±1(·) ≡ 0. We
must show that, as ε ↓ 0, the limit
˜
P
(+)
near ◦F
[
N (4)[u
(δ,ω,γ)
rolls , δ]
]
(εβξ)
ε2β
=
S(4; +)I (ξ) + S(4; +)II (ξ) + S(4; +)III (ξ)
ε2β
, (52)
exists, being the treatment the same in the case
˜
P
(−)
near◦F
[
N
(4)[u
(δ,ω,γ)
rolls
,δ]
]
(εβξ)
ε2β
. In what follows we show that
lim
ε↓0
∥∥∥∥∥S
(4; +)
I (ξ) + S(4;+)II (ξ) + S(4;+)III (ξ)
ε2β
∥∥∥∥∥
L2(R)
=
{
+∞, when β > 1,
exists, when β = 1,
(53)
which then asserts the necessity of β = 1. Considering (51), and defining ψ(ξ) := 3piε
3−β
4 e
±iγ Γ̂1 (ξ) −
4πε1+βe±iγ Γ̂2(ξ)− 2δ2ε1−βΓ̂(±)3 (ξ) we rewrite (52) as
˜
P
(+)
near ◦F
[
N (4)[u
(δ,ω,γ)
rolls , δ]
]
(εβξ)
ε2β
=
1{ξ∈ ετ−βB}(ξ)ψ(ξ)
ε2β
.
As (H1) implies that ψ(·) ∈ L2(R) ∩ C∞(R) and Γ3(·) discontinuous, we can conclude that ψ(·) 6≡ 0.
Therefore, for a sufficiently large c > 0, we have ‖1cB(·)ψ(·)‖ > 0. Thanks to the choice of parameters in
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(29), for a sufficiently small ε > 0 we have that cB ⊂ ετ−βB, for the latter set exhaust the real line as ε ↓ 0.
We now use this fact to do the following minoration:∥∥∥∥∥S(4;+)I (ξ) + S(4; +)II (ξ) + S(4; +)III (ξ)ε2β
∥∥∥∥∥
L2(R)
&
∥∥∥∥1{ξ∈ ετ−βB}(ξ)ψ(ξ)ε2β
∥∥∥∥
L2(R)
&
∥∥∥∥1cB(ξ)ψ(ξ)ε2β
∥∥∥∥ .
Inspecting the coefficient of each term on the last term we have
1cB(ξ)ψ(ξ)
ε2β
= 1cB(ξ)
(
3πε3−3β
4
e±iγ Γ̂1 (ξ)− 4πε1−βe±iγ Γ̂2(ξ)− 2δ2ε1−3βΓ̂(±)3 (ξ)
)
= ε3−3β1cB(ξ)
(
3π
4
e±iγ Γ̂1 (ξ)− 4πε2β−2e±iγΓ̂2(ξ) − 2δ
2
ε2
Γ̂
(±)
3 (ξ)
)
= ε3−3β1cB(ξ)ψ˜(ξ),
where ψ˜(·) = ψ(·)
ε3−β
∈ L2(R) is a non-zero term that is uniformly bounded in L2(R) for all ε ≥ 0 sufficiently
small. Hence, given the constraint (29), then the left hand side of (53) blows-up as ε ↓ 0 whenever β > 1.
It remains to prove the case β = 1: recall that 1{ξ ∈ ετ−1B}(ξ) ↑ 1; thus, invoking (H2), namely, lim
ε↓0
δ2
ε2
= 1,
and the Lebesgue Dominated Convergence Theorem, we conclude that
S(4; +)
I
(·)+S(4; +)
II
(·)+S(4; +)
III
(·)
ε2
converges
to 3pi4 e
±iγ Γ̂1 (·)− 4πe±iγ Γ̂2(·)− 2Γ̂(±)3 (·) in L2(R) as ε ↓ 0, and this finishes the proof.
Henceforth we shall take β = 1, devoting the rest of this section to prove that the limit in Definition 5.1
holds true in this case. To conclude the analysis of I(4;±)(ξ), we use computations in appendix A.1.
5.3. The term I(1;±)(ξ). Calculations in the appendix A.2 show that
I(1;±)(ξ) = −1{ετ−1B}(ξ)F
[(
δ2µ(x)− 3(˜u(δ,ω,γ)rolls )2
)
vnear(·)
]
(1 + εξ)
gets simplified to
I(1;±)(ξ) = 1{ετ−1B}(ξ)
{
−δ2
∫
R
µ(X) [g±1(X)] e−iξXdX + 3πε2ĝ±1(ξ) + 3
πε2
2
ĝ∓1(ξ)
}
+ M (1;±)(ξ), (54)
where M (1;±)(ξ) = 1{ξ∈ ετ−1B}(ξ)M (1;±)(ξ), with bounds
∥∥M (1;±)(ξ)∥∥
L2(R)
= O (ε3).
With this result in hands, we finally conclude the matched asymptotics argument:
Proposition 5.7 (Matched asymptotics II). In order to the limit in Definition 5.1 to exist, it is necessary
and sufficient to take β = 1.
Proof. Necessity has been proven in Lemma 5.6. The other terms in (44) are given by (54), which is clearly
of order O(ε2) and the term ξ2ĝ±1, which is bounded in L2(R) due to g±1(·) ∈ H2(R). This establishes the
result.
In summary, with β = 1 we have obtained
˜
P
(±)
near ◦F
[
N
(1)[vnear, u
(δ,ω,γ)
rolls , δ] +N
(4)[u
(δ,ω,γ)
rolls , δ]
]
(εξ)
(45)
= I(1;±)(ξ) + I(4;±)(ξ)
(54)&(51)
= 1{ετ−1B}(ξ)
{
−δ2
∫
R
µ(X) [g±1(X)] e−iξXdX + 3πε2ĝ±1(ξ) + 3
πε2
2
ĝ∓1(ξ)
}
+
+ 1{ξ∈ ετ−1B}(ξ)
{
3πε2
4
e±iγ Γ̂1 (ξ)− 4πε2e±iγΓ̂2(ξ)− 2δ2Γ̂(±)3 (ξ)
}
+ M (1;±)(ξ) +M (4;±)(ξ).
(55)
5.4. Putting things together. Plugging (55) into (43), we divide it by ε2 > 0, obtaining a system of
reduced equations,
R˜(δ,Ω,γ)[ĝ−1, ĝ+1]− 1{ετ−1B}(ξ)h∗(ξ) = ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1]; (56)
where ε = ε(δ, ω)
(H2)
= ε
(
δ,
√
1 + δΩ
)
. We carefully explain each term: the left hand side depends linearly
on g−1(·) and g+1(·), namely,
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R˜(δ,Ω,γ)[ĝ−1, ĝ+1] :=
(
˜R(δ,Ω,γ;−)[ĝ−1, ĝ+1]
˜R(δ,Ω,γ;+)[ĝ−1, ĝ+1]
)
,
with
R˜(δ,Ω;±)[ĝ−1, ĝ+1] = −4ξ2ĝ±1(ξ)− 1{ετ−1B}(ξ)
[
3πĝ±1(ξ) +
3π
2
ĝ∓1(ξ)−F [µ(·)g±1(·)] (ξ)
]
.
Since the operator R˜(δ,Ω,γ)[ĝ−1, ĝ+1] is a multiplier, we can define its associated operator R(δ,Ω,γ)[g−1, g+1]
in physical space as
R(δ,Ω,γ)[g−1, g+1](x) := F−1
[
R˜(δ,Ω,γ)[ĝ−1, ĝ+1]
]
(x), (57)
an operator with domain D (R(δ,Ω,γ)[·, ·]) = H2(R)×H2(R). On the right hand side are non-homogeneous
and nonlinear terms,
Q˜(δ,Ω,γ)[ĝ−1, ĝ+1] + h∗(ξ) =
(
˜Q(δ,Ω,γ;−)[ĝ−1, ĝ+1]
˜Q(δ,Ω,γ;+)[ĝ−1, ĝ+1]
)
,
with
˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1] = −A (±)1 + A (±)2 +
M (1;±)(ξ) +M (4;±)(ξ)
ε2
,
and
h∗(ξ) =
(
h
(−)
∗ (ξ)
h
(+)
∗ (ξ)
)
= 1{ετ−1B}(ξ)
 3pi4 e−iγ Γ̂1 (ξ)− 4πe−iγΓ̂2(ξ)− 2 δ2ε2 Γ̂(−)3 (ξ)
3pi
4 e
+iγΓ̂1 (ξ)− 4πe+iγ Γ̂2(ξ)− 2 δ2ε2 Γ̂
(+)
3 (ξ)
 . (58)
We remark that h∗(ξ) = 1{ετ−1B}(ξ)h∗(ξ). Thanks to Proposition 4.3, estimates (51) and (54), we have
‖ ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1]‖L2(R) = o (1) +O
(
‖g−1‖2L2(R) + ‖g+1‖2L2(R)
)
. (59)
6. Approximation and solvability of the reduced equation: final steps
All the previous simplifications led us so far to (56), what we have called a system of reduced equations,
R˜(δ,Ω,γ)[ĝ−1, ĝ+1]− 1{ετ−1B}(ξ)h∗(ξ) = ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1].
The main result of this section shows that this system admits a nontrivial solution (g−1(·), g+1(·)), parametrized
by (δ,Ω, γ). After this preamble, we are able to state the one of the main result of this section, which consists
of another application of the Lyapunov-Schmidt reduction method; Theorem 1.5 will be a obtained as a
direct consequence of it.
Proposition 6.1. Assume (H1)-(H2) and a fixed parameter τ satisfying the constraints (29) (β = 1 also
fixed, due to Proposition 5.7). Then, there exists a small δ∗ > 0 and a continuous mapping
(0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→
(
g
(δ,Ω,γ)
−1 (·), g(δ,Ω,γ)+1 (·)
)
∈ H2near,ετ−1(R)×H2near,ετ−1(R),
which is 2π-periodic in γ and satisfies (56), hence (43). These functions are band-limited, namely,
g
(δ,Ω,γ)
±1 (·) ∈ H2(R), and further, supp
(
̂
g
(δ,Ω,γ)
±1
)
⊂ ετ−1B,
where ε = ε(δ,Ω).
In passing, combining the previous result with Lemma 4.2 and the extension to δ = 0 given by Proposition
3.1(ii), we immediately obtain the next Corollary.
Corollary 6.2. For a sufficiently small δ∗ = δ∗(τ) > 0, the mapping
[0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→ v(δ,Ω,γ)near (·) ∈ X4near,ετ ⊂ H4(R). (60)
is continuous. Furthermore, allying this result to that of Proposition 3.1 implies continuity of
[0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→ v(δ,Ω,γ)far (·) = vfar[δ,Ω, v(δ,Ω,γ)near ](·) ∈ X4far,ετ ⊂ H4(R), (61)
where we write ω =
√
1 + δΩ thanks to (H2).
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Remark 6.3. We make a brief digression before we tackle this problem; our discussion is similar to that
in [FLTW17, Remark 6.3]. First, recall that we seek for band limited functions g−1(·), g+1(·) as a solu-
tion to this problem. Thus, it is natural to investigate the invertibility of the mapping (ĝ−1(·), ĝ+1(·)) 7→
R˜(δ,Ω,γ)[ĝ−1, ĝ+1] : H2near,ετ−1(R)×H2near,ετ−1(R)→ L2(R). An approach to this problem could go along the
following line of reasoning: the parameter choice in (29) implies that lim
ε↓0
1{ξ∈ ετ−1B}(ξ) ↑ 1. In this fashion,
as we take ε ↓ 0 and use ‖ ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1]‖L2(R) = o
(
ε2
)
, we formally obtain on the left hand side
lim
ε↓0
R˜(δ,Ω,γ)[ĝ−1, ĝ+1] ≈ R˜(0,Ω,γ)[ĝ−1, ĝ+1] :=
(
R˜(0,Ω;−)[ĝ−1, ĝ+1]
R˜(0,Ω;+)[ĝ−1, ĝ+1]
)
, (62)
where ≈ should read as a formal limit.4 The operator R˜(0,Ω;±) can be written explicitly as
R˜(0,Ω;±)[ĝ−1, ĝ+1] = −4ξ2ĝ±1(ξ)− 3πĝ±1(ξ)− 3π
2
ĝ∓1(ξ) +F [µ(·)g±1(·)] (ξ). (63)
It is illuminating and worth to reflect upon this erroneous approach to solve (56): plugging R˜(0,Ω;±)[ĝ−1, ĝ+1]
in place of R˜(δ,Ω;±)[ĝ−1, ĝ+1], the system to be solved becomes
R˜(0,Ω,γ)[ĝ−1, ĝ+1]− 1{ετ−1B}(ξ)h∗(ξ) = ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1].
Thus, we would ideally solve this system in (g−1, g+1) ∈ H2(R)×H2(R) to, posteriorly, truncate the solution
in Fourier space (for we want (g−1, g+1) ∈ H2near,ετ−1 × H2near,ετ−1). The issue we stumble upon with this
argument is that, for some f(·) ∈ L2(R)× L2(R), we have
1{ξ ∈ ετ−1B}(ξ)
((
R˜(0,Ω,γ)
)−1
[f ]
)
(ξ) 6=
(
R˜(0,Ω,γ)
)−1 [
1{ξ∈ ετ−1B}(·)f(·)
]
(ξ).
A more effective strategy, the one that we shall pursue next, still uses R˜(0,Ω,γ)[ĝ−1, ĝ+1] to approximate the
operator R˜(δ,Ω,γ)[ĝ−1, ĝ+1].
We appeal to the formal construction of the operator (ĝ−1, ĝ+1) 7→ R˜(0,Ω,γ)[ĝ−1, ĝ+1] to rewrite the system
(56) in an equivalent form as
R˜(0,Ω,γ)[ĝ−1, ĝ+1] +
(
R˜(δ,Ω,γ) − R˜(0,Ω,γ)
)
[ĝ−1, ĝ+1]− 1{ξ ∈ ετ−1B}(ξ)h∗(ξ) = ˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1]. (64)
Three ingredients are involved in finding nontrivial solutions to the above system of equations:
(i) proving that the operator R˜(δ,Ω,γ)[ĝ−1, ĝ+1] is well approximated by R˜(0,Ω,γ)[ĝ−1, ĝ+1], and that the
latter is invertible;
(ii) showing that solutions to problem (64) are indeed band-limited;
(iii) showing that h∗(·) can be taken with a “small” ‖ · ‖L2(R) norm.
We follow this agenda in the next Lemmas.
Lemma 6.4 (R(0,Ω,γ) is a good, invertible, approximation). Let R(δ,Ω,γ) be defined as in (57), while we
assume that R(0,Ω,γ) is defined as the limiting operator (63), with D (R(0,Ω,γ)) = H2(R)×H2(R) ⊂ L2(R)×
L2(R)→ L2(R)× L2(R). Then, the following properties hold:
(i) There exists a constant C > 0 (independent of ε, δ,Ω) such that(
R(0,Ω,γ)
)−1
: L2(R)× L2(R)→ H2(R)×H2(R),
∥∥∥∥(R(0,Ω,γ))−1 f∥∥∥∥
H2(R)×H2(R)
≤ C‖f‖L2(R)×L2(R).
(65)
(ii) Assume that g±1(·) ∈ H2(R). Then∥∥∥(R(δ,Ω,γ) −R(0,Ω,γ)) [g−1, g+1]∥∥∥
L2(R)×L2(R)
. ε1−τ‖g±1‖H2(R).
(iii) The following inequality holds:∥∥∥(R(0,Ω,γ))−1 (R(δ,Ω,γ) −R(0,Ω,γ))∥∥∥
H2(R)×H2(R)→H2(R)×H2(R)
< 1, ε ∈ (0, ε0).
4It must be highlighted that the operator ˜R(0,Ω,γ) [ĝ−1, ĝ+1] in fact does not depend on Ω. In spite of the risk of being
misleading, we kept the notation in this form for consistency.
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Proof. The inequality in (iii) is a direct consequence of the results in (i) and (ii):∥∥∥(R(0,Ω,γ))−1 (R(δ,Ω,γ) −R(0,Ω,γ))∥∥∥
H2(R)×H2(R)→H2(R)×H2(R)
.
∥∥∥(R(0,Ω,γ))−1∥∥∥
L2(R)×L2(R)→H2(R)×H2(R)
∥∥∥R(δ,Ω,γ) −R(0,Ω,γ)∥∥∥
H2(R)×H2(R)→L2(R)×L2(R)
. ε1−τ‖(R(0,Ω,γ))−1‖L2(R)×L2(R)→H2(R)×H2(R).
In order to prove (i) we first observe that the operator v 7→ R(0,Ω,γ)[v] described in (63) converges to the
following endstates
v 7→ R(0,Ω,γ)(x=−∞)[v] =
(
4∂2xv1 − (3π + 1) v1 − 3pi2 v2
4∂2xv2 − (3π + 1) v2 − 3pi2 v1
)
, (asx→ −∞);
v 7→ R(0,Ω,γ)(x=+∞)[v] =
(
4∂2xv1 − (3π − 1) v1 − 3pi2 v2
4∂2xv2 − (3π − 1) v2 − 3pi2 v1
)
, (asx→ +∞).
We claim that both these constant coefficient operators are coercive. Indeed, whenever f = (f1, f2) ∈
H2(R)×H2(R),〈
R(0,Ω,γ)(x=−∞)f, f
〉
L2(R)
≈
〈
F
[
R(0,Ω,γ)(x=−∞)f
]
,F [f ]
〉
L2(R)
& 4
(
‖∂xf1‖2L2(R) + ‖∂xf2‖2L2(R)
)
+
(
3π2
)(‖f1‖2L2(R) + ‖f2‖2L2(R))
+ 3πRe
(∫
R
f1(x)f2(x)dx
)
&
(
3π2 − 3π
2
− 1
)
‖f(·)‖2H1(R)×H1(R),
and the result follows. The same holds for R(0,Ω,γ)(x=+∞). Applying the Lax-Milgram Theorem (cf. [LM72,
Chapter 2, Section 9]) we assert the invertibility of the asymptotic operators R(0,Ω)(x=±∞) : H2(R)→ L2(R).
Hence, arguing as in [RS95, §3] (or similarly, as in [MS18, Proposition 4.3]) we conclude that the operator
R(0,Ω,γ) : H2(R)→ L2(R) is a Fredholm operator with index 0. In order to prove the invertibility of this
operator it suffices to show that its kernel and cokernel are trivial. In both cases these reasoning is the same:
a similar calculation shows that the operator and its adjoint are coercive operators, and we conclude that
these are trivial spaces. Hence, Ker
(R(0,Ω,γ)) = coKer (R(0,Ω,γ)) = {0}, and the operator v 7→ R(0,Ω,γ)[v]
is invertible.
With regards to property (ii), we first note that(
R(δ,Ω,γ) −R(0,Ω,γ)
)
ĝ±1(ξ) =
(
1− 1{ετ−1B}(ξ)
) ( − [χ (x
ε
)
+ 3π2
] − 3pi2
− 3pi2 −
[
χ
(
x
ε
)
+ 3π2
] )( ĝ+1(ξ)
ĝ−1(ξ)
)
Now notice that∥∥(1− 1{ετ−1B}(ξ)) ĝ+1(ξ)∥∥2L2(R) . ∫|ξ|>ετ−1 |ĝ+1(ξ)|2dξ .
∫
|ξ|>ετ−1
1
|ξ|2 |ξ|
2|ĝ+1(ξ)|2dξ . ε2(1−τ)‖g±1‖2H2(R),
which concludes the proof of (ii).
The following result validates our approach, showing that we can avoid the commutativity issues alluded to
in Remark 6.3.
Lemma 6.5 (Persistence of band-limited properties under approximation). Any functions g−1(·), g+1(·) ∈
H2(R) satisfying (64) are in H2
near,ετ−1
(R), that is,
g±1(·) ∈ H2(R), and further, supp (ĝ±1) ⊂ ετ−1B.
Proof. It is clear that both systems are equivalent. Hence, one can rewrite system (64) back to the form
(56) and multiply it by 1− 1{ξ ∈ ετ−1B}(ξ), obtaining
4
(
1− 1{ξ∈ ετ−1B}(ξ)
)
ξ2F
(
g−1(·)
g+1(·)
)
(ξ) =
(
0
0
)
which readily implies that F [g±1](·) = ĝ±1(·) are both supported in ετ−1B.
Lemma 6.6 (Attaining small norms for h∗(·) by choosing χ(·)). Recall h∗(·) = (h(−)∗ , h(+)∗ ) from (58),
where
h
(±)
∗ (ξ) =
3π
4
e±iγΓ̂1 (ξ)− 4πe±iγΓ̂2(ξ)− 2δ
2
ε2
Γ̂
(∓)
3 (ξ).
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For any given number c0 > 0, we can choose χ(·) the latter satisfies the ODE
−4π∂2xχ(·) +
3π
4
(
χ3(·)− χ(·))− c∂xχ(x) = 0, lim
x→−∞
χ(x) = 1, lim
x→−∞
χ(x) = 0, (66)
for any 0 < c < c0. Furthermore, this choice can be done in such a way that following bounds hold,
‖h(±)∗ (·)‖L2(R)×L2(R) ≤ c0.
In particular, we can choose χ(·) so that it satisfies (H1).
Proof. As shown in appendix B, the existence of a solution χ(·) to the ODE above satisfying the asserted
spatial asymptotics in (66) is known. In this manner, choosing a χ(·) with this quality, we can exploit the
explicit formulas for Γ1,2 (see §5.2) to get
3π
4
Γ̂1(ξ) − 4πΓ̂2(ξ) = F
[
−4π∂2xχ(·) +
3π
4
(
χ3(·)− χ(·))] (ξ) = F [c∂sχ(·)] (ξ).
Thus, one can write
h∗(ξ) = 1{ετ−1B}(ξ)F [c∂sχ(·)] (ξ)− 2
δ2
ε2
Γ̂3(ξ).
We shall estimate both terms on the right hand side. Beginning with the first one: it is shown in appen-
dix B, we have that c∂xχ(·) ∈ L2(R), and ‖c∂xχ(·)‖2L2(R) . |c|. Therefore, applying Plancherel’s identity
successively, we obtain
‖F [c∂xχ(·)] ‖2L2(R) . ‖c∂xχ(·)‖2L2(R) . |c| < c0,
which can be made as small as necessary by taking 0 < c0 ≪ 1. With regards to the second term, first recall
that
Γ
(±)
3 (·) = 1[0,∞)(·)χ (·) e−i
(·)
ε cos
( ·
ε
± γ
)
,
We begin by invoking (H2) to bound
δ2
ε2
≤ 16. Now, we exploit the fact that solutions to the ODE (66) are
translation invariant and exponentially decaying to 0 as x→ +∞: considering solutions to the above ODE
of the form χ(·+ τx), for any given c0 > 0 we can choose τ∗x > 0 sufficiently large so that
1
2π
‖Γ̂(±)3 ‖2L2(R) = ‖Γ(±)3 ‖2L2(R) ≤
∫ +∞
0
|χ(x+ τx)|2dx ≤ c20, for all τx > τ∗x ;
combining both estimates, the result follows.
Remark 6.7 (On the use of far/near (spatial) decompositions for numerical analysis purposes). The fact
that the bounds obtained in Lemma 6.4 are independent of ε is essential for choosing χ(·) in Lemma 6.6. It
further corroborates with the idea that far/near (spatial) decomposition can be used as an interesting tool in
numerical analysis of bifurcation in extended domains. For other approaches, see [MS15, LS17] or §8.5.
We are ready to put things together, combining the previous Lemmas to give a proof Proposition 6.1:
Proof. [of Proposition 6.1] Due to the equivalence between (56) and (64), we can work with the latter.
Recall that we can write ε = ε(δ, vnear(·)), as a continuous function of its parameters; throughout the
analysis, ε should be considered in this form. Moreover, thanks to observations in (H2) and Corollary 3.3,
we can replace δ for ε in the analysis, for they are equivalent. In the following, thanks for property (H2),
we shall use Ω instead of ω = ω(δ,Ω) =
√
1 + δΩ. Therefore, throughout the proof, we shall use (δ,Ω, γ)
instead of the parametrization (δ, ω, γ).
Now we handle the rest: we use the operator
(
R˜(0,Ω,γ)
)−1
obtained in Lemma 6.4 to act on (64), the
equation we aim to find a solution for; we rewrite the outcome as
Id[ĝ−1, ĝ+1] =M[ĝ−1, ĝ+1, δ,Ω, γ], (67)
where we denote the identity mapping as (ĝ−1, ĝ+1) 7→ Id[ĝ−1, ĝ+1], and
M[ĝ−1, ĝ+1, δ,Ω, γ] := −
(
R˜(0,Ω,γ)
)−1 [(
R˜(δ,Ω,γ) − R˜(0,Ω,γ)
)
[ĝ−1, ĝ+1]
]
+
(
R˜(0,Ω,γ)
)−1 [
1{ξ∈ ετ−1B}(ξ)h∗(ξ)
]
+
(
R˜(0,Ω,γ)
)−1 [
˜Q(δ,Ω,γ;±)[ĝ−1, ĝ+1]
]
= C1 + C2 + C3.
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Once more we rely on Lemma 6.4 in several ways: first, to assert that the term C1 is O(ε1−τ ); the second
term C2 can be made as small as we would want in virtue of both Lemma 6.6 and Lemma 6.4, for the
bounds on the inverse mapping
(
R˜(0,Ω,γ)
)−1
are independent of (δ,Ω, γ); for the last term C3, we also rely
on the same bounds, allied to the estimates (59). Thus, there exists a r∗ > 0 sufficiently small such that
the mapping (ĝ−1, ĝ+1) 7→ M[ĝ−1, ĝ+1, δ,Ω, γ] is a (uniform) contraction and maps the set
{g−1(·), g+1(·) ∈ H2(R)|‖g−1(·)‖H2(R) + ‖g−1(·)‖H2(R) ≤ r∗} (68)
into itself. Thus, another application of the Contraction Mapping Theorem implies that there exists a
solution to (67), parametrized by (δ,Ω, γ), that is, there exists a 0 < δ∗ = δ∗(τ)≪ 13 for which
(0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→
(
g
(δ,Ω,γ)
−1 (·), g(δ,Ω,γ)+1 (·)
)
, (69)
with
Id
[
̂
g
(δ,Ω,γ)
−1 (·),
̂
g
(δ,Ω,γ)
+1 (·)
]
=M
[
̂
g
(δ,Ω,γ)
−1 (·),
̂
g
(δ,Ω,γ)
+1 (·), δ
]
, for all (δ,Ω, γ) ∈ (0, δ∗)× (−δ∗, δ∗)× T.
Finally, we invoke Lemma 6.5 to conclude that
(
g
(δ,Ω,γ)
−1 (·), g(δ,Ω,γ)+1 (·)
)
∈ H2near,ετ−1(R) × H2near,ετ−1(R).
Let us now study the regularity of these parametrizations: initially, notice that all the bounds obtained
in Lemma 6.4 and Lemma 6.6 are uniform in 0 < ε ≪ 1. Since we have pointwise convergence of these
functions in ε, using the Lebesgue Dominated Convergence Theorem we conclude that
(0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→ M[ĝ−1, ĝ+1, δ,Ω, γ] ∈ H2(R)×H2(R)
is a continuous mapping for any fixed g−1(·), g+1(·). Another application of the Contraction Mapping
Theorem implies the continuity of the mapping (69) (as in [CH82, §2, Theorem 2.2]). We argue using
the uniqueness of the fixed point and 2π-periodicity of the mapping γ 7→ M[ĝ−1, ĝ+1, δ,Ω, γ] to derive the
2π-periodicity of ĝ−1, ĝ+1 on the same parameter, and with this we conclude the proof.
7. Wavenumber selection – proof of Theorem 1.5
According to the results in Corollary 6.2 we write the Ansatz (9) as
(x, δ,Ω, γ) 7→ U(x) = v(δ,Ω,γ)near (x) + vfar[δ,Ω, v(δ,Ω,γ)near ](x) + χ(εx)u(δ,
√
1+δΩ,γ)
rolls (x) , (70)
which gives a solution to problem (11) with the qualities we were after, as stated in 1.2; see Corollary 7.4
below. It remains to be shown that we have found is indeed a solution in the sense of Definition 1.2. In this
case, fixing γ, we have a full family of solutions parametrized by two parameters (δ,Ω, γ). Now, we unfold
all the reductions we performed, and plug v(·) back into problem (5). In this new context, an interesting
phenomenon happens: the conservation laws due to the Hamiltonian structure of the problem impose a
severe parameter restriction, namely, we obtain a selection mechanism, implying that only one parameter is
necessary in the characterization of solutions to problem (11). Moreover, these solutions have the qualities
we are concerned with, as stated in Definition 1.2.
Lemma 7.1 (Regularity). Writing ε = ε(δ,Ω) and v(·) = vnear(·)+vfar(·) as before, the following regularity
condition holds
x 7→ U(x) = v(x) + χ(εx)u(δ,
√
1+δΩ,γ)
rolls (x) ∈ C (∞) (R \ {0}) ∩ C (3) (R) .
Proof. With regards to regularity, the embedding H4(R) →֒ C 3(R) gives part of the result, while
smoothness in R\ {0} (i.e., aways from the quenching-front) is proved using either elliptic regularity [LM72,
Chapter 2, §3.2], or using [H0¨3, Corollary 3.1.6].
We can rewrite the constraint in (12) as
−δ2u2
∣∣∣
x=0
− δ2 = H(l)[u(δ,
√
1+δΩ,γ)
rolls (·)]−H(r)[0]. (71)
As we shall see next, this property is the main ingredient in the selection mechanism that relates δ to the
wavenumber Ω of the rolls u
(δ,Ω)
rolls . But first we need to expand these functions in powers of δ in order to
understand how they can be approximated.
Lemma 7.2. Assume (H2), and choose parameters τ as in (29) of Proposition 3.1. Write the Ansatz as in
(70). Then, the following approximations hold:
(i) U2(x)
∣∣∣
x=0
= o(ε) = o(δ).
(ii) H(l)[u(δ,
√
1+δΩ,γ)
rolls (·)]−H(r)[0] = −δ2 + 43δ3
(
Ω+ Ω3
)
+O(δ3).
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Proof. To prove (i), we first note that
U2(0) . max
{
(χ(0)u
(δ,
√
1+δΩ,γ)
rolls (0))
2, v2near(0), v
2
far(0)
}
.
We must show that the right hand side in the above equation is o(ε) (hence, o(δ), thanks to (H2)). From
(2) we get χ(0)u
(δ,
√
1+δΩ,γ)
rolls (0) = O(ε2). The second estimate comes from the fact that vpnear(·) is a band
limited function for any p ∈ N \ {0}, hence vpnear(·) ∈ Hs(R) for all s ≥ 1. In particular, when p = 2 we can
make use of Remark 1.7 and apply the Sobolev embedding (19) to get
v2near(0) ≤ ‖v2near(·)‖L∞(R) . ‖v2near(·)‖H1(R) . ‖v2near(·)‖L2(R).
An application of (40) of Lemma 4.5 with β = 1 then gives v2near(0) . O(ε
3
2 ) = o(ε) = o(δ). For the last
term, we use inequality (42) with β = 1,
|vfar(0)| ≤ ‖vfar(·)‖L∞(R) . ‖vfar(·)‖H4(R) = O
(
ε
5
2−2τ
)
.
Choosing τ as in (29), the fact that δ ≈ ε allows us to conclude the result in (i).
To prove (ii) we expand H(l)[u(δ,
√
1+δΩ,γ)
rolls (·)] using (2), the fact that ω2 = 1 + δΩ from property (H2),
and the equivalence δ ≈ ε.
In principle, whenever δ = 0 we have that u
(δ,
√
1+δΩ,γ)
rolls (·) ≡ 0, hence Ω would be allowed to take any value.
It turns out that Ω can be chosen in an unique fashion if we extend it to the value it takes as δ ↓ 0; our
approach is allusive to the technique used in [FLTW17, §6.7].
Lemma 7.3. Let τ as in (29) of Proposition 3.1. Recall the parametrization ε = ε(δ,Ω), due to (H2). Let
δ∗ > 0 as in Proposition 6.1. Consider the mapping
(0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→ S[δ,Ω, γ] :=
−δ2U2
∣∣∣
x=0
− δ2 −H(l)[u(δ,
√
1+δΩ,γ)
rolls (·)] +H(r)[0]
δ2
,
where U(x) is written as in (70). Then, the following properties hold:
(i) The mapping S[δ,Ω, γ] : (0, δ∗)× (−δ∗, δ∗)× T→ R is smooth;
(ii) (Selection mechanism) There exists a δ∗∗ satisfying 0 < δ∗∗ < δ∗ < 13 and a mapping
(δ, γ) 7→ Ω(δ,γ) : (0, δ∗∗)× T→
(
−1
3
,
1
3
)
that is 2π-periodic in γ and so that S[δ,Ω(δ,γ)] = 0 on (0, δ∗∗)× T.
(iii) (Branching) The mapping (δ, γ) 7→ S[δ,Ω(δ,γ)] can be extended continuously in an unique fashion to
a mapping
(δ, γ) 7→ S[δ,Ω(δ,γ)] = 0,
on δ ∈ [0, δ∗∗)× T. Moreover, we must have
lim
δ↓0
Ω(δ,γ) = 0,
and further, we have δ4 ≤ ε = ε(δ,Ω) ≤ 4δ.
In particular, assumption (H2) is fully satisfied for this parametrization.
Proof. We know that H4(R) is an algebra (cf. [Bre11, Corollary 8.10]), and from the fact that pointwise
evaluation is continuous, thanks to (19). Hence, using (70) and Proposition 6.1, the continuity of the
mapping
(δ,Ω, γ) 7→ U2
∣∣∣
x=0
is obtained. Since we know from (2) that the parametrization of the rolls is continuous in H4per(R), we can
use the Sobolev embedding as in (19) to derive coninuity in the uniform norm. Thus, assertion (i) follows.
Recall from (H2) that ω2 = 1 + δΩ. Plugging the expansions derived in Lemma 7.2, we obtain
0 =
−δ2U2
∣∣∣
x=0
− δ2 −H(l)[u(δ,
√
1+δΩ,γ)
rolls (·)] +H(r)[0]
δ2
= −U2
∣∣∣
x=0
+
4
3
Ω3 − 4
3
Ω +O (δ2) ,
which we finally rewrite as
Ω = −Ω3 − 3
4
U2
∣∣∣
x=0
+O (δ2) =: G[Ω, δ, γ]. (72)
Hence, Ω can be seen as a fixed point for the mapping Ω 7→ G[Ω, δ, γ], which is 2π-periodic in γ. An
application of the Contraction Mapping Theorem (in the topology of the sup norm) then shows that Ω is
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parametrized by (δ, γ); in combination with (i) this implies that the parametrization holds in a continuous
fashion and that its periodicity in γ persists, thus establishing (ii).
Last, (iii) is derived from (72) once we take the limit δ ↓ 0: we conclude that
lim
δ↓0
{
Ω(δ,γ) + (Ω(δ,γ))3
}
= 0.
Since Ω(δ,γ) ∈ (−δ∗, δ∗) ⊂
(− 13 , 13) and the mapping y 7→ y + y3 is a diffeomorphism in a neighborhood of
0, we conclude that lim
δ↓0
Ω(δ,γ) = Ω∗ exists and this limit must satisfy
Ω∗ = −(Ω∗)3
uniformly in γ ∈ T, for all the bounds only depend on δ, namely, they are uniform in γ. As Ω∗ ∈ [−δ∗, δ∗] ⊂[− 13 , 13], we must have that Ω∗ = 0. Last, since Ω ∈ (− 13 , 13) we can the parametrization result referred to
in (2) to have, δ4 ≤ ε = ε(δ,Ω) ≤ 4δ (choosing δ∗ > 0 smaller if necessary), and we are done.
Before putting things together, we go back to the stretching x 7→ z := x
ω(δ,γ)
that lead us to (5):
Corollary 7.4 (Existence of solutions to problem (1) and its reformulation (5)). There exists an δ∗∗ > 0
such that the mapping (70)
(x, δ,Ω, γ) 7→ U(x) = v(δ,Ω,γ)near (x) + vfar[δ,Ω, v(δ,Ω,γ)near ](x) + χ(εx)u(δ,
√
1+δΩ,γ)
rolls (x) ,
solves problem (5) for all (δ, γ) ∈ [0, δ∗∗)×T, and ω = ω(δ,γ); moreover, U (δ,γ)(·) has the properties described
in Definition 1.2.
In particular, changing back to the variable x = ω(δ,γ)z we obtain
[0, δ∗∗)× T ∋ (δ, γ) 7→ U (δ,γ)(z) = vnear(ω(δ,γ)z) + vfar(ω(δ,γ)z) + χ(εω(δ,γ)z)u(δ,
√
1+δΩ(δ,γ) ,γ)
rolls (ω
(δ,γ)z), (73)
which solves problem (1).
Lemma 7.5 (Continuity and loss of continuity of (73) in the sup norm with respect to parameters (δ, γ)).
Consider the mapping (73). Thus, the mapping (δ, γ) 7→ U (δ,γ)(·) is continuous in the sup norm whenever
ω(δ,γ) ≡ 1 (equivalently, when Ω(δ,γ) ≡ 0), that is,∥∥∥U (δ1,γ1)(·)− U (δ2,γ2)(·)∥∥∥
L∞(R)
. |δ1 − δ2|+ |γ1 − γ2|
holds whenever ω(δ,γ) ≡ 1 for all γ1, γ2 ∈ T and sufficiently small δ1, δ2 > 0.
On the other hand, this mapping is discontinuous in the sup norm when ω(δ,γ) 6≡ 1.
Proof. According to Proposition 6.1 we already know that the mapping (δ,Ω, γ) 7→ vnear(·) + vfar(·) is
continuous in H2(R), which readily implies the result once we apply the Sobolev Embedding H2(R) →֒
L∞(R). Thus, using the parametrization (δ, γ) 7→ Ω(δ,γ) derived in Lemma 7.3, in order to investigate the
continuity of the mapping (73) it suffices to investigate the mapping
(δ, γ) 7→ χ(εω(δ,γ)x)u(δ,
√
1+δΩ(δ,γ),γ)
rolls (ω
(δ,γ)x),
First, notice that u
(δ,
√
1+δΩ,γ)
rolls (·) 6∈ L2(R), although its L∞(R) norm scales in ε, cf. Proposition 3.2. Next,
take (δ1, γ1) and (δ2, γ2) in [0, δ∗∗) × T and write u(j)rolls(·) := u(δj ,ω
(δj,γj),γj)
rolls (·), for j ∈ {1, 2}, and ω(δ,γ) =√
1 + δΩ(δ,γ).
The dichotomy with respect to ω(δ,γ) is due to the following fact: when ω(δ,γ) ≡ 1 the period of u(δ,γ)rolls (·)
is fixed, legitimating the equality
‖u(1)rolls(·)− u(2)rolls(·)‖L∞(R) = ‖u(1)rolls(·)− u(2)rolls(·)‖L∞([0,2pi]). (74)
Since ‖u(1)rolls(·)−u(2)rolls(·)‖L∞([0,2pi]) .
∣∣ε(δ1,Ω(δ1))− ε(δ2,Ω(δ2))∣∣+|γ1−γ2|, we immediately obtain the result.
In contrast, if ω(δ,γ) 6≡ 1, we only get∥∥∥u(1)rolls(x) − u(2)rolls(x)∥∥∥
L∞(R)
≈
∣∣∣ε(δ1,Ω(δ1)) + ε(δ2,Ω(δ2))∣∣∣ ,
in which case continuity does not hold.
After this result, the proof of Theorem 1.5 is readily available:
Proof. [of Theorem 1.5] The proof unfolds as a successive derivation of equivalent but reduced formulations
of the same problem, so we just compile the result in the order it was constructed. From the very beginning
we fix γ ∈ R. Equation (11) sets an equation for the “corrector” v(·), which gets solved from §2 through §6;
along this resolution process, the following steps were taken:
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(i) In §2 it was shown that v(·) could be written as v(·) = vnear(·) + vfar(·), and using a Lyapunov-
Schmidtt reduction the equation (11) could be rewritten in an equivalent form as a system of coupled
equations (27a), (27b). Then, in Proposition 3.1 of §4 it was proved that the parametrization
(vnear(·), δ,Ω, γ) 7→ vfar[vnear, δ,Ω, γ](·)
holds in a continuous fashion.
(ii) Thanks to the previous results, the problem gets reduced to understanding (vnear(·), δ,Ω, γ) only.
In §(5) a blow-up in Fourier space is introduced in order to desingularize the limit ε ↓ 0. In passing,
we obtain the following characterization of vnear(·) given in (36),
vnear(x) = ε
βe+ixg+1(ε
βx) + εβe−ixg−1(εβx).
and, accordingly, many properties of g−1(·) and g+1(·) (and, consequently, of vnear(·)) are derived.
(iii) We show in Proposition 4.9 that lim
|x|→+∞
∂αx v(x) = 0 whenever α ∈ {0, 1, 2, 3}; this proves that the
asymptotic spatial limits in stated in (i) hold.
(iv) In §5, a pair of equivalent equations (43) on g−1(·) and g+1(·) is derived. After slightly adapting a
result of [FLTW17] to our purposes, in Proposition (5.7) we are able to conclude that β = 1, which
allow us to simplify our equations even further, reducing them to the form (56) presented in section
§5.4.
(v) In §6 we obtain (iii), showing in Lemma 6.6 that χ(·) can be chosen in such a way that it satisfies
the ODE
−4π∂2xχ(·) +
3π
4
(
χ3(·)− χ(·))− c∂xχ(x) = 0, lim
x→−∞
χ(x) = 1, lim
x→−∞
χ(x) = 0.
In passing, this provides nice conditions under which, once more, the Contraction Mapping Theorem
can be applied (Proposition 6.1) to show the existence of a mapping
(0, δ∗)× (−δ∗, δ∗)× T ∋ (δ,Ω, γ) 7→
(
g
(δ,Ω,γ)
−1 (·), g(δ,Ω,γ)+1 (·)
)
∈ H2near,ετ−1(R)×H2near,ετ−1(R),
that is 2π-periodic in γ and solves problem (11) for
v(·) = v(δ,Ω,γ)near + vfar[v(δ,Ω,γ)near , δ,Ω],
where (0, δ∗)× (−δ∗, δ∗)×T ∋ (δ,Ω, γ) 7→ vnear(x) = εe+ixg(δ,Ω,γ)+1 (εx)+ εe−ixg(δ,Ω,γ)−1 (εx), which we
extend as a mapping on [0, δ∗)× (−δ∗, δ∗)× T, thanks to Proposition 3.1(ii).
This long derivation is brought to full use in §7, where we put the Hamiltonian structure of the problem in
the limelight: in Lemma 7.3 we prove the selection mechanism asserted in (ii) using again the Contraction
Mapping Theorem: we have an implicit description of Ω in terms of (δ, γ) and continuity of the mapping
(δ, γ) 7→ Ω(δ,γ), where Ω(δ,γ)
∣∣∣
δ=0
= 0 holds, ∀γ ∈ T;
furthemore, this mapping is 2π periodic in γ. When plugged back into v
(δ,Ω,γ)
near (·) we immediately obtain
(iv).
Subsequently, we prove (i) as follows: first, in Corollary 7.4 we obtain a solution to equation (1) of the
form
(δ, γ) 7→ U (δ,γ)(ω(δ,γ)z) = vnear(ω(δ,γ)z) + vfar(ω(δ,γ)z) + χ(εω(δ,γ)z)u(δ,
√
1+δΩ(δ,γ) ,γ)
rolls (ω
(δ,γ)z),
Lemma 7.1 implies the regularity of this mapping in x. Lemma 7.5 asserts its regularity with respect to
(δ, γ) where the following dichotomy was proved:continuity in the topology of uniform continuity holds if
and only if ω(δ,γ) ≡ 1. This establishes (i), and we are finally done with the proof of Theorem 1.5.
8. Open problems and further comments
This project was highly inspired by the techniques and the perspective in the memoir [FLTW17]. Our
results are corroborated by the results in [SW18], which puts the ideas we advocate for in a safe ground for
comparison with other mathematical tools. Some of the questions we address below are suggestively related
to well established mathematical techniques (§8.1-§8.3), while others (§8.4-§8.8) have a pure speculative
nature; regardless of their plausibility, they should be read with caution.
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8.1. The techniques in [FLTW17]. The results in the memoir [FLTW17] in many aspects seem to be
related to the work of Schneider and touches upon interesting issues previously addressed in [NW69, NPL93].
It is also possible that the techniques presented in the referred memoir can provide existence of stationary
solutions, as those with different wavenumbers opposite sides of the far-field, as considered in [DSSS09].
On the other hand, in many cases an invasion by a modulated front can be seen, as studied by Collet and
Eckmann [CE86]. In that case, a careful use of the Bloch-Floquet theory as done in [FLTW17] indicates a
first step in the construction of these objects using partial differential equations, multi-scale analysis and
perturbation techniques.
8.2. Far/near reductions and dynamical systems. As pointed out before, the shape of vnear(·) in (36)
resembles the initial steps in modulation theory that lead to a Ginzburg-Landau type of equation. In general
this type of approximations are applied to pattern formation systems close to unstable states [SU17, Part
IV]; different approaches to this derivation using multiple scales analysis are also possible, cf. [vH91]. With
regards to the role of the reduced equation and approximation operator R˜(0,Ω;±)[ĝ−1, ĝ+1] studied in §6, its
relation to transversality theory, as used in [SW18, Sections 2-(e)(f)(g)], is still to be clarified.
8.3. On the role of multipliers. In case of n distinct singularities in the multiplier one can expect to
obtain a system of ODEs in n variables. More examples and possibly a more general theory is still necessary
to elucidate how the location of the singularities, the stretching of the vicinities around them (imposed
by the far/near decomposition) and the subsequent blow-up in Fourier space play a crucial role in the
reduced equations obtained in the end. Many other questions are also left behind: is it possible to say
that the reduced equations are always unique (or, somewhat, equivalent), up to some parametrization? It
would also be interesting to see an example of this technique being applied to non-local models where the
linearization has an associated multiplier directly obtained by convolution; this scenario is very interesting,
because these cases are not directly amenable to dynamicl systems. The techniques presented in [ST17]
show an interesting direction of investigation, where the authors prove the existence of stationary solutions
to a nonlocal (convolution-type) problem exploiting properties of the multiplier, resulting in a reduced type
of equation [ST17, §3]; in their case however no far/field (spectral nor spatial) decomposition is used.
8.4. Invasion fronts and the role of χ(·). In the literature of pattern formation, whenever near/far
(spatial) decompositions have been applied, the functions χ(·) are mostly introduced aiming localization of
pattern properties in the far field (cf. [GS15, GS16, LS17, MS15, MS17, MS18, Mon18]), which happens
mostly because effects of bifurcation parameter variations to the the far field are known or predictable. In
these cases, the role os the function χ(·) is essentially that of a partition of unity.
In contrast, the type of the ODE satisfied by χ(·) in Lemma 6.6 bring to our mind the results in [CE86,
CE90], based on which several analogies can be made: one can say that the function χ(·) plays a role of an
envelope of the modulated (invasion) front. In the case [CE86] however, the interpretation is clearer: as the
profile is positive, one can easily discern the invaded part from the wake of the front.
Last, we mention the interesting work [MNT90] (in particular, §III), where multi-dimensional patterns
are studied. Roughly speaking, the boundaries of regions filled with rolls with different orientation are
investigated using functions r1(·) and r2(·) that have a similar role to that of χ(·); see also §8.6 below.
8.5. Nanopatterns and numerical aspects. In case of patterns with characteristic wavelength smaller
than computer floating numbers, our result seems to be useful in the computation of possible profiles that
would be otherwise undetectable in numerical simulations. The papers [BLBL12, BLBL15] exploit this
among other questions in an interesting fashion, with techniques different from ours.
8.6. Grain boundaries, defects, and multi-dimensional patterns. In spite of its robustness, dynam-
ical systems techniques do not seem to be broad enough to capture unsurmountable difficulties in the study
of multidimensional patterns. Recently, different research avenues have been exploited: several studies have
been done using rigorous numerical analysis [MS13], harmonic analysis techniques [JS15, Jar15, BLBL12],
variational techniques [Rab94], or more functional-analytic based techniques [MS18]. Still, many classes
of problems remain unsolved, as that of asymmetrical grain boundaries, a case that does not seem to be
directly amenable to the spatial dynamics techniques as presented in [HS12, SW14]; in this scenario the
far/near decompositions we presented might be relevant for analytical results. For numerical results which
exploit far/near (spatial) decomposition, see [LS17]).
8.7. Directional quenching and wavenumber selection. In spite of the consistency between our result
and that in [SW18, Theorem 1.1], a comparison between them shows that our selection mechanism result is
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weaker, for we only prove the existence of an implicit parametrization Ω = Ω(δ,γ), while therein the authors
show a much stronger resul: an explicit formula for the lower order terms,
Ω(δ,γ) = δ
cos(2γ)
16
+O (δ3) .
We must further highlight that the shape of the control parameter µ(·) was chosen in its simplest form as
a parameter of jump type. The sharp discontinuity type was called here directional quenching, and should
be seen as a contrast to the case of slow decay, physically closer to the process of annealing; it is plausible
that, in the latter scenario, no wavenumber selection happens. We highlight the interesting discussion in
[SW18, §4] about wavenumber selection by ramp discontinuities; for a general overview of pattern selection
mechanisms, the discussion in [Nis02, §3.1] is also very illustrative.
8.8. Stability issues. Once we consider roll solutions embedded in a multidimensional space new types of
instabilities are seen, as it is the case of Zig-Zag instabilities (cf. [Mie95, §4], [NPL93]); several mathematical
and numerical issues related to the formation of these patterns are still not well understood (some steps to
clarify them can be seen in [AGG+18]). Nonlinear stability results have also been investigated, with some
interesting recent results in one-dimension: the seminal paper [SS04], the recent work [BNSZ18] and the
memoir [DSSS09].
Appendix A. A few computations
In this appendix we give a detailed computation of the results presented in §5.2 and §5.3. We stress that
part of the results in this appendix are computations necessary before we set β = 1. This, in part A.1 we
still carry β in computations, while in part A.2 we already set β = 1.
A.1. Simplifying I(4;±)(ξ): computations. Our goal is to estimate the terms in
I(4;+)(ξ) =˜P(+)near ◦F
(
N
(4)[vnear, u
(δ,ω,γ)
rolls , ε]
)
(εβξ)
=
˜
P
(+)
near ◦F
(
χ(χ2 − 1)
(
u
(δ,ω,γ)
rolls
)3)
(εβξ) +
˜
P
(+)
near ◦F
(
[(1 + ∂2x)
2, χ]urolls
)
(εβξ)
+
˜
P
(+)
near ◦F
(
δ2(µ− 1)χu(δ,ω,γ)rolls
)
(εβξ)
= S(4; +)I (ξ) + S(4; +)II (ξ) + S(4;+)III (ξ),
The term S(4; +)I (·) has already been studied. For now, we estimate S(4; +)II (ξ). In order to do so, initially
we study the term [(1 + ∂2x)
2, χ]u
(δ,ω,γ)
rolls (x), which can be written, from lowest order terms to higher order
terms, as
[(1 + ∂2x)
2, χ]u
(δ,ω,γ)
rolls (x) = 4∂x(χ(ε
βx))(∂3x + ∂x)u
(δ,ω,γ)
rolls (x) + ∂
2
x(χx(εx))[6∂
2
x + 2]u
(δ,ω,γ)
rolls (x)
+O ((∂3x + ∂4x)χ(εβx))
= G1 +G2 +G3,
Note that the relation ∂jxχ(ε
βx) = O(εjβ) holds for all j ∈ N; with this in mind we begin the analysis of
each term. We immediately have that |G3| = O(ε3β) and further, ‖G3‖2L2(R) = O(ε5β).
For the first term on the left hand side, we rely on (2) to rewrite is as
G1 = 4ε
βχ′(εβx)(∂3x + ∂x)u
(δ,ω,γ)
rolls (x) = 4ε
βχ′(εβx)(∂3x + ∂x)(ε cos(x+ γ) +O(ε3)),
and since (∂2x + 1) cos(x + γ) = 0, we only need to keep the second term in the expansion of u
(δ,ω,γ)
rolls (·),
obtaining |G1| = O
(
ε3+β
)
, and ‖G1‖2L2(R) = O(e6+β).
Last we study G2, once again expanding u
(δ,ω,γ)
rolls (·):
G2 = ∂
2
x(χ(ε
βx))[6∂2x + 2](ε cos(x+ γ) +O(ε3)) = −4ε1+2β cos(x+ γ)χ
′′
(εβx) + G˜2,
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where |G˜2| = O(ε3+2β) and ‖G˜2‖2L2(R) = O(e6+3β). Altogether, we finally write S(4;+)II (ξ) as
S(4; +)II (ξ) = −4ε1+2β1{ξ ∈ ετ−βB}(ξ)F
[
cos(·+ γ)χ′′(εβ ·)
]
(1 + εβξ) + FII
= −4ε1+2β1{ξ ∈ ετ−βB}(ξ)
∫
R
(
cos(x+ γ)χ
′′
(εβx)
)
e−ixe−iε
βξxdx+ FII
x=2piz,
= −8πε1+2β1{ξ ∈ ετ−βB}(ξ)
∫
R
(
cos(2πz + γ)χ
′′
(εβ2πz)
)
e−i2pize−iε
βξ2pizdz + FII
θ=2piεβ
= −8π
(
θ
2π
) 1+2β
β
1{ξ∈ ετ−βB}(ξ)
∫
R
(
cos(2πz + γ)χ
′′
(θz)
)
e−i2pize−iθξzdz + FII,
where FII = G1+ G˜2+G3, and ‖FII‖2L2(R) = O(ε6+β+ε6+3β+ε5β). We rewrite it using Lemma 5.2: setting
Z = θz, f(z) = cos(2πz + γ), g(z) = e−i2piz and Γ2(z, Z) = Γ2(Z) = χ
′′
(θz) = χ
′′
(Z), we get
S(4; +)II (ξ) = −8π
(
θ
2π
) 1+β
β
1{ξ ∈ ετ−βB}(ξ)
∑
n∈Z
∫ 1
0
e2piinxΓ̂2
(
2πn
θ
+ ξ
)
cos(2πz + γ)e−i2pizdz + FII
= −8π
(
θ
2π
) 1+β
β
1{ξ ∈ ετ−βB}(ξ)×
×
Γ̂2(ξ)∫ 1
0
cos(2πz + γ)e−i2pizdz +
∑
|n|≥1
Γ̂2
(
2πn
θ
+ ξ
)∫ 1
0
cos(2πz + γ)e2piinxe−i2pizdz
+ FII
= −8πε1+β1{ξ ∈ ετ−βB}(ξ)eiγ Γ̂2(ξ)
∫ 1
0
cos2(2πz + γ)dz + F˜II,
where estimates on ‖FII‖L2(R) and Lemma 5.2 imply that ‖F˜II‖2L2(R) = O(ε6+β + ε6+3β + ε5β + ε2(1+2β)).
Note also that Γ2(·) ∈ L2(R), thanks to (H1). Hence, after further simplification using Lemma 5.4 we get
S(4; +)II (ξ) = −4πε1+β1{ξ ∈ ετ−βB}(ξ)eiγ Γ̂2(ξ) + F˜II,
Last, we use similar ideas to estimate S(4;+)III (ξ):
S(4; +)III (ξ) = δ21{ξ∈ ετ−βB}(ξ)F
[
(µ(·)− 1)χ(εβ ·)u(δ,ω,γ)rolls (·)
]
(1 + εβξ)
= εδ21{ξ∈ ετ−βB}(ξ)F
[
(µ(·) − 1)χ(εβ·)˜u(δ,ω,γ)rolls (·)
]
(1 + εβξ)
= −2δ2ε1{ξ∈ ετ−βB}(ξ)
∫ ∞
0
cos(x+ γ)χ(εβx)e−i(1+ε
βξ)xdx+ FIII
= −2δ2ε1−β1{ξ ∈ ετ−βB}(ξ)Γ̂(+)3 (ξ) + FIII,
where the last equality is due to property (18a). The remainder is estimated as ‖FIII‖2L2(R) = O(δ4ε2(3−β))
(H2)
=
O(ε2(5−β)), and the quantity Γ(±)3 (·) is written explicitly as
Γ
(±)
3 (·) = 1[0,∞)(·)χ (·) e−i
(·)
ε cos
( ·
ε
± γ
)
,
where Γ
(±)
3 (·) ∈ L2(R) due to (H1). At last, we combine these estimates to get
I(4; +)(ξ) = 1{ξ ∈ ετ−βB}(ξ)
{
3πε3−β
4
e+iγΓ̂1 (ξ)− 4πε1+βe+iγ Γ̂2(ξ)− 2δ2ε1−βΓ̂(+)3 (ξ)
}
+ M (4;+)(ξ).
The following relations hold
M
(4;+)(ξ) = 1{ξ∈ ετ−βB}(ξ)M
(4; +)(ξ), with ‖M (4;+)‖2L2(R) = O(ε6+β + ε6+3β + ε5β + ε2(1+2β) + ε2(5−β))
A similar analysis gives
I(4;−)(ξ) = 1{ξ∈ ετ−βB}(ξ)
{
3πε3−β
4
e−iγ Γ̂1 (ξ)− 4πε1+βe−iγ Γ̂2(ξ)− 2δ2ε1−βΓ̂(−)3 (ξ)
}
+ M (4;−)(ξ).
where M (4;−)(ξ) = 1{ξ ∈ ετ−βB}(ξ)M (4;−)(ξ), and ‖M (4;−)‖L2(R) = O(ε6+β + ε6+3β + ε5β + ε2(1+2β) +
ε2(5−β)).
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A.2. Simplifying I(1;±)(ξ). Due to Proposition 5.7 in this section we set β = 1. We aim to understand
the terms
I(1;±)(ξ) = −1{ετ−1B}(ξ)F
[(
δ2µ(x) − 3(˜u(δ,ω,γ)rolls )2
)
vnear(·)
]
(1 + εξ).
For the moment, let’s focus on I(1; +)(ξ). Using the relation (36), we can expand this term as
I(1;+)(ξ) = −δ2ε1{ετ−1B}(ξ)
∫
R
µ(x)g+1(εx)e
−iεξxdx
− δ2ε1{ετ−1B}(ξ)
∫
R
µ(x)g−1(εx)e−2ixe−iεξxdx
+ 3ε31{ετ−1B}(ξ)
∫
R
(
˜
u
(δ,ω,γ)
rolls (x))
2g+1(εx)e
−iεξxdx
+ 3ε31{ετ−1B}(ξ)
∫
R
(
˜
u
(δ,ω,γ)
rolls (x))
2g−1(εx)e−2ixe−iεξxdx
= S(1; +)I (ξ) + S(1; +)II (ξ) + S(1; +)III (ξ) + S(1; +)IV (ξ).
In order to estimate S(1;+)I (ξ), we do a change variables X = εx, and exploit the homogeneity of the
parameter µ(·), which enables us to write µ (X
ε
)
= µ(X). Thus,
S(1; +)I (ξ) = −δ21{ετ−1B}(ξ)
∫
R
µ(X) [g+1(X)] e
−iξXdX.
With regards to the case S(1; +)II (ξ), the analysis is easier. Indeed,
S(1; +)II (ξ) = −δ2ε1{ετ−1B}(ξ)
∫
R
µ(x)
[
g+1(εx)e
−i2x] e−iεξxdx
= −δ21{ετ−1B}(ξ)
∫
R
µ(X) [g+1(X)] e
−i( 2ε+ξ)XdX
= −δ21{ετ−1B}(ξ)F [µ(·)g+1(·)]
(
2
ε
+ ξ
)
.
As 2
ε
+ ετ−1B ⊂ {|ξ| ≥ 1
ε
}, we make use of (2) to get ‖S(1;+)II (ξ)‖2L2(R) ≤ ε4
∫
|ξ|≥ 1
ε
|F [µ (·) g+1(·)] (ξ)|2 dξ,
thus obtaining that ‖S(1;+)II (ξ)‖L2(R) = o(ε2); see Figure 6.
Figure 6. The blow-up of parameter re-
gions as θ > 0 varies, illustrating the
last steps in the derivation of the bounds
‖S
(1; +)
II (ξ)‖L2(R) = o(ε
2). We remark that
the decoupling of these sets as θ ↓ 0 is cru-
cial in the proof of Lemma 5.2.
0
0
0
0
Both terms S(1;+)III (ξ) and S(1; +)IV (ξ) can be estimated using formula in Lemma 5.2. Indeed, after change of
variables, we set θ = 2πε and apply (46), obtaining the equivalent expression
S(1;+)III (ξ) = 3ε31{ετ−1B}(ξ)
∫
R
(
˜
u
(δ,ω,γ)
rolls (x))
2 [g+1(εx)] e
−iεξxdx
= 3
θ2
2π
ĝ+1(ξ)1{ετ−1B}(ξ)
∫ 1
0
(
˜
u
(δ,ω,γ)
rolls (2πz))
2dz +GIII
with estimate ‖GIII‖L2(R) = O(ε3). Likewise,
S(1; +)IV (ξ) = 3ε31{ετ−1B}(ξ)
∫
R
(
˜
u
(δ,ω,γ)
rolls (x))
2
[
g−1(εx)e−2ix
]
e−iεξxdx
= 3
θ2
2π
ĝ−1(ξ)1{ετ−1B}(ξ)
∫ 1
0
(
˜
u
(δ,ω,γ)
rolls (2πz))
2e−2i2pizdz +GIV.
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where ‖GIV‖L2(R) = O(ε3). And using the expansion of u(δ,ω,γ)rolls (·) given in Lemma 3.2 and Lemma 5.4 we
get
I(1;+)(ξ) = 1{ξ∈ ετ−βB}(ξ)
{
−δ2
∫
R
µ(X) [g+1(X)] e
−iξXdX + 3πε2ĝ+1(ξ) + 3
πε2
2
ĝ−1(ξ)
}
+ M (1;+)(ξ).
where M (1;+)(ξ) = 1{ξ∈ ετ−βB}(ξ)M (1; +)(ξ) is so that ‖M (1;+)‖L2(R) = O
(
ε3
)
. A similar analysis gives
I(1;−)(ξ) = 1{ξ ∈ ετ−βB}(ξ)
{
−δ2
∫
R
µ(X) [g−1(X)] e−iξXdX + 3πε2ĝ−1(ξ) + 3
πε2
2
ĝ+1(ξ)
}
+ M (1;−)(ξ),
where M (1;−)(ξ) = 1{ξ∈ ετ−βB}(ξ)M (1;−)(ξ) is so that ‖M (1;−)‖L2(R) = O
(
ε3
)
.
Appendix B. On the existence of traveling waves
Following the analysis in [Fif79, §4], whenever c > 0 the ODE
∂2xχ+ c∂xχ+ f(χ) = 0,
with f(0) = f(1) = 0, f ′(0) > 0, f ′(1) < 0 and f(x) > 0 whenever x ∈ (0, 1) admits a heteroclinic orbit χ(·)
so that lim
x→−∞
χ(x) = 1, and lim
x→+∞
χ(x) = 0; see Figure 7.
10
Figure 7. Phase plane
sketch for the ODE ∂2xχ+
c∂xχ + f(χ) = 0, which
has a Heteroclinic orbit
χ(·) satisfying χ(−∞) =
1 and χ(+∞) = 0.
It is also known that this convergence is exponential, that is, for all j ∈ {0, . . . , 4} there exist constants
C∗ > 0 and S∗ > 0 such that
|∂jx (χ(x) − 1) | . e−C∗|x|, whenever x ≤ −S∗, and |∂jxχ(x)| . e−C∗|x|, whenever x ≥ S∗.
Furthermore, whenever G(·) = f ′(·) is known, it is possible to compute ‖χ‖2L2(R): indeed,
c
∫
R
|χ′(s)|2ds = −
∫
R
χ′(s)
(
χ
′′
(c) +G′(χ)
)
ds = −
(
χ′(x)2
2
+G(χ(x))
) ∣∣∣x=+∞
x=−∞
.
Thus, ∫
R
|χ′(s)|2ds ≤
∣∣∣∣G(χ(+∞))−G(χ(−∞))c
∣∣∣∣ = ∣∣∣∣G(1)−G(0)c
∣∣∣∣ .
Moreover, ∣∣∣∣c2 ∫
R
|χ′(s)|2ds
∣∣∣∣ . |c|.
In the particular, when x 7→ f(x) := x− x3 we have G(x) = C − (x
2−1)2
4
for C ∈ R, yielding∣∣∣∣c2 ∫
R
|χ′(s)|2ds
∣∣∣∣ ≤ |c|4 .
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