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I. INTRODUCTION
where there are gaps in the clustered data, interpolation is One way of viewing fuzzy modeling is as a means of performed. interpreting the behavior of a system using words. In general, According to Sugeno and Yasukawa, system identification such descriptions utilize expert knowledge. However, there is a key issue in the black box approach and all the basic are times when expert knowledge is not available or the issues in model building appear in the context of system system is too complex to be grasped even by an expert, identification. and all that may be available is the historical data of the system. Such data can be analyzed to extract rules that describe the system. According to Yasukawa and Sugeno [4] , We discuss next the Sugeno and Yasukawa's approach and a fuzzy model is based on expert knowledge or experience, how it relates to our approach. According to [4] , system and numerical data. For example, the concept of a black identification can be divided into (1) structure identification I, box with input(s) and output(s) can be used to explain (2) structure identification II, and (3) parameter identification. this. Observation of the input and output data is what can Structure identification I can be further subdivided into the be achieved from a black box. Analyzing and modeling identification of possible input variables(Ia) and selection the data collected from both ends (input(s) and output(s)) of a finite number of inputs from the list of finite input can be used to infer behaviors and describe the black box. variables that affects the output(Ib). This uses the regularity There have been several papers that have improved or added criterion (RC) in a cross-validation procedure, to decide the additional approach to the qualitative modeling based on combination of inputs that affects the output the most. fuzzy logic algorithm that was made popular by [4] . One For the problem considered in this paper, data variables can say that the Sugeno and Yasukawa's algorithm pays include temperature, pressure, fuel rate, measured at frequent attention to the output data, first, and to the input space, times. The structure identification aims at identifying which secondly. By identifying what can be thought of patterns in of these variables affects the output value, which in our the output space, and then projecting these onto the input problem is the time. An in depth discussion is included in space, this approach achieves two important conceptual and the next section. But in our approach, instead of using RC, computational objectives. From computational point of view, Principal Component Analysis (PCA) is used in identifying it helps reduce the complexity, dimensionality and number of the variables, thereby reducing the dimensionality of the fuzzy rules needed to model a system. From conceptual point input space. Structure identification addresses the input and of view, the rule base of the model is driven by the patterns output relationship -tasked with input space partitioning and detected in the output and how they project onto the input derivation of the fuzzy rules. According to [4] , "Usually in the design of a fuzzy controller we first pay attention to rule corresponding author: Anca Ralescu. premises and find an optimal partition based on a certain As stated in the identification section, this paper focuses on internal and external structure identification. External structue identification deals with the input space while internal structure identification on the input-output relationship. then internal structure identification is performed on the To reiterate, in Sugeno and Yasukawa's paper, structure resulting data. In addition, external structure identification identification lb utilize RC to reduce the dimensionality of is performed on the input space. The output and input space the input space by finding combination of inputs that affects dimensionality is reduced using PCA. Even though there is the output, while structure identification II create fuzzy only one output variable, time, we view it as a collection rules extracted from the relationship that exist between the of output variables, the moments in time at which sensor input and output space. In external structure identification, data was obtained. By performing PCA in this (now high attention is given to the consequent first by partitioning the dimensional space) important time moments are extracted. output space -which utilizes the entire data -which in turn Because of the PCA these time moments are those where is projected onto the input space. it uses fuzzy c-means the sensors show greater variance. The step of performing (FCM) for clustering of the output data -it uses the selecting PCA on the output space is referred to as Time Principal algorithm to determine the number of clusters needed, refer Component Analysis (TPCA). To achieve TPCA, the data [4] for the FCM and selecting algorithm. An interesting set (sensor, time) is transposed, and we will refer to the different approach in determining the number of cluster is transposed data as the new data (the time values becomes illustrated in [10] , [5] .
the input while the sensor variables becomes the output). This paper proposes a slightly different approach. Exter-By analyzing the data using PCA, the dimensionality of this nal Structure identification, clustering of the output space, new data can be reduced and a subset of it can be extracted Step 2 Standardize (because of varying units of measurement).
ality of the input space is reduced to uncorrelated variables
Step 3 PCA on engine data for variable 2 to variable 14 also. This is described as the internal structure identification.
(excluding the variable time). All these steps are enumerated below.
Step 4 Retrieve the first k columns.
Step 5 Sort the retrieved columns.
Step 6 Extract the first m rows.
A. TPCA to extract time
Step 7 Concatenate the result.
Step 8 Repeat steps 2-7 for all odd-labeled engines engines.
We now apply PCA to the time variables to extract
Step 9 Retrieve m components with the highest frequencies. important time moments as shown in the steps below.
. Load data of the nine engines. . For each engine transpose the engine data excluding the first column -the time variable.
Frequency of Data . Standardize (because of varying units of measurement). . Analyze the engine data using PCA on the variables Sl -S13.
12
. Retrieve the first principal component with variance exceeding a predetermined threshold (for this data, the 10 threshold is 0, and we retrieve the 2nd column).. . Extract those variables whose coefficient exceeds a predetermined threshold (e.g. 0.1). 6 . Extract the time corresponding to these coefficients.
* Repeat steps 2-8 for the each engine. proach, for the data set used, the input variables S4, S12, S13
.. and S7 have the highest top four frequency. Figure 2 shows the distribution of sensor data.
C. Fuzzy Modeling
We use here the modeling approach first proposed in [4] paper, the number of clusters was not determined using the selecting criterion, instead it was chosen heuristically to be three. The following steps in Table IV describe the derivation of the model using data from all nine engines. B. PCA on input space~~~~T he outcome of the procedure described in Table IV iS Next, PCA for variable (sensor) identification [2] , [9] , [7] , a collection of fuzzy rules relating sensor readings to the [8] is applied. The steps of this procedure are enumerated in time moments to which such readings are associated by the Table III. model. Figure ? ? below represents the average on the test data per subset of training data used.
Step 1 Cluster the time data into clusters using fuzzy c-means (c= 3) [1] .
1800.
Step 2 For each time moment, t, determine its membership degree to each of the three clusters: Hi(t), i = 1,2,3.
1600.
Step 3 For each engine, e, and each time moment t, find the corresponding sensor values s(e, t).
.
Step 
600
.
To test the model we use a standard machine learning 400 . approach [3] , dividing the the data into training and test sets. The algorithm loops thru the engine data and uses the add-
one strategy as training data while the rest as test data. In our approach, the data set is divided into 7 subsets, Ti, i There is a definite improvement over the plot in Figure 3 . The model predicts more accurately the time based on the 1800 . .
inputs. Overall, the error, is within acceptable range in terms of the estimated remaining lifetime error. Tables V and Table  1600 We investigated a new approach to model identification 2,3,...9 of these subsets, with the remaining sets used for based on application of PCA both in the output and input
