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Nonequilibrium dynamics in correlated materials has attracted attention due to the possibility
of characterizing, tuning, and creating complex ordered states. To understand the photoinduced
microscopic dynamics, especially the linkage under realistic pump conditions between transient
states and remnant elementary excitations, we performed nonperturbative simulations of various
time-resolved spectroscopies. We used the Mott antiferromagnetic insulator as a model platform.
The transient dynamics of multi-particle excitations can be attributed to the interplay between
Floquet virtual states and a modification of the density of states, in which interactions induce
a spectral weight transfer. Using an autocorrelation of the time-dependent spectral function, we
show that resonance of the virtual states with the upper Hubbard band in the Mott insulator
provides the route towards manipulating the electronic distribution and modifying charge and spin
excitations. Our results link transient dynamics to the nature of many-body excitations and provide
an opportunity to design nonequilibrium states of matter via tuned laser pulses.
PACS numbers: 78.47.J-, 75.78.Jp, 78.47.da
I. INTRODUCTION
Time-domain techniques have become increasingly
useful over the past decade due to their potential for
characterizing elementary excitations, manipulating in-
tertwined orders, and creating new states of matter[1–
10]. Ultrafast pump lasers are particularly powerful
tools, with ground-breaking experiments demonstrating
control of competing electronic orders and the asso-
ciated elementary excitations[11–18]. Various regimes
in a pump-probe experiment contain information about
different physical processes, as shown in Fig. 1. The long-
time recovery following a pump can be used to quan-
tify lifetimes and classify interaction mechanisms[19–
21], while the weak pre-pump tail falls in the linear
response regime[5, 22]. Between these two limits, the
nonequilibrium dynamics and related photomanipulation
during or shortly after the pump also contains rich
information about the underlying physics[23–25]. Due to
the complexity of this regime, there are usually two ex-
treme scenarios to simplify the problem: Floquet theory,
which assumes an infinitely long, periodic pump[26–32];
and an instantaneous quantum quench, which involves a
discontinuous change of parameters[1, 15, 33]. However,
the nonequilibrium behavior in different systems can
deviate from either of these scenarios under a realistic
pump condition.
This problem becomes particularly important in
strongly-correlated materials with various intertwined
orders and emergent phase transitions. In such systems,
the charge and spin excitations are significant due to
their fundamental role in emergent phenomena[34, 35].
Recently, Floquet studies have been extended into many-
body physics, with a focus on the engineering of effec-
FIG. 1: Schematic cartoon illustrating various time regions
during a pump process.
tive Hamiltonians obtained perturbatively to the lead-
ing order [36–40]. However, these transient effective
Hamiltonians fail to provide information about switch-
on/off as well as evolving occupations during a pump
with a realistic time profile[41, 42]. In other words,
the analysis based on discrete-time-translational invari-
ance cannot correctly capture the transition between
Floquet states connected to the remnant excitations.
Such information is significant to the understanding of
quasiparticle population dynamics and decay[43]. It also
helps to characterize the impact on the collective modes
or competing orders that can be manipulated by ultrafast
techniques[44]. Therefore, to connect these concepts
and understand or photocontrol the underlying physics
requires a pure nonequilibrium study of the microscopic
dynamics under realistic pump conditions. This problem
includes, but is not restricted to, interpreting how the
coherent quasiparticles or collective excitations behave
during realistic pumps and determining whether they can
be selectively tuned by the pumped laser, an important
question for designing nonequilibrium states of matter.
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2FIG. 2: (Color online) Instantaneous magnetic fluctuation
〈mˆ2z〉(t). Various curves represent different pump intensities
but fixed frequency (Ω = 4.4th) and width (σt = 3.0t
−1
h ). The
phase-averaged magnetic moments are shown in the central
thick curves. The gray curve represents the pump field.
Specifically in a Mott insulator where rich emergent
phenomena arise, ultrafast studies have been performed
observing a suppression of the spin order. Without
an exact interpretation of the transient dynamics, this
phenomenon was attributed to the melting of the Mott
gap due to effective heating[45]. This incoherent heating
constitutes another extreme for the interpretation of an
ultrafast process in gapped systems, in addition to the
coherent quantum quench and Floquet physics. Thus,
a detailed pump-probe study beyond the single-particle
level is required to dynamically correlate these scenarios
at various time scales during a realistic pump and reveal
the nature of elementary excitations.
To address these issues from a microscopic perspective,
we perform a time-resolved exact-diagonalization study
on the single-band Hubbard model. Starting from an
insulator at half-filling, we focus on driving the system
at pump frequencies close to resonance with the upper
Hubbard band, thereby transiently suppressing antiferro-
magnetism. While preserving the original Mott gap, the
time-resolved dynamical charge and spin spectra reflect
a suppression of spin order and development of low-
energy charge excitations through a series of Floquet-like
spectral structures. By comparing the multi- and single-
particle spectra out of equilibrium, the dynamics of these
elementary excitations can be interpreted as stemming
from the interplay between Floquet virtual states and
interaction effects, modulated by the finite pump profile.
A detailed analysis reveals that remnant excitations de-
velop from resonance between Floquet virtual states and
the upper Hubbard band, leading to coherent excitation
as opposed to incoherent heating.
II. NONEQUILIBRIUM DYNAMICS
We simulate the pulsed laser field by the time-
dependent electric field (vector potential) along the x-
direction
A(t) = A0e
−(t−t0)2/2σ2t cos[Ω(t− t0) + φ]. (1)
Starting from a single-band one-dimensional Hubbard
model of correlated electrons, the pump field enters via
a Peierls’ substitution.
H(t) = −th
∑
iσ
[
eiA(t)c†iσci+1σ + h.c.
]
+ U
∑
i
ni↑ni↓.(2)
Here, c†iσ (ciσ) creates (annihilates) an electron at site i
with spin σ. The parameter th is the nearest-neighbor
hopping integral and U is the on-site Coulomb repulsion.
We use the parallel Arnoldi method[46] to determine the
ground state wavefunction[47] and the Krylov subspace
technique[48–51] to evaluate the evolution of a state
|ψ(t+δt)〉 = e−iH(t)δt|ψ(t)〉. U = 8th is set to simulate
strong correlations. We choose a chain size to be L = 12
and a coarse-grained time set by δt=0.05 t−1h .
In equilibrium, the model exhibits spin-charge separa-
tion with gapless spinon and gapped charge excitations
(∆c ∼ U)[52, 53]. Because the pump field only couples
to the charge degrees of freedom, the pumped spin and
charge physics are expected to behave differently, induc-
ing emergent excitations at various orders of magnitude.
We monitor the magnetic fluctuation mˆ2z =∑
i
(
c†i↑ci↑ − c†i↓ci↓
)2
out of equilibrium. It displays
a suppression accompanied by a fast oscillation with
periodicity ∼ 2pi/U [shown for a fixed φ = 0 in Fig. 2],
reflecting the fast scattering across the Mott gap.
Averaging over the pump phases as appropriate for most
experimental measurements with finite time resolution,
the magnetic moments show that a stronger pump
suppresses the intrinsic magnetism due to photo-induced
doublon generation, which may at first glance be
attributed to an effective heating-induced Mott gap
closure. However, neither spectra nor energy fitting
can extract a consistent effective temperature capturing
the basic post-pump features [see the discussions in
Appendix A]. This indicates that the underlying physics
cannot be mapped to an incoherent, quasi-equilibrium
heating induced by pump fluences. [Note here we
referred to a heating effect in an ultrafast process,
rather than the long-term thermalization discussed
in Ref. 37.] In the following text, we show this is
instead a nonequilibrium effect associated with coherent
excitations.
III. PUMP-PROBE SPECTROSCOPIES
To characterize the evolution of elementary excita-
tions, we consider a nonequilibrium analog of the dy-
namical spin and charge structure factors. Assuming the
3FIG. 3: (Color online) Snapshots of dynamical spin S(q, ω; t) [upper panels], charge [middle panels] structure factors N(q, ω; t)
and single particle spectral function A(k, ω; t) [lower panels] during the pump at t = −10, −5, 0, 5 and 10t−1h . Those open
markers denote the peak positions at various momenta. The top insets indicate the current time (red dot) compared to the
pulsed laser.
probe pulse weak enough (HprobeH) to be treated by
perturbation and neglecting the matrix-element effect,
the time-dependent cross-section can be written as[54]
I(ω, t)∝
∫∫
dτ1dτ2 e
iω(τ1−τ2)g(τ1; t)g(τ2; t)C(τ1, τ2)
(3)
where the g(τ ; t) is a probe shape function at time
t, taken as Gaussian exp[−(τ − t)2/2σ2pr]/
√
2piσpr in
this work. The nonequilibrium correlation function is
defined as C(τ1, τ2) = 〈Oˆ†(τ1)Oˆ(τ2)〉 and Oˆ is a generic
observable for a given measurement. For convenience,
the prefactor can be defined as a transformation matrix
f(τ1, τ2;ω, t) = e
iω(τ1−τ2)g(τ1; t)g(τ2; t), from a two-time
(τ1, τ2) to a time-frequency (ω, t) domain. Therefore, the
pump-probe spin/charge cross-section reads as
S(q, ω; t) =
1
2pi
∫∫
dτ1dτ2 f(τ1, τ2;ω, t)Sq(τ1, τ2) (4)
and the single-particle Green’s function
A(k, ω; t) =
1
2pii
∫∫
dτ1dτ2 f(τ1, τ2;ω, t)G
<
k (τ1, τ2) (5)
where the non-equilibrium correlation function is defined
as Sq(τ1, τ2) = 〈ρ−q†(τ1)ρq(τ2)〉 and ρq is charge or spin
density operator. Due to the uncertainty principle and
the necessity to highlight the dynamical properties, we
choose a probe width σpr = 2.0t
−1
h as a compromise
between time and frequency resolutions.
The upper and middle panels in Fig. 3 show the
(momentum-energy-resolved) dynamical spin and charge
structure factors as a function of time, starting from
the zero-temperature ground state at t=−10t−1h . Since
we are interested in the evolution of different physical
processes, let us first focus on the ramp-up regime of
pump field (t ≤ 0). As shown in the top panels of Fig. 3,
the spin structure factor S(q, ω; t) suffers from an overall
drop of spectral weight due to the disturbance of the
magnetic background, seen in Fig. 2. Although they
are rather weak due to the already suppressed spectral
weight, we can distinguish the replica bands above and
below the spinon excitations close to the peak of the
pump envelope (t = 0).
At the same time, the charge structure factor N(q, ω; t)
[middle panels of Fig. 3] clearly shows a transient, parallel
sideband of excitations within the Mott gap. The interval
is roughly Ω, hinting at the underlying connection to
Floquet theory in the multi-particle channel. As time
progresses and the field grows in strength, the first
sideband gains increasing weight and a second sideband
4FIG. 4: (Color online) (a-e) Snapshots of autocorrelation C(k,∆ω; t) for k = 0. The solid/dashed/dotted lines denote the
first/second/third Floquet frequencies as a function of pump. The time frames are the same as those in Fig. 3.
starts to develop and grow. Meanwhile, the shapes
of both the original and replica progressively flatten,
a signature of the bandwidth renormalization, further
indicating the dominance of Floquet physics for t ≤ 0
as discussed in Appendix B 3.
Due to this coincidence with Floquet theory, we com-
pare the numerically calculated nonequilibrium structure
factors with those obtained from analytical, adiabatic
Floquet calculations. While the charge response qual-
itatively mirrors the predictions from Floquet theory
for an infinitely wide pump profile, the spin response
deviates significantly [see the comparison and discussions
in Appendix B]. It suggests that though the Floquet
states play an important role in this ramp-up regime, the
correct occupancy does not adiabatically follow a pure
Floquet state for pumping close to resonance.
The nonequilibrium elementary excitations and their
linkage to the transient virtual states can be better illus-
trated through the evolution of electronic structure. The
bottom panels of Fig. 3 show the time-dependent single-
particle spectral function A(k, ω; t). As expected, the
transient Floquet sideband and consequent bandwidth
renormalization develop at the beginning of pump. These
sidebands broaden since the accumulation of dressed elec-
trons displays the electron-electron interactions. Thus,
the scattering across those sidebands then accounts for
the appearance of features at integer values of the phonon
energy in the multi-particle channel.
The transient dynamics at the beginning can be mostly
attributed to virtual states in both multi- and single-
particle channel. However, since we are considering
an ultrafast pump condition with a finite width, it
is natural to question how these excitations project
into the remnant states after the pump. In fact, the
nonequilibrium physics with a time profile deviates from
the Floquet scenario. This deviation may be higher-
order corrections with the increase of field and transient
states, but becomes evident with the decrease of the
pump (i.e. t > 0 panels in Fig. 3). From the single-
particle level, both the lower and upper Hubbard bands
tend to recover from virtual states, however, leaving
some remnant signatures of pump: the anti-holon tail at
k >pi/2 in the lower Hubbard band indicates the doped
mobile holes, while the upper Hubbard band becomes dis-
persive and maintains spectral weight accounting for the
retained populations reflected in Fig. 2. The low-energy
charge excitations persist after the pump, indicating
their association with real rather than virtual electronic
states. These highly gapless modes coexist with the
Mott gap (and Mott excitations ∼ U), reflecting the
intrinsically coherent particle-hole excitations induced by
the pump. This population/depletion makes low-energy
charge excitations possible with the extra scattering
pathways within each band, and also accounts for the
suppression of spin order.
IV. ANALYSIS AND DISCUSSIONS
The above discussions already indicate that the tran-
sient nonequilibrium electronic structure and elementary
excitations rely on the appearance of virtual sidebands,
but their remnant distribution after pump deviates from
a simple Floquet picture and tends to be dominated by
the many-body interactions. To understand how these
two scenarios are related dynamically during the pump,
we further examine the dependence on pump frequency
Ω. Define the autocorrelation of spectral function
C(k,∆ω; t) =
∫ ∞
−∞
A(k, ω; t)A(k, ω + ∆ω; t) dω, (6)
which represents the self-similarity of nonequilibrium
spectral function with an energy shift ∆ω. The photon-
dressed uncorrelated electrons lead to an autocorrelation
peaked at integer values of pump frequencies [indicated
by the gray lines in Fig. 4], while instantaneously
quenched excitations should locate horizontally. There-
fore, the map of C(k,∆ω; t) as a function of pump
5FIG. 5: (Color online) Final photoinjected energies (open
circles) (a) at the beginning (t = −5t−1h ) and (b) after the
pump (t = 10t−1h ) as a function of pump fluences, at Ω =
2, 4, 7th. The colored straight lines represents a first, second
and third order polynomial fitting.
frequency Ω reflects how the correlated electrons obey
or violate both extreme scenarios instantaneously.
Considering higher electron density nk, we focus on
examining the autocorrelation at the Γ point for the
corresponding times and continuously tune the pump
frequency Ω from 2th (close to resolution limit) to
9th (beyond resonance) as shown in Fig. 4. For a
typical choice of th = 350meV in cuprate, this pump
frequency lies in the range of 0.7−3.15eV. The nontrivial
peaks of C(k,∆ω; t) lie along the first Floquet replica
at the beginning of the pump and then increasingly
occupy higher sidebands with growing pump strength.
That is exactly what is expected in a Floquet virtual
state scenario. However, instead of staying at these
virtual states, the autocorrelation weight tends to spread
out. This reflects that the accumulated, photon-dressed
electrons are scattered in the presence of interactions
[see Fig. 4(c)], transferring spectral weights from in-gap
Floquet side-bands to real many-body states. Then,
as the pump pulse tails off, those transient side-bands
disappear, either leaving part of the spectral weight
redistributed into coherent unoccupied states (upper
Hubbard band) or dropping back into the original states.
This transition is also reflected by the photoinjected
energies. As shown in Fig. 5, the absorbed energy starts
via a linear relation with respect to pump fluences, at
which time the dynamics is dominated by Floquet virtual
states. However, the final energy changes (below the
saturation) scale with the pump fluencies through third-,
second- and first-order polynomials at Ω = 2, 4, and 7th,
respectively. Therefore, the energy absorptions follow an
integer-photon dipole transition picture at the end of the
pump. Compared with the Fig. 4(e), these frequencies
correspond to the resonance with third, second and
first Floquet sidebands. Thus, these dynamical spectra
link the two extreme scenarios over a pump process.
Although starting from the virtual Floquet states, the
single-body electrons are no longer the eigenstates of
a correlated system and the impact of the external
field coupled to charge scrambles these virtual states.
Toward the end of the pump field, the interaction of
dress electrons becomes evident, driving the transition
of transient states to remnant excitations at resonance
energies and momenta. The net post-pump effect is
then a selective quench of populations and elementary
excitations.
V. CONCLUSIONS
To summarize, we have studied the time-dependent
nonequilibrium and nonsteady state spectroscopies of
correlated electrons for a model Hamiltonian coupled
to an ultrafast pulsed field. The dynamics of spin and
charge excitations displays spectral structure associated
with Floquet virtual states in the presence of the pump,
but evolve into metal-like gapless spectra as the pump
field tails off. We dynamically connect to the effective
quantum quench and show that the post-pump remnant
excitations develop through a coherent transition —
which can be understood as a resonance between tran-
sient Floquet side-bands — followed by an interaction-
induced broadening of the population transfer. Photon-
dressed electrons are then scattered to the unoccupied
upper Hubbard band, stabilizing the low-energy charge
and suppressing spin excitations. However, the Mott gap
persists, suggesting that these photoinduced excitations
are created selectively rather than via incoherent heating
at ultrashort time scales. Thus, we show that these well-
known coherent and incoherent approximations provide
effective interpretations only at certain time regimes.
This detailed understanding of pathways of photoinduced
excitations provides a foundation for Floquet engineering
of exotic phenomena (including topological insulators[55,
56], Weyl semimetals[57, 58], superconductors[44, 59] and
frustrated systems[25]) in a post-pump regime. It is thus
possible to selectively quench elementary excitations with
a designed laser pulse, and furthermore, to coherently
tune the emergent properties of correlated materials
through an ultrafast technique.
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6FIG. 6: (a) Comparison of finite temperature spectra
Seq(pi, ω)|T (red) with the nonequilibrium Sneq(pi, ω; t) (blue
shaded region) at t = 10t−1h after pump. The effective
temperature is determined through the maximum correlation
principle shown in the inset. (b) Evolution of average
energy E(t) (blue solid line) and temperature dependence of
equilibrium energy E(T ) (green dashed line). The pump pulse
in both figures is set as Fig. 3.
Appendix A: Comparison with Finite Temperature
To show the pumped elementary excitations are not
simply heating effects, we compare the post-pump spec-
troscopies and energy with those evaluated at a finite
temperature. Taking the most relevant spin dynamical
structure factor S(q, ω) at q = pi as an example, the
effective temperatures extracted from both approaches
do not match and cannot explain the spectral shape.
Fig. 6(a) shows the determination of effective temper-
ature from the similarity of spectra. To distinguish the
dynamical spin structure factor obtained from different
origins, we denote the nonequilibrium one (shown in the
main text) as Sneq(q, ω; t) while the finite-temperature
equilibrium one as Seq(q, ω)|T with T standing for the
temperature. The similarity of spectra is reflected by the
correlation
corr(T, t) =
1
N
∫ ∞
−∞
Sneq(q, ω; t)Seq(q, ω)|T dω (A1)
where N stands for the normalization factor[∫∞
−∞ [S
eq(q, ω)|T ]2 dω
∫∞
−∞ [S
neq(q, ω; t)]
2
dω
]1/2
. Thus,
the correlation is maximized as 1 at T = 0 and
t = −∞. Concerning the heating effect after pump, the
inset of Fig. 6(a) shows the correlation between post-
pump spectra Sneq(q, ω; t = 10t−1h ) and various finite
temperatures, indicating an “effective temperature” of
Teff = 0.62th. However, the equilibrium S(q, ω) at Teff
(red curve) cannot reflect the features of pumped spin
structure factor (blue curve).
On the other hand, Fig. 6(b) shows the comparison
of nonequilibrium average energy E(t) (blue solid line)
and finite-temperature energy E(T ) (green dashed line).
Obviously, the effective temperature extracted from en-
ergy indicated a Teff  3th, far beyond the estimation
of the spectrum similarity. In fact, considering the
eigenspectrum radius is UN/2 ≈ 48th, the energy in
pumped system E(t) almost reaches infinite temperature,
if it is a heating effect.
The disagreement of both approaches reflects the
pumped correlated electrons at least at moderate inten-
sity creates coherent excitations instead of heating.
Appendix B: Comparison with Floquet Theory
1. A Brief Introduction to the Floquet Theory
Due to the connection of the pumped charge and
spin excitations to the Floquet sidebands, we calculate
the structure factors obtained from Floquet theory with
various pump strength. In the Bloch-Floquet framework,
the Schro¨dinger equation
i
∂
∂t
|Ψ(t)〉 = H[A¯(t)]|Ψ(t)〉 (B1)
with periodic pump field A¯(t + 2pi/Ω) = A¯(t) has the
fundamental solutions
|Ψλ(t)〉 = e−iλt
∑
αm
u(λ)mα|m,α〉. (B2)
in a direct product basis |m;α〉 = |m〉⊗ |α〉 with 〈t|m〉 =
e−imΩt. Then, the problem is equivalent to solving a
Floquet Hamiltonian
HF =
∑
mm′
[Hm′−m −mΩδmm′ ] |m′〉〈m|
=

. . .
. . .
...
...
. . . H0 + Ω H−1 H−2 · · ·
· · · H1 H0 H−1 · · ·
· · · H2 H1 H0 − Ω .. .
...
...
. . .
. . .

. (B3)
with H(t) = ∑mHm|m〉. The choice of coefficients
u
(λ)
mα defines a unique wavefunction among the infinite
fundamental solutions.
7FIG. 7: The spin (upper panels) and charge (lower panels) structure factors evaluated by adiabatic Floquet approximation at
an eight-site chain. The top insets indicate the steady pump field to mimic the time evolution.
2. Adiabatic Floquet Evaluation of Charge and
Spin Structure Factors
Under realistic pump condition, both A(t) and H(t)
are not strictly periodic. In this case, we consider
the adiabatic approximation to determine what u
(λ)
mα
coefficients correspond to the instantaneous state at a
given time t. That is, the realistic wavefunction at t is
mimicked by a Floquet solution of periodic Hamiltonian
H¯[A¯0 cos(Ωt)], where the amplitude is chosen to be the
realistic instantaneous pump strength A¯0 = A¯(t). The
Floquet coefficients u
(λ)
mα at time t are then determined
by the maximum overlap with the wavefunction of t− δt.
Fig. 7 shows the adiabatic evaluation of spin and
charge structure factors at an increasing pump field.
Compared to the first half of pumped spectra in
Fig. 3, the charge structure factor N(q, ω; t) qualitatively
matches the features of low-energy side bands; however,
the S(q, ω; t) displays more of higher-energy excitations
than spectral weight suppression, opposed to the ED
calculations. The cause is two-fold: First, in our model
photons only couple to charge, therefore, any Floquet
modification of the underlying spin dynamics is neces-
sarily a higher-order effect. Second, the spin excitation
spectrum is gapless already in equilibrium, hence there
is no well-defined notion of adiabatic continuity to a
transient Floquet analog. Deviations from an adiabatic
transient can be expected to be most evident in the spin
channel.
3. Bandwidth Renormalization
Consider a steady-state scenario with vector potential
A(t) = A0 cos(Ωt+ φ) upon a tight-binding model H0 =
−2t∑kσ cos k nkσ through Peierls substitution
H(t) = −2th
∑
kσ
cos
(
k −A(t)
)
nkσ (B4)
Then, the blocks in Eq. B3 read as
Hm =
−2th
T
∑
kσ
∫ T
0
dt cos
(
k −A0 cos(Ωt+ φ)
)
nkσ
= −the−imφim
∑
kσ
[
e−ikJm(A0) + eikJm(−A0)
]
nkσ
(B5)
where Jm(z) is the Bessel function of the first kind. For
small A0 there is Jm 6=0(A0)  J0(A0), therefore, only
8FIG. 8: (a-c) Evolution of A(0, ω) for various pump
frequency ω0 with a fixed pump amplitude (A0 = 1.2). (d-f)
Evolution of A(0, ω) for various pump amplitude A0 with a
fixed pump frequency (ω0 = 4.4th). The pump width is fixed
for all these figures (σt = 3.0t
−1
h ). The red arrows guide the
eye for the Floquet frequencies, while the dotted white lines
denote the Floquet estimated spinon and holon branches.
the diagonal blocks −2thJ0(A0)
∑
kσ cos(k)nkσ signifi-
cantly contribute. The effective bandwidth is changed
from 4th to 4thJ0(A0). Since |J0(A0)| < 1, this always
leads to a bandwidth renormalization or shrinkage.
Appendix C: Continuous Time View
1. Amplitude and Frequency Dependence
In complementary to Figs. 4 and 5, we further compare
the pump probe spectroscopies as a function of time for
various frequencies and strengths to better understand
the development of Floquet replicas and their interplay
with the closure of pump pulse. Figs. 8(a-c) and (e)
show the evolution of A(0, ω; t) where the spectral weight
is clearest for various pump frequencies. The energy
positions where discrete spectral weights develop roughly
match the Floquet side-bands, in spite of some off-
sets due to the finite pocket as well as correlations.
By comparison of these different frequencies, one would
notice the virtual Floquet bands in the upper Hubbard
band restructures and scatters towards the real single-
particle dispersion with the decrease or closure of the
pump pulse. In contrast, those virtual spectral weights
inside the gap or off-resonance have to disappear without
any accommodation afterwards [see Fig. 8(a)].
On the other hand, the change of pump amplitude
tunes the bandwidth and spectral weight in both upper
and lower Hubbard bands, although it shines little
influence of the resonance. As shown in Figs. 8(d-f),
the spectral weight into the second Floquet side band
is usually much weaker than the first at the beginning
of pump. Due to the resonance with upper Hubbard
bands, however, electrons in the second side band are
well accommodated by scattering into the upper Hubbard
band. Considering the bandwidth of mth side band
roughly ∝ Jm(A0) which drops rapidly with m for small
A0, the noticeable occupation of upper Hubbard band
only appears when the pump is strong enough. That
explains the fact that weak pump [A0 = 0.6, Fig. 8(d)]
excites only the first side band which is off-resonance and
disappears when the pump is off.
2. Bandwidth Comparison with Effective t− J
Model
The bandwidth effect can also be reflected by the
suppression of lower Hubbard band. We calculate
the effective t − J model obtained by Floquet theory
at infinite wide pump via t˜ = J0(A)t and J˜ =
(4t2/U)
∑
n J|n|(A)2/[1 + nω0/U ] as an estimation for
the lower Hubbard band. [60] Accordingly, we evaluate
the corresponding holon/spinon branches in this instan-
taneous effective model at half-filling, indicated by the
dotted lines [61, 62]. The band renormalizations are con-
sistent with the t− J estimation at the beginning of the
pump: the splitting (∼ 2th−J) is increasingly suppressed
with increasing pump strength. This situation becomes
different and the t− J estimation no longer works when
much spectral weight is drawn out of the lower-Hubbard
band near the pulse peak (especially for strong pump),
where electrons behave more like Fermi liquid instead of
half-filled Mott insulator.
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