Nonword pronunciation is a form of generalization behavior that has been at the center of debates about models of word recognition, the role of rules in explaining behavior, and the adequacy of the parallel distributed processing approach. An experiment yielded data concerning the pronunciation of a large corpus of nonwords. The data were then used to assess 2 models of naming: a model developed by D. C. Plaut and J. L. McClelland (1993) , which is similar to the one described by M. S. Seidenberg and J. L. McClelland (1989) but uses improved orthographic and phonological representations, and the grapheme-phoneme correspondence rules of M. Coltheart, B. Curtis, P. Atkins, and M. Haller's (1993) dual-route model. Both models generate plausible nonword pronunciations and match subjects' responses accurately. The dual-route model does so by using rules that generate correct output for most words but mispronounce a significant number of exceptions. The parallel distributed processing model does so by finding a set of weights that allow it to generate correct output for both "rule-governed" items and exceptions. Some ways in which the two approaches differ and other issues facing them are also discussed.
called "regular" words). Words whose pronunciations violate the rules ("exceptions" such as HAVE, PINT, and GONE) must be pronounced by means of a separate lexical (or word-specific) pronunciation mechanism.
The fact that people are able to pronounce novel, nonword letter strings such as NUST and MAVE has been taken as further evidence for the hypothetical grapheme-phoneme correspondence (GPC) rules. The ability to generalize has provided the classic source of evidence for mental rules. For example, the fact that the children in Berko's (1958) famous experiment correctly used novel forms such as WUGS ("this is a WUG, here are two .") was taken as evidence that they had learned a rule of plural formation. By the same reasoning, people's ability to pronounce NUST as a rhyme of MUST and DUST has been taken as indicating that they have acquired GPC rules. These rules play other roles in the dualroute model as well. Acquisition of the rules is thought to be an early step in learning to read; poor knowledge of the rules is associated with failures to acquire age-appropriate reading skills, and the acquired reading disorder phonological dyslexia is thought to reflect the loss of these rules due to brain injury (Castles & Coltheart, 1993; Coltheart, 1987) . Coltheart et al. (1993) recently described an algorithm for inducing a set of grapheme-phoneme rules and using them to pronounce words and nonwords. The rules generate correct output for about 78% of the 2,897 monosyllabic words in a corpus developed by Seidenberg and McClelland (1989) ; they also generate plausible output for nonwords.
Connectionist (or "parallel distributed processing") models have challenged this view by providing an alternative to the assumption that regularities can only be represented in terms of rules. Networks using distributed representations, weighted connections between units, and error-minimization learning algorithms can encode both "rule-governed" cases and "exceptions." For example, simple feedforward networks such as the ones described by Sejnowski and Rosenberg (1987) and Seidenberg and McClelland (1989) 1177 took orthographic patterns as input and produced phonological codes as output. The models learned to produce correct output for large vocabularies of words, including regularirregular pairs such as GAVE-HAVE and BONE-GONE.
These models also provide an alternative view of the bases of generalization: The information concerning spelling-sound correspondences derived from exposure to actual words and encoded by the weights in such networks is also used in generating pronunciations for unfamiliar stimuli. For example, given simple nonwords on which it had not been trained such as MUST or FIKE as input, Seidenberg and McClelland's model (1989) produced the pronunciations that people generate as output. The model thereby challenged what Seidenberg (1989) called the "central dogma" of dual-route models: that separate mechanisms (rules and lexical lookup) are needed for pronouncing nonwords and exceptions. Seidenberg and McClelland's model replaced the two naming mechanisms that were integral to the dual-route model with a single mechanism using weights on connections between units.
As Besner, Twilley, McCann, and Seergobin (1990) noted, the model did not perform as well as people on nonwords, especially ones such as JINJE, FAIJE, and TUNCE that contain unusual spelling patterns. In light of the fact that nonword pronunciation has been taken as evidence for pronunciation rules, this defect is potentially important. Deviations in the model's nonword performance could be taken as evidence that rules are needed in order to achieve humanlike performance, as Besner et al. (1990) and Coltheart et al. (1993) concluded. They have further claimed that basic limitations on the capacities of neural networks preclude their being able to generate correct output for both regular and irregular words while maintaining good generalization. Pinker and his colleagues (Pinker, 1991; Prasada & Pinker, 1993) have drawn the same conclusion from connectionist models of the past tense.
The limitations of simulation models need to be evaluated carefully, however. All such models are restricted in scope, ensuring that their behavior will deviate from that of people at some level of precision. The fact that a model's performance differs from people's does not itself reveal whether the limitations derive from defects in the theory on which the model is based or from details of the implementation that are not theory relevant. The behavior of the model--how it both corresponds to and deviates from human behavior-needs to be interpreted in light of the principles that govern its performance. This can be achieved by drawing on foundational research on the properties of such networks, by performing careful analyses of the network, and by experimenting with other networks designed to solve similar kinds of problems (see Plaut & Shallice, 1993 , 1993 .
Drawing on the first two of these sources of information, Seidenberg and McClelland (1990) noted that the performance of their model was limited by at least two major factors: the size of the training corpus and the properties of the phonological representation that were used. The training corpus was 2,897 monosyllabic words, which is an order of magnitude smaller than a skilled reader's vocabulary.
The corpus represented a sample out of the space of orthographic-phonological correspondences in English. The model performed well on nonwords that included these correspondences. Increasing the size of the sample would result in better coverage of this space, improving the model's performance on generalization trials. These observations suggest that good performance on simple nonwords such as FIKE and poorer performance on difficult nonwords such as FAIJE is what might be expected of a person who had acquired only a relatively small vocabulary. This could then be taken as a good example of a practical limitation on an implementation whose theoretical implications are minimal. Coltheart et al. (1993) have challenged these observations about the effects of corpus size. Their algorithm induced a set of pronunciation rules on the basis of exposure to the same 2,897-word corpus that Seidenberg and McClelland (1989) used. The rules yielded significantly better performance on difficult nonwords such as FAIJE. Hence, Coltheart et al. concluded that the flaws in the Seidenberg and McClelland model could not be due to simply the size of the training corpus. This argument is not valid, however. The fact that rules sufficient to support the pronunciation of difficult nonwords can be induced from the 2,897-word corpus is orthogonal to the effects of corpus size on the network. The two models are being asked to solve very different problems and are affected by different factors. The Coltheart et al. algorithm has to induce rules that generate accurate output for nonwords but are allowed to err on many words because these items can be treated as exceptions and pronounced by a separate lexical processing mechanism. The network, by contrast, must perform the more difficult task of generating correct output for both regular and irregular words as well as nonwords. A 2,897-word vocabulary might be sufficient for the first task but not the second.
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The second limitation noted by Seidenberg and McClelland (1990) concerned the phonological representation that was used. This representation was constructed according to basic principles concerning distributed representations that were relevant to the theoretical claims being offered. The main principle was that words with similar phonological codes should activate similar patterns over the phonological units, and analogously for the orthographic units. Constructed in this way, the representation was sufficient to allow exploration of many issues concerning the mapping between orthography and phonology, but it was not a complete phonological system. Its defects became apparent at the limits of the model's performance: pronouncing nonwords such as JINJE and FAIJE. In such cases the model 1 Note that the claim is not that performance would improve because all of the correspondences contained in nonwords such as FAIJE or TUNCE would necessarily be found in the larger corpus. Looking at the Kucera and Francis (1967) corpus, for example, there are no -AIJE words at all. Some additional low-frequency correspondences will be found in a larger corpus, however (e.g., it might include DUNCE, which was not in Seidenberg and McClelland's, 1989, list) , as would other correspondences that provide information relevant to patterns such as -AIJE by containing parts of them.
sometimes produced small deviations from correct targets. Plaut, McClelland, Seidenberg, and Patterson (1994) pointed out that the two issues discussed by Seidenberg and McClelland (1990) -the size of the corpus and the adequacy of the phonological representation-are not independent. Achieving an adequate level of performance while using a relatively coarse phonological representation may require exposure to a broader range of exemplars. Conversely, using a phonological representation that captures more of the relevant distinctions may afford this level of performance with a smaller corpus.
In summary, the issues that have arisen in connection with the task of naming nonwords aloud carry broader implications concerning the adequacy of connectionist models, the role of rules in human behavior, and the bases of the capacity to generalize. In this article we provide new information bearing on these issues. We first describe the results of a large-scale behavioral experiment on nonword naming. This experiment provides a rich set of data that is then used to assess two models: the parallel distributed processing (PDF) model described by Plaut and McClelland (1993) , which used improved orthographic and phonological representations, and the Coltheart et al. (1993) GPC rules. The principal goal of these analyses was to assess the validity of the claim that connectionist models cannot generate correct output for both nonwords and exceptions at a sufficiently high level of accuracy and the corollary that two mechanisms, one of which uses pronunciation rules, are necessary.
The Experiment

Method
Subjects. The subjects were 24 McGill University undergraduates, native speakers of Canadian English, who were paid for participation.
Stimuli. The stimuli were monosyllabic nonwords created from 590 different word bodies (rimes) found in the 2,897 word corpus used by Seidenberg and McClelland (1989) . The word bodies (e.g., -ANT, -OWN, -ANCE) were paired with onsets (single consonants or consonant clusters) to form nonwords. The entire set of stimuli is listed in the Appendix. The data for 10 additional items were deleted because of experimenter errors that resulted in missing scores. The items were divided into three randomized lists. Each subject was presented with all lists, with order of lists counterbalanced across subjects. There was also a list of 12 practice items, using word bodies that did not occur in the test stimuli.
Procedure. Stimuli were presented one at a time with a 2-s intertrial interval on an IBM PS2 Model 80 PC in a dimly lit room. Subjects were informed that the stimuli were nonwords and told to pronounce them as if they were words. They were given the practice list with feedback about their performance and then the three lists of test stimuli without any feedback. Subjects sat at a comfortable distance from the computer and spoke their responses into a microphone connected to a voice key interfaced to the computer. The experimenter, a speaker of Canadian English, recorded subjects' pronunciations by hand using the phonetic transcription given in the Appendix. With short breaks between blocks, the experiment took about 1 hr to run.
Results
Fewer than 1% of the trials were lost due to equipment malfunctions. Naming latencies more than 2 SDs above a subject's mean (1.3%) were replaced with the 2-SD value. Data were analyzed in terms of the number of pronunciations per nonword and the latencies associated with different pronunciations.
The nonwords varied in terms of the number of pronunciations they elicited across subjects. As Figure 1 indicates, subjects produced a single pronunciation for 34.7% of the items; another 45.9% elicited two pronunciations, 16.9% three pronunciations, and 2.5% four or more pronunciations. The last group included many pronunciations that were produced by only 1 or 2 subjects. These low-frequency responses consisted of both uncommon but possibly intended pronunciations and true errors. Because the line between these two types of responses is unclear (e.g., is /brat/ a mispronunciation of BREAT or a pronunciation by analogy to YEAH?), we categorized them together as "other" responses.
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Data concerning the frequencies of the alternative pronunciations indicate that although many items yielded multiple pronunciations, subjects nonetheless showed considerable agreement. The most common pronunciation for each nonword accounted for 83.7% of all responses. The second most common pronunciation accounted for an additional 9%. Thus, the two most common pronunciations accounted for more than 90% of the responses.
Naming latencies varied as a function of two factors: (a) the number of pronunciations that the item generated across subjects and (b) the frequency with which the pronunciation was generated across subjects. Table 1 provides data indicating how the generation of the most common pronunciation was affected by the availability of alternative pronunciations. Two hundred six items yielded only a single pronunciation each, with a mean latency of 656 ms. Two hundred sixty-nine items yielded two pronunciations across subjects. The mean naming latency for the dominant pronunciation, generated by 83.4% of the subjects, was 692 ms. For the 100 items that generated three pronunciations, the dominant pronunciation accounted for 60.7% of the responses, with a mean latency of 744 ms. Thus, the latency to produce the dominant pronunciation increased as a function of the number of alternative pronunciations. According to the dual-route model, subjects generate nonwords by applying GPC rules. The fact that different pronunciations are generated across subjects can be explained by assuming that they have slightly different rule sets. However, the data indicate that generating the most common, "rule-governed" pronunciation of a nonword was affected by the existence of alternative pronunciations. This effect reflects the degree of consistency in the mapping between spelling and pronunciation. As Glushko (1979) originally noted, the pronunciation of a word or nonword is affected by the degree of consistency among the pronunciations of its neighbors.
Another way to observe this consistency effect is to look at the latencies associated with the first, second, and third most common pronunciations (see Table 2 ). Consider first the most common pronunciation for each of the 590 items. The mean latency for these pronunciations was 689 ms. For 384 items, subjects produced two or more pronunciations. Looking at the second most common pronunciation for these items, the mean latency was 715 ms. Similarly, for the 115 items that yielded three or more pronunciations, the mean naming latency for the third most common pronunciation was 783 ms. These data indicate that subjects' pronunciations were influenced by their knowledge of alternative pronunciations. Subjects not only generated atypical pronunciations on some trials, but they took longer to do so, suggesting that pronunciations were slowed by competition from neighbors with other pronunciations (see also Taraban & McClelland, 1987) .
In summary, the experiment yielded orderly nonword naming data that replicate and extend earlier findings. The data are being made available electronically and can be used by other researchers in testing additional hypotheses and models.
Assessment of the Two Models
We now consider how subjects' performance relates to that of the two models. We first provide brief descriptions of the models and how the data were scored.
The Plaut and McClelland (1993) Model
The Plaut and McClelland (1993) model is a network that like Seidenberg and McClelland's (1989) Number of Pronunciations Generated BELF "belf"
REAST "reest" "rest" WESE "weeze" "weese" "wes"
BREAT "breet" "bret" "brate" "brat" example: Figure I . Number of pronunciations generated by each nonword. No. given refers to number of pronunciations given for a nonword across subjects. For example, 269 items yielded two pronunciations, with mean naming latencies for each pronunciation as indicated. Model column indicates mean settling time and standard error (in parentheses). RT = reaction time (naming latency in milliseconds) and standard error (in parentheses); % = percentage of correct responses; n = number of items. the task of generating phonological codes from orthographic input. The principal difference between the two models relates to the introduction of improved orthographic and phonological representations. Other modifications that took advantage of the availability of increased computational resources as well as progress since 1989 in neural network theory were also introduced.
Network architecture. The architecture of Plaut and McClelland's (1993) network is shown in Figure 2 . The network has three layers of units: 108 grapheme units, 100 hidden units, and 57 phoneme units. The grapheme units are fully connected to the hidden units, and the hidden and phoneme units are fully inter-and intraconnected. Each connection has a positive or negative real-valued weight that changes over the course of learning. In addition, as is standard in connectionist modeling, each hidden and phoneme unit has a bias value that determines the unit's default tendency to be on or off in the absence of contributions from other units (see Bechtel & Abrahamsen, 1991 , for a discussion). This bias can be implemented as the weight on an additional connection from an extra unit that is always active. In this way, bias values can be learned in exactly the same way as all other weights in the network. Including the bias connections, the network has a total of 23,203 connections.
Each unit in the network has an activity level or state, ranging between 0.0 and 1.0, and each connection from one unit to another has a real-valued weight that can be positive or negative. In a standard connectionist network, the state Sj of each unit j is a smooth, nonlinear (logistic) function tr(') of its summed input x } from other units:
57 phoneme units
where w {j is the weight from unit i to unity and exp(-) is the exponential function. In the current network, the states of units change gradually over time. Specifically, the new state of unit j at time t + T, s/' +Tl , is a weighted average of its current state at time t and the state dictated by its summed input:
where T is the weighting proportion that determines how gradually the states of units change and a{-) is the standard nonlinear unit function shown in Equation 2. For T = 1, the second term in Equation 4 is zero and the units function as in a standard network (cf. Equation 2). As T approaches zero, the network can be viewed as an increasingly close discrete approximation to a system that is continuous in time.
Representations. Letter strings are represented by specific patterns of activity over the input graphemic units, and monosyllabic pronunciations are represented over the output phonemic units. The orthographic and phonological representations in the model were designed to address some of the limitations of earlier approaches. The representations used by Seidenberg and McClelland (1989) suffered what Plaut et al. (1994) termed a "dispersion" problem. The information that was relevant to a particular phoneme in a particular position was dispersed over different units (i.e., over the different Wickelphone units that the phoneme activated). 4 One type of representation that does not suffer from this problem involves using position-specific repre- Note. Pron refers to the frequency with which a pronunciation was given. Pron 1 is based on the most common pronunciation for every nonword. Pron 2 is based on the second most common pronunciation for the 384 items that yielded two or more pronunciations, and so on. sentations (McClelland & Rumelhart, 1981) . However, this requires repeating phonemes at every position, which introduces other problems. For example, the representation of any given word becomes extremely sparse, and there is nothing relating occurrences of the same phoneme across different positions (thus, the bs in BAT and TAB would be treated as unrelated). The representation used here is a compromise that involves syllabic rather than phonemic positions: onset, nucleus, and coda. These syllabic units play a central role in phonological theories (e.g., Selkirk, 1982) , speech errors (e.g., Dell, 1986) , and the acquisition of reading skill (Treiman, 1992) . Each unit represents a particular grapheme or phoneme within one of these positions (see Table 3 ). Graphemes can be either single letters or multiletter "relational units" (Venezky, 1970) that have a specific phonological correspondence (e.g., PH -» /f/). As the parsing of letter strings into graphemes is ambiguous in the general case (e.g., TOPHAT vs. CELLOPHANE), all possible graphemes within a string are activated, including the components of multiletter graphemes (e.g., p, H, and PH).
The phonotactic constraints on which sequences of phonemes create well-formed monosyllabic pronunciations in English dictate that the identities of phonemes within each cluster are sufficient to determine their ordering (as reflected in Table 3 ). The only violations to this generalization involve /s/ and /p/, HI, or /k/ in the coda (e.g., CLASP vs. LAPSE). Three additional units-/ps/, /ks/, and/ts/-are required to handle these cases. The treatment of these units is analogous to that of multiletter graphemes in that their presence is indicated by the simultaneous activation of the affricate unit and the units representing its component phonemes. Additional motivation for these units is provided by the observation that these combinations are sometimes treated as single phonemes, called affricates, and sometimes written with single letters (e.g., English X, Greek ^). Analogous orthotactic constraints ensure that the ordering of letters within a string is unambiguously represented by the identities of its graphemes within each orthographic consonant and vowel cluster. 
Training procedure. The training corpus consisted of the 2,897 monosyllabic words in the Seidenberg and McClelland (1989) corpus, augmented with 101 words missing from that corpus but used as stimuli in various behavioral studies. The corpus also included patterns consisting of each grapheme in isolation and the corresponding phonemes. The reasoning here was that the model should be explicitly trained on these correspondences because children typically are taught them in the course of learning to read. As it turns out, omitting this training on isolated GPCs has little impact on network performance (see Plaut et al., 1994) . 5 An input string is presented to the network by clamping the states of the appropriate grapheme units. The network is given a fixed amount of time to process the input (t = 0.0-3.0), during which the units change their states gradually according to Equations 3 and 4 (with T = 0.5). The network's performance at each point in time was measured by the cross-entropy (Hinton, 1989; Kullback & Leibler, 1951) of the phoneme units' activities with their target activities for this input:
where j indexes phoneme units and /, is the target for each. Like the more standard total sum of squared error measure, cross-entropy is a measure of the difference between the phoneme states generated by the network and their correct (target) states for each word. Cross-entropy is a more appropriate error measure when the state of each output unit can be interpreted as the probability that a particular hypothesis is true (Rumelhart, Durbin, Golden, & Chauvin, in press ). This applies to the current task, as each phoneme unit corresponds to the hypothesis that a particular phoneme is present in the network's response. More formally, the states of phoneme units, when interpreted as independent probabilities, define a probability distribution over all possible responses. The targets of phoneme units define another probability distribution (although, if all targets are either 0 or 1, the distribution simply assigns a probability of 1 to a particular response). Cross-entropy measures the information-theoretic distance between these two probability distributions (Kullback & Leibler, 1951) . In order to encourage the network to be correct as quickly as possible, the magnitude of the cross-entropy error was weighted to gradually increase over time. Specifically, the weighting was set to 0.0 until t = 1 and then linearly increased, reaching 1.0 at the end of settling (t -3). Also, the network was halted and received no more error once it succeeded in activating all phonemes to within 0.2 of their correct values. Words satisfying this criterion were guaranteed to be pronounced correctly given the procedure for generating responses from phonological activity, described below.
The weights on all connections were initialized to small random values. As a result, at the beginning of training, the phoneme activations generated by the network for each word were much different from the correct activations for the word (i.e., the cross-entropy error was high). A version of backpropagation through time (Rumelhart, Hinton, & Williams, 1986; Williams & Peng, 1990 ) adapted for continuous units (Pearlmutter, 1989 ) was used to compute how to change each weight so as to reduce the error on each word (see Plaut et al., 1994 , for details). The procedure is essentially the same as standard backpropagation except that rather than receiving error in a single backward pass through the network, units gradually accumulate error in the same way as they accumulate activity in the forward pass (see Equation 3 ). The weight changes induced by each word were scaled by a logarithmic compression of its frequency of occurrence (Kucera & Francis, 1967) . In the limit of small weight changes, this is equivalent to using frequency to alter the number of times a word is presented during training (cf. Seidenberg & McClelland, 1989) , and it enables the use of a procedure for adapting the learning rate of each connection independently (Jacobs, 1988) . It also has the advantage of allowing the use of any range of frequencies (see Plaut et al., 1994 , for simulations involving training with actual word frequencies). During each epoch of training, the scaled weight changes are accumulated for each word in the training corpus in turn, at which point the weights are actually changed and the process is repeated. Thus, the training procedure only approximates the more psychologically appropriate but less computationally tractable procedure of updating the weights after each word presentation.
Testing procedure. A major advantage of the current phonological representation over that used by Seidenberg and McClelland (1989) is that it is completely straightforward to determine the pronunciation the network gives to any letter string. The ordering of phonemes in Table 3 embodies the relevant phonotactic constraints, although the network is insensitive to this ordering. Accordingly, the response of the network to any orthographic input can be determined simply by activating the appropriate grapheme units, running the network as described earlier, and then scanning the phonemes in left-to-right order and concatenating all active phonemes. For consonants, this was all phonemes with activity above 0.5. Because each monosyllabic pronunciation must contain exactly one vowel, only the most active vowel phoneme was included in the response. If the units for an affricate and each of its component phonemes are active (e.g., /ps/, /s/, and /p/), then the order of the components in the response is reversed from their standard order (e.g., /ps/ rather than /sp/).
The Coltheart et al. (1993) Rules
Deriving the rules. Coltheart et al. (1993) derived 144 GPC rules from the 2,897 words used by Seidenberg and McClelland (1989) . Examples of the rules are given in Table 4 . The rules were derived by the following method. Words were presented in random order. For each word, the algorithm inferred the GPC rules that describe the relationship between that word's orthography and phonology. The rules are stored in a rule base, and when a rule is derived, its frequency in the rule base is incremented by 1. Rules in this rule base carry with them an indication of the position of the letter within the word from which the rule was created: "b" for beginning, "e" for end, and "m" for between the beginning and end. Thus, the rules are position specific.
Single-letter rules are derived when the number of letters in the word equals the number of phonemes in the corresponding phonology. In this case, the algorithm assumes a simple one-to-one mapping (e.g., for MINT the rules are m -> Table 4 Examples of the Coltheart, Curtis, Atkins, and Holler (1993) /m/, i -»• IH, n -> In/, t -> /t/). Multiletter rules are necessary when the word has more letters than phonemes (e.g., TACK has four letters but only three phonemes). These rules are derived by first applying the single-letter rules to the word and then using what is left over to create multiletter rules (e.g., ck -> /k/). Letters in multiletter rules need not be adjacent, however (e.g., for GATE, rule a e -> /A/ is derived). A special case of multiletter rules occurs when the word contains "silent" letters that do not contribute to the phonology of the word (e.g., the second F in BLUFF). These rules are formed by incorporating the letter immediately preceding the letter in question in the rule (e.g., ff -> /ff). If the letter in question is at the beginning of the word, then the letter that follows it is used to form the rule (e.g., in KNIT, rule would be kn -* /n/).
Some context sensitivity must be introduced because the algorithm otherwise generates conflicting rules (e.g., a -> /a/ in HAM, but a -> lot in HARM). If handled only by retaining the most frequent rule within a set of conflicting rules, the algorithm's ability to generate correct pronunciations would be severely compromised. Before discarding the less frequent rules, the absolute and relative frequencies of the rules are examined. If these frequencies are above 5 and 0.2, respectively, the algorithm tabulates the letters immediately preceding and following the letter in question. If a particular letter context "greatly predominates," it is used in the creation of a context-sensitive rule. In its current version, the algorithm only derives context-sensitive rules from words with the same number of letters and phonemes.
Position-dependent rules are consolidated into "a" type (all-position) rules when two of the three types of rules (b, e, and m) are represented in the rule list for a given GPC (e.g., the oo -»/U/ rule is an "a" rule because "e" and "m" rules exist in the rule list before consolidation). This allows the application of the rule to novel occurrences (e.g., oo at the beginning of a word).
Applying the rules. The database of rules is then applied in generating pronunciations for letter strings (words and nonwords). Whether a rule is applied depends on a critical frequency parameter. The results that Coltheart et al. (1993) reported used a minimum frequency of 2: Rules had to be derived from at least two words in order to be used. When presented with a letter string, the algorithm applies the rules left to right, using the multiletter rules first and the single letter rules last. When a rule is used, the matching part of the input string is absorbed, and the rule application process is repeated for the remainder of the string.
For example, when presented with the word CHIP, the algorithm first checks for rules dealing with the entire string CHIP. Because it finds none, it then looks for rules dealing with CHI. After another unsuccessful search, it then looks for rules for CH and finds ch -> /C/. The phoneme Id is stored, and the remainder of the input string, IP is then checked. Because no rule exists for IP, i is checked, and a single-letter rale is found (i -> /if). The phoneme /i/ is then stored. The string p is then presented for rule application, and the single-letter rale p -> /p/ is found, causing the phoneme /p/ to be appended to the output. The output is thus /Cip/, which is correct.
The settings of the parameters in the Coltheart et al. (1993) rale generation and application algorithms yielded highly accurate performance on nonwords and errors on about 22% of the words in the corpus. The latter items are the exceptions to the rules, which must be listed separately. Table 5 shows a summary the kinds of items that are mispronounced. The most common error is a regularization of an irregularly pronounced word (e.g., ARE -» I Ail, DONE -> /dOn/. The rales also fail to pick up on many subregularities. For example, ow is always pronounced as in HOW, causing mispronunciations of KNOW, BLOW, FLOW, GLOW, and so on. The other types of errors occur much less frequently. In assessing this model's performance on the nonword corpus, we used the same parameter settings as in the simulations reported in Coltheart et al. 
Scoring Issues
Nonwords do not have conventional pronunciations, which introduces a question as to which responses should be scored as correct for the purpose of comparing models. Our guiding principle was that consistent criteria be used in scoring the models' output and the subjects' responses. Two analyses were performed. The liberal scoring criterion approximated the ones used in the Glushko (1979) and McCann and Besner (1987) studies: The models' responses to these items were scored as correct if we could identify a plausible basis for them (either a rale or an analogy to a neighboring word). For the nonwords in our study, we used the following criterion: As noted previously, the two most common pronunciations of each nonword accounted for more than 93% of subjects' responses. We scored the models' output for a nonword as correct if it matched either of these pronunciations. Thus, all three sets of behavioral data and both models were scored using approximately the same criteria.
For the data collected in our experiment, a stricter criterion was also used: We examined the distribution of pronunciations across subjects and determined how often each model produced the first, second, or third most common pronunciation. For example, there were two pronunciations for BLEA: /blE/, produced by 70.8% of the subjects, and /'blA/, produced by 20.8% (the other responses were clear errors). The three pronunciations for FEANT were, in order of frequency, /fEnt/, /fent/, and /fAnt/. We determined how often the models' response for a given nonword matched one of these responses. The stricter criterion could not be used for Glushko's (1979) and McCann and Besner's (1987) items because these authors did not provide information about the alternative pronunciations generated by the subjects. In summary, the lenient criterion indicates the extent to which the models were producing plausible output for three sets of nonwords; the stricter criterion indicates the extent to which they matched subjects' preferences for the nonwords in the larger corpus.
For the PDF model, we used the weights that were used in simulations described by Plaut and McClelland (1993) . For the rales, we used the 144 rales that were used in the simulations described by Coltheart et al. (1993) .
Results
After 3,200 epochs of training, the network correctly pronounced all but 10 of the words in the training corpus (99.7% correct). Coltheart et al. (1993) reported that their model produced correct responses for about 78% of the words in Seidenberg and McClelland's (1989) 2,897 word corpus. The 22% that were mispronounced are considered exceptions, to be pronounced by a separate mechanism.
Turning to nonwords, we first consider performance on Glushko's (1979) and McCann and Besner's (1987) benchmark lists, using the lenient criterion. Glushko's nonwords are relatively simple items such as BINT and MEAN; McCann and Besner's are harder items such as JINJE and TUNCE. Both models performed comparably to subjects and differed little from each other (see Table 6 ). The results were similar for the 590 items in our study, except that performance of the PDF model was somewhat more accurate and closer to the subjects' than were the pronunciation rales.
Results using the stricter scoring criterion are presented in Figure 3 . The figure indicates that the models matched subjects' preferences about equally well. The PDF model matched subjects' most preferred pronunciations 3.2% more often that did the rules. The other major difference was in the "other" category, in which the Coltheart et al. (1993) rules generated more pronunciations that were produced by subjects with low frequency or not at all.
These results are relevant to issues raised by Coltheart et al. (1993, p. 603) . They examined the pronunciation of two nonwords, NIND and JOOK, in detail. Their rules generated the pronunciations /nind/ (rhymes with SINNED) and /jUk/ (rhymes with SPOOK), which were the pronunciations that subjects preferred. The Seidenberg and McClelland (1989) model produced the pronunciations /nind/ (like KIND) and /juk/ (like BOOK). The PDP model erred on these items because it used information concerning the word bodies contained in these items. The most common pronunciation of -IND is as in FIND, MIND, and BIND; the most common pronunciation of -OOK is as in COOK, BOOK, and LOOK. The analyses of these two items suggested to Coltheart et al. that the PDP approach would be at a disadvantage in pronouncing nonwords because it is sensitive only to word bodies. In fact, the model is not restricted to information about word bodies; this unit is merely the most salient one. More important, the data presented in Figure 3 suggest that when a broader range of nonwords is considered, both models generate less preferred pronunciations about equally often. Thus, although the modified PDP model still pronounced JOOK as the less preferred /juk/, the rules pronounced SEART as the less preferred /sErt/, BRILD as the less preferred /brild/, and JEALM as the less preferred /jElm/. 6 Finally, we considered the consistency effects in Table 1 . The Coltheart et al. (1993) model does not make specific latency predictions for words or nonwords. The model assumes that nonwords are pronounced by applying the rules; hence, a factor such as the number of alternative pronunciations associated with a nonword should not be relevant, contrary to the results in Table 1 . Thus, in its present state, the Coltheart et al. model does not account for these effects. We derived latency predictions from the PDP model as follows. The Seidenberg and McClelland (1989) model computed pronunciations in a single step, and 6 These examples illustrate how the limitations of one's current model provide insights that point toward future developments. One reason why people avoid the pronunciation /juk/ is probably that whereas there are many words containing /uk/, there are none containing /ju/ (note that the vowel in JUDGE and JUG is different). The absence of this consonant-vowel combination derives from articulatory constraints that are outside the scope of the current model. Incorporating these constraints would be a natural direction for future research. naming latencies were simulated using a sum of squared error score. The revised model computes phonological codes over a series of time steps, and a closer analog of reaction time is provided by the number of steps for the output pattern to settle (i.e., for the activations of units to stop changing). The timescale of the simulation is determined by the T parameter in Equations 3-4. For this analysis, the criterion for settling was that no unit state changes by more than 0.001 (i.e., a very small amount) and T was set to 0.01 (i.e., 100 unit updates per unit of time). Table 1 provides summary data concerning nonwords associated with one, two, or three pronunciations across subjects. The model's mean settling times for these items are given in the last column of Table 1 . The model's output is computed deterministically; hence, only one pronunciation is produced for each nonword. The settling times for these pronunciations show a distinct consistency effect: They increase as a function of the number of associated pronunciations, as in the subject data. A one-way analysis of variance on these data yielded a significant ef-100] feet of type, F(2, 539) = 23.516, p < .001, with post hoc comparisons yielding highly significant differences between all pairs of means. As expected, then, with the modifications introduced by Plaut and McClelland (1993) and the same scoring criteria applied to both model and people, the PDP model no longer exhibits a deficit in nonword performance compared with the rules. Moreover, it simulates the consistency effect without requiring additional stipulations.
General Discussion
We have presented the results of a nonword naming experiment that provides data against which current models can be assessed. Subjects showed a high degree of agreement about the pronunciations of simple nonwords; however, many nonwords did generate alternative pronunciations that need to be considered. Both models produce plausible nonword pronunciations. The dual-route model does so by using rules that generate correct output for most words but mispronounce a significant number of exceptions. The PDP model does so by finding a set of weights that also allow it to generate correct output for more than 99% of the words, including both "rule-governed" items and "exceptions." Thus, simple PDP networks can encode both types of items with good generalization, as Seidenberg and McClelland (1989) suggested. Conjectures about the limitations of these networks by Besner et al. (1990) , Pinker (Pinker & Prince, 1988; Prasada & Pinker, 1993) , and Coltheart et al. (1993) are not supported by these results. Plaut and McClelland (1993) carried out a number of analyses aimed at clarifying how the network is capable of reading both exception words and nonwords as well as skilled readers can. The one most relevant here involved trying to determine whether the network had segregated itself over the course of training into the two functionally separate subsystems of the dual-route model. If this were true, some hidden units should be particularly important for pronouncing nonwords but not exception words, whereas others should show the opposite specialization. Plaut and McClelland (1993) considered a hidden unit "important" for pronouncing an input if the cross-entropy error increased by at least 0.025 when that unit was removed from the network. The specific value of this criterion is not critical; the value of 0.025 was chosen so that approximately 20% of hidden units were considered important for a given stimulus on average. The segregation hypothesis suggests there should be a negative correlation across hidden units in the number of nonwords versus the number of exception words for which each is important. By contrast, for a set of orthographically matched nonwords and exception words (Tara- 7 We have not conducted statistical tests to examine whether the small differences in performance seen in Figure 3 are reliable because the data do not justify this kind of comparison. We have made no attempt to vary parameters that would yield slightly different sets of rules or weights that might have small effects on the data. The results are sufficient to show that neither model is disadvantaged in terms of nonword performance. ban & McClelland, 1987) , there was a moderate positive correlation (r = .43, p < .001). Some hidden units are more important than others overall, but there is no evidence that the network has segregated itself into separate rule-based and lexical lookup mechanisms.
Having established that both models produce plausible nonword pronunciations, it is necessary to consider how they account for more detailed aspects of human performance. Our behavioral study replicated the consistency effect discovered by Glushko (1979) : Nonwords containing spelling patterns associated with multiple pronunciations yielded longer latencies than nonwords that were assigned a single pronunciation. This effect also occurs for words (e.g., MINT takes longer to read than MUST because -INT is also pronounced as in PINT). These effects emerge naturally in PDF models because a single mechanism is used in reading both regular and irregular words; the weights therefore reflect exposure to both types of items and encode the degree of consistency in the mapping between spelling and sound. We have shown that the model described here also exhibits the consistency effect for nonwords.
These effects are problematical for the dual-route model; in fact, their discovery was taken as strong evidence against the assertion that regular words and nonwords are named by applying GPC rules (Glushko, 1979; Henderson, 1982; Patterson & Coltheart, 1987) . Once the consistency effects were uncovered, it was necessary to introduce new assumptions into the dual-route model in order to account for them. These additional assumptions introduce new problems, however. Consistency effects are said to arise when the two routes yield conflicting information . Consider, for example, the irregular word PINT, the rulegoverned but inconsistent word MINT, and the nonword BINT. PINT takes longer to name than an entirely regular word (e.g., BENT); in the dual-route model this is attributed to a conflict between the output of the lexical route (which is the correct pronunciation of PINT) and the output of the GPCs (the regularized pronunciation /pint/). Entirely regular, rulegoverned words such as BENT do not produce this conflict; hence, they are named faster. This account does not extend gracefully to inconsistent words such as MINT, which also take longer to name than entirely regular and consistent words because of interference from exceptions such as PINT (e.g., Glushko, 1979; Jared, McRae, & Seidenberg, 1990 ). In the dual-route model, it must be assumed that processing of the word MINT results in activation of the pronunciation of PINT by means of the lexical route. To the extent that the lexical route is activating such "neighboring" words, it begins to approximate the analogy process described by Glushko (1979; see Patterson & Coltheart, 1987 , for a discussion) as well as the effects of neighboring words on the weights in the PDP models. Thus, the dual-route model accommodates these effects by implementing mechanisms analogous to those in the PDP models. The consistency effect also occurs in nonwords (e.g., BINT is named more slowly than BIST); hence, it has to be assumed that attempting to name BINT also results in activation of the pronunciation associated with PINT. In the dual-route model this pronunciation can be accessed only through the lexical route. Thus, the model accounts for consistency effects by assuming that MINT and BINT activate the pronunciation of PINT the same way that PINT does. This entails abandoning the core assumption that nonwords are pronounced through the exclusive use of nonlexical GPCs, without any recourse to lexical knowledge.
In the PDP models, these effects follow from independently established principles about distributed representations and error-correcting learning algorithms. Moreover, these principles also account for frequency effects, the interaction of frequency and consistency, and a variety of other phenomena (Seidenberg & McClelland, 1989) . The two models thus represent highly different approaches to explaining the behavioral phenomena. The PDP approach shows that various behavioral phenomena in reading follow from basic properties of learning in certain types of networks. The issues that this approach face concern things such as finding general solutions to the problem of representing phonological information, issues that are not at all specific to reading. The dual-route model starts with mechanisms that were introduced largely in response to broad patterns of impairment associated with acquired forms of dyslexia (e.g., Patterson, Coltheart, & Marshall, 1985) . The issues that face this approach concern the validity of additional assumptions that need to be introduced in order to account for more detailed aspects of reading performance, such as consistency and frequency effects. The dual-route approach is therefore much more in the spirit of fitting models to data rather than deriving models from more general explanatory principles (Seidenberg, 1993) . In closing, we consider the issues that confront each approach in a bit more detail. Coltheart et al. (1993) succeeded in generating a relatively small set of rules that yield good nonword performance. This is a significant advance over previous dualroute models, which relied heavily on the concept of GPCs without specifying their content. The specific rules discussed by Coltheart et al. introduce some problems that could be addressed by modifying the rules; however, they also raise more general issues concerning the validity of the approach.
Dual-Route Model
The basic question regarding the proposed rules is whether they are the ones that people actually know and use in generating word and nonword pronunciations. Several issues arise. First, many of the rules lack face validity. For example, the algorithm induces the rule sh k -» S because of the words SHACK, SHOCK, and SHUCK. This generates errors on words such as SHIRK, SHARK, and SHANK (the final /k/ is omitted), which then must be treated as exceptions. There is no independent evidence that people generate such unusual rules or that these items are exceptions. In other cases, the rules produce correct output but for apparently spurious reasons. For example, BOSS is correctly pronounced by applying three rules:
The second rule, which converts the pattern o _ s to the vowel /*/, is problematical. The rule is created by the LOSS-CROSS-BOSS-GLOSS neighborhood. However, it causes errors on words such as DOTS and GOES, which must be treated as exceptions. Moreover, it produces bizarre errors on these items (e.g., DOTS -> /d*t/, GOES -> /g*e/).
A third question is whether the rules correctly differentiate the rule-governed items from the exceptions, as they are supposed to do according to the dual-route theory. The number of exceptions that the rules are allowed to miss is not determined by independent evidence about people's performance on these words. The purpose of the ruleinduction algorithm is to induce a set of rules that produces highly accurate performance on regular words and nonwords; the exceptions are then whichever words the rules fail to pronounce correctly. This set includes words that are generally agreed on to be exceptions (e.g., ACHE, ARE) and words that are not (e.g., BALL, DOTS). The rule and PDF models also make different predictions about which words should be difficult to pronounce. The rules, for example, treat SPOOK (the only -OOK word pronounced with /U/) as rule governed and COOK, BOOK, LOOK, TOOK, ROOK, HOOK, NOOK, BROOK, CROOK, and SHOOK as exceptions. This is because there is one rule governing oo, and it assigns the pronunciation that occurs in words such as FOOD, LOOP, and SOON. In the PDF models, the pronunciation of a vowel is affected by the context in which it occurs, particularly the coda. Thus, oo is pronounced /u/ when followed by K but /U/ when followed by N or P. According to the rules, SPOOK is easy and SHOOK is hard; for the PDF models, the opposite is predicted. Such predictions can be tested in behavioral experiments with normal subjects.
More generally, what these examples reveal is that the GPC-based approach cannot encode sub-or partial regularities, despite their prominence in English. Thus, the rules fail to encode the subregularity concerning the effects of coda K on nucleus oo. Moreover, this approach treats COOK, BOOK, and all of their neighbors as unrelated. They are simply items for which the rule for oo fails to generate correct output; the fact that COOK and BOOK also rhyme, owing to a generalization concerning the -OOK neighborhood, is completely missed. Insofar as such generalizations have a systematic impact on human naming performance (see Jared et al., 1990 , for a summary), this is a problem for the GPC-based approach. One possibility would be to abandon the idea that the rules operate over graphemes and phonemes in favor of a more flexible system that operates over different-sized units. That would represent a return to a view developed by Shallice, Warrington, and McCarthy (1983) . The other alternative is to abandon the commitment to the rale formalism entirely in favor of a type of representation that is better suited to capturing "quasi-regular" (Seidenberg & McClelland, 1989) forms of knowledge such as English spelling-sound correspondences. That is what the PDF models provide.
The rules also make predictions about the behavior of surface dyslexic patients that seem problematical in light of existing evidence. According to the dual-route theory, surface dyslexics have partial impairment in the "lexical" naming mechanism; thus, they pronounce exception words by applying rules, producing regularization errors. Patient MP (Bub, Cancelliere, & Kertesz, 1985) is a particularly notable case because almost all of her errors seemed to be clear regularizations. Thus, she pronounced STEAK as /stEk/, HAVE as /hAv/, and so on. The Coltheart et al. (1993) rules provide a basis for predicting which exception words should be regularized by such patients, namely, the items on which the rules produce regularization errors. In many cases the proposed rules make correct predictions: For example, they regularize STEAK and HAVE. However, in many cases they do not. For example, the rules generate correct pronunciations for FOUGHT, HYMN, POLL, SUIT, and TOMB, all of which were mispronounced by Patient MP (e.g., TOMB pronounced /tOm/ and SUIT pronounced /sUit/).
The question as to whether the rules isolate the correct set of exceptions has implications that transcend the particular rules proposed by Coltheart et al. (1993) . The basic requirement for their algorithm is that it induce rules that generate correct output for nonwords and for regular words. The number of exception words that can be missed is relatively unconstrained. This introduces an important extra degree of freedom in the theory. As Seidenberg (1992a) noted, any system can be treated as rule governed if there is a second mechanism for dealing with all of the exceptions to the rules and no limit on what can be counted as an exception. Thus, the past tense in English can be treated as rule governed if one excludes exceptions such as SING-SANG and RING-RANG, and the spelling-sound correspondences of English can be treated as rule governed if enough words are treated as exceptions. As long as attention focuses only on producing the correct output, the dual-route model cannot fail: There are two types of phenomena (rule-governed cases and exceptions) and two mechanisms (rules, lexical lookup). As the discussion of Patient MP's data suggested, however, which items are treated as exceptions is actually an empirical question that needs to be addressed in order to eliminate this extra degree of freedom. A stronger assessment of the adequacy of the dual-route approach can be achieved by considering a broader range of phenomena than just pronunciation accuracy, eliminating the extra degree of freedom that currently exists. These phenomena include pronunciation latencies for different types of words and nonwords (see Coltheart and Rastle, 1994) , as well as patterns observed in normal reading acquisition and developmental dyslexia.
Finally, there is a question as to how much the modified dual-route model differs from the PDF account. The Coltheart version of the dual-route model initially made two strong assumptions: (a) Regular words and nonwords are pronounced by applying nonlexical rules and (b) the rules operate over graphemes and phonemes without regard to context (see, e.g., Coltheart, 1978) . The more recent dualroute model abandons both of these assumptions in favor of alternatives that make it more difficult to distinguish from the PDF approach. With regard to the first assumption, the naming of at least some regular words and nonwords must be assumed to involve both routes in order to accommodate the consistency effects. With regard to the second assumption, Coltheart et al. (1993) introduced a degree of context sensitivity into their rules, which means that they no longer simply refer to graphemes and phonemes. Context sensitivity increases the descriptive power of the rules enormously. However, it forfeits the appealing simplicity of the GPC idea and makes the rules' behavior hard to differentiate from that of the PDF network. The fact that rules are generated for correspondences that occur in as few as two items also contributes to this tendency. The number of items in which a GPC is found before it is added to the set of rules is a parameter, which was set to 2 in the Coltheart et al. (1993) study. This means that the "lexical" route is responsible for correspondences that only apply once. As we have shown, the models are already difficult to tell apart. Setting this parameter to 1, however, results in a model in which all words and nonwords can be pronounced by means of a single mechanism, exactly as in the PDF approach. A similar outcome can be achieved by exploiting the context sensitivity that Coltheart et al. allow in their rules. Once the rules are allowed to be context sensitive, there is nothing to prevent creating rules that generate correct pronunciations for exception words. With some additional assumptions (e.g., "strengths" associated with individual rules; conflicts between the rules as the source of consistency effects), the "rule-based" mechanism might succeed in simulating the behavior of the PDF network. At that point one could say that the rules provide an alternative means of implementing the net (see Seidenberg, 1992a , in press, for a discussion). This might be a useful thing to do because it would contribute to identifying the deeper underlying principles that govern behavior in this domain, but it would mean that the dual-route model does not provide a distinct theoretical alternative.
Of course, some of the resemblance between the PDF and dual-route models derives from the fact that both are dealing with the same phenomena. For example, both models must have mechanisms for computing from orthography to semantics and from semantics to phonology. This necessarily implies the existence of a second source of information relevant to generating pronunciations from print (see Plaut & Shallice, 1993 , for models of this process). That this component of the lexical system contributes to the pronunciation of some words is supported by both computational and empirical evidence. The Seidenberg and McClelland (1989) model never learned the pronunciations of a small number of low-frequency irregular words (e.g., AISLE). Such items are good candidates for pronunciation by means of the orthography -» semantics -> phonology computation. Strain, Patterson, and Seidenberg (in press ) provide evidence that semantic information is used in generating the pronunciations of such words. More generally, Plaut et al. (1994) discussed issues concerning what they termed the division of labor between components of the lexical processing system (see also Seidenberg, 1992b) . Although this approach does not retain the idea of independent processing "routes" or other assumptions of the dual-route model, it is a response to many of the same issues that motivated the earlier approach.
PDF Models
The PDF model described here represents part of a series of experiments using different architectures to solve the orthography-phonology mapping problem (see Plaut et al., 1994) . Such experiments provide important information about the factors that control a model's performance. Plaut and Shallice (1993) , for example, examined a broad range of architectures relevant to the computation of word meanings and were able to identify general principles that gave rise to target phenomena. Our exploration of alternative architectures for performing the orthography to phonology mapping suggests that properties of the orthographic and phonological representations exert considerable influence over detailed aspects of performance. This was suggested by Seidenberg and McClelland's (1990) analysis of their model's errors, and it is borne out by the simulations discussed here.
Issues concerning the design of such representations are considered by Plaut et al. (1994) . Plaut and McClelland's (1993) solution to the dispersion problem they identified in the Wickelphonology representation used by Rumelhart and McClelland (1986) and Seidenberg and McClelland (1989) involved two major changes: (a) replacing the phonetic feature triples of the Wickelphonology with a phonological level of representation and (b) introducing a syllabic structure (onset, nucleus, and coda positions) that allowed the representation to encode more of the phonotactic constraints of English. The new representation incorporates some additional aspects of phonological structure and eliminates unattractive features of the Wickelphonology that caused spurious errors. It should be clear, however, that the system described in Table 3 is only a further step toward completely general solutions to the problem of representing orthographic and phonological information. The representations we have used are still limited to monosyllables, and extensions to multisyllabic words are nontrivial. Moreover, future research will have to address how these orthographic and phonological representations develop. In reality, phonological representations are determined by constraints on possible segments imposed by articulatory and perceptual capacities and by characteristics of the language to which the child is exposed. Complex representations of the sound patterns of a language are in place before the child begins to read. These representations may themselves change as a consequence of exposure to written language, especially alphabetic orthographies (Bertelson & de Gelder, 1989) . The PDF models that we have described obviously did not attempt to model these developmental events. Rather, the revised model built some of the relevant orthotactic and phonotactic knowledge into the representations, which allowed us to focus on the problem of learning the mapping between them while maintaining good generalization. The better performance of the revised model is consistent with the view that having a highly structured phonological representation in place facilitates the acquisition of reading skill. Harm, Altmann, and Seidenberg (1994) describe simulations providing additional support for this conclusion. Their simulations showed that learning the correspondences between orthography and a prestructured phonological representation produced faster learning, more accurate asymptotic performance, and better nonword generalization than when the phonological representation was unstructured. These simulations point to directions for future research that will yield even more realistic models than the ones discussed here. n   24  23  23  22  20  10  23  17  23  17  22  20  24  20  24  23  24  14  24  24  22  21  23  13  24  18  24  24  24  17  24  24  24  24  21  21  10  15  23  24  23  24  8  20  22  22  12  17  22  21  22  23  12  14  24  23  24  21  20  21  24  22  19  21  18 
