Abstract. For a germ f on a complex manifold X, we introduce a complex derived from the Liouville form acting on logarithmic differential forms, and give an exactness criterion. We use this logarithmic complex to connect properties of the D-module generated by f s to homological data of the Jacobian ideal; specifically in many cases we show that the annihilator of f s is generated by derivations. Moreover, through local cohomology, we connect the cohomology of the Milnor fiber to the Jacobian module through logarithmic differentials under blow-ups.
Introduction
Let X be a smooth analytic space or C-scheme. Throughout, f ∈ O X will be a regular analytic non-constant function on X, not necessarily reduced, with divisor Div(f ). To any such f one can attach several invariants that measure the singularity structure of the hypersurface Var(f ). In this article, we are particularly interested in the following:
( 
contain important information on the singularity structure of f . (2) The Bernstein-Sato polynomial b f (s): for X = C n , this is the (monic) generator of the C[s]-ideal consisting of all polynomials appearing in a functional equation of the form
where P is a C-linear differential operator on O X . A theorem of Bernstein asserts that b f (s) is nontrivial, so that the root set
is non-empty, [1] . For x ∈ X there are local and analytic versions b f,x (s) with coefficients in the corresponding local or convergent power series rings, and b f (s) = lcm x∈X b f,x (s), compare [31] . ( 3) The Milnor fiber M f,x at a point x ∈ Var(f ): let B(x, ε) denote the ε-ball around x ∈ Var(f ). Milnor proved that the diffeomorphism type M f,x of the open real manifold M x,t,ε = B(x, ε) ∩ Var(f − t) is independent of ε, t as long as 0 < |t| ≪ ε ≪ 1. For 0 < ε ≪ τ ≪ 1 there is a fiber bundle M f,x ֒→ B(x, ε) ∩ {q ∈ C n | 0 < |f (q)| < τ } −→ B(0 C 1 , τ ) {0 C 1 }.
(4) Monodromy at x ∈ Var(f ): the vector spaces H k (M x,t,ε , C) form a smooth vector bundle over the punctured complex line C * . The linear transformation µ x,f induced by t t · exp(2πiλ) at λ = 1 is the monodromy of f at x. We denote e f,x = {γ ∈ C | γ is an eigenvalue of µ x,f }. The following are classical results on these invariants:
(i) e f,x = exp(2πiρ f,x ), [29, 26] ; (ii) ρ f,x ⊆ Q ∩ (−n, 0), [27, 35] ;
Logarithmic forms and ann DX (f s ). In this note we prove structural results for ann DX (f s ) in the presence of suitable homogeneities of f ∈ O X . If there is a vector field E with E • (f ) = f then f is Euler-homogeneous, cf. Definition 2.7 for details and strengthenings. Our main tool are the sheaves Ω This construction does not depend on the choice of the coordinate system, and if f = gu for a local unit u, Ω i X (log f ) = Ω i X (log g). Thus, given a divisor Y ⊆ X, X not necessarily C n , one can define a sheaf Ω i X (log Y ) locally as Ω i U (log f ) for any local defining equation f for Y on the open set U ∼ = C n in X. The logarithmic forms of order n − 1 induce a decomposition of X into disjoint locally closed sets, see Definition 2.3. If this is a (locally finite) stratification, f is called Saito-holonomic, cf. Definition 2.5. In the same article [34] where K. Saito suggested holonomicity, he also introduced the notion of freeness, characterized by Ω 1 X (log f ) being a locally free O X -module. Free divisors have many nice properties and many distinguished classes of divisors are free; this includes Coxeter arrangements, discriminants in certain prehomogeneous vector spaces, and discriminants in the base of a versal deformation of isolated (complete intersection) singularities. Calderon-Moreno and Narvaez-Macarro [10, 32] studied certain free divisors from the differential point of view. Part of this note is a generalization and sharpening of their results to a significantly larger class of divisors, the central property being tameness, compare Definition 3.7. Tame divisors include all free divisors, and all divisors in dimension three or less.
Since exterior products of logarithmic differential forms are logarithmic again, Ω for all i. In this note we construct from this morphism the logarithmic complex C
• f of f ; it is the main object of study in Section 3. The terminal cohomology group of C
• f is naturally identified with the quotient of π * π * (O X ) by the logarithmic ideal of f , denoted L f . If Y = Div(f ) is a strongly Euler-homogeneous divisor (Def. 2.7) then the logarithmic ideal L f is independent of the choice of f and only depends on Y , cf. Remark 2.8.
Our main result on the logarithmic complex is the following theorem; see Section 3 for details. Theorem 1.1. If f ∈ O X is tame, Saito-holonomic and strongly Euler-homogeneous (but not necessarily reduced) then the logarithmic complex is a resolution of the logarithmic ideal sheaf L f , and L f is a Cohen-Macaulay prime ideal of dimension n + 1.
One application of the above theorem is that under the stated hypotheses the symmetric algebra of the Jacobian ideal agrees with the Rees algebra of f , and both have a linear resolution, Corollary 3.23. In a different direction one obtains information on differential invariants of f as the logarithmic ideal supplies a link between Ω
• X (log f ) and ann DX (f s ): Hyperplane arrangements. Let X = C n and denote by D n the ring of C-linear algebraic differential operators on X (i.e., the n-th complex Weyl algebra). A very interesting class of divisors are hyperplane arrangements A , defined by products of linear polynomials. It has been conjectured by Terao that ann Dn (1/A ) be generated by operators of order one, [38] , and similar speculations have been made about ann Dn (A s ), [39, 41] . We use our techniques to prove that for tame arrangements ann Dn (A s ) is indeed generated by operators of order one. As a corollary, we confirm Terao's conjecture in the tame case. On the other hand, we provide in Example 5.6 an arrangement for which ann Dn (A s ) is not generated by derivations, although even in this example ann Dn (1/A ) is generated by derivations.
For any central indecomposable arrangement A (tame or otherwise) we prove next that if ann Dn (A s ) is generated by derivations then the ideal ann Dn (A s ) is in D n · (x 1 , . . . , x n ). This in turn has the following consequence. Theorem 1.3. Let A be a central, indecomposable, not necessarily reduced, arrangement of degree d in n variables that satisfies Terao's conjecture; for example, A could be tame. Then, −n/d is a root of the Bernstein-Sato polynomial of f A .
The interest in the previous result comes from the Strong (topological) Monodromy Conjecture. To state it, denote by Z f (s) the topological zeta function Z f (s) attached to a divisor Div(f ). This is the rational function
is an embedded resolution of singularities, and N i (resp. ν i − 1) are the multiplicities of E i in π * (f ) (resp. in the Jacobian of π). By results of Denef and Loeser, Z f (s) is independent of the resolution. The Strong (topological) Monodromy Conjecture claims that any pole of Z f (s) is a root of the Bernstein-Sato polynomial b f (s) (cf. [4] ). The Strong Monodromy Conjecture is a variant of an old (and still wide open) conjecture of Igusa linking p-adic integrals to the root set ρ f , [18] .
Combining the theorem above with results of Budur, Mustata and Teitler [6] , we obtain: Corollary 1.4. The Strong Monodromy Conjecture holds for all tame arrangements (irrespective of centrality, indecomposability or reducedness).
This result extends in a new direction some of the results in [7] as every arrangement in dimension three or less is tame. It proves the Strong Monodromy conjecure for all arrangements of the following types: Coxeter arrangements; Ziegler's multi-reflection arrangements; arrangements of crystallographic type; all multiarrangements in dimension 3.
Milnor fibers and monodromy. Let X = C n and set R n = C[x 1 , . . . , x n ] with maximal homogeneous ideal m. If f has an isolated singularity at the origin, the Milnor fiber M f at the origin is a bouquet of spheres, and in the Euler-homogeneous case H n−1 (M f , C) can be identified with the Jacobian ring R n / Jac(f ). Malgrange showed that R n / Jac(f ) has a Q[s]-module structure where s acts via the Euler homogeneity, [29] . Moreover, if f is quasi-homogeneous then the root set of b f (s)/(s + 1) is in bijection with the degree set of the nonzero quasi-homogeneous elements in R n / Jac(f ). For higher-dimensional singularities, much of this breaks down, since R n / Jac(f ) is not Artinian in that case. We give in Section 4 the following generalization of Malgrange's result involving the Jacobian module
We prove here: Theorem 1.5. Let f ∈ R n be homogeneous in the usual sense, of degree d > 0. Let g = 0 by a homogeneous element in the Jacobian module H
Combining this theorem with results relating roots of b f (s) to nonzero homogeneous elements in
, we show then:
An old conjecture states that the Bernstein-Sato polynomial of a hyperplane arrangement A depends only on the intersection lattice. As an application of Theorem 1.6 we construct in Section 4 a pair of arrangements that defeats this conjecture. However, we offer an improved conjecture involving a slightly finer combinatorial invariant than the usual intersection lattice.
Stratifications and homogeneity
We collect in this section useful facts about stratifications and homogeneity properties. As always, X is a complex manifold with structure sheaf O X of holomorphic functions. Point of X are usually denoted x and the stalk of an object at x by (−) x .
Stratifications.
Whitney stratifications. Whitney [42] showed that all analytic spaces Y ⊆ X have a Whitney stratification, satisfying certain conditions on limits of tangent spaces of strata. If Y ′ ⊆ Y are closed analytic, there exist Whitney stratifications of Y such that each stratum is either contained in or disjoint to Y ′ , and in addition the strata inside Y ′ form a Whitney stratification for Y ′ . Each analytic space, except for finite sets of points, has infinitely many Whitney stratifications. There is however, one distinguished such: Definition 2.1. The canonical Whitney stratification Σ Y of the analytic set Y is defined inductively as follows:
• W 0 is the regular part of Y ; Note that if δ(f ) = αf then δ(uf ) = (δ(u) + α)u −1 (uf ) for all local units u. So for divisors, logarithmic derivations can be locally determined from any function germ defining the divisor. If f cuts out Y we use Der X (− log Y ) and Der X (− log f ) interchangeably.
For a reduced divisor Y = Y red , K. Saito [34] introduced logarithmic derivations, and also the following concept.
′ and a derivation δ ∈ Der U (− log(Y ∩ U )), vanishing nowhere on U , such that one of the integrating curves of δ passes through both x and x ′ . Varying over all open U ⊆ X and all δ ∈ Der U (− log(Y ∩ U )) one induces an equivalence relation denoted x ≈ Y x ′ . The strata of the logarithmic stratification S X,Y of X induced by Y are then by definition the irreducible components of the cosets of the relation ≈ Y . The set of strata includes X Y , and the components of the non-singular locus of Y red .
Saito noted cases where this stratification is not locally finite, and where the dimension of {x ∈ X | rk C (Der
Example 2.4. Let Y = Var(xy(x + y)(x + zy)) ⊆ X = C 3 . Then Der X (− log Y ) vanishes identically on the z-axis and so the z-axis is an irreducible component of 34] ). If the logarithmic stratification induced by Y on X is everywhere locally finite then Y is called Saito-holonomic.
From now on, Y will be a divisor, not necessarily reduced.
Remark 2.6.
(1) Let σ be a positive-dimensional stratum in a Whitney stratification for Var(f ) = Y ⊆ C n , and let x be a point in σ. Thom and Mather have shown that near x there is a homeomorphism of germs between (C n , Var(f )) and
The homeomorphisms of the previous item can in general not be chosen differentiably: the divisors to xy(x + y)(x + 2y) and xy(x + y)(x + zy) in C 3 are locally topologically equivalent outside z(z − 1)(z − 2) = 0. Yet, a differentiable isomorphism of the germs would induce a correspondence of their logarithmic stratifications, which is manifestly impossible.
(3) Let Y ⊆ X = C n be Saito-holonomic and let x ∈ σ be a point in a logarithmic stratum. Then the evaluation of Der X,x (− log Y ) at x spans the tangent space of σ at x.
(4) Suppose Y is Saito-holonomic. Near x ∈ σ, consider the foliation of X obtained by integrating dim(σ) many independent elements δ i in Der X (− log f ) that do not vanish near x, together with n − dim(σ) independent vector fields that are transversal to σ at x. It induces a local analytic isomorphism between the pair (X, Y ) and the product of C dim σ and a pair (C n−dim(σ) = X ′ , Y ′ ) where the divisor Y ′ ⊆ X ′ is a cross-section of Y transversal to σ at x, and where the derivative of f along the coordinate corresponding to δ i equals δ i (f ). In particular, if δ i (f ) = 0 then f is constant along the i-th coordinate of X ′ . Compare [34, 3.5, 3.6] . (5) Whitney shows in [42] that the canonical Whitney stratification Σ X,Y is stable under all local analytic isomorphisms of X that fix Y . In the Saito-holonomic case, the local product structure implies that the logarithmic stratification refines the canonical Whitney stratification and is Whitney itself, compare [14, Prop. 3.11] and [15] for further details.
(6) To any ideal I Y in O X one can associate the (left) ideal in the sheaf of Clinear differential operators D X on X generated locally by the logarithmic derivations along Y . The cokernel M log Y of this ideal may or may not be holonomic in the sense of Kashiwara, even for divisors. The notions of holonomicity are not the same: while Saito-holonomicity implies that M log Y is a holonomic module in the free case [34, (3.18) ], the example (x− yz)(x 4 + x 4 y + y 4 ) shows that the implication cannot be reversed. ⋄ 2.2. Homogeneity conditions.
Remark 2.8.
(1) Any f ∈ O X is strongly Euler-homogeneous in every smooth point of the associated reduced divisor.
(2) If u ∈ O U is a unit then Euler-homogeneity is not inherited from f to uf : exp(z) · f (x, y) is Euler-homogeneous via ∂ z , but f has no reason to be so as well.
(3) In contrast, f is strongly Euler-homogeneous on U if and only uf is. Indeed, if E x (f ) = f is a strong Euler field then is strongly Euler-homogeneous at the origin, but it cannot be so along the z-axis because otherwise f should be in the ideal (x, y, z − λ) · (f x , f y , f z ), which it is not unless λ = 0.
(6) A strongly Euler-homogeneous divisor may fail to be Saito holonomic: consider f = xy(x + y)(x + zy). Indeed, along the z-axis, f has the strong Euler derivation (x∂ x + y∂ y )/4; along the z-axis and along the line x + y = z − 1 = 0, f has the strong Euler derivation (x + zy)∂ z ; in all other places Var(f ) is smooth. On the other hand, every point on the z-axis is a logarithmic stratum.
(7) If f is strongly Euler-homogeneous and Saito-holonomic at x, x a point in the stratum σ, Remark 2.6 yields a splitting where f is constant along dim(σ) directions of X ′ , and the transversal section is strongly Euler-homogeneous. ⋄ Definition 2.9. For f ∈ O X we set
Remark 2.10.
(1) Geometrically, elements of Der X (− log f ) are tangent to the hypersurface Var(f ) while those in Der X (− log 0 f ) are tangent to all level hypersurfaces of f .
(2) Let x, x ′ be two local coordinate systems at x ∈ X. Then the gradients ∇ x (f ) and ∇ x ′ (f ) differ by the Jacobian matrix:
Hence, Der X (− log 0 f ) varies in a dual fashion with the coordinate system.
(3) If u is a local unit, E x a strong Euler-homogeneity for f ∈ O X,x and δ ∈ Der X,x (− log 0 f ) then δ − δ(u) u+Ex(u) E x ∈ Der X,x (− log 0 (uf )); this association is an O X,x -module isomorphism.
(4) If f is Euler-homogeneous at x, then the maps
give a split exact sequence
These splittings depend on the choice of the equation f for the divisor. ⋄ Remark 2.11. If Y ⊆ X are algebraic, then logarithmic vector fields and differentials, as well as differential annihilators can be defined in both the analytic and the algebraic category. Since they are all defined by syzygies between derivatives of f , the analytic objects are the pullbacks to the analytic category of the algebraic objects. Questions about their generation and homological properties can hence be investigated on either side. ⋄
The logarithmic complex
As always, X is a complex analytic manifold. Let f be a global section of O X . We consider the principal The logarithmic ideal. For any filtration F on a ring A we denote by gr F (A) the associated graded object, and by gr F (a) the image of a ∈ A in gr F (A). The order filtration on D X leads to a sheaf of (0, 1)-graded commutative rings gr (0,1) (D X ) whose sections are naturally identified with the functions on T * X that are polynomial in the cotangent directions. Definition 3.1. Let the logarithmic ideal be the ideal L f ⊆ gr (0,1) (D X ) generated by the (0, 1)-symbols (that is, the lead terms under the order filtration) of
Remark 3.2. Suppose f is Euler-homogeneous at x ∈ X: E x (f ) = f . In this remark, we read derivations as formal O X -linear combinations on the derivatives
In this sense, elements of Der X (− log 0 f ) are syzygies.
(1) Let x, x ′ be two coordinate systems with (column) vectors of partial differ-
. On the level of derivations, if there is a strong Euler field E x for f at x, this corresponds to an
The O X,x -isomorphism α u above sends c
A simple calculation shows now that α u commutes with coordinate changes.
(5) One may consider the symbols y f = gr (0,1) (∂) as indeterminates over O X , labeled by the choice of f for a fixed strongly Euler-homogeneous divisor. Locally, the maps α u allow to identify these symbols, respecting the action by the Jacobian under a coordinate change. Pairing (y uf )
u−Ex(u) gr (0,1) (E x ) that commutes with coordinate changes, patches over the domain where E x and u are defined, and sends L f to L uf .
It follows that if Y is a strongly Euler-homogeneous divisor then the geometric and algebraic properties of L Y are independent of the choice of the local equation cutting out Y .
(6) For any coherent D X -module M , the support in the cotangent bundle T * X of the associated graded object gr (0,1) (M ) is the characteristic variety charV(M ).
Generically
In any smooth point x of f , some derivative f i is nonzero and thus over such x the ideal L f is cut out by {y j − fj fi y i }. In fact, (see, e.g., [28] ) over the smooth locus of f the characteristic variety of D X • (f s ) is locally a smooth complete intersection of codimension n − 1, and cut out by L f . ⋄ 3.1. The complex. Any symplectic manifold X admits a one-form on the cotangent bundle whose differential is the symplectic form. Any such one-form, not necessarily unique, is called a symplectic potential. Let X be a complex analytic manifold; it then has a natural symplectic structure. The Liouville form on X is the unique symplectic potential on X that in local (Darboux) coordinates takes the form
with base coordinates x and corresponding cotangent coordinates y.
As functions on the cotangent bundle fibers, the y i can be identified with the symbols of ∂ i in the corresponding coordinate system. This makes it clear that y dx is independent of the coordinate system, since ∂ i and dx i vary dually with any coordinate transformation.
For any O X -module M , write
where π : T * X −→ X is the natural projection.
Definition 3.3. Suppose f is a global non-constant function on X. The modules of the logarithmic complex of f are defined by
i.e., up to twist, they are the kernels of df ∧ (−) on
is given by the exterior product with the Liouville form y dx. 
f is isomorphic to the restriction of K • to the complex whose modules are the kernels in the Koszul complex on 
This agrees with the intrinsic y-grading from the definition.
We write C i f,x for the stalk of C i f at x ∈ X (that is, we tensor with O X,x ) and denote the part of
In the stalk at x ∈ X we have pdim
, where the star denotes Hom OX (−, Ω n X (log f )). If f is strongly Euler-homogeneous (or if E is an Euler field for f with u+E(u) nonzero), Remark 2.10 implies that there is an
. Hence, C 
where ht x (φ) is the height of the ideal generated by φ.
Proof. The first part is clear as we calculate in a domain.
For the second part, suppose
sending the class of β to the class of β ′ and which we denote (−)
is graded in y and (−) ′ φ reduces degree by one. Thus, eventually
′ will be the zero class and so
. Now in a regular local ring, ht x (φ) is the largest i such that the Koszul cocomplex of φ on O X is exact in positions lower than i. By hypothesis on ht
is in the kernel of φ and, like
, and thus eventually of β = β (0) .
We make precise in the following definition the homological conditions we require from our divisors; U is an open set in X.
Definition 3.7. The section f ∈ O U is tame if for all i the projective dimension of Ω i U (log f ) over O U is at most i in each stalk. A divisor Y is tame if it allows tame defining equations locally everywhere.
Theorem 3.8. Suppose that either
• n ≤ 4, or • f is strongly Euler-homogeneous, Saito-holonomic, and tame. Then the logarithmic complex C • f is a resolution of the logarithmic ideal L f . Before we embark on the proof we collect some helpful facts. 
, well-defined for the same reasons that make L f independent of the choice of the coordinate system: the Jacobian matrix acts (via exterior powers) on Ω i U and (dually) on y dx.
f up to sign, and so surely E ⋄ α is nonzero.
Remark 3.11.
(1) As C i f,x is locally a summand of both
(2) The complexes C 
is a domain and y dx and df f are generically independent, y dx :
, a standard graded polynomial ring over a Noetherian regular local ring.
We shall make use of the Acyclicity Lemma of Peskine-Szpiro from [33] :
Theorem 3.13. Let 0 −→ Λ 0 −→ · · · −→ Λ t be a complex in the category of finitely generated modules over the Noetherian ring A such that pdim(Λ i ) ≤ i, and such that the non-vanishing cohomology modules H i (Λ • ) have depth zero for i < t. If t ≤ depth(A) then the complex is a resolution of its terminal cohomology group. Lemma 3.14. The logarithmic complex is a resolution of L f if n ≤ 4.
• φ are equal up to a twist. Since the ideal generated by φ has height at least 2, H i (C • f ) = 0 for i ≤ 2 by Lemma 3.6. This covers the case n ≤ 3.
In dimension 4, argue in the stalk at x ∈ X. The Acyclicity Lemma assures that the locus supporting cohomology of C • f,x cannot be zero-dimensional. Since the singular locus of the underlying reduced divisor is at most two-dimensional, the support of any cohomology class can be only one-or two-dimensional. Localizing at a height three prime of R leads to a complex to which the Acyclicity Lemma applies. For supporting primes p ⊆ R of height two, consider the graded components of the
X,x (log 0 f ))) and again the Acyclicity Lemma applies.
In higher dimension, the exact same methods allow to show that C • f has no cohomology at cohomological positions 3 or less. Strongly Euler-homogeneous Saitoholonomic divisors permit a general method of arguing that we call "logarithmic induction". Let x ∈ X be in a positive-dimensional logarithmic stratum σ. By Remark 2.6, there is an analytic coordinate change x x ′ near x transforming a neighborhood of x into C dim σ × C n−dim σ such that f is constant on the first factor. Let f ′ be the restriction of f to the second factor in the new coordinates, and denote by y y ′ the corresponding coordinate change in the cotangent variables. Then by Remark 3.4, near x the complex C 
Theorem 3.16. Let X be a complex manifold, and let Y be a strongly Eulerhomogeneous and Saito-holonomic divisor cut out by the global equation f ∈ O X . Consider the following conditions:
Then (1) implies (2) Since generically L f is a prime of height n−1, 
Conversely, suppose that f is not tame but C 
In a smooth point of f red , gr (0,1) (ann DX f s ) is prime of height n − 1. Hence, wherever L f locally contains a prime ideal of height n − 1, all three ideals are identical. This makes it very useful to know criteria that assure that L f is prime, compare Theorem 3.26 below.
For example, if in local coordinates f ∈ O U can be written as
where u is a unit and α i > 0 exactly when i ≤ k then Der U (− log f ) is generated locally by the vector fields
In particular, L f is prime on U and the previous paragraph applies: over all normal crossing points of f , all three ideals in (3.2) are one and the same complete intersection prime ideal of height n − 1. The same argument has been made more generally wherever f is free and quasi-homogeneous in [9] . Theorem 3.17. Let Y ⊆ X be a strongly Euler-homogeneous, Saito-holonomic, and tame divisor. Then
Proof. Again, we argue locally on U where f cuts out Y . By the discussion above, L f is prime over all smooth points of f red . We argue by induction on the strata of the logarithmic stratification Σ Y of the divisor Y = (f ). Suppose σ is an idimensional stratum and assume it has been shown over all strata of dimension larger than i that L f is prime. The local product structure discussed in Remark 2.6 implies that g in the remark inherits from f all hypotheses of the present theorem; compare Remark 2.8. We can therefore assume that σ is a point x and
If L f is not prime at the zero-dimensional stratum σ, it has a component primary to a prime ideal that contains the defining ideal of σ. Such component has dimension On the other hand, Saito-holonomicity is necessary: for the f from Remark 3.18, both L f andL f have dimension 7, but are generically (on X) of dimensions 6 and 5 respectively. ⋄ Remark 3.22. While the hypotheses of the above theorem apply to f if and only if they apply to f k (they have essentially the same logarithmic vector fields and Euler-homogeneities), it it not clear whether divisors with the same support are not necessarily simultaneously free or tame. It would be interesting to understand the exponents over an arrangement that make it free (or tame); note that this question can be extended to complex exponents and then relates to multivariate BernsteinSato constructions, [5] . For example, the generic arrangement xyz(x+y +z) is tame but not free, while (f 1 , . . . , f n ) of Jac(f ). Symmetric algebras and their homological properties have been studied intensively for decades, since they form an approximation to the Rees algebra of an ideal. Indeed, L f is the linear part (in our grading) of the kernel of the map that defines the blow-up of Jac(f ).
We record here what we have shown about the symmetric algebra.
Corollary 3.23. Consider the following hypotheses:
(1) n ≤ 4; (2) n ≤ 3; (3) f is strongly Euler-homogeneous, tame and Saito-holonomic.
Under either of these conditions, the regularity of the ideal L f with respect to the cotangent variables y 1 . . . , y n is one: the Jacobian ideal is of linear type. Under conditions (ii) and (iii), the symmetric algebra and the Rees algebra of Jac(f ) are Cohen-Macaulay domains.
Proof. It suffices to consider the local case and we work over O X,x [y]. Under any of the hypotheses stated, C
• f is a resolution of S/L f and each C i f has a free resolution whose maps are independent of y. The first claim follows from the fact that the differential in C
• f is linear in y. The second claim follows from Theorem 3.17 and 3.16 inasmuch as the symmetric algebra is concerned. If the Rees algebra were not to agree with the symmetric algebra, it would have to be of dimension less then n + 1 under our hypotheses. But that is not possible, since its projectivization must be dimension n.
Remark 3.24.
(1) The previous result generalizes Theorem 5.6 in [9] where freeness and quasi-homogeneity was assumed.
(2) We do not know any instance where C Lemma 3.25. For x ∈ C n let f ∈ R = O X,x , let P be a set of differential operators in ann DX,x (f s ) such that the ideal sum of L f,x with the ideal generated by gr (0,1) (P) contains a prime ideal of height n − 1. Then ann DX,x (f s ) is generated by Der X,x (− log 0 f ) and P.
Proof. By hypothesis, gr (0,1) (ann DX,x (f s )) contains a prime ideal of height n − 1. If gr (0,1) (ann DX,x (f s )) were not equal to this prime ideal, it would be of height n or more. This contradicts what we know over a smooth point of the reduced divisor, but all points have such points in every neighborhood. Hence gr (0,1) (ann DX,x (f s )) is this prime ideal and generated by the symbols of P together with L f .
If Q ∈ ann DX,x (f s ), then for suitable a δ , b P ∈ D X,x (almost all of them zero) we have gr (0,1) (Q) = δ∈DerX,x(− log 0 f )
For graded (in y) ideals in O X,x , such as the ideal generated by L f,x and the symbols of P, this can be arranged in such a way that the orders of any a δ · δ and b P · P are equal to the order of Q. Then Q can be reduced modulo D X,x (P, Der X,x (− log 0 f )) to an operator in ann DX,x (f s ) of lower order. By induction on this order, the lemma follows.
Theorem 3.26. If f ∈ O X is tame, strongly Euler-homogeneous and Saito holonomic then ann DX [s] (f s ) is generated by derivations. If X is the analytic space to a smooth C-scheme, this holds also in the algebraic category.
Proof. Locally, this follows from Theorem 3.17 and Lemma 3.25. So the containment of sheaves D X · Der X (− log 0 f ) ⊆ ann DX (f s ) is an isomorphism. Now note that algebraic f has algebraic derivatives; all syzygies between the derivatives of f will then be algebraic.
Milnor fiber cohomology
In this section, n ≥ 2. Set X = C n and let f denote a homogeneous polynomial of degree d in R n = C[x 1 , . . . , x n ]. In this section we exhibit a connection between certain elements of the Jacobian ring of a homogeneous (but not necessarily isolated) hypersurface singularity Var(f ) and the cohomology of its Milnor fiber M f at the origin. In many cases, these elements of the Jacobian ring are responsible for roots of the Bernstein-Sato polynomial b f (s); we outline a sufficient criterion.
If f has an isolated singularity at x ∈ X, Milnor established that the cohomology of M f,x is basically encoded in the residue ring of the Jacobian ideal, while Malgrange found in [29] an explicit connection between the Jacobian ring and the Bernstein-Sato polynomial. Namely: the Milnor fiber is a bouquet of µ = dim C (R n / Jac(f )) x many (n − 1)-spheres; (R n / Jac(f )) x can be viewed in a natural way as the cohomology group H n−1 (M f , C)}; if f is homogeneous at x then the roots of the reduced Bernstein-Sato polynomial are exactly {−(deg(g) + n)/d | g ∈ R n / Jac(f ).
Our first result, Theorem 4.3 generalizes the topological part to arbitrary homogeneous singularities. However, there are some obvious restrictions: the Jacobian ring is not Artinian in general, hence only parts of it can be responsible for cohomology classes on M f . The relevant part of R n / Jac(f ) is selected by a local cohomology functor and we connect it to Hodge-theoretic data on M f via logarithmic vector fields.
The second result, Theorem 4.7, is a partial generalization of Malgrange's discovery to (non-isolated) homogeneous singularities that the elements in the cohomology of M f coming from the Jacobian ring via Theorem 4.3 should give rise to roots of b f (s).
4.1.
The Milnor fiber and the Jacobian ring. Notation 4.1. We let x 0 = z denote a new variable, put F = (f − z d )z and S n = R n [z]. The corresponding homogeneous maximal ideals are denoted m = (x 1 , . . . , x n )R n and n = (x 0 , . . . , x n )S n . The projective scheme defined by F is denoted Y ⊆ P n .
We start with discussing the Jacobian ring of F , and then use a resolution of singularities to connect it to Hodge-theoretic information on M f . Remark 4.2. Let I be an ideal in a commutative ring R. We will make use of Grothendieck's local cohomology functors H • I (−), the right derived functors of the left-exact I-torsion functor H 0 I (−) := t Hom R (R/I t , −). For details we refer to [25] . ⋄
We have Jac(F ) = (z Jac(f ), (d + 1)z d − f )S n . As R n -module, S n / Jac(F ) is generated by the R n -independent cosets (z i mod Jac(F )) with 0 ≤ i ≤ d − 1. Observe that Jac(f ) is the R n -annihilator of (z i mod Jac(F )) if 1 ≤ i ≤ d − 1, and that the R n -annihilator of (1 mod Jac(F )) is f ·Jac(f ). Then, as graded R n -module,
Let Z ⊆ n i=0 S n · e i be the syzygy module on the partial derivatives
It follows that, as graded modules,
n (Z). The module Der Sn (− log 0 F ) of derivations annihilating F inherits a natural grading via deg(
Since F is homogeneous, the Euler derivation E = n i=0 x i ∂ i is in Der Sn (− log F ), and there is a splitting S n · E ⊕ Der Sn (− log 0 F ) ∼ = Der Sn (− log F ). Since S n · E is free and n ≥ 2, the splitting gives
The differential forms Ω Sn (log E F ) ∼ = Ω n Sn (log 0 F ) is the contraction of Ω n Sn (log F ) with E; this surjection is dual to the inclusion Der Sn (− log 0 F ) ֒→ Der Sn (− log F ) under the above identification. Hence there is an induced graded isomorphism [19] .
Pasting together all previous identifications,
The proof of our main result on H is driven by logarithmic vector fields: Theorem 4.3. Let f ∈ R n be homogeneous, n ≥ 2. Then there is a natural injection
Proof. LetΩ 
Let now π : (P, Y ′ ) −→ (P n , Y ) be an embedded resolution of singularities, P smooth and π * (F ) having simple normal crossings. Since the singularities of F are inside Var(z), one can arrange that P and P n agree where z = 0. By Lemma 6.2, π * (Ω
P n (log Y ) and so the Leray spectral sequence induces an embedding
Consider for the moment a smooth projective variety W with a simple normal crossing divisor V = V i and a distinguished (full) component V 0 (such that V −V 0 has no support along (V 0 ) red ). Then, by [21, Properties 2.3] there is a short exact sequence of sheaves
With i = n − 1, it induces a long exact sequence
Deligne's theory [16, 17] implies that
Here, V − V 0 is the difference of divisors, W V the set-theoretic difference. The situation we are interested in is when W = P, V = Y ′ , and V 0 is the strict transform of Div(f −z d ). In that case, W (V −V 0 ) is affine space C n = P n Var(z) while V 0 (V − V 0 ) is the smoothly compactified Milnor fiber minus the part at infinity, hence exactly M f . In the 4-term exact sequence (4.1) above, the leftand right-most terms are zero as C n is contractible; we obtain a monomorphism
4.2.
Bernstein-Sato roots from the Jacobian ring.
Notation 4.4. Here, f ∈ R n = C[x 1 , . . . , x n ] as before, but we write T n = R n [t] and denote the rings of C-linear differential operators on R n and T n by D n and W n respectively.
We briefly describe some material from [41] .
Notation 4.5. We write dx for dx 1 ∧ . . . ∧ dx n and dx i for dx 1 ∧ . . .
For homogeneous f ∈ R n of degree d, the group H n−1 (M f , C) can be identified
In particular, there is a natural map R n −→ U given by the composition R n −→ H 1 f −t (T n ) −→ U which turns out to be surjective. Moreover, under the isomorphism of U with the de Rham incarnation of
g to the class of gω where ω = n i=1 (−1) i x i dx i /f , compare the proof of Lemma 4.11 in [41] .
Any nonzero class g ∈ U of a homogeneous g ∈ R n contains a representative of minimal degree under the degree function 
If it is in the socle then it is annihilated bỹ
More generally, if m k kills the class of (s + 1)g in
Remark 4.6. It has been shown by Malgrange [29] that the
We do not know whether the elements in R n which mul- (f s ))∩R n contains Jac(f ) properly is very interesting, and hard. It involves infinitely many increasingly complicated differential equalities. The first interesting one is the following elementary problem, still open as far as we know: let A be an n × n matrix with entries in R n such that i,j a i,j f i f j = 0 where f i,j is the second derivative; then i,j a i,j f i,j should be in Jac(f ). One can reduce to symmetric A, and the claim is correct for isolated singularities as well as strongly Euler-homogeneous free divisors. ⋄
We return to our class of gω in H n−1 (M f , C). The degree of any other homogeneous representative g ′ ω of this class, g ′ ∈ R n , differs from that of gω by a multiple of d, and the class gω is in the monodromy eigenspace to the eigenvalue exp(2πi(n + deg(g))/d).
We now recall some results of Malgrange from [30] . Let N f be the
s and, because of the Leibniz rule, permits a
such that exp(−2πit∂ t ) corresponds to the monodromy operator. However, this might fail in certain cases. The potential problem comes from the fact that distinct roots of b f (s) that differ by integer values might conceivably correspond to non-trivial Jordan blocks in the monodromy. (While [30] lists an example to this account, it does appear that there is an error in the example: the top cohomology of the Milnor fiber is only one-dimensional in the example).
By [30, 26] there is a submodule
under which the action of exp(−2πit∂ t ) on the former module agrees with the monodromy action on the latter. Indeed, one can use N ′ ⊆ t 1−n N f since −n is a lower bound for the roots of b f (s). The construction is as follows. Decompose t 1−n N f /tN f into generalized t∂ t -eigenspaces V λ (where t∂ t − λ is nilpotent). Then take N ′ to be the preimage in t 1−n N f of the sum of the V λ with λ > −1. The eigenvalues of the action of t∂ t on N ′ /tN ′ and N /tN are the same up to a shift by an integer. It follows that an element of N f /tN f that survives to H n−1 dR (M f , C) and there belongs to monodromy eigenvalue µ was in the generalized λ-eigenspace for the t∂ t -action in N f /tN f with exp(−2πiλ) = µ.
In particular, if a homogeneous polynomial g ∈ R n ⊆ D n ⊆ W n survives to H 
Indeed, the conditions imply that Theorem 4.3 applies, that the coset of (s + 1)g is annihilated in N ′ /tN ′ by an expression involving the pronounced root, and that the monodromy considerations can be used to show that the pronounced root is necessary. ⋄
Hyperplane arrangements
In this section we consider hyperplane arrangements A ⊆ C n defined by
where the L i are (not necessarily homogeneous and not necessarily distinct) polynomials of degree one. Arrangements form an interesting class of strongly Eulerhomogeneous and Saito-holonomic divisors. The canonical Whitney stratification, the logarithmic stratification, and the stratification by multiplicity all agree for arrangements. Let D n be the n-th Weyl algebra R n ∂ and set as before
5.1. The differential annihilator. A conjecture of Terao [38] states that ann Dn (1/f A ) be generated by derivations for every hyperplane arrangement. In [12] it is shown that for locally weakly quasi-homogeneous free divisors Div(f ) (which includes free arrangements), ann Dn (1/f k ) is generated by derivations for k ≫ 0, compare also [32, Rem. 1.7.4]. Terao's conjecture was affirmed for generic arrangements by Torrelli, who also raised the corresponding question about the generic annihilator ann Dn (f s A ) [39] . Related results are contained in [24] . We establish here affirmative answers to both problems in a large class of examples, but disprove the generic version of Terao's conjecture. 
It is therefore of interest to know the structure of such modules.
For all locally quasi-homogeneous free divisors f ∈ R n , the D n -annihilator of the section 1 of the D n -module R n [1/f ] is at any point generated by derivations, see [11] . A prerequisite for such generation by derivations is that b f (s) have no negative integer roots outside s = −1, as is the case for hyperplane arrangements, [41, Thm. 5.1]. It turns out, this condition is not sufficient, even for arrangements, see Example 5.6 below. Nonetheless, the derivations are never too far from the annihilator for an arbitrary arrangement as we show now.
Lemma 5.3. For any arrangement A there is a finite list Q of rational numbers such that if α − N is disjoint to Q then ann Dn (f α A ) is generated by derivations. Proof. We shall show inductively the following claim, which implies the lemma. We denote ann
Claim. For each logarithmic stratum σ of Var(f ) there is a polynomial b
Granting the Claim, the lemma follows with Q as the root set of
which is thus generated by derivations.
The Claim is clear in the tame case. By logarithmic induction we can assume that the claim holds along all positive-dimensional strata of the logarithmic stratification of the arrangement. We can now assume that f A is central and thatb(s)
is supported only at the origin. Since s acts through the Euler operator, it follows that this module is D n -coherent and hence holonomic. Let P be in the socle Σ of this quotient module; since the generators of ann
can be taken to be homogeneous relative to the grading x 1, ∂ −1, s 0, we can assume P to be homogeneous. Then P is annihilated byẼ = n i=1 ∂ i x i , while calculation reveals that alsoẼ · P = P · (ds + n − deg(P )). Since a D n -module supported at the origin is generated by its socle,b(s) lcm P ∈Σ (ds + n − deg(P ))
. By construction and Kashiwara's theorem, the roots of this polynomial are in Q.
Remark 5.4. The lemma and its proof is also correct for Saito-holonomic divisors with local quasi-homogeneities a i x i ∂ i that associate non-vanishing local degrees to the defining equation. ⋄ Definition 5.5. For an arrangement A , we let b log A (s) be the monic minimal polynomial in Q[s] that annihilates
Example 5.6 (The bracelet). Consider the central arrangement
The module Der X (− log 0 f A ) is generated by four derivations whose coefficients are all cubics in x. The module Ω 1 X (log 0 f A ) has also four generators, and a minimal free resolution of the form 0
In particular, A is not tame: pdim Ω 1 (log f A ) = 2. The only non-tame point is the origin. Hence, the ideal L f A is prime in all points with at least one nonzero x-coordinate. However, it has a 4-dimensional component over the origin and in particular is not Cohen-Macaulay.
Outside the origin, ann Dn (f s A ) is generated by derivations, but this is false at the origin: ann Dn (f s A ) is generated by Der X (− log 0 f A ) and a (long) operator P of order 2 and degree 4 (in x). While there is no computer algebra system that can compute ann Dn (f s A ) directly, we can infer this from Lemma 3.25: the lead term (under the order filtration) of P , together with L f A , generates a prime ideal. It
For an arrangement A and a complex number α, consider the largest number α − i, i ∈ Z, such that ann Dn (f
) is generated by derivations for all j ∈ N. This "derivation index of f α " should be related to the smallest root in α + Z of the b-function of f on D n · f α . Terao's conjecture says that the derivation index of f 0 A is, if integral, exactly −1. ⋄ From our theory, the following interesting question has a positive answer for all divisors that fit Theorem 3.26, but experimentally it is also correct for the bracelet (see Example 5.6) and the divisor xy(x + y)(x + zy):
Question 5.8. Is gr (0,1) (ann Dn (f s )) always prime?
The only candidate for the prime ideal is the defining ideal of the (closure in T * C n of the) union (over α) of all conormals to Var(f − α).
5.3.
Bernstein-Sato polynomials and combinatorics. The Bernstein-Sato polynomial b f (s) of a polynomial f ∈ R n is the monic generator of the ideal
It is a difficult and long-standing problem to determine the Bernstein-Sato polynomial of an arrangement f A . While the case of a generic arrangement is completely understood (see [41, 36] ), even in dimension three it is very mysterious how the singularities of the arrangement contribute to the roots of the Bernstein-Sato polynomial, although of course a partial answer is given in Section 4 above. The Bernstein-Sato polynomial of an arrangement is more constrained than that of a general divisor. For example, all its roots have to be in the interval (−2, 0), and one can read off the possible denominators of the roots directly from the arrangement by [37, Thms. 1+2] . A natural question in the context of arrangements is to what extent the intersection lattice governs the Bernstein-Sato polynomial. The following example indicates that one ought to ask a more refined question.
Example 5.9. Let P 1 , . . . , P 6 be six points in P 2 and let A be the arrangement of 9 planes in C 3 given as the union of the hyperplanes G i,j passing through P i and P j for i − j = 1 mod 6 or i − j = 3 mod 6. The arrangement is sketched as the black (dotted and solid) lines below. We assume that the points are sufficiently generic to make all 9 lines distinct, and so that the only triple points are the P i . Let J = Jac(f ).
Note that given three homogeneous linear forms (1) pass through the points P 7 = G 1,2 ∩ G 3,4 and P 8 = G 1,4 ∩ G 2,3 ; (2) pass through the points P 1 , P 2 , P 3 , P 4 and in each of them have the correct tangent. (For example, the tangent at P 1 must be the conjugate line of G 6,1 relative to G 1,2 and G 1,4 ).
The vector space of cubics that passes through P 1 , P 2 , P 3 , P 4 , P 7 , P 8 is 4-dimensional. If P 5 and P 6 are in generic position, the tangent conditions at P 1 , P 2 , P 3 , P 4 on c are independent and so no suitable c exists. Suppose P 1 , . . . , P 5 are in generic position and fixed, and suppose we have chosen the tangent direction for c at P 3 . This, with the previous choices, determines a cubic with a tangent at P 1 that we cannot control. The conjugates of the tangents of c at P 1 (relative to G 1,2 and G 1,4 ) and P 3 (relative to G 2,3 and G 3,4 ) yield a unique point P 6 for which the conditions (1) and (2) above are satisfied.
Hence, with P 1 , . . . , P 5 fixed, the choices for P 6 that make the conditions (1) and (2) solvable form a curve q, and this curve meets any line through P 3 in exactly one point other than P 3 . Choosing lines through P 3 that pass nearby P 1 one sees that P 1 lies on q and q is smooth there, with tangent given by the conjugate to the line through P 1 and P 3 relative to G 1,2 , G 1,4 . By symmetry, a similar statement holds at P 3 .
Now pick a P 6 on q but generic otherwise, keep P 1 , P 2 , P 3 , P 4 fixed, and move P 5 on q. The cubic c can then not change, since P 1 , . . . , P 4 , P 6 pin it down. By the same reasoning as before, q passes through P 2 , P 4 and is smooth in both points.
Finally, keep P 1 , . . . , P 5 fixed and degenerate P 6 into P 5 . In order to have an element
(1) pass through the points P 7 = G 1,2 ∩ G 3,4 and P 8 = G 1,4 ∩ G 2,3 ; (2) pass through the points P 1 , P 2 , P 3 , P 4 and in each of them have the correct tangent.
Because of the degeneration, the direction of G 5,6 can be chosen freely and this added degree of freedom makes the problem solvable.
In summa, for generic choices of P 1 , . . . , P 5 there is an element
if and only if P 6 is a generic point on a curve q which satisfies: P 1 , . . . , P 5 ∈ q; q meets a generic line through P 1 in exactly one other point; q is smooth at P 1 . In other words, q is the unique quadric through P 1 , . . . , P 5 .
To be explicit, one can verify with Macaulay 2 that one may take G 1,2 = 2x+y+z, G 2,3 = x + y + z, G 3,4 = 2x + 3y + 4z, G 4,5 = z, G 5,6 = x + 3z, G 6,1 = y, G 1,4 = 2x + 3y + z, G 2,5 = x and G 3,6 = x + 2y + 3z. Then q = 2x 2 + 3xy + 7xz + 3yz + 3z On the other hand, f A is tame, no matter whether its vertices lie on a quadric. Thus, ann Dn[s] (f s ) is generated by the Euler relation and the logarithmic vector fields that kill f A . For any polynomial q(s)
One can show by the aid of a computer [23] x that a q ⊇ m 12 if q(s) = (s + 1)(s + 2/3)(s + 3/3)(s + 4/3)
(s + i/9); the first four factors are local to any flat of A that corresponds to a triple point of PA while the product collects candidate roots at the origin. By [41, Lem. 2 
. It follows that −16/9 is in the generic case not a root of b f A (s).
Since the intersection lattice of A is the same for degenerate and generic A , the Bernstein-Sato polynomial of an arrangement is not a function of the intersection lattice: differential invariants remember finer structure. ⋄ Remark 5.10. M. Saito remarked the following upon Example 5.9. Since the singular loci of the arrangements f A in the example are 1-dimensional, and since further the critical root −16/9 has no chance to be root of a local Bernstein-Sato polynomial outside the origin in any case, it follows from [36] that −16/9 is a root of b f A (s) if and only if 16/9 contributes to the pole order spectrum. However, by [20] , one can compute this directly from the Hilbert series of H 0 m (R 3 /J), of R 3 /J and of the Koszul homology groups of the derivatives f 1 , f 2 , f 3 on R 3 . In particular, computations with Macaulay 2, [23] , confirm the conclusions of Example 5.9. ⋄ It would seem natural to conclude that for an arrangement the Bernstein-Sato polynomial is not determined by linear information. However, it is our opinion that one should refine the intersection lattice and stick to linear data. 
The component S of L A sufficient condition is that the (coset of the) element 1 ∈ R n be nonzero in the vector space U f ∼ = H n−1 (M f , C), see [41, Thm. 4.12] . We do not know of significant classes of singularities where this topological version of the question has been answered.
Recall that an arrangement A is indecomposable if there is no coordinate system in which f A factors into two polynomials in disjoint sets of variables. It was conjectured in [7] that for every indecomposable reduced central arrangement the above question has a positive answer. Our structural results about ann DX (f s ) now enable us to prove that most arrangements satisfy this "n/d-Conjecture". Theorem 5.13. Let A be a central indecomposable arrangement (reduced or otherwise) with defining equation
If, in addition, ann Dn (f s A ) is generated by derivations then b f A (−n/d) = 0.
Proof. As f A is homogeneous, Der X (− log 0 f A ) and ann Dn (f s A ) are graded modules. The fact that f A is indecomposable implies that there are no logarithmic derivations of x-degree zero. Namely, if δ = n 1 c i ∂ i were such a degree zero logarithmic derivation with c i ∈ C, then a judicious change of coordinates transforms δ into δ ′ = ∂ 1 . But if this were to annihilate the transformed A , then A should not be essential, and in particular decomposable.
We may restrict attention to homogeneous derivations. Observe that derivations of x-degree greater than one are always in D n · x since the degree of the coefficient exceeds the order of the operator. It follows that we only need to consider derivations δ that annihilate f and are of x-degree one. Such δ can be written as δ = x T B∂ for a suitable square matrix B. Restricting its domain, one may interpret δ also as a linear operator on
so that B represents both δ and this linear transformation on V .
In particular, the sum of the eigenspaces of δ on V is all of V , as A is essential. It follows that B is diagonalizable. Since a coordinate change x ′ = Ax on C n incurs the coordinate change ∂ x ′ = A −T ∂ x on T * (C n ) 0 , it follows that diagonalizing B can be achieved by an appropriate coordinate change in C n . In the right coordinates δ = n 1 w i x i ∂ i . Then, however, the condition δ • (f ) = 0 is a non-standard quasi-homogeneity of f in the sense that not all w i are equal. We show that this can't be happening.
Claim. An arrangement with a non-standard quasi-homogeneity δ is decomposable.
Proof. In a Z-graded domain, the product of two expressions is δ-homogeneous precisely if the factors are. It follows that each defining hyperplane of the arrangement inherits the homogeneity δ. But a linear form is δ-homogeneous if and only if all variables occurring in that form have the same δ-degree. We have w i = δ(x i )/x i ∈ C. Since δ is non-standard, the decomposition {x 1 , . . . , x n } = {x i | w i = w 1 } ⊔ {x j | w i = w 1 } is nontrivial; the induced factorization shows that A is decomposable.
Claim
Returning to the proof of the theorem, indecomposable arrangements are not annihilated by logarithmic derivations of degree one and it follows that ann Dn (f
Under the assumptions for the second claim we have proved thus the existence of a map
Pick a coset −1 )-graded we may assume that P is (1, −1)-homogeneous. We calculate sP = P s
. So the Bernstein-Sato polynomial of A has to be a multiple of (n + ds).
Recall the Strong Monodromy Conjecture from the introduction. For convenience, we introduce the following abbreviation from [39] .
Notation 5.14. If ann DX (f s ) is generated by derivations, we say that f satisfies condition (A s ).
Corollary 5.15. An arrangement (reduced or otherwise) with property (A s ) satisfies the Strong Monodromy Conjecture. Specifically, this is true for tame arrangements.
Proof. Arrangements allow for a combinatorial resolution of singularities, which makes the computation of the candidate poles of the topological zeta-function straightforward. This was used in [6] to show that the Strong Monodromy Conjecture for reduced arrangements boils down to the n/d-Conjecture for reduced arrangements. A closer inspection shows that this specific statement does a) not require reducedness of the divisor, and b) actually shows that for an arrangement A (reduced or otherwise) to satisfy the Strong Monodromy Conjecture it is sufficient to know that each indecomposable full subarrangement of A satisfies the n/d-Conjecture. Here we say that a subarrangement A ′ is full if for some flat of A the arrangement A ′ consists of exactly the hyperplanes passing through the flat, and the multiplicity of each hyperplane occurring in A ′ is its multiplicity in A . The property (A s ), as well as tameness, is inherited from any arrangement A with this property to each of its full subarrangements, as one sees from localizing at the respective flat. Suppose A has (A s ). By Theorem 5.13, all its indecomposable full subarrangements satisfy the n/d-Conjecture and so by the previous paragraph A satisfies the Strong Monodromy Conjecture.
The last claim of the theorem follows then from Theorem 5.2.
Remark 5.16.
(1) By the previous result, all arrangements in dimension three satisfy the Strong Monodromy Conjecture. For reduced arrangements, this was shown in [7] . (In fact, [37] proves an even stronger form for reduced rank three arrangements: the product of Z f (s) · b f (s) is a polynomial). Their approach to showing that the n/d-Conjecture holds in the requisite cases is totally different from ours. We do not know how to generalize their method to the non-reduced situation.
(2) Using Macaulay2 one verifies (by showing that the "long operator" in Example 5.6 is in D n · x) that the bracelet satisfies the n/d-Conjecture and hence the Strong Monodromy Conjecture, even though it fails (A s ).
(3) Consider f A = (x 3 + 2y 3 )(z 8 − w 8 )(x + z + w). Veys informs us that this arrangement does not have −n/d = −1/3 as pole in the topological zeta function, and −1/3 can also not be created as pole of more general integrals in the sense of [2] . Nonetheless, f A is tame and so ann Dn (f s A ) is generated by derivations wherefore the n/d-conjecture holds, and so −1/3 is a root of the Bernstein-Sato polynomial. ⋄ 6. Appendix: Logarithmic derivations under blow-ups Notation 6.1. Let X be a smooth scheme over C, with subschemes C ⊆ Y ⊆ X. Assume that C is smooth and denote by I C ⊇ I Y the ideal sheaves. We say that a derivation on X is logarithmic along a subscheme V defined by I V if δ(I V ) ⊆ I V .
Let π : X ′ −→ X be the (smooth) blow-up of X at C and denote Y ′ ⊆ X ′ the total transform of Y . (1) An element of Der X lifts to X ′ if and only if it is logarithmic along I C ; we have π * (Der X ′ ) = Der X (− log I C ).
(2) If Y has no component in C, I Y : I C = I Y , then π * (Der X ′ (− log π * (Y ))) = Der X (− log C) ∩ Der X (− log Y ).
Proof. Again, we assume that X is smooth and affine, and that codim X (C) ≥ 2. Set R = Γ(X, O X ) and write C = Var(I C ).
By shrinking X we can assume that k = codim(C, X) and I C = (f 1 , . . . , f k )R ⊆ R where the f i form a regular sequence in any order. Let δ ∈ Der X be logarithmic along C. Since δ • (I C ) ⊆ I C , it induces a derivationδ of t-degree zero on the Rees ring R = R(R, I C ) = i∈N (I C t)
i . Lemma 6.5. Let R be a domain, and let f 1 , . . . , f m , g 1 , . . . , g m ′ be a regular sequence in every order on R. Write f = f 1 , . . . , f m and g = g 1 , . . . , g m ′ .
Derivations of t-degree
Suppose P (x) ∈ R[x 1 , . . . , x m ] is homogeneous of degree k and satisfies P (f ) ∈ Rg. Then there exists Q ∈ R[x 1 , . . . , x m ], homogeneous of degree k, with P (f ) = Q(f ) and Q(x) ∈ gR[x].
Proof.
(1) If m = 1 then we have rf k ∈ Rg and so regularity implies that the lemma holds in that case.
(2) If P is linear, r i f i ∈ Rg and so r m ∈ R(g, f <m ) can be written as b j g j + i<m a i f i . Rewriting, we obtain P (f ) = <m r i f i +r m f m = <m r i f i + <m f m a i f i + f m b j g j = i<m (f m a i + r i )f i + f m b j g j ∈ R(f <m,g ). By induction on m, there is a linear polynomial Q ′ (x 1 . . . , x m−1 ) over R with coefficients in Rg which when evaluated at f <m yields i<m (f m a i + r i )f i . But then P (f ) = Q ′ (f <m ) + f m b j g j and the lemma follows in this case. (3) The general case. We use induction on m. Consider the stratification of the monomials of degree k into the following subsets: S m = {x k m }, S j = {monomials in x ≥j } S j+1 for 0 < j < n. So S j is the set of monomials in R[x j , . . . , x m ] divisible x j . We are going to construct a sequence of polynomial identities (j) :
>j (x) such that the following hold: P (j)
ℓ (x) is a sum of monomials indexed by S ℓ ; P (j) >j (x) ∈ gR[x j+1 , . . . , x m ]; P (j) (f ) = P (f ) for all j.
For j = m, take for P <j (x) is automatically in the ideal generated by x <j , so evaluation at x = f gives P (j) j (f ) = P (f ) − P (j) <j (f ) − P (j) >j (f ) ∈ R(g, f <j ). Given identity (j) we now construct identity (j − 1) with the corresponding properties. As x j divides P (j)
j (f )/f j ) implies by regularity that P (j) j (f )/f j ∈ R(g, f <j ). As the polynomial P (j) j (x)/x j ∈ R[x ≥j ] is homogeneous of degree k − 1, the inductive hypothesis asserts the existence of a homogeneous polynomial of degree k − 1 in x j , . . . , x m with coefficients in R(g, f <j ) and which evaluates at f to P It follows that from identity (m) above we can proceed to identity (0). However, then P (0) (x) = P
>0 (x) ∈ gR [x] . We now show the existence of an embedded resolution of singularities that is particularly well adapted to computing with logarithmic vector fields.
I am indebted to Viktor Levandovskyy for help with some computations using Plural.
