Abstract-Recently, multi-issue closed negotiations have attracted attention in multi-agent systems. In particular, multitime and multi-lateral negotiation strategies are important topics in multi-issue closed negotiations. In multi-issue closed negotiations, an automated negotiating agent needs to have strategies for estimating an opponent's utility function by learning the opponent's behaviors since the opponent's utility information is not open to others. However, it is difficult to estimate an opponent's utility function for the following reasons: (1) Training datasets for estimating opponents' utility functions cannot be obtained. (2) It is difficult to apply the learned model to different negotiation domains and opponents. In this paper, we propose a novel method of estimating the opponents' utility functions using boosting based on the least-squares method and nonlinear programming. Our proposed method weights each utility function estimated by several existing utility function estimation methods and outputs improved utility function by summing each weighted function. The existing methods using boosting are based on the counting method, which counts the number of values offered, considering the time elapsed when they were offered. Our experimental results demonstrate that the accuracy of estimating opponents' utility functions is significantly improved under various conditions compared with existing utility function estimation methods without boosting.
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I. INTRODUCTION
In multi-agent system research, automated negotiation is playing an important role [1] [2] [3] [4] . Achievement of the automated negotiating agent will enable several independent and autonomous agents to automatically negotiate and act cooperatively in the case of conflict among them. Additionally, development of automated negotiating agents for realistic situations has the potential to support negotiations among people and achieve decision-support systems.
The latest Automated Negotiating Agents Competition (ANAC) [5] focused on the three-party multi-issue closed negotiation problem, assuming a case where negotiation is conducted by three or more agents. It also considered the realistic negotiation model, such as the discount factor and adoption of realistic negotiation scenarios. In addition, multitime negotiations, which can utilize past negotiation records by repeating negotiations with the same agent in the same domain, have also attracted attention. By saving bid information exchanged in the past and utilizing the saved information in the next negotiations with the same domain, an agent can estimate the opponent's utility function more accurately by using machine learning. For example, when the opponent makes the same offer many times, it is likely to be an effective bid for the opponent. On the other hand, the bid in the final stage for making agreements may indicate the lowest utility to make agreements for the opponent. It is important to learn an opponent's negotiation strategy appropriately and to utilize the learned model in one's own negotiation strategy to conduct the negotiation with advantage.
To proceed negotiations with advantage, it is important to learn an opponent's negotiation strategy appropriately and to utilize the learned model for one's own negotiation strategy. For these purposes, a method was proposed of predicting how the opponent will compromise in the future as time elapses by evaluating the bids proposed by the opponent using TrAdaboost [6] . Despite some existing methods for estimating an opponent's utility function, further improvement of estimation accuracy is still important [7] . This paper proposes a novel method to improve the estimation accuracy, assuming three-party multi-time closed negotiation problems. Our proposed method combines several existing utility function estimation methods using boosting [8] based on the least-squares method and nonlinear programming. The existing methods to be used with boosting are based on the counting method, which counts the number of values offered, considering the time elapsed when they offer bids [9] . Utility functions that are suitable for opponents and domains can be estimated appropriately as our proposed method can combine several utility function estimation methods by adding weights and summing them up appropriately using boosting.
Experiments evaluating our proposed utility function estimation method are conducted. We demonstrate that our proposed method can estimate more accurately compared with the existing methods in many cases.
The rest of the paper is organized as follows. First, we describe the multi-issue closed negotiation problem. Next, we propose an estimation method of opponents' utility functions using boosting. Then, the proposed utility function estimation methods will be evaluated. Finally, we present our conclusions.
II. RELATED WORKS
This paper focuses on research in the area of multi-issue closed negotiation, which is an important class of real-life negotiations. Closed negotiation means that opponents do not reveal their preferences to each other. Negotiating agents designed using a heuristic approach require extensive evaluation, typically through simulations and empirical analysis, since it is usually impossible to predict precisely how the system and the constituent agents will behave in a wide variety of circumstances. Motivated by the challenges of bilateral negotiations between people and automated agents, the Automated Negotiating Agents Competition (ANAC) was organized in 2010 [10] to facilitate research in the area of multi-issue closed negotiation.
The followings are the competition's declared goals: (1) to encourage the development of practical negotiation agents that can proficiently negotiate against unknown opponents in a variety of circumstances; (2) to provide a benchmark for objectively evaluating different negotiation strategies; (3) to explore different learning and adaptation strategies and opponent models; (4) to collect state-of-the-art negotiating agents and scenarios and make them available to the wider research community. The competition was based on the GENIUS environment: the General Environment for Negotiation with Intelligent multi-purpose Usage Simulation [11] .
By analyzing the ANAC results, the stream of the ANAC strategies and the important factors for developing the competition have been shown. Baarslag et al. presented an indepth analysis and the key insights gained from ANAC 2011 [12] . This paper mainly analyzed different strategies using the classifications of agents with respect to their concession behavior against a set of standard benchmark strategies and empirical game theory (EGT) to investigate their robustness. It also showed that even though the most adaptive negotiation strategies are robust across different opponents, they are not necessarily the ones that win competitions. Furthermore, the EGT analysis highlights the importance of considering metrics.
Chen and Weiss proposed a negotiation approach called OMAC, which learns an opponent's strategy to predict the future utilities of counteroffers by discrete wavelet decomposition and cubic smoothing splines [13] . They also presented a negotiation strategy called EMAR for such environments that relies on a combination of Empirical Mode Decomposition (EMD) and Autoregressive Moving Average (ARMA) [14] . EMAR enables a negotiating agent to acquire an opponent model and to use it to adjust its target utility in real time on the basis of an adaptive concession-making mechanism.
Williams et al. proposed a novel negotiating agent based on Gaussian processes in multi-issue automated negotiation against unknown opponents [15] . Baarslag et al. focused on the acceptance dilemma; accepting the current offer may be suboptimal, since better offers might still be presented [16] .
Kawaguchi et al. proposed a strategy for compromising the estimated maximum value based on estimated maximum utility [17] . Even though these papers made important contributions for bilateral multi-issue closed negotiations, they failed to deal with multi-time negotiations that learn and reuse the past negotiation sessions. After that, Fujita [18] proposed a strategy focusing on multi-time negotiations and proposed a compromising strategy by adjusting the speed of reaching agreements using the Conflict Mode.
However, the above strategies are mainly focused on bilateral negotiation only. In real life, negotiation problems should assume multiparty situations. In this paper, we focus on multitime negotiations using machine-learning technique. 
III. MULTI-ISSUE CLOSED
In this paper, the normalized time in the range of t ∈ [0, 1] is used. t = 0 means the starting time of the negotiation, and t = 1 means that the negotiation was past the deadline. Some domains have discount factors (DF) and reservation values (RV). As the discount factor d, the actual utility that can be actually acquired is reduced according to time t as shown in Equation 2. The reservation value is the minimum utility acquired in this domain where agreement is not achieved, and the discount factor is applied to the reservation value.
In this paper, we consider Stacked Alternating Offers Protocol (SAOP) [19] , which extends the application of Alternative Offers [20] from bilateral negotiations to three-party or more cases. Flow of SAOP is shown in Fig. 1 . We consider the case in which Agents A, B, and C conduct a negotiation. In SAOP, each agent takes action always in the order of agent A, agent B, and agent C. At the beginning, agent A proposes a bid to agent B. Next, agent B takes one of the following actions to agent C.
• Offer: Rejecting the previous bid and proposing a new bid.
• Accept: Accepting the previous bid.
• EndNegotiation: Ending the negotiation without any agreement. Afterwards, agent C takes a new action to agent A, and each agent will proceed in turn. In SAOP, negotiations will be continued until the following conditions are satisfied.
• All agents accept the bid, except for the one who offered it.
• Negotiation deadline passes before agreement was reached.
• One of the agents terminates the negotiation by selecting EndNegotiation. The negotiation is successful only when all agents have accepted the bid except for the one who offered it. All actions by the agents are shared by all agents. When the negotiations are conducted several times under the same opponent and the same profile, the bid and the time of the proposal can be taken over. Therefore, the opponent's strategy and the opponents' utility functions can be estimated by machine learning and so on.
IV. ESTIMATION OF OPPONENT'S UTILITY FUNCTIONS
USING BOOSTING We propose a novel method of estimating opponents' utility functions using boosting based on the least-squares method and nonlinear programming. The proposed method focuses on negotiations that are repeated several times for the same opponent under the same domains.
A. Estimation Method of Opponent's Utility Function by Counting
Ikarashi et al. proposed a method of estimating opponents' utility function by counting the number of values offered, considering the elapsed rounds [9] . However, the relationship of the actual elapsed time and rounds elapsed is affected by the machine performance. Therefore, we modified the estimation method to use the normalized time in the range of [0, 1] as variables for weight addition, not the number of rounds as used in the existing works: (1) Unweighted: among v 1 , ..., v m was proposed or not (m is the number  of values in the domain) . Although weight addition based on logarithmic function was also included in the existing method, it was removed in the proposed method to prevent the evaluation value from being negative since the time is in the range of [0, 1].
B. Estimation Method of Opponent's Utility Function using Boosting
We propose a novel method of estimating an opponent's utility function by weighting the existing utility function estimation methods (called learner) and summing each weighted learner. This method only works when the negotiations under the same opponents and domains are repeated.
Initialization: Against N learners, the weighting vector of the learner W = {w 1 , ..., w N +1 } is prepared. The value of each element is initialized as
N +1 } for saving the utility calculated by the learners is prepared.
Step 1: The estimated utility of offered bids by each learner
, and L is added to B (R) respectively as {b
N +1 } (r is the number of received bids from the beginning of the negotiation to now). The learner L N +1 is a bias that outputs all value evaluations as 1. This bias has the following roles in the process of boosting: (1) Prevention of selecting specific learners only: The weight is unevenly added to one learner in some cases without the bias when the output curves of all learners are lower than the compromising model curve C(t) in nonlinear programming in Step 2. The uneven addition of learner's weight can be prevented by introducing the bias. (2) Correction to the value with low evaluation: The utility function estimation methods based on counting have a tendency to consider the value including a small number of proposals as an extremely low score. By adding the bias, the extremely low value evaluation can be corrected.
Step 2: Solve Equation 3 using nonlinear programming and set the solution as learner's weight (W = {w 1 , ..., w N +1 }).
w j ≥ 0(j = 1, ..., N + 1)
The first line of Equation 3 is a squared error between b (i) j , which is the utility estimated using the learner L j weighted by w j and the utility by the compromising model curve C(t) in the time t. The compromising model curve C(t) means the function of time t that predicts how the utility of the opponent's bids will compromise its own utility in the future. Most of the agents' strategies try to compromise as time elapses. Therefore, we consider the compromising model curve as the function in which the utility [0, 1] will be reduced as time t increases. We set the maximum w N +1 as 1 N +1 to prevent it from being too large.
Step 3: The output learner L w is obtained by summing each weighted learner as Equation 4 .
In the experiments on estimating the opponents' utility functions, GENIUS [11] negotiation platform, which was developed to facilitate research in the area of multi-issue negotiations, is used. For learning the opponents' utility functions and domains, the negotiation history is recorded by conducting round-robin tournaments using the domains and agents used in ANAC2016. The details of the experimental settings are as follows.
• Tournament setting: Round-robin.
• Agents: Top seven agents in the individual utility category in ANAC2016 (Caduceus, YXAgent, ParsCat, Farma, MyAgent, Atlas3, Ngent).
• Domains: Four types of domains in ANAC2016 (see Table I ). The profiles of each agent are used from profile 1 to profile 3 in each domain, respectively.
• Negotiation time: 180 seconds.
• Total number of negotiations: 840. The settings of the estimation method in the experiments are as follows.
• The parameter of the exponential function is set as ξ = 0.3.
• Because the sizes of the estimated utilities obtained are different depending on weighting function, all estimated utilities are normalized as [0, 1]. In the normalization, the estimated utilities are divided by the maximum utility in each issue where the target value belongs.
• Only the value in each issue is evaluated since the estimation is not conducted for the weights of each issue.
• (Estimation Error) = abs((Estimated utility of each value)
-(Correct utility of each value)). In boosting of the proposed method, the weights just before finishing the negotiation are evaluated because the weights of each estimated utility function are updated sequentially.
We compare ten methods: six types of existing methods described in Section IV-A above and four types of the proposed method using two kinds of weighting functions and two compromising models, respectively.
• The proposed method (1) Tables II-V show the details of estimation errors for each domain. As shown in Fig. 2 , the average estimation error of the proposed method is reduced compared with the existing methods. The estimation errors of proposed methods (3) and (4) are lower compared with proposed methods (1) and (2). Therefore, our proposed method is effective for estimating the opponents' utilities by weighting all learners in boosting accurately. We confirmed that our proposed method reduces estimation error to about 59% in the Clockwork domain (Table  II) . In the MaxOops domain, however, our method reduces estimation error only to about 82% (Table III) .
Considering the result for YXAgent in Table III , we confirmed there are cases where the result is worse than using the existing method. This is because the bias used in our proposed method is weighted inappropriately. In addition, we confirmed the cases where the estimated utility becomes excessively high by weighting the learners too much. Therefore, improvements of the limitations of weighting to the learners are necessary. In addition, minor differences between the compromising models are small because both of the compromising models are simple linear functions and do not substantially affect the results of Equation 3.
VI. CONCLUSION
This paper focused on multi-time negotiations that are conducted several times under the conditions of the same domains and opponents. We proposed a method of estimating the opponents' utility functions by combining several existing methods of estimating the opponents' utility functions using boosting based on the least-squares method and nonlinear programming. The experimental results demonstrated that the estimation accuracy of the opponents' utility functions was improved in many cases by combining several existing estimation methods. In addition, the average estimation errors were reduced by about 69% in the best cases compared with the existing methods.
One of the possible future works is the improvement of the proposed estimation method of the opponents' utility functions. Such improvements are anticipated by adopting other effective utility function estimation methods. Another possible future work is to propose the negotiation strategy based on our proposed estimation method using boosting. For this purpose, the estimation of an opponent's compromising and the utility function are utilized at the same time, and selfevaluation of the estimation should be effective.
