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Abstract
We study a free boundary problem modelling the growth of a tumor cord in which tumor cells live around and receive nutrient
from a central blood vessel. The evolution of the tumor cord surface is governed by Darcy’s law together with a surface tension
equation. The concentration of nutrient in the tumor cord satisfies a reaction–diffusion equation. In this paper we first establish
a well-posedness result for this free boundary problem in some Sobolev–Besov spaces with low regularity by using the analytic
semigroup theory. We next study asymptotic stability of the unique radially symmetric stationary solution. By making delicate
spectrum analysis for the linearized problem, we prove that this stationary solution is locally asymptotically stable provided that
the constant c representing the ratio between the diffusion time of nutrient and the birth time of new cells is sufficiently small.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study a free boundary problem modeling the growth of so-called tumor cord—a kind of tumor that
grows around a central blood vessel. The blood vessel supplies nutrient materials (such as glucose and oxygen) to the
tumor cord to sustain its survival and growth. The model describes the evolution of the tumor cord section vertical to
the length direction of the central blood vessel. We assume that the radius of the blood vessel is r0, and denote by J
the section of the blood vessel wall, so that
J = {x ∈ R2: |x| = r0}.
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the tumor cord, so that ∂ΩΓJ (t) = J ∪ Γ (t). We denote by n and ν the unit outward normal field on J and Γ (t) with
respect to ΩΓJ (t), respectively. The mathematical formulation of the tumor model under this study is as follows:
c
∂σ
∂t
= Δσ − f (σ ) for x ∈ ΩΓJ (t), t > 0, (1.1)
−Δp = g(σ ) for x ∈ ΩΓJ (t), t > 0, (1.2)
σ = σ¯ , ∂np = 0 for x ∈ J, t > 0, (1.3)
∂νσ = 0, p = γ κ for x ∈ Γ (t), t > 0, (1.4)
V = −∂νp for x ∈ Γ (t), t > 0, (1.5)
σ(x,0) = σ0(x) for x ∈ Ω0, (1.6)
ΩΓJ (0) = Ω0. (1.7)
Here σ denotes the concentration of nutrient (with all nutrient materials regarded as one species), p stands for the
internal pressure in the tumor cord, f and g are the nutrient consumption rate function and tumor cell proliferation
rate function, respectively, and 0 < c  1 is the constant of the ratio between the nutrient diffusion time and the cell
division time in the normal environment condition [4,5,29]. Besides, The condition σ = σ¯ on J means that there is
no jump of the nutrient concentration across the blood vessel wall, ∂np = 0 on J means that tumor cells cannot pass
through the blood vessel wall, ∂νσ = 0 on Γ (t) reflects the fact that nutrient cannot pass through Γ (t), p = γ κ on
Γ (t) is the surface tension condition in which γ is a positive constant and κ denotes the mean curvature of Γ (t) (cf.
[14–16,20,22]), and V = −∂νp on Γ (t) is the well-known Stefan condition, meaning that the normal velocity of the
tumor cord surface, denoted by V , is the same with the normal component of the velocity of tumor cells adjacent
to the tumor cord surface. We remind the reader to notice that the sign of κ is designated in the way that at points
of Γ (t) where it is convex with respect to ΩΓJ (t), we have κ  0. Finally, σ0(x) and Ω0 are given initial data. Let
∂Ω0 = J ∪ Γ0. Then clearly the condition (1.7) is equivalent to:
Γ (0) = Γ0. (1.8)
Modelling and rigorous analysis of tumor growth is clearly an important subject of scientific research. During
the past several years, this subject has attracted considerable attention of many groups of researchers, and great
progress has been achieved. Concerning rigorous analysis, most work focuses on models describing the growth of
tumor spheroids, or the sphere-shaped or nearly sphere-shaped tumors, cf. [6,9,10,13–18,20–23,26,32] and references
therein. As far as tumor cord is concerned, the work is much less. In [7,8,11,12,25,31], some models for the growth
of strictly radially tumor cord are considered. In a recent work of Zhou and Cui [33], the non-strictly radially tumor
cord model (1.1)–(1.7) was rigorously analyzed in the degenerate case c = 0 under the special situation that f and g
are the following specific functions:
f (σ ) = σ, g(σ ) = μ(σ − σ˜ ), (1.9)
where μ and σ˜ are positive constants, σ¯ > σ˜ . They established wellposedness of the problem in Hölder spaces and
proved local asymptotic stability of the unique radially symmetric stationary solution. In this paper we carry out a
rigorous analysis of the problem (1.1)–(1.7) in the non-degenerate case c > 0 under the situation that f , g are general
smooth functions satisfying the following assumptions:
(A1) f ∈ C∞[0,∞), f ′(σ ) > 0 for σ  0 and f (0) = 0.
(A2) g ∈ C∞[0,∞), g′(σ ) > 0 for σ  0 and g(σ˜ ) = 0 for some σ˜ > 0.
(A3) σ˜ < σ¯ .
We shall establish wellposedness of this problem in Sobolev–Besov spaces and prove local asymptotic stability of
the unique radially symmetric stationary solution. For motivations of considering general functions f and g other
than merely the specific forms of these functions as given in (1.9), we refer reader to see [13] and [16]. We remind
the reader to notice the fact that compared to the tumor spheroid model, the tumor cord model has some interesting
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cord model (1.1)–(1.7), the radially symmetric stationary solution is asymptotically stable for all γ > 0, whereas for
the tumor spheroid model, we know that (see [15,16]) there exists a threshold value γ ∗ > 0, such that the radially
symmetric stationary solution is asymptotically stable only for γ > γ ∗.
We shall use a functional approach to study the problem (1.1)–(1.7). More precisely, we shall first reduce this
problem into a differential equation in a Banach space, and next use the abstract theory for parabolic differential
equations in Banach spaces to study this reduced differential equation. We remark that this approach is the same as
that used in [33]. However, in dealing with the non-degenerate case c = 0 we have to overcome many new difficulties
which do not appear in the degenerate case c = 0. Two examples of such new difficulties are as follows. First, in the
degenerate case c = 0 the problem can be reduced into a scalar equation in the unknown function ρ describing the
free boundary only, which is a nonlinear parabolic pseudo-differential equation on the circle S1 which is a compact
manifold without boundary. In the non-degenerate case c = 0, however, the reduced problem is a coupled system of
equations containing two unknown functions ρ and σ , and for σ we have to consider its boundary conditions. This
determines that the non-degenerate case c = 0 is much harder to tackle than the degenerate case c = 0. Second, in
studying the asymptotic behavior of the solution as time goes to infinity, the case c = 0 is also much harder than the
case c = 0. This is due to the fact that when writing the reduced problem into a differential equation U ′ = F(U) in a
Banach space X, where F is a nonlinear operator from some embedded subspace Y of X into X, in the degenerate case
c = 0 the Fréchet derivative F ′(U) is a Fourier multiplier whose spectrum is immediate, but in the non-degenerate case
c = 0 the corresponding operator F ′(U) is very complicated, and its spectrum is much more difficult to compute. To
overcome these new difficulties we shall use some techniques developed in references [1,15], and [27]. See Sections
3, 4, 6, 7 for more details.
The structure of the rest part is as follows. In the following section we introduce some notations and present our
main results. In Section 3 we first use the Hanzawa transformation to convert the problem (1.1)–(1.7) into an equivalent
initial–boundary value problem on the fixed domain Ωe, and next reduce it into a differential equation U ′ = F(U) in
the Banach space X = (H 1
q ′,J (Ωe))
′ × B1−1/qqq (Γe). In Section 4 we use the abstract theory for parabolic differential
equations in Banach spaces to study wellposedness. In Section 5 we show that the problem (1.1)–(1.7) has a unique
radially symmetric solution. The computation of the Fréchet derivative of F(U) at the radially symmetric stationary
solution and its spectrum are performed in Sections 6 and 7. The last section is devoted to studying the local asymptotic
stability of the stationary solution by the abstract theory of analytic semigroups.
2. Notation and main results
To state our main results we denote by Hsq and Bsqr the Bessel potential space and the Besov space, respectively,
where s ∈ R and q, r  1. Note that Hsq coincides with the usual Sobolev Wm,q or Wmq for s = m ∈ N. We shall
assume that Γ0 is a small B4−1/qqq -class perturbation of a closed C∞ hypersurface Γe surrounding J , i.e., there exists
a B
4−1/q
qq -class function ρ0 defined on Γe , with a sufficiently small B4−1/qqq norm, such that Γ0 is the image of the
mapping ξ → ξ + ρ0(ξ)nˆ(ξ), ξ ∈ Γe , where nˆ is the unit outward normal field on Γe . The domain enclosed by J and
Γe is called the reference domain and is denoted as Ωe. We introduce
Hsq,J (Ωe) =
{
u ∈ Hsq (Ωe): u|J = 0
}
for s >
1
q
,
and denote Hsq,J (Ω0) similarly. We define the notion of weak solution as follows.
Definition 2.1. Let 3 < q < ∞ and q ′ = q/(q − 1). A triple (σ,p,ΩΓJ ) is said to be a weak solution of the problem
(1.1)–(1.7) of class H 1q ×H 2q ×B4−1/qqq if the following conditions are satisfied:
(i) There exists ρ ∈ C([0, T ],B4−1/qqq (Γe))∩C1((0, T ],B1−1/qqq (Γe)) for some T > 0, such that for every 0 t  T ,
the outer boundary Γ (t) of ΩΓJ (t) is the image of the mapping ξ → ξ + ρ(ξ, t)nˆ(ξ), for ξ ∈ Γe .
(ii) There exists Θ ∈ C([0, T ],H 4q (Ωe,R2)) ∩ H 1(0, T ;H 1q (Ωe,R2)) such that Θ(·, t) ∈ Diff4,q (Ωe,ΩΓJ (t)) for
every 0 t  T , and by writing
u(·, t) = σ (Θ(·, t), t)− σ¯ and w(·, t) = p(Θ(·, t), t),
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H 2q (Ωe)).
(iii) σ satisfies Eq. (1.1) and the boundary condition ∂νσ = 0 (on Γ (t), t > 0) in the following sense: For any
ϕ ∈ L1loc(
⋃
0<t<T (Ω
Γ
J (t)× {t})) such that [t → ϕ(Θ(·, t), t)] ∈ L2(0, T ;H 1q ′,J (Ωe)) there holds
c
T∫
0
〈∂tσ,ϕ〉dt +
T∫
0
∫
ΩΓJ (t)
[∇σ∇ϕ + f (σ )ϕ]dx dt = 0,
where 〈·,·〉 represents the dual product between (H 1
q ′,J (Ω
Γ
J (t)))
′ and H 1
q ′,J (Ω
Γ
J (t)). Moreover, σ satisfies the
boundary condition σ = σ¯ (on J ) in the sense that the trace of σ on J is equal to σ¯ .
(iv) p satisfies Eq. (1.2) pointwise, and satisfies the boundary conditions p = γ κ (on Γ (t)) and ∂np = 0 (on J ) in
the sense that the trace of p on Γ (t) is equal to γ κ , and the trace of ∇p on J is orthogonal to the normal field n
on J .
(v) Eq. (1.5) is satisfied in the following sense: for any ψ ∈ H 1(⋃0<t<T (ΩΓJ (t)× {t})) there holds
d
dt
( ∫
ΩΓJ (t)
ψ dx
)
=
∫
ΩΓJ (t)
∂tψ dx −
∫
Γ (t)
∂νp ·ψ ds, (2.1)
for almost all t ∈ (0, T ), where ds denotes the induced Lebesgue measure on Γ (t).
(vi) The initial conditions (1.6) and (1.7) are satisfied in usual sense.
Remark 2.2. In giving the above definition we used the following well-known calculus formula: If the normal velocity
of the boundary ∂Ω(t) of a time-varying domain Ω(t) is V , then for any ψ ∈ H 1(⋃0<t<T (ΩΓJ (t)× {t})) we have
d
dt
( ∫
ΩΓJ (t)
ψ dx
)
=
∫
ΩΓJ (t)
∂tψ dx +
∫
Γ (t)
V ·ψ ds.
Remark 2.3. By a standard argument we see that if σ has higher regularity than merely of H 1-class for the space
variable, say, σ is of H 2-class for the space variable, then the condition (iii) implies that σ satisfies ∂νσ = 0 on Γ (t)
in the trace sense.
The first main result of this paper establishes local well-posedness of the problem (1.1)–(1.7). It reads as follows:
Theorem 2.4. Let f and g be arbitrary C∞ functions on [0,∞). Let Ω0 be an annular domain in R2 with inner
boundary J and outer boundary Γ0 of class B4−1/qqq , where 3 < q < ∞ and dist(J,Γ0) > 0. If σ0 ∈ H 1q (Ω0) and
σ0 − σ¯ ∈ H 1q,J (Ω0), then there exists T > 0, such that the problem (1.1)–(1.7) has a unique weak solution (σ,p,ΩΓJ )
of class H 1q ×H 2q ×B4−1/qqq .
The proof of this theorem will be given in Section 4.
Next we consider asymptotic behavior of the solution as time goes to infinity. Using a similar argument as that
in [33], but with some modifications, we can easily prove that for any γ > 0 the problem (1.1)–(1.7) has a unique
radially symmetric stationary solution (σs,ps,Ωs) where ∂Ωs = J ∪Γs , see Section 5. The second main result of this
paper states that this stationary solution is asymptotically stable provided c sufficiently small:
Theorem 2.5. Let f and g satisfy assumptions (A1)–(A3). Then for any γ > 0 and 3 < q < ∞, there exists a constant
c0 > 0 such that for any 0 < c c0, if the initial data (σ0,Γ0) is close enough to (σs,Γs) in H 1q ×B4−1/qqq and σ0 − σ¯ ∈
H 1q,J (Ω0), then the problem (1.1)–(1.7) possesses a global weak solution (σ,p,ΩΓJ ) of class H 1q × H 2q × B4−1/qqq ,
which converges exponentially fast to (σs,ps,Ωs).
The proof of this result will be given in Section 8.
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In this section we shall first use the Hanzawa transformation to transform the free boundary problem (1.1)–(1.7)
into an initial–boundary value problem on a fixed reference domain, and next reduce it into a differential equation in
a Banach space.
3.1. Hanzawa transformation
Let 3 < q < ∞ and let Ω0 ⊆ R2 be an (not strictly) annular domain with inner boundary J as stated in Section 1
and outer boundary Γ0 of class B4−1/qqq . We denote
δ0 := dist(J,Γ0). (3.1)
Recall that by the well-known embedding theorem we have B4−1/qqq (R) ⊆ C3(R). Take a number 0 < δ < δ0/3 and fix
it. Let Γe, Ωe and nˆ be as in Section 2, i.e., Γe is a closed C∞ curve surrounding J such that Γ0 is a small perturbation
of it, Ωe is the domain enclosed by Γe and J , and nˆ is the unit outward normal field on Γe . We assume that Γe lies in
the δ-neighborhood of Γ0. Taking δ sufficiently small when necessary, we see that the mapping
Φ : Γe × (−δ, δ) → R2, Φ(ξ, τ ) = ξ + τ nˆ(ξ),
is a C∞-diffeomorphism from Γe × (−δ, δ) onto its image R= im(Φ) ⊂ R2. We denote (Ξ,Λ) := Φ−1. It is easy to
verify that Ξ(x)+Λ(x)nˆ(Ξ(x)) = x for x ∈R, and
Ξ ∈ C∞(R,Γe) and Λ ∈ C∞
(R, (−δ, δ)). (3.2)
We introduce the set
Oδ(Γe) =
{
ρ ∈ B3−1/qqq (Γe): ‖ρ‖C1(Γe) < δ
}
.
It is easy to see that Oδ(Γe) is an open subset of B3−1/qqq (Γe). For given ρ ∈Oδ(Γe), we define
Γρ =
{
x ∈ R2: x = ξ + ρ(ξ)nˆ(ξ), ξ ∈ Γe
}
,
which is a closed C2 curve diffeomorphic to Γe. We denote by Ωρ the annular domain enclosed by J and Γρ . Clearly
there exists ρ0 ∈Oδ(Γe)∩B4−1/qqq (Γe) such that Γρ0 = Γ0, and accordingly, we have Ωρ0 = Ω0.
Recall that for a given bounded open domain Ω ⊆ R2 of class C∞ and for s > 1/q , the trace operator tr : u → u|∂Ω
is a surjection from Hsq (Ω) onto Bs−1/qqq (∂Ω). Since B3−1/qqq (Γe) ⊆ C2(Γe), by the well-known theory for elliptic
boundary value problems (cf. Theorem 4.3.3 in [30]) we know that for any given ρ ∈ B3−1/qqq (Γe) the problem⎧⎪⎨
⎪⎩
Δu = 0 in Ωe,
∂nu = 0 on J,
u = ρ on Γe,
has a unique solution u ∈ H 3q (Ωe), and ‖u‖H 3q (Ωe)  C‖ρ‖B3−1/qqq (Γe). We define an operator Π : B
3−1/q
qq (Γe) →
H 3q (Ωe) by setting u = Π(ρ). It follows that∥∥Π(ρ)∥∥
H 3q (Ωe)
 C‖ρ‖
B
3−1/q
qq (Γe)
, (3.3)
so that Π is a bounded linear operator from B3−1/qqq (Γe) to H 3q (Ωe). Obviously, tr(Π(ρ)) = ρ for ρ ∈ B3−1/qqq (Γe).
Later on we shall use the same notation Π to denote the unique extension of this operator to the space B1−1/qqq (Γe),
with image space H 1q (Ωe).
Fix a constant δ such that 0 < δ < min{δ0/3,1/3,1/(3C)}, where C is the constant in (3.3). We take a cut-off
function χ ∈ C∞[0,∞) such that
0 χ  1, χ(τ ) =
{
1, for |τ | δ,
0, for |τ | 3δ, and
∣∣χ ′(τ )∣∣ 2
3δ
. (3.4)
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Θρ(x) =
{
x + χ(Λ(x))Π(ρ)(x)nˆ(Ξ(x)), if x ∈ Ω¯eJ ∩R,
x, if x ∈ Ω¯eJ \R,
(3.5)
and write Θρ(x) = (Θ1ρ(x),Θ2ρ(x)) ∈ R2.
Using (3.3) and (3.4) we can easily verify that the function τ → τ + χ(τ)Π(ρ)(Ξ + τ nˆ(Ξ)) is strictly monotone
increasing, so that Θρ is a 1–1 correspondence. Moreover, Θρ ∈ H 3q (Ωe,R2), and Θ−1ρ ∈ H 3q (Ωρ,R2). Clearly,
Θρ(Ωe) = Ωρ, Θρ(Γe) = Γρ, and Θρ(x) = x, if dist(x, J ) < δ.
As usual we denote by Θρ∗ and Θ∗ρ respectively the push-forward and pullback operators induced by Θρ , namely,
Θ
ρ∗ u = u ◦Θ−1ρ for functions u on Ωe, and Θ∗ρv = v ◦Θρ for functions v on Ωρ.
From Lemma 3.1 in [15] (cf. also Lemma 2.1 of [14]) and the interpolation theory we see that for any 0 s  3 there
hold
Θ∗ρ ∈ L
(
Hsq (Ωρ),H
s
q (Ωe)
)
and Θρ∗ ∈ L
(
Hsq (Ωe),H
s
q (Ωρ)
)
. (3.6)
By duality, we see that these relations also hold for −3 s < 0.
Next, for any ρ ∈Oδ(Γe), we define an elliptic partial differential operator A(ρ) with coefficients depending on ρ
as follows:
A(ρ) = −Θ∗ρ ◦Δ ◦Θρ∗ .
We denote
[DΘρ]ij = ∂iΘjρ :=
∂Θ
j
ρ
∂xi
, i, j = 1,2.
Then by a simple computation we have
A(ρ)u(x) = −Δ[u(Θ−1ρ (y))]∣∣y=Θρ(x) = −
2∑
i,j,k=1
a
ρ
ij (x)∂j
(
a
ρ
ik(x)∂ku(x)
)
for x ∈ Ωe, (3.7)
where aρij = [DΘ−1ρ ]ij , or, exactly,(
a
ρ
11(x) a
ρ
12(x)
a
ρ
21(x) a
ρ
22(x)
)
= 1
det(DΘρ(x))
(
∂2Θ2ρ(x) −∂1Θ2ρ(x)
−∂2Θ1ρ(x) ∂1Θ1ρ(x)
)
. (3.8)
By [27, (6.32)] we have the mapping[
(v1, v2) → v1v2
] ∈ L(Cr(Ω¯e)×Hsq (Ωe),Hsq (Ωe)) for |s| < r. (3.9)
Then from (3.6)–(3.9) we see that for any 0 s  3,
A(ρ) ∈ L(Hsq (Ωe),Hs−2q (Ωe)).
Since Hsq (Ωe) is an algebra if s > 2/q , for smooth functions f and g as in (1.1) and (1.2), we can define nonlinear
operators F , G: Hsq (Ωe) → Hsq (Ωe) for 2/q < s  3 respectively by
F(u) = f ◦ u, G(u) = g ◦ u for u ∈ Hsq (Ωe).
In order to consider the normal derivative operator on the boundary Γρ we let φρ :R→ R be the function defined by
φρ(y) = Λ(y)− ρ
(
Ξ(y)
)
for y ∈R.
Clearly, φρ ∈ B3−1/qqq (R), and Γρ = {y ∈R: φρ(y) = 0}. Thus the unit outward normal field nρ on Γρ is given by
nρ(y) = ∇φρ(y)|∇φ (y)| for y ∈ Γρ.ρ
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0 s  3 depending on ρ:
D(ρ)u = Θ∗ρ
∣∣
Γe
(∇φρ |Γρ · ∇(Θρ∗ u)∣∣Γρ ) for u ∈ Hsq (Ωe).
We note that, by (3.8) we have
D(ρ)u(x) =
2∑
i,j,k=1
a
ρ
ij (x)∂j φ˜(x)a
ρ
ik(x)∂ku(x) for x ∈ Γe,
where φ˜ = Θ∗ρφρ . In addition, for any (ρ,u) ∈Oδ(Γe)×Hsq (Ωe), where 0 s  2, we introduce an operator E(ρ,u)
as follows:
E(ρ,u)w =M(ρ,u) ·Π(D(ρ)w) for w ∈ Hs+1q (Ωe),
where
M(ρ,u) =
{
χ(Λ(x))〈(Θ∗ρ∇Θρ∗ u)(x), nˆ(Ξ(x))〉, x ∈R∩Ωe,
0, x ∈ Ωe\(R∩Ωe),
(3.10)
where 〈·,·〉 denotes the inner product in R2. By Lemma 3.2 and Corollary 3.3 in [15], we have
[
(v1, v2) → v1v2
] ∈ L(Hsq (Ωe)×Hs−1q (Ωe),Hs−1q (Ωe)),
{
either 1 s  2, 2 < q < ∞,
or 1 − 1/q  s < 1, 3 < q < ∞. (3.11)
From the definition it is easily verified that M(ρ,u) ∈ Hs−1q (Ωe) and Π(D(ρ)w) ∈ Hsq (Ωe). Thus for given
1 − 1/q  s  2 and 3 < q < ∞, we have
E ∈ L(Oδ(Γe)×Hsq (Ωe),L(Hs+1q (Ωe),Hs−1q (Ωe))).
Finally, we introduce the transformed mean curvature operator κ :Oδ(Γe)∩B4−1/qqq (Γe) → B2−1/qqq (Γe) by setting
κ(ρ) = Θ∗ρ
∣∣
Γe
(κΓρ ),
where κΓρ denotes the mean curvature of the closed curve Γρ .
Now we denote u0(x) = (Θ∗ρ0σ0)(x) for x ∈ Ωe, and set
u(x, t) = σ (Θρ(t)(x), t), w(x, t) = p(Θρ(t)(x), t).
With the above notations, we can easily verify that the problem (1.1)–(1.7) is equivalent to the following initial–
boundary value problem on the fixed domain Ωe (cf. [14,18]):
∂tu+ c−1A(ρ)u+ E(ρ,u)w = −c−1F(u) in Ωe × (0, T ], (3.12)
A(ρ)w = G(u) in Ωe × (0, T ], (3.13)
u = σ¯ on J × (0, T ], (3.14)
D(ρ)u = 0 on Γe × (0, T ], (3.15)
∂nw = 0 on J × (0, T ], (3.16)
w = γ κ(ρ) on Γe × (0, T ], (3.17)
∂tρ +D(ρ)w = 0 on Γe × (0, T ], (3.18)
u(0) = u0 in Ωe, (3.19)
ρ(0) = ρ0 in Ωe. (3.20)
A triple (u,w,ρ) with the property that u ∈ C([0, T ],H 1q (Ωe)) ∩ L2(0, T ;H 1q (Ωe)) ∩ H 1(0, T ; (H 1q ′,J (Ωe))′),
w ∈ C([0, T ],H 2q (Ωe)), and ρ ∈ C([0, T ],B4−1/qqq (Γe))∩C1([0, T ],B1−1/qqq (Γe)) is said to be a weak solution to the
problem (3.12)–(3.20) if they satisfy (3.13) and (3.16)–(3.20) in a similar meaning as in (iv)–(vi) of Definition 2.1,
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for any ψ ∈ L2(0, T ;H 1
q ′,J (Ωe)) there holds
T∫
0
〈∂tu,ψ〉dt + c−1
2∑
i,j,k=1
T∫
0
∫
Ωe
a
ρ
ik(x)∂ku(x)∂j
[
a
ρ
ij (x)ψ(x)
]
dx dt
+
T∫
0
∫
Ωe
[E(ρ,u)w + c−1F(u)]ψ dx dt = 0,
where 〈·,·〉 is the dual product between (H 1
q ′,J (Ωe))
′ and H 1
q ′,J (Ωe). Here we used the expression (3.7) of the opera-
tor A(ρ). From the above deduction we immediately obtain the following preliminary result:
Lemma 3.1. If (σ,p,Ωρ) is a weak solution of the problem (1.1)–(1.7), then by setting u(x, t) = σ(Θρ(t)(x), t) and
w(x, t) = p(Θρ(t)(x), t), we have that (u,w,ρ) is a weak solution of (3.12)–(3.20). Conversely, if (u,w,ρ) is a weak
solution of the problem (3.12)–(3.20), then by setting σ(x, t) = u(Θ−1ρ(t)(x), t) and p(x, t) = w(Θ−1ρ(t)(x), t), we have
that (σ,p,Ωρ) is a weak solution of (1.1)–(1.7).
Let 3 < q < ∞ be as above. Similarly as in Lemma 2.2 in [14], Lemma 3.1 in [18] and Lemma 2.2 in [19], by
(3.9), (3.11) we have the following assertions:
A ∈ C∞(Oδ(Γe),L(Hsq (Ωe),Hs−2q (Ωe))) for 0 s  3, (3.21)
D ∈ C∞(Oδ(Γe),L(Hsq (Ωe),Bs−1−1/qqq (Γe))) for 0 s  3, (3.22)
M ∈ C∞(Oδ(Γe)×Hsq (Ωe),Hs−1q (Ωe)) for 0 s  3, (3.23)
E ∈ C∞(Oδ(Γe)×Hsq (Ωe),L(Hs+1q (Ωe),Hs−1q (Ωe))) for 1 − 1/q  s  2, (3.24)
F ∈ C∞(Hsq (Ωe),Hsq (Ωe)) for 2/q < s  3, (3.25)
G ∈ C∞(Hsq (Ωe),Hsq (Ωe)) for 2/q < s  3, (3.26)
κ ∈ C∞(Oδ(Γe)∩B4−1/qqq (Γe),B2−1/qqq (Γe)). (3.27)
3.2. Further reduction
In this section we further reduce the system (3.12)–(3.20) into a differential equation in a suitable Banach space by
eliminating the unknown w.
Let 3 < q < ∞ and 2  s  3. Given ρ ∈ Oδ(Γe) and (h,ϕ,ψ) ∈ Hs−2q (Ωe) × Bs−1/qqq (Γe) × Bs−1−1/qqq (J ), we
consider the following boundary value problem:⎧⎨
⎩
A(ρ)w = h in Ωe,
w = ϕ on Γe,
∂nw = ψ on J.
(3.28)
By the well-known Lp theory for elliptic equations (cf. Theorem 4.3.3 in [30], Lemma 2.3 in [19]) we know that this
problem has a unique solution w ∈ Hsq (Ωe). It is evident that the solution w can be expressed as follows:
w = S(ρ)h+ T (ρ)ϕ +R(ρ)ψ, (3.29)
where S(ρ), T (ρ) and R(ρ) are linear operators. By some similar arguments as in [14,15] we can easily prove that
S ∈ C∞(Oδ(Γe),L(Hs−2q (Ωe),Hsq (Ωe))) for 2 s  3, (3.30)
T ∈ C∞(Oδ(Γe),L(Bs−1/qqq (Γe),H sq (Ωe))) for 2 s  3, (3.31)
R ∈ C∞(Oδ(Γe),L(Bs−1−1/qqq (J ),Hsq (Ωe))) for 2 s  3. (3.32)
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operator κ has the following splitting:
κ(ρ) =P(ρ)ρ +Q(ρ), (3.33)
where P(ρ) is a second-order elliptic linear partial differential operator on Γe with coefficients being functions of ρ
and its first-order derivatives, and Q is a first-order nonlinear partial differential operator on Γe . Moreover,
P ∈ C∞(Oδ(Γe),L(Bs−1/qqq (Γe),Bs−2−1/qqq (Γe))) for 2 s  4, (3.34)
Q ∈ C∞(Oδ(Γe)∩B4−1/qqq (Γe),B3−1/qqq (Γe)). (3.35)
Let q be as above. Given ρ ∈ Oδ(Γe) ∩ B4−1/qqq (Γe) and u ∈ H 1q (Ωe), we have G(u) ∈ H 1q (Ωe) (by (3.26)) and
κ(ρ) ∈ B2−1/qqq (Γe) (by (3.27)). Thus, by (3.29) and (3.33) we see that Eq. (3.13) subject to the boundary conditions
(3.16) and (3.17) has a unique solution w ∈ H 2q (Ωe) given as follows:
w = S(ρ)G(u)+ γT (ρ)P(ρ)ρ + γT (ρ)Q(ρ). (3.36)
Substituting (3.36) into (3.12) and (3.18), we see that the problem (3.12)–(3.20) is reduced into the following initial–
boundary value problem:
∂tu+ c−1A(ρ)u+ C(ρ,u)ρ =F1(ρ,u) in Ωe × (0, T ], (3.37)
∂tρ +B(ρ)ρ = G1(ρ,u) on Γe × (0, T ], (3.38)
u = σ¯ on J × (0, T ], (3.39)
D(ρ)u = 0 on Γe × (0, T ], (3.40)
u(0) = u0 in Ωe, (3.41)
ρ(0) = ρ0 in Ωe, (3.42)
where A(ρ) is as before, and
B(ρ)η = γD(ρ)T (ρ)P(ρ)η,
C(ρ,u)η =M(ρ,u) ·Π(B(ρ)η),
F1(ρ,u) = −c−1F(u)− γ E(ρ,u)T (ρ)Q(ρ)− E(ρ,u)S(ρ)G(u),
G1(ρ,u) = −γD(ρ)T (ρ)Q(ρ)−D(ρ)S(ρ)G(u).
To homogenize the boundary condition (3.39) we define
F2(ρ,u) =F1(ρ,u+ σ¯ ), G2(ρ,u) = G1(ρ,u+ σ¯ ).
Then the problem (3.37)–(3.42) can be rewritten as the following equivalent problem:
∂tu+ c−1A(ρ)u+ C(ρ,u)ρ =F2(ρ,u) in Ωe × (0, T ], (3.43)
∂tρ +B(ρ)ρ = G2(ρ,u) on Γe × (0, T ], (3.44)
u = 0 on J × (0, T ], (3.45)
D(ρ)u = 0 on Γe × (0, T ], (3.46)
u(0) = u0 − σ¯ in Ωe, (3.47)
ρ(0) = ρ0 in Ωe (3.48)
(notice that C(ρ,u) = C(ρ,u + σ¯ ), by (3.10), and, clearly, A(ρ)(u + σ¯ ) = A(ρ)u, B(ρ)(u + σ¯ ) = B(ρ)u and
D(ρ)(u+ σ¯ ) =D(ρ)u).
We note thatA andD satisfy (3.21) and (3.22), respectively. Furthermore, from (3.3), (3.11), (3.22)–(3.26), (3.30)–
(3.32), (3.34) and (3.35) we have
B ∈ C∞(Oδ(Γe),L(B4−1/qqq (Γe),B1−1/qqq (Γe))), (3.49)
D ∈ C∞(Oδ(Γe),L(H 1q (Ωe),Lq(Ωe))), (3.50)
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F2 ∈ C∞
((Oδ(Γe)∩B4−1/qqq (Γe))×H 1q (Ωe),Lq(Ωe)), (3.52)
G2 ∈ C∞
((Oδ(Γe)∩B4−1/qqq (Γe))×H 1q (Ωe),B2−1/qqq (Γe)). (3.53)
Similarly as before, a couple (u,ρ) is said to be a weak solution of the problem (3.43)–(3.48) if the following three
conditions are satisfied:
(i) ρ ∈ C([0, T ],B4−1/qqq (Γe)) ∩ C1((0, T ],B1−1/qqq (Γe)), and u ∈ C([0, T ],H 1q,J (Ωe)) ∩ L2(0, T ;H 1q,J (Ωe)) ∩
H 1(0, T ; (H 1
q ′,J (Ωe))
′).
(ii) (u,ρ) satisfies (3.43) and (3.46) in the following sense: For any ψ ∈ L2(0, T ;H 1
q ′,J (Ωe)) there holds
T∫
0
〈∂tu,ψ〉dt + c−1
2∑
i,j,k=1
T∫
0
∫
Ωe
a
ρ
ik(x)∂ku(x)∂j
[
a
ρ
ij (x)ψ(x)
]
dx dt
+
T∫
0
∫
Ωe
[C(ρ,u)ρ −F2(ρ,u)]ψ dx dt = 0.
(iii) (3.44), (3.47) and (3.48) are satisfied in usual sense.
By the above deduction and Lemma 3.1 we immediately get the following lemma:
Lemma 3.2. If (σ,p,Ωρ) is a weak solution of the problem (1.1)–(1.7), then (u,ρ), where u(x, t) = σ(Θρ(t)(x), t)−
σ¯ , is a weak solution of the problem (3.43)–(3.48). Conversely, if (u,ρ) is a weak solution of the problem
(3.43)–(3.48), then by setting σ(x, t) = u(Θ−1ρ(t)(x), t) + σ¯ , p(x, t) = w(Θ−1ρ(t)(x), t) where w = S(ρ)G(u + σ¯ ) +
γT (ρ)P(ρ)ρ + γT (ρ)Q(ρ), we have that (σ,p,Ωρ) is a weak solution of the problem (1.1)–(1.7).
Since we shall use a functional approach to study the problem (3.43)–(3.48), in what follows we rewrite it into
the form of an initial value problem in a Banach space. To this end for given ρ ∈ Oδ(Γe) we introduce an operator
AD(ρ): H 1q,J (Ωe) → (H 1q ′,J (Ωe))′ as follows: For any u ∈ H 1q,J (Ωe) and v ∈ H 1q ′,J (Ωe),
〈AD(ρ)u, v〉= 2∑
i,j,k=1
∫
Ωe
a
ρ
ik(x)∂ku(x)∂j
[
a
ρ
ij (x)v(x)
]
dx.
Then by the definition of weak solution we see that (u,ρ) is a weak solution to the problem (3.43)–(3.48) if and only
if it satisfies the following problem:
∂tu+ c−1AD(ρ)u+ C(ρ,u)ρ =F2(ρ,u) in Ωe × (0, T ], (3.54)
∂tρ +B(ρ)ρ = G2(ρ,u) on Γe × (0, T ], (3.55)
u(0) = u0 − σ¯ in Ωe, (3.56)
ρ(0) = ρ0 in Ωe. (3.57)
Let q be as before. By [27, (7.19)] we have[
ρ →AD(ρ)
] ∈ C∞(Oδ(Γe),L(H 1q,J (Ωe), (H 1q ′,J (Ωe))′)) (3.58)
(recall that Oδ(Γe) is an open subset of B3−1/qqq (Γe)). We introduce the spaces
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Z1 = H 1−1/qq,J (Ωe)×B3−1/qqq (Γe), Z2 = Lq(Ωe)×B2−1/qqq (Γe),
and use the notation U = (u,ρ) to denote variables in these spaces. We also denote U0 = (u0 − σ¯ , ρ0) and Oδ =
H
1−1/q
q,J (Ωe)×Oδ(Γe). Note that Oδ is an open subset of Z1. Next we introduce the operators
A(U)V =
(
c−1AD(ρ)v + C(ρ,u)η
B(ρ)η
)
and F0(U) =
(
F2(ρ,u)
G2(ρ,u)
)
,
for U = (u,ρ) and V = (v, η). Here we regard A(U) (for given U ∈ Oδ) as a bounded linear operator from Y to X,
and F0 as a nonlinear operator from Oδ ∩ Y to X. From (3.21)–(3.23) and (3.49)–(3.53), (3.58) we see that
A ∈ C∞(Oδ,L(Y,X)) and F0 ∈ C∞(Oδ ∩ Y,Z2). (3.59)
Using the above notations, we see that the system (3.54)–(3.57) can be rewritten as the following quasilinear evolution
problem in Banach space X:
dU
dt
+A(U)U = F0(U) for t > 0, and U(0) = U0. (3.60)
We now further introduce the following nonlinear operators from Oδ ∩ Y to X:
F(U) = −A(U)U + F0(U).
Later on we shall regard F as a nonlinear operator in X with domain Oδ ∩ Y . Then (3.54)–(3.57) can be rewritten as
the following non-standard initial value problem of a differential equation in X:
U ′ = F(U), U(0) = U0. (3.61)
We note that by (3.59) we have
F ∈ C∞(Oδ ∩ Y,X). (3.62)
4. Wellposedness
For two Banach spaces Y and X, we denote Y ↪→ X if Y ⊂ X and the natural injection is continuous. As in [1,27]
we denote by H(Y,X) the set of all linear operators A on X with domain Y and −A generates a strongly continuous
analytic semigroup in L(X).
Lemma 4.1. Let 3 < q < ∞, we have the following conclusions:
(i) AD ∈ C∞(Oδ(Γe),H(H 1q,J (Ωe), (H 1q ′,J (Ωe))′)).
(ii) B ∈ C∞(Oδ(Γe),H(B4−1/qqq (Γe),B1−1/qqq (Γe))).
(iii) For any U ∈ Oδ we have that A(U) ∈H(Y,X). Moreover, A ∈ C∞(Oδ,H(Y,X)).
Proof. The assertion (i) follows from [27, Theorem 7.9], which is quoted from [3]. Since, however, the reference [3]
has not been published yet, we would also like to refer the reader to see [1] for a similar result (see [1, Theorem 6.3]),
whose proof can be easily modified to prove the assertion here. Next, by slightly modifying the proof of Lemma 4.4
of [18], we get the assertion (ii). Finally, from (3.51) and a standard perturbation result for generators of the analytic
semigroups (cf. [14, Lemma 4.2]), we obtain the assertion (iii). 
Note that Z1 and Z2 are intermediate spaces between Y and X. Thus from Lemma 4.1 and (3.59), it follows that
the problem (3.60) is treatable by the general theory of Amann [2], Lunardi [24] and Sobolevskii [28] for the abstract
nonlinear parabolic equations in Banach spaces. In particular, we have the following result:
Theorem 4.2. Let 3 < q < ∞. Given any initial value U0 ∈ Oδ ∩ Y , there exists T > 0 such that the problem (3.60)
has a unique solution U ∈ C([0, T ], Y )∩C1([0, T ],X).
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perturbation theorem for infinitesimal generators of analytic semigroups (cf. Proposition 2.4.1 in [24]), we easily see
that for any U ∈ Oδ ∩Y we have −F ′(U) ∈H(Y,X). Thus the desired assertion follows immediately from Lemma 4.1
above and Theorems 8.1.1, 8.3.4 of [24]. 
Proof of Theorem 2.4. Since the reduction in Section 3 shows the equivalence of the problem (1.1)–(1.7) with the
problem (3.60), by Theorem 4.2 we see that Theorem 2.4 follows. 
Using the dynamic theory of parabolic quasilinear equations developed in [1,27], we can prove the following more
precise result:
Theorem 4.3. Let 3 < q < ∞. We have the following assertions:
(i) Given any initial value U0 ∈ Oδ ∩ Y , there exists T > 0 such that the problem (3.60) has a unique solution
U ∈ C([0, T ],Oδ ∩Y)∩C∞(Ωe ×Γe × (0, T ],R×R), and the mapping [(t,U0) → U(t,U0)] defines a smooth
semiflow on Oδ ∩ Y .
(ii) If furthermore U0 ∈ H 2q,B(Ωe)×Oδ(Γe), then U ∈ C([0, T ],H 2q (Ωe)×B4−1/qqq (Γe)), where
H 2q,B(Ωe) =
{
u ∈ H 2q (Ωe): u|J = 0, D(ρ0)u = 0
}
.
Proof. For the existence and uniqueness of weak solution we refer to the proof of [1, Theorem 7.3], we also refer to
[27, Theorem 8.6]. For the smoothness of solution on Ωe ×Γe × (0, T ] we refer to Section 10 in [1], and [18, p. 191].
The procedures of proofs in [1,27] are available for the problem (3.60) by some modifications and deeper regularity
results of second order partial differential elliptic problems (cf. [30]). The difficulty is to prove the operator −A(U)
in form of matrix generates strongly continuous analytic semigroups in Banach spaces obtained by extrapolation
technique (see [1,27]), which are Sobolev–Besov spaces with negative indices, however, employ to duality and [15,
Lemma 3.2 and Corollary 3.3] we can overcome this difficulty. For a completed proof we have to introduce many
notations, limited to spaces and for simplicity, we omit it here. 
5. Radially symmetric stationary solution
In this and the next sections we turn to study asymptotic behavior of the solution of the problem (1.1)–(1.7) as
time goes to infinity. In this section we prove that (1.1)–(1.7) has a unique radially symmetric stationary solution. As
in Section 2 we denote by (σs,ps,Ωs) the radially symmetric stationary solution of the problem (1.1)–(1.7), where
Ωs = {r0 < r < Rs}. Then (σs,ps,Rs) satisfies the following free boundary value problem:
σ ′′s (r)+
1
r
σ ′s(r) = f
(
σs(r)
)
for r0 < r < Rs, (5.1)
σs(r0) = σ¯ , σ ′s(Rs) = 0, (5.2)
p′′s (r)+
1
r
p′s(r) = −g
(
σs(r)
)
for r0 < r < Rs, (5.3)
ps(Rs) = γ /Rs, p′s(r0) = 0, (5.4)
p′s(Rs) = 0. (5.5)
To solve this problem, similarly as in [33] we first consider the following boundary value problem:
∂2U
∂s2
(s,R)+ R − r0
s(R − r0)+ r0
∂U
∂s
(s,R) = (R − r0)2f
(
U(s,R)
)
for 0 < s < 1, (5.6)
U(0,R) = σ¯ , ∂U
∂s
(1,R) = 0, (5.7)
where R > r0 is a parameter. We denote the solution of (5.6) and (5.7) by U(s,R).
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(i) For any R > r0, the problem (5.6) and (5.7) has a unique solution U = U(s,R) which is smooth in (s,R) and
satisfies
0U(s,R) σ¯ for 0 s  1, R > r0, (5.8)
∂U
∂s
(s,R) < 0 for 0 < s < 1, R > r0, (5.9)
∂U
∂R
(s,R) < 0 for 0 < s < 1, R > r0. (5.10)
(ii) Moreover, we have
lim
R→r0
U(s,R) = σ¯ for 0 s  1, (5.11)
lim
R→∞U(s,R) =
{
σ¯ , if s = 0,
0, if 0 < s  1. (5.12)
Proof. It can be easily verified that Uˆ = σ¯ and U˜ = 0 are a pair of upper and lower solutions of (5.6) and (5.7), so that
(5.6) and (5.7) have a solution satisfying 0  U  σ¯ . Since f is monotone increasing, by a well-known uniqueness
theorem we see that the solution is unique. Next, (5.8) follows from the maximum principle. To prove (5.9) we note
that ∂U
∂s
(0,R)  0 and ∂U
∂s
(1,R) = 0, by differentiating (5.6) with respect to s, and again employ to the maximal
principle we get this result. (5.10) follows from a similar argument. Finally, (5.11) and (5.12) follow from direct
calculation, cf. the proofs of [13, Lemma 3.1] and [33, Lemma 3.1] for similar arguments. 
Theorem 5.2. Assume that f and g satisfy assumptions (A1)–(A3). Then the problem (5.1)–(5.5) has a unique
solution (σs(r),ps(r),Rs). Moreover, 0 < σs(r) σ¯ , ∂σ∂r (r) < 0 for any r0 < r < Rs , and σs(Rs) < σ˜ .
Proof. By uniqueness of the solution of (5.6) and (5.7), we see that the solution σs(r) to (5.1) and (5.2) is given by
σs(r) = U
(
r − r0
Rs − r0 ,Rs
)
for r0 < r < Rs. (5.13)
Integrate (5.3) in the interval [r0, r] for an arbitrary r0 < r Rs , we see that
p′s(r) = −
1
r
r∫
r0
τg
(
σs(τ )
)
dτ for r0  r Rs. (5.14)
Due to (5.5), R = Rs ∈ (r0,∞) satisfies the following equation
− 1
R
R∫
r0
τg
(
σs(τ )
)
dτ = 0. (5.15)
Define
G(R) = 1
R + r0
1∫
0
(
s(R − r0)+ r0
)
g
(
U(s,R)
)
ds. (5.16)
By (5.13) we easily get that Rs is a root of (5.15) if and only G(Rs) = 0. By (5.11), (5.12) and assumptions (A2),
(A3), we have
lim
R→∞ G(R) =
1
2
g(0) < 0, lim
R→r0
G(R) = 1
2
g(σ¯ ) > 0. (5.17)
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G′(R) = 1
R + r0
1∫
0
g′
(
U(s,R)
)∂U
∂R
(s,R)
[
r0 + (R − r0)s
]
ds − r0
(R + r0)2
1∫
0
g
(
U(s,R)
)
(1 − 2s) ds
= 1
R + r0
1∫
0
g′
(
U(s,R)
)∂U
∂R
(s,R)
[
r0 + (R − r0)s
]
ds
+ r0
(R + r0)2
1∫
0
g′
(
U(s,R)
)∂U
∂s
(s,R)
(
s − s2)ds < 0,
for any R > r0. Then there is a unique Rs ∈ (r0,∞) such that G(Rs) = 0. The solution of (5.3) and (5.4) is given by
ps(r) = γ
Rs
+
Rs∫
r
η∫
r0
τ
η
g
(
σs(τ )
)
dτ dη. (5.18)
Set
Ωs =
{
x ∈ R2: r0 < |x| <Rs
}
, Γs = RsS1 =
{
x ∈ R2: |x| = Rs
}
. (5.19)
In conclusion, we have the unique radially symmetric stationary solution (σs(r),ps(r),Ωs) of the problem (1.1)–
(1.7) given by (5.13), (5.18) and (5.19) where Rs is the unique root in the interval (r0,∞) of equation G(R) = 0. The
relation σs(Rs) < σ˜ is immediate from the assumption (A2). The proof is completed. 
6. Computation of F ′(Us)
Since (1.1)–(1.7) has a unique radially symmetric stationary solution (σs(r),ps(r),Ωs), by Lemma 3.2, this im-
plies that the problem (3.61) has a corresponding stationary solution Us . In this section we compute the Fréchet
derivative of the mapping F at Us . For simplicity of notations, later on we always assume that Rs = 1 and 0 < r0 < 1.
This is a reasonable assumption because the rest cases can be easily converted into this case by using a re-scaling
argument. Besides, since we shall only consider small perturbations of the stationary solution, later on we always take
the reference domain Ωe = Ωs = H := {x ∈ R2, r0 < |x| < 1} and, correspondingly, Γe = Γs = S1.
By differentiating F(U) = −A(U)U + F0(U) at Us in the direction V , we have
F ′(Us)V = −A(Us)V −
[
A′(Us)V
]
Us + F ′0(Us)V for V ∈ Y. (6.1)
Recall that Us = (us,0) = (σs − σ¯ ,0). Note that Dom(F ′(Us)) = Y . Since A ∈ C∞(Oδ,L(Y,X)), we have A′(Us) ∈
L(Y,L(Y,X)) and
A′(Us)V ∈ L(Y,X) for V ∈ Y. (6.2)
By a direct calculation we see that for V = (v, η), there hold
A(Us)V =
(
c−1A(0)v + C(0, us)η
B(0)η
)
,
[
A′(Us)V
]
Us =
(
c−1[A′(0)η]us
0
)
, (6.3)
and
F ′0(Us)V =
(
DuF2(0, us)v +DρF2(0, us)η
DuG2(0, us)v +DρG2(0, us)η
)
, (6.4)
where DuF2 and DρF2 represent Fréchet derivatives of F2(ρ,u) in u and ρ, respectively, and similarly for DuG2 and
DρG2.
Since in the present case the reference domain has a specific form, we can write the corresponding Hanzawa
transformation in a more specific expression than that given in Section 3.1. To this end we let 0 < δ < min{(1− r0)/3,
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q < ∞. Then for given ρ ∈Oδ(S1) we introduce the following Hanzawa transformation from H to Ωρ :
Θρ(x) = x + χ(r − 1)Π(ρ)(x)ω(x) for x ∈ H, (6.5)
where ω(x) = x|x| for x = 0 and r = |x|. It can be easily verified that with the same notation as that in Section 3.1, we
have
φρ(x) = |x| − 1 − ρ
(
ω(x)
)
for x ∈R= {x ∈ R2, 1 − δ < |x| < 1 + δ}, (6.6)
and
M(ρ, ·)(x) = χ(r − 1)〈(Θ∗ρ∇Θρ∗ ·)(x),ω(x)〉 for x ∈ H. (6.7)
For the curve Γρ = {x ∈ R2: |x| = r(ω(x)) = 1 + ρ(ω(x))}, the outward normal field is given by
∂
∂ν
= r(ω)
[r2(ω)+ (r ′(ω))2] 12
[
∂
∂r
− r
′(ω)
r2(ω)
∂
∂ω
]
, (6.8)
and its mean curvature is given by
κ(ω) = r
2(ω)+ 2(r ′(ω))2 − r(ω)r ′′(ω)
[r2(ω)+ (r ′(ω))2] 32
. (6.9)
In what follows we re-denote
X := (H 1q ′,J (H))′ ×B1−1/qqq (S1), Y := H 1q,J (H)×B4−1/qqq (S1),
Z1 := H 1−1/qq,J (H)×B3−1/qqq
(
S
1), Z2 := Lq(H)×B2−1/qqq (S1), Oδ := H 1−1/qq,J (H)×Oδ(S1).
In addition, we still use the notations A(ρ), B(ρ), C(ρ, ·), D(ρ), E(ρ, ·) and etc. to re-denote the corresponding
operators introduced in Section 3.1 under the specific Hanzawa transformation introduced here. It can be easily seen
that for any V = (v, η) we have (cf. Section 5 in [15]):
A(0)v = −Δv, (6.10)
C(0, us)η =M(0, us) ·Π
(B(0)η)= χ(r − 1)σ ′s(r)Π(B(0)η), (6.11)
D(0)v = ∂v
∂r
∣∣∣∣
r=1
and T (0)η = Π(η), (6.12)
P(0)η = −η′′, Q(0) = 1, Q′(0)η = −η. (6.13)
Hence we have
B(0)η = γD(0)T (0)P(0)η = −γ ∂
∂r
Π(η′′)
∣∣∣∣
r=1
. (6.14)
Substituting (6.14) into (6.11), we get
C(0, us)η = −χ(r − 1)σ ′s(r)Π
(
γ
∂
∂r
Π(η′′)
∣∣∣∣
r=1
)
. (6.15)
By direct calculation we can easily verify that the following relations hold:
D(0)T (0)Q(0) =D(0)T (0)1 =D(0)1 = 0, (6.16)
D(0)S(0)g(σs(r))=D(0)vs = p′s(1) = 0, (6.17)
where vs(r) = ps(r)− ps(1). Besides, we also have
D(0)T (0)Q′(0)η = −D(0)T (0)η = −D(0)Π(η) = −∂Π(η)
∂r
∣∣∣∣
r=1
, (6.18)
D(0)[T ′(0)η]Q(0) =D(0)[T ′(0)η]1 = 0, (6.19)
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Furthermore, since A(ρ)S(ρ) = id for ρ ∈ C2(S1), we see that S ′(0)η = −S(0)[A′(0)η]S(0). Hence,
D(0)[S ′(0)η]g(σs(r))= −D(0)S(0)[A′(0)η]S(0)g(σs(r))= −D(0)S(0)[A′(0)η]vs. (6.22)
Finally, we denote m(r) = χ(r − 1)σ ′s(r) and σˆ = σs(1).
Lemma 6.1. The following statements hold:
(i) The Fréchet derivative
F ′(Us) =
(
A11 A12
A21 A22
)
, (6.23)
where
A11v = c−1
[
Δ− f ′(σs(r))]v −m(r)Π[D(0)S(0)[g′(σs(r))v]],
A12η = m(r)Π
[
γ
∂
∂r
Π(η + η′′)
∣∣∣∣
r=1
+ g(σˆ )η
]
− c−1[Δ− f ′(σs(r))][m(r)Π(η)]
+m(r)Π[D(0)S(0)[g′(σs(r))m(r)Π(η)]],
A21v = −D(0)S(0)
[
g′
(
σs(r)
)
v
]
,
A22η = γ ∂
∂r
Π(η + η′′)
∣∣∣∣
r=1
+ g(σˆ )η +D(0)S(0)[g′(σs(r))m(r)Π(η)].
(ii) −F ′(Us) ∈H(Y,X).
(iii) If δ is sufficiently small then −F ′(U) ∈H(Y,X) for any U ∈ Oδ ∩ Y .
Proof. First note by (6.10), (6.14), (6.15) we have
A(Us)V = −
(
c−1Δv + γχ(r − 1)σ ′s(r)Π[ ∂∂r Π(η′′)|r=1]
γ ∂
∂r
Π(η′′)|r=1
)
. (6.24)
Setting usε,η = Θ∗εησs − σ¯ , then A(εη)usε,η = −F(usε,η + σ¯ ) and
lim
ε→0 ε
−1(usε,η − us)=M(0, σs)Π(η) = m(r)Π(η). (6.25)
Hence, similarly as in (5.8) of [15] we have[A′(0)η]us = −[A(0)+F ′(σs)][M(0, σs)Π(η)]= [Δ− f ′(σs(r))][m(r)Π(η)], (6.26)
and [A′(0)η]vs = −A(0)[M(0,ps)Π(η)]+ G′(σs)[M(0, σs)Π(η)]
= Δ[χ(r − 1)p′s(r)Π(η)]+ g′(σs(r))m(r)Π(η). (6.27)
Substituting (6.27) into (6.22) we get
D(0)[S ′(0)η]g(σs(r))= −D(0)S(0)[A′(0)η]vs
=D(0)[χ(r − 1)p′s(r)Π(η)]−D(0)S(0)[g′(σs(r))m(r)Π(η)]
= −g(σˆ )η −D(0)S(0)[g′(σs(r))m(r)Π(η)]. (6.28)
Since F2(ρ,u) = −c−1F(u+ σ¯ )−γM(ρ,u+ σ¯ )Π[D(ρ)T (ρ)Q(ρ)]−M(ρ,u+ σ¯ )Π[D(ρ)S(ρ)G(u+ σ¯ )], from
(6.16)–(6.21) and (6.28) we have
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[D(0)T (0)Q(0)]− γM(0, σs)Π[D(0)T (0)Q′(0)η]
− γM(0, σs)Π
[D(0)[T ′(0)η]Q(0)]− γM(0, σs)Π[[D′(0)η]T (0)Q(0)]
−DρM(0, σs)η ·Π
[D(0)S(0)g(σs)]−M(0, σs)Π[[D′(0)η]S(0)g(σs)]
−M(0, σs)Π
[D(0)[S ′(0)η]g(σs)]
= γm(r)Π
(
∂Π(η)
∂r
∣∣∣∣
r=1
)
+m(r)Π(D(0)S(0)[g′(σs(r))m(r)Π(η)])
+ g(σˆ )m(r)Π(η). (6.29)
Similarly, by straightforward computation we have
DuF2(0, us)v = −c−1f ′
(
σs(r)
)
v −m(r)Π(D(0)S(0)[g′(σs(r))v]), (6.30)
DρG2(0, us)η = γ ∂Π(η)
∂r
∣∣∣∣
r=1
+ g(σˆ )η +D(0)S(0)[g′(σs(r))m(r)Π(η)], (6.31)
DuG2(0, us)v = −D(0)S(0)
[
g′
(
σs(r)
)
v
]
. (6.32)
Combining (6.1)–(6.4), (6.24), (6.26) and (6.29)–(6.32), we get (6.23). The proof of (i) is complete.
By Lemma 4.1 we see that A(Us) ∈H(Y,X) and, more generally, A(U) ∈H(Y,X) for any U ∈ Oδ . Moreover, we
have [V → [A′(Us)V ]Us] and [V → [A′(U)V ]U ] ∈ L(Z1,X). Thus, by (3.59) we have F ′0(Us),F ′0(U) ∈ L(Y,Z2),
so that the assertions (ii) and (iii) follow from Proposition 2.4.1 of [24]. 
Later on we always assume that δ is so small that the open set Oδ defined before satisfies the condition of
Lemma 6.1(iii).
7. Computation of the spectrum σ(F ′(Us))
We now proceed to compute the spectrum of F ′(Us). We shall fulfill this task in two steps. In the first step we
show that there is an operator M whose expression is simpler than F ′(Us), such that F ′(Us) is similar to M, so that
σ(F ′(Us)) = σ(M). In the second step we compute the spectrum of M.
To perform the first step we introduce the operators A0 : H 1q,J (H) → (H 1q ′,J (H))′, K : B1−1/qqq (S1) → H 1q,J (H) and
J : H 1q,J (H) → B2−1/qqq (S1) as follows:
A0v =
[
Δ− f ′(σs(r))]v for v ∈ H 1q,J (H), (7.1)
Kη = m(r)Π(η) for η ∈ B4−1/qqq
(
S
1), (7.2)
J v = −D(0)S(0)[g′(σs(r))v)]= − ∂
∂r
{S(0)[g′(σs(r))v]}∣∣r=1 for v ∈ H 1q,J (H). (7.3)
Let Π0 : B1−1/qqq (S1) → H 2q,J (H) be the operator Π0(η) = v, where for given η ∈ B1−1/qqq (S1), v ∈ H 2q,J (H) is the
solution of the boundary value problem[
Δ− f ′(σs(r))]v = 0 in H, ∂v
∂r
= η on S1, and v = 0 on J.
Observe that A0Π0 = 0. We define Lγ : B4−1/qqq (S1) → B1−1/qqq (S1) by setting
Lγ η = ∂
∂r
{
γΠ(η + η′′)+ S(0)g′(σs(r))f (σˆ )Π0(η)}∣∣r=1 + g(σˆ )η
= γ ∂
∂r
{
Π(η + η′′)}∣∣
r=1 − f (σˆ )JΠ0(η)+ g(σˆ )η. (7.4)
Finally, we introduce the operators M : Y → X and T : X → X respectively by
M =
(
c−1A0 + f (σˆ )Π0J f (σˆ )Π0Lγ
J L
)
, T =
(
I f (σˆ )Π0 −K
0 I
)
.γ
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itself.
Using these notations, we see that
A11v = c−1A0v +KJ v, A21v = J v,
A12η = −c−1A0Kη +K
(Lγ + f (σˆ )JΠ0 −JK)η,
A22η =
(Lγ + f (σˆ )JΠ0 −JK)η.
Using these relations and the fact that A0Π0 = 0 we can easily verify that(
A11 A12
A21 A22
)
=
(
I −f (σˆ )Π0 +K
0 I
)(
c−1A0 + f (σˆ )Π0J f (σˆ )Π0Lγ
J Lγ
)(
I f (σˆ )Π0 −K
0 I
)
,
i.e., F ′(Us) = T−1MT.
Given a closed linear operator L on a Banach space, we denote by σ(L) and σp(L) respectively the spectrum and
the set of all eigenvalues of L. Since Y is compactly embedded into X, by using Lemma 6.1 we see that σ(F ′(Us))
consists entirely of eigenvalues, i.e., σ(F ′(Us)) = σp(F ′(Us)). Thus, from the above analysis we immediately get the
following preliminary result:
Lemma 7.1.
(i) Given V ∈ Y and λ ∈ C, we have that F ′(Us)V = λV if and only if M(TV ) = λTV .
(ii) σ(F ′(Us)) = σp(F ′(Us)) = σp(M).
In what follows we turn to compute the spectrum of M. We shall see that for sufficiently small c, σp(M) can be
approximately determined by σp(Lγ ).
Given η ∈ C∞[0,2π], we consider the following problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2ϕ
∂r2
+ 1
r
∂ϕ
∂r
+ 1
r2
∂ϕ2
∂ω2
− f ′(σs)ϕ = 0 in H,
ϕ(r0,ω) = 0 on J,
∂ϕ
∂r
(1,ω)+ f (σˆ )η(ω) = 0 on S1,
(7.5)
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2ψ
∂r2
+ 1
r
∂ψ
∂r
+ 1
r2
∂ψ2
∂ω2
= −g′(σs)ϕ in H,
∂ψ
∂r
(r0,ω) = 0 on J,
ψ(1,ω)+ γ (η(ω)+ η′′(ω))= 0 on S1.
(7.6)
Recall that σˆ = σs(1). By the well-known theory for second-order linear elliptic equations, we know that for any f ,
g satisfying assumptions (A1)–(A3), the problem (7.5) possesses a unique smooth solution ϕ ∈ C∞(H), given by
ϕ = −f (σˆ )Π0(η). (7.7)
Substituting (7.7) into the first equation in (7.6) and by a similar argument we see that the problem (7.6) has a unique
smooth solution, given by
ψ = −S(0)g′(σs)f (σˆ )Π0(η)− γΠ(η + η′′). (7.8)
From (7.4) and (7.8) we see that
Lγ η = −∂ψ
∂r
∣∣∣∣
r=1
+ g(σˆ )η. (7.9)
In what follows we use this expression of Lγ to show that it is a Fourier multiplier.
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ(r,ω) = a0(r)+
∞∑
k=1
ak1(r) cos(kω)+ ak2(r) sin(kω),
ψ(r,ω) = b0(r)+
∞∑
k=1
bk1(r) cos(kω)+ bk2(r) sin(kω),
η(ω) = d0 +
∞∑
k=1
dk1 cos(kω)+ dk2 sin(kω),
(7.10)
where akl(r), bkl(r) and dkl (l = 1,2) are rapidly decreasing in k. Substituting (7.10) into (7.5) and (7.6), and com-
paring coefficients of each cos(kω) and sin(kω), we get
a′′kl(r)+
1
r
a′kl(r)−
k2
r2
akl(r) = f ′
(
σs(r)
)
akl(r), (7.11)
akl(r0) = 0, (7.12)
a′kl(1)+ f (σˆ ) dkl = 0, (7.13)
b′′kl(r)+
1
r
b′kl(r)−
k2
r2
bkl(r) = −g′
(
σs(r)
)
bkl(r), (7.14)
b′kl(r0) = 0, (7.15)
bkl(1)+ γ
(
1 − k2)dkl = 0. (7.16)
The solution of Eq. (7.11) with boundary conditions (7.12) and (7.13) is given by akl(r) = rk dkl a¯kl(r), where a¯kl(r)
solves the problem⎧⎪⎪⎨
⎪⎪⎩
a¯′′kl(r)+
2k + 1
r
a¯′kl(r)− f ′
(
σs(r)
)
a¯kl(r) = 0,
a¯kl(r0) = 0,
a¯′kl(1)+ ka¯kl(1)+ f (σˆ ) = 0.
(7.17)
Similarly, the solution of Eq. (7.14) with boundary conditions (7.15) and (7.16) is given by bkl = dklrkb¯kl(r), where
b¯kl(r) is the solution of the following problem:⎧⎪⎪⎨
⎪⎪⎩
b¯′′kl(r)+
2k + 1
r
b¯′kl(r) = −g′
(
σs(r)
)
a¯kl(r),
r0b¯
′
kl(r0)+ kb¯kl(r0) = 0,
b¯kl(1)+ γ
(
1 − k2)= 0.
(7.18)
By a direct computation we have
b′kl(1) = dkl
(
kb¯kl(1)+ b¯′kl(1)
)= dkl
[
γ k
(
k2 − 1)1 − r2k0
1 + r2k0
−Λ(k)
]
, (7.19)
where
Λ(k) = 2kr
2k
0
1 + r2k0
1∫
r0
r∫
r0
τ 2k+1
r2k+1
g′
(
σs(τ )
)
a¯kl(τ ) dτ dr +
1∫
r0
g′
(
σs(r)
)
a¯kl(r)r
2k+1 dr. (7.20)
From (7.9) and (7.19) we see that for ηk(ω) = dk1 cos(kω)+ dk2 sin(kω) we have
Lγ ηk(ω) =
[−b′k1(1)+ g(σˆ ) dk1] cos(kω)+ [−b′k2(1)+ g(σˆ ) dk2] sin(kω)
=
[
−γ k(k2 − 1)1 − r2k0
1 + r2k +Λ(k)+ g(σˆ )
]
ηk(ω). (7.21)0
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αk,γ := −γ k
(
k2 − 1)1 − r2k0
1 + r2k0
+Λ(k)+ g(σˆ ) for k ∈ Z+ = {0,1,2, . . .}, (7.22)
we see that for any η(ω) = d0 +∑∞k=1 dk1 cos(kω)+ dk2 sin(kω) ∈ C∞(S1) we have
Lγ η(ω) = α0,γ d0 +
∞∑
k=1
αk,γ
(
dk1 cos(kω)+ dk2 sin(kω)
)
. (7.23)
In conclusion, we have the following result:
Lemma 7.2.
(i) For all γ > 0, Lγ is a Fourier multiplier of the form (7.23).
(ii) −Lγ ∈H(B4−1/qqq (S1),B1−1/qqq (S1)) and σ(Lγ ) = σp(Lγ ).
Proof. Assertion (i) has been proved, and we only need to prove assertion (ii). By (7.4) we have
Lγ η = γ ∂
∂r
{
Π(η + η′′)}∣∣
r=1 − f (σˆ )JΠ0(η)+ g(σˆ )η
= −γD(0)T (0)P(0)η − γD(0)T (0)Q′(0)η − f (σˆ )JΠ0(η)+ g(σˆ )η.
From Lemma 4.1 we see that γD(0)T (0)P(0) = B(0) ∈ H(B4−1/qqq (S1),B1−1/qqq (S1)), and it is evident that
−D(0)T (0)Q′(0)−f (σˆ )JΠ0 +g(σˆ ) ∈ L(B4−1/qqq (S1),B2−1/qqq (S1)). Since B2−1/qqq (S1) is compactly embedded into
B
1−1/q
qq (S
1), by applying the well-known perturbation theorem for infinitesimal generators of analytic semigroups
(cf. Proposition 2.4.1 in [24]), we get −Lγ ∈H(B4−1/qqq (S1),B1−1/qqq (S1)). This further implies, due to the fact that
B
4−1/q
qq (S
1) is compactly embedded into B1−1/qqq (S1), that σ(Lγ ) = σp(Lγ ) (cf. Section 4 in [33]). 
Lemma 7.3. Assume that assumptions (A1)–(A3) hold. Then for any γ > 0 and k ∈ Z+ we have αk,γ < g(σˆ ) < 0.
Furthermore, we also have
sup
λ∈σ(Lγ )
Reλ < g(σˆ ) < 0.
Proof. Recall that σˆ = σs(1) and, by Theorem 5.2, we have that 0 < σˆ < σ˜ . Thus by assumption (A2) we get
g(σˆ ) < 0. Next, by assumptions (A1) and (A2) we see that f (σˆ ) > 0 and
f ′
(
σs(r)
)
> 0, g′
(
σs(r)
)
> 0 for r0 < r < 1.
Thus by applying the comparison theorem to the problem (7.17), we have that a¯kl(r) < 0 for r0 < r < 1. From this
and (7.20) it follows immediately that Λ(k) < 0 for all k ∈ Z+. Since the first term on the right-hand side of (7.22) is
non-positive for all k ∈ Z+, we see that αk,γ < g(σˆ ) < 0 for all k ∈ Z+. Finally, by Lemma 7.2 and (7.23) we see that
σ(Lγ ) =
{
αk,γ , k ∈ Z+
}
. (7.24)
Since clearly limk→∞ αk,γ = −∞, the second assertion is obvious. The proof is complete. 
For c > 0 sufficiently small, we can carry out σ(M) from σ(Lγ ) as follows:
Lemma 7.4. For any γ > 0, there exists a constant c0 > 0 such that for any 0 < c c0,
sup
λ∈σ(M)
Reλ 1
2
g(σˆ ) < 0. (7.25)
Proof. The proof is similar to that of Lemma 6.5 in [15], so that we omit it here. 
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With the preparations made in the previous sections, we are now ready to prove Theorem 2.5.
Proof of Theorem 2.5. We first rewrite (3.61) in the form
U ′(t) = F ′(Us)U(t)+ F1
(
U(t)
)
, t > 0, (8.1)
where F1(U) = F(U)− F ′(Us)U . Obviously, we have
F1(Us) = −F ′(Us)Us and F ′1(Us) = 0.
From Lemmas 7.1 and 7.4 we have for any 0 < c c0,
sup
λ∈σ(F ′(Us))
Reλ 1
2
g(σˆ ) < 0. (8.2)
As shown in Section 7 of [15], we have that the norm of Y is equivalent to the graph norm of F ′(Us). Thus by (8.2)
and [24, Theorem 9.1.2], we have that the stationary solution Us of the problem (3.61) is locally asymptotically stable
in Y , and if U0 ∈ Oδ ∩ Y , then the solution U(t) exists globally and converges exponentially fast to Us . Since the
problem (1.1)–(1.7) is equivalent to the problem (3.61) in X, the conclusions of Theorem 2.5 follow. 
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