The selection of an optimal model for data analysis is an important component of model-based molecular phylogenetic studies. Owing to the large number of Markov models that can be used for data analysis, model selection is a combinatorial problem that cannot be solved by performing an exhaustive search of all possible models. Currently, model selection is based on a small subset of the available Markov models, namely those that assume the evolutionary process to be globally stationary, reversible, and homogeneous. This forces the optimal model to be time reversible even though the actual data may not satisfy these assumptions. This problem can be alleviated by including more complex models during the model selection. We present a novel heuristic that evaluates a small fraction of these complex models and identifies the optimal model.
Introduction
Model selection is an essential component of model-based phylogenetic studies (Jermiin et al. 2008) . Several model selection methods have been developed and studied in detail (Posada 2001; Posada and Crandall 2001; Posada and Buckley 2004) . The most popular implementations of these methods (e.g., Posada and Crandall 1998; Nylander 2004a Nylander , 2004b Abascal et al. 2005 ; Keane et al. 2006; Posada 2008) consider Markov models that constrain the evolutionary process to be globally stationary, reversible, and homogeneous (SRH) (for definitions, see Jayaswal et al. 2005 Jayaswal et al. , 2007 Jermiin et al. 2008; Jayaswal et al. 2011) . However, as discussed in Jermiin et al. (2009) , a large body of data suggests that molecular evolution under globally SRH conditions may be an exception rather than the norm, implying that there is a need for model selection methods that allow for nucleotide sequence evolution under more complex conditions than those stated above.
Molecular phylogenetic studies assume that the taxa have evolved from a common ancestor via successive divisions into two subsets, until each subset contains just one taxon. The order of these divisions corresponds to the tree topology and is normally illustrated by a collection of nodes and edges. Here, each node represents either one of the K known taxa or the most recent common ancestor of a distinct subset of these K taxa. The edges connect pairs of nodes and represent the evolutionary processes. The last common ancestor of the K taxa is called the root. A rooted binary tree has 2K − 1 nodes and 2K − 2 edges.
For a given site in a nucleotide sequence alignment, the evolutionary process over an edge is usually assumed to be Markovian. This implies that the conditional probability of obtaining nucleotide y ∈ {A, C, G, T} at time s + t , given that the nucleotide was x ∈ {A, C, G, T} at time s, does not depend on nucleotides at the site prior to time s. Most model-based phylogenetic methods also assume that the evolutionary process over an edge is homogeneous, implying that the rates of change between nucleotides are fixed over the edge. Therefore, given nucleotide x , the conditional probability of a change to nucleotide y over time t is given by P(t ) = e Rt , where P is a matrix of conditional probabilities and R is a matrix of instantaneous rates. This rate matrix-based Markov model must satisfy three conditions: the off-diagonal elements of R must be nonnegative, each row of R must sum to 0, and π T R = 0 T , where
is the equilibrium distribution of R. In practice, only the elements of Rt are identifiable. For the components, R and t , to have separate interpretations, further constraints must be imposed on R. For example, Yang and Roberts (1995) set −π T r diag = 1, where r diag is a vector containing the diagonal elements in R. Alternatively, an off-diagonal element in R can be set to 1. This allows the individual elements of R to be scaled relative to a baseline rate of 1. The constraint on R reduces the number of free parameters in R by 1.
If the evolutionary processes at different sites are independent and identically distributed (i.i.d.) , then the MBE evolutionary process over an edge can be modeled by a single rate matrix. In other words, the same mechanism produces the patterns of nucleotides across all sites in the alignment when the sites are i.i.d. The number of free parameters over an edge is equal to the number of free parameters in the product Rt . Theoretically, the maximum number of parameters for R is 12 (Rodríguez et al. 1990) , implying that the number of free parameters for R and Rt is 11 and 12, respectively.
Under the assumption that the evolutionary processes are i.i.d. across sites and homogeneous over each edge, the most general Markov model for a rooted binary tree with K leaves has 2K − 2 distinct rate matrices (i.e., one matrix per edge) and, therefore, 24K − 21 free parameters (i.e., 12 free parameters per edge, and three free parameters for the vector of nucleotide frequencies at the root, f 0 ). If applied, this model is likely to lead to overparameterization, implying that it would be difficult to interpret the results in toto.
The number of free parameters in the model can be reduced by considering a rate matrix of the form R = SΠ, where S is a symmetric matrix and Π = diag(π). Assuming the most general forms of S and π, this rate matrix has eight free parameters, implying that the number of free parameters over the tree is 18K − 15 (i.e., nine free parameters per edge, and three free parameters for the nucleotide frequencies at the root). A further reduction in the number of free parameters can be obtained by assuming the same rate matrix over several edges. For example, if we assume that all the edges have the same rate matrix and R = SΠ, then the number of free parameters in the model is 2K + 9 (i.e., one free parameter per edge, eight free parameters for the rate matrix, and three free parameters for the nucleotide frequencies at the root). If we constrain this model further by assuming that f 0 = π, then we get the general time reversible (GTR) model (Lanave et al. 1984) . This model is globally SRH, so the root can be placed anywhere on the tree (e.g., it could coincide with a leaf node). This reduces the number of edges to 2K − 3 and the number of free parameters to 2K + 5 (i.e., one free parameter per edge, and eight free parameters for the rate matrix). Simpler globally SRH models can be obtained by imposing additional constraints on S and π. Currently, 22 globally SRH models are available (Posada 2008) , and they have between 2K − 3 and 2K + 5 free parameters. Model selection methods that only compare these models explore a tiny proportion of the available parameter space because the maximum permissible number of free parameters is 24K − 21. Therefore, the optimal model (i.e., the most likely) identified from the set of globally SRH models may not provide the right combination of parameters to fit the data.
There is a wide range of models between the models with 2K + 5 and 24K − 21 free parameters. In this paper, we describe an approach to explore this parameter space. Most of the existing models in this parameter space consider two or more distinct rate matrices over the tree but do not allow S and π to vary simultaneously (for an exception, see Dutheil and Boussau 2008) . For example, the models proposed by Yang and Roberts (1995) , Galtier and Gouy (1995 , 1998 ), Foster (2004 , and Boussau and Gouy (2006) assume the same S-matrix over all the edges. The models also assume that the rate matrix over an edge is fixed, and that different rate matrices may be required for different edges. By contrast, the model proposed by Blanquart and Lartillot (2006) uses a Markov chain Monte Carlo method to estimate the model parameters and allows the rate matrices to change at points within an edge. Another exception is the reversible Barry and Hartigan model (Jayaswal et al. 2011) , which assumes the same π-vector over all the edges and that f 0 = π.
Along with this paper, we make available an R package for estimating model parameters under two scenarios: (a) R is of the form SΠ, with S and Π being allowed to vary simultaneously or (b) R is not of the form SΠ. Denoting by fp the number of free parameters of a given model, Scenario a allows for exploration of parameter space when 2K + 5 fp 18K − 15, whereas Scenario b allows for exploration of parameter space when 2K + 12 fp 24K − 21. Hence, the R package can help the identification of Markov models that neither overparameterize nor underparameterize the data. The estimation procedure is described in detail in Appendix 1. The R package also allows the estimation of invariable sites (i.e., sites that cannot change for biological reasons). The package is called MaxR and can be obtained from http://www.maths.usyd.edu.au/u/vivek.
Given a rooted binary tree with K tips, the number of distinct rate matrices varies between one and 2K − 2 for both Scenarios a and b . If the number of distinct rate matrices is set to two, then the number of possible arrangements over the 2K − 2 edges is 2 2K −3 − 1. Even for small values of K , say K = 7, the number of possible combinations exceeds 1,000 when only two distinct rate matrices are considered. Hence, identifying the optimal number of rate matrices and their assignment to the edges is a major combinatorial problem. Because compositional heterogeneity among homologous sequences of nucleotides implies that two or more rate matrices may be needed to model the evolutionary process (Jermiin et al. 2008) , there is a need for heuristics to solve this combinatorial problem. We propose such heuristic and analyze two biological data sets using this heuristic. We also use simulated data sets to evaluate the accuracy of the heuristic.
Methods
Let R denote a general 4 × 4 instantaneous rate matrix such that
where ϑ 1 , . . . T . This rate matrix was proposed by Rodríguez et al. (1990) and has 12 free parameters. The left eigenvector of R, corresponding to the eigenvalue 0, represents the equilibrium frequencies of R and is denoted as π.
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FIG. 1.
A rooted phylogenetic tree with labeled nodes and edges.
If the product matrix ΠR, is symmetric, the most general form of R becomes
where ω 1 , . . . , ω 6 0. This rate matrix was proposed by Lanave et al. (1984) and has nine free parameters.
Usually, R is standardized such that − j π j R jj = 1 (e.g., Yang and Roberts 1995) , where R jj = − i =j R ij and i , j = A, C, G, T. Throughout the rest of this paper, R refers to a standardized rate matrix. Figure 1 shows a rooted binary tree with three internal nodes (I 0 , . . . , I 2 ) and four terminal nodes (L 1 , . . ., L 4 ). The root is labeled I 0 and the edges are labeled e 1 , . . . , e 6 . Each edge is associated with a rate matrix of the form shown in equations (1) or (2).
Let f represent the vector of nucleotide frequencies at a given node (e.g., f 0 represents the vector of nucleotide frequencies at I 0 ), and let π represent the vector of equilibrium frequencies for a given rate matrix. For the rooted tree shown in figure 1, the number of distinct rate matrices varies between one and six. If the tree is associated with just one rate matrix, then R 1 = · · · = R 6 , and π 1 = · · · = π 6 = f 0 . For a more complex case with two distinct rate matrices, the number of possible arrangements is 2 2K −3 − 1. Because the number of possible rearrangements increases rapidly with K , it quickly becomes impossible to consider all possible combinations of the distinct rate matrices for a rooted binary tree with K tips. Consequently, we propose a heuristic to identify the optimal set of rate matrices (SRM). An SRM is defined as an ordered set {X 1 , . . . , X 2K −2 } of elements, where the first element, X 1 , corresponds to the rate matrix over edge e 1 , and so forth. Two or more of these elements may correspond to the same rate matrix. For example, the SRM corresponding to figure 1 has six elements, X 1 , . . . , X 6 . If we assume that X 1 = X 2 = R 1 , X 3 = X 4 = R 2 , and X 5 = X 6 = R 3 , then the SRM has six elements and three distinct rate matrices. Each SRM represents a model of evolution.
Algorithm
First, we introduce the key concepts of our algorithmsubsequently, we describe it more formally. Let g denote an SRM, and let G = {g 1 , g 2 , . . . , g φ } be a collection of φ distinct SRM. Because each SRM represents a model of evolution, a comparison of these φ models, using Akaike information criterion (AIC) (Akaike 1974) or Bayesian information criterion (BIC) (Schwarz 1978) , can be used to identify the optimal model. Ideally, φ is the maximum number of possible models for a rooted binary tree with K leaves. However, this number can become very large, so an exhaustive evaluation of all possible models is impractical, implying that a heuristic is needed to obtain the φ models. Our heuristic has two main components.
Populating G In our algorithm, we initialize G = {g 1 , g 2 }, where g 1 = {R, . . . , R} and g 2 = {R 1 , . . . , R 2k −2 }. In other words, we consider the two extreme cases where all the rate matrices in g are either identical or distinct. The SRM g 1 is included in G to ensure that the simplest nonstationary model (i.e., where f 0 = π) is considered during model selection. Each SRM in G with more than two distinct rate matrices (g 2 in the present context) is used once to obtain new SRM (i.e., one or more g new ). If g new is not already present in G, it is added to G. If g new has more than two distinct rate matrices, then it is used, in turn, to obtain newer SRM. The algorithm stops when each SRM with more than one distinct rate matrix in G has been used to obtain additional SRM.
For example, assume a rooted binary tree with three tips and four edges. Let g 1 = {R, R, R, R}, g 2 = {R 1 , R 2 , R 3 , R 4 }, and G = {g 1 , g 2 }. Because g 2 has more than two distinct rate matrices, it is used to obtain two new SRM using a method described later. We denote the new SRM as g new1 and g new2 and assume that g new1 = {R 1 , R 2 , R 2 , R 4 } while g new2 = {R 1 , R 2 , R 2 , R 2 }. Both g new1 and g new2 have a reduced complexity in comparison to g 2 . However, although the new SRM are added to G, only g new1 is used to obtain a simpler SRM. This is because g new2 can only give rise to {R, R, R, R}, which is already present in G. Let g new3 = {R 2 , R 2 , R 2 , R 4 } and g new4 = {R 1 , R 2 , R 2 , R 1 } be the two new SRM obtained from g new1 . Although both g new3 and g new4 are added to G, neither of these can be used to obtain a simpler SRM that is not already present in G. Hence, the algorithm terminates.
Obtaining g new g new is obtained by reducing the number of distinct rate matrices in g. This is achieved by forcing the most similar rate matrices in g to be identical. The most similar rate matrices are identified using two criteria:
a. The length of edges: if an edge is very short, then a change in the rates of substitution (over that edge) is unlikely to result in a significant difference in the log-likelihood (log L). In other words, the matrix of conditional probabilities for that edge (i.e., e Rt ) is approximately diagonal irrespective of the values in R. Therefore, we consider the rate matrix for the shortest edge to be the same as that for the parent edge.
Optimal Arrangement of Rate Matrices · doi:10.1093/molbev/msr128 MBE b . Distances between rate matrices: rate matrices of the form shown in equation (2) have two types of parameters: π and S. Therefore, the distance between pairs of rate matrices can be measured using π or a combination of π and S. Our simulation studies (see below) showed that just using π recovered the true model more often than a combination of π and S. Therefore, in our algorithm, we use π to obtain distances between pairs of rate matrices. Next, these distances are used to identify the rate matrices that should be equated. For rate matrices of the form shown in equation (1), we estimate π before estimating the distance between pairs of rate matrices. To keep φ (i.e., the number of elements in G) small, we used log L values to determine whether the g new to be included in G should be based on criterion a or b or both.
We now provide a more formal description of our algorithm. Let e j denote an edge linking nodes i and j , where node j is distal from the root. Let g(R 1 = · · · = R m ) denote the new SRM obtained by assigning a common rate matrix to the edges so far associated with R 1 , . . . , R m , where 1 m 2K − 2. Let r denote the iteration number and let φ = |G| denote the number of SRM in G at the start of the r th iteration. As mentioned above, we initialize G = {g 1 , g 2 } so that g 1 = {R, . . . , R} and g 2 = {R 1 , . . . , R 2K −2 }. Because g 1 cannot be simplified, the algorithm starts with r = φ = 2. During the r th iteration, g r (i.e., the r th element in G) is used to obtain simpler SRM (i.e., SRM, where the number of distinct rate matrices has been reduced). The details of our algorithm ( fig. 2 ), henceforth referred to as the complexity reduction (CORE) algorithm, are I. Estimation of model parameters: For a given g r , we estimate model parameters using the steps described in Appendix 1. Let U denote the number of distinct rate matrices in g r . If U = 2, go to Step V ; otherwise, go to
Step II. II. Identification of the most similar rate matrices based on π-vectors:
(1) Obtain the π-vectors corresponding to the U distinct rate matrices. For each rate matrix, the π-vector is obtained as the left eigenvector of R corresponding to the eigenvalue 0. It should be noted that if R is of the form shown in equation (2), then the π-vector is obtained explicitly during parameter estimation. (2) Cluster π 1 , . . . , π U using an agglomerative hierarchical clustering algorithm based on complete linkage. We start with U clusters corresponding to the U distinct rate matrices. We reduce the number of clusters in a stepwise manner such that, at each step, the two most similar clusters are combined. Let C 1 denote the cluster obtained at the end of first step, C 2 denote the cluster obtained at the end of second step, and so forth. We use the π-vectors in the clusters C 1 and C 2 to identify the rate matrices that should be equated as described below:
(i) Let R 1 and R 2 denote the rate matrices corresponding to π 1 and π 2 , respectively, and let π 1 and π 2 be vectors in the first cluster, C 1 . Set g a = g r (R 1 = R 2 ); this reduces the number of distinct rate matrices in g r by 1. (ii) Obtain the π-vectors in the second cluster, C 2 . If C 1 ⊂ C 2 , then C 2 contains π 1 , π 2 , and π 3 ; otherwise, C 2 contains π 3 and π 4 . Let R 3 and R 4 denote the rate matrices corresponding to π 3 and π 4 , respectively. If
of C 1 (i.e., the distance between π 1 and π 2 ), and let d 2 denote the distance between the elements of C 2 (note that the elements of C 2 are either C 1 and π 3 , or π 3 and π 4 ). If C 1 and C 2 are close, then g b is added to G. In other words,
By selecting a large value of d thresh , g b is guaranteed to always be included in G. Because the addition of g b is not always needed to identify the optimal SRM, we consider this to be an optional step. III. Identification of the most similar rate matrices based on edge lengths:
(1) Let w = 2K − 4 denote the total number of edges in the tree minus the two edges linked to the root. Obtain the edge lengths t j , where 1 j w. (2) (i) Obtain t min = min(t 1 , . . . , t w ). Let e min denote the edge corresponding to t min .
(ii) If the rate matrix associated with e min differs from that of its parent edge, go to Step III(3). Because
Step III(3) only can be performed for edges that have a parent edge, the two edges linked to the root are ignored. (iii) Remove t min and set w = w − 1. If w > 0, go to
Step III(2i); otherwise, go to Step III(4).
(3) Set g c = g r (R 5 = R 6 ), where R 5 and R 6 are rate matrices associated with edges e min and its parent edge. Go to Step IV. (4) Set G = G ∪ {g a }. Go to Step V. IV. Add new SRM to G based on log L: We allow the user to decide whether g a or g c or both should be added to G. By choosing only one of the two SRM, the search space and, thus, the overall execution time can be reduced. Let l thresh denote a user-defined threshold. First, we obtain the log L for g a and g c (i.e., log L a and log L c , respectively). Next, we perform the following steps:
V. Terminate: Set r = r + 1 and φ = |G|. If r > φ, terminate the algorithm. Otherwise, go to Step I. Once the algorithm terminates, we use the log L values for the SRM in G to obtain the corresponding AIC values. We consider the SRM with the lowest AIC value to be the optimal SRM. We note that AIC can be replaced by BIC if a higher penalty is desired for an increase in the number of distinct rate matrices.
The user-defined values d thresh and l thresh provide flexibility in terms of the number of SRM that are returned by the algorithm. If d thresh is too large, then g b will always be included in G. Similarly, if l thresh is too large, then both g a and g c will always be included in G.
Let M U denote a model with U distinct rate matrices of the form shown in equation (1), and let SP U denote a model with U distinct rate matrices of the form shown in equation (2). Each of these rate matrices is associated with a π-vector. If we assume that the N sites in the alignment can be divided into invariable sites (i.e., sites where substitutions cannot occur for biological reasons) and variable sites (i.e., sites that are not invariable), then the π-vectors represent the equilibrium frequencies of the variable sites along different edges. We use π inv to denote the nucleotide frequency of invariable sites. Unlike the commonly used models for estimating parameters of invariable sites, we do not consider the nucleotide frequencies of invariable sites and variable sites to be equal, and we use the notation I 2 for such models. For models that assume the nucleotide frequencies of variable and invariable sites to be the same, we use the notation I 1 .
Total Number of Rate Matrix Arrangements Over the Tree
Given the labeled edges e 1 , . . . , e 2K −2 , the problem of finding the total number of arrangements of U distinct rate matrices over the tree can be restated as follows: how many ways can 2K − 2 distinct edges be grouped into U indistinguishable bins such that none of the bins are empty? The Optimal Arrangement of Rate Matrices · doi:10.1093/molbev/msr128 MBE bins are indistinguishable because although the objective is to assign subsets of edges to the same rate matrices, the actual label of each rate matrix is insignificant. For example, assigning R 1 to the edges e 1 − e 3 is the same as assigning R 2 to the edges e 1 − e 3 .
Let S(w, j ) denote the total number of ways in which w distinct edges can be grouped into j indistinguishable bins. Now, S(w, j ) is a Stirling number of the second kind and is given by (Roberts 1984) . Because equation (3) returns the total number of arrangements of j distinct rate matrices over the edges, the total number of arrangements over all possible values of j is given by w j =1 S(w, j ), where w = 2K − 2. Because the sum of the first j Stirling numbers is the j th Bell number (Harper 1967) , the total number of rate matrix arrangements is the wth Bell number.
Results and Discussion
We first evaluate the accuracy of our algorithm using simulated data. Next, we apply our algorithm to two biological data sets and identify the optimal models. The first data set comprises an alignment of 1,238 sites from the 16S ribosomal RNA (rRNA) genes from five bacteria-Deinococcus radiodurans, Thermus thermophilus, Bacillus subtilis, Thermotoga maritima, and Aquifex pyrophilus. The second data set comprises an alignment of 1,206 first and second codon sites from the mitochondrially encoded NADH dehydrogenase subunit 5 genes from seven primates-Human, Bonobo, Chimpanzee, Gorilla, Orangutan, Gibbon, and Macaque.
The AIC values mentioned below are bias-corrected values (Burnham and Anderson 2004 ) obtained using
where N denotes the number of sites, log L denotes the loglikelihood for the model, fp denotes the number of free parameters in the model, and I (N /fp 40) is an indicator function that takes the value 1 if the condition is statisfied and 0, otherwise.
Accuracy of the CORE Algorithm
In order to assess the accuracy of our algorithm, we considered two measures-one based on the AIC and another based on the SRM.
The AIC-based measure compares the AIC values of models corresponding to the true SRM (i.e., that used to generate the data) and the optimal SRM (i.e., that inferred by the CORE algorithm). Specifically, we obtain ΔAIC = AIC optimal -AIC true , where AIC optimal and AIC true represent AIC values for the relevant models. Often the models are not nested, so we use the threshold value suggested by Anderson (2002, 2004 ) to determine whether one or both of the models fit the data. If ΔAIC < 4, we conclude that The GC content at the variable sites is given for each node while R1 and R2 represent the rate matrices over the edges.
both models fit the data; otherwise, we conclude that the model corresponding to the true SRM provides a better fit to the data.
The SRM-based measure compares the arrangement of rate matrices in the true SRM to that in the optimal SRM and returns the number of edges (i.e., N sub ) where the two arrangements differ. We denote the SRM with the same rate matrix over all the edges as the naïve SRM. We define N thresh as the number of edges where the rate matrices for the true SRM and the naïve SRM differ. If N sub ≈ N thresh , then the accuracy of our algorithm is considered to be low. If, on the other hand, N sub is much smaller than N thresh , then the accuracy of our algorithm is considered to be high.
Case Study 1-Compositionally Heterogeneous Data
In this case study, we evaluated the accuracy of the CORE algorithm when it was used to analyze compositionally heterogeneous alignments of nucleotide sequences. To generate such data sets, we used the bacterial sequences and the tree topology shown in figure 3a. First, we obtained the maximum likelihood estimates of the parameters,θ bac , for the SP 2 +I 2 model that assigned R 2 to edges e 2 and e 3 and R 1 to the remaining six edges (see Supplementary Material M1 online for parameter values). Second, we generated 100 data sets usingθ bac . Finally, we used the CORE algorithm to determine the optimal SRM for the simulated data sets using d thresh = 0.025 and l thresh = 1.
Using the AIC-based measure, the optimal and true SRM were identical in 68% of the cases; in another 22% of the cases, they differed but ΔAIC < 4. Therefore, in 90% of the cases, the optimal SRM fitted the data as well as the true SRM. In 17 of the 22 cases with ΔAIC < 4, ΔAIC was in fact Number of edges where the optimal and true SRM differ. The simulated data sets were generated using a model with two distinct rate matrices of the form S1Π1 and S2Π2. (a ) Marginal frequencies at the leaf nodes are different. (b ) Marginal frequencies at the leaf nodes are similar. The black bars correspond to the optimal SRM when the distance between rate matrices is calculated using π. The white bars correspond to the optimal SRM when the distance between rate matrices is calculated using π and S. The optimal SRM is better than the naïve SRM for values to the left of the dotted line. less than 0. Therefore, for 17% of the simulated data sets, the optimal SRM had a lower AIC value than that for the true SRM.
The naïve SRM assigned the same rate matrix to all the edges. In contrast, the true SRM had two edges with a rate matrix different from that for the remaining edges. Hence, N thresh = 2 and N sub < N thresh in 85% of the cases ( fig. 4a) , implying that the optimal SRM were close to the true SRM.
Because the simulated data sets contain five taxa, the maximum possible number of distinct rate matrices and distinct SRM is eight and 4,140, respectively. The average number of models tested by our algorithm was 17.90 ± 5.16 (the number after ± is the sample standard deviation). Therefore, the results show that our algorithm is able to identify the true SRM or one that is statistically indistinguishable from it, by analyzing a small fraction of the possible SRM.
To check whether a combination of π and S improved our algorithm's ability to identify the correct model, we modified Step II of the CORE algorithm and obtained clusters using vectors with ten elements (i.e., π A , . . . , π T and ω 1 , . . . , ω 6 ). Next, the modified CORE algorithm was used to obtain the optimal SRM for the 100 simulated data sets. For the SRM-based measure, the modified algorithm returned the true SRM in only 36% of the cases (fig. 4a) . For the AIC-based measure, the modified algorithm returned ΔAIC < 4 (including ΔAIC = 0) in only 59% of the cases. Hence, the results obtained using a combination of π and S were less accurate than those obtained using π.
Case Study 2-Compositionally Homogeneous Data
In this case study, we evaluated the accuracy of the CORE algorithm when it was used to analyze compositionally homogeneous alignments of nucleotide sequences. To generate such data sets, we used the hominoid sequences and the tree topology shown in figure 5 . First, we obtained the maximum likelihood estimates of parameters,θ hom , for a SP 2 +I 2 model that assigned R 1 to the edges e 1 to e 6 and R 2 to the remaining edges (see Supplementary Material M2 online for parameter values). Secondly, we generated 100 data sets usingθ hom . Finally, we used the CORE algorithm to determine the optimal SRM for the simulated data sets using d thresh = 0.025 and l thresh = 1.
Using the AIC-based measure, the optimal and true SRM were identical in 7% of the cases. In another 52% of the cases, the optimal and true SRM differed but ΔAIC < 4. Hence, in 59% of the cases, the optimal SRM fitted the data as well as the true SRM. In 21 of the 52 cases with ΔAIC < 4, ΔAIC was in fact less than 0. Therefore, for 21% of the simulated data sets, the optimal SRM had a lower AIC value than that for the true SRM.
Using the SRM-based measure, N sub < N thresh in 94% of the cases, with N thresh = 6 ( fig. 4b ) , implying that the optimal SRM were close to the true SRM.
Because the simulated data sets contain seven taxa, the maximum possible number of distinct rate matrices and distinct SRM is 12 and 4,213,597, respectively. The average number of models assessed by our algorithm was 48.32 ± 19.24 (the number after ± is the sample standard deviation). The results show that, in most cases, our algorithm is able to identify the true SRM or one that is statistically indistinguishable from it, by analyzing a tiny fraction of the possible SRM.
To check whether a combination of π and S improves our algorithm's ability to identify the correct model, we obtained the optimal SRM using the modified CORE algorithm. For the SRM-based measure, the modified algorithm returned the true SRM in none of the cases Optimal Arrangement of Rate Matrices · doi:10.1093/molbev/msr128 MBE ( fig. 4b ) . For the AIC-based measure, the algorithm returned ΔAIC < 4 (including ΔAIC = 0) in 10% of the cases. Hence, the results obtained using a combination of π and S were again less accurate than those obtained using only π.
Effect of Changes in Threshold Values
In order to determine the effect of changing the d thresh and l thresh values, we changed them from 0.025 and 1 to 10 and 20, respectively. Because the distance between the top two clusters of rate matrices (refer Step II of the CORE algorithm) is typically less than 1, choosing d thresh = 10 ensures that g b is always included in G. Likewise, choosing l thresh = 20 ensures that both g a and g c are included in G unless the difference between the log L values is larger than 20. The set G obtained using the new threshold values contained all the elements selected using the lower threshold values and some that were not. Hence, the effect of using d thresh = 10 and l thresh = 20 was a more rigorous and time-consuming search for an optimal SRM.
We reanalyzed the compositionally heterogeneous data sets generated earlier for Case Study 1 using d thresh = 10 and l thresh = 20. We obtained ΔAIC 0 in 99% of the cases, suggesting that the model corresponding to the optimal SRM fitted the data as well as the true SRM in all but one case. The average number of models evaluated by the algorithm was 31.73 ± 6.70, highlighting the greater rigour with which the model space was now examined. Because the number of simulated data sets where the optimal model was statistically indistinguishable from the true model was higher for d thresh = 10 and l thresh = 20, we used these parameters values for the analysis of the two biological data sets (discussed below).
Accuracy of the Parameter Estimates
In order to determine the accuracy of the parameter estimates, we used the simulated data sets generated usingθ bac (i.e., Case Study 1).
For each of these data sets, we obtained estimates of parameters for the true SRM under the SP 2 +I 2 model. This model has two rate matrices: R 1 = S 1 Π 1 and R 2 = S 2 Π 2 , where Π = diag(π).
We determined the bias and coefficient of variation (CV) for elements in π and S. Bias is the deviation of the estimated value of a parameter from its true value-the closer this value is to 0, the more accurate the parameter estimate is. CV is a measure of the dispersion of data about the mean-the lower the value is, the smaller is the variability of the parameter estimate.
We obtained bias as the absolute difference between the expected (or true) value of a parameter and the average estimated (or observed) value. Next, we obtained the relative bias (i.e., the ratio of bias and average estimated value) for all the parameters in tables 1a and 1b. The average relative bias for π (i.e., elements in table 1a) was 2.2%, whereas the average relative bias for S (i.e., elements in table 1b) was 5.7%.
We calculated the CV for a parameter as the ratio of standard deviation and average estimated value. The average CV for π was 17.7%, whereas that for S was 33.1%. Our results showed that the average CV and relative bias for S-matrix elements was almost twice those for π. Hence, the distances between rate matrices obtained using a combination of π and S will have more stochastic noise than that obtained using just π. Consequently, the CORE algorithm is more likely to recover the true model when the distances are calculated using just π.
Analysis of Bacterial Data Set
A preliminary survey of the bacterial data set using Stuart's (1955) matched pairs test of marginal symmetry, as implemented in Ababneh et al. (2006) , returned P values < 0.001 for six of the ten pairwise comparisons. This result is inconsistent with evolution under globally SRH conditions and implies that a model of evolution for this data set would require at least two rate matrices. We explored this issue and considered the widely accepted tree ( fig. 3a) , henceforth referred to as T bac , for analysis using the CORE algorithm. First, we obtained log L = −4194.988 for the M 8 +I 2 model (table 2) . This is the most general Markov model under the assumptions that the sites are either variable or invariable, that the Markov processes over variables sites are i.i.d., and that the Markov process over each edge is homogeneous. Next, we obtained log L = −4202.125 for the SP 8 +I 2 model (table 2) . This model is nested within the M 8 +I 2 model, so we used the hierarchical likelihood-ratio test (LRT) (Neyman and Pearson 1933) to compare the null hypothesis that the SP 8 +I 2 model fits the data versus the alternative hypothesis that the M 8 +I 2 model fits the data. For the LRT, 2Δlog L ∼ χ 2 Δd , where Δlog L denotes the difference in log L between two nested models and Δd denotes the corresponding difference in the number of free parameters. The χ 2 test returned a P value of 0.94 (Δlog L = 7.137 and Δd = 24), suggesting that the simpler SP 8 +I 2 model should be preferred over the M 8 +I 2 model.
MBE
Then we applied the CORE algorithm to models of the form SP U +I 2 , where 1 U 8 and obtained the log L for models corresponding to 30 distinct SRM. For each value of U , the lowest observed AIC value and the corresponding SRM are shown in table 2. For each value of U , the numbers in SRM (table 2) indicate the rate matrix that should be assigned to the edges e 1 , . . . , e 8 . For example, for the optimal SRM (i.e., that with the lowest AIC value in table 2), edges e 1 , e 4 , e 5 , e 6 , and e 7 in fig. 3a are assigned the rate matrix, R 1 , whereas the remaining edges are assigned the second rate matrix, R 2 . It should be noted that the two rate matrices were of the form R 1 = S 1 Π 1 and R 2 = S 2 Π 2 .
To determine whether an unrooted tree with a single rate matrix provides a better fit to the data than the optimal model (i.e., SP 2 +I 2 model; table 2), we used the unrooted equivalent of the tree shown in fig. 3a and obtained the log L, AIC, and BIC values for the GTR+I 2 model (table 2) . Next, we used jModelTest (Posada 2008) and obtained the log L values for 88 globally SRH models. These models range from the simplest Jukes and Cantor (1969) model to the popular GTR model (Lanave et al. 1984 ) and may incorporate invariable sites or rate-heterogeneity across sites. To consider rate heterogeneity across sites, these models typically assume that the variable sites can be partitioned into four rate categories. The Markov matrices associated with these rate categories are scalar multiples of a common underlying matrix and the scalar multiples are derived from a discretized Γ distribution. Of the models considered by jModelTest, the TIM2+Γ model was the optimal model using both AIC and BIC. Specifically, for this model (with fp = 14), we obtained log L = −4318.759, AIC = 8665.518, and BIC = 8737.215.
Given that the GTR+I 2 and TIM2+Γ models resulted in higher AIC values than the SP 2 +I 2 model (table 2), the latter model should be preferred. The same result was obtained using BIC. Henceforth, we refer to the SRM corresponding to this SP 2 +I 2 model as SRM alg . For SRM alg , edges e 2 , e 3 , and e 8 were assigned the rate matrix R 2 , whereas the remaining edges were assigned the rate matrix R 1 . We obtained simpler models by reducing the number of edges associated with R 2 in SRM alg (i.e., the optimal model). This step is optional and could result in the identification of a simpler model whose AIC value is close to that obtained for the optimal model. In such a case, the simpler model may be preferred even though it is not present in the set G.
We denote the SRM obtained by assigning R 1 to edge e 8 as SRM bac . For SRM bac , we obtained log L = −4227.796 and AIC = 8519.237, which are very close to the values obtained for SRM alg (−4227.634 and 8518.912; table 2) . Although the models corresponding to SRM alg and SRM bac have exactly the same number of free parameters, SRM bac requires fewer rate matrix changes over the tree. Therefore, we preferred SRM bac over SRM alg . Although SRM bac was 1 of the 30 distinct SRM evaluated by our algorithm' it was not MBE listed in table 2 because its AIC value was marginally higher than that for SRM alg . The arrangement of rate matrices in SRM bac concurs with models proposed by Galtier and Gouy (1995) , Foster (2004) , Ababneh et al. (2006) , and Jayaswal et al. (2007) . A change in the tree topology such that D. radiodurans and B. subtilis are grouped together also resulted in an optimal SRM with two rate matrices (Supplementary Material M3 online).
Next, we determined whether an improvement in AIC value could be obtained by assigning R 1 to e 2 or e 3 . If SRM bac was modified by assigning R 1 to all the edges except e 2 , we obtained log L = −4264.183 and AIC = 8592.011. If SRM bac was modified by assigning R 1 to all the edges except e 3 , we obtained log L = −4257.961 and AIC = 8579.567. These results showed that neither of the two modified SRM provided an improvement over SRM bac .
Given that our search for an optimal model was not exhaustive, we determined whether the model corresponding to SRM bac fits the bacterial data set. First, we generated 100 bootstrap replicates using the parameter estimates for the SRM bac -based model. Second, for each replicate, we performed Stuart's matched-pairs test of marginal symmetry. We observed that the pairs of taxa with significant P values in the original data set were the same as those with significant P values in the replicate data sets (supplementary table S.4, Supplementary Material online). Therefore, the model corresponding to SRM bac produced similar patterns to those observed in the original data set and is representative of the actual evolutionary process over the bacterial tree.
So far, our analysis has focused on rate matrices of the form R 1 = S 1 Π 1 and R 2 = S 2 Π 2 . To determine whether a model with two Π vectors but the same S matrix would suffice, we considered the arrangement specified by SRM bac (i.e., the preferred model for rate matrices of the form S 1 Π 1 and S 2 Π 2 ) and set S 1 = S 2 . Henceforth, we refer to this model as the SP 2Pi +I 2 model. For this model, we obtained log L = −4234.607 and AIC = 8521.215 for T bac . Although the AIC value was higher than that obtained for the SP 2 +I 2 model, the difference in AIC values for the two models was less than 4. Therefore, the two models were statistically indistinguishable, and we considered the simpler SP 2Pi +I 2 model to be the most appropriate model. Our results, therefore, show that a model with two different Πs but the same S is sufficient to explain the evolutionary process for the bacterial data. We also note that the CORE algorithm was successful in identifying the optimal arrangement of rate matrices for the bacterial data set.
For the SP 2Pi +I 2 model, the equilibrium frequencies of R 1 and R 2 were π 1 = [0. 142, 0.316, 0.370, 0.172] T and π 2 = [0. 342, 0.102, 0.156, 0.399] T , respectively, whereas the nucleotide frequencies at the invariable sites were π inv = [0. 275, 0.234, 0.336, 0.154] T . As expected, π 1 = π 2 = π inv . The nucleotide frequencies for the variable sites at the internal and terminal nodes are shown in table 3.
Our results show that the last common ancestor of the five bacterial species (I 0 ; fig. 3b ) had a high GC content at its variable sites (73.5%; table 3), and that the evolutionary process changed twice over different edges in the tree, resulting fig. 3b ). This is in agreement with previous studies by Foster (2004) and Ababneh et al. (2006) . What this study adds to these earlier studies is the ability to identify the optimal model based on a heuristic search of nonstationary and nonhomogeneous models. For the bacterial data set, the most appropriate model (SP 2Pi +I 2 model) represents an example of convergent evolution with the same evolutionary process arising independently along two lineages that are not each others closest relative. The discovery that R 1 changed to R 2 twice rather than to R 2 and R 3 suggests that natural selection could have played a critical role. One factor that might have played a selective role is the temperature of the environments within which these five bacterial species live. T. thermophilus, T. maritima, and A. pyrophilus are thermophile bacteria, whereas D. radiodurans and B. subtilis are mesophile bacteria. This implies that the 16S rRNA molecules of these species must be able to function at different temperatures. There is a linear relationship between the melting temperature and GC content of DNA (Marmur and Doty 1962) , so we can assume that stems formed by complementary strands of the RNA molecule also display this linear relationship. In other words, we would expect natural selection to favor GC-rich RNA genes in thermophile bacteria because the higher GC content results in a higher melting temperature and, therefore, in a more thermostable RNA molecule.
Given this scenario, how do we explain the lower GC content of the 16S rRNA genes of D. radiodurans and B. subtilis? The ancestral sequence of these genes (i.e., I 2 ; fig.  3b ) was also GC rich, so the lower GC content of the 16S rRNA genes from B. subtilis and D. radiodurans is a derived feature that cannot be explained in terms of thermal stability. Another selective factor may have played a role. This factor could be the energy required to separate complementary strands of DNA during the expression and replication of the genomes. Given Yakovchuk et al.'s (2006) research of thermal stability of double-stranded DNA, it seems reasonable to assume that less energy is needed to separate AT-rich than GC-rich helices of DNA. If this were the case, then natural selection would favor AT-rich genomes unless a high melting temperature was advantageous. This is clearly the case for thermophile bacteria and less so for mesophile bacteria.
Alternatively, directional mutation pressure may have played a role in the evolution of these genomes. Directional mutation pressure occurs when the opposing mutation rates (e.g., A → T vs. T → A) are different (Jermiin et al. 1996) . In its most commonly known form-that is, in the form first described by Sueoka (1962) -directional mutation pressure was defined as occurring when μ D = 0.5, where μ D = u /(u + v), u is the mutation rate of AT or TA pairs to GC or CG pairs at selectively neutral sites, and v is the mutation rate in the opposite direction. If μ D > 0.5, there is GC pressure, and the sites accumulate Gs and Cs. On the other hand, if μ D < 0.5, there is AT pressure, and the sites accumulate As and Ts.
The results in figure 3b could arise from evolution under GC pressure, but on two occasions, the GC pressure eased and the GC content of the affected sequences fell toward more uniform levels (i.e., in the lineages leading to D. radiodurans and B. subtilis). However, most of the sites in the bacterial data set are unlikely to be selectively neutral, so a detailed analysis of the nucleotide content of selectively neutral sites located up-or downstream of the 16S rRNA genes is needed to confirm this hypothesis.
Analysis of Hominoid Data Set
A preliminary survey of the hominoid data set using Stuart's matched-pairs test of marginal symmetry, as implemented in Ababneh et al. (2006) , returned P values > 0.01 for all pairwise comparisons. Hence, the test did not provide evidence against evolution under globally SRH conditions. This implies that a single time reversible rate matrix may suffice to model the evolution of these data. We explored this issue in the context of the tree shown in figure 5 , which is the widely accepted tree of hominoid evolution.
Initially, we tested the null hypothesis that the SP 12 +I 2 model fits the data versus the alternative hypothesis that the M 12 +I 2 model fits the data. The P value from the LRT test was ≈ 1 (Δlog L = 7.77, Δd = 36; table 4), implying that the simpler SP 12 +I 2 model should be preferred over the more complex M 12 +I 2 model.
We then applied the CORE algorithm to models of the form SP U +I 2 , where 1 U 12 and obtained the log L for 171 distinct SRM. For each value of U , the lowest observed AIC value and the corresponding SRM are shown in table 4. Although the lowest AIC value was observed for the SP 3 +I 2 model, the difference between the AIC values for the SP 3 +I 2 and SP 2 +I 2 models was only 5.22 (table 4) . Because this difference is less than 10, there was some support for the model with the higher AIC value Anderson 2002, 2004) . Therefore, we preferred the simpler SP 2 +I 2 model. Next, we considered the unrooted equivalent of the tree topology shown in figure 5 and obtained the log L values for the GTR+I 2 model and the 88 globally SRH models that are implemented in jModelTest. The GTR+I 2 model had 23 free parameters and the log L, AIC, 7222.310, and 7339.496, respectively . Of the models considered by jModelTest, the lowest AIC value (7242.243) was obtained for the GTR+Γ model, and the lowest BIC value (7331.930) was observed for the Hasegawa-Kishino-Yano (HKY)+Γ model. Therefore, based on AIC and BIC the prefered model was SP 2 +I 2 and HKY+Γ, respectively.
Because the two optimality criteria gave different results, we used parametric bootstrap analysis to determine which model selection criterion to use. First, we generated 100 data sets using the parameter estimates for the SP 2 +I 2 model. Second, we analyzed these data sets using the SP 2 +I 2 and HKY+Γ models. Third, we obtained the preferred model using AIC and BIC. We observed that the AIC preferred the correct model (i.e., the SP 2 +I 2 model) for every data set, whereas the BIC preferred the correct model for only 12% of the data sets. Next, we generated 100 data sets using the parameter estimates for the HKY+Γ model. We analyzed these data sets using the SP 2 +I 2 and HKY+Γ models and obtained the preferred model. Both AIC and BIC preferred the correct model (i.e., the HKY+Γ model) in all the cases. Therefore, for the hominoid data set, we recommend using AIC as the model selection criterion.
Let SRM hom be the SRM corresponding to the SP 2 +I 2 model (table 4). Because our search for the optimal model was not exhaustive, we determined whether the model corresponding to SRM hom fits the data. First, we generated 100 bootstrap replicates using the parameter estimates for SRM hom -based model. Second, for each replicate data set, we performed Stuart's matched-pairs test of marginal symmetry. We observed that all the pairs of taxa returned P values > 0.01 for the original data set and the replicate data sets (supplementary table S.5, Supplementary Material online).
Finally, we considered a model where the rate matrices were arranged as in SRM hom but where S 1 = S 2 ; henceforth, this model is called the SP 2Pi +I 2 model. For this model, we obtained log L = −3572.663 and AIC = 7205.325. As this AIC value is almost identical to that obtained for the optimal model (AIC = 7205.028), the SP 2Pi +I 2 model should be the preferred model for explaining the evolutionary process underlying the hominoid data set.
For the SP 2Pi +I 2 model, the equilibrium frequencies for R 1 and R 2 were π 1 = [0. 286, 0.374, 0.094, 0.247] T and π 2 = [0. 240, 0.107, 0.252, 0.400] T , respectively, whereas π inv = [0. 229, 0.260, 0.190, 0.321] T . As expected, π 1 = π 2 = π inv . The nucleotide frequencies for variable sites at the internal and terminal nodes are shown in table 5.
Although the SP 2Pi +I 2 model contains two rate matrices with different π-vectors, the nucleotide content was similar at all the nodes (table 5) . This implies that although the change from R 1 to R 2 may have occurred 13.4-16.4 Ma (divergence date obtained from Fabre et al. 2009 ), more time is needed for this change to result in significant differences in nucleotide frequencies. The observation that a data set, where the preliminary test of symmetry supported a globally SRH model, required a model with multiple rate matrices may have implications for other phylogenetic studies, including that of Fabre et al. (2009 
Conclusion
In this paper, we have proposed a heuristic for identifying the optimal model of evolution for a given data set. Although several methods have been developed to detect whether sequences have evolved under non-SRH conditions (Weiss and von Haeseler 2003; Ababneh et al. 2006; Ho et al. 2006 ), they were not intended as model selection methods. So far, model selection methods used in phylogenetic studies have focused on identification of the optimal model under the assumption that the evolutionary process is globally SRH. Our model selection method is the first attempt to cater for cases where the evolutionary process was more complex. Our method, therefore, fills a big gap in the phylogenetic toolkit and enables the identification of the optimal model when the globally SRH models are inappropriate.
Our algorithm starts with an SRM that has a distinct rate matrix for each edge. If we assume that the evolutionary process over an edge can be approximated by a rate matrix of the form SΠ, then the number of free parameters in the model corresponding to the initial SRM is 18K − 11. However, the algorithm can be easily modified to consider an initial SRM with two or more rate matrices as equal. Such an SRM may be obtained using prior biological knowledge and the corresponding model will have less than 18K − 11 free parameters. Hence, the use of a simplified SRM as the initial SRM could facilitate analyses of data sets with large K . The opportunities offered by our new model selection method were illustrated using two data sets. The analysis of the bacterial data set, where a preliminary test provided evidence against stationarity, showed that only two rate matrices were needed to model the evolutionary processes. This result is consistent with earlier studies of these data (Foster 2004; Ababneh et al. 2006) . The analysis of the hominoid data set, where a preliminary test did not provide evidence against stationarity, showed that more than one rate matrix was required to model the evolutionary processes. This result is consistent with a previous study of these data (Jayaswal et al. 2011) and suggests that multiple rate matrices may be required even when the data appears to have evolved under stationary conditions.
It is possible to use our algorithm as a template to develop a suite of algorithms for model selection. For example, we used the Euclidean distance between π-vectors but other distance measures (e.g., Aitchison distance) can also be used. For the bacterial data set, the two distance measures returned the same model as optimal. For the hominoid data set, the use of the Euclidean distance returned a model with better AIC value than that obtained using the Aitchison distance.
Our R package allows the estimation of rate matrix parameters even when the rate matrices are not of the form SΠ. Thus, we have extended the range of models that can be used to analyze the phylogenetic data sets. In the bacterial data set, the rate matrices corresponding to the optimal model were of the form SΠ. However, this MBE data set had sequences of about 1,200 nucleotides and for longer sequences, especially those obtained by concatenating genes, more complex rate matrices might be required. Our R package also allows the simulation of data under a wider range of conditions than was previously possible (e.g., under the nonreversible conditions). As there is no biological reason for the process over an edge to be reversible, our package allows an exploration of alternative scenarios of evolution.
In phylogenetic studies, both the tree topology and the model of evolution are of interest. Therefore, we suggest that the CORE algorithm be applied to a group of plausible tree topologies rather than a single tree topology. This group can be identified using a technique such as genetic algorithm (Lewis 1998) and, for faster results, could be based on a simple model (e.g., the GTR model). Next, the optimal model for each tree topology should be identified using the CORE algorithm. The overall best model and the associated tree topology should then be considered the most plausible evolutionary scenario.
Supplementary Material
Supplementary materials are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals .org/).
Here, f 0y denotes the probability of obtaining nucleotide y at the root, P e(j ) (b , c) denotes the conditional probability of nucleotide b changing to nucleotide c over the edge e j , and L z m denotes the observed nucleotide at the zth site for leaf node L m . Because b and c can take four values, we denote the 4 × 4 matrix of conditional probabilities over an edge e j as P e(j ) = e Rt . Here, R denotes the rate matrix over the edge e j , and t denotes the edge length. Now, the log-likelihood over all the N sites is obtained as
Equation (5) is valid if all the N sites are assumed to be variable, that is, free to evolve over the phylogenetic tree. If not all the sites are variable, then equation (5) needs to be modified.
Let N 2 denote the number of sites that are observed to be constant; a constant site has the same nucleotide in all the K taxa. Let N 1 = N − N 2 denote the remaining sites. Because the N sites are assumed to be independent, we can rearrange them such that the last N 2 sites are constant sites. Now, equation (5) 
Here, α denotes the probability that a site is variable and β = 1 − α denotes the probability that a site is invariable (i.e., cannot change for biological reasons). L z denotes the likelihood of obtaining the pattern at site z, given that the site is variable, and is obtained using equation (4). L inv z denotes the likelihood of obtaining the pattern at site z, given that the site is invariable.
Parameter Estimation
The log-likelihood given by equation (6) depends on the parameters α, β, and those corresponding to L inv z and L z . These parameters are estimated using a maximum likelihood-based iterative approach. If the difference in log-likelihoods obtained before and after an iteration is less than a threshold value, the estimation process terminates. During each iteration, the model parameters are estimated using the methods described below.
1. Equilibrium frequencies at the root: To obtain the estimates of f 0 , we maximize the function 
where λ is a Lagrange multiplier. Taking the partial derivatives with respect to f 0y and equating it to 0, we obtain
where L z (y) is the first-order partial derivative of L z with respect to f 0y and is given by − λ 1 , − λ 1 ,
The value of λ 1 is obtained using the constraint that α new + β new = 1. This value of λ 1 is substituted back in equations (12) and (13) to obtain the new estimates of α and β.
The invariable sites parameters π 
where λ 2 is a Lagrange multiplier. Now, taking the partial derivatives with respect to π , (15) where I (pat z = x ) is an indicator function that takes the value 0 or 1. If the pattern at site z corresponds to the same nucleotide x in all the taxa, then I (pat z = x ) = 1. The value of λ 2 is obtained subject to the constraint that 
