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Abstract
In the ﬁrst part of this paper we deﬁne solutions for certain nonlinear equations deﬁned by
accretive operators, ‘‘dissipative solution’’. This kind of solution is equivalent to the viscosity
solutions for Hamilton–Jacobi equations and to the entropy solutions for conservation laws.
In this paper we use dissipative solutions to obtain several relaxation limits for systems of
semilinear transport equations and quasilinear conservation laws. These converge to diffusion
second-order equations and in one case to a single conservation law. The relaxation limit is
obtained using a version of the perturbed test function method to pass to the limit. This
guarantees existence for the considered equations.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In the ﬁrst part of this paper [10] we introduced a notion of solution of equations
deﬁned by accretive operators. This was shown to be parallel to the notion of
viscosity solutions ([1,2]) for Hamilton–Jacobi equations and entropy solutions ([7]) of
conservation laws. Here we use this to obtain certain relaxation limits for hyperbolic
systems collapsing to parabolic equations.
The main idea to obtain these limits is the perturbed test function method which
Evans used in [3,4] and in the context of the Hamilton–Jacobi equation. It is
interesting to see that this method also applies to conservation laws, using the notion
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of dissipative solution. In fact it is this form of expressing the solution which makes
the computations feasible. It is not clear how to do this using Kruzˇkov’s formulation
directly.
One of the limits we present was obtained by Kurtz in [8], where a system of two
equation in one space variable converges to a nonlinear parabolic equation, but
using more difﬁcult techniques. Here we obtain similar results for more general
systems in Rn:
Let us recall the relevant deﬁnitions and basic results from [10]. Given an equation
written as
Au ¼ f ;
where A : DðAÞ-2X is a (possibly) multivalued accretive operator deﬁned on a
subset of some Banach space X ; we will say that u is a dissipative solution of this
equation if it satisﬁes
½u  f; f  AfþX0
for every f in some nice class of functions. Here ½; þ is the Kato bracket, deﬁned by
½u; vþ :¼ liml-0þ
jju þ lvjj  jjujj
l
:
This deﬁnition is consistent when A is accretive, since for this type of operator we
always have
½u  v; Au  AvþX0
for every u; vADðAÞ:
In L1ðdmÞ the Kato bracket is given by
½u; vþ ¼
Z
fua0g
sgnðuÞv dmþ
Z
fu¼0g
jvj dm:
This motivates the following extension of the operator div FðÞ: If uAL1ðRnÞ we say
that uADðAÞ and vAAu provided vAL1ðRnÞ andZ
Rn
sgnðu  fÞðv  div FðfÞÞ dxX0;
for every fAC1ðRnÞ such that fðxÞ  constant for x large enough. It is possible to
show that this operator is accretive and that the dissipative solutions of Au ¼ f
correspond precisely to the Kruzˇkov solutions [10].
Here we will deal with several relaxation limits using the perturbed test function
method. This method works well with our formulation of weak solution. That is not
the case with Kruzˇkov’s deﬁnition.
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The ﬁrst system we look at was studied by Katsoulakis and Tzavaras in [5]. For
we : Rn-R; ze ¼ ðz1;y; zenÞ : Rn-Rn;
wet þ
Pn
i¼1 oiviw
e
xi
¼ 1e
Pn
i¼1 ðhiðweÞ  zei Þ;
zei;t  vizei;xi ¼ 1e ðhiðweÞ  zei Þ; i ¼ 1;y; n;
(
where o1;y;on and v1;y; vn are constants. This system is a discrete velocity kinetic
equation for the state variables ðw; zÞ:
Katsoulakis and Tzavaras prove that this system is a contraction in L1 and in the
limit as e-0 it becomes (equivalent to) a conservation law. We prove the same using
the new formulation of solution (which we know is equivalent).
We then look at the same system but with a different scaling:
wet þ 1e
Pn
i¼1 w
e
xi
¼  1e2
Pn
i¼1 ðhiðweÞ  hiðzei ÞÞ
zei;t  1ezei;xi ¼ 1e2ðhiðweÞ  hiðzei ÞÞ; i ¼ 1;y; n:
(
This corresponds to looking at the long time behavior of the solutions of the
original system. In this case we prove the convergence to a quasilinear parabolic
equation:
wt  1
n þ 1
Xn
i¼1
wxi
h0iðwÞ
 
xi
¼ 0:
Note that there is some analogy between these two convergence results and
the laws of large numbers and the Central Limit Theorem: In the ﬁrst of these
systems we add the equations in the system to get an averaging effect for the limit. In
the second system a more subtle scaling reveals more structure for the limiting
function.
We also look at a quasilinear generalization of Kurtz’s example converging to the
nonlinear diffusion PDE
ut  1
2
ð f 0ðuÞÞ2
b0ðuÞ ux
 !
x
¼ 0:
Finally we take a more general system
wet þ 1e
Pn
i¼1
Pn
j¼1 fijðweÞxj ¼  1e2
Pn
i¼1 ðwe  zei Þ
zei;t  1e
Pn
j¼1 fijðzei Þxj ¼ 1e2 ðwe  zei Þ; i ¼ 1;y; n;
(
and show that in the limit as e-0 we ﬁnd the parabolic equation
ut  1
n þ 1
Xn
j¼1
Xn
k¼1
ðajkðuÞ uxkÞxj ¼ 0;
where aij ; is a nonnegative deﬁnite symmetric matrix: ððajkÞÞ ¼ sTs; with s ¼ ðð f 0ijÞÞ:
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We show the limiting equation deﬁnes an accretive operator and then take
the limit in the above system, using the same method of the perturbed test
function. From earlier results in the section we see that we can write the matrix aij
in this form while getting an accretive operator for this system, so our computation is
justiﬁed.
2. Relaxation effects for conservation laws
We consider ﬁrst the following system for we and ze ¼ ðze1;y; zenÞ:
wet þ
Pn
i¼1 oiviw
e
xi
¼ 1e
Pn
i¼1 ðhiðweÞ  zei Þ
zei;t  vizei;xi ¼ 1e ðhiðweÞ  zei Þ; i ¼ 1;y; n;
(
ð1Þ
where o1;y;on and v1;y; vn are constants (eventually to be chosen appropriately).
This system can be interpreted as a discrete velocity kinetic equation where the
state vector ðw; zÞ lives on the ‘‘physical’’ space Rn  ½0;NÞ: The quantity w is
convected with the velocity ðo1v1;y;onvnÞ; and zi with viei: The functions hi
describe the interactions of w with zi: Tzavaras and Katsoulakis interpret this system
as a mesoscopic scaling limit of a stochastic interacting particle system (see [6]).
Katsoulakis and Tzavaras [5] then show that this PDE generates a contraction in
L1ð½0;NÞ  Rn;Rnþ1Þ; uniformly in e; provided h0i40; hið0Þ ¼ 0 and jhiðxÞj-N as
jxj-N: This implies that wet ; wexi ; zet and zexi ; for 1pipn; are bounded in L1; which in
turn implies that we and ze are bounded in BV ; the space of functions of bounded
variation. This gives us compactness in L1; so we can extract a subsequence wej ; zej
converging in L1; and then extract a further subsequence converging almost
everywhere.
Therefore, when we let ej-0; we have wej-w and z
ej
i -hiðwÞ; and w solves
w þ
Xn
i¼1
hiðwÞ
 !
t
þdivðv1ðo1w  h1ðwÞÞ;y; vnðonw  hnðwÞÞÞ ¼ 0
in the entropy sense, that is, in the sense of the Kruzˇkov deﬁnition. This can be
interpreted as a model for a chemical reaction between w and each of the
components in z:
We can convert this into the more familiar form of a conservation law by deﬁning
rðsÞ :¼ ð1þ OÞ1ðs þPni¼1 v1i FiðsÞÞ; where O ¼Poi; FiðsÞ ¼ oivis  vihiðsÞ: With
this construction, r1ðtÞ ¼ t þPhiðtÞ: Deﬁning u ¼ r1ðwÞ; we get an entropy
solution of the conservation law
ut þ divðFðuÞÞ ¼ 0: ðCLÞ
Of course, it is interesting as well to start with this conservation law and then ﬁnd
system (1) which leads to this equation. This is possible in general, under a
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reasonable assumption on F: If we can ﬁnd oi; vi; such that
1þ
Xn
i¼1
1
vi
F0i40 and ð1þ OÞ
1
vj
F0jo 1þ
Xn
i¼1
1
vi
F0i
 !
oj ;
then it is possible to ﬁnd functions r and hi; i ¼ 1;y; n; such that the above relations
between F; hi and r hold, hi satisfy the above conditions. The limit function u ¼
r1ðwÞ is the entropy solution of the given conservation law.
We want to illustrate that this limit is also a dissipative solution of (CL), that is,
for every smooth function z;
0p
ZZ
fuazg
sgnðu  zÞðzt  divðFðzÞÞÞ dx dt: ð2Þ
Note that we already know this by the equivalence of the two notions stated above.
However this serves to illustrate the technique we will apply later and gives another
proof of the result of Katsoulakis and Tzavaras.
Theorem 2.1. There exist subsequences we; zeiAL
1ð½0;NÞ  RnÞ ð1pipnÞ converging
to w; hiðwÞ; respectively, such that, with r defined as above, the function u ¼ r1ðwÞ is a
dissipative solution of (2).
Proof. 1. Given z a test function as above, let f :¼ rðzÞ and ci :¼ hiðfÞ; and plug
these functions into the ‘‘bracket’’ deﬁnition of solution to the system (1):
0p
ZZ
sgnðwe  fÞ ft 
Xn
i¼1
oivifxi 
1
e
Xn
i¼1
ðhiðfÞ  ciÞ
" #
þ
Xn
i¼1
sgnðzei  ciÞ ci;t þ vici;xi 
1
e
ðhiðfÞ  ciÞ
 
dx dt: ð3Þ
The terms with 1=e are zero.
2. Assume for now that sgnðwe  fÞ-sgnðw  fÞ; sgnðzei  ciÞ-sgnðzi  ciÞ a.e.
and let e-0: Noting that h0i40; sgnðhiðwÞ  hiðfÞÞ ¼ sgnðw  fÞ and we have
0p
ZZ
sgnðw  fÞ ft 
Xn
i¼1
hiðfÞt 
Xn
i¼1
ðoivif vihiðfÞÞxi
" #
dx dt: ð4Þ
Now, since r1ðsÞ ¼ s þP hiðsÞ and FiðsÞ ¼ oivis  vihiðsÞ; replacing w ¼ rðuÞ; f ¼
rðzÞ; we get
0p
ZZ
sgnðrðuÞ  rðzÞÞ r1ðfÞt 
Xn
i¼1
Fiðr1ðfÞÞxi
" #
dx dt: ð5Þ
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Finally we notice that r1ðfÞ ¼ z and since r is strictly increasing, sgnðrðuÞ  rðzÞÞ ¼
sgnðu  zÞ; thus (2) in fact holds.
Above we assumed that sgnðwe  fÞ-sgnðw  fÞ; sgnðzei  ciÞ-sgnðzi  ciÞ a.e.
If we pass to a subsequence of ðwe; zei Þ which converges for a.e. xARn we also have
sgnðwe  fÞ-sgnðw  fÞ; sgnðzei  ciÞ-sgnðzi  ciÞ a.e., but only in the set
fwaf; ziacig:
We devote the rest of this section to justifying the claim.
3. By the above observation, it is clear that (5) holds if jfwafgj ¼ 0: Now let f be
smooth, but where jfwafgj does not necessarily vanish.
Let cACNc ; c nonnegative and positive in a large ball B containing the support of
f: Look at the test functions fd :¼ fþ dc:
We will show that there exists a sequence dj-0; such that jfw ¼ fdjgj ¼ 0: Let
Ad ¼ fw ¼ fdg-suppðfÞ: Then for each d; d40; whenever xAAd-Ad we have
wðxÞ ¼ fðxÞ þ dcðxÞ and wðxÞ ¼ fðxÞ þ dcðxÞ; which implies e ¼ d: Therefore the
sets Ae are pairwise disjoint and this means that at most countably many of these sets
have positive measure. So we can easily pick a sequence as we claimed.
4. Now apply (5) to fdj ; written as
0p
ZZ
fwafg
sgnðw  fdj Þðft þ djct þ div Fðfþ djcÞÞ dx dt

ZZ
fw¼fg
ðft þ djct þ div Fðfþ djcÞÞ dx dt:
Noting that sgnðw  fdj Þ-sgnðw  fÞ; a.e. on fwafg; we ﬁnd that
0p
ZZ
fwafg
sgnðw  fÞðft þ div FðfÞÞ dx dt 
ZZ
fw¼fg
ðft þ div FðfÞÞ dx dt:
If we use as test functions f dc we will ﬁnd instead that
0p
ZZ
fwafg
sgnðw  fÞðft þ div FðfÞÞ dx dt þ
ZZ
fw¼fg
ðft þ div FðfÞÞ dx dt:
Thus, adding these two inequalities we get (2), as claimed. &
3. A nonlinear diffusion limit
Let us now consider a different scaling for system (1):
wet þ 1e
Pn
i¼1 w
e
xi
¼  1e2
Pn
i¼1 ðhiðweÞ  hiðzei ÞÞ
zei;t  1e zei;xi ¼ 1e2 ðhiðweÞ  hiðzei ÞÞ; i ¼ 1;y; n:
(
ð6Þ
This is a special case of (1) with a scaling like ðx; t=eÞ: So we can interpret this limit
as the long time behavior of the interactions in (1). We can also draw a loose analogy
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between (6) and (1), and the difference between the Law of Large Numbers
and the Central Limit Theorem. Indeed, with the right averaging we get
more information about the limit, namely that it is a nonlinear diffusion
equation. See Pinsky [9] for more discussion of this point when the relevant PDE
are linear.
This system is a contraction and we-w; zei-w for suitable subsequences. The
question now is what equation should w satisfy?
As a motivation, we do the following formal calculation: Take ve ¼ we þPj zej : On
one hand, we expect ve to converge to ðn þ 1Þw; and ‘‘thus’’ vet-ðn þ 1Þwt: On the
other hand,
vet ¼ 
1
e
Xn
i¼1
ðwe  zei Þxi ¼ 
1
e
Xn
i¼1
ðwe  zei Þe
ezei;t  zei;xi
hiðweÞ  hiðzei Þ
 
xi
¼
Xn
i¼1
we  zei
hiðweÞ  hiðzei Þ
ðzei  ezi;tÞ
 
xi
;
where we used (6) for zi on the second line above.
If we could carry the limit as e-0 inside the derivative with respect to xi in the
above formula, we should then have
wt  1
n þ 1
Xn
i¼1
wxi
h0iðwÞ
 
xi
¼ 0: ð7Þ
Theorem 3.1. There exist subsequences of we; zeiAL
1ð½0;NÞ  RnÞ converging to w,
where w is a dissipative solution of (7).
Proof. 1. We know (6) has a classical solution which is also dissipative solution.
Given f smooth, take for smooth functions in the deﬁnition of dissipative solution of
(6) the following functions:
fe :¼ f; cei :¼ fþ eci; where ci ¼
fxi
h0ðfÞ:
We guess this by adapting the argument of Evans (see [3,4]) of the perturbed test
function, only now we are working in L1 rather than in CðKÞ: The purpose of the
perturbation ci is to have cancellation of the ‘‘bad’’ terms, with a negative power of
e in front.
Thus we have
0p
ZZ
sgnðwe  fÞ ft 
1
e
Xn
i¼1
fxi 
1
e2
Xn
i¼1
ðhiðfÞ  hiðcei ÞÞ
" #
þ
Xn
i¼1
sgnðzei  cei Þ cei þ
1
e
cei;xi þ
1
e2
ðhiðfÞ  hiðcei ÞÞ
 
dx dt: ð8Þ
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Using now
f ðx þ hÞ ¼ f ðxÞ þ hf 0ðxÞ þ h2
Z 1
0
ð1 sÞf 00ðx þ shÞ ds ð9Þ
for each hi; we have
hiðfÞ  hiðcei Þ ¼  ecih0iðfÞ  e2c2i
Z 1
0
ð1 sÞh00i ðfþ s e ciÞ ds
¼  efxi þ e2Cei ;
where we deﬁne Cei :¼ c2i
R 1
0 ð1 sÞh00i ðfþ seciÞ ds:
Now we put this back in (8) to ﬁnd
0p
ZZ
sgnðwe  fÞ ft 
Xn
i¼1
Cei
" #
þ
Xn
i¼1
sgnðzei  cei Þðft  eci;t þ ci;xi þ Cei Þ dx dt: ð10Þ
2. As we did in the proof of Theorem 3.1, assume that as e-0;
sgnðzei  cei Þ-sgnðw  fÞ: Noting that Cei-Ci ¼ 12c2ih00i ðfÞ; we have in
the limit
0p
ZZ
sgnðw  fÞ ft þ
Xn
i¼1
Ci þ
Xn
i¼1
ft þ ci;xi þ Ci
 " #
dx dt
p
ZZ
sgnðw  fÞ ðn þ 1Þft þ
Xn
i¼1
ci;xi
 !
dx dt:
Since ci ¼ fxi=h0ðfÞ; it follows that
0p
ZZ
sgnðw  fÞ ðn þ 1Þft þ
Xn
i¼1
fxi
h0ðfÞ
 
xi
" #
dx dt: ð11Þ
3. To justify passing to the limit sgnðw  feÞ we can proceed as in the
proof of Theorem 3.1. Therefore the limit of (6) is in fact (7) in the
dissipative sense. &
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4. A model for a particle system
Consider now the following nonlinear relaxed system:
uet þ 1e f ðueÞx ¼ 1e2 ðbðueÞ  bðveÞÞ
vet  1e f ðveÞx ¼ 1e2 ðbðveÞ  bðueÞÞ:
(
ð12Þ
A particular case of this system was studied by Kurtz [8]: with f ðzÞ ¼ z and
bðzÞ ¼ z2; but using much more difﬁcult techniques. We can interpret this as system
with two different kinds of particles which move on the line and interact according to
the right-hand side of (12).
Adding both equations we get
ðue þ veÞt þ
1
e
ð f ðueÞ  f ðveÞÞx ¼ 0;
and using the ﬁrst equation we ﬁnd
1
e
ð f ðueÞ  f ðveÞÞx ¼
euet þ f ðueÞx
bðveÞ  bðueÞ ð f ðu
eÞ  f ðveÞÞ
 
x
¼  ðeuet þ f ðueÞxÞ
ue  ve
bðueÞ  bðveÞ
f ðueÞ  f ðveÞ
ue  ve
 
x
:
As before, if we could take the limit inside the derivative with respect to x; and
assuming that ue and ve have the same limit u; we would get
ut  1
2
ð f 0ðuÞÞ2
b0ðuÞ ux
" #
x
¼ 0: ð13Þ
Once again, (12) corresponds to a contraction in L1; and therefore the limit, u; of
some subsequence of ue and ve exists (and is in L1).
Theorem 4.1. The limit, u; of an appropriate subsequence ue; ve; is a dissipative solution
of (13).
Proof. 1. We need to show that for all smooth f;
0p
ZZ
sgnðu  fÞ ft þ
1
2
ð f 0ðfÞÞ2
b0ðfÞ fx
 !
x
" #
dx dt: ð14Þ
As before, the (classical) solution of (12) is also a dissipative solution, so we can
test it against a pair ðfe;ceÞ: Given f; let
fe ¼ f ep; ce ¼ fþ ep; with perturbation p ¼ f
0ðfÞ
2b0ðfÞ fx:
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We choose this perturbation to exactly cancel the singular terms once we plug it into
f ðfeÞ: We know that
0p
ZZ
sgnðue  feÞ fet 
1
e
f ðfeÞx þ
1
e2
ðbðceÞ  bðfeÞÞ
 
þ sgnðve  ceÞ cet þ
1
e
f ðceÞx þ
1
e2
ðbðfeÞ  bðceÞÞ
 
dx dt:
2. From (9) and the deﬁnitions of fe and ce we have
1
e
f ðfeÞx ¼ 
1
e
f ðfÞ  pf 0ðfÞ þ ep2
Z 1
0
ð1 sÞf 00ðf sepÞ ds
 
x
1
e2
ðbðceÞ  bðfeÞÞ ¼ 2p
e
b0ðfÞ þ p2
Z 1
0
ð1 sÞðb00ðfþ sepÞ
 b00ðf sepÞÞ ds:
Using this in the above inequality, after regrouping the terms in their powers of e; the
terms with the factor 1e cancel, and we get
0p
ZZ
sgnðue  feÞ ft þ ð f 0ðfÞÞ2
fx
2b0ðfÞ
 
x
þp2Ae þ eðpt  ðp2CeÞxÞ
 
þ sgnðve  ceÞ ft þ ð f 0ðfÞÞ2
fx
2b0ðfÞ
 
x
p2Be  eðpt  ðp2CeÞxÞ
 
dx dt;
where Ae :¼ R 10 ð1 sÞf 00ðf sepÞ ds; Be :¼ R 10 ð1 sÞf 00ðfþ sepÞ ds and Ce :¼ R 10 ð1
sÞðb00ðfþ sepÞ  b00ðf sepÞÞ ds:
Note that Ae; Be and Ce are bounded uniformly in e; and in fact, as e-0;
Ae; Be-1
2
f 00ðfÞ and Ce-0:
3. Assuming as before that sgnðue  feÞ-sgnðu  fÞ; sgnðue  feÞ-sgnðu  fÞ;
we let e-0: The terms with the factor e converge to 0; the terms p2Ae and p2Be have
the same limit, and so at last we get (14).
As in the previous two sections, we ﬁx the problem of letting e-0 inside sgnðÞ by
changing the test functions a little: ﬁrst considering fe ¼ f ec; and then fe ¼
fþ ec; for an appropriate c: &
We did not have to restrict ourselves to a 2 2 system. In fact we can use very
similar computations in order to obtain a rather general parabolic problem (see
below).
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5. Accretiveness of semilinear operators
In the next section we get a limit for a more general relaxation limit. However we
need to know that the limiting operator is accretive. We do this now.
Consider the operator B : DðBÞCL1ð0;N; L1ðRnÞÞ-L1ðRnÞ:
Bu ¼ ut 
Xn
i; j¼1
ðaijðuÞuxiÞxj  f ; ð15Þ
with DðBÞ ¼ ðC1-L1Þð0;N; ðC2-L1ÞðRnÞÞ; fAL1ð0;N; L1ðRnÞÞ and aijAW 1;NðRÞ
(possibly degenerate) elliptic, that is,
aijðzÞxixjX0 for all xARn and zAR:
Let us deﬁne
Au ¼ 
Xn
i; j¼1
ðaijðuÞuxiÞxj ; ð16Þ
with domain DðAÞ ¼ ðC2-L1ÞðRnÞ; so that
Bu ¼ ut þ Au  f :
Theorem 5.1. The operator A defined in (16) satisfies:Z
Rn
sgnðu  vÞðAu  AvÞ dxX0:
In particular, A is accretive in L1ðRnÞ:
Proof. It is sufﬁcient to show that limm-N
R
bmðu  vÞðAu  AvÞ dmX0; where bm is
a nondecreasing function such that limm bmðxÞ-sgnðxÞ as m-N; b0mðxÞ ¼ 0 if
jxjX1=m and jb0mðxÞjp3m otherwise. Then
Im :¼
Z
Rn
bmðu  vÞðAu  AvÞ dx
¼
Xn
i; j¼1
Z
Rn
b0mðu  vÞðu  vÞxj ðaijðuÞuxi  aijðvÞvxiÞ dx
¼
Xn
i; j¼1
Z
Um
b0mðu  vÞðu  vÞxj ðaijðuÞuxi  aijðvÞvxiÞ dx;
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where we deﬁne Um ¼ fju  vjp1=mg: Since aij is Lipschitz, we can ﬁnd K40 such
that jaijðuÞ  aijðvÞjpK ju  vj: Thus we have
Im ¼
Xn
i; j¼1
Z
Um
b0mðu  vÞðu  vÞxj aijðuÞðu  vÞxi dx
þ
Xn
i; j¼1
Z
Um
b0mðu  vÞðu  vÞxj ðaijðuÞ  aijðvÞÞvxi dx
X  n2K
Z
Um
b0mðu  vÞju  vj  jDðu  vÞj  jDvj dx;
where we used the ellipticity condition and the fact that b0mX0: Note b
0
mðsÞsp3 for
all m: Thus, when we let m go toN in the last integral we get
lim
m-N
Z
Um
b0mðu  vÞju  vjjDðu  vÞjjDvj dxp3
Z
fjuvj¼0g
jDðu  vÞjjDvj dx:
Since Du ¼ Dv a.e in fu ¼ vg this integral is zero and hence the result. &
To show that B is accretive we can restrict its domain to the functions satisfying a
given initial condition: DðBÞ ¼ ðC1-L1Þð0;N; ðC2-L1ÞðRnÞÞ-fu : uðx; 0Þ ¼ gðxÞg:
Then we have
Theorem 5.2. The operator B satisfies
Z
Rnð0;NÞ
sgnðu  vÞðBu  BvÞ dx dtX0:
Proof. The previous theorem takes care of the part of the integral with the x
derivatives—we just have to integrate in t: For the time derivative we have, with bm
and Um as above,ZZ
bmðu  vÞðut  vtÞ dx dt ¼ 
ZZ
b0mðu  vÞðu  vÞtðu  vÞ dx dt
¼ 
ZZ
Um
b0mðu  vÞðu  vÞtðu  vÞ dx dt:
As above, we get
lim sup
m
ZZ
bmðu  vÞðut  vtÞ dx dt

pC
ZZ
fu¼vg
jut  vtj dx dt ¼ 0: &
For the next lemma deﬁne ½f ; go ¼
R
sgnð f Þg dx for f ; gAL1ðRnÞ:
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Lemma 5.3. If u is a dissipative solution of Bu ¼ 0; then
½u  f k; Bðfþ kÞo þ
Z
O
juðx; 0Þ  fðx; 0Þj dxX0; ð17Þ
for all kAR and fADðBÞ:
Proof. Given fADðBÞ; take zACNc ð½0;NÞ  RnÞ such that 0pzp1; zðx; tÞ ¼ 0 if
jxj2 þ t244; zðx; tÞ ¼ 1 if jxj2 þ t2o1: Deﬁne zmðx; tÞ ¼ zðx=mnþ1; t=mnþ1Þ and fm ¼
fþ kzm: Then we have
½u  fm;Bfmo
¼
ZZ
sgnðu  fmÞ fm;t 
Xn
i; j¼1
ðaijðfmÞfm;xi þ f Þxj
 !
dx dt
¼
ZZ
fjxj2þt2om2g
sgnðu  f kÞ ft 
Xn
i; j¼1
ðaijðfþ kÞfxiÞxj þ f
 !
dx dt
þ
ZZ
fjxj2þt24m2g
sgnðu  fmÞ fm;t 
Xn
i; j¼1
ðaijðfmÞfm;xiÞxj þ f
 !
dx dt
¼ Tm1 þ Tm2 :
Clearly, when we let m-N; Tm1-½u  f k;Bðfþ kÞo: On the other hand
zm;xiðx; tÞ ¼ 1mnþ1zxiðx=mnþ1; t=mnþ1Þ; zm;tðx; tÞ ¼ 1mnztðx=mnþ1; t=mnþ1Þ: This vanishes
outside Bð0; 2mÞ and is bounded in absolute value by Mmn1 for some constant M:
Denoting by Am the annulus f4m24jxj2 þ t24m2g; we have
jTm2 jp
ZZ
Am
jftj þ
jkjM
mnþ1
þ
Xn
i; j¼1
ja0ijðfmÞfxifm;xj þ aijðfmÞfxixj j þ jf j dx dt
p
ZZ
Am
jftj þ
jkjM
mnþ1
þ C jDfj jDfj þ jkjM
mn
 
þ jD2fj
 
þ jf j dx dt
where C40 is a constant depending only on the coefﬁcients aij
pCˆjkjM
m
þ
ZZ
fjxj2þt24m2g
ðjfj þ jf jÞ dx dt;
with Cˆ another constant independent of m: Since f and f are summable, it is clear
that Tm2-0: On the other hand, as in the proof of Theorem 5.1, we have
½u  fm; Bu  Bfmop
Z N
0
Z
Rn
sgnðu  fmÞðu  fmÞt dx dt;
p
ZZ
sgnðu  fmÞðu  fÞ dx dt þ
ZZ
Am
jkjM
mnþ1
dx dt

:
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Now we can let m-N; and we recover (18) as in the proof of the same
theorem. &
6. Relaxation to a semilinear parabolic equation
Let us now take the following system:
wet þ 1e
Pn
i¼1
Pn
j¼1 fijðweÞxj ¼  1e2
Pn
i¼1 ðwe  zei Þ
zei;t  1e
Pn
j¼1 fijðzei Þxj ¼ 1e2ðwe  zei Þ; i ¼ 1;y; n:
(
ð18Þ
This is a system where once again the quantities w and zi are competing. In this case
the interaction is linear and the conservation law is nonlinear. Note that this is not a
special case of (6), not only because of the nonlinearity, but also due to the dependence
on more variables of the transport PDE for zi: Here we assume that f
0
ijX0:
Let us assume for now that this system is a contraction, and that we; zei have limit u
in a suitable norm. An argument similar to the above shows that u should satisfy
ut  1
n þ 1
Xn
i¼1
Xn
j¼1
Xn
k¼1
ð f 0ikðuÞf 0ijðuÞuxkÞxj ¼ 0;
which we can write as
ut  1
n þ 1
Xn
j¼1
Xn
k¼1
ðajkðuÞuxkÞxj ¼ 0; ð19Þ
where ajkðzÞ ¼
Pn
i¼1 f
0
ikðzÞf 0ijðzÞ is a nonnegative deﬁnite (possibly degenerate)
symmetric matrix: ððajkÞÞ ¼ sTs; with s ¼ ðð f 0ijÞÞ:
First we show that (18) is in fact a contraction in L1:
Lemma 6.1. Let ðw; zÞ and ðwˆ; #zÞ solve (18). Then for any 0pt1pt2 we have
jjðw; zÞð; t1Þ  ðwˆ; #zÞð; t1Þjjpjjðw; zÞð; t2Þ  ðwˆ; #zÞð; t2ÞjjL1ðRnxÞ: ð20Þ
Proof. Suppose ðw; zÞ and ðwˆ; #zÞ are as above. Fix d40 and let rðxÞ be a nonnegative
smooth function such that rðxÞ ¼ jxj for jxj4d; r0ðxÞ40 for x40 and r0ðxÞo0 for
xo0: Then we have
d
dt
RðtÞ :¼ d
dt
Z
Rn
rðw  wˆÞ þ
Xn
i¼1
rðzi  zˆiÞ dx
¼
Z
Rn
r0ðw  wˆÞðw  wˆÞt þ
Xn
i¼1
r0ðzi  zˆiÞðzi  zˆiÞt dx
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¼  1
e
Xn
i; j¼1
Z
Rn
r0ðw  wˆÞ ð fijðwÞ  fijðwˆÞÞxj þ
1
ne
ðw  zi  wˆ þ zˆiÞ
 
dx
þ 1
e
Xn
i; j¼1
Z
Rn
r0ðzi  zˆiÞ ð fijðziÞ  fijðzˆiÞÞxj þ
1
ne
ðw  zi  wˆ þ zˆiÞ
 
dx:
Since f 0ijX0; r
0ðw  wˆÞ ¼ r0ð fijðwÞ  fijðwˆÞÞ; except perhaps on the set where fijðwÞ ¼
fijðwˆÞ: However, ð fijðwÞ  fijðwˆÞÞxj ¼ 0 almost everywhere on this set. Therefore, the
ﬁrst term on the ﬁrst of the above integrals is zero:
R
Rn
½rð fijðwÞ  fijðwˆÞÞxj dx ¼ 0:
Similarly, way we conclude that the ﬁrst term of second integral also vanishes. Thus
we have
d
dt
RðtÞ ¼ 1
e2
Xn
i¼1
Z
Rn
r0ðzi  zˆiÞ  r0ðw  wˆÞ½ ½ðw  wˆÞ  ðzi  zˆiÞ dx:
If w  wˆ and zi  zˆi have the same sign, the above integrand is zero. If either wXwˆ
and zipzˆi or wpwˆ and ziXzˆi; then the integrand is 2ðjw  wˆj þ jzi  zˆijÞp0:
Therefore, Rðt1ÞpRðt2Þ; for 0pt1pt2: Letting d-0; we get (20). &
We can now check that u is a dissipative solution of (19), that is,
Theorem 6.2. There exist subsequences we; zei converging to a dissipative solution of
(19), u:
Proof. 1. From the previous lemma we get the convergence for appropriate
subsequences as before. We need to show that for all smooth f;
0p
ZZ
sgnðu  fÞ ft þ
1
n þ 1
Xn
j;k¼1
ðajkðfÞfxkÞxj
 !
dx dt: ð21Þ
2. As before, a strong solution of (18) is also a dissipative solution, which we will
test against ðfe;ce1;y;cenÞ: Take fe  f and cei ¼ fþ eci; where ci ¼Pn
j¼1 fijðfÞxj : From (9), we get
fijðcei Þ ¼ fijðfÞ þ ecif 0ijðfÞ þ e2c2i
Z 1
0
ð1 sÞf 00ij ðfþ esciÞ ds:
From the deﬁnition of dissipative solution for the system, and (18), we deduce that
0p
ZZ
sgnðwe  fÞ ft 
1
e
Xn
i¼1
Xn
j¼1
fijðfÞxj 
1
e2
Xn
i¼1
ðf cei Þ
" #
þ
Xn
i¼1
sgnðzei  cei Þ cei;t þ
1
e
Xn
j¼1
fijðcei Þxj 
1
e2
ðcei  fÞ
" #
dx dt
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p
ZZ
sgnðwe  fÞ½ft
þ
Xn
i¼1
sgnðzei  cei Þ cei;t þ
Xn
j¼1
ððcif 0ijðfÞÞxj þ eðc2iBeijÞxj Þ
" #
dx dt;
where
Beij ¼
Z 1
0
ð1 sÞf 00ij ðfþ esciÞ ds:
3. The terms with 1=e all cancel since ci ¼
Pn
j¼1 f ðfÞxj : With the same
assumptions as before on the convergence of the two sgnðÞ functions in the above
integrals, we let e-0: Since Beij-
1
2f
00
ij ðfÞ; when we let e-0 the resulting terms cancel
because they have opposite signs. The terms with e in front vanish in the limit. The
rest of the terms add up and we recover (21).
We can conclude the argument by ﬁxing the perturbations as in Section 4,
choosing fe ¼ f7ec:
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