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1第 1章
序論
1.1 背景
近年，駅ホームにおける安全性向上のための対策が推進されている．平成 27 年まで，駅
ホームにおける事故発生件数は増加傾向ないしは横ばい傾向にあった [1]．視覚障害者や車椅
子利用者，酔客などがホームに転落し，死亡するという重大な事故が発生したことを問題視し
た国土交通省は，駅ホームにおける安全性向上のためのハード面およびソフト面の対策を強化
した [2]．それにより，平成 28 年より駅ホームにおける事故は減少傾向にある．しかしなが
ら，発生件数はまだまだ少なくなく，ゼロにしなくてはいけない重要な問題である．国土交通
省は，ハード面の対策として主に，ホームドアの設置・整備を行なっている．利用客の多い駅
から優先的に強化しているが，日本全国には１万近くの駅があるため全ての駅にホームドアを
早急に設置することは難しいと考えられる．ソフト面の対策としては，駅員等による誘導案内
の強化と接遇能力の向上を行なっている．具体的には，国主催の声かけ・見守りキャンペーン
に加え，鉄道事業者等も独自にキャンペーン等を実施している．しかしながら，駅員が必ずし
も危険なシーンに気づいてサポートを行えるわけではないと考えられる．人員不足や人件費の
観点から，助けが必要となる者に対して，十分に気づくことは難しい．以上より，危険なシー
ンをリアルタイムで検出し，駅員に対して警告することで，ソフト面対策を十分なものとする
ための映像監視システムが必要であると考えられる．
　また，我が国では在宅の身体障害者数や高齢者数が増加しており、これに伴い，車椅子の普
及も進んでいる [3–5]．このような背景から，身体障害者が積極的に参加できる共生社会の形
成に向けて取り組みがなされている．その１つとして，車椅子利用者の自立支援を目的とし
た，民間施設や公共施設のバリアフリー化が挙げられる．しかし，人手による支援が必要であ
る場面も依然として多く見られる．例えば，車椅子利用者は駅ホームにおいて，安全に乗降す
るため，駅員に出入り口にスロープ板を渡してもらう必要がある．
　一方で近年，ディープラーニングなどの発展によって一般物体認識の精度や処理速度が急成
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長しており（2.2.3 節），様々なシーンにおいてサービスの基盤技術として一般物体認識は利
用されている．例えば，監視カメラで特定の人やモノを認識し，警備するシステムなどがあ
る [6]．しかし，画像解析は計算負荷が高く，画像伝送に伴う伝送量も膨大であることから，画
像警備システムの整備は，費用観点からも容易ではない．また，一般物体認識の発展に伴い，
人の骨格推定技術も急発展している（2.3節）．推定した骨格情報を用いた発展研究やサービス
も増えてきている（2.4節）．　
1.2 目的
駅ホームにおける安全性向上のために様々な対策があるが，その１つに危険なシーンやサ
ポートが必要なシーンを検出する画像警備システムがある．一般に駅などの公共空間では，視
覚障害者やベビーカーなどの交通弱者や，酔っぱらいや歩きスマホなどの事故を誘引する行為
に対して，迅速な警告や職員のサポートが求められる．そこで本研究では，図 1.1のような駅
ホームにおける画像警備システムの実現を最終目標とし，その重要機能の１つとして挙げられ
る車椅子利用者の検出手法を提案する．本研究が志向する映像監視システムは，上述した従来
型の画像警備システムに対し，画像に代替して骨格情報を伝送することに特徴がある．骨格情
報は人の姿勢や行動に関する大きな情報量を包含し，かつ画像に比較してデータ容量が小さ
い．また，駅構内の監視事象の多くが人に対するものであるならば，骨格情報はその目的に対
して十分な情報である可能性がある．したがって，骨格情報に基づく画像警備システムの合理
性は高い．本研究では，骨格情報に基づく画像警備システムの実現を目指し，その重要機能の
1つとして位置づけられる車椅子検知機能の実現により，同システムの実現可能性を示すため
に実施したものである．　
1.3 構成
本論文は，５章により構成する．次章である第２章では，車椅子検出の従来手法，一般物体
認識，骨格推定技術について記述する．第３章では，提案手法である，骨格情報を用いた車椅
子利用者の検出方法について記述する．第４章では，提案手法が有効であるかどうかを評価す
るための実験とその結果，考察について記述する．最後に第５章では，本論文のまとめと今後
の課題について記述する．
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図 1.1. 映像監視システム
4第 2章
関連研究と現状
2.1 車椅子検出の従来手法
本節では，一般物体認識技術を基にした車椅子利用者に特化した既存の検出手法について述
べる．Mylesらは車椅子の車輪と利用者の顔検出に基づいた車椅子利用者検出手法を提案して
いる [7]．この手法では，Hough変換を用いて車椅子の車輪を，色特徴を用いて車椅子利用者
の顔をそれぞれ検出し，車椅子利用者の 3 次元姿勢情報を構築する．しかし，事前にカメラ
キャリブレーションを正確に行なう必要があり，キャリブレーションされていない環境では
利用することができない．Huangらは，単一の固定カメラにより撮影された映像から局所特
徴を用いて車椅子利用者を検出する手法を提案している [8]．この手法では，特徴量は HOG
(Histogram of Oriented Gradients)特徴量と Contrast Context Histogram特徴量を，識別
器にはカスケード化した AdaBoostによる識別器を用いる．しかし，この手法は車椅子利用者
の遮蔽を考慮していないため，混雑環境では高精度に検出することができない．そこで谷川ら
は部位追跡の併用によって遮蔽時でも車椅子利用者を検出できる手法を提案している [9]．一
般に車椅子利用者の横幅や奥行は歩行者より大きく，全身が観測できない場合であっても一部
であれば観測できる可能性が高い点に着目している．事前に構築した検出器による車椅子利用
者の検出に加え，部位ごとの追跡を併用し，各部位の追跡結果から車椅子利用者の位置を推定
する.部位ごとの追跡において，部位の見えに基づき追跡した場合，その部位が遮蔽された時
に正しく追跡できなくなる可能性が高い．そこで谷川らの手法では，まず，追跡対象の部位ご
とに遮蔽されているか否かの判定をする．遮蔽されていないと判定された部位については，部
位の見えに基づき追跡を行なう．遮蔽されたと判定された部位については，遮蔽されていない
と判定された部位との間の位置関係と，過去の位置の変化に基づきその位置を推定する．これ
により，遮蔽に頑健な車椅子利用者の検出を実現している．以上に挙げた先行研究は，いずれ
も画像を直接の入力とするものであり，本研究が志向する骨格情報に基づく検知手法とは異
なる．
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2.2 一般物体認識
一般物体認識は画像から特定の対象物を検知するための技術として知られ，車椅子検知にお
いても前節で記述したようにしばしば用いられている．本章では一般物体認識における技術動
向についてまとめる．
2.2.1 一般物体認識と特定物体認識
物体認識の研究は，一般物体認識と特定物体認識に大別される．一般物体認識は，制約のな
い実世界シーンの画像に対して計算機がその中に含まれる物体もしくはシーンを「山」「ライ
オン」「ラーメン」など一般的な名称で認識することで，画像認識の研究において最も困難な
課題の一つとされている [10]．なぜなら，制約のない画像における「一般的な名称」が表す同
一カテゴリーの範囲が広く，同一カテゴリーに属する対象の見た目の変化が極めて大きいため
に，(1) 対象の特徴抽出，(2) 認識 モデルの構築，(3)学習データセットの構築，が困難なため
である．特に (3) は一般物体認識で固有の問題で，厳密に定義することが不可能な「山」「ラ
イオン」などの意味カテゴリーをいかに定義するかという問題に関係していて，人工知能の分
野とも関係の深い問題である．また，現在研究されている一般物体認識の主なタスクが５種類
ある（図 2.1）．「画像全体のカテゴリー分類」は最も標準的なタスクで，複数のカテゴリーラ
ベルを画像に付与する「画像アノテーション」，領域分割された画像の各領域に対してカテゴ
リーラベルを付与する「画像ラベリング」，長方形の矩形で画像中の物体の存在位置を検出す
る「カテゴリー物体検出」，物体の領域を正確に切り出す「カテゴリー領域抽出」などのタス
クが研究課題として扱われている．
　一方，特定物体認識は，「東京タワー」などの特定のランドマークや「iPhone」などの特定
の工業製品のようなまったく同じ状の物体に対する認識技術で，一般物体認識の困難点「(1)
対象の特徴抽出」はほぼ同様である．しかし，「(2) 認識モデルの構築」は代わりに大量の画
像データベースに対して高速な検索を行うことが研究課題となっている．「(3) データセット
の構築」の問題は，特定物体認識ではまったく同一のものを探すのが目的であるので，カテゴ
リーの定義に関する問題は存在しない．　 　
2.2.2 2000年代までの一般物体認識研究の歴史
一般物体認識は，画像認識の研究が始まった 1960年代当初より研究が行われていた．当時
は計算機でカラーデジタル画像を扱うこと自体が困難で，線画を対象に線画解釈の研究が盛ん
に行われていた．その後，1970年代，1980年代は，2次元的な取扱いのできる画像，例えば，
航空写真や風景写真などの様な画像に対する認識システムが盛んに研究されるようになった．
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図 2.1. 一般物体認識の主要な５種類のタスク [11]
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当時は，画像を領域分割して，各領域の形状や色，模様，領域間の関係などを手がかりにして
ラベリングすることによって認識を実現していた．1980年代には，人工知能のエキスパート
システムの手法が導入され，複雑なルールに基づく認識システムが開発された．しかし，認識
のためのルールは人手によってすべて記述していたため，認識対象を増やすことが困難である
という問題点があり，実験用画像以外の一般の画像を対象とした認識を実現することは出来な
かった．
　 1980年代後半になると３次元の実世界を対象とする認識が盛んになった．認識の対象とす
る物体の形状モデルを知識として予め用意しておいて，画像とモデルの照合を行うことによ
り，画像中にモデルの表す物体の存在を認識する方法であるモデルベーストによる物体認識の
研究が盛んに行なわれた．しかし，認識対象の正確な形状モデルが事前に必要であるために，
特定物体認識の認識しか実現できなかった．こうした認識は，カテゴリー分類でなく同一対象
の検索であったために，汎化は必要でなく，学習が利用されることはなかった．
　 1980年代では人手によるルールや幾何形状モデルを認識モデルとして用いていたため認識
対象を増やすことが困難であった．そこで，1990年代では学習画像を用意して，それから自
動的に特徴量を抽出し認識を行う研究が多く行われるようになった．特に，顔画像認識では，
学習を用いた方法で大きな進歩を遂げた．濃淡画像の画素値をベクトルの要素とみなして画像
ベクトルを固有空間を用いて圧縮し，圧縮されたベクトルを特徴量とみなす固有顔法 [12]は，
その代表的な方法である．また，それを一般の３次元物体の特定物体認識に適用するパラメト
リック固有空間法 [13]も提案された．これらの方法では，３次元物体を３次元情報を復元せ
ずに２次元の外観（アピアランス）のみで認識するので，appearance-basedと呼ばれ，現在
の物体認識の方法の基本的な考え方になっている．しかし，認識対象全体を特徴として利用し
ているので，物体の一部分が隠れたりするオクルージョンや部分的な変形に対処出来ないとい
う問題もあった．当時は現在のような非線型 Support Vector Machine のような高次元ベク
トルに対して汎化能力を発揮する手法が存在していなかったため，主に高次元のベクトルの次
元数を下げる統計的手法である主成分分析（Principal Conponent Analysys, PCA），判別分
析（Linear Discriminant Analysis, LDA），正準相関分析（Canonical Correlation Analysis,
CCA），それらを認識に応用した部分空間法などが主に研究され，文字認識を中心とする画像
認識に応用されていた．
　画像認識の研究は研究自体は長期間行われていたものの，常に何らかの前提条件が必要で，
実験画像に対してうまくいく手法であっても，一般の人がカメラで撮影した制約のない画像に
適用できる手法は存在しなかった．2000年前後までは，一般物体認識は極めて困難な問題と
して考えられており，どの様にアプローチすればいいのかさえ定まっていな状況であった．そ
うした状況に対して，90年代の後半から 2000年代の前半にかけて，一般物体認識に関するブ
レークスルーが起こった．それに関する重要な研究は，(1)局所特徴の組合せによる画像の表
現，(2)局所特徴の表現法，そして，(3) 局所特徴のヒストグラム表現である bag-of-features
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である．まずは 1990年代後半に，認識対象全体を用いるのではなく，認識対象の特徴的な局
パターンを多数抽出し，その組合せによって，画像検索および特定物体認識を行う方法が提案
された [14].認識に用いる特徴的な部分の抽出には，元々はステレオ３次元復元やパノラマ画
像生成に必要な複数画像の対応点検出のために研究されてきた局所特徴抽出手法が利用され
た．代表的な方法としては，特徴点検出と特徴ベクトルの抽出法をセットにした SIFT（Scale
Invariant Feature Transform）法 [15]がある．
　 SIFT法は (1)特徴点とその点の最適スケールの検出，(2)特徴点の周辺パターンの輝度勾
配ヒストグラムによる 128 次元ベクトルによる記述，の２つの処理を含んだアルゴリズムで
ある．画像中のエッジやコーナーなどの特徴的な部分が特徴点として自動的に検出され，さ
らにその周辺パターンに基づいてパターンのスケールと主方向が決定され，回転，スケール
変化（拡大縮小），明るさ変化に不変な形でその周辺パターンが特徴ベクトルとして記述され
る．SIFT法に代表される局所特徴量による認識は，高精度で頑健な特定物体認識を可能とし
たが，１つの画像から数百から数千のもの多数の局所特徴量を抽出すると，多数の画像に対し
て特徴点を高速に照合することが困難になる．そこで，１枚の画像から多数抽出される局所特
徴ベクトルをベクトル量子化し，代表ベクトルである code wordに置き換えて，対応点の検索
を行う手法が提案された [16]．代表ベクトルは visual word とも呼ばれる．Visual words の
最初の論文は特定物体認識を目的としていたため，それだけでは一般物体認識への適用は不可
能であった．局所特徴量および visual wordsを一般物体認識に応用することを可能としたの
は，bag-of-features表現（BoF）[17]である．
　 BoF表現は，各特徴点の画像中での位置，つまり visual wordsの位置を無視して，visual
wordsを bag-of-words化したものである．BoF表現の画期的な点は，BoF表現に変換された
画像は文章とまったく等価に扱うことができる点である．一般に，BoF を画像表現で用いる
場合には，Support Vector Machine（SVM）[18]を用いるのが一般的である．SVMは，教
師あり学習を用いるパターン認識モデルの１つである．SVMが画像認識で最もよく用いられ
る理由としては，画像認識でよく表れる高次元データに対して，SVMは影響をほとんど受け
ずに，高い汎化性能を持っていることが第一の理由である．また，問題の特性に応じたカーネ
ル関数を利用することで，識別性能を向上させることができる点もその理由の一つである．そ
れに加えて，品質が高く，使いやすい SVMのオープンソースソフトウェアによる実装がWeb
から簡単に入手できることも SVMが学習手法としてよく使われる大きな理由である．多くの
一般物体認識の論文で，SVMlight [19] や LIBSVM [20] が BoF 表現と組合せて利用されて
いる．　
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図 2.2. 一般物体認識を中心とした画像認識研究の歴史 [10]
2.2.3 近年の一般物体認識
以上のような SIFTに代表されるような様々な局所特徴量が出てきたことで，一般物体認識
が比較的簡単に解けるようになった．そして，さらにディープラーニングによって一般物体
認識の研究は盛り上がりを見せる．2012年，画像認識の歴史において決定的となった出来事
が起こった．世界的な画像認識のコンペティションである「ILSVRC（Imagenet Large Scale
Visual Recognition）2012」で，トロント大学の研究チームが開発をした「Super Vision」と
いうシステムが圧倒的な勝利を収めた．この時，トロント大学が使用した技術がディープラー
ニングである．これ以降，ディープラーニングが注目されるようになり，一般物体認識の精度
は実用的なレベルにまで向上することとなる．一般に，ディープラーニング以降は，入力画
像から畳み込みニューラルネットワーク（CNN）で特徴を抽出し，それを全結合し識別する．
あるいは，最後のところだけ SVMなどの識別器を使う従来の方法で行うパターンとなってい
る．ここで，ディープラーニングによる近年の一般物体認識研究例を紹介する．
R-CNN
ディープラーニングの登場後，一般物体認識のタスクの１つである物体検出は，より正確な
CNNに基づく分類器に置き換えられた．しかし，CNNは計算が非常に遅く実行することは
不可能だった．2014年，この物体検出に対して CNNのアルゴリズムを応用できないかとい
う課題を解く先駆けとなった研究が R-CNN（Region-based CNN）である [21]．R-CNNは，
Selective Searchと呼ばれる物体候補（object proposal）アルゴリズムを使用することでこの
問題を解決した．Selective Searchでは，複数のスケールのウィンドウを調べて，テクスチャ，
色，または強度を共有する隣接ピクセルを探すことで物体を識別する．R-CNNのアルゴリズ
ムは，
1. 物体らしさ（Objectness）を見つける既存手法（Selective Search）を用いて，画像か
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図 2.3. R-CNNにける物体検出システムの概要 [21]
ら領域候補を探索（最大で 2000個）
2. 領域候補の領域画像を全て一定の大きさにリサイズし，CNNにかけて特徴量を抽出
3. 取り出した特徴量を使って複数の SVM によって学習しカテゴリ識別，回帰によって
Bounding Boxの正確な位置を推定
という流れになっている（図 2.3）．R-CNNの精度は，PASCAL VOC 2012のデータセット
において，それまでの既存手法に比べて，30％以上も精度を改善した．しかしながら，ディー
プラーニングによる物体検出を実現したものの，実行時間が遅く，学習に要する手間がかかる
ことが欠点である．
Faster R-CNN
R-CNNの登場以降，その欠点であった実行時間を改善し，精度を向上させた研究がたくさ
んある [22–27]．ここでは，Faster R-CNN [28]を紹介する．Faster R-CNNは，R-CNNの
改良版である Fast R-CNN [23]のさらなる改良版で，R-CNNの約 250倍の高速処理を実現
した．Faster R-CNNのネットワークは，backbone層，RPN層，head層の３層に大別され
る．backbone 層では，入力画像の特徴を抽出する．RNP 層では，物体候補領域が抽出され
る．head層では，抽出された物体候補領域について，RoIプーリングを利用して物体のクラ
スの確率と領域位置を推定する（図 2.4）．
　 Fast R-CNNでは，物体候補を検出を検出するアルゴリズムを依然として Selective Search
を用いており，画像の入力から物体検出までを１つのモデルで一気に学習，推定することが
できる End-to-End には至っていなかった．そのため，抽出性能が低く，候補が無数に抽出
されてしまい，物体候補領域の抽出とその後の識別処理の計算コストが膨大となっていた．
そこで，Faster R-CNN では，Selective Search の代わりとなる Region Proposal Network
（RPN）という物体候補領域を推定するためのネットワークを導入することで，画像の入力か
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ら物体の検出までを End-to-End で学習，推定できるモデルを提案した（図 2.5）．RPN は，
物体候補を出力するための２つの機能を持っている．１つ目は，図 2.5中の赤枠内の画像が物
体かどうかを表すスコアを計算する機能，２つ目は，赤枠の概説矩形のスケールや位置を回帰
により微調整する機能である．赤枠はあらかじめ定義された k個の外接矩形（Anchor）を用
いて決定される．この Anchor boxに様々な形，サイズを用意しておくことで多種多様な物体
を検出できるようになる．物体候補領域の抽出後は，Fast R-CNNと同様に，Feature maps
上の物体候補領域内から RoI pooling により物体サイズによらず，同一サイズの特徴ベクト
ルを生成し，物体識別用ネットワークに入力することで最終的な物体検出結果を得る仕組みに
なっている．これにより高速かつ高性能な物体検出を実現している．　
図 2.4. Faster R-CNNのネットワーク [28]
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図 2.5. Region Proposal Network [28]
Mask R-CNN
Mask R-CNN [29]は，前述の Faster R-CNNの手法をベースとしており，Faster R-CNN
にセグメンテーションの機能を付加した形で進化した手法と言える．セグメンテーション機
能では，ピクセル単位で物体領域を抽出することが可能となった．ネットワークは Faster
R-CNNの head層にMask brunchを追加する構成となっている（図 2.6）．Mask brunchの
入力は，CNN特徴マップ，出力は，物体なら１，物体でないなら０を表すバイナリマスクを
持つ行列である．このMask brunchの追加により，セグメンテーションが実現された．基本
的には，Faster R-CNNのネットワーク構成およびアルゴリズムと同様であるが，一部進化し
た部分がある．Mask R-CNNの head層では，RoI Poolの代わりに RoI Alignを通過させる
ことで，RoI Poolingで問題だったサブピクセルレベルのズレを解消することが可能となり，
正確性を向上させた．詳しくは [29]にを参照されたい．
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図 2.6. Mask R-CNNのネットワーク [29]
2.3 骨格推定手法
近年，人の骨格を推定する技術の研究が盛んに行われ，精度や処理速度が著しく向上してい
る．まずはじめに，マイクロオフィス社が 2010年に発売した Kinectがある．これはもとも
と Xbox360用のゲームコントローラだが，RGBカメラや赤外線センサ，深度センサなどを搭
載しており，人の骨格も検出できる．25個の関節を同時に６人までリアルタイムに検出可能
である．開発用に SDKも公開されており，多くの研究者が Kinectを用いたインタラクティ
ブシステムの研究を行なっている [33]．
　他方，ディープラーニングの発展に伴って，Kinectを上回る技術が次々に登場した [29] [34]．
OpenPoseはカーネギーメロン大学の Zhe Caoらによって 2017年に公開された骨格推定技術
で，Deep Learning を用いた代表的な手法の 1 つである [34]．複数人の骨格を単眼カメラの
みで高精度かつリアルタイムに推定できる．また，ライブラリとして非商用目的での利用に限
り無料公開されている．OpenPoseは Convolutional Neural Network（CNN）を使ったトッ
プダウンの位置認識や Part Affinity Fieldsによる部位の所属認識を採用することによって従
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図 2.7. OpenPoseで取得したキーポイントの例
来よりも圧倒的な処理速度と高い精度を実現している．Open Poseでは，画像中における解
析対象の肩や腰，膝などキーポイントと呼ばれる 18個の特徴点の座標，及び各点の推定信頼
度を出力できる（図 2.7）．また，指先や顔の 2次元特徴点の推定技術も追加された（図 2.8）．
さらに現在では，3次元の骨格推定の可能となったデモも公開された．3次元座標の推定方法
は，まず，複数のカメラを用意し，内部行列（視野角や歪みパラメータ）と外部行列（カメラ
間の位置と姿勢）を求め，OpenPoseを起動し，各カメラ上の関節座標の 2次元座標を基に，
三角測量的に 3次元座標を求める，という仕組みである．
　また，前述のMask R-CNN [29]も骨格推定機能を有している．本来の機能である画像セグ
メンテーションを応用したもので，OpenPoseと同様に，人間のキーポイントを抽出できる．
他にも，OpenPose と同等，ないしは高い精度を実現している手法がある [35]．以上のよう
に，骨格推定技術は他の画像認識タスクと同様に盛んな研究がなされている分野であり，今後
の技術進展も期待できる．　
2.4 骨格情報を利用した研究
本節では，OpenPoseによる骨格情報を利用した発展研究を紹介する．スポーツの分野での
応用例として，泳者のスイムストロークを分析する研究がある [38]．スポーツパフォーマンス
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図 2.8. 指先と顔のキーポイント [36] [37]
のフィードバックにコンピュータビジョンを導入する動きは増えているが，この研究では，水
中で撮影した泳者の映像から OpenPoseによって骨格情報を取得し，マルチクラス型の SVM
と Rondom Forestを使用して，図 2.9に示すようにαとβの値から肘の高さを識別する．一
般使用者も簡単にパフォーマンスアセスメントを行うことが可能になった．
　 OpenPose を使用した手話認識も報告されている [39]．OpenPose で取得できる手指の関
節情報を Recurrent Neural Network（RNN）に入力し手話を認識する．この研究の特徴は，
学習データ数が十分でないときでも，認識システムの検出精度が保たれる点である．これは，
手話認識において指の関節情報の普遍性が高いことを示唆している．
　 OpenPoseは商用システムへの活用も進んでいる．株式会社電通国際情報サービス（ISID）
は，OpenPose を利用して動画に映る人の特定の動作や姿勢を抽出するソリューション”Act
Sense”の提供を 2018年 6月 27日より開始した [40]．昨今，コンピュータビジョンの技術進
展に伴い，映像の意味を解析し，生産性の向上や業務効率の改善に活用するニーズが顕在化し
ているという背景から，Act Senseは OpenPoseで取得した人の姿勢情報に，ISID独自開発
のアルゴリズムを組み合わせ，特定の動作，行為，姿勢を検出する（図 2.10）．例えば，作業
者を撮影した動画から，特定の行動がいつ発生したか，作業者の姿勢に無理が生じていないか
などを抽出することが可能であり，工場，都市，オフィス，店舗，車，ヘルスケア等の幅広い
産業やシーンで活用されることを想定している．
　以上のように，骨格情報を利用した研究が様々な分野で存在する．骨格推定技術の向上に
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伴って，このような発展研究が今後も増えていくと考えられる．他方，本研究で提案する骨格
情報を用いた車椅子利用者の検出手法は提案されていない．
図 2.9. OpenPoseを利用したスイムストローク分析 [38]
図 2.10. Act Senseで動作を抽出したイメージ [40]
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第 3章
ニューラルネットワーク
3.1 ニューラルネットワーク
ニューラルネットワークは機械学習モデルの一種であり，哺乳類の中枢神経の研究から影響
を受けた．各ネットワークは相互接続されたニューロンで構成されていて，特定の条件を満た
したときにメッセージを交換する．これを発火という．1950 年後半に初期の研究が始まり，
パーセプトロンが生まれた．パーセプトロンは 2層のネットワークであり，単純な演算に用い
ることを目的としている．1960年代後半には，多層ネットワークを効率的に学習するために
用いられる誤差逆伝播法（back propagation）というアルゴリズムが導入された．
3.2 パーセプトロン
パーセプトロンとは，視覚と脳の機能をモデル化したもので，ニューラルネットワークの
起源となるシンプルなアルゴリズムである（図 3.1）．1958 年 Rosenblatt らによって提案
された [42]．パーセプトロンの入力は，入力特徴もしくは単純特徴量と呼ばれる n 個の値
（x1 , x2 , ..., xn）を持つ入力ベクトル xである．出力は 1（yes）あるいは 0（no）である．数式
は以下のように定義される．
f(x) =
{
1　 wx+ b > 0
0　 otherwise (3.1)
ここで，w を重みベクトルとすると，wxは重みベクトルと入力ベクトルの内積
m∑
j=1
(wjxj)
として表せる．b はバイアスを表している．wx + b は b と w に割り当てられた値に応じて，
位置が変化する環境超平面を定義している．xが境界面より上の値であればポジティブ，それ
以外はネガティブになる．非常に単純なアルゴリズムである．パーセプトロンは 1 か 0 しか
出力できず，その中間の値を出力することはできない．もし w と bの値を決定する方法を定
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図 3.1. パーセプトロン
義できれば，1または 0を出力できるようになる．
3.3 多層パーセプトロン
検出器に用いる学習モデルである多層パーセプトロン（Multi Layer Perceptron, MLP）に
ついて説明する．MLPは，図 3.2のようにパーセプトロンを複数繋いで多層構造にした階層
型ニューラルネットワークである．１つの入力層と，１つ以上の中間層（隠れ層），最後に１
つの出力層から構成される．また，各層は，複数個のノードを持ち，ある値を持っている．そ
して，ある層のと次の層の間のノード同士はエッジで結ばれる．各エッジは，パーセプトロン
と同様に重みを持っている．各ノードが最初の層から入力を受け取り，あらかじめ定義された
局所的な決定境界に基づいて発火する．次に入力層の出力は第二層（中間層）の入力に渡さ
れ，単一のニューロンで構成される出力層まで渡される．重み wとバイアス bの値は，学習
用データを用意し、ネットワークが出力と学習データ間の誤差を最小化するように最適化す
る．MLPを訓練する方法は長年に渡って苦闘を続けてきたが，1986年 Rumelhartらによっ
て考案された Backpropagation（誤差逆伝播）という訓練アルゴリズムによって可能となっ
た [41]．
　誤差逆伝播は，個々の訓練インスタンスをネットワークに与え，連続する層すべてのニュー
ロンの出力を計算する．次に，ネットワークの出力誤差を測定し，最後の隠れ層に含まれる各
ニューロンが各出力ニューロンの誤差にどれくらいの影響を与えたかを計算する．次に，もう
ひとつ前の隠れ層の各ニューロンが，これらの誤差への影響力にどれだけの影響を与えたかを
計算する．これを入力層に達するまで続ける．この後退パスは，ネットワークの逆方向に誤差
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勾配を伝えていくことによって，ネットワークの接続部の重み全体の誤差勾配を効率よく測定
する．最後のステップでは，測定した誤差勾配を使ってネットワークのすべての接続部の重み
に対して勾配降下法を行う．このアルゴリズムを正しく動作させるために，Rumelhartらは，
MLPのアーキテクチャに重要な変更を加えた．ステップ関数をロジスティック関数（シグモ
イド関数）σ(z) + 1/(1 + exp(−z)) に置き換えたのである．ステップ関数はフラットな線分
だけで構成されるため，相手にできる勾配がない（勾配降下法は，平面では動きが取れない）
が，ロジスティック関数ならあらゆる位置に明確に定義された非０の導関数があるため，勾配
降下法は各ステップで前に進むことができる．誤差逆伝播は，ロジスティック関数以外の活性
化関数（activation function）のもとでも使える．ロジスティック関数以外でよく使われるも
のに，双曲線正接（hyperbolic tangent）関数と ReLU関数がある．これらの活性化関数を図
3.3に示す．
　MLPは，個々の出力がバイナリクラスのいずれかになるので，分類でよく使われる．クラ
スが相互排他的な場合（例えば，数字の分類における 0 から 9 までのクラス）には，出力層
は，個々の活性化関数ではなく，共有のソフトマックス（softmax）関数を使うように変更さ
れる．また，個々のニューロンの出力は，対応するクラスに属する確率の推計値である．信号
の流れは一方通行（入力から出力へ）になっている．そのため，このアーキテクチャは順伝播
型ニューラルネットワークの例になっている．　
図 3.2. 多層パーセプトロンの構造
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図 3.3. 活性化関数
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提案手法
4.1 車椅子利用者の検出手法
図 4.1. 提案手法の概要図
本手法は，駅ホームにおける車椅子利用者の検出手法である．本研究が志向する画像警備シ
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ステムにおいて，車椅子のリアルタイム検知結果を駅係員に通知し，補助等の適切な処置を施
す機能実現のためのコア技術なりうる．介助が必要な車椅子の検知タイミングは駅ホーム，な
いしは構内への外部からの入場時である．したがって，車椅子を検知するカメラは改札やエレ
ベータ，階段などの入場経路への設置が期待される．また，駅の公共性に鑑みれば，車椅子検
知については過検知を許容するフェイルセーフを取るべきである．
本手法では，遮蔽なくカメラが撮像でき，かつカメラに正対する車椅子のみを検知対象とす
る．これは，正対時に骨格情報が最もよく取得できるという理由ばかりでなく，駅ホームの入
場経路はエレベータや改札，階段など，利用者の進行可能方向が制約されるケースが多く，ま
た，車椅子利用者に対する他利用者の配慮から進行方向が譲られることが期待できるためであ
る．すなわち，エレベータや改札，階段などに正対して設置したホーム上のカメラ映像が本手
法の適用対象となる．一方，車椅子利用者がカメラに対して垂直に進行しない可能性を考慮す
る必要があるため，カメラの設置方向に対して斜行する車椅子に対しても検出する必要があ
る．他方，車椅子には電動や重傷者用など様々な種類が存在し，利用時の骨格情報は大きく異
なる．本研究は骨格情報を用いた車椅子検知に関する初めての試みであることから，今回は手
押し式車椅子（図 4.11）に検出対象を限定する．
要求条件をまとめると，遮蔽がなく，駅ホームを想定した環境に設置した監視カメラ映像を
用いて，
1. カメラに正対する車椅子利用者を漏れなく検出すること
2. 上の条件においてある程度斜行した場合でも検出すること
3. 車椅子は手動式車椅子に限定すること
である．
図 4.1に提案手法の概要を示す．検出システムの処理は主に，事前処理と検出処理に分けら
れる．事前処理では，車椅子利用者の検出に必要な検出器を多層パーセプトロンを用いて作
成する．検出器の作成方法は，4.3節に記述がある．検出処理ではまず，図 4.1のように，駅
ホームにいくつかある監視カメラの映像をローカルにあるエッジサーバに伝送する．次にエッ
ジサーバ上で監視映像を OpenPose で解析し，映像に映る人々の骨格情報を取得する．次に
取得した骨格情報から関節角度や関節間距離の比などの情報を算出する（4.3 節参照）．そし
て，その情報をクラウドに伝送し，クラウド上で車椅子利用者の検出処理を行う．このとき，
検出には事前に作成した検出器を使用する．車椅子利用者が検出された場合，クラウドから駅
員等に警告が行くという手法となっている．提案手法の手順を以下にまとめた．
1. 駅の監視カメラの映像を取得
2. 監視映像をエッジサーバに伝送
3. エッジサーバで OpenPoseによる解析
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4. 取得した骨格情報を加工
5. 4で得た情報をクラウドに伝送
6. クラウド上で車椅子利用者の検出処理
7. 検出結果を駅員に警告
提案手法の特徴は，クラウドに画像データではなく骨格データを伝送する点，および骨格情
報を用いて検出を行う点である．通常，映像監視システムのほとんどはクラウドに画像情報を
伝送して検出などの処理を行うが，人の画像データを包含するような骨格データを伝送に使用
することで，トラヒック量を大幅に抑えることができ，クラウドでの計算負荷の低減および処
理速度の高速化を期待できる．現段階では，車椅子利用者の検出しか提案できていないが，今
後は視覚障害者や酔客，歩きスマホをする人々などの検出を実現したい．提案システムは，こ
のような機能が増えれば増えるほど，計算負荷および処理速度の利点が顕著になると考えら
れる．
4.2 制約条件
　 提案手法における２つの制約条件を以下にまとめた．
1. 手動式車椅子に限る（電動式車椅子は除く）
2. 全身の骨格をカメラで観測可能
1の条件を設定した理由は，手動式，電動式の車椅子利用者のそれぞれの骨格情報の特徴は異
なるので，共通クラスとして検出することは難しいと考えたため，今回は手動式に限定した．
電動式の検出システムは今後の課題である．2の条件を設定した理由は，全身がカメラに写っ
ていないと骨格情報を推定することが難しいためである．提案手法は骨格情報を基に車椅子利
用者を検出するため，前提として骨格情報がなくてはいけない．そのため，カメラに対して後
ろを向いた車椅子利用者は体の一部が車椅子によって隠れてしまい，骨格を推定できないの
で，本提案手法では検出することができない．カメラに対して正対,横向きはこの限りでない．
この後ろ向きの車椅子利用者を検出できない問題は，駅ホームの両端双方向から監視すれば解
決することができるので，この制約条件が提案システムの実用上の課題になることはないと考
えられる．
4.3 骨格情報を用いた車椅子利用者検出器
本研究では，多層パーセプトロンを検出モデルとして，車椅子利用者と非車椅子利用者を識
別する検出器を作成する．作成に利用した映像の撮影環境等は 5.1 節に記載されている実験
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環境と同様である．学習データとして入力するデータには，車椅子利用者と非車椅子利用者
の骨格情報を用いる．ここで，非車椅子利用者は，下記の図 4.12 のようなパターンとした．
OpenPoseで得られる骨格情報は上記の通り，画像上の座標データである．検出モデルに入力
する学習データは，その座標データを加工した二次加工データである．一次データを入力した
場合でも，ネットワーク上で同様に二次加工データのような特徴量を抽出することが予想され
るため，あらかじめ二次加工データを定義し入力することで，ネットワークのレイヤ数を減ら
し，システム全体に要する大きい計算負荷を少しでも抑えることが可能である．そのため本手
法では，キーポイントの座標情報から関節角度や関節間距離の比などを算出し，車椅子利用者
の特徴を含むようなデータに変換することで，車椅子利用者の検出を可能とする．具体的に
以下の９個の二次加工データである（以下のパラメータを骨格二次加工データと呼ぶことと
する）．　
1. 脇の角度：図 4.2
2. 肘の角度：図 4.3
3. 膝の角度：図 4.4
4. 前腕と X軸のなすの角度：図 4.5
5. 脛と X軸のなすの角度：図 4.6
6. (左右の肩間の X座標の差) ÷ (左右の手首間の X座標の差)：図 4.7
7. (左右の手首間の X座標の差) ÷ (肩と足首間の Y座標の差)：図 4.8
8. (腰と足首間の Y座標の差) ÷ (肩と腰間の Y座標の差)：図 4.9
9. (腰と膝間の Y座標の差) ÷ (膝と足首間の Y座標の差)：図 4.10
骨格二次加工データの算出方法を記述する．関節角度や部位と X軸とのなす角度など（上
記の 1～5）の，角度を求める方法は，それぞれの各キーポイントの座標情報がわかっているの
で，求めたい角を作る線の２つのベクトル成分を求め，次に逆余弦 arccos θの値を計算するこ
とで角度を求められる．キーポイント間距離（上記の 6～9）の求め方は，単純にキーポイント
の座標の差を算出することによって求められる．
以上のような骨格二次加工データを採用した理由を述べる．まず，車椅子利用者は車輪を自
らの手で回す必要があり，その際，脇や肘が特徴的な角度になるからである．３～５に関して
は，車椅子利用者の足や手はほぼ固定されるため，非車椅子利用者との差別化ができるからで
ある．６～９に関しては，車椅子利用者は常に座った姿勢であるため，縦横比が非車椅子利用
者と比べて特徴的であり，非車椅子利用者と比べて差別化しやすいからである．
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図 4.2. 脇の角度
図 4.3. 肘の角度
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図 4.4. 膝の角度
図 4.5. 前腕と X軸のなすの角度
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図 4.6. 脛と X軸のなすの角度
図 4.7. (左右の肩間の X座標の差) ÷ (左右の手首間の X座標の差)
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図 4.8. (左右の手首間の X座標の差) ÷ (肩と足首間の Y座標の差)
図 4.9. (腰と足首間の Y座標の差) ÷ (肩と腰間の Y座標の差)
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図 4.10. (腰と膝間の Y座標の差) ÷ (膝と足首間の Y座標の差)
表 4.1に学習用サンプルの作成条件を，表 4.2に撮影条件を示す．使用した車椅子は日本工
業規格 JIS T 9201に定める規格サイズに準じたものを使用した (図 4.11)．撮影サンプルのイ
メージを図 5.1，図 4.12に示す．表 4.1に示すように，撮影パターンは車椅子利用時では 1パ
ターン（ア：カメラに正対して直進走行），非車椅子利用時は 9パターン（歩行 (正面)，歩行
(側面)，着席 (正面)，着席 (側面)，あぐら，体育座り，長座 (正面)，長座 (側面)，しゃがみ）
を撮影した．表 4.1に示す各撮影パターンにおいて，車椅子利用時は 4,000枚 (30fps)，非車
椅子利用時は 3600枚 (30fps)のサンプルを撮影した．
図 4.11. 車椅子の規格 [43]
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表 4.1. 学習用サンプル作成条件
協力者 A
性別 男
身長 (cm) 177
体格 痩せ型
車椅子 ア)直進 4000
歩行 (正面) 400
歩行 (側面) 400
着席 (正面) 400
着席 (側面) 400
撮影フレーム数 非車椅子 あぐら 400
体育座り 400
長座 (正面) 400
長座 (側面) 400
しゃがみ 400
表 4.2. 撮影条件
画角 73 deg
解像度 1,920 × 1,080 pixels
設置高さ 2.4 m
設置俯角 7 deg
撮影場所 本学日野キャンパス 2号棟 8F廊下 (幅 2.8m,長さ 30m)
(＊)骨格解析時に 7.5fps相当に変換
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図 4.12. 非車椅子利用者の例
表 4.3. 検出器の学習データ数の内訳
車椅子利用者のデータ数 400
非車椅子利用者のデータ数 400
学習データ数の合計 800
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5.1 実験環境と実験概要
本研究の有用性を検証するために，本研究で作成した車椅子利用者の検出器の精度評価実験
を行った．テスト用のサンプルデータを撮影して，検出器にかけ，検出結果を出力する．表
5.1にテスト用サンプルの作成条件を示す．撮影条件および使用した車椅子は検出器作成時と
同様である．
撮影サンプルのイメージを図 5.1，図 4.12に示す．表 5.1に示すように，撮影パターンは車
椅子利用時では 2パターン（ア：カメラに正対して直進走行，イ：カメラを正面を向けながら
斜行），検出器作成時と同様に非車椅子利用時は 9パターンを撮影した．なお，車椅子利用時
の撮影パターン (イ)において，本研究が検出対象外とする後ろ向きや横向きの状態となるフ
レームはテストサンプルから除外した．表 5.1に示す各撮影パターンにおいて，車椅子利用時
はそれぞれ 3,000枚 (30fps)，非車椅子利用時は 2400枚 (30fps)のサンプルを撮影した．テス
トサンプルは，検出器作成時と同様に条件に合致するデータから一様乱数でランダムにサンプ
リングしたものを使用した．
評価は表 5.2のように３つのケースで行う．評価 (1)のテストデータは直進パターンのみ，
評価 (2)のテストデータは斜行パターンのみ，評価 (3)のテストデータは直進および斜行の２
パターンである．評価 (1)では，直進パターンを学習させたとき，直進パターンを十分に検出
できるかを評価する．評価 (2)では，直進パターンを学習させたとき，斜行パターンを検出す
ることができるかを評価する．評価 (3)では，直進パターンのみを学習させたとき，直進およ
び斜行を検出できるかどうかを評価する．評価 (2)(3) で十分な結果が得られた場合，提案手
法は頑健性が高いと言える．
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表 5.1. 学習用サンプル作成条件
協力者 A 協力者 B 協力者 C 協力者 D
性別 男 男 男 男
身長 (cm) 177 174 165 173
体格 痩せ型 標準 痩せ型 中肉
車椅子 ア)直進 - 1500 - 1500イ)斜行 1500 - 1500 -
歩行 (正面) 300 - - -
歩行 (側面) 300 - - -
着席 (正面) 300 - - -
着席 (側面) 300 - - -
撮影フレーム数 非車椅子 あぐら 300 - - -
体育座り 300 - - -
長座 (正面) 300 - - -
長座 (側面) 300 - - -
しゃがみ 300 - - -
図 5.1. 車椅子利用者の走行のパターン例
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表 5.2. ３つの評価ケース
評価 (1) 評価 (2) 評価 (3)
車椅子利用者のパターン (ア)のデータ数 100 0 50
車椅子利用者のパターン (イ)のデータ数 0 100 50
非車椅子利用者のデータ数 100 100 100
テストデータ数の合計 200 200 200
5.2 評価結果
評価ケース (1)～(3) の精度評価結果を表 5.3 にまとめた．なお，学習の繰り返し数である
Epochは全て 200に設定した．これは，図 5.2～5.7に示す Epochと正解率および LOSSの
推移グラフから，正解率の極大点および LOSSの極小点を観測できることによる．
表 5.3. 評価結果
正解率 適合率 再現率
評価 (1) 0.985 0.990 0.980
評価 (2) 0.959 0.949 0.969
評価 (3) 0.970 0.990 0.950
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図 5.2. 評価 (1)の loss
図 5.3. 評価 (1)の accuracy
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図 5.4. 評価 (2)の loss
図 5.5. 評価 (2)の accuracy
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図 5.6. 評価 (3)の loss
図 5.7. 評価 (3)の accuracy
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5.3 考察
ケースごとに評価の考察を行う．考察をするにあたって，正解率つまり予測結果が正解して
いる割合，また，適合率つまり正解と判断したものうち実際に正解している割合よりも，再現
率つまり正解のうち正解を正しく予測できた割合の方が重要である．車椅子利用者を検出しサ
ポートするためのシステムであるため，車椅子利用者ではないと判断して，実際には車椅子利
用者であった場合，要求条件を満たすことができない．したがって，再現率の値を限りなく 1
に近づけなくてはいけない．その点に注意して考察を行う．
まず，評価 (1)では，学習データに車椅子が直進しているパターン (ア)と非車椅子椅子利用
者のパターンを入力した．テストデータも同様のパターンを入力した．再現率は 0.98と非常
に高い結果が得られた．学習データとテストデータが同種であることに起因していると考えら
えれる．この結果から，検出器において，カメラに正対して直進する車椅子利用者を検出する
という要求条件 1を満たせた．
評価 (2)では，学習データに車椅子が直進しているパターン (ア)と非車椅子利用者のパター
ンを入力し，テストデータに車椅子が斜行しているパターン (イ)と非車椅子利用者のパター
ンを入力した．評価 (1)の結果より再現率が落ちたが，十分に高いと言える結果が得られた．
評価 (1)より再現率が少し落ちた原因として考えられるのは，学習データとテストデータに入
力した車椅子利用者のパターンを変えたことである．しかしながら，この結果より，要求条件
2を満たすことができ，車椅子利用者が直進しているか斜行しているかは，精度に与える影響
は少ないと考えらる．
評価 (3)では，学習データに車椅子が直進しているパターン (ア)と非車椅子利用者のパター
ンを入力し，テストデータに車椅子が直進 (ア)及び斜行 (イ)しているパターンと非車椅子利
用者のパターンを入力した．この結果も十分に高い再現率を得ることができた．評価 (1)，(2)
の結果から明らかではあるが，車椅子の直進のパターンのみから，車椅子が直進及び斜行両方
のパターンを検出できることがわかった．直進のみの学習データから要求条件 1 および 2 を
同時に満たすことができた．この結果から，少ない学習パターンからでも様々なパターンを検
出できる可能性があることが言える．
総じて，直進のみの学習データから車椅子利用者の直進および斜行どちらのパターンも高い
再現率で検出することができ，要求条件 1,2を満たすことができた．提案手法で作成した車椅
子利用者の検出器は非常に高精度であることがわかったが，本手法において重要な評価指標で
ある再現率は 1ではない，すなわち車椅子利用者の検出漏れがあることを意味する．したがっ
て，全ての要求条件を十分には満たしていない．過検出は許容するが検出漏れは許されないの
で，検出器の精度を改善する必要性がある．また，評価 (2)より車椅子利用者の直進のみを学
習させた検出器を用いて，斜行する車椅子利用者の検出に成功したことから十分にわかること
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だが，直進および斜行のパターンが精度にあまり影響を与えないことがわかった．したがっ
て，学習パターンが少なくても車椅子利用者を検出でき，頑健性を示すことができた．また，
適合率とは，正解と予測した件数のうち実際に正解しいてる割合のことで，車椅子利用者の過
検出がどれだけ少ないかを示す．本手法では，過検出は許容するが，駅員に無駄足をさせない
ために，少ないに越したことはない．その点，評価 (1)(3)の結果を見ると，0.99で適合率は
非常に高いと言える．システムとして，車椅子利用者が検出された場合，それが誤検出である
可能性は低く，信頼性が高い．
最後に，本提案手法における学習データ数に着目する．今回，検出器を作成するために使用
した学習データ数はどれも 800 である．画像認識における学習データ数は，数千から数万の
データ数を要することが多い．例えば，手書き数字の認識では，６万もの学習データが必要と
なる．本提案手法における学習データ数が非常に少ないことがわかる．したがって，本提案手
法は他の検出手法に比べて圧倒的に容易に検出器を作成できる．また，学習データ数を増やす
ことで，要求条件を十分に満たすことができると考えられる．しかし，少ない学習データ数で
も高い精度を得られることは，ある駅にこの提案手法の監視システムを導入する際，非常に短
いリードタイムで済み，大きなメリットになりうる．
以上の評価結果より，本手法は駅ホームを想定した遮蔽がない環境において，直進および斜
行する車椅子利用者の検出は十分可能であることがわかった．しかし，検出漏れの存在によ
り，要求条件を十分には満たしていないので，精度の改善の余地があると言える．
40
第 6章
結論
本研究では，骨格推定技術である OpenPoseを用いて，駅ホームにおける車椅子利用者を検
出する手法を提案した．検出には，多層パーセプトロンと呼ばれるニューラルネットワークを
用いて検出器を作成した．学習データとして入力したパラメータは，OpenPoseで取得した画
像上の骨格座標から算出した関節角度や関節間距離の比などである．評価実験では，作成した
検出器の精度を評価した．正解率，適合率，再現率ともに９割以上という高い精度を得ること
ができた．また，学習データ数は 800という非常に少ないにも関わらず，これほどの精度を得
ることができたため，一般的な画像認識を利用した検出よりも容易に検出器を作成できること
がわかる．それに加えて，車椅子利用者の骨格の普遍性が高いということも同時に言える．
今後の課題として挙げられるのは，電動車椅子の検出である．本研究は手動式に限定した検
出手法である．実際には電動車椅子利用者も数多く存在するため，対応する必要がある．ま
た，実際の駅ホームでは，多くの人が行き交うため，監視カメラで車椅子利用者の全身を観測
することは難しいと考えられる．したがって，遮蔽状況においてもしっかりと車椅子利用者を
検出できる手法の提案が必要となる．また，車椅子が監視カメラに対して必ずしも，正面を向
いて直進または斜行しているとは限らないため，横向きに走行してたり，後ろを向いて走行し
ているケースも十分に検出することが必要となる．次に，より駅ホームの環境に近い環境下で
の実験も必要である．今回は，非常に簡易的な環境下での実験のため，汎用性があるかわから
ない．実際の駅ホームの幅や奥行き，監視カメラの設置間隔，設置角度を考慮した実験が重要
となる．また，駅ホームに限定せずエレベータ前や改札口付近など様々な場所での検出可能性
があるので，様々な環境下での検出も今後の課題である．また，本研究のメリットである計算
負荷の低減に伴う処理速度の高速化の評価も挙げられる．また，MLPに限らず，他の学習モ
デルでの評価を行うことで，より最適な学習モデルを模索する必要性がある．また，画像ベー
スで車椅子を検出する従来手法との比較評価も必要である．そして最後に車椅子利用のみなら
ず，視覚障害者や酔客，歩きスマホをする人など事故を誘引する可能性が高い人物の検出を可
能とする，駅ホームにおける実用的な映像監視システムの提案が最終的な課題である．
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付録
学習データを表 6.1のようなデータの内訳で作成した検出器を用いて，表 6.2のような内訳
のテストデータで評価 (4)(5)を行なった．結果を以下に示す．
表 6.1. 検出器の学習データ数の内訳
検出器 (2) 検出器 (3)
車椅子利用者のパターン (ア)のデータ数 0 200
車椅子利用者のパターン (イ)のデータ数 400 200
非車椅子利用者のデータ数 400 400
学習データ数の合計 800 800
表 6.2. 追加２つの評価ケース
評価 (4) 評価 (5)
車椅子利用者のパターン (ア)のデータ数 0 50
車椅子利用者のパターン (イ)のデータ数 100 50
非車椅子利用者のデータ数 100 100
テストデータ数の合計 200 200
使用する検出器 (2) (3)
表 6.3. 評価結果
正解率 適合率 再現率
評価 (4) 0.975 0.980 0.970
評価 (5) 0.965 1 0.930
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図 6.1. 評価 (4)の loss
図 6.2. 評価 (4)の accuracy
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図 6.3. 評価 (5)の loss
図 6.4. 評価 (5)の accuracy
