Forced expression of Nrxn3 AS4(+) isoforms was previously shown to reduce postsynaptic AMPAR localization and to impair LTP in the subiculum (22). By contrast, in Slm2 KO CA1 neurons, total surface AMPAR amounts and AMPAR function are elevated. These differences are most likely due to the simultaneous disruption of alternative splicing in all three neurexin genes in the Slm2 KO , as well as the different cell type-specific context. Compared to other RNA-binding proteins, SLM2 exhibits highly selective neuronal cell type-specific expression, and only a small set of alternative exons is particularly reliant on SLM2 function. Our genetic rescue experiments demonstrate that restoration of a single alternative exon has a major impact on the SLM2 KO phenotype. We hypothesize that targeted, cell type-specific splicing regulation of surface receptor recognition systems as reported here for the SLM2-neurexin system represents a general mechanism for the control of synapse specification in neuronal circuits.
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Phosphorus is a macronutrient taken up by cells as inorganic phosphate (P i ). How cells sense cellular P i levels is poorly characterized. Here, we report that SPX domains-which are found in eukaryotic phosphate transporters, signaling proteins, and inorganic polyphosphate polymerases-provide a basic binding surface for inositol polyphosphate signaling molecules (InsPs), the concentrations of which change in response to P i availability. Substitutions of critical binding surface residues impair InsP binding in vitro, inorganic polyphosphate synthesis in yeast, and P i transport in Arabidopsis. In plants, InsPs trigger the association of SPX proteins with transcription factors to regulate P i starvation responses. We propose that InsPs communicate cytosolic P i levels to SPX domains and enable them to interact with a multitude of proteins to regulate P i uptake, transport, and storage in fungi, plants, and animals.
I
norganic phosphate (P i ) uptake, transport, storage, and signaling systems in eukaryotes (1, 2) are supported by proteins containing SPX domains of unknown function (3). These small domains (135 to 380 residues) are located at the N-termini of P i transporters (4-7), the inorganic polyphosphate (polyP) polymerase vacuolar transporter chaperone (VTC) (8) , and P i signaling proteins (9, 10) or occur as independent, single-domain proteins ( fig. S1 ) (11) . Mutations in the SPX domain in plant and human P i exporters impair their transport capacity and affect P i signaling (12) . The P i transporters Pho87 and Pho90 interact via their SPX domains with the yeast Spl2 protein, and this interaction downregulates P i uptake ( fig. S1) (4, 13) . In plants, SPX domains bind phosphate starvation response (PHR) transcription factors, which mediate P i starvation-induced gene expression under P ilimiting conditions (11, 14) . Formation of a SPX domain-PHR complex prevents the transcription factor from binding its target promoters, thus reducing the expression of starvation-induced genes under P i -sufficient growth conditions (15, 16) . P i itself may promote the association of SPX proteins with PHRs, and thus, SPX domains may sense cellular P i levels (15, 16) .
To investigate whether SPX domains are eukaryotic sensors for P i , we mapped their domain boundaries and expressed and purified fungal, plant, and human SPX domains ( fig. S2 ). We determined three independent crystal structures of SPX ScVtc4 (residues 1 to 178) from the yeast VTC complex (8) at 2.1 to 3.0 Å resolution (table S1) . Structures of the SPX domain of the Chaetomium thermophilum glycerophosphodiesterase (residues 1 to 184) and of the human phosphate transporter XPR1 (xenotropic and polytropic retrovirus receptor 1; residues 1 to 207) were solved at 1.95 and 2.43 Å resolution, respectively. These structures highlight key features of the SPX domain: Its core consists of two long (~80 Å) helices, a3 and a4, connected by linkers of variable length (Fig. 1, A and B) . The core helices and two smaller C-terminal helices, a5 and a6, contribute to the formation of a three-helix bundle (Fig. 1, A and B) . Helix a6 adopts various orientations in our different structures (Fig. 1B and fig. S3 ). The N terminus of the domain folds into a helical hairpin formed by a1 and a2, but in several "apo" structures, helix a1 appears disordered (Fig. 1, A and B) . SPX domains share no major structural homology with proteins of known function (17) .
We located a conserved basic surface cluster at the N terminus of the SPX helical bundle (Fig.  1C) . Several invariant Lys residues and Tyr22 HsXPR1 from helices a2 and a4 represent SPX sequence fingerprints and contribute to the formation of the surface cluster (Fig. 1, C and D, and fig. S2 ) (3) . A sulfate ion is bound to a pocket in the surface cluster of SPX HsXPR1 (Fig. 1D) (Fig. 1D) . Residues in contact with SO 4 2-are invariant among SPX domains from different eukaryotes ( fig. S2 ), and thus, the sulfate ion could mark the previously suggested P i binding site (15, 16) .
Nuclear magnetic resonance (NMR) titrations of wild-type SPX ScVtc2 and SPX HsXPR1 revealed a dissociation constant (K d ) for P i of~5 and 20 mM, respectively ( Fig. 1E and fig. S4 ). Mutation of PBC residues in SPX ScVtc2 reduces P i binding, as does deletion of the N-terminal a1 helix (DN14) or reductive methylation of surface lysines (Fig.  1E ). The reduced binding affinity of the DN14 mutant, the observed structural changes in our SPX domain crystal structures, and the number of peak shifts in the NMR titration experiments indicate that SPX domains undergo conformational changes upon ligand binding, possibly involving the a1 helix (Fig. 1, A to E, and figs. S3 and S4). In contrast to earlier reports (15, 16), we found that SPX ScVtc2 cannot discriminate between P i and sulfate (Fig. 1E and fig. S4 ). Also, the SPX basic surface cluster contains many more conserved lysine residues than required for P i coordi- , and mutation of all three KSC lysines to Ala has no effect on P i binding (Fig. 1, D and E, and fig. S4 ). Larger ligands, such as pyrophosphate (PP i ), interact more tightly with SPX ScVtc2 (Fig. 1E and fig. S4 ). Thus, SPX domains harbor a large, positively charged surface able to interact with a phosphate-containing ligand but show little specificity and selectivity for P i itself.
In order to define other potential ligands for eukaryotic SPX domains, we analyzed polyP synthesis in isolated yeast vacuoles, which is catalyzed by the SPX-containing VTC complex and regulated by P i levels in vivo. Deletion of the InsP 6 kinase Kcs1, which produces inositol pyrophosphate (PP-InsP) signaling molecules, eliminates VTC-generated polyP stores ( fig. S5 ) (18) (19) (20) . We synthesized 5-InsP 7 , a Kcs1 reaction product, and found that it stimulated VTCcatalyzed polyP synthesis at concentrations above 100 nM ( Fig. 2A and fig. S5 ). In contrast, P i and SO 4 2-activated VTC only at millimolar concentrations ( Fig. 2A) . SPX ScVtc2 and other SPX domains bind 5-InsP 7 and InsP 6 with~50 to 500 nM affinity and with 1:1 binding stoichiometry in different in vitro assays (Fig. 2B, fig. S8 ). PBC and KSC residues together form the SPX InsP binding site (Fig. 2, C to F) . Additional hydrogen bonds with InsP 6 are established by the N-terminal amino group and by main-chain atoms from residues 1 to 4 in helix a1 (Fig. 2F) . Binding of InsP ligands may thus stabilize the SPX a-helical hairpin motif.
Substitution of conserved surface cluster residues reduced InsP 6 and 5-InsP 7 binding to SPX ScVtc2 in vitro (Fig. 3, A 
/Lys129
ScVtc4 to Ala constitutively activated polyP production (Fig. 3C) . Thus, VTC polyP synthesis is controlled by its SPX domains and InsPs, rationalizing previous genetic findings (18, 22) .
The Arabidopsis PHOSPHATE 1 (PHO1) protein, an ortholog of the human XPR1 P i exporter, controls P i transport from the root to the shoot and P i -starvation responses (5, 12) . We substituted InsP-binding residues in the SPX AtPHO1 basic surface cluster and transformed the pho1 knockout mutant (5) with these mutant AtPHO1 constructs. K136 → Ala control plants resembled plants transformed with a wild-type AtPHO1 construct, whereas the PBC, KSC, and DN15 mutants showed reduced growth (Fig. 3D and fig. S10 ). PBC and KSC plants had very similar phenotypes, suggesting that the entire surface cluster and not only the PBC residues are required for normal SPX domain function of AtPHO1 in vivo (Fig. 3D ). This favors a role for InsPs rather than for P i in AtPHO1-mediated plant P i homeostasis. The DN15 mutant phenotype underlines the importance of helix a1 in SPX domain function, further supporting the idea of an InsP-induced conformational change (Fig. 3D) . Shoot P i content in PBC, KSC, and DN15 plants was reduced compared with that of the wild type, and similar to pho1 plants, suggesting that P i export into the xylem is compromised in these mutants (Fig.  3E) . Expression of P i starvation-induced genes was up-regulated in shoots of PBC, KSC, and DN15 mutant lines, to an even larger extent when compared with the pho1 knockout mutant (Fig.  3F) . Targeting the ligand-binding function of SPX AtPHO1 thus impairs P i export and enhances P i starvation signaling in the P i -deficient pho1 mutant. P i efflux was also found impaired in patients with brain calcification-carrying mutations in SPX HsXPR1 , indicating that InsP control of P i transport is conserved across evolution ( fig.  S11) (23) .
In our SPX-InsP 6 complexes, one ligand face remains accessible for additional coordination by target proteins (Fig. 2, C to F) , which may serve as coreceptors for InsP signaling molecules, similarly as observed for the plant jasmonate receptor (24) or for the cyclin-dependent kinase complex Pho80-Pho85 and its inhibitor Pho81 (25) . SPX proteins from rice interact with the OsPHR2 transcription factor in the presence of 15 mM P i (16, 26) . We found that OsSPX4 and OsPHR2 interact at 5-InsP 7 concentrations as low as 20 mM (Fig. 4A) . No significant binding was detected in calorimetry experiments upon titrating P i , PP i , PPP i , or adenosine 5´-triphosphate (ATP) into a 1:1 OsSPX4/OsPHR2 protein solution (Fig. 4B and fig. S12 ). InsP 6 bound with a K d of 50 mM, whereas 5-InsP 7 bound with~7 mM affinity. In contrast to SPX ScVtc2 , the OsSPX4-OsPHR2 complex can thus sense the presence of the pyrophosphate group, indicating that interacting proteins may assist SPX domains in selective InsP recognition (Figs. 2B and 4B and fig. S12 ) (4, 13, 15, 16) . InsP 6 binding was disrupted in the OsSPX4 PBC triple mutant, again suggesting that the basic surface cluster contributes to InsP sensing. Last, we titrated OsSPX4 into a solution containing OsPHR2 preincubated with a twofold molar access of 5-InsP 7 . We observed formation of a 1:1 SPX domain-transcription factor complex with a K d of~15 mM, whereas in the absence of InsPs, no binding occurred (Fig. 4B) . Thus, InsPs can promote the specific interaction of plant SPX proteins with their transcription factor targets. Given that the P i concentration in the plant cytosol may not exceed 100 mM, InsPs but not P i itself should represent physiological ligands for plant SPX proteins (27, 28) . This would explain why Arabidopsis InsP 5 kinase mutants, which contain less than normal InsP 6 and PP-InsPs (19) but have higher cellular P i , nonetheless show constitutive P i starvation responses (29) .
Our crystallographic, biochemical, and genetic analysis of fungal, plant, and human SPX domaincontaining proteins suggests that these domains function as cellular receptors for InsP signaling molecules (19) . We report that different SPX domains bind InsP 6 and 5-InsP 7 with similar affinities in vitro, but several observations suggest that PP-InsPs may be the relevant signaling molecules in vivo: First, the PP-InsP 5-InsP 7 -but not InsP 6 -activates the yeast VTC complex in vitro ( Fig. 2A) . Second, polyP accumulation persists upon deletion of the InsP 6 -producing kinase Ipk1, but no polyP can be detected in yeast strains lacking Kcs1, which generates PP-InsPs (18, 20) . Third, in the presence of their transcription factor target proteins, plant SPX domains show a binding preference for PP-InsPs (Fig. 4) . Last, InsP 7 levels decrease under P i starvation in yeast, whereas InsP 6 levels remain constant (table S4) (18) . PP-InsPs may thus signal the cellular P i status by binding to SPX domains in P i -sufficient conditions, enabling them to interact with a multitude of proteins that regulate P i homeostasis in eukaryotic cells (4, 13, 15, 16, 26) . We speculate that the highly plastic basic binding surface may allow SPX domains to sense different InsP/ PP-InsP isomers, which could convey signaling inputs from various physiological processes (19) . Further analyses will be required to elucidate this aspect in molecular detail. Our work now opens venues for specifically manipulating InsP/PP-InsP signaling in eukaryotic cells in order to uncover additional interaction partners for SPX domains. The P i signaling pathways we propose here may prove useful for engineering phosphate use efficiency in crop plants. Negative cooperativity is a phenomenon in which the binding of one or more molecules of a ligand to a multimeric receptor makes it more difficult for subsequent ligand molecules to bind. Negative cooperativity can make a multimeric receptor's response more graded than it would otherwise be. However, through theory and experimental results, we show that if the ligand binds the receptor with high affinity and can be appreciably depleted by receptor binding, then negative cooperativity produces a qualitatively different type of response: a highly ultrasensitive response with a pronounced threshold. Because ultrasensitivity and thresholds are important for generating various complex systems-level behaviors, including bistability and oscillations, negative cooperativity may be an important ingredient in many types of biological responses.
R eceptors, signal transducers, and transcription factors are often present as oligomers, so understanding the interactions of multimeric complexes with their regulators is fundamental for understanding cellular regulation. Two simple schemes for the sequential interaction (1, 2) of a stably dimeric receptor with a monomeric ligand are shown in Fig. 1, A and B . If the two equilibrium constants are equal (K 1 = K 2 ), the binding events can be viewed as independent; if the first binding is weaker than the second (K 1 > K 2 ), there is positive cooperativity; and if the first binding is stronger than the second (K 1 < K 2 ), there is negative cooperativity. The parameter c = K 1 /K 2 can be taken as a measure of the cooperativity, with c < 1 corresponding to negative cooperativity and c > 1 to positive cooperativity.
If it is assumed that each receptor subunit is activated independently by ligand bindingi.e., that the singly-bound receptor is half as active as the doubly-bound receptor (model 1, Fig. 1A )-then the stimulus-response relations for various assumed degrees of cooperativity are as shown in Fig. 1C . If instead only the doubly-bound receptor is active (model 2, Fig.  1B ), the relations are as shown in Fig. 1D . In either case, the greater the positive cooperativity, the more switchlike or ultrasensitive the response is (Fig. 1, C and D, blue curves) , and as c approaches infinity, the effective Hill exponent (n H ) for the response approaches 2. Conversely, the stronger the negative cooperativity, the more graded the response is (Fig. 1,  C and D, red curves) . In model 1, high negative cooperativity makes the response subsensitive (3), with an effective Hill exponent less than 1. The system becomes less decisive but is better able to discriminate between various high levels of stimulus than it otherwise could. In model 2, the Hill exponent never falls below 1.
Implicit in this approach is the assumption that the number of ligand molecules is much larger than the number of receptors-either the ligand concentration is higher, or the ligand is distributed through a larger volume, or bothso that receptor binding has a negligible effect on the concentration of free ligand. This is a reasonable assumption for the binding of oxygen to hemoglobin, metabolites to metabolic enzymes, or circulating drugs to receptor proteins, for instance. But in some cases, particularly in intracellular signaling, the upstream regulator may be comparable to or even lower in concentration than the protein (or other target) that it is regulating. We therefore examined how the stimulusresponse curves would be affected if the ligand were not assumed to be in infinite supply.
We derived expressions for the relation between the total ligand concentration L tot (rather than the free ligand concentration L) and the equilibrium fraction of receptor in the unbound, singly-bound, and doubly-bound states (supplementary materials). Because ligand depletion is most pronounced when the affinity of the ligand is high, we initially examined the response in the limit where the K values approach zero.
If it is assumed that the receptor subunits are activated independently (Fig. 1A) , the stimulusresponse curves are unaffected by the cooperativity (model 3, Fig. 1E ). On a linear plot, the response is a simple linear increase in receptor activity with total ligand concentration, until full activation is attained (not shown). Thus, the classical connection between positive cooperativity and ultrasensitivity is broken.
If it is assumed that two binding events are required to activate the receptor (Fig. 1B) , and there is negative cooperativity in the binding, then the stimulus-response curve acquires a sharp threshold (model 4, Fig. 1F ). This can perhaps be best appreciated on a linear plot, as shown in Fig. 1G . The smaller the value of c,
