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Magnetic shielding paints an accurate and
easy-to-visualize portrait of aromaticity
Peter B. Karadakov *a and Brett VanVeller *b
Chemists are trained to recognize aromaticity semi-intuitively, using pictures of resonance structures
and Frost-Musulin diagrams, or simple electron-counting rules such as Hückel’s 4n + 2/4n rule.
To quantify aromaticity one can use various aromaticity indices, each of which is a number reflecting
some experimentally measured or calculated molecular property, or some feature of the molecular
wavefunction, which often has no visual interpretation or may not have direct chemical relevance.
We show that computed isotropic magnetic shielding isosurfaces and contour plots provide a feature-
rich picture of aromaticity and chemical bonding which is both quantitative and easy-to-visualize and
interpret. These isosurfaces and contour plots make good chemical sense as at atomic positions they
are pinned to the nuclear shieldings which are experimentally measurable through chemical shifts.
As examples we discuss the archetypal aromatic and antiaromatic molecules of benzene and square
cyclobutadiene, followed by modern visual interpretations of Clar’s aromatic sextet theory, the
aromaticity of corannulene and heteroaromaticity.
1. Introduction
One intriguing question that does not require a long stretch
of chemical imagination is what would we see if we were
able to measure magnetic shieldings not just at nuclei, as in
NMR spectroscopy, but also at any point in space close to a
molecule? According to NMR theory, if a molecule is placed in an
external magnetic field B0, the magnetic field BJ felt at nucleus J
is different from B0; for an isolated molecule, this change in the
magnetic field is due to the shielding of that nucleus by the
electrons. Chemically different nuclei are surrounded by differ-
ent electronic environments and exhibit different extents of
shielding. BJ and B0 are related through the equation
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BJ = (1  rJ)B0 (1)
where rJ is the shielding tensor of nucleus J defined as a 3  3
matrix with rows and columns labelled by the coordinate axes
symbols x, y and z, and 1 is a 3  3 unit matrix. Isotropic
shieldings, the differences between which are associated
with chemical shifts, are obtained by averaging the diagonal




sJ;xx þ sJ;yy þ sJ;zz
 
(2)
While experimental NMR can currently provide data about
shieldings at nuclei only, quantum chemical methods allow
calculation of shielding tensors not only at nuclei, but also at
arbitrary positions r in space close to a molecule. It turns out
that these ‘‘off-nucleus’’ shielding tensors, r(r), studied as a
function of position, provide valuable information about
chemical bonding and the aromaticity of cyclic conjugated
systems.
The interest towards ‘‘off-nucleus’’ shieldings can be traced
back to 1958 when Johnson and Bovey introduced a convenient
approach for approximating ring current effects based on
Pauling’s free electronmodel.1 Using proton shieldings calculated
at different points in the neighbourhood of a benzene ring, these
authors were able to construct a contour plot of ‘‘isoshielding’’
lines. The most well-known and widely used off-nucleus shielding
is the nucleus-independent chemical shift (NICS) suggested by
Schleyer and co-workers.2 The original NICS [currently referred
to as NICS(0)], defined as the isotropic shielding evaluated at
the centre of an aromatic or antiaromatic ring and taken with
a reversed sign, siso(at ring centre), has become a popular
aromaticity probe. Other aromaticity probes derived from
shielding tensors calculated at selected points in space include
NICS(1), siso(at 1 Å above ring centre),
3 NICS(0)zz, the out-of-
plane component of the shielding tensor at the ring centre
with reversed sign, szz(at ring centre),
4,5 NICS(1)zz, defined as
szz(at 1 Å above ring centre),
6 as well as various ‘‘dissected’’’
NICS indices.6 In 1997 Wolinski proposed ‘‘to analyze the
magnetic shielding tensor as a continuous function of space
point coordinates in atoms and molecules’’,7 and examined the
changes in the shielding tensor r(r) along the molecular axes of a
series of linear molecules including LiH, LiF, Li2, HF, HCN, NHC
and ethyne. Wolinski observed that, in general, the variations in
the isotropic shielding siso(r) and in the shielding components
parallel and perpendicular to the molecular axes were similar
to the behaviour of the total electronic density but showed
certain differences which could be attributed to the fact that the
total electron density is responsible for the electron charge
distribution, whereas magnetic properties, including shielding,
are determined by the induced current density. Schleyer and co-
workers3 analysed the changes in isotropic NICS and ‘‘dissected’’
NICS above the molecular planes of benzene and cyclobutadiene
by calculating and interpolating the values of these quantities at
two-dimensional grids of points perpendicular to the molecular
planes. The first systematic calculations of the isotropic shielding
isosurfaces surrounding a range of molecules including ethene,
formaldehyde, butadiene, ethyne, benzene and naphthalene were
carried out by Klod and Kleinpeter.8 In subsequent studies
Kleinpeter and co-workers showed that analyses of the isotropic
shielding isosurfaces surrounding a large selection of molecular
species provide interesting information about aromaticity, anti-
aromaticity, the diatropic and paratropic regions within
molecules, and the anisotropic effects due to specific substituents
(see ref. 9–11 and references therein). To construct isotropic
shielding isosurfaces for various molecules, Kleinpeter and co-
workers were using regular three-dimensional grids of points with
a spacing of 0.5 Å. While grids of this type can reproduce the
general features of siso(r) within the volume surrounding a
molecule, obtaining a detailed picture of the changes in siso(r),
especially in the regions of space close to atoms and chemical
bonds, requires a finer grid so as to allow probing siso(r) at a
reasonable number of points within the covalent radius of even
the smallest atom, H (ca. 0.32 Å). The shielding increment plots
employed by Martin and co-workers12–14 are closely related to
the isotropic shielding isosurfaces. To generate these plots, a
molecular probe (most often, an H2 molecule), is placed at each
point from a grid above and parallel to the plane of a conjugated
system and the shielding increments are calculated by subtracting
the isotropic shielding for a nucleus in the isolated probe from the
corresponding value obtained at a grid point.
More accurate and higher-resolution isotropic shielding
isosurfaces and contour plots, constructed from dense grids
of points (as established in a series of applications, see ref. 15
and 16 and references therein, a reasonable compromise
between level of detail and computational effort is achieved
by using a spacing of 0.05 Å) and calculated, if required, using
correlated wavefunctions, allow very clear distinction between
aromaticity and antiaromaticity in the low-lying electronic
states of cyclic conjugated systems and reveal how pronounced
differences in aromatic character are reflected in chemical
bonding. Similarly to the Laplacian of the electron density,
r
2
r(r), used in the theory of atoms in molecules (AIM)17 and
the electron localization function (ELF),18,19 the isotropic
shielding amplifies the changes in electron activity within the
space encompassing a molecule and, especially, along chemical
bonds, making the differences between bonds much easier to
visualize.20 One advantage of the isotropic shielding is that at
atomic positions it is pinned to the experimentally verifiable
nuclear shieldings.
The spatial variation in the values of siso(r) highlights
regions of positive siso(r) that can be associated with more
intensive electron presence and movement, leading to stronger
bonding and, in conjugated rings, greater aromatic character.
Alternatively, regions of negative siso(r) spreading out from the
centres of conjugated rings are indicative of antiaromaticity
and weakened bonding. The profoundly different shielding
distributions observed in aromatic and antiaromatic systems
can be viewed as aromatic and antiaromatic ‘‘fingerprints’’
that allow for unambiguous and quantitative classification of
the local degree of aromaticity.15 This attribute leads to an
inherently pictorial yet quantitative analysis of aromaticity
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Clar’s aromatic sextet theory based on isotropic shielding
contour plots.21 There is an important difference between
siso(r) isosurfaces and contour plots and NICS that needs
to be emphasized: We treat increased shielding as a bond-
enhancing factor and decreased shielding as a bond-disrupting
factor; this is not the case with NICS, for which the sign
inversion (vide supra) facilitates comparison to proton chemical
shifts.
The aim of this feature article is to explain, through easy-to-
visualize examples, the essential features of the isotropic
shielding analysis of aromaticity, antiaromaticity and chemical
bonding. The main focus will be on aromaticity, a fuzzy concept
that does not lend itself to widely applicable and clear-cut
definitions. The International Union of Pure and Applied
Chemistry (IUPAC) defines ‘‘aromatic’’ as ‘‘in the traditional
sense, having a chemistry typified by benzene’’,22 a definition
that is not particularly helpful when it comes to identifying and
quantifying aromaticity. Chemists often use simple qualitative
aids such as resonance structures, or Hückel’s 4n + 2/4n
electron-counting rules and the familiar Frost-Musulin
diagrams,23 both of which have their roots in simple Hückel
molecular orbital (HMO) theory. As we show here, the isotropic
shielding isosurfaces and contour plots calculated using
ab initio and density functional theory (DFT) methods provide a
much more capable, reliable and theoretically sound approach for
describing aromaticity in a wide range of molecules.
2. Benzene and cyclobutadiene
It is instructive to start by examining the shielding around
the archetypal examples of aromatic and antiaromatic rings,
benzene and square cyclobutadiene (C6H6 and C4H4), in their
electronic ground states at geometries of D6h and D4h symmetry,
respectively (Fig. 1). The data for the shielding isosurfaces and
contour plots shown in Fig. 1 come from calculations utilizing
CASSCF(6,6)-GIAO and CASSCF(4,4)-GIAO wavefunctions
(p-space complete active space self-consistent field wavefunctions
constructed from gauge-including atomic orbitals with 6 electrons
in 6 active orbitals for benzene and 4 electrons in 4 active orbitals
for cyclobutadiene) in the 6-311++G(2d,2p) basis (for further
details, see ref. 15). The most important feature of the
shielding isosurface plot for benzene (Fig. 1a) is the thick shielded
‘‘doughnut’’ enclosing the carbon ring which demonstrates strong
bonding interactions and aromatic stability. The antiaromatic
destabilization in square C4H4 follows from the central deshielded
region (Fig. 1b) which eliminates most of the shielding over
carbon–carbon bonds, weakens these bonds and pushes the
remaining shielding towards the exterior of the ring. Note that
while the extensive deshielding in square cyclobutadiene suggests
substantial decrease in strength for all carbon–carbon bonds, this
is very much an exaggeration as, in fact, high-level computational
estimates indicate a carbon–carbon bond length of about 1.45 Å24
which is shorter than a typical C–C single bond.
The contour plots in Fig. 1c–e provide more detailed
information about the shielding variations in the molecular
planes (Fig. 1c and d) and in planes 1 Å above the molecular
planes (Fig. 1e and f). The shielding over each C–C bond in
benzene increases towards the midpoint of the bond where it
reaches 45 ppm (Fig. 1c); the maximum shielding for a C–C
bond in square cyclobutadiene is much lower, 25 ppm at an
off-bond location (Fig. 1d). On the other hand, the C–H bonds
in square cyclobutadiene are more shielded and stronger than
those in benzene (larger shielded regions, maximum shielding
values of 35 ppm in C4H4 against 31 ppm in C6H6). These
observations are in line with the expected differences between
aromatic and antiaromatic rings. The carbon nuclei in the
ground electronic states of C6H6 and C4H4 are surrounded by
small ovoid deshielded regions inside which the siso(r) values
are negative (Fig. 1c and d). In the antiaromatic C4H4 these
ovoid deshielded regions around carbons merge with the larger
deshielded region in the centre of the molecule. Similar
Fig. 1 Isotropic shielding in the ground electronic states of benzene and
square cyclobutadiene. (a) and (b): isosurfaces at siso(r) = 16 ppm (blue/
orange); (c) and (d): siso(r) contour plots in the molecular planes; (e) and (f):
siso(r) contour plots in planes 1 Å above the molecular planes. siso(r)
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deshielded ‘‘halos’’’ around sp2 and sp hybridized carbons and
other sp2 hybridized first main row atoms have been observed
in not only in conjugated rings,15,25–28 but also in in open-chain
conjugated molecules such as ethene, ethyne and s-trans-1,3-
butadiene.20 The occurrence of such ‘‘halos’’ has been attributed
to a specific type of p electron behaviour characteristic of some
sp2 and sp hybridized first main row atoms that is different from
traditional ring currents.15 While intriguing, these deshielded
‘‘halos’’ complicate the siso(r) contour plots in the molecular
planes (Fig. 1c and d) and do not offer much insight into
chemical bonding and aromaticity. A recently developed
approach for studying the spatial contributions to nuclear
magnetic shieldings29 has the potential to provide a better
understanding of the deshielded ‘‘halos’’ but it still has not
been applied to off-nucleus shieldings.
The contour plots in planes 1 Å above the molecular planes
(Fig. 1e and f) are much simpler in appearance. While the
choice of height is somewhat arbitrary, it is just the same as for
the NICS(1) aromaticity index3 and it is sufficient to retain most
of the p electron contributions to shielding, while eliminating
most of the s electron contributions and helping stay above the
deshielded ‘‘halos’’ surrounding the carbons. The deshielded
‘‘halos’’ have been found to disappear in siso(r) contour plots at
the lower height of 0.5 Å above the molecular planes of various
conjugated heterocycles,26,27 but the shielding at this lower
height still shows some s electron contributions. The differences
between the ‘‘aromatic’’ and ‘‘antiaromatic’’ siso(r) contour plots
in Fig. 1e and f are still very pronounced: In benzene we observe
significant shielding delocalization in the form of a circular band
of siso(r) Z 15 ppm values, whereas the region over the carbon
ring in cyclobutadiene is strongly deshielded; interestingly, even
at 1 Å above the C4H4molecular plane there is increased shielding
over the C–H bonds which indicates that the shielded regions
surrounding these bonds extend significantly higher in the
vertical direction in comparison to those around C–H bonds in
C6H6. The shielding delocalization in the contour plot for benzene
(Fig. 1e) can be thought of as the consequence of the resonance
between the two familiar Kekulé resonance structures;30,31 we can
expect to see high levels of shielding delocalization in siso(r)
contour plots in planes 1 Å above the molecular planes in all
other aromatic compounds.
3. Making aromaticity ‘‘klar’’
If we now turn our attention to polycyclic aromatic hydrocarbons
(PAHs) such as phenanthrene (Fig. 2), which have multiple fused
rings, the situation becomes more complicated, as we need to
account not only for the overall aromaticity of the molecule
(global aromaticity), but also for the varying degrees of aromatic
character of the individual rings (local aromaticity). To address
this problem, in the 1960s Erich Clar developed his sextet rule,
which states that the dominant resonance structure in a
molecule is the one with the largest number of disjoint aromatic
p electron sextets.32–34 Isotropic shielding contour plots for PAHs
provide an intuitive and yet quantitative picture of aromaticity,
both global and local, not only replicating but also going beyond
Clar’s rule.21
As a first example, let us examine phenanthrene. Phenanthrene
has five Kekulé resonance structures (Fig. 2a–e), four of which back
the form in Fig. 2f with two disjoint Clar sextets (rings shaded in
blue), and just two back the form in Fig. 2h with one Clar sextet
(rings shaded in green), hence the dominant form is the one in
Fig. 2f. The isotropic shielding contour plot in a plane 1 Å above the
molecular plane (Fig. 2i) shows clearly that the two terminal
phenanthrene rings feature shielding delocalization very similar
to that in benzene (cf. Fig. 1e), provides justification for Clar’s
dominant form with two disjoint sextets in Fig. 2f without any use
of resonance structures and highlights, at the same time, through
increased shielding, the most reactive site in the molecule.
Our second example is coronene. Coronene has 20 Kekulé
resonance structures which support two symmetry-equivalent
Fig. 2 (a)–(e): Kekulé resonance structures of phenanthrene showing the
rings with 6 p electrons; (f) and (h): Clar aromatic p sextets (rings
with circles inside) resulting from resonance structures (a)–(e), the most
reactive site in phenanthrene is shaded grey in (f); (g): incorrect assignment
of Clar sextets, adjacent rings cannot have 6 p electrons each; (i): isotropic
shielding contour plot in a plane 1 Å above the molecular plane, recreated
from shielding data computed using DFT for ref. 21, at the B3LYP-GIAO/
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forms with three disjoint Clar sextets each (Fig. 3a and b).
Of course, either form is equally valid and, in order to deal with
this situation, the Clar sextets can be thought to be ‘‘migrating’’
around the central ring following the dashed arrows in
Fig. 3c—as a result, the electronic structure becomes the
average of the two forms in very much the same way as benzene
can be considered as the average of its two Kekulé resonance
structures. The shielding contour plot in Fig. 3d captures this
averaged description perfectly, showing immediately, at a
glance, that all peripheral rings in coronene exhibit the same
degree of aromatic character and that the central ring is less
aromatic than the peripheral rings. The higher aromaticity of
the peripheral rings in comparison to the central ring does not
come as a surprise, as most aromaticity indices make the same
prediction (see ref. 34 and references therein); however, the
contour plot in Fig. 3d is much easier to visualize and, arguably,
more convincing than a pair of NICS values or one-dimensional
NICS-X-scan and NICS-XY-scan plots.35,36
To enable comparison of the results obtained with the
current approach to those coming from methods utilizing the
out-of-plane zz-component of the off-nucleus shielding tensor,
szz(r) (the z axis is assumed to be perpendicular to the
molecular plane), such as NICSzz(0), NICSzz(1), NICS-X-scans
and NICS-XY-scans, as well as to ring current plots, in Fig. 4
we show szz(r) contour plots for phenanthrene and coronene
in the respective molecular planes and in planes 1 Å above
the molecular planes. The szz(r) values for these plots
were extracted from the computational data obtained while
preparing ref. 21.
Fig. 3 (a) and (b): the two symmetry-equivalent forms with three disjoint
Clar sextets each for coronene; (c): ‘‘migrating’’ Clar sextets demonstrating
the equivalence of forms (a) and (b); (d): isotropic shielding contour plot in
a plane 1 Å above the molecular plane, details as for Fig. 2i.
Fig. 4 szz(r) contour plots for phenanthrene (a and b) and coronene
(c and d) in the respective molecular planes (a and c) and in planes 1 Å
above the molecular planes (b and d), details as for Fig. 2i (results obtained
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Whereas at first glance the szz(r) contour plots look like
accentuated versions of the siso(r) contour plots in Fig. 1c–f, 2i
and 3d, careful examination reveals some interesting and
important differences. The deshielded ‘‘halos’’ around carbons
observed in Fig. 1c and d have all but disappeared in Fig. 4a
and c, which is an indication that the main contributions to
these ‘‘halos’’ come from the in-plane components of the
shielding tensor s(r). The central ring in coronene includes a
region of negative szz(r) values (Fig. 4c); this is in line with ring
current studies indicating the presence of a diamagnetic ring
current along the ring formed by the 18 peripheral carbons
and a weak paramagnetic ring current in the central ring.5,37–39
On the other hand, at 1 Å above the molecular plane this region
of negative szz(r) values disappears completely (Fig. 4d) which
suggests that it is due mainly to s electron effects. The contour
plot in Fig. 4c shows that NICS(0)zz for the central ring in
coronene is positive and over 15 ppm, which could be inter-
preted as an indication of local antiaromaticity; however,
NICS(1)zz for this ring is clearly negative (Fig. 4d) and, according
to the computational data from ref. 21, so are NICS(0) and
NICS(1) (see also Fig. 3d and ref. 40). However, NICS(0) is very
small in magnitude, just 0.15 ppm and can change sign at
another level of theory: A small positive NICS(0) value of 0.5 ppm
has been reported at the B3LYP/cc-pVTZ//B3LYP/cc-pVTZ level.41
The more reliable NICS(1) and NICS(1)zz indices and, especially,
the contour plots in Fig. 3d and 4d indicate that the central ring
in coronene is weakly aromatic.
Ring current plots5,37–39 do not appear to include regions
corresponding to the sizeable regions of negative szz(r) values
observed just outside the peripheral carbon rings in both
phenanthrene and coronene (Fig. 4). There are no such regions
in the siso(r) contour plots if Fig. 2i and 3d, just very slightly
deshielded areas surrounding both molecules. Another
discrepancy, between the szz(r) contour plots for coronene
(Fig. 4c, d) and ring current studies, is associated with the
regions of increased szz(r) values (above 40 ppm in Fig. 4d) over
radial (spoke) carbon–carbon bonds—as a result, one would
expect to see strong currents over these bonds, but ring current
plots indicate that there are next to no radial currents (see ref.
34 and references therein). The comparison between the siso(r)
and szz(r) contour plots for phenanthrene at a height of 1 Å
(Fig. 2i and 4b) shows that the former has certain interpretational
advantages: The more aromatic peripheral rings are outlined
better and there is a shielded region highlighting the most
reactive site in phenanthrene which has no equivalent in the
szz(r) plot. Our conclusion derived from comparing the siso(r) and
szz(r) contour plots for phenanthrene, coronene and other PAHs
studied in ref. 21 is that it is simpler and more informative to
work with the siso(r) plots which retain relation to bonding, rather
than with the szz(r) plots which reflect some of the features of ring
currents but prove more complicated to analyse. Still, as demon-
strated by the plots in Fig. 4 and the work of other authors,42–44
szz(r) and related plots remain a viable alternative when studying
planar conjugated molecules. While we can choose between siso(r)
and szz(r) contour plots when describing planar molecules, for
nonplanar molecules we need to use siso(r) isosurfaces. As an
Fig. 5 Isotropic shielding isosurfaces at siso(r) = 16 ppm (blue/orange)
for corannulene recreated from shielding data computed using DFT for
ref. 45, at the B3LYP-GIAO/6-311++G(d,p)//B3LYP-D3BJ/def2-TZVP level.
Fig. 6 (a): the Clar form with seven disjoint sextets for circumcoronene;
(b): isotropic shielding contour plot in a plane 1 Å above the molecular
plane, details as for Fig. 2i (results obtained during the work on but not
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example, in Fig. 5 we show the siso(r) = 16 ppm isosurfaces for
corannulene, a bowl-shaped PAH of C5v symmetry.
45 Similarly to
coronene, the shielding around the peripheral six-membered
carbon rings follows closely the pattern observed in benzene
(cf. Fig. 1a), which suggests strong bonding interactions and
aromatic stability; once again, the spoke bonds are very well-
shielded, in contrast to the findings of ring current studies which
show next to no current density along these bonds.5 For a further
example, see ref. 46 where siso(r) isosurfaces are used in order to
study bonding and aromaticity in another nonplanar molecule,
norcorrole.
As a final example, we examine circumcoronene (Fig. 6).
Circumcoronene has just one Clar form with seven disjoint
sextets (Fig. 6a). The isotropic shielding plot in Fig. 6b
reproduces the Clar picture in surprising detail, down to the
positions of the peripheral carbon–carbon double bonds.
However, the siso(r) variations provide additional information
which is not present in the Clar form: The local aromaticity of
each of the peripheral sextets is higher than that of the central
sextet—this is demonstrated by the regions with shielding
over 20 ppm in each of the corresponding six-membered rings.
This observation is supported by the various NICS values
extracted from our shielding data, as well as by NICS results
reported by other authors.41
4. Heteroaromaticity
It is hard to underestimate the importance of heteroaromatic
compounds which are all around us—according to Balaban
et al. ‘‘Among approximately 20 million chemical compounds
identified by the end of the second millennium, more than two-
thirds are fully or partially aromatic, and approximately half are
heteroaromatic.’’47
Heteroaromaticity is more difficult to quantify than the
aromaticity of conjugated carbocycles because, as a rule, there
is ‘‘less’’ of it: For example, one qualitative measure of the
degree of aromaticity of heterocycles is associated with their
diene character manifested by their reactivity in Diels–Alder
reactions and polymerizations. According to this measure,
furan is less aromatic than pyrrole which, in turn, is less
aromatic than benzene. As many biologically important
compounds contain at least one of the five-membered hetero-
cycles furan, pyrrole, thiophene, oxazole, imidazole and
thiazole, the degrees of aromaticity of these heterocycles have
been the subject of a number of investigations making use of
different aromaticity criteria.48–52 Isotropic shielding contour
plots have been found to provide quantitative and yet easy-to-
visualize pictures of heteroaromaticity in furan, pyrrole,
thiophene, oxazole, imidazole and thiazole.26,27
The contour plots included in Fig. 7 show clearly that the
extent of isotropic shielding delocalization in these six five-
membered heterocycles, in planes 1 Å above the respective
molecular planes, increases in the order oxazole o furan o
imidazole o pyrrole o thiazole o thiophene; arguably,
aromaticity increases in the same order. Oxazole and furan
are more difficulty to compare, as in oxazole the combined area
enclosed by siso(r) = 15 ppm contours is larger than that in
furan; however, this is largely due to the presence of a nitrogen
atom contributing one p electron (a similar effect is observed in
imidazole and thiazole) and, on the other hand, the ‘‘hole’’ of
siso(r) o 10 ppm values near the centre of the ring is larger in
oxazole. Finally, the contour plots reveal more localized diene
character for furan than pyrrole and accordingly, furan is a
more willing reaction partner in Diels–Alder chemistry than
pyrrole.
The aromaticity ordering following from Fig. 7 makes good
chemical sense as it is logical to expect that the introduction of
a second heteroatom in furan, pyrrole and thiophene, yielding
oxazole, imidazole and thiazole, respectively, would have, in
each case, detrimental effect on aromaticity, as it restricts p
electrons to smaller regions of increased activity. It is interesting
to note that, according to the NICS(1) results for furan, pyrrole,
Fig. 7 Relative aromaticities of furan, pyrrole, thiophene, oxazole, imidazole
and thiazole suggested by the extent of shielding delocalization in the
isotropic shielding contour plots in planes 1 Å above the respective molecular
planes. All recreated from MP2-GIAO (second-order Møller–Plesset
perturbation theory with GIAOs) shielding data at experimental or MP2(FC)/
aug-cc-pVTZ geometries (‘‘FC’’ stands for frozen-core) computed for ref. 26
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thiophene, oxazole, imidazole and thiazole, extracted from the
data used to construct Fig. 7,26,27 the inclusion of a second
heteroatom leads to a slight increase in the aromaticity of a five-
membered heterocycle. This is not that surprising, taking into
account the certain arbitrariness in the choice of the positions
where NICS(1) are calculated, and the more general argument
that the use of any NICS index is equivalent to reducing
aromaticity, a global property, to a single numerical value. The
two-dimensional nature of our approach, which is based on
comparisons between the extents of isotropic shielding
delocalization in planes 1 Å above the molecular planes, can
be expected to provide more reliable and consistent results,
especially when trying to differentiate between systems with
similar levels of aromaticity such as the pairs furan and oxazole,
pyrrole and imidazole and thiophene and thiazole.
5. Conclusions
When attempting to explain fuzzy concepts such as aromaticity
and antiaromaticity one should always keep in mind the fact
that chemists are visual creatures who are adept at discerning
reactivity and chemical behaviour from pictures of molecular
properties coming from experiment and theory, aided by
various drawings, including resonance structures and curly
arrow mechanisms. This was aptly described by Roald Hoffman
as ‘‘People like pictures. Chemists live off of them.’’53 The
isotropic magnetic shielding plots present visually appealing
maps of areas featuring increases and decreases in electron
activity that provide quantitative descriptions not just of local
aromaticity but also of chemical bonding in general. For planar
conjugated mono and polycyclic hydrocarbons and heterocyclic
compounds the extent of isotropic shielding delocalization in
the contour plots in a plane 1 Å above the molecular plane
can be viewed as a highly sensitive visual two-dimensional
aromaticity criterion which, while costlier to obtain computa-
tionally, has clear advantages over single-point NICS and
one-dimensional aromatic ring chemical shielding (ARCS),54
NICS-X-scan and NICS-XY-scan plots.35,36
Coronene (Fig. 3) provides a suitable example for comparing
isotropic shielding plots to other tools used to visualize the
aromaticity of the whole molecule, such as the anisotropy of the
induced current density (ACID)39 and the gauge including
magnetically induced current method (GIMIC).38 It is difficult
to think of a way in which the ACID and GIMIC pictures of
magnetic ring currents in coronene could be associated directly
with the migrating Clar sextets (Fig. 3a and b). ACID shows no p
electron activity along radial carbon–carbon bonds39 which
makes much less chemical sense than the siso(r) and szz(r)
results shown in Fig. 3d and 4d, respectively. The more com-
plicated combination of diatropic and paratropic currents
depicted in the GIMIC plot38 is not straightforward to analyse;
however, the integration of these currents should result in the
shielding distribution surrounding coronene, a slice of which is
shown in Fig. 3d. Ring currents are often referred to as
subobservables55 and, as a consequence, cannot be measured
experimentally. On the other hand, the isotropic shielding
siso(r) is pinned, at atomic positions, to the nuclear
shieldings which are experimentally measurable through
chemical shifts.
In contrast to ring currents, obtaining the data used to
construct isotropic shielding surfaces and contour plots does
not require specialized computer codes and can be done with
any computational package capable of calculating magnetic
shielding tensors. For example, GAUSSIAN56 can calculate
shielding tensors at the HF-GIAO (Hartree–Fock wavefunction
with GIAOs), DFT-GIAO and MP2-GIAO levels of theory,
Dalton57 can perform this task for CASSCF-GIAO wavefunc-
tions, CFOUR58 can calculate HF-GIAO, MP2-GIAO, MP3-GIAO
and MP4-GIAO shielding tensors, as well as shielding tensors at
several coupled-cluster levels of theory, CC2-GIAO, CCD-GIAO,
QCISD-GIAO, CCSD-GIAO, QCISD(T)-GIAO, CCSD(T-GIAO),
CCSDT-n-GIAO (n = 1–4), CC3-GIAO, CCSDT-GIAO. As a result,
it is possible to calculate isotropic shielding surfaces and
contour plots including non-dynamic and dynamic electron
correlation effects. Of course, the computational expense
associated with shielding calculations utilizing CASSCF-GIAO
wavefunctions with large active spaces, Møller–Plesset pertur-
bation theory of order higher than two and coupled-cluster
approaches beyond CC2 or CCD would be prohibitive for all but
very small molecules. However, computational experience
suggests that the inclusion of dynamic electron correlation
effects and the use of larger basis sets affect mainly shielding
tensors at nuclear or close to nuclear positions; away from
nuclei it proves sufficient to use lower levels of theory and
smaller basis sets.
The availability of a CASSCF-GIAO code in Dalton allows the
calculation of NICS, isotropic shielding surfaces and contour
plots for the low-lying excited states of cyclic conjugated
systems; this has made it possible to extend Baird’s rule,59
which states that Hückel’s 4n + 2/4n criteria for electronic
ground state aromaticity in cyclic conjugated hydrocarbons
are switched in the lowest triplet state, with rings with 4n p
electrons becoming aromatic and those with 4n + 2 p electrons
ending up as antiaromatic, to the lowest singlet excited
state.15,60,61 Excited state aromaticity switching has been shown
to have important implications for excited-state intramolecular
proton transfers.62
Whereas triplet antiaromatic electronic states can be
described reasonably well using spin-unrestricted approaches
such as UHF and UDFT, singlet antiaromatic electronic states
require at least a two-configuration wavefunction. It has been
shown that a simple ‘‘two electrons in two orbitals’’
CASSCF(2,2)-GIAO wavefunction can be sufficient for obtaining
qualitative correct results for the first singlet excited state of
larger molecules.63
The versatile nature of isotropic shielding surfaces and
contour plots which combine quantitative assessments of
differences in aromaticity and bonding for both ground and
excited state molecules make these plots a valuable tool for
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