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I. INTRODUCTION 
It is usefulJ when examining boundary-value problems 
for which an exact solution can not be found, to search for 
an approximate solution. If the problem contains a parameter 
which is small (or large), this may be utilized to obtain an 
approximation which becomes increasingly accurate as the 
parameter tends to zero (or infinity). One such class of 
approximate solutions are asymptotic expansions. In this 
.case, the small (or large) parameter, designated the 
perturbation parameter, is used to construct a series, whose 
approximation to an unknown solution becomes more accurate as 
more terms of the series are taken. This thesis is 
concerned primarily with the singular perturbation problem, 
which is defined when there does not exist a single 
asymptotic expansion, representing a valid approximation 
throughout the entire region of interest. In this case, one 
attempts to find two or more asymptotic expansions, each 
being valid approximations in a subregion, where the union 
of these subregions is the entire region of interest. In 
many cases, these asymptotic expansions may be found by 
solving approximating differential equations. Where 
applicable, boundary conditions are applied. However, since 
not enough boundary conditions are applicable toward the 
complete determination of all the asymptotic expansions, a 
matching principle, based on the conjecture that two adjacent 
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regions of validity of asymptotic expansions will overlap in 
a common region, in which both asymptotic expansions are 
assumed valid, is employed to replace the missing boundary 
conditions. This technique of matching two asymptotic 
expansions is sometimes referred to as the method of 
matched asymptotic expansions. 
Asymptotic expansions and the singular perturbation 
problem have been widely discussed in the literature. In 
the area of ordinary differential equations, the literature 
contains both mathematical theory and application. While 
the area of ordinary differential equations is of importance 
and interest, this thesis is primarily concerned with partial 
differential equations arising in mathematical physics. 
Moreover, it is in this area that the method of matched 
asymptotic expansions was formulated and has been mainly 
employed. In particular, this technique arose from the study 
of boundary-layer theory in the area of fluid mechanics. 
Friedricks [1] was one of the first to discuss and make use . 
of the ideas underlying the method of matched asymptotic 
expansions. He pointed out that a large class of 
discontinuity phenomena in mathematical physics is like 
boundary layer phenomena and can be investigated within the 
framework of asymptotic analysis as a singular perturbation 
problem. The discontinuity is thought of as an imaginary 
boundary, such that on one side of the boundary a function 
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possess a particular asymptotic expansion and on the other 
side it has a different asymptotic expansion. He suggested 
that one may find these different expansions by first finding 
the asymptotic expansion at the boundary. This was referred 
to as the connection problem and its method of solution was 
essentially the method of matched asymptotic expansions. 
Lagerstrom and Cole [2] summarized and investigated the 
application of asymptotic expansions to the solutions of the 
Navier-Stokes equations. In the case where exact solutions 
for certain linear Navier-Stokes equations were known, they 
examined the error between these solutions and approximating 
asymptotic expansions and verified, for these restricted 
problems, many of the general ideas about approximation 
methods. Proudman and Pearson [3] made use of these ideas in 
obtaining asymptotic approximations to the flow past a sphere 
and a circular cylinder for small Reynolds number. Since 
this was a singular problem, they employed the technique of 
matched asymptotic expansions and obtained approximations of 
a higher order than the classical solutions of Stokes and 
Oseen. They also gave an explanation as to why the matching 
principle is reasonable. Van Dyke [4], who was also aware of 
these ideas, summarized and explained much of what had been 
done in his book Perturbation Methods in Fluid Mechanics. 
In particular, a general explanation of the method of 
matched asymptotic expansions is given, showing how it may be 
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used to obtain approximate solutions for several types of 
boundary-value problems. The book, also, contains an 
excellent bibliography in this area. 
While there is a lot of literature in this area, only 
recently has there been much discussion concerning the 
mathematical ideas underlying the method of solution. A 
great deal of work in this area is due to Lagerstrom and even 
more so to Kaplun [5]. Kaplun's ideas and papers in this 
area were recently published in Fluid Mechanics and Singular 
Perturbations. The editors of the book: Lagerstrom, Howard, 
and Liu felt that many of the ideas of Kaplun, who died in 
1964, were of such importance that they should be published. 
The book does contain many important ideas; however, as 
would be natural when the notes of a deceased person are 
edited, much of the material is obscure and lacks 
explanation. In the editors own words, "The reader is asked 
to excuse the unavoidable imperfections in the main text as 
well as in the Editors' Notes and to judge the material in 
this book by its positive merits rather than by its 
obscurities and mistakes".^ 
The presentation of this thesis is as follows. The 
Second Chapter is a review of the method of solution of the 
"'"Saul Kaplun. Fluid Mechanics and Singular 
Perturbations. Edited by P. A. Lagerstrom, L. N. Howard, and 
Ching-shi Liu. New York, N.Y., Academic Press. 1^67. p.vi. 
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singular perturbation problem. Here is explained the 
mathematical ideas which, previous to Kaplun's work, 
attempted to ejqslain the underlying ideas of the method. 
It has been pointed out [2] that these ideas were based 
upon the assumption that exact solutions have asymptotic 
expansions of certain forms. Of course, in practice one 
does not know the exact solution. This drawback as well as 
others are discussed. 
The Third Chapter is a discussion of the ideas presented 
in Chapter IV of Fluid Mechanics and Singular Perturbations 
[5]. An attempt is made to clarify the material which was 
presented in the book. To this end, the ideas are presented 
in a slightly different order, some of the wording in the 
definitions has been changed, and some of the material has 
been deleted. Proofs have been supplied for those theorems 
lacking proofs and a more general proof of the Extension 
Theorem is given. 
The Fourth Chapter is concerned with a general scheme 
of solution for initial-value problems. The scheme gives a 
procedure which may be used as a guide in seeking the 
solution for a singular perturbation problem. Results from 
Chapter Two are cited in justifying the various steps. 
The Fifth Chapter gives an application of the method of 
matched asymptotic expansions, illustrating the scheme set 
down in Chapter IV. The technique is applied to a thermo-
6 
elastic problem. An instantaneous temperature change has 
been introduced at the edge of an infinite half plane. The 
linear coupled thermo-elastic equations are assumed, and an 
approximation to the solution is sought in the disturbed 
region near and behind the elastic wave. Since the coupling 
parameter is small, this is used to obtain an asymptotic 
expansion. The problem appears to become singular for 
large time and far away from the edge of the plane; and the 
method of matched asymptotic expansions is employed. 
Approximate solutions for temperature and displacement are 
obtained. Previous solutions of this problem yielded only 
small time and large time approximations, obtained by taking 
the Laplace transform of the full equations and then 
inverting for large values of the transformed variable and 
making use of the method of steepest descents. Results, 
given by Muki and Breuer [6], who employed this procedure, 
are compared with the approximations obtained in this 
thesis. Numerical values of the temperature and displacement 
are computed and plots of these quantities are given. 
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II. THE PERTURBATION PROBLEM 
A. Basic Definitions 
In order to understand the basic ideas behind 
perturbation theory, the usual method of obtaining a 
perturbation solution is first reviewed. Basic to this 
technique are the following definitions given by Erdelyi 
[7]: 
Definition 1.1: 
It is said that 
Ç = 0($) as € ^ € if lim 1t1 < •», 
and that 
CP =  0 (1!;) as £ -* if lim o. 
Definition 1.2: 
The sequence of functions [w^(€)}, n = 1,2,..., 
an asymptotic sequence as € ^ if for each n 
"n+l = as € -
8 
Definition 1.3: 
N 
The series / a w (€), where {w (€)) 
n=l ^ ^  
IS an 
asymptotic sequence, is an asymptotic expansion to N 
terms of f(€) as € - i.e.. 
N 
f(€) ~IZ a w (6). e-e 
n=l ^ ^  
if 
N 
f(^) = } ^ " ^o* 
n=l 
Definition l.J> gives a method of determining {a^}, 
the sequence of coefficients, through a limit process on 
f{€). Thus 
(1.1) a = lim 
(f(^) - ) a.w.(€)n 
i=l J ] 
"n(S) 
B. The General Problem 
Suppose that a problem of the following general type is 
considered: 
(1.2) E(t,u,|^,^, = 0 in V, 
dt"^  dt^  
(1.3)  g , ^ d u = 0, 
(i = 1, ...,s) on B, 
where € is a small parameter, t and u are 
nondimensional variables, and V is a connected region of 
the real axis with boundary B. One may attempt to 
approximate the exact solution u(t;6) by searching for an 
asymptotic expansion of the form 
(1.4) + u^(t)w^(e) + ... + %(t)w^(€) + ..., 
6 - 0 .  
In such an expansion it is assumed that the u^(t) may be 
obtained by operating on the exact solution by a limit 
process; however, since the exact solution is unknown, in 
practice the u^(t) are obtained by first deducing 
differential equations which they must satisfy and then 
substituting (1.4) into (1.3) to determine the proper 
boundary conditions for the u^(t). The differential 
equations for the u^(t) are obtained by substituting (1.4) 
into (1.2) and equating like coefficients of w^ (€). Here 
— .one assumes that limits and derivatives commute. Inherently 
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the proper sequence is dictated by the nature of the 
problem. Although there appears to be some arbitrariness 
to the way the sequence is picked, success or failure many 
times depends heavily upon its choice [4]. In many problems, 
the sequence may be determined term by term in the course of 
the solution as is done in [3]. This technique will be 
illustrated in Chapter V. 
C. Nonuniform Asymptotic Expansion 
The idea behind a perturbation approximation is that 
an approximation to the solution is such that the error goes 
to zero at least as fast as some small parameter depending 
on €. By definition an asymptotic expansion of the form 
(1.4) is such that 
(1-5)  
u(t;6) - u^(t) - Uj^(t)Wj^(€) "... - Uj^(t)w^(e) 
n — 0,1, •••, 
tends to zero as € tends to zero. However, since the 
expression (1.4) is obtained without knowledge of the exact 
solution, the question of whether or not (1.4) is valid as 
an asymptotic expansion, in the sense that (I.5) does 
actually tend to zero, is a crucial and difficult one. What 
compounds the difficulty is the fact that in many problems 
there does not exist a single asymptotic expansion of the 
11 
solution which is valid throughout the entire region of 
concern. For example, the expansion 
1 + x€ + X 6 + x^€^ + ... 
could no longer be considered valid as an asymptotic 
expansion of ^ x ^ 0(6j, € - o. Kaplun [5], 
terms the region where an asymptotic expansion is no longer 
valid as the region of nonuniformity. Van Dyke [4] calls 
that problem,, where there does not exist a single 
asymptotic expansion valid uniformly in the space and time 
variables throughout the region of interest as a singular 
perturbation problem. This terminology is adopted in this 
thesis. One approaches the singular perturbation problem 
with the idea of obtaining several perturbation expansions 
each valid in a particular region, the union of these 
regions being the entire space for which the problem is 
defined. 
In theory^ one deduces the region or regions of 
nonuniformity by finding those values of the variables for 
which the conditions for an asymptotic expansion are no 
longer valid. However, without knowledge of the exact 
solution, it appears that questions of validity can not in 
general be answered by mathematical reasoning alone. Hence, 
regions of nonuniformity are usually decided by plausable 
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reasoning, which in many cases is based upon physical 
insight. For example, it is reasonable to assume that in 
(1.4) a region of nonuniformity will consist of those values 
of t for which 
u^(t) = 0[u^(t)w^(e)] 
or 
u^(t)w^(e) = 0[u2(t)w2(€)], 
as t gets very large or very small. For the sake of 
argument, let a region of nonuniformity exist when 
T  = 0(€'), t- ' o o .  If the variable t is stretched in some 
manner so that the stretched variable t* is of 0(1) when 
-T = 0(c), then an asymptotic expansion formed, holding the 
stretched variables fixed, should be valid in the region of 
nonuniformity, i.e., when ^ = 0(€). Clearly in this case 
the stretched variable is of the form t* = Et. One may 
also stretch the dependent variable u so that u = 0(1) 
in the region of nonuniformity; however, it is of secondary 
importance and it is the stretching of the independent 
variables which identifies the region of nonuniformity. 
1) 
In most cases two expansions are enough and together 
their domains of validity comprise the entire space of 
interest. A convenient nomenclature given in Van Dyke [4] 
is the labeling of the original expansion as the outer 
expansion and the expansion, valid in the region of 
nonuniformity of the outer expansion, as the inner expansion. 
Likewise t is denoted as an outer variable and t* an 
inner variable. 
D. The Matching Principle 
Clearly a boundary condition is not applicable to an 
asymptotic expansion which is not valid in the region in 
which the boundary condition is given. Those boundary 
conditions which are not applicable are replaced by the 
requirement that the asymptotic expansion should match up 
with an asymptotic expansion valid in an adjoining region. 
By matching it is meant, in principle, that two expansions 
should merge into the same expansion at the region of their 
boundary. In the problem given by (1.2) and (1.5) it was 
assumed that the inner region occurred when ~ = 0(c), 
€ -* o. This suggest the outer expansion is valid for small 
t and the inner expansion is valid for large t. In view 
of the transformation t* = Et if one lets E - o and holds 
t fixed then t* -• o, and if one lets € o and holds 
t^ fixed then t -• oo. Hence, if the outer expansion is 
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written in terms of the inner variables and expanded for 
small c the form of the expansion near the boundary of the 
two regions is being considered. The inner expansion is 
similarly treated. Conjecturing that the two expansions 
merge in a region containing their boundaries, the matching 
principle as stated in Van Dyke [4] asserts that: 
m-term inner expansion of (the n-term outer expansion) 
= n-term outer expansion of (the m-term inner expansion). 
In most problems one expansion is more dominating than the 
other and usually this is the outer expansion. That is, the 
outer expansion has a primary influence on the inner 
expansion, while the inner expansion has only a secondary 
influence on the outer expansion. For this reason the 
matching principle is applied in the sequence m = 1, n = 1; 
m = 1, n = 2; m = 2, n = 2; m = 2, n = 5; etc. 
E. The Mathematical Foundation 
In most approximation methods, one assumes that the 
exact solution has asymptotic expansions of certain forms 
[2]. This assumption usually is never verified since the 
exact solution is usually not known. Without knowing the 
exact solution one can not know for sure whether or not an 
asymptotic expansion will be valid for a broad range of 
values. Granted, one is reasonably sure when the 
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coefficients of an expansion are of the order of unity that 
the expansion will be valid as an asymptotic expansion; but 
there seems to be little justification of the fact that the 
range of validity may be extended for other values of the 
variables. This suggest that from a strictly mathematical 
point of view there is little reason for assuming that an 
inner and outer expansion have a common domain of validity 
and will match up. It also appears that in many problems 
mathematical arguments are not enough in solving the problem 
and one must make use of physical considerations to provide 
much of the guidance. 
The mathematical foundation for perturbation expansions 
of several classes of ordinary differential equations is 
well known. It is in the area of perturbation expansions of 
partial differential equations that mathematical rigor is 
noticeably lacking. Recent works by Lagerstrom and Cole [2] 
and Kaplun [5] have made great strides in filling this void. 
In particular, Kaplun has developed certain ideas concerning 
singular perturbations which are of special importance. 
While these ideas do not completely solve the problem of 
providing a mathematical basis for perturbation theory, they 
do suggest a logical procedure for investigating certain 
aspects of the singular perturbation problem; a procedure 
which does not depend upon knowing the exact solution. In 
particular, Kaplun introduces the intermediate expansion; 
16 
an expansion not necessarily obtained by applying a limit 
process to the exact solution but rather defined on the 
basis of its domain of validity. Kaplun also proves that 
certain domains of validity may be overlapped providing 
sufficient conditions for matching. 
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III. A DISCUSSION OP KAPLUN'S IDEAS - -
A. Preliminary Remarks 
Because of their importance, a discussion of Kaplun's 
ideas is included here. The material on which the discussion 
is based is taken primarily from Fluid Mechanics and 
Singular Perturbations [$]. Proofs have been included for 
key theorems, which are not proved in this reference. Also, 
a more general proof for the Extension Theorem is given. 
For the sake of clarity, the wording in some of the 
definitions in the above reference has been slightly changed 
here. Also, an attempt has been made to more carefully 
define some of the central ideas. 
B. The Ord Classes 
The question of perturbation expansions being valid, 
uniformly in the space and time variables is concerned 
primarily with the relative size of the variables and the 
perturbation parameter € as € — 0. It is on the basis 
of the size of the variables that domains of validity and 
regions of nonuniformity are described. In order to describe 
the size of a variable, the order of a function is defined 
in [5] .  
Definition 2.1: _ 
Let F be the class of all functions of c, f(€), ' 
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such that; 
(i) The function f is real and continuous. 
(ii) For each f ,  there exists an interval of the 
type 0 < € .< a(a > 0) in which f is positive, 
(iii) f(0) = 0 for all f. 
Definition 2.2: 
The functions f and g in F are of the same order, 
if f(€)/g(€) finite limit ^ o, as € -* o. This defines 
an equivalence relation of f to g which will be denoted 
as f>g. Hence F may be divided into equivalence classes. 
Definition 2."^: 
(i) The function f in F is of a smaller order than 
g in F, ord f < ord g, if 
(ii) The functions f and g ^  in F are incompatible 
e.g.. 
ord f={g in F | f<-»g}. 
lim f ( g) 
_L _Lill d- \ ^ ) rs 
e-o ilsT = 0 
if 
does not exist. 
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If the limit does exist, they are said to be compatible. 
Furthermore, it is always possible to find a function g in 
F, such that ord f < ord g < ord h. 
Definition 2.4: 
A nonempty set C of orders ord f is convex, if for 
any ord g and ord h in C, where ord g > ord h, then 
ord g > ord f > ord h ord f is in C. 
Convex sets may be partially ordered: A > B iff 
ord X in A and ord y in B ord x > ord y. 
Definition 2.5: 
Ord y is a lower bound of C if ord x in C => 
ord y < ord x. 
It should be noted that for ord y to be a lower 
bound of C it must necessarily be compatible with every 
member of C. 
Definition 2.6: 
Ord y is a maximal lower bound (m.l.b.) of C if 
ord y is a lower bound of C and there exists no lower 
bound of C greater than ord y. 
Definition 2.7: 
Ord y is a greatest lower bound (inf) of C if 
ord y is a m.l.b. of C and there exists no m.l.b. of 
C incompatible with ord y. 
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Likewise, one may define upper bound, minimum uooer 
bound (m.u.b.) and least upper bound (sup). 
Definition 2.8: 
Ord y is a closure of a convex set C if C U ord y 
is a convex set and ord y is the infimum of C U ord y or 
supremum of C U ord y. 
It is convex sets having closures which play a role in 
perturbation theory. The author feels that the key to 
determing sets with closures is the ability to recognize 
infs and sups. To this end the following theorem is 
included: 
Theorem 2.1: 
If ord y is a m.l.b. (m.u.b.) of the convex set . 
C, then ord y is an inf (sup) of the convex set C if 
ord y is in C. 
Proof : 
Suppose ord y is a m.l.b. of C and ord y is in 
C. There can not exist another m.l.b. ord z of C_, 
incompatible with ord y, since by definition ord z £ ord 
for all ord x in C. So in particular, ord z = ord y an 
they would be compatible. On the other hand, suppose ord y 
is an infimum of C. The class F is so large that given 
ord y, one may find an infinite number of ord z 
incompatible with ord y, such that, ord x > ord y 
21 
ord X > ord z and ord x < ord y ord x < ord z. Hence, 
if ord y is a m.l.b. not contained in C then ord z 
will also be a m.l.b. of C and then ord y could not be 
an infimum. For the case where ord y is a l.u.b. of C 
the proof is similar. 
C. Stretching and Uniform Approximations 
In the traditional approach to singular perturbation 
theory, one makes a transformation of the type t* = Et, 
and seeks a perturbation expansion for fixed t*. One then 
seeks an approximation to the exact solution valid for 
0(E) J € - 0 .  In order to describe the values of t 
between t = 0(1) and ^ = 0(E), consider the general 
transformation = f(c)t', ord € _< ord f _< ord 1. Here 
t* = t'. for ord f = ord 1, t = t^ for ord f = ord €, 
where t = t'. Associated with each f(€) one defines 
a limit process lim^. With the boundary value problem (1.2) 
as a general example, lim^ is defined as follows: 
Definition 2.9: 
Given ç(t;E), 
ç(t;S) = 1^ t-.g), t" fixed. 
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Fundamental to the singular perturbation problem is 
the idea of uniform approximations. As was mentioned 
earlier, the question of uniformity depends upon the relative 
size of the variables and the perturbation parameter as 
€ -• 0. Kaplun used several definitions to express this idea, 
which have been slightly altered here into the following 
combined definition: 
Definition 2.10: 
Let w(€) represent an arbitrary continuous function 
of G. such that ord w < ord 1. Then S is a uniform 3 — n 
approximation of u(t;E) = t"^; E) to the order w(€) 
for the convex set of orders C if given any ord f^ and 
ord fg in C and given any number € > 0, there exists a 
6 > 0 depending only on ^ f^, and f^ such that for 
1€1 < 5 and ord f^ < ord f < ord fg, it follows that 
^ - ^n 
w (W < €. 
Since with respect to lim^, ord t* = ord f, it is 
immediate that the statement is a uniform approximation 
for C, is equivalent to saying that is a uniform 
approximation for ord f^ < ord t* < ord f^, where ord f^ 
and ord f^ are any two members of C. 
One of the reasons for defining ord classes is that 
23 
as far as the limit process in perturbation theory is 
concerned, no finer distinction need be made between the 
functions involved than knowing to which equivalence class 
they belong. This is made clear in the next two theorems. 
The first theorem follows immediately from the material 
given by Kaplun [5], but was not specifically stated as a 
theorem. The proof to the second theorem stated by Kaplun 
[5] was not given; the author's own proof is included here. 
Theorem 2.2: 
If ord W2(€) = ord w^(E), then 
lim. ®n - " 
w, (e) = 0 implies f 
^n - ^  
=  0 ,  
Proof: 
Suppose 
Then since 
lim. Sn - ^ 
w^(6) 
=  0 ,  
W -
w^(6j = a (nonzero constant). 
it follows that 
24 
^n - u = lim^ Wgfe) "n - ^ = 1 lim-
— r 
a 
"n - ^ = 0 
w^(€) 
Hence 
lim. ^n - ^  
w^ ïëj 
= 0, 
which completes the proof. 
Theorem 2/5: 
Assume ?(t*;c) is a continuous function of its 
arguments. In order that lim- P = lim^, P provided 
ord g = ord f, it is necessary and sufficient that P 
tends to lim^, P uniformly for every interval of the type 
g(€)tg < t* < g(c)tj where t^j t^ are constants > 0. 
Proof: 
By definition 
lim- P(t*;€) = lim P(f(c)t^;€), 
^ 6-0 
lim P(t*;€) = lim P(g(€)t'; £). 
^ €-0 
By continuity 
25 
lim P(f(€)t'^ ;6) = P(liin €). 
6-*0 6~*0 E—O 
Since 
g[g) ~ ^  (nonzero constant) 
it follows that 
lim f (€) t"*" = lim f (€) g(€)t^  = lim g(G) (at' ). 
€-0 €-*0 g(€) €-0 
Hence 
lim P(f(€)t ;€) = lim P(g(€)(at );€) 
€~*0 €"*0 
Now 
lim P(g(e)(at^);E) = lim P(g(€)t"^ ;€) 
Ç-'O €"*0 
iff P tends to lim^  P uniformly for every interval of 
the type g(€)t^  < t* < g(€)t^  where t^ , t^  ^ are constants 
> 0, completing the proof. 
It then follows that if w(€) represents an arbitrary 
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continuous function of such, that ord w < ord and 
f(€) is in F, with each ordered pair (ord f, ord w} an 
approximation of the type in definition 2.10 may be defined. 
Define F = [ord f 1 f is in F} and W be the totality 
of functions w(6), one may then consider the F x W space; 
that iSj the set of all ordered pairs (ord x, ord w), 
where ord f is in F and ord w is in W, which is 
schematically represented in Figure 1. Although the figure is 
a useful- aid in understanding the domains of validity of 
o:^ a T 
R x W  
Figure 1. Region F x W 
asymptotic expansions, it can not by any means be interpreted 
as an accurate representation of F x W. 
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D. Limit-process Expansion 
Fundamental to any perturbation approximation is the 
limit process expansion. 
Definition 2.11: 
Corresponding to a given limit process lim^ , and a 
sequence an approximation of the form 
00 
u(t;€) - rZ w (€)u£ (t), 
n=0  ^
is called a limit-process expansion. .Here it is assumed one 
is able to find a sequence [w^ (€)} such that the limits 
Ufo = uft;€), u^  ^= lim^  
w_ 
u(t;€) -
n 
; n > 1, 
exists J - where 
= "o"fo + "l"fl + ••• + Vfn' 
In the traditional approach two such expansions are 
usually considered, e.g., ord f = ord 1 and 
ord f = ord €. As was mentioned earlier, the assertion of 
their existence comprised the mathematical foundation for 
that approach. While in the present approach one does not 
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base uniform approximations on limit-process expansion, such 
expansions do play a useful role in the search for 
intermediate expansions as will be seen later. 
E. Intermediate Expansions and Complementary Regions 
Although the idea is not specifically defined, Kaplun 
introduces and explains the intermediate expansion and its 
regime of uniformity. The author feels that the idea is 
such that it can be defined and is done so in this paper. 
Definition 2.12: 
An expansion which is a uniform approximation of 
u(t;€) to the order w(€) for some convex set of orders 
ord f, is an intermediate expansion for u(t;€) for that 
convex set of orders. The convex set will constitute the 
regime of uniformity. 
It should be noted that it is not necessary that an 
intermediate expansion be obtained by any particular limit 
process. That is, the intermediate expansion does not have 
to be obtained in a specific manner as does a limit-process 
expansion. It is only required that the intermediate 
expansion approach the exact solution in the most general 
sense of a limit. To facilitate the discussion of 
intermediate expansions the following definitions are made. 
Here, the definition of complementary region has been 
slightly generalized from its original form [5]-
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Definition 2.15: 
Let an asymptotic sequence {w^ (ç)} be given. Then C 
is called a complementary region of F y. W if 
(i) Given any w(€), the set C P, {(ord f ,  ord w)l 
ord w = ord w} = = convex set of orders. 
(ii) There exists a sequence of intermediate 
expansions {S^ ,} such that given any w(€), 
ord w > ord w > ord w ,,, S is a uniform 
n — n+l' n 
approximation of u(t;€) to the order w 
for the convex set C . 
w 
(iii) has an upper and lower closure. 
One wants to be able to divide F x W into a set 
{C^ }, i = 1,2, ...,n, of complementary regions so that 
and C. -, are adjacent. The idea of adjacent regions is 
3-4" J- y W 
defined as follows. 
Definition 2.14: 
The convex sets A and B are said to be adjacent if 
(i) A > B 
(ii) If ord X < ord z for all ord z in A and 
ord y > ord v for all ord v in B, then 
ord y > ord x. 
For the sake of notation, A > B is interpreted as 
meaning, ord x < ord y for all ord x in B and ord y 
in A. The complementary regions are designated so that 
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c .  <  c .  ,  .  iw 1+1jW 
The property that each C. and C. , be adjacent 
^ ]_W 1+1, w -* 
regions having closures is of a prime importance in the 
matching of uniform approximations. In particular, these 
ideas are partly developed in the next theorem. Since no 
proof was given [$], the author's own proof is included 
here. 
Theorem 2 . 4 :  
C. T are adjacent convex sets having iw 1+1, w  ^If C. and 
closures then 
(i) The upper closure of is also a closure 
of  ^and belongs to exactly one of the 
sets. 
(ii) If the set has a upper and lower closure, 
ord a and ord b, then C. is one of the iw 
sets: ord a _> ord x > ord b, ord a _> ord x > 
ord b, ord a > ord x > ord b, ord a > ord x > 
ord b. / 
Proof: 
V 
(i) Suppose ord a is a sup of ord a U There 
are two cases to consider. First, suppose ord a is a 
member of C. . Since C. < C.,, , it follows that iw iw 1+1, w' 
ord a < C. T and hence ord a is a lower bound of 1+1, w 
ord a U C. - . One must now show that ord a U C.,, 
• 1+1, W 1+1,, w 
w* 
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is convex. Suppose not. Then there exists an ord b such 
that ord a < ord b < C.,, . Hence, C. < ord b < C. -
1+1Jw IW 1+1, 
which is impossible since adjacency of C. and C. , XW W 
implies that ord b < ord b. Obviously, ord a is a m.l.b. 
of ord a U C. . and by Theorem 2.1 ord a is the inf 
X+X f w 
of ord a U C. , . Now suppose ord a is not in C. . 1+1, w iw 
Since C. and C. , are adjacent, ord a is in iw 1+1, w ' 
C. , . In this case ord a U C. - = C. , . Moreover, 1+1,w 1+1,w 1+1,w •' 
ord a is a lower bound of C.,, . Suppose not; then 1+1, w 
there exists a ord b in C.,, such that ord b < ord a. l- r l ,  w 
Since ord a U is a convex set, ord b is also in 
which is impossible. Since ord a _is contained in 
C.,, it must be a m.l.b. and by Theorem 2.1, ord a 1+1,w  ^ ' 
is an inf of ord a U C. , . 1+1, w 
(ii) Suppose ord a and ord b is the upper and lower 
closure of the convex set C. . Suppose ord a is in C. iw iw 
and ord b is not in Since ord a is a sup of 
C. and ord b is an inf of ord b U C. , for all iw iw' 
ord X in C. it -follows that ord x < ord a and iw — 
ord b < ord x; that is, ord b < ord x ^  ord a. Now 
ord b U C. U ord a is a convex set. Hence for any ord z, iw 
such that ord b < ord z < ord a, it follows that ord z 
is in C. . Since ord a is in C. , it follows that 
IW IW"* 
C. is the set ord b < ord x < ord a. A similar proof iw —  ^
holds for the other cases. 
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Suppose, as an example, that the region of interest is 
ord £ _< ord f _< ord 1. A possible decomposition of this 
region into adjacent complementary regions and 
Assuming such regions exist, given a w, there exists 
approximations of u(t;€) to the order w for the convex 
sets and respectively. 
Finally, in order to accurately describe the type of 
regions one is dealing with, the idea of a strip is 
introduced. 
Definition 2.15: 
Let C be a given complementary region. Then one may 
Figure 2. Complementary Regions 
intermediate expansions S^ , and S^ ; uniform 
33 
define a strip of F x W by 
= C n {(ord fjOrd w) 1 ord 1 _> ord w > ord w}. 
For example, in figure 1, a strip for the region 
will look like the region in figure 3-
7 ovci j, 
Figure 3 -  Strip of Complementary Region 
Clearly, in a given problem involving a singular 
perturbation, the primary objective is to search out the 
strips of a set of adjacent complementary regions. 
F. The Existence of the Intermediate Expansions and 
Complementary Regions via the Axiom of Existence 
Now that the objective has been mathematically stated, 
the question is how does one find intermediate expansions 
and complementary regions provided that they exist. 
As a preliminary step to answering the above question, 
the next theorem is useful. Here again, the theorem was 
1 A 
ovd W 
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unproven [5] and so the proof is supplied by the author. 
Theorem 2.5: 
lim W = 0 uniformly for the convex set of orders C 
€-0 
iff lim- W = 0 for every ord f in C. Here W = 'W(t*;€) 
and t* = f(6)t"^ . 
Proof: 
It is first shown that if lim W = 0 uniformly for the 
€^ 0 
convex set of orders C_, then lim^  W = 0 for every ord f 
A 
in C. Consider any ord f in C. Then given € > 0, 
there exists ô = ô(f, €) > 0, such that if c < 5, then 
lw(ft ;c)| < €. But this implies that lim^  W = 0, which 
completes the first part of the proof. Assume that 
lim- W = 0 for every ord f in C. Let ord f^  and 
ord fg be any two members of and let € > 0 be given. 
Assume that ord f^  < ord f^ - For each f , ord f, < 1 — d a 1 — 
ord f^  <_ ord fg, let 
= [5|c < 6 implies lw(f^ t"^ ;€l < "t}, 
t* = f^ (e)t+. 
Assume that the w(f^ t'^ ;€) are not identically equal to 
zero as G - 0^  and, without loss of generality, pick 6 
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small enough so that the sets are each bounded above, 
Hence, for each a, the supremum, 6 . of exists. 
It is necessary to show that if ord f^ ^^  ^ < ord f^ ^^ ); 
then S^ (2)<5^ (i)- Since  ^- 0, 
lim W(f ,p-,!''•;€) = lim w{f = 0. 
€-0 «'«a(2)-0  ^
Hence, for any ô in if € < 5, then € and 
fa(2) small enough so that lw(f^ 2^)'t"''j 1 < '^ > But 
since ord f /,>, < ord f implies that f < f 
a(lj a(2j  ^ a(lj o.{2)' 
it follows that for € < Ô, 1 w(f^ ^^ t"^ ; €) 1 < Hence, 
Ô is in and we can say that ^^ (2) — ^ a(l)* 
follows that 6 < 6 ,T\. It is now clear that for all 
a(2j — a(lj 
ord f , ord f, < ord f < ord f^ , it follows that 
a 1 — a — 2 
Ô > 5_. Hence, given ord f,, ord f^, and G > 0, there 
a — 2 ' 1 2 
exists .62 = h^ [Çi3±^ ) such that for € < 6^  and 
ord f, < ord f < ord f^  it follows that 
1 — — 2 
A 
lW(ft'^ ;€)l < €, 
completing the proof. 
The basic technique that is used to justify the 
existence of intermediate expansions and their regimes of 
uniformity may be illustrated by the following simple 
:$6 
example. Consider the following initial value problem; 
•|^-rY = -6x-rl, € a small parameter. 
y(l) — 1, 
The exact solution may easily be found to be y = G(l-x) + 1, 
dv Define p = The differential equation 
p -i- y + €x = 1 
may be thought of as a surface in (x,y,p) space and the 
exact solution 
y = - €x + (e+i), 
p = — € 
is a line on that surface. (See figure 4.) A perturbation 
approximation to the exact solution of the form 
Sn = YQCx) + yi(x)e + ... + y^(x)€^. 
is desired. In this case satisfies the equation 
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+ y = 
which also may be thought of as a surface P + y = 1 in 
the (x,y,p) space. As € - 0 the one surface 
continuously deforms into the other surface. Hence, given 
a line on the surface p + y + £x = 1, say that line 
representing the exact solution, there will be an image line 
on the surface P + y = 1, such that the two lines will 
deform into each other as € -• 0. This image line is the 
perturbation approximation which is being sought. In 
this case S =1. Miat is crucial is the fact that one 
o 
can use the above idea to make statements about the 
existence of intermediate expansions without knowing the 
exact solution. While the complete statement of the above 
idea is given as an axiom (Axiom of Existence) [$], a few 
remarks concerning its validity are in order. According to 
the above argument, given the line 
y = - €x + (€+1), 
p = - c 
on the surface p -i- y + €x = 1, there exists a line 
Figure 4. Surfaces equivalent in the limit 
I 
38b 
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0^ = 0^ = yo(x)' Po = 9o(x) 
on the surface p + y = 1 such that 
lim ly - y^ l =0 and lim 
€-0 €-0 
Ip - Pq! = 0. 
The claim is that represents a solution to 
E + y = 
This will be the case if -— = p . Assuming that limits 
ax o 
and derivatives commute, it follows that 
While this argument is only for a specific example^  it does 
suggest that the Axiom of Existence is a reasonable 
assumption. Moreover, it appears that this Axiom can be 
restated as a Theorem subject to mathematical verification. 
In order to adopt the above ideas to perturbation 
theory, one first defines the equation manifold. For 
example, consider the equation E = 0 (c.f. equation 
(1.2)). By enumerating all the derivatives occurring in 
p = lim dv = d 
o  ^ — -T 
€-*0 dx dx 
ko 
E = 0, i.e.j letting 
^ _ X ^ - X — - X d t  -  ^1 '  ^ ^ 2  -  * 2 '  " -^3' 
one may obtain an expression of the form 
E(t,Uj J^ 2^ ' • • > )^ — 0. 
Now consider a given limit process lim^ . The 
transformation t = t"^  sends the above equation into 
where 
E(t^ ,u,x^ ,x2,...jXp^ e) = 0, 
X —  ^ — i — 1 D 
 ^ dt"^  
For each € the equation E = 0 defines in the 
(t^ u^,x^ ,...jXp) space a surface called the equation 
manifold. One is interested in those surfaces which are 
smooth near the equation manifold and have a gradient of 
order one in the (t^ ,u,x^ ,...jX^ ) space. The latter 
requirement is necessary in order to illustrate the 
difference between two equation manifolds in the limit. 
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For example, if two equation manifolds had gradients of 
order they would both vanish in the limit, making a 
comparison between the two difficult. Now suppose E' = 0 
is another equation and 
Ë' (t^ U^jX^ , . = 0 
is its equation manifold. Then writing Ë = 0 in the form 
Ë = R + Ê' = 0, 
one introduces a function R( t"*", u, .. ., €), the 
apparent force, which must be added to E' = 0 to get 
Ë = 0  [5] .  
Definition 2.l6: 
The equations E = 0 and E' =0 are said to be 
equivalent in the limit for a given limit process lim^ and 
to a given order w(€) if 
Tim J^-7 J • • • JXpJ 
 ^ «(6) ' = ° 
in some region of the ( t"*", u, x^ , ..., x^ ) space containing 
Ë = 0 and Ë' = 0. 
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Axiom of Existence: 
If the equations E = 0 and E' = 0 are equivalent in 
the limit for lim^  and to the order w(£) in some region 
of the (t^ ,u,x^ , ...jXp) space and given a solution u(t;€) 
of E = 0, whose equation manifold also lies in this region, 
then there exists a solution S(t;€) of E' =0 such that 
lim^  uft;6) - Sft;€) 
w(D 
= 0 
in the region of equivalence of E = 0 and E' = 0. 
The Axiom of Existence as stated above is slightly 
different in wording although equivalent in content to that 
given by Kaplun [5]• In the application of the above ideas 
it is important to understand what is meant by the region of 
equivalence of two equations. Essentially this represents 
the conditions under which the apparent force goes to zero. 
For example, if 
R = ml 
€ 
then R would tend to zero for ord f < ord € but not for 
ord f = ord €. Usually the conditions under which the 
apparent force goes to zero is that the derivatives be 
bounded. 
4) 
Suppose now that one can prescribe a set of sequences 
fw. }. Here w. is the nth term of the ith sequence. 
'• in in — —  ^
Also, suppose that with respect to each sequence {w\^ ]' 
there exists a region of F x W such that 
(i) Given any w(c), the set D [(ord f ,  ord w)1 
ord w = ord w] = = Convex set of orders. 
(ii) There exists a sequence of equations 
such that given any w, ord w^  ^> ord w > 
ord w. ,,, the equation E. is equivalent in ijn+l'  ^ in 
the limit to the exact equation E to the order 
w for each lim^ , ord f in 
(iii) C. has an upper and lower closure. \ ' iw 
Moreover, suppose that C. , and C. are adjacent and 
1+1, w iw 
U C. = F X W. Then by Theorem 2.5 and the Axiom of 
i  ^
Existence there will exist intermediate expansions S^ ,^ and 
each will be a complementary region. Also it is clear 
that if lim- F =0, then lim^  F =0, 
ord w'(€) > ord w(c). Hence, if E^  ^ is equivalent to the 
exact equation E to the order w, then E^  ^ is equivalent 
to the exact solution E to the order w', ord w' > ord w. 
Then given a region and a corresponding strip 
by the Axiom of Existence, there exists a solution of 
Ein which is a uniform approximation of u(t;€) throughout 
i^wn' 
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G. The Designated Equations and Asymptotic Sequences 
It is the intermediate expansions which one is 
attempting to find in solving the singular perturbation 
problem. In order to find the one must first 
prescribe the proper sequences and obtain the 
proper equations which are referred to as the 
designated equations [5]. 
For the moment assume that the proper sequences are 
known. One obtains the designated equations by a splitting 
of the differential equation [$]. As was mentioned earlier 
to a given limit process lim^  and a sequence 
there corresponds a limit-process expansion 
n=0 
The differential equations for follow from the 
assumption of commutativity of the limits and derivatives 
and are obtained by substitution of the limit-process 
expansion into the exact equation E and the collecting of 
the coefficients of w\^ . Hence, with each (f,w\^ ) there 
is associated an equation. Likewise, one may obtain the 
equation associated (f,w), ord w^  ^> ord w > ord w^  
by assuming that the conditions of the problem are so 
altered that 
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exists and is different from zero. The equations for 
(f/w\^ ) or more generally (f/w) are called the associated 
equations for (f,w) [5]. The process of obtaining these 
equations is the splitting of the differential equation. If 
one has obtained equations for u^ ^^ , ^ if * * * •> i^fn^  he • 
may then construct equations for 
It is from among these latter equations that one searches 
for equations which are equivalent to the exact equation E 
in regions that are designated as strips of complementary 
regions. 
Obviously, an important part of solving the singular 
perturbation problem is to pick sequences that 
lead to equations which are equivalent in the limit of the 
exact equation E in complementary regions which properly 
divide the F x W space. A somewhat abstract discussion 
of this problem is given by Kaplun [5]. However, in this 
paper a practical and many times successful approach making 
strong use of the matching principle is emphasized. Its 
+ w. u in'ifn in 
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discussion will be postponed until Chapter IV. 
E. The Overlap Theorem and Matching Principle 
Once the designated equations are found, the 
search for the intermediate expansions is made in the 
traditional way. If the are valid in a region 
containing boundary conditions, then the fact that the 
must satisfy those boundary conditions in the limit, will 
impose certain boundary conditions on the themselves. 
In case the differential equations E^  ^ and the boundary 
conditions for are sufficient to guarantee a unique 
solution, one then knows that the solution he finds is the 
intermediate expansion guaranteed by the Axiom of Existence. 
However, usually and especially in the area of partial 
differential equations, the constraints imposed on the 
solutions of the designated equations do not guarantee any 
type of uniqueness. Vilhen this happens, one can only be 
reasonably sure he has found the required intermediate 
expansion. To be absolutely sure" he must examine the 
difference between the exact solution and the intermediate 
expansion. If there are not enough applicable boundary 
conditions to determine a particular solution to a 
designated equation E^ ,^ then the matching technique must 
be applied. The justification of this technique follows 
from the Overlap Theorem. 
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The Overlap Theorem is basically a statement of the 
fact that given two adjacent regimes of uniformity, say 
C. and C. , T for two intermediate expansions S. iwn i-hl,wn-' in 
and then one can slightly extend one of the 
regions into the other region and thus in this overlapped 
region. 
lim. ^ in i^-i-l.n 
n^ 
= 0. 
The conjecture that one may extend one region into an 
adjacent one is stated as the Extension Theorem. A proof 
for a special case of the Extension Theorem is given by 
Kaplun [5]- In this thesis a more generalized proof is 
given. The Overlap Theorem is proven by Kaplun [$]; 
however, a slightly different proof is given here. 
Theorem 2.6 (Extension Theorem): 
Suppose z(x,y) is continuous in x and y, and• 
suppose 
(i) lim z(x,y) = 0 uniformly for ord x > ord f^(y), 
y-0 
lim f,(y) = 0, 
y-»0 
or 
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(ii) liiîi z(x,y) = 0 uniformly for ord x < ord fp(y), 
y-'O 
lim fL(y) = 0 
y-0 
Then there exists (i) f^ (y), ord f^  < ord f^ ; (ii) f]^ (y), 
ord fj^  > ord fg such that 
(i) lim z(x,y) = 0 uniformly for ord x > ord f^, 
y-*0 
(ii) lim z(x,y) = 0 uniformly for ord x < ord f^ , . 
y-O 
Proof : 
(i) Let X = f^(y)§ and W(s,y) = z(f^(y)§,y). 
Then the statement 
lim z(x,y) = 0 uniformly for ord x > ord fL(y) 
v-0 
is equivalent to the statement 
lim W(Ç^ y) = 0 uniformly for ord(f, (y)^ ) > ord f-, (y) 
y-0  ^
But ordff-,fv)?) > ord f\fv) iff lim 1^^ ^^  = a, 
1  ^ y-o 
0 _< lal < 00, or 
lim %= a, 0_ < l a l  < oo. 
y-0 5 
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Hence, 
liru w(|_,y) = 0 uniformly for ord § > ord 1, 
yO 
which is equivalent to saying that 
lim W(s^ y) = 0 uniformly for § > a, where 
y-0 
a is any positive number. 
It follows that for each n a positive integer 
lim W(§,y) = 0 uniformly for § > ""• 
y-*0 
That isy given  ^there exists a 6^  > 0, such that 
0 < lyl < 5 implies i w(5_,y) l  <-^ for § > •^. Now 
('6 1 
let A. = 5, and for n > 1, let A = min^  n-1,5 
11 1 2 J 
One notes that A £ 1^ . Hence a sequence is constructed, 
2%-! 
which decreases monotonically to zero, such that 
0 < lyl < A^  implies Iwl < •^  for § > n' 
By connecting the points (A^ ,-^ ) one can construct a 
A A 2 
monotonie decreasing function f^ (y) such that f^ (A^ ) = —. 
Clearly 
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lim 'f- (y) = 0. 
y-O 
It follows that 
lim W(5,v) = 0 uniformly for § > f,(y). 
y-0 
That isJ let € > 0 be given. There exists a ô(€) >0 
such that 0 < lyi < 5 implies f^ (y) < €. Now for all 
S > f]_(y) it-follows that Iwl < €. That is, let n be 
the smallest positive integer such that  ^ € and consider 
any 0 < ly^ l < Ô. There exists such that 
n(l) _> n and 
fl(yo) > = 4ÎT 
and 
•A 1 
So that for § > it is true that § > 
hence 
A 
Now let f^ (y) = z^ (y)f2(y)' view of the transformation 
X = f^ (y)5j it follows that 
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lira z(x,y) = 0 uniformly for ord x > ord f,(y), 
y-0  ^
ord f^ (y) < ord f^ (y). 
Similarly, by using the transformation x = -^  2^^ ^^  part 
(ii) may be proved. 
Theorem 2.7 (Overlap Theorem): 
If S. and S. , are uniform approximations of IW l-rljW 
u(t;c) to the order w(€) for the adjacent convex sets of 
orders C. and C.,, respectfully, then there exists a iw 1+1, w  ^
convex subset, ord f^  j< ord f < ord f^ , such that 
lim^  ^ iw i^-i-l.w! = 0 for every f, 
w(€) 1 
ord f. < ord f < ord f^ . 
1 — — d 
Proof: 
Suppose that the closure of and C.. i-i-l,w^  "^ o' 
belongs to C. . 
^ l - r l ,W 
Then 
lim, u(t;€) - S^ ^^ (t;e) 
w (W 
= 0 uniformly for 
ord g^  < ord f < ord f^  
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and 
I = 0 uniformly for 
^ 1 
ord f < ord f < ord g„. 
o — d 
Whether or not ord g, is in C._ or ord in C. . _ 
± J-W J-T X J W 
is inmaterial. In view of the transformation t = t"^ 
and the definition of lim^, one introduces the following 
notation: 
Wj_(f, €) = ^iw , ^i+l(^'^) = lfi±lz w - u 
w{£) ' I w(€) 
Then 
lim W.(fj€) = 0 uniformly for ord g, < ord f < ord f 
€-0 ^ ^ ^ 
and 
lim W. ,(f,€) = 0 uniformly for ord f < ord f < ord g^, 
By the Extension Theorem there exists f2(^) such that 
lim W. .(f,€) =0 uniformly for ord f„ < ord f < ord i 
€-0 ^ ^ 
Hence, in view of the inequality 
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^iw ^i+l.wj _< ^iw ^I 4- ^ i+l,w 
w w w 
it follows that 
lim^ S . S i-rl,v7 = 0 for every f. iw 
w 
ord f^ < ord f _< ord f^. 
which completes the proof. 
One makes use of the Overlap Theorem by employing the 
matching principle. Suppose that there exists two asymptotic 
expansions, having adjacent regions of uniformity, so that 
by the Overlap Theorem they have a common region of 
uniformity. Also, suppose that in this overlap region they 
both approximate the exact solution to the order w(€). 
Call one expansion the outer expansion and the other the 
inner expansion. Rewriting the outer expansion in terms of 
the inner variables and expanding for small 6 one obtains 
an expression for the outer expansion valid in the overlap 
region. Likewise, rewriting the inner expansion in terms of 
the outer variables and expanding for small € one obtains 
an expression for the inner expansion valid in the outer 
region. The difference between the two expressions which 
approximate the same function for the same values of t, 
i.e., in a common domain, must vanish to any order w(€). 
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ord w(c) < ord w(€). It thus seems reasonable that 
m - term inner expansion of (n - term outer expansion). 
= n - term outer expansion of (m - term outer 
expansion). 
Similar arguments for the matching principle have been given 
by Proudman and Pearson [3] and by Friedrichs [1]. However, 
no rigorous proof exists or has the author been able to 
supply one. 
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IV. A METHOD OF SOLUTION 
It is the purpose of this Chapter to give a scheme which 
one may follow when trying to obtain an asymptotic solution 
to an initial value problem. This does not mean that it 
eliminates trial and error procedures, but it is only meant -
to serve as a guide and a certain amount of improvising is 
usually necessary in obtaining a solution to this type of 
problem. Moreover, this Chapter will attempt to show how 
the ideas in Chapter III may be used in an actual problem. 
For the. sake of simplicity, the illustration of a 2_nd order, 
ordinary differential equation is used. However, the method 
is general enough so that it could just as easily be applied 
to a partial differential equation. When this is done, it 
is important to note that the ideas of this Chapter and 
Chapter III are based on the assumption that the variation 
of the variables in the coefficients of the asymptotic 
expansions have only one degree of freedom. That is, the 
mathematical objective as given in Chapter III is concerned 
with finding asymptotic expansions of the exact solution 
u(t;€) having the form 
+ Ul(t~)w^(6) + ..., 
where t = f f g) t"^. Expansions of this type valid for values 
6 
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of t making up a region of interest are sought by holding 
t~ fixed and letting f(c) vary over a convex set of orders 
C (c.f. Definition 2.4). If one wanted to perform an 
analogous analysis in obtaining asymptotic expansions of a 
solution u(x,y;c) one would have to seek expansions of the 
form 
u ^ ( x ~ , y ' ^ ) w ^ ( € )  - r  u ^ ( x + , y ^ ) w i ( e )  +  . . . ,  
where two general stretchings are considered, i.e., 
X = f(€)x^ and y = g(6)y'. This would involve a major 
generalization of the ideas of Chapter III. However, if an 
investigation is restricted along a curve in the (x,y) 
plane, e.g., x = h(y), where hfy^/yg) = hfy^yhfyg), then 
only one general stretching would have to be considered; 
y = f(€)y^ and x = h(f(€))x~, where x~ = h(y"^). Hence, 
the ideas of Chapter III could then be applied. It is also 
assumed,- for the sake of simplicity, that in the following 
problem the initial conditions do not contain the 
perturbation parameter. 
In a given problem, one of the complementary regions is 
associated with an intermediate expansion, which appears to 
be the most dominant expansion or is the one about which 
most is knov;n. Suppose that in a sequence of adjacent 
complementary regions C^, C^, ..., C^; C^ is this region. 
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Then, in accordance with the matching principle, with 
respect to is the inner region; with respect to 
Cg is the outer region, etc. 
Suppose that one wants to obtain an asymptotic solution 
to the following initial value problem. 
(4.1) F(t,u,-|r,-^ --|-; €) = 0, 
(4.2a) u(0) = u^ . 
(4.2b) 
t=o ^  
It is assumed that the variables are nondimensional and that 
€ is a small parameter. Also, let the exact solution, 
supposedly unknown, be denoted as u(t;€). 
Whether the problem is nonsingular or not the first 
step is to assume an approximation to u(t;€) of the form 
(4.5) u(*)(t;e) = u^(t)w^(€) + u^(t)w^(€) + ... 
+ %(t)w^(€); 
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lim = 0, i = 0,1,...,n-l. 
c-O 
This will be the outer expansion. In (4.3) w^(c) is 
•usually taken to be unity, which may be done whenever (4) 
has a nontrivial solution in the limit as € -• 0. However, 
this is usually not the case for expressions of the type 
(4.5) obtained in the stretched variables. One may approach 
the problem by stretching the dependent variable so that it 
is on the order of unity in the inner region. In this case, 
the first term of the asymptotic sequence in the inner 
region is taken to be unity. In this thesis this approach 
is not used. 
The choice of the sequences ^ very 
important. Although there is usually some arbitrariness in 
the way the sequences are picked, the ultimate goal of 
dividing F x W into a sequence of complementary regions 
which are adjacent or overlap depends upon this choice. If 
this happens then matching will occur and thus it is the 
matching principle, whose constraint on the sequences 
{Win(€)} is important, that is used primarily as the method 
for determing the proper sequences. The sequences must also 
be picked so that the designated equations are 
equivalent in the limit to the exact equation (4.1) to the 
order w, ord w. > ord w > ord w. , . This last ^ 1 — T "H-l» 
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requirement is minor and usually does not play a dynamic role 
in the determination of 
Before one can make use of the matching principle the 
region of nonuniformity should be deduced. Many times one 
can not do this until several terms of the outer expansion 
(4.30 have been deduced. For these terms the associated 
members of the sequence must be determined by 
means other than matching. For example^ physical insight 
may serve as a guide or possibly these terms may be deduced 
by iterating on an initial approximation. Many times the 
form of the differential equations suggest the proper terms. 
Once a number of terms of the sequence have been picked, say 
and Wg_, the corresponding coefficients are found by 
substituting 
%o(t) + u^(t)w^(€) -r UgftJWgfc) 
into (4.1) and equating the coefficients of 1, and 
Wg. It is assumed that (4.3) is at least valid in a 
neighborhood of some t_, which is taken to be t = 0. In 
general, this may be verified by physical insight or by 
noting how the variables were made no.ndimensional, keeping 
in mind that (4.3) will be valid when u = 0(1) and 
t = 0(1). We thus assume that (4.3) satisfied (4.2). When 
the first few terms of the outer expansion are used to 
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determine the region of nonuniformity one must be sure of 
the validity of these terms as an asymptotic expansion. If 
the coefficients u^(t), u^(t)j and U2(t) are unique 
solutions to the corresponding initial value problems, then 
it may be assumed that these terms are correct. Otherwise, 
one may have to make use of physical insight or previous 
results to support the validity of these terms. There is 
usually no unique way for determing the region of 
nonuniformity. As was suggested in Chapter II, one way to 
find the region of nonuniformity is to consider those values 
of t for which (4.$) is no longer valid as an asymptotic 
expansion, e.g., when 
Uo(t) = 0[u^(t)w^(€) ], t - 00 
or 
u^(t)w^(€) = OEugftJwgfC)], t oo, 
etc. Moran and Shen [8] deduced the region of nonuniformity, 
in a problem concerning shock waves formed by the impulsive 
motion of a piston, by noting when the initial expansion no 
longer yielded information consistent with reality. They 
obtained the same results by noting when the terms neglected 
in the differential equation in forming the first 
61 
approximation were of the same order of magnitude as the 
terms retained. Let us suppose in the example the region of 
nonuniforraity occurs when •^=0(6). In accordance with the 
ideas in Chapter III, a general stretching of the time 
variable is considered, t = t"^, and the region of 
interest in the F x W space will be ord € < ord f < ord 1, 
ord w(€) < ord 1. 
The designated equation, must be satisfied by 
expressions of the form 
(4.4) 
where 
w^^ — w^, Ic — 0,1,2,...,nj 
u^^ — u^, k — 0,1,2,...,nj 
If one is sure of the first term of the outer expansion, 
then w%Q(c) is deduced by matching. One might be able to 
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deduce this term by physical insight. The next step is to 
consider a splitting of the equation (4.1) for 
ord w = ord 1, ord c ^  ord f _< ord 1. This is done by 
substituting (4.4) into (4.1) and applying the limit-process 
lim_. Suppose that one finds that w^g(€), ^^^(c) = 1; 
thus (4.1) splits into three different equations: 
(4.5a) P^(t"^,u,-^, _|^) = 0, 
^ dt^ dt^^ 
ord € < ord f < ord g^_, 
(4.5b) = 0, 
dt^ dt^'^ 
ord g^ < ord f < ord 1, 
(4.5c) 0,  
dt' di 
ord f = ord 1. 
From these equations, one seeks out the designated equations 
and hence, strips of the complementary regions. It is 
usually the case the expressions (4.5^), (4.5b), and (4.5c) 
are the designated equations for ord w = ord 1, i.e., the 
degenerate strips 
63 
Pil = n {(ord f, ord w) I ord 1 = ord wj, 
i = 1,2,3, 
or 
Pll : ord € _< ord f < ord ord w = ord 1. 
Pgi : ord g^ < ord f < ord 1, ord w = ord 1, 
p^l : ord f = ord 1, ord w = ord 1. 
Note, one is only able to deduce the nature of the 
complementary regions on the basis of the knowledge of the 
strips. Let i = 1,2,3, stand for equations (4.5a), 
(4.5b), and (4.5c) rewritten in terms of t. To verify that 
, Pg, and F^ are the designated equations, one examines 
the difference between these equations and (4.1). For 
example, consider F^. F^ and (4.1) are first rewritten in 
terms of t"^, giving 
(4.6) F(t\u,^ ,^ %2;€) = 0 
dt' dt'^ 
and 
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F  =  0 .  
dt^ dt^^ 
2 
In order to insure that the surfaces in (t~, 
dt^ df^ 
space have a gradient of order 1, it may be necessary to 
multiply (4.6) or (4.5a) by a power of f(€) or c. One 
then examines the difference between the equation manifolds 
of (4.6) and (4.5a). If this tends to zero as € - 0 for 
then Likewise one verifies that = E^q 
and F^  = E q^. Once w^ (^€), Wg^ (€), and w^ (^€) have 
been found it should be verified that the equations 
F^ j i = 1,2,3, are equivalent in the limit to (4.1) for 
ord w, ord 1 > ord w > ord w^ ,^ i = 1,2,3-
By the Axiom of Existence, we are guaranteed of 
intermediate expansions S^g, and The 
differential equations satisfied by S q^, Sgg, and S q^  
are of course E^Q, E^g, and E^g. The initial conditions 
are applicable to S q^, which has already been found, i.e., 
u^^) = S_Q. For and S q^ the requirement that they 
must satisfy initial conditions is replaced by the 
requirement that they must satisfy the matching principle. 
Thus the matching principle for m = 1, n = 1 (c.f. page 
14) is applied to u^^^ and S^q to determine S^g, and 
then is applied to u^^^ and SQ^ to determine S q^. If 
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the expressions and satisfy the designated 
equations and match with the outer expansion it is assumed 
that these are the correct intermediate expansions S q^ and 
SgQ, respectively. However, without uniqueness under these 
constraints one can not be absolutely sure of this 
assumption. 
The matching principle may also be used to determine 
the asymptotic sequence and 
{w^^(€)} associated with the three regions. For example, 
assuming that one knows S q^ and SQ^, one may deduce 
w^^(€) by using the matching principle for m = 1, n = 2. 
That is, rewritting SgQ in terms of the outer variables, 
and expanding for small €, one may reason that if the 
matching is going to hold then this expansion of S q^ must 
represent some contribution to the 2-term outer expansion. 
It should then be evident what w^^(€) is. Once w-j^(c) is 
known, the next term of the initial expansion, may be 
deduced. Using the matching principle for m = 2, n = 2, 
one then determines w^^, etc. This scheme may be repeated 
as far as one wishes to go. 
In the case of nonlinear differential equations, the 
appearence of fringe regions [5] will occur for higher 
orders of €. It is indicated that for practical purposes 
one may assume that the validity of the expansion of an 
adjacent region may be extended into the fringe regime. The 
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region adjacent to the fringe regime, which is extended, is 
that region having the more dominant expansion, i.e., the 
outer region. For example, in the case of asymptotic 
expansions of Navier-Stokes equations for small Reynolds 
numbers, two basic regions are considered, a Stokes region 
and an Oseen region. However, the two regions are separated 
from each other by a region, which exists only for higher 
orders of w(Re) (Re is the Reynolds number.), i.e., a 
fringe region. It is shown that, if the designated equation 
is equivalent in the limit to the full equations to the 
order w^(Re) in the outer region, then would be 
equivalent in the limit to the full equations to the order 
w(Re), ord w < ord w^, in the fringe region. Hence the 
outer region extended into the fringe region. For the sake 
of simplicity, it is assumed that fringe regions do not 
appear in the example under consideration. 
In order to make clear the essential aspects of the 
scheme of solution, this example is taken one step further, 
finding the second term expansion. Suppose that S^Q, Sgg, 
S^Q, and w^^(6) are known. Now, one substitutes 
u^^^ = u^^(t'^)w^^(€), ord f = ord 1 
into (4.1) to determine the equation that must be satisfied 
by u^^ (t"^) . One then deduces the equation that must be 
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satisfied by One should check to see that the latter 
equation is equivalent in the limit to (4.1) for 
ord f = ord 1 to the order w^^(€). This will guarantee 
that this is the designated equation for ord f = ord 1, 
ord 1 > ord w > ord w-^. One may now deduce and by 
the matching principle, - Substituting 
(4.7) = UgQ(t'^) + U2i(t+)w2i(e), 
ord f < ord 1 
into (4.1), rewritten in terms of t"^; one may obtain a 
splitting of the equation for ord f < ord 1, and 
ord w = ord w^^. In particular one should obtain an equation 
valid for ord g^ < ord f < ord 1. If not, this probably is 
an indication of a fringe region. In any case, the equations 
satisfied by (4.7) must be tested against (4.1) to determine 
their regions of equivalence in the limit to (4.1). 
Hopefully, a region adjacent to the region ord f = ord 1, 
ord 1 > ord w _> ord w_^, will be revealed. If so, then the 
designated equation valid for that region and the matching 
principle may be used to determine the intermediate 
expansion valid in that region. In the same manner, one 
proceeds to find the next adjacent strip and the next 
intermediate expansion, etc. 
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One should note, that the scheme in this Chapter does 
not guarantee a particular sequence of steps that one may 
follow in searching for a solution to the singular 
perturbation problem. That is, after executing a step of the 
scheme there is no guarantee that the problem will be so 
altered that the next step of the scheme may then be 
executed. But this is also characteristic of the ideas in 
Chapter III. Here a mathematical objective is defined such 
that if this objective is obtained then the existence of 
intermediate expansions is guaranteed and matching will be 
possible. However, there is no statement giving conditions 
on the statement of the problem which would indicate whether 
or not the mathematical objective could be obtained. This 
does not mean that these ideas are without merit. There 
are many problems for which the mathematical objective as 
defined in Chapter III is possible and for which this 
objective may be obtained by the scheme set down in this 
Chapter. 
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V. APPLICATION TO A THERMO-ELASTIC PROBLEM 
A. Introduction 
This Chapter considers the application of the 
perturbation technique described in Chapter IV to a dynamic 
thermo-elastic problem. The problem considered is a plane 
thermo-elastic disturbance in a semi-infinite solid. The 
field equations are the coupled thermo-elastic equations. 
The coupled thermo-elastic equations follow from the 
principle of equipresence as well as other aspects of the 
general theory of continuum mechanics [$]. This principle 
states that if an independent variable is present in one 
constitutive equation it should be present in all. Hence, if 
stress is related by its constitutive equation to strain and 
temperature, then heat flux must also be related to strain 
and temperature via its constitutive equation. 
In previous approaches, nonuniform heating was assumed 
to cause internal stresses while strains were assumed not to 
cause any changes in temperature. Thus, one solves the heat 
conduction equation independently; the temperature appears 
only as an additional non-homogeneous term in the equation 
of elasticity. Mhile such an assumption yields a first 
approximation it violates the principle of equipresence. 
Recently, interest on the effect of strain rate on the flow 
of heat has resulted in attempts to solve the coupled thermo-
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elastic equations in full. In most cases, transform 
techniques have been employed and the solution easily found 
in the transform space. However, inversion into the 
physical space is difficult and only approximate solutions 
valid for small and large time have been obtained. As an 
example, Nariboli [lO] considers an infinite medium with a 
spherical cavity. The surface of the cavity is initially 
and for all time maintained stress free. The temperature of 
the surface cavity is suddenly changed and the resulting 
disturbance is examined. Approximate solutions for small 
time and for a region near the wall of the cavity are 
obtained. It is found that the stress disturbance consisted 
of two parts: one which is diffusive and one which behaves 
as a wave; in addition it is found that coupling reduces the 
strength of the shock except near the cavity. Later Nariboli 
and Nyayadhish [ 11] considered the effect of an instantaneous 
rise in temperature on one end of a semi-infinite region 
which is initially in an undisturbed state. Here it is 
shown that the propagation consists of four parts; the first 
a sharp but damped wave front, the second which is entirely • 
diffusive in nature, and the other two consisting of both a 
wave type term and a term which is diffusive in nature. 
Independently, Muki and Breuer [6] considered a similar 
problem and also noted the presence of a mechanical, wave­
like mode and a diffusive mode. Obtaining approximations of 
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temperature and stress for small and large time^ Muki and 
Breuer concluded that the difference between the coupled and 
uncoupled solution is small enough to support the traditional 
uncoupled quasi-static analysis. (Here, quasi-static means 
that the acceleration term has been neglected. A quasi-
static problem may be coupled or uncoupled.) Boley and 
Tolins [12] also considered disturbances in a half space 
according to the coupled thermoelastic theory and arrived at 
similar conclusions. 
In this paper the particular problem considered is the 
same as considered by Kuki and Breuer [6]. Since the 
coupling parameter is small, an asymptotic approximation to 
the temperature and displacement is sought in terms of this 
parameter. The investigation is made along a parabolic curve 
and along a straight line in the (x,t) plane, the latter being 
near the wave front. It is found that the problem appears to 
become singular as time and distance from the bounding 
surface become large; subsequently the method of matched 
asymptotic expansions is employed. The approximate solutions 
obtained are compared with the results given by Muki and 
Breuer [6j. Numerical values and plots are given. 
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B. Statement of the Problem 
Let the cartesian coordinates be (x,y/z) and consider 
a homogeneous, isotropic elastic material occupying the 
half-space x ^  0. Assume that the medium is subjected to a 
time-dependent temperature field, given by 
6 = e(x,t). 
and is constrained to have only uniaxial motion, given by 
•A A . /\ . ' \ 
u, = u(x, tj. Up = u, = 0, 
A 
where 8, (u^jU^jU^), and t designate temperature 
increment, cartesian displacement components in the x, y, 
and 2 directions, and time respectively. 
The equations of motion for the system reduce to 
(5.1) 
The displacement-stress relations are 
(5 .2)  Oi = 2a 
1 - 2v 
(1-v) ^  - (l-rvja"^ 
ox 
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(5-3)  A /\ °2 - - 2u 
1 - 2v 
V ^  - (l+v)a t 
aie 
The heat-conduction equation is 
(5.4) k  ô £ i  =  Ô 8  T -  p  ^  o ^ u  
aaat 
Here d^) represents the normal components of stress 
in the x, y, and z directions respectively; the 
constants p, v, a, k, S^_, and T^, in this order 
stand for mass density, the shear modulus. Poisson's ratio, 
the coefficient of linear thermal expansion, the thermal 
diffusivity, the specific heat per unit volume, and the 
equilibrium temperature. Also, 
(5.5) p = 2au Cl+v) 
1 - 2v 
The medium is assumed initially undisturbed, so that 
(5.6) 8(x,t) = u(x,t) = o^(x,t) = ag(x,i:) 
S^fxjt) = 0, 
(0 < X < 00, t = 0) 
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The boundary conditions are 
(5.7) 8 ( 0 j t )  =  8  = 0, (t :> 0 ) ,  
where 8^ is a constant and hCu) is the Heaviside unit 
step-function. Physical consideration requires that. 
(5 .8)  S(x, t), u(x,t), a^(x,'t), -* 0 as 
X -* CO for all fixed t. 
One now introduces the set of dimensionless variables 
(5.9) X = X, t = kt, 
a2 
(5.10) 
r 
; 
1 
e = 6 
X 
u = 1 - V 
A 
u 
(l+v)a 
L 
1 - 2v 
2(l-rv)a 6 
a 
h 
li 
a = 1 - 2v Or 
2 ( l - r v ) a  6  \x 
where 
(5-11)  a = k|(l-2v)0 
2(l-v)n 
1/2 
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Combine equations (5-i) and (5-2); then in terms of the 
dimensionless quantities the field equations become 
(5-12) ô5i _ _ hi, 
3x2 atf a* 
(5 .1; )  ^  _ M _ p & 
-s 2 St ^ ôxôt 
ox 
where 
(5- l t )  € = a T 
TTI^  
From (5.2), (5.3). and (5-10), 
(5-15)  V 
I Oy = _i_ [vOjj - (l-2v)6]. 
The appropriate initial, boundary, and regularity conditions 
are in view of (5-6), (5.7), (5-8), (5-10), and (5.I5), 
(5 .16)  6(x,t) = u(x,t) = 0 ,  (t = 0,0 < X < 00),  
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(5-17) ày.(x,t) = 8(x,t) = H(t), (t > 0,x = 0), 
Sx 
(5 .18)  9(x,  t ) ,  u(x, t) - 0 as X 00 for ail 
fixed t. 
C. The Outer Expansion 
The coupling parameter € for most materials is small. 
For exampleJ at equilibrium temperature T^ = 293°K(20°C) 
the approximate value for copper is c = I.69 x 10 and for 
lead 6 = 7-29 X 10 . This suggests that one may be able 
to obtain asymptotic expansions of displacement and 
temperature with 6 as the perturbation parameter 
Assume an approximation to u(x,t;c) and 0(x,t;€) in 
the form 
(5-19) = u^^(x,t) + UQi(x,t)Wg^(€) + ... 
(5.20) - Soo(x,t) + Ggifx,t)wQi(e) + ... 
Gon(X't)5on(€). 
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Substitute (5.19) (5-20) into (5.12) and (5.I3) and let 
t - 0 to obtain 
(5.21) ^ "00 - ^ "00 = ^^00. 
Sx® St^ 
2 
(5 .22)  °  ^00 -  &°oo = 0 .  
ÔX 2 èt 
Because of the difficulty of working with a general solution 
to (5 .21)  and (5.22), it is desirable that one obtains a 
particular solution for u^^ and Hence, without prior 00 00 
justification it is assumed that all of the conditions (5 . I6) ,  
(5.17)^ and ,(5 .18)  apply to the expressions u^^^ and 
0^^^. Hence 0 and u,__ satisfies 
o 00 00 
Goo(X't) = Uoo(X't) = 0, (t = 0,0 < X < 00), 
3u oo(x,t) = 8 (x,t) = H(t), (t > 0,x = 0), 
^ 00 
ox 
8_n(x, t), u (x, t) - 0 as X - 00 for all 
fixed t. 
The Laplace transform of (5-21) and (5.22) with respect to 
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time leads to 
(5-25; cfS. 00 -
dx^ 
dn . 
00 _oo. dx 
(5.24) d^G 22 - P8oo = 0, 
dx 
where 
00 
(-) = J ( )e-5^at 
O 
is the Laplace operator. It follows that 8^^ and 
irrast satisfy the conditions 
(5.25) "'"oo(O.p) = S (0,p) = 1, 
dx p 
(5.26) GQQ(x,p) ^ 0 as X 
for all fixed p. 
The solution of (5.24),  (5-25).  and (5.26) is 
(5-27) Goo(%,p) = 
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Equation (5-23) then be written as 
(5 .28)  
dx^ ^ 
The solution to (5.28), (5.25), and (5-26) is 
(5.29) 5,.(x,p) = ^  
The inverse of equations (5-27) and (5.29) are easily 
computed (inversion formulas are given in the Appendix.) 
and result in 
2 
-  x_ 
(5-50) U (Xjt) = H(t-x) [l-e^  T X erfc ( ^ \ -2t e 
-xl/p 
+  l [ e ^ ^  * ) e r f c / _ x  - ! / t  ]  -  ^  - r  ! / t  \  ] ,  
2 / 121^ : ' 
(5.31) t) = erfc f X 
2t/t 
The expression (5.3O) is not the only possible expression 
for u^  (x,t); for exairiple, another solution is obtained by 
deleting H(t-x) from (5.30). Arguments for picking the 
proper u^  ^ will be given later. (See page 88.) 
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In order to obtain some idea of where the region of 
nonuniformity for the expansions (5-19) and (5.20) might be, 
the expansions are calculated for another term. Substituting 
(5-32) = "oo(X't) + 
(5-33) 
where u^  ^ and 8^  ^ are given by (5.30) and (5.31), into 
(5.12) and (5.13), it follows that 
= M i!oi, 
àx^  St^  "01 
° ^00 + 6 ° ^ol 
,2 Bt / w^ T ôxôt ôxôt 
'oir "oi - ""oi 
"01V àx^  "01 
These equations suggest that w^ (^€) = w^ (^c) = € might 
be a good choice. Proceeding on this assumption, it follows 
that 0^ (^x, t) and u^ (^x, t) must satisfy as 6 0, 
(5.34) ^^ *ol - ^ ^^ ol = ^ o^l. 
axf 
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2^ . -s û ;s2. 
(5Ô5) ° ^ol - °^ ol = ° ^oo . 
^^ 2 èt ôxàt 
From ( 5 . 1 6 ) ,  ( 5 . 1 7 ) ,  and (5.18), it is found that the 
conditions that must satisfy are 
6oi(x,t) = u^ (^x,t) =0, (t = 0,0 < X < co). 
°^ ol(x,t) = GgifXjt) =0, (t > 0,x = 0 ) ,  
ÔX 
Uoi(x,t) -^ 0 as x 00 
for all fixed t. 
Take the Laplace transform of (5.3^ ) and (5'35) and in view 
of (5.51)J It follows that 
( 5 . 3 6 )  '  o l  -  p \ i  =  ^  0 o P  
ax2 a" 
(5.37) - pe - e 
dx2 
where u^  ^ and 9^  ^ satisfy the conditions 
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(50S) °^ ol(0,p) = S ^^ (O j p) = 0, 
3x 
(5-59) Uoi(x,P), 6Q (^x,p) -^ 0 as x - oo for all 
fixed p. 
A solution to (5-57) can be assumed in the form 
= oe-^ !/P + Ae-^  + 
(cjAjB are constants), 
and substitution or the above in (5*57)^  leads to 
6 , = + 1 + X 
p(p-l)2 2|/P (P-1) 
Condition (5-38) leads to the value of c and thus 
8oi = - !___ (e-=yP ) + 
p(p-l)^  2l/p(p-l) p(p-l)2 
By the method of partial fractions (inversion formulas are 
given in the Appendix.) one may invert ($.40): 
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(5.41) (x,t) = H.(t-x) [1+^ (^t-x-l)] - erfc/ x > 
\2yq:y 
- _l(t-rx-l)e^ "^^ ^^ erfc[i/t + x  ^
2 \ 2yT / 
- _1 (t-x-l)^^erfcT x - l/t 
2 IsUfE 
The differential equation and boundary conditions for the 
determination of do not have a unique solution. It is 
easy to show that erfc/ erfc[l/t + _x__^  , and 
l2&Ât/ \ 2/t / 
erfc/_x_ - |/t A are solutions to the homogeneous part 
\2k4: 
of the equation (5'3 5 ) -  Hence, 
(5.42) = H(t-x)e(t-x)(t-x) 
- 1_^  v.+x)e(^ "^ ^^ erfc T^ /t + x  ^
2 \ / 
- _l(t-x)e^  ^^ e^rfc/ x - l/t ^  
2 12 l/t / 
is also a solution to (5-35)' Moreover, it is easy to show 
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that (5.42) satisfies the required conditions for The 
expression (5-42) is preferable to (5-4l) for several 
reasons. The major reason is that if 6^  ^ and 0^  ^ are 
given by (5oi) and (5-42) it is straight forward to deduce 
a possible region of nonuniformity and to apply the matching 
principle with inner expansions. This is not the case when 
6^ 2 is given by ($.41). Secondly, it is physically 
realistic to expect that 0^ 2(t-,t) -*0 as t 0 0 .  This 
would be consistent with (5-42) but not with (5-41). Thus 
it is assumed that 9^ ^^  = 0^  ^+ € 9^ , , where 9^  ^ and 
o 00 ol 00 
S^ -, are given by (5-51) (5.42), is the outer expansion. 
This expression agrees with the expansion in terms of € 
of the exact solution valid for small time, which is given 
by Muki and Breuer [6]. 
Using (5-42) it follows that (5.36) becomes 
(5.43)  ^^ ol - p^ u 
<3x2 
O l  
= - pe -xp 
(P-I)' 
2!/P (P-1)' 2(P-1) 
A solution to (5.43) can be assumed in the form 
s , = ce-xP + + Bxe-'^ P + Cxe"^ '/? . 
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One may solve for subject to the equation (5.43) and 
the conditions (5-38) and (5-39) the same way as was done 
for 6^ 2• Thus 
(5.44) ~ ('p+'5)e ^  T xe ^  
2p(p-l)^  2(p-l)^  
- r^p-hlle-^'/g 4. xe-^i^P . 
2pl/p(p-l)^  2p(p-l)^  
By the method of partial fractions, the inversion of the 
first two terms of (5-44) is straight forward. Thus it 
follows that 
(5.45) L + xe ^  1 
i_2p(p-l)^  2(p-l)^ J 
= H(t-x) ^ e(t-x) 
- ^  e^" {3 ^  (x-3) (t-x) + 2(t-x)' 
2 2 
The inversion of the terms 
-xl/p ,-xl/p I/P 
p(p-l)^  l/p(p-l)^  p|/p (p-l)3 
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which, is somewhat more difficult, is included in the 
Appendix. By using partial fractions and the inversion 
formulas for the expressions (5.46) it follows that 
(5.47) = H(t-x) - 1 + eft x)p(x,t) 
2 2 
-X 
l/irt 
+ _1 P(-x.t]e(^ ^^ )erfc/ x + |/t^  
4 Isyt y 
- _1 P(x,t)e(^  ^ e^rfc/ x - !/t^ |, 
4 l2kl: 
wnere 
P(x, t) = 3 (x-3)(t-x) -f 2(t-x)^ . 
It follows that the differential equation and boundary 
conditions for the determination of u^  ^ do not have a unique 
solution. For example, another solution is given by deleting 
- 2. H(t-x) from (5.47). Arguments for picking the proper 
2 
u^  ^ will be given later. (See page IO5.)  
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D. Analysis at the Wave Front 
It is desirable to examine and given by 
(5.30), (5.51), (5.52), and (5.^ 7) as X and t vary. The 
term is examined as t - 00 for possible regions of 
nonuniformity. In order to use the ideas of Chapter IV, one 
is restricted to a curve in the (x,t) plane. A region of 
interest is near the wave [6] [lO] [ll]. Hence and 
will be examined along the line t = x. It is to be 
noted thatj due to the non-dimensional coordinates 
introduced at the beginning, the wave front is now in the 
neighborhood of x = t. 
Let X -* t from the lefthand side, i.e., x -• t -, 
0^ ^^  becomes 
o 
(5.48) S^ ^^ (t-,t) = erfc[l/t 
° I 2 
+ € - te^ e^rfcf 3 i/t 
where the identity 
(5.49) erfc(-z) = 2 - erfc(z) 
has been used. Let x -* t from the righthand side, i.e., 
X - t -r; it is seen that 0^ ^^ (t-, t) = 8^ ^^ (t+, t). 
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Likewise, one may easily show that u^ ^^ (t-,t) = u^ ^^ (t+,t) 
where is given by (5-30) and (5-^ 7)• Since 0^ ^^  
and are continuous across the wave front, the 
o 
investigation is restricted to the case where t > x, the 
case for t < x being the same. 
As was discussed earlier 0^ ^^  = 8 ^  + € 0^ , , where 
o oo ol ' 
8 and 0^  ^ are given by (5-3i) and (5.42), is taken to 
be the outer asymptotic expansion. Hence this expression 
f l) for 0^  ' is used to determine the region of nonuniformity 
and (5'51) is used to determine the first term of the 
asymptotic sequence for 8 associated with the inner region. 
In order to make a decision about the correct expression for 
u^ g, the stress a^ (x,t) is considered. Using (5.6), 
(5.15), and (5'15) one may obtain an expression for 
o^ (x,t) in terms of 8(x,t): 
(5.50) s ^  = àfu - (l+€) ài , 
àx^  St 
where 
a^ (x,t) = 0 for t = 0. 
Substituting the expression for 0^ ^^  into (5"50), it 
follows that 
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= 
ôt 
_ asai _ SBoo 
2 o t Ô t 
- € °"ol 
St 
Making use of (5.31), ( 5 . 4 2 ) ,  and ( 5 -51) one obtains after 
tedious but straight forward calculations the expression 
(5-52) cr^ (x,t) = H(t-x)e(t"*) -
- _! erfc [" i/t + x_ 
2 \ 2Kt 
f 1 ^^ erfc/l/t - x \ + 0(€), €-*0. 
2 I 
If is given by (5o0) and 8^^ by (5-31)j then by 
(5.15) one obtains the expression (5-52). Since it has been 
assumed that 9 and 3 -, given by (5-31) and ($.42) 
make up the correct outer expansion for 8, one may conclude 
that (5-30) differs from the correct expression for u^  ^ by 
at most a function of the form ^^ t^) -f H(t-x)'&2(tX. The 
functions v^ (t) and Ù2(t) must be solutions to the 
homogeneous part of (5-27) • Thus ^^ (t) = at -r b and 
Ù2(t) = et -i- d. Imposing the required boundary conditions it 
follows that a = b = 0. Then requiring that u^  ^ be 
continuous across the wave front it must also be the case 
that ùg^ t) = 0. Thus, assume that u^  ^ given by (5-30) 
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is the first term outer expansion for u and it will be 
used to determine the first term of the asymptotic 
sequence for u associated with the inner region. A 
question arises as to the validity u^ .^ In fact, it will 
be shown that it must be slightly altered in order to 
satisfy matching conditions. This alteration will not 
disturb the continuity of u^  ^ across the wave front. 
The asymptotic expansion for the complementary error 
function as the argument gets large is [13] 
2 00 
(5-55) Z -* 00 . 
Hence 
-t 
and thus 
8oo(t-,t) = 0[€ (t-,t)] 
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when %= 0(c), t-'oo. This suggests that a region of 
nonuniformity exists along the line for  ^= 0{€) and 
~ = 0(c). 
Let t* = tc, X* = xE, and consider a general 
stretching 
t* = f(€)t"^ j ord € ^  ord f < ord 1, where 
= t* for ord f = ord 1 and t"*" = t for 
ord f = ord €. 
Likewise, 
X* = f(€)x'^ , ord € < ord f < 1, where 
x"^  = for ord f = ord 1 and x"^  = x for 
ord f = ord €. 
Equations (5-12) and (5-13) in terms of (x"*", t"^ ) become 
(5 • 5^  ) £. 0^ '^  ~ i S^ u = 3 9 J 
f f at+2 ax+ 
(5.55) 1 
f 
1!^  N A — 00 ê ô^ u 
St èt"^ èx' 
In general, one is searching for approximations of the form 
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(5-56) uj") = + u_|_j^ (x'^ ,t~)w^ j^ (€) + ... 
(5-57) ej°' = 6^ „(x^ t-)S^ (^«) + e_^ (^x\t+):_^ (^e) + ... 
+ 8^ {^x+,t+)w^ (^s). 
In the case where ord f = ord €, (5.56) and (5'57) are 
outer expansions (5.19) and (5.20). Mien ord f = ord 1, 
(5.56) and (5-57) becomes 
(5.58) = Uio(x*,t*)WiQ(€) + u^^(x*,t*)w^^(€) + . . .  
•+ Uin(x*,t*)Win(e), 
(5.59) 9!^^ = 8io(x*'t*)WiQ(€) + 0j_^(x*,t*)w^^(€) + . . .  
+ 8inCx*'t*)Win(G). 
The expansions (5.58) and (5-59) will be termed the inner 
expansions and (x*,t*) the inner variables. Rewriting 
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the first term outer expansion 8oo(%jt) in terms of 
(x"^ , t"^ ) and expanding for small it follows that 
l/ir x~ 
+ higher order terms. 
If matching between the outer expansion and an expansion 
valid in an adjacent region is going to take place, then it 
must be the case that 
~ o 
and 
w^ (^€) ~ 0(6^ ), n any integer. 
n 
c n any integer. 
likewise, rewriting the first term outer expansion, 
Uoo(xj't^ ) ii^  terms of (x"^ , t"*") and expanding for small E, 
it follows that 
94 
u (f. x"^ , f t+^  ~ 1 + higher, order terms. 
ê  y  
Hence, if matching is going to take place, it must be the 
case that 
Substituting (5.56) and (5-57) into (5«54) and (5-55) and 
letting € -• 0, t"*") fixed one obtains a splitting of 
the equations: 
' ^^ "00 - = ^ ®oo. 
(5.60)  ^
sx^  at' 
SGpo - = 0, 
àx2 5^  
ÔX 
ord f = ord €, 
and 
(5.61) 
(5.62) 
a^ i^o - a^ *io = 0, 
3x *2 
ord 6 < ord f _< ord 1, 
&^ *io = 0. 
•s * 3x St 
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One notas that (5-00), (5-6l), and (5-62) are also the 
equations for and respectively. In 
order to compare the equation manifolds of (5-60) and 
equations (5-12) and (5.1$), (u,8) is replaced by 
in (5.12) and (5.15)- It does not matter if 
the equations are expressed in terms of or 
(u_, S) since the equations are considered formally. 
Equations ($.60) and equations (5-12) and (5-15) are now 
written in terms of (x^ jt"^ ). The equation manifolds 
already have gradients of order one; hence, subtracting and 
dividing by w(€) one obtains 
=2 
w( c) B t ' & x '  
In view of {5-30), 
ôxôt 
Xt+x) erfc/l/t -f X e^  ^^ e^rfc[l/t - x 
\ 21/t / \ 9 1/7 2L/r/_ 
and from (5-53) it follows that 
ax+at+ 
=  0  (lif 
- X  
.-r2 
4t^  € 
- o. 
Clearly, this term tends to zero for ord c < ord f. 
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ord € < ord w < ord 1, as € -• 0. Hence, equations ( 5-60) 
are equivalent in the limit to the equations (5-12) and 
(5.15) for the strip where 
Plo = {(ord f ,  ord w) I ord € £ ord f ,  
ord c < ord w < ord 1}. 
The Axiom of Existence asserts that given a solution of 
(3.12) and (5.1^ ), there exists a solution of (5.6O), 
(3^ °',, such that 
- u^ °-'(K,t)| ^  0 
I  w ( € }  I 
lim. 8(x,t;e) - 6(°)(x,t) 
Wi TT 
= 0, 
uniformly for the strip P]_q- Here u(x,t;€) and 
(8(x,tjc) represent the exact solution. Since (5-30) and 
(5.31) are solutions to the designated equations ($.60) and 
they are valid as asymptotic expansions for ord f = ord 
and since 
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.2 s2„(o) 
_ç 
wf ôt'^ ôx"' 
tends to zero for given by (5-30); it is reasonable 
to assume that these solutions represent a uniform 
approximation to the order w(, ord € < ord w _< ord 1, 
for the exact solution as t % along the line t = x. 
A similar analysis may be done for equations ($.61), (5-62)j 
(5-12)j and (5-13)• The difference between the equation 
manifolds of the two sets of equations when written in terms 
of (x \ t"*") is found to be 
(5.63) 
>2,Xo) 3"ul' 
1-i 1 -f 
Bt^ ox' 
S9(°' 
ax' 
at" 
The (5.63) tends to zero for ord € < ord f _< ord 1 may be 
verified once is found. In any case as long 
as the derivatives are bounded and = constant, 
equations (5-6l) and (5-62) will be the designated equations 
for ord G < ord f < 1. By the Axiom of Existence, there 
exists a solution of (5.61) and (5.62), such 
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that 
lim^ lu(x, t; 6) - u(°^ (x,t;€)l = 0 
and 
lim^ |u(xjt;€) - 6^ °^ (x, t;€)l = 0 
uniformly for ord € < ord f < ord 1. Clearly the domain of 
uniformity of the inner and outer expansions overlap and 
thus the two intermediate expansions, guaranteed by the 
Axiom of Existence, will match. From (5*59) one has that 
(5.64) = GiQ(x*,t*)wiQ(e). 
If matching is going to take place, then the 1-term outer 
expansion of 8^ °^  must be of the order of unity. Hence 
= 0(1) for ord f = ord €, 
and (5.63) will not go to zero. Hence, while the region of 
uniformity of the outer expansion overlaps the inner region, 
the same can not be said of the region of uniformity of the 
inner expansion. 
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It has been found that 
{5-65) e r f c 2  1/ ^  1 /  €  e  
\2!/t* l/ë J I/t t x* 
2|/t* e 
-r higher order terms, 
is the (1-term) outer expansion of S rewritten in terms 
of t%) and expanded for small €. Since the inner 
and outer expansions must match, the expression ($.64) must 
be of the same order as the dominating term of the expression 
(5-65)• In view of the fact that 
0, X > 1 
1, X = 1 
ooj X > 1 
iim e 
~2£ 
C 
€-0 
_ G 
one can see that it is practically impossible to factor out 
the from the 1-term inner expansion so that it may 
be written in the form ($.64). For this reason and because 
®io^ io transcendentally small compared with any power of 
this term will be ignored and only u^  ^ will be 
considered. 
The general solution to (5-61) [l4] is 
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t*) = g(x"^ +t*) + f(x*-t*). 
To obtain boundary conditions for u^ ,^ the matching 
principle is employed. One should note that the Axiom of 
Existence requires not only the intermediate expansions to 
match, but also their derivatives. Since for x,t > 0, 
g(t*+x*) represents the solution of the displacement at the 
incoming wave [14], it will be assumed that g h 0. Hence, 
r u. (x*,t*) = f(x*-t*). 
(5.66) <! 
-\n 
o u. 
V 5x^  
io_(x*,t*) = d^ f f z ]  
dz^  
where z = x* - t*. Rewriting (5.66), for n = 1, in terms 
of (x,t) and assuming Talyor series expansions for small 
€: 
^ io(*= ' t€)  = f(€(x- t ) )  
= f(0) + €(x-t) f(0) -r . . . , 
dz 
du. io_(x€,tc) = f(0)€ + € (x-t) d ffO) -r . 
Sx dz ^ ^^2 
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Noting that 
Ô U  ^  /  \  ( t - x )  
— OT-Tr»/ v \ -i- o \ ' 
ÔX 
oo = erfc[ X \ ^ erfc[ 1/t - x 
2l/t/ 2 \ 2|/t, 
- _e^  ^ "^ ^^ erfc/^ /t 4 
2 V 2 '/1 
-U V , ^ 
it follows -[zhat the 1-term inner expansion of (1-term outer 
expansion) is 
1 for u 
oo 
ana 
-
terms on the order of !/f^  l/€ e  ^
I/tt X* 
for ^^ oo . 
3x 
The 1-term outer expansion of (1-term inner expansion) is 
f(0) for u. lO 
and 
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A f  d z  
(0) € for °^ io 
ÔX 
Hence f(0) = 1 and d f ( 0 )  = 0. Equation (5-62) implies 
dz 
d ^  f ( z )  =  0 .  
dz2 
HenceJ it follows that f(x*-t*) = 1 and 
*io(x*'t*) = 1-
This supports the earlier conclusion that is a 
uniform approximation to the order one for u(xjt;€) . as 
t — 00 . 
Since u(°^  = 1 and 6^ °^  = 9-^ w. and in view of the 1 X lO lO 
fact that 
the expression (5-63) goes to zero as was assumed. 
Rewriting u^ ,^ given by (5.3O), in terms of (x'^ t^') 
and expanding for small it follows that 
f \  I  
, n any integer. fj 
10^ 
-x' _f 
°°\ë ë y 
-r higher order terns. 
Hence, if matching between the inner expansion and an 
expansion valid in an adjacent region is going to take place, 
then it mnst be the case that 
~ oh-| L n any integer, 
J 
and 
w.n(€) ~ o(c^), n any integer. 
The same reason that G-(x*,t*)w.Q(E) was ignored also 
implies that the expression u_^ (^x', t')w_^ (^€), 
ord € < ord f, is to be ignored. 
Because of the uniformity of the outer expansion, one 
can not use the matching principle to verify the terms 
w^ (^c) and w^ 2(c). Thus it appears that one has only the 
plausible reasoning given on page 80 as a justification for 
letting w^ (^€) = w^ (^E) = €. In view of (5-3^ ) and (5.35), 
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it follows that t) and 9^ ^^ (Xjt) must satisfy the 
eau at ions 
I 
2 J^2 ax 
(5.68) 
! 3x ot 
3x 2 St oxôt 
Rewrite (5-68) in terms of (x'^ f) and replace (u, S) by 
in ( 5 . 1 2 )  and (5.I3). The equation manifolds 
already have gradients of order one; hence, subtracting and 
dividing by € one obtains 
5 . 6 9 )  l f f 4 ^ - ! 2 o o _ ) = £  ^ o l ,  
f \ax+at+ ax+at+/  ^ax+at^  
From (5.47) ° ''^ ol may be calculated. Rewrite "^ ol in 
oxot oxot 
terms of (x", t"*"). One is then able to show that 
-2  ^  
- V 
t 5 . 7 0 )  6^  ^  ^ ol = ofg e ), € - 0 .  
f , T \ Sx" at 
This term tends to zero for ord € < ord f as c - 0. Henc 
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the equations ( 5 . 6 8 )  are equivalent in the limit of the 
equations (5.12) and (5.I3) for ord 6 < ord w < ord 1 and 
ord c ord f. The fact that one could divide (5.70) by 
w(c), ord € < ord w < ord 1 and the expression will tend 
to zero suggest that #^ 2(6) = (€) = The Axiom of 
Existence asserts the existence of a solution of ( 5 . 6 8 ) ,  
which is a uniform approximation of (8,u) to 
the order € for ord € < ord f, where 
4"^  ' 4. 
The expressions u and are given bv (5-30) snd 
00 00 '  
( 5 . 5 1 )  and 8^ 2 given by (5-42). As was mentioned 
earlier one can be reasonably sure of these expressions. 
However, if u^  ^ is given by (5••^ 7) then the 2-term inner 
expansion of (2-term outer expansion) for u is 
1 -
2 
which is inconsistent with . One notes that if 
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(5-71) [(x-5) (t-x) + 2(t-x)^  J 
- x2 
+ (5t-t^ ) e 
\/rt 
1_[3 - (x4-3)(t+x) + (t+x)^ ]e^ '^^ e^rfc/'l/t -f x 
4 \ 21/E 
% e(^  [(x-3) ( t-x) -f 2(t-x)^ ] 
2 
2S3 + (x-3)(t-x) -f 2(t-x)^ je(^  ^^ e^rfc/'i/t - _JL_) 
4 \ 2i/E 
then (5-71) satisfies the differential equation (5-34)• The 
only difference between (5-^ 7) (5-71) are the terms 
- _2 and  ^ , which are both solutions to the 
2 2 
homogeneous part of (5-3^ )- Along the line 
t = x(ë < X and t > x) it is easy to show that (5-71) 
satisfies the required boundary condition. Moreover, (5-70) 
still tends to zero and the 2-term inner expansion of (2-term 
outer expansion) for u is now 
- x"2 f 
lit 1 4- terms on the order of e 
— c 
J 
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which is consistent with (5-o7)- Hence, it is reasonable 
that be given by (5,71). 
S. Analysis Along a Parabolic Curve 
2 An analysis is now taken along the parabola x = t. 
The reason for this is two fold. First, such a curve is in 
a region, which for large time, is removed from the line 
X = t, giving another perspective on the problem. Secondly, 
an analysis along this curve will not involve terms like 
e which are difficult to deal with. However, since 
this region is less interesting then that near the wave 
front, the investigation in this case will be less detailed 
and will be restricted to the temperature alone. It consists 
of arguments supporting the conjecture that the outer 
expansion is uniformly valid for all time. This is done by 
showing that the designated equations for the outer region 
are equivalent in the limit to the full equation as t - ^  
and that the inner expansion of the outer expansion satisfies 
the designated equations of the inner region. 
In order to deal with temperature alone, one may 
eliminate u from the differential equations (5-12) and 
(5.13) giving 
(5.72) oS - o^e ô£i - (1^ 6) 0^ 8 = 0. 
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The appropriate initial, boundary, and regularity conditions 
for 9 are in view of (5-2), (5-5)^  (5.6), (5-7), 
(5.8), (5.10), and (5.14), 
(5.75) 
G(%, t) = 0 fo. 
6(0,t) = H(t) 
2 J 
t = 0, 
cî' 
2 
- (l-i-^ )i M 
at  
x=0 
= 0 
x=0 
i(x,t) ^  0 as X ^ œ. 
An approximation to the exact solution of the form (5.20) is 
assumed. As in the previous case it will be required that 
this expression satisfy all of the conditions, which here 
are given by (5-73)- Substituting (5.20) into (5.72), it 
follows that 
} |  
(5.74)  ^^ 0 0  -  ^  " 0 0  ^  " 0 0  -  ^ 0 0  =  0 .  
It is easily shown that a solution of (5.74) which satisfies 
(5-73) for € = 0 is the expression (5.31), 
^00^ (x, t) = erfcl_x_\ , \2^ ÂE/ 
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Again, in order to deduce the region of nonuniformity it is 
necessary to compute another term of the expansion (5-20). 
Substituting 
;(i) 
into (5,72) and (5-75) ^^ ad in view of the fact that 
s^ s $ 3 
àx2 
00 - 00 = 0 ; 
ot 
it follows that 8^  ^ ^^ st satisfy 
b •75) Ol - ^  ^ Oi -r ""Ol 
>5, 
ol = 0 0  
Sx 2^ .2 ox St ôx^ ôt Bx^ ot 
subject to the conditions 
r S^ (^x, t) = 0, (t=0,0<x<oo), 
1(x,t) = 0, (t>0,x=0). 
Foe 
ol 
j ! a^ G 
ol! 'ol a 3 00 
L _!x=o L 
at i ot 
0. 
-! x=0 — J x=0 
i t) -• 0 as X -» 00 for all fixed t. A [ •  
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It TCiSV easily be shown, that a solution of (5•75) satisfying 
(5.76) is given by (5.42), i.e., 
9oi(^ jt) = E(t-x)e(^ "^ /(t-x) 
- l.(t-rx)e^ '"~^ e^rfcf!/t -f x  ^. 
2  ^ 2yq:/ 
- j^(t-x)e^^ ^ ^erfcf_x_ - l/t 'j. 
2 \21Â: // 
As before, it is assurried that (5ol) (5-42) make up 
the outer expansion and they are used to deduce the region 
of nonuniformity. 
For large time t > x (See figure 5-)j substitute 
X = i/t into (5.51) &:::d (5.42). It follows that 
8oo(k^ 't) = erfc(^ 0, 
e .(!/t,t) = - l(t-ri/t)e(^ ~'/'^ e^rfc( l/t-rl ) . 01 2 2 
-r Â(t - !/t)e(^  erfc( 1/t-^  ). 
2 2 
In view of (5-53) 
O[0Q;j_€], t - 00, 
Ill 
when ~ = 0(). 
Xi 
Figure 5' Parabola and line t = x. 
It is thus assumed that the region of nonuniformity occurs 
1 P 2 
when — = 0(c) along the line t = x . 
2 Let t* = E t, x^  = €Xj and consider a general 
stretching 
t* = f(€)t~j ord < ord f < ord 1, 
and 
X* = 1/f ( €)x~j ord 6^  _< ord f _< ord 1. 
The full equation (5-72) in terms of (x'^ t^') becomes 
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(5.77) - f- -r 
3%:+^ ' = axT^ at+z f at+2 
- (l-r€)__^  >^ *2 = 0 
-\ t2> ^-r 
O X  O c  
In general, one is seeking for an approximation to S of 
the form 
(5-78) el"' = t~)w^ (^s) -f -f ... 
when ord f = ord €~, (5-78) is the outer expansion. As 
before (5.78) will be called the inner expansion when 
ord f = ord 1 and (x*,t*) will be called the inner 
variables. Moreover, the notation given in (5-59) will be 
used for the inner expansion, with the exception that w^ ^^  
is replaced by w^  ^(k=l,2,...). In view of ($.^ 1) and th 
transformation t = f t ' , x = |/f x"^ , it follows that 
.2 € 
v/_^ (^c) - W^ g(c) -0(ljj C~'0. 
Substituting (5-78) into (5-77) letting £ -* o, one 
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obtains a splitting or the equation: 
( 5 . 7 9 )  ^ ' ° o o  -  "  ^ 0 0  +  ° ^ ° o o  -  ^  ^ 0 0  =  O j  
8x^  Bx^ ot^  at^  
ord f = ord €^ _, 
( 5 . 8 0 )  ^ ' ° i o  -  =  0 ,  
Sk^ -^  Sx*2ôt-^  
2 
ord € < ord f < ord 1. 
equation (5-79) is now written in terms of (%',t') and 
3 is replaced by 6^ °' in (5-77) 
equation manifolds already have gradients of order one; 
hence, subtracting and dividing by w(€); 
CÎ.6.: i f f i  
IX 6^  ' is given by (5oi) then 
-
^ t 
= € /xll - _xL_ e , 
r2-s^ -T w 1.0^  ^ I )i^^ 2 
" " \2tr / 4t'= ^ Tt" 
2 
which tends to zero for ord 6  ^ord f. 
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ord £ < ord w < ord 1. By the Axiom of Existence there 
exists a solution to- (5-79) which is a uniform approximation 
of S to the order w(c) for ord c < ord f. Since ($.$l) 
is a solution valid, for ord f = ord € and because (5-8l) 
tends to zero for given by (5-51)j it is reasonable 
to assume that (5,31) is a uniform approximation of S to 
the order w(€) as t Likewise, subtracting the 
equation manifolds of (5-77) and (5-80), it follows that 
k=(o) 9 >3.(0) 
+ il ^ '^ i (5-82} - il ^ "i ^ - € 
Clearly, under the conditions that the derivatives stay 
bounded, (5-80) will be the designated equation for 
ord €~ < ord f < ord 1. In view of (5.3I), the 1-term inner 
! 
expansion of (1-term outer expansion) is erfc/ x"'- : . 
One notes that this satisfies the designated equation (5-80) 
and for 9)°^  = erfcl' x* ^  , (5.82) goes to zero. This i \
supports the earlier statement that 6^ °^  given by ($.^ 1) 
was a uniform approximation as t -• co. 
Substituting 
A 
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into (5.72),  where G is given by (5-51) and G^ - is 
given by (5.42)^  it follows that 6^ ^^  satisfies the 
differential equation 
(5.83) 4. = ê !\o. 
àx^ &t^  ôt^  èx^ ôt^  ôx^ ôt 
Replacing 0 by 8^ ^^  in (5-72), rewriting (5-72) and 
(5.83) in terms of (x'^ t^") and subtracting, one gets 
ax+2at+ ax+^ at" ax+^ at" 
Dividing by one obtains 
rî-^ a (5.84) € ° ^ 01 
ax'^ ôt' 
If is given by (5.42), then 
^ ^GL = /X - 5, X + _X2_ I ^ 
ax^ at 4 t 8t2/ 
- _l(t-rx-r3) erfc(^  1/1 -f x j 
2 I 2t/%/ U 
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-r j-(t-x-rj?) e^ '"' ^ e^rfc,M/t - x_ 
2 \ 2/1 
in view of (5*53)^  it follows that 
^ °ol = 0(1) as € - 0 
( 
HenceJ since 8 given by (5.pi) and (5-42) is a solution 
o 
to (5'83) valid as an asvnptotic expansion for 
ord f = ord and since for (5.pi) and (5.42), (5-84) 
tends to zero one may argue as before that is a 
uniform approximation of 8 to the order 6 as t -* 00 
Rewriting the 2-term outer expansion in terms of 
(x*,t*) and expanding for small €, one gets 
•x-2 
( 5 . 8 5 )  erfc/ x':'- '1 - x* e € 
V2!/t^ -/ 2 /^ t* 
-r higher order terms. 
Hence, it follows that w^ (^g) = 6. One should note that if 
6'-°^ = erfci X *  \ , then ( 5 . 8 2 )  m a y  be divided bv w ( € ) ,  
ord € < ord w(€) < ord 1, and the expression will still go 
to zero. Substituting 
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into equation (5.77), where ord f = ord 1, and noting that 
6. = erfc/ x* \ , it follows that 0.-, must [JWI 
satisfy the equation 
^^ Gii _ 0^ 0^  ^  ^ o^ t 
ax*2at* s^t"" 
(5.86) ° ^ii - ° '^ ii = ° °io 
/i") 
and 0\ ' must satisfy the equation 
(5.87) 
ax*4 5x*2ât* 
Replacing 6 by in (5'77)j  rewriting (5.87) in 
terms of (x~,t'), subtracting, and dividing by G; one 
obtains 
1  - h e  1  1 - 10 
 ^  ^ ôt+5 Sx"^ 5t] 
which may be written 
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(5.88) i£ '^®il 
£ 
€_ 
2 a^ Q il - G ^^ ®il 
dx 
Under the conditions that the derivatives stay bounded, 
(5-87) will then be the designated equation for valid 
2 for ord € < ord f < ord 1. It is straight forward to show 
that 
-
(5.89) - e 
^ \/irt* 
is a solution to (5.86) and hence 
\ " / » \ .. 4t* 
v'-^ - ! - X"''' e c (5.90) ertcj X"' \^\/t^ j ^ \/irt* 
is a solution to (5.87). Moreover, if given by 
(5.89), then 
X - X -r a^^ii = _ X 
•jrji -A ? 
32t ^  2t ^  t *2 
lit* 
l/rt* 
and 
° =0(1), g - o. 
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3^ 6 il 
-X-y vrC 
X ' - 1% ^
64 t*5 128t 
-2 
<-6-
- X 
4t* 
65^ 
32 
- 45 JL 
16 
l/Vt* 
and 
Sx+zat+z 
=  0 ( 1 ) ,  e  
a3; il .= -
àt*5 
x*7 -15^ 
128t*5 
45x2 
52 "i?5|X 
and 
- X *2 
4t* 
l/irt* 
= 0(1), 6 - o. 
ât+5 
Hence, the 2-terra inner expansion of (2-term outer expansion) 
satisfies the designated equation (5-87) and is a solution 
such that (5.88) tends to zero. This supports the 
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statement that given by (5.5I) and (5.42) is a 
uniform approximation of 8 to the order € as t -• t», 
2 
along the curve x = t. 
F. Numerical Results and Conclusion 
The main conclusion which is made on the basis of the 
analysis in this Chapter is that is an 
-  ^ 0 0  
asymptotic expansion of (9,u) to the order € for all 
time, where is given by (5-31) and ($.42) and u^ ^^  
is given by (5-30) and (5.7I). Without knowing the exact 
solution, it is impossible to be absolutely sure of this 
conjecture. However,- investigation of the validity of this 
statement may be done by plotting the terms '^ ol and '^ ol 
0^0 0^0 
near the wave front and plotting '^ ol along the parabola 
®oo 
X = t. In figure 6 one notes that the value of o^l 
°oo 
along t = x is less than 1 in absolute value for all t, 
g 
0 < t < 10. Moreover, as t -• 10, ol appears to approach 
600 
a straight line o^l = c (c a constant), where 
Goo 
- 0.4 < c < - 0.3. This suggests that the contribution of 
E SqI the term 8^ ^^  becomes more negligible as t -» m. 
The same -conclusions are implied by figure J, the graph of 
fi 2 - f 1 ) 
ol along x = t. Thus the assertion that 3^  IS an 
- u 
°oo 
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asymptotic expansion of 8 to the order 6 for all time is 
0 2 
consistent with the plots of ol along x = t and x = t. 
«oo 
It is obvious from figure 8 that u^ ^^  is invalid as an 
asymptotic expansion as t -• o. In particular, if 
€ = 0.0729 (the value for lead), then at t = 0.4 
 ^= 13.327 = 1 
or 
*00 = G *ol' 
Hence, the assumption that the initial conditions are 
applicable to u^ ^^  is at least questionable. However, if 
the validity of u^ ^^  as an asymptotic expansion can be 
justified for values of t = 0(1), € -• o, then on the basis 
of the analysis of this Chapter and the graph in figure 8, 
it is reasonable to assume that u^ ^^  is an asymptotic 
expansion of u to the order € for all time with the 
exception of a small initial interval. One may argue the 
validity of u^  ^ in the same manner as was originally done 
(c.f. page 88) except that now the initial conditions are not 
applicable to u^ .^ Thus it is deduced that the difference 
between u^  ^ and the asymptotic expansion of u to the 
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at most a function of the form ^^ (t) -f h( t-x) ^^ (t) j where 
(t) = at -f b and ^^ (t) = ct -i- d. Because of the validity 
(l) 
of 3^  ' as t - 00 as well as the overall behavior of the 
o 
problem as t -• oo^  it is assumed that the condition 
u(Xjt) - o as X -• 00 for all fixed t 
aoplies to u . Thus it must be the case that .^(t) = o. J. J. QQ . J_ \ / 
Since u^  ^ is required to be continuous across the wave 
front it then follows that Ù2(t) = o. The validity of u^  ^
is based upon the fact that it satisfies both the designated 
equation and the matching principle. 
Figure 6. The ratio o^l along the line 
®oo 
125b 
r- 1 
i I 
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: 
i ; 
a 
i i 
i ; 
I I 
i 
i 1 
! i 
I 
! 
-I 
<5 C 
Figure 7.  The ratio ^ol along the paraboi 
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Figure 8. The ratio o^l along the line 
o^o 
125b 
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VIII. APPENDIX 
The Handbook of Ma th em at i c a1 Functions with Formulas, 
Graphs, and Matheniatica 1 Tables [15] gives the following 
inversion formulas: 
(6 .1)  '1| ! 
[(p-1) 1 (n-l).' 
.0.^ . L ^ ie_fj^ ! = erfc/_x_\ 
I p j 
(6.3) 
l/p 
- >: 
!/-t 
(6.4 
i py'p J 
- X 
= 2te 4t 
- X erfc/ X 
ii L. \2\fi1 
(6.5) .-1 f i/p errci x -f 
i ( ' /p±i)!  >2'/5 
where erfc(z) is the complimentary error function. It is 
easy to see that the terms 
-x.i/p 
and r:>:|/p 
P(P-I)^  l/p(p-l)' pl/p(p-l) 5 
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can be inverted if one knows how to invert 
and e'xt/P 
(p-1)^  (p-l)' 
The inversion of. 
(p-1)^  
is accomplished by using the method of partial fractions, 
the identities (6.2)-(6.5)j and the following identities; 
(6.6) • L M_d.f(p)i = - t L •^ jf(p)!. ; 
I L ; I J 
(6.7) iT^ jpf (p)i = d fft), provided f(0) = 0, 
! ! dt 
1 a c-xlAP = _ (6.8) 1 e = - xs 
2 ap i/p (i/piD (i/p^ i) p(i/iii)2 
-xl/p 
e 
P l/P ( 1/P±1) 
Taking the inverse Laplace transform of (6.8) and in view oj 
(6.6) and (6.7)J one obtains 
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L-li E-xl/p I ^  
- L -l| 
j!/p( i/p±l)f 
a 
dï 
-  X  L —1 —X i/'O 
P±l) I 
+ t l'^ I e-^ '/P I . 
 ^ Ii/P(l/P±l)] 
One may invert 
l/p( i/P±l) 
by the method of partial fractions and (6-3) and (6-5) 
Thus J 
(6.9) L~^j  e  1 = f2t-rx-t-l)e^  ^^ erfc/ x -r j/t \ 
!(y5±i)2j 
+ 2t_e . 
i/TTt 
The method of partial fractions and the identities (0.5) and 
(6.9) lead to 
^ « 
L ^  : e ^ i = If t-fxle^^^erfc / x_ -r 1/t \ 
[ (p- l )2j  2  2  \21/ t  j  
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- 1( 
2 
Likewise one ir^ ay use the 
a 
(P-D-
to invert 
.-%) e( ^ ^ e^rfcl x - 1/t] . 
2 / 
identity 
: - xe-^ '/g - 2e-^ P^ 
2!/p(p-l)^  (p-1)^  
(p-1)^  
Thus 
r:):KP 
,(p-i)^ j 
rx e 
- x! 
4t 
I/tt 
+ _1_ (4t^ x^^ T4t-x)e(^ '^ e^rfc| l/t 4- x \ 
16 ^ 2yqE/ 
+ (4t^ +x^ -4txfx)e(^  erf cf x -|/t\ . 
16 j 
