The crisscross error model in data arrays is considered, where the corrupted symbols are conned to a prescribed number of rows or columns (or both). Under the additional assumption that the corrupted entries are uniformly distributed over the channel alphabet, a probabilistic coding scheme is presented where the redundancy can get close to one half the redundancy required in minimum-distance decoding of crisscross errors.
Introduction
Consider an application where information symbols (such as bits or bytes) are stored in m n arrays, with the possibility of some of the symbols recorded erroneously. The error patterns are such that all corrupted symbols are conned to a prescribed number of rows or columns (or both). We refer to such an error model as crisscross errors. A crisscross error pattern that is conned to two r o ws and three columns is shown in Figure 1 Crisscross errors can be found in various data storage applications; see, for instance, [2] , [4] , [5] , [8] , [10] , [11] , [12] , [13] . Such errors may occur in memory chip arrays, where row or column failures occur due to the malfunctioning of row drivers or column ampliers. Crisscross errors can also be found in helical tapes, where the tracks are recorded in a direction which is (conceptually) perpendicular to the direction of the movement of the tape; misalignment of the reading head causes burst errors to occur along the track (and across the tape), whereas scratches on the tape usually occur along the tape (and across the tracks). Crisscross error-correcting codes can also be applied in linear magnetic tapes, where the tracks are written along the direction of the movement of the tape and, therefore, scratches cause bursts to occur along the tracks; still, the information and check symbols are usually recorded across the tracks. Computation of check symbols is equivalent to decoding of erasures at the check locations, and in this case these erasures are perpendicular to the erroneous tracks.
Crisscross errors can be analyzed through the following cover metric. A cover of an mn array o v er a eld F is a set of rows or columns that contain all the nonzero entries in . The cover weight of is the size of the smallest cover of . The cover distance between two m n arrays over F is the cover weight of their dierence. An [m n; k; d cov ] array code over F is a k-dimensional linear subspace C of the vector space of all m n matrices over F such that d cov is the smallest cover distance between any t w o distinct elements o f C or, equivalently, the smallest cover weight o f a n y nonzero element o f C . The parameter d cov is referred to as the minimum cover distance of C and the term mn k stands for the redundancy of C.
The Singleton bound on the minimum cover distance states that the minimum cover distance and the redundancy of any [ m n; k; d cov ] array c o d e o v er a eld F satisfy the relation mn k (d cov 1) n ; (1) where we assume that m n (see [7] and [13] ).
Let be the \transmitted" array and + E be the \received" array, where E is the error array. The number of crisscross errors is bounded from below b y the cover weight o f E .
Since cover distance is a metric, then by using an [m n; k; d cov ] array code, we can recover any pattern of up to (d cov 1)=2 crisscross errors. On the other hand, if we wish to be able to recover any pattern of up to t crisscross errors, then we must use an array code with minimum cover distance which is at least 2t+1. The Singleton bound on the minimum cover distance implies that the number of redundancy symbols must be at least 2tn, namely, a t least twice as large as the maximum number of erroneous symbols that need to be corrected.
In [7] and [13] , it was shown how crisscross errors can be handled by applying array codes for the rank metric. A -[m n; k] array c o d e C o v er a eld F is a k-dimensional linear subspace of the vector space of all m n matrices over F such that is the smallest rank of any nonzero matrix in C. The parameter is referred to as the minimum rank of C.
The Singleton bound on the minimum rank takes the form mn k ( 1) n ;
where we assume that m n. This bound was stated by Delsarte in [3] ; see also Gabidulin [6] and Roth [13] . Furthermore, those references contain a construction of -[n n; k] array codes over the eld F q = GF(q) that attains this bound for every n. W e describe next this optimal construction, which w e denote by C(nn; t; q), where = t+1. Let = [ i ] n i =1 b e a r o w v ector over F q n = GF(q n ) and ! = [ ! j ] n j =1 be a column vector over F q n, each v ector having entries that are linearly independent o v er F q . The array c o d e C ( n n; t; q) consists of all n n matrices = [ i;j ] n i;j=1 over F q such that n X i;j=1 i;j qì ! j = 0 ;0 < t :
Two ecient decoding algorithms for C(nn; t; q) are presented in [6] and [13] for recovering any error pattern of rank t=2. The construction C(n n; t; q) can be generalized to obtain optimal (t+1)-[m n; k] array codes by means of code shortening. Namely, to form a (t+1)-[m n; (m t)n] array code for m n, w e take the m n upper blocks of all the elements in a (t+1)-[n n; (n t)n] array code such that the last n m rows in each are zero.
The application of -[mn; k] array codes to crisscross error correction is based upon the observation that matrix rank is a metric and that the cover weight of an array is bounded from below b y its rank. By using the elements of a -[mn; k] array code for transmission (or recording), we can recover any error array of rank ( 1)=2 and, therefore, we can correct any pattern of up to ( 1)=2 crisscross errors. Thus, every -[m n; k] array c o d e is also an [m n; k; ] array code. The array codes dened by (3) are optimal with respect to the bound (2) and, as such, they are optimal with respect to (1) .
Still, such an optimality criterion is based upon a worst-case decoding strategy where we are interested in being able to decode any pattern of up to t crisscross errors, thus requiring to have at least 2tn redundancy symbols. The purpose of this work is to show that, by assuming a uniform distribution on the error values in each error location, and by allowing an acceptable probability of miscorrection, signicant s a vings in the redundancy can be obtained. More specically, w e assume that the noisy channel acts on the transmitted array o v er F q = GF(q) as follows:
P1
The noisy channel selects a set X r of row indexes and a set X c of column indexes such that jX r j + jX c j t . Note that no assumption is made on the selection of X r and X c other than limiting the sum of their sizes to be at most t. In particular, we do not assume any a priori probabilistic behavior on such a selection.
P2
The channel marks entries in within the rows and columns that were selected in (P1).
Again, except to their connement to the rows and columns indexed by X r and X c , n o a priori assumption is made on the location of the entries that are marked.
P3 Each marked entry in is set to a value which is uniformly distributed over F q independently of the values chosen for the other marked entries in . (In particular, a marked entry may still maintain the correct value with probability 1 =q.)
This probabilistic model of errors seems to approximate rather well the situation in reality, where crisscross errors are caused mainly by bursts. Bursts tend to overwrite the original data in independently of that data. In some cases, however, the retrieved bursty stream, which appears as rows or columns in + E, might h a v e a relatively small number of typical patterns (e.g., tendency of the patterns to contain runs of the same symbol). In such cases, we make the array appear random by the use of scramblers, thus forcing the error array E to look random.
Code construction
In this section, we describe a construction of an [n n; k] array c o d e C ( n n; t; p; q) o v er F q that can correct patterns of up to t crisscross errors with a decoding failure probability which is bounded from above b y p . By this probability of failure we mean that for any selection of marked entries according to conditions (P1) and (P2), the probability that the values that were chosen according to (P3) resulted in an uncorrectable error array is at most p. Due to the allowable miscorrection probability, the redundancy of these codes can get close to tn, namely one half the redundancy of C(n n; 2t; q). Note that the model allows to have up to tn erroneous symbols in the worst case. Therefore, we m ust have at least as many a s tn redundancy symbols when p < 1 (1=q). For the sake of simplicity w e deal here with constructions of [m n; k] array codes where m = n. The general case can be handled by code shortening.
Let C 1 and C 2 be two [ n; n r; d ] codes over F q with r n parity-check matrices H 1 and H 2 , respectively. The specic value of d (and r) will be set later on.
We dene C(n n; t; p; q) a s a n [ n n; k] array c o d e o v er F q consisting of all n n arrays such that 2 C ( n n; t; q) and^ = H 1 H T 2 2 C ( r r ; 2 t ; q ) :
The redundancy n 2 k of C(n n; t; p; q) is bounded from above b y tn + 2 tr. We turn now to analyzing the correction capabilities of C(n n; t; p; q). Throughout the sequel, we will make use of the following notations. For a matrix A over F, w e denote by span c (A) the linear space over F which is spanned by the columns of A. Similarly, w e denote by span r (A) the linear space which is spanned by the rows of A. The rank of A will be denoted by rank(A). Clearly, rank(A) = dim span c (A) = dimspan r (A).
Suppose that 2 C(n n; t; p; q) is the transmitted array and that + E is the received array where E is an n n error array o v er F q which w as generated by the channel according to conditions (P1){(P3). Let = rank(E). We h a v e t and we can write E = UAD; (4) where U is an n matrix whose columns form a basis of span c (E), D is a n matrix whose rows form a basis of span r (E), and A is a nonsingular matrix which will be referred to as the intermediate matrix. Note that the decomposition (4) of E is not unique since U and D could be any bases of span c (E) and span r (E), respectively, and for any c hoice of bases we w ould have a unique intermediate matrix A so that (4) holds.
LetÊ denote the r r matrix H 1 EH T 2 . Clearly, rank(Ê) rank(E) = t . Using the decoding algorithm for C(r r; 2t; q) [6] , [13] w e can recover the arrayÊ. Our goal now is to show h o w the parameters can be tuned so that we can recover E fromÊ and the syndrome values of E computed for C(n n; t; q), with probability of success 1 p, given our assumption (P3) on the distribution of the entries of E.
Denote by E + c the n j X c j submatrix of E consisting of columns which are indexed by X c , and by E c the n(n j X c j ) submatrix whose columns are indexed by f1; 2; . . . ; n g X c .
Similarly, the notations E + r and E r will stand for submatrices of E consisting of rows which are indexed by X r and f1; 2; . . . ; n g X r , respectively.
2.1
Guaranteeing partial bases of the spans of the error array Our rst step is to show h o w to set up the parameters d and r so that, with an acceptable probability of at least 1 p, w e can nd an n matrix U 1 such that span c (E c ) span c (U 1 ) span c (E) :
Similarly, w e nd a n matrix D 1 such that span r (E r ) span c (D 1 ) span r (E) : (6) Let be a positive i n teger which w e set later on and choose C 1 and C 2 so that their minimum Hamming distance d is at least t + . Lemma 1. Proof. Let V be a submatrix of E c whose columns form a basis of span c (E c ). Clearly, the number of columns in V is bounded from above b y j X r j . W e denote by W the matrix [ E + c V ] and by h the number of columns in W. W e h a v e h t and span c (E) = span c (W ). Fix a = [ a j ] h j =1 to be a column vector in F h q . Clearly, Wa = 0 implies H 1 Wa = 0. W e bound from above the probability of the event \ W a 6 = 0 and H 1 Wa = 0." Write the ith entry of Wa explicitly as P h j=1 W i;j a j . We s a y that such a n e n try is marked if the entry W i;j was marked in (P2) for at least one index j for which a j 6 = 0 . O b viously, all unmarked entries in Wa are zero. Furthermore, all marked entries in Wa which are not indexed by X r are uniformly distributed over F q . (The entries indexed by X r might carry some dependency since V is taken so that its columns are linearly independent; however, the nonzero entries of V are conned to the rows indexed by X r .)
We distinguish between the following two cases: Case 1: There are less than entries in Wa which are marked. In particular, the It thus follows that span c (W) and span c (H 1 W) h a v e the same dimension with probability at least 1 q 2t . Hence, this is also a lower bound on the probability that rank(E) = rank(H 1 E). Iterating the proof for the row span of E, w e obtain the desired result. Lemma 2. Proof. Recalling thatÊ = H 1 EH T 2 , w e obtain from (4) the equalitŷ E =ÛAD ; (7) whereÛ = H 1 U andD = DH T 2 : (8) Now, by Lemma 1, both matricesÛ andD have full rank (equaling ) with probability 1 2q 2t . Therefore, with such probability w e h a v e, rank(Ê) = rank(Û) = rank(D) = rank(U) = rank(D) = rank(E).
We n o w proceed as follows. Denote by S(n; t) the set of all column vectors u 2 F n q with Hamming weight t. Start by picking a column vector u 1 2 S ( n; t) such that H 1 u 1 2 span c (Ê). Iterate this by picking column vectors u`2 S ( n; t) span c (u 1 u 2 . . . ù 1 ) such that H 1 u`2 span c (Ê). Continue in this manner until no more such v ectors can be found. The vectors u`will form the columns of the n matrix U 1 . Now, the matrix E c has at most jX r j nonzero rows. Therefore, any basis of span c (E c ) must be entirely contained in S(n; t). On the other hand, by Lemma 2 it follows that, with probability 1 2q 2t , a n y v ector u 2 span c (E c ) satises H 1 u 2 span c (Ê). Therefore, with probability 1 2q 2t , w e will have the rst inclusion in (5) . It remains to show h o w the parameter can be set so that, with probability 1 p, w e will have u`2 span c (E) for Proof. The proof is similar to that of Lemma 1. Suppose that u`2 S ( n; t) is such that u`= 2 span c (E). Let V and W be as in the proof of Lemma 1 and x a t o b e a v ector in F h q .
We distinguish between the following two cases:
Case 1: There are less than entries in Wa which are marked. Since the minimum
Hamming distance of C 1 is d + t, w e cannot have both u` Wa 2 C 1 and u`6 = Wa.
Case 2: There are at least entries in Wa which are marked. Following similar arguments to those given in Case 2 of the proof of Lemma 1, it can be easily shown that the probability of having H 1 u`= H 1 Wa is at most q t .
Enumerating over all a 2 F h q yields Summing up those probabilities for all`, w e conclude that with probability 1 tq 2t , our iterative procedure will come up with a matrix U 1 that satises the second inclusion in (5). Applying a similar algorithm for nding a matrix D 1 , and taking into account that we require the equality rank(E) = rank(Ê) to hold, we c hoose so that the upper bound 2(t+1)q 2t on the overall probability of failure is at most p. Namely, w e c hoose to be = 2 t b log q (2(t+1)=p)c : The value of d is therefore set to + t = 3 t b log q (2(t+1)=p)c. I f C 1 and C 2 are taken to be (extended) BCH codes over F q , then the value of r will not exceed (d 1)dlog q (n 1)e.
2.2
Guaranteeing uniqueness of the error array Our next step is to show that, onceÊ, U 1 , and D 1 are determined, the error array E is completely specied. Recall that in the proof of Lemma 2, we map a decomposition UAD of E as in (4), into a decompositionÛADofÊ as in (7) whereÛ = H 1 U andD = DH T 2 (see (8) ). Furthermore, we h a v e shown in Lemma 2 that, with probability 1 p, the decomposition (7){(8) is a proper one in the sense that the columns ofÛ, a s w ell as the rows ofD, are linearly independent. It thus follows that, with probability 1 p, the proper decompositions (4) of an error array E obtained by (P1){(P3) map onto the proper decompositions (7) Once the decoder for C(r r; 2t; q) has recoveredÊ, w e compute U 1 and D 1 and then nd a systematic decomposition (7) ofÊ. Such a decomposition, in turn, corresponds to a systematic decomposition of E of the form
where the matrices U 1 , D 1 , and A are known. Now, with probability 1 p, the columns of U 1 span all but up to X c columns of E. Therefore, the number of columns in U 2 is at most jX c j. Similarly, the number of rows in D 2 is at most jX r j. It remains to show that every choice of U 2 and D 2 in (9) yields, with probability 1 p, the same error array E, given that E is consistent with the syndrome values of the received array that are computed for the array c o d e C ( n n; t; q). Now, the rank of B 1 is bounded from above b y the number of rows in D 2 D 2 which, in turn, is at most jX r j. Similarly, rank(B 2 ) is bounded from above b y j X c j . It follows that the rank of E Ẽ is at most jX r j + jX c j t . On the other hand, since the syndrome values of E andẼ for C(n n; t; q) are the same, then E Ẽ is in C(n n; t; q). Hence, we m ust have E =Ẽ.
Decoding
The decoding algorithm consists of the following stages:
Step 1 Decoding the matrixÊ = H 1 EH T 2 from the syndrome values ofÊ which are computed for the code C(r r; 2 t ; q ).
Step 2 Computing matrices U 1 and D 1 such that the inclusions (5) and (6) hold.
Step 3 Computing the matrix A out of a systematic decomposition (7) ofÊ and recovering E out of U 1 , D 1 , and A.
Step 1 can be carried out by one of the decoding algorithms for C(r r; 2 t ; q ) [6] , [13] . As for Step 2, we do not know y et of an algorithm better than enumerating over the elements of S(n; t) to nd vectors u such that H 1 u 2 span c (Ê) (and similarly for the rows). Nevertheless, when the crisscross errors are not too short, then there is high probability t o h a v e bases of span c (E c ) and span r (E r ) that consist wholly of unit vectors. In such a case, the required search is linear in n. W e bound from below the probability o f h a ving this in the next lemma. The rst row selected in (P1) contains at least j X c jmarked entries within E c . Therefore, M 1 is nonzero with probability 1 q jXcj .
As for the induction step, suppose without loss of generality that the last i 1 columns of M i 1 contain a basis of span c (M i 1 ). Per our assumption, there are at least j X c j ( i 1) entries that were marked in (P3) within the rst n j X c j ( i 1) coordinates of the ith row of M i . Let u denote a column of M i that contains one of those marked entries as its ith coordinate. The probability that u belongs to the linear span of the last i 1 columns of M i is at most 1=q. Therefore, rank(M i ) = rank(M i 1 ) with probability q (i 1)+jXcj . Hence,
Iterating the proof for E r , w e obtain the desired result.
We turn now to Step 3. We assume that the error array E can be written as
where A is a known nonsingular matrix, U 1 is a known n matrix with rank , and D 1 is a known n matrix with rank . Our task is to compute the unknown n ( ) matrix U 2 and the ( ) n matrix D 2 in (10), under the assumption that t + + 2. Indeed, this inequality holds in our case since j X c j , j X r j , and jX c j + jX r j t . 
Note that in all those operations, we never add any of the rst rows of A to any of its last rows. Therefore, the resulting matrix U and those ranks sum to . The matrix E 1;1 , a s w ell as the column span of E 1;2 and the row span of E 2;1 , are known to the decoder. We n o w present a decoding algorithm for recovering the matrix E 0 = E E 1;1 , whose rank equals 1;1 = 2 . The algorithm is a generalization of the decoding procedure described in [13] . In analogy to conventional error-correcting codes, the partial information that we h a v e on the column and row spans of E 1;2 and E 2;1 can be viewed as \erasure information," whereas E 2;2 needs full correction. The ranks of those three unknown matrices satisfy 1;2 + 2;1 + 2 2 ; 2 = 2 t :
Pursuing the analogy with conventional error correction, we w ould expect such an inequality to suce for recovering the unknown matrices while using the array c o d e C ( n n; t; q).
Indeed, the results of Section 2 imply that this is indeed the case. The algorithm presented in [13] handles the special case where = = 0 (and t 2).
Let E 00 denote the sum E 1;2 + E 2;2 , which is of rank 1;2 + 2;2 = . W e rst show h o w w e can compute a matrix U 2;2 , consisting of linearly independent v ectors that form together with the columns of U 1;2 a basis of span c (E 00 ) = span c (E 1;2 E 2;2 ). Such a basis will then allow us to recover the matrices E 00 and E 2;1 by solving a set of linear equations. We point out that even though the matrix E 00 will be uniquely determined, the specic decomposition of E 00 into a sum E 1;2 + E 2;2 will depend upon the particular matrix U 2;2 selected. Indeed, if the columns of [ U 1;2 U 2;2 ] form a basis of span c (E 00 ), then we can always nd matrices D 2;1 and D 2;2 such that E 00 = U 1;2 D 2;1 + U 2;2 D 2;2 . Throughout the sequel we use a terminology which is similar to that in [13] .
Since the matrix E 1;1 is known, the decoder can compute the syndrome vector s 2 F t q n of E 0 = E E 1;1 = [ e 0 i;j ] n i;j=1 for C(n n; r; q) with respect to the equations (3) Those equations are linearly independent [9, p. 117 ]. Yet, when > 0, we will need additional constraints in order to determine (x) uniquely.
Let S be the (t +) ( +1) matrix over F q n which is dened by S = and let R denote the (t++ 2+) (t +) matrix over F q n which is given by R = Noting that g + t + , w e can combine the last two equations to obtain 
Proof. Clearly, the polynomial ((x)) vanishes at k for all k 2 Y 1;2 . The \only if"
