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Many fractional quantum Hall states can be expressed as a correlator of a given conformal field
theory used to describe their edge physics. As a consequence, these states admit an economical
representation as an exact Matrix Product States (MPS) that was extensively studied for the systems
without any spin or any other internal degrees of freedom. In that case, the correlators are built
from a single electronic operator, which is primary with respect to the underlying conformal field
theory. We generalize this construction to the archetype of Abelian multicomponent fractional
quantum Hall wavefunctions, the Halperin states. These latest can be written as conformal blocks
involving multiple electronic operators and we explicitly derive their exact MPS representation. In
particular, we deal with the caveat of the full wavefunction symmetry and show that any additional
SU(2) symmetry is preserved by the natural MPS truncation scheme provided by the conformal
dimension. We use our method to characterize the topological order of the Halperin states by
extracting the topological entanglement entropy. We also evaluate their bulk correlation length
which are compared to plasma analogy arguments.
I. INTRODUCTION
The experimental observation of the Fractional Quan-
tum Hall (FQH) effect [1] marked the discovery of quan-
tum phases of matter with intrinsic topological order.
Interacting electrons confined in two dimensions and sub-
ject to a large perpendicular magnetic field lead to the
emergence of fractional excitations and a quantized Hall
conductance. The theoretical understanding of the FQH
effect has heavily relied on the study of trial wavefunc-
tions (WFs) [2, 3]. In a seminal paper [4], Moore and
Read introduced a procedure to express the bulk FQH
WFs for the ground state and quasiholes excitations as
correlators of primary fields of a Conformal Field The-
ory (CFT). This CFT is chosen to match the one used
to describe the gapless edge modes of the target state,
making the correspondence between the bulk and edge
properties transparent. Although this construction pro-
vides insights in the study of these topologically ordered
phases [3, 5], many physical observables cannot be ex-
tracted analytically from these CFT conformal blocks.
Their evaluation still relies on numerical studies.
Finite size numerical investigations [6–8] are limited to
rather small system size, as the many body Hilbert space
grows exponentially with the later. Combining the CFT
construction with Matrix Product State (MPS) algorith-
mic methods [9–11] helps circumventing this bottleneck.
The exact MPS description enables larger system sizes
and hence new prediction on physical observables previ-
ously out of reach [12, 13].
New experimental and theoretical interests in the re-
alization of non-Abelian excitations come from their ap-
pearance when twist defects are added to a more con-
ventional Abelian FQH states [14–17]. They are mo-
tivated by advances in the experimental realization of
Abelian multilayer/multicomponent systems [18–20] and
the relative experimental simplicity [21] of these phases
compared to non-Abelian ones [22]. MPS variational ap-
proaches have been applied to multicomponent FQHE
states [23]. In this article, we derive an exact MPS
formalism for the Abelian multicomponent Halperin se-
ries [24, 25] to gain some physical insight in their struc-
ture. We are able to make quantitative prediction on
physical quantities which are only qualitatively under-
stood in the plasma analogy [26], without assuming bulk
screening. While we exemplify our derivation for the two-
component Halperin states, it can be extended to the
generic p-component case.
Our method shows interesting features which might be
useful for the study of the FQH states. First, it deals with
the manipulation of multiple fields in an MPS formal-
ism, which is for instance needed when considering quasi-
electrons [27]. We also put forward a way to treat indis-
tinguishability in the CFT formalism and its MPS imple-
mentation. The solution we find can readily be applied to
other FQH states such as the Non-Abelian Spin Singlet
series [28]. Finally, we are able to probe the topological
features of multicomponent Abelian states through their
long range entanglement properties [29] and the structure
of their gapless edge modes.
To make our discussion self-contained, we start with a
2detailed analysis of the MPS description of the Laugh-
lin states [2] in Sec. II. This will also set the notations
and give a comprehensive understanding of the meth-
ods used this article. In Sec. III, we present the general
K-matrix formalism [30, 31] to study the Abelian multi-
component FQH states and obtain a first MPS descrip-
tion of the Halperin WFs. We transform this MPS in
Sec. IV to account for the translation invariance of the
system. Our numerical results are presented in Sec. V.
We characterize the topologically ordered phases under
scrutiny with the numerical evaluation of the entangle-
ment spectra [32] and the Topological Entanglement En-
tropy [33, 34] (TEE). We also compute the bulk cor-
relation length, directly showing it is finite for several
Halperin states.
II. FRACTIONAL QUANTUM HALL EFFECT
ON THE CYLINDER
Although the trial WFs [2–4] might not describe the
exact ground state of a system at filling factor ν, it is be-
lieved that they are adiabatically connected to the later.
For instance, the Laughlin WF at filling ν = 1/3:
Ψ
(3)
Lgh(z1, · · · , zNe) =
∏
1≤i<j≤Ne
(zi − zj)3 , (1)
where zi denotes the position of i-th electron, is the dens-
est zero energy state of a system with hollow-core interac-
tion. The Gaussian factors have been omitted in Eq. (1).
This is done for the sake of clarity and we should ap-
ply this norm whenever necessary. The plasma analogy
enables analytic predictions on Eq. (1) such as the ex-
istence of quasi-particles with fractional electric charge
e/3, which were indeed observed experimentally [35–37].
Ψ
(3)
Lgh is no longer the exact ground state if we consider
Coulomb interaction. Numerical evidence [38–40] how-
ever strongly suggests that the Laughlin WF at filling
ν = 1/3 still captures the universal behaviors of such a
system.
The aim of this paper is to derive more economical
representations of the Halperin model WFs (introduced
in Sec. III) in which computations can be performed with
large system size.
A. Notations
In the symmetric gauge on the plane, the sphere or
the cylinder, the Lowest Landau Levels (LLL) orbitals
are labeled by their angular momentum j. The one-body
WF reads
ψj(z) = Njzj , (2)
where Nj is a geometry dependent coefficient. Consider-
ing (Nφ + 1) orbitals in the system, the non-interacting
FIG. 1. Sketch of the LLL orbitals on a cylinder of perimeter
L. They are centered at xj = (2πjℓ
2
B)/L for j ∈ N and
their typical width ℓB is the magnetic length. Their label j
also quantizes the momentum along the compact dimension.
The configuration |0100110010〉 is sketched, we show occupied
fermionic orbitals in red and empty ones in grey. A possible
MPS representation of the weight of this configuration could
use two matrices, for empty and filled orbitals.
basis for spinless particles is |mNφ · · ·m0〉 wheremj is the
occupation number of the j-th orbital. For fermionsmj ∈
{0, 1} while bosonic occupation numbers satisfy mj ∈ N.
They sum to the number of particles Ne =
∑
jmj . The
many-body Hilbert space is equivalently described by or-
dered lists of occupied orbitals λ = (λ1, · · · , λNe):
Nφ ≥ λ1 ≥ · · · ≥ λNe ≥ 0 for bosons, (3)
Nφ ≥ λ1 > · · · > λNe ≥ 0 for fermions. (4)
The partitions λ provide an efficient mapping between
occupation numbers and the monomial appearing in the
expansion of the model WFs. More precisely, includ-
ing the geometrical factor and the proper symmetrization
(respectively anti-symmetrization) with respect to elec-
tronic positions, the basis state for bosons (respectively
fermions) is:
〈z1 · · · zNe|mNφ · · ·m0〉 =

Nφ∏
j=0
Nmjj

mλ(z1 · · · zNe) (5)
mλ(z1 · · · zNe) =
1√∏
imi!
∑
σ∈SNe
ε(σ)√
Ne!
Ne∏
i=1
zλiσ(i) , (6)
where SNe is the permutation group of Ne elements and
ε(σ) is the signature of the permutation σ for fermions
and is equal to 1 for bosons. The expansion of poly-
nomial model WFs such as Eq. (1) naturally involves
the monomials Eq. (6), ensuring the correct symmetry
(respectively anti-symmetry) of the bosonic (respectively
fermionic) WFs.
Of special interest for our construction is the cylin-
der geometry with perimeter L, whose LLL orbitals are
sketched in Fig. 1. In this geometry, j ∈ Z also labels
the momentum over the compact dimension kj = 2jπ/L,
and
Nj = 1√
L
√
π
exp
(
−γ2 j
2
2
)
, γ =
2π
L
. (7)
3B. Methods
We would like to compute the coefficients of a model
WF on the orbital basis of the cylinder |mNφ · · ·m0〉.
They can be labeled with the corresponding partition:
|Ψ〉 =
∑
λ
cλ|mNφ · · ·m0〉 . (8)
We notice that any ”orbital cut” along this cylinder,
|mNφ · · ·m0〉 → |mNφ · · ·mNA+1〉 ⊗ |mNA · · ·m0〉 for
some integer NA = 0, · · · , (Nφ − 1), will have the same
perimeter L. The area law enforces that any of these cuts
will lead to the same Entanglement Entropy (EE) [41].
Gapped one dimensional systems exhibiting a constant
EE are known to be efficiently described as MPS [42].
This is the economical representation of the state we
were aiming at for our two-dimensional system. Note
however that an orbital cut is not rigorously equivalent
to a real-space cut perpendicular to the cylinder axis, the
difference is investigated in Sec. VB. The correspondence
becomes exact when the magnetic length is large with re-
spect to L. In this limit, orbitals do not overlap and the
problem can be treated classically. In this thin cylinder
limit however the system is effectively one-dimensional.
The MPS description of FQH states was first obtained
by Zalatel and Mong in Ref. [9]. They also provided
the explicit calculation of the matrices for the Laughlin
and the Moore-Read states [4]. The derivation was later
generalized to any spinless WFs that can be written as a
CFT correlator in Ref. [10]. There, it was shown how to
assign to each occupation number m an operator B(m)
in order to compute the coefficients cλ as a product of
matrices:
cλ ∝ 〈B(mNφ ) · · ·B(m0)〉. (9)
In this article, we will extend this representation to
some spinful WFs which can be written as CFT correla-
tors. In order to fix some notation which will be useful
thereafter, we first sketch how to find the MPS represen-
tation of the Laughlin WF at filling ν = 1/q, q ∈ N∗:
Ψ
(q)
Lgh(z1, · · · , zN ) =
∏
1≤i<j≤N
(zi − zj)q . (10)
This WF describes fermionic statistics for q odd and
bosonic statistics for q even. As in the q = 3 case, the
WF predicts the existence of quasi-particles with frac-
tional electric charge ±e/q, −e/q being the quasi-hole
and +e/q the quasi-electron.
C. Compact Boson and Laughlin Wavefunction
1. Compact Boson
The underlying CFT describing the Laughlin WF [4] is
a free massless chiral boson ϕ(z) of central charge c = 1
described in Ref. [43]. Its two-point correlation function
is given by 〈ϕ(z1)ϕ(z2)〉 = − log(z1 − z2) and its mode
expansion on the plane is:
ϕ(z) = ϕ0 − ia0 log z + i
∑
n∈Z∗
1
n
anz
−n. (11)
The an satisfy a U(1) Kac-Moody algebra: [an, am] =
nδm+n,0. This U(1) symmetry implies the conservation
of the current J(z) = i∂ϕ(z) and the U(1) charge is mea-
sured by the zero-mode a0. The compactification radius
R =
√
q shapes the possible U(1) charges: Ra0 measures
the charge in units of the quasi-electron charge which
must be an integer. The zero point momentum ϕ0 is
the canonical conjugate of a0, [ϕ0, a0] = i. As such, the
operator e−i
√
νϕ0 shifts the U(1) charge by one in units
of quasi-electrons. Primary fields with respect to the
U(1) Kac-Moody algebra are vertex operators of quan-
tized charges:
VN (z) =: exp
(
i
N
R
ϕ(z)
)
: where N ∈ Z . (12)
They have a U(1) charge N in unit of the quasi-
electron charge, and a conformal dimension N2/(2R2) =
N2/(2q). To each of these primary fields, we associate a
primary state |N〉 = VN (0)|0〉. The CFT Hilbert space is
constructed by applying the bosonic creation operators
a−n with n ∈ N∗ to those primary fields. Partitions pro-
vide an elegant way to describe those states. Indeed, a
generic state of the Hilbert space basis can be written as:
|N,µ〉 = 1√
Ξµ
ℓ(µ)∏
i=1
a−µi |N〉 , (13)
where ℓ(µ) is the length of the partition µ (i.e. the
number of non-zero elements), and the prefactor reads
Ξµ =
∏
i i
nini! where ni is the multiplicity of the occu-
pied mode i in the partition µ. We also define the size of
the partition |µ| = ∑i µi. The conformal dimension of|N,µ〉 is measured by L0, the 0th Virasoro mode. L0 is
proportional to the CFT Hamiltonian on the circle. We
have L0|N,µ〉 = ∆N,µ|N,µ〉 with
∆N,µ =
N2
2q
+ |µ| = N
2
2q
+
∑
i
µi . (14)
2. Laughlin Wavefucntion
We define the electronic operators as Vel(z) =
VN=q(z). Note that the name ”electronic operator” is im-
proper for bosons, but we will nevertheless keep the same
name for both statistics. The Operator Product Expan-
sion (OPE) of two electronic operators Vel(z)Vel(w) ∼
(z−w)q ensures the commutation (respectively anticom-
mutation) of the electronic operators for bosons (respec-
4tively fermions) for q even (respectively odd). The Ne-
points correlators reproduces the Laughlin WF [4]:
Ψ
(q)
Lgh(z1, · · · , zNe) = 〈0|ObcVel(z1) · · · Vel(zNe)|0〉 . (15)
The operator Obc = e−i
Ne√
ν
ϕ0 is the neutralizing back-
ground charge ensuring the overall conservation of the
U(1) charge. The nth mode of the electronic operator
describes its effect on the nth orbital, since it is linked to
a factor zn on the plane
Vel(z) =
∑
n∈Z
zn V−n−h , (16)
where h = q/2 is the conformal dimension of the elec-
tronic operators. The OPE of two electronic operators
ensures that the electronic modes commute (respectively
anticommute) if q is even (respectively odd). We can use
this property to order the modes in the correlator, once
the latest is expanded onto the occupation number basis:
Ψ
(q)
Lgh(z1, · · · , zNe) = 〈0|ObcVel(z1) · · · Vel(zNe)|0〉 (17)
=
∑
λ1···λNe
〈0|ObcV−λ1−h · · ·V−λNe−h|0〉zλ11 · · · z
λNe
Ne
(18)
=
∑
λ
cλ

Nφ∏
j=0
Nmjj

mλ(z1, · · · zNe) . (19)
Where after ordering, the sum runs over the ordered lists
λ (c.f. Eq. (4)). The corresponding many-body coeffi-
cient cλ is expressed as an orbital-dependent MPS:
cλ√
Ne!
= 〈0|ObcA(mNφ )[Nφ] · · ·A(m0)[0]|0〉 , (20)
A(m)[j] =
1
Nmj
√
m!
(V−j−h)
m
. (21)
Since the WFs considered in this article are not normal-
ized, we will systematically drop the global factor
√
Ne!
or any other irrelevant factors. In order to be complete,
we provide the explicit matrix coefficient of the vertex
operators. They are given by the following formula
〈N ′, µ′| :eiQRϕ(z) : |N,µ〉 = zQN/R2+|µ′|−|µ|Γ(Q/R)µ′,µ δN ′,N+Q
where the non-trivial coefficient Γ
(Q/R)
µ′,µ is equal to
∞∏
j=1
∑
r,s
δm′j+s,mj+r
(−1)s√
r!s!
( Q
R
√
j
)r+s√(m′j
r
)(
mj
s
)
.
(22)
3. Truncation Scheme and Orbital Independent MPS
The MPS form Eq. (21) might however not be really
useful from a practical perspective. First, it is orbital-
dependent which is an issue when considering systems in
FIG. 2. Sketch of the evolution of the U(1) charge along the
cylinder. (a) The MPS representation built on matrices A
(see Eq. (21)) involves large charges, leading to an explosion
of the auxiliary space dimension. The charge grows by q every
time the occupation number is non zero, and is abruptly set
to zero at the end of the cylinder where the background charge
sits. (b) The orbital-independent B-matrices of Eq. (26) MPS
keep the U(1)-charge controlled and can be used for numeri-
cal simulation. The neutralizing background charge is spread
equally between orbitals and geometrical factors are accounted
for.
the thermodynamic limit. This dependence is made ex-
plicit in Eq. (21) through the geometrical factor Nj and
the mode V−j−h. Another reason to improve the MPS
description of Eq. (21) is that in practice a truncation
should be applied. As depicted on Fig. 2(a), the U(1)
charge can only grow along the cylinder. In other words,
applying the matrices of Eq. (21) one after the other in-
creases the U(1) charge until we get to the background
charge which abruptly sets it to zero for neutrality. This
requires to keep all primaries |N〉 of charge N ≤ qNe
which is impossible in the thermodynamic limit. To
avoid such a situation we will show here how to keep
the U(1)-charge controlled and encode the geometrical
factors for the cylinder geometry in the MPS matrices.
Irrespective of the geometry, we apply the following pro-
cedure: we should find an invertible operator U satisfying
UA(m)[j]U−1 = A(m)[j − 1]. The U operator shifts the
orbital number by one. If applied to the whole MPS
matrices once, it is just a re-labeling of the orbitals. In
order to obtain an orbital independent MPS, we use the
identity A(m)[j] = (U−1)jA(m)[0]U j on each orbital. We
get:
cλ = 〈αL|
(
A(mNφ )[0]U
) · · · (A(m0)[0]U)|αR〉 , (23)
where we have defined the states |αR〉 = U−1|0〉 and
〈αL| = 〈0|Obc(U−1)Nφ . Eq. (23) is the wanted orbital
independent MPS description. Its derivation relies only
on the existence of the operator U which we shall now
write down explicitly.
We first focus on the thin annulus limit to address
the U(1) charge issue since in this geometry all orbital
have the same shape, Nj = 1. Controlling its growth
is achieved by spreading the neutralizing background
charge. One possible choice of U for the procedure is:
UTA = e
−i√νϕ0 , (24)
The operators B
(m)
TA = A
(m)[0]UTA form a site inde-
pendent representation of the previous MPS. The site-
independent nature of Eq. (23) on the thin-annulus is
5quite natural and can be seen as taking off small parts
of the background charge Obc = UNφ+1TA and spreading
it equally between orbitals with the factor UTA. This
amounts to inserting one quasiholes per orbital. We have
reached the situation depicted in Fig. 2(b) where the U(1)
charge is controlled.
The spreading of the background charge should be re-
peated on the cylinder while accounting for the geomet-
rical factors Eq. (7). The procedure still holds with a
slightly different choice [9, 10]:
Ucyl = e
−γ2L0−i
√
νϕ0 . (25)
The part involving L0 reproduces the exponential factors
of Eq. (7) appearing in the relation UcylA
(m)[j]U−1cyl =
A(m)[j − 1]. Defining the operators B(m) = A(m)[0]Ucyl,
the many-body coefficients can be computed in the cylin-
der geometry (as sketched in Fig. 1) as:
cλ = 〈αL|B(mNφ ) · · ·B(m0)|αR〉 . (26)
The last problem that we still face is the infinite dimen-
sion of the MPS auxiliary space. Indeed, it is the Hilbert
space of the underlying CFT since the B(m) are opera-
tors of this theory. The matrix Ucyl (Eq. (25)) shows that
states become exponentially irrelevant with their confor-
mal dimension given by Eq. (14) and measured by L0.
There are many ways of truncating with respect to the
conformal dimension. We choose to truncate on its inte-
ger part, denoted as E: E(∆N,µ) ≤ Pmax with Pmax ∈ N.
This choice has the advantage to allow the root parti-
tion [44–46] to be the only one with a non-vanishing co-
efficient at Pmax = 0 [10]. The truncated matrices B
(m)
can be computed with Eq. (22). Their product gives the
coefficients of the Laughlin WF on the occupation basis
of the cylinder with Eq. (26). For a finite number of par-
ticles Ne, the MPS becomes exact for some Pmax ∝ N2e .
III. HALPERIN WAVEFUNCTIONS
The spin degree of freedom of the electron is often
neglected at first in the study of the FQHE since it is
assumed to be quenched by the strong magnetic field ap-
plied. This picture is usually valid for low filling factors
but breaks down for filling factors close to unity where
inter-band crosstalk starts to play a role. Other situa-
tions require a multicomponent description and the use
of a pseudo-spin as a good quantum number. This is the
case of the valley degeneracy in graphene or in bilayer
systems [18]. In the rest of this article, we focus on the
special case of an internal degree of freedom of dimen-
sion two. We will use the name ”spin up” and ”spin
down” for the two possible values, even if we will not
necessarily deal with actual spin. The case that we de-
rive shows how the calculation should be performed and
the potential caveats when deriving an MPS expression
for the spinful FQH WFs. Our formalism and derivation
can be easily extended to richer internal structures.
Among the spinful trial WFs, the Halperin WFs [24,
25] are the simplest generalization of Laughlin WFs to
the multicomponent case. Consider N↑ particles with a
spin up and N↓ particles with a spin down, the Halperin
WFs take three integer parameters (m,m′, n) describing
the intra-species interactions for the m’s and the inter-
species interaction for n. The WF itself is often intro-
duced [47, 48] as:
Ψmm′n(z1 · · · zN↑ , z[1] · · · z[N↓]) = (27)∏
1≤i<j≤N↑
(zi − zj)m
∏
1≤i<j≤N↓
(z[i] − z[j])m
′ ∏
1≤i≤N↑
1≤j≤N↓
(zi − z[j])n ,
where the index [i] = N↑+i runs from N↑+1 to Ne. Here
particles are not indistinguishable and this WF should
be understood as the projection of the total many-body
state onto the spin component (↑ · · · ↑↓ · · · ↓) where the
spin up are associated with the zi while the spin down
are associated with the z[i]. To compute expectation val-
ues of operators which do not couple to the spin such
as the electronic density, the expression of Eq. (27) is
enough [49]. This is the main reason why the spin sym-
metrization is often discarded in the discussion of spinful
FQHE states. In our case, we would like to describe the
many-body WF in term of an MPS in order to compute
the expectation value of any operator. We shall hence
be more careful about the symmetrization issue in our
derivation.
For simplicity we focus on the case m = m′. The
Halperin (m,m,m) state describes a Laughlin state of
parameter q = m with indistinguishable spin states (com-
pare Eq. (10) with Eq. (27) in that case) and was already
treated in Sec. II following the ideas of Refs. [9, 10].
When n > m, the states are unstable and undergo a
phase separation [48], no translational invariant MPS can
be hoped for. In the rest of this article, we thus focus
on the case m = m′ and n < m. With these parameters,
the Halperin (m,m, n) WF describes a FQH droplets at
filling ν = 2m+n .
A. CFT description of the Halperin Wavefunctions
1. K-matrix Formalism
We recall here the K-matrix formalism [3, 30, 31] and
a recipe for finding the CFT for the multicomponent
Abelian states, as a straightforward generalization of the
Laughlin case. For a p-component WF, the symmetric
and invertible K-matrix gives a way to systematically
create a vertex operator Vα per layer (α = 1 · · · p) whose
OPEs are:
Vα(z)Vβ(w) ∼ (z − w)Kαβ . (28)
The multiparticle WF Eq. (27) is made of such factors
and thus theK-matrix entirely defines a specific Halperin
6state. Such vertex operators can be built from any fac-
torization of the form K = QQT where Q is a matrix
of size p × k with k ≥ p. Note that this factorization is
only possible if detK > 0. We introduce k independent
free chiral bosons as described in Eq. (11) which satisfy
〈ϕα(z)ϕβ(w)〉 = −δα,β log(z − w). The vertex operators
are then defined as:
Vα =: exp

i∑
β
Qαβ ϕ
β

 : . (29)
The Laughlin ν = 1/q case is recovered by taking K = q
to be scalar (p = 1) such that Q11 =
√
q. Because the K
matrix should be invertible, the Halperin (m,m,m) case
is also described by a scalar K = m. However, there are
two physical components and hence Q is a 1× 2 matrix:
Q = (
√
m/2 ,
√
m/2). In that case, the WF requires
k = 2 > p.
For the two components Halperin states (m,m, n) with
n < m of interest, two independent bosons are enough
to describe the physics: p = k = 2 [4]. We choose a
symmetric factorization of the K-matrix [3]:
K =
(
m n
n m
)
=
(
Qc Qs
Qc −Qs
)
·
(
Qc Qc
Qs −Qs
)
= QQT ,
(30)
with the following coefficients:
Qc =
√
m+ n
2
, Qs =
√
m− n
2
. (31)
The vertex operators can be written:
V↑(z) =:exp
(
i
√
m+ n
2
ϕc(z) + i
√
m− n
2
ϕs(z)
)
: , (32)
V↓(z) =:exp
(
i
√
m+ n
2
ϕc(z)− i
√
m− n
2
ϕs(z)
)
: . (33)
ϕc is called the ”charge” boson and ϕs the ”spin” bo-
son since this factorization is reminiscent of the spin-
charge separation in Luttinger liquids [50, 51]. Both
bosons should be compactified as in Sec. II C 1. ϕc
(respectively ϕs) should have a compactification radius
Rc =
√
2(m+ n) (respectively Rs =
√
2(m− n)). Pri-
mary fields with respect to the charge and spin U(1) Kac-
Moody algebra are vertex operators of the form
VNc,Ns(z) =: ei
Nc
Rc
ϕc(z)+iNsRs ϕ
s(z) : , (34)
where the two integers (Nc, Ns) ∈ Z2 have the same par-
ity. Notice that V↑↓ = Vm+n,±(m−n). Reproducing the
reasoning of Sec. II C 1, we associate to each primary
field a primary state |Nc, Ns〉 = VNc,Ns(0)|0〉 and span
the Hilbert space through repeated action of the bosonic
creation operators ac−n and a
s
−n on those primaries. This
procedure generates the states {|Nc, µc, Ns, µs〉}, which
form a basis for the CFT Hilbert space. This is the choice
FIG. 3. Graphical construction of the auxiliary space for the
MPS representation of the Halperin 331 WF. Each point cor-
respond to a primary state |Nc, Ns〉 build from the vertex op-
erators Eq. (34). There are eight different topological sec-
tors, represented in the shaded unit cell. They can be split
into four pairs, each represented with a certain color (see
Sec. VA). Adding electrons does not change the topological
sector as shown with the action of W↑ (see Eq. (39)). A sim-
ilar property holds true for W↓. Spreading the background
charge couples the different topological sectors as shown with
the action of U (see Eq. (55)).
that we make throughout our article and in our numerical
simulations. The conformal dimension of |Nc, µcNs, µs〉
is
∆Nc,µc,Ns,µs =
N2c
2R2c
+
N2s
2R2s
+ |µc|+ |µs| (35)
=
N2c
4(m+ n)
+
N2s
4(m− n) + P , (36)
where we will often write P = |µc| + |µs| ∈ N. Fig. 3
sketches a graphical construction of the Hilbert Space
for the Halperin 331 case. Each point (Nc, Ns) of the
lattice embodies the primary state |Nc, Ns〉 and all its
descendants {|Nc, µcNs, µs〉}. On this lattice, the oper-
ators Eq. (33) act as vectors. They generate the whole
lattice from a unit cell composed of m2 − n2 inequiv-
alent sites. Physically, they corresponds to the ground
state degeneracy of the Halperin (m,m, n) WF on the
torus which is known to be | detK| = m2 − n2 [30] since
m > n. We thus label the topological sectors of the
Halperin WFs with a pair of integers (a, b) correspond-
ing to the coordinates of the points within the unit cell
in the (Nc, Ns) plane. Note that the fact that Nc and
Ns have same parity plays an important role because the
number of inequivalent site in the unit cell reproduces
the ground state degeneracy of the WF on the torus.
2. Electronic Operators and Symmetrization
In the case where N↑ = N↓ = Ne/2, only the charge
boson needs a background charge such that the Halperin
WF of Eq. (27) is faithfully written as a correlator [4]:
Ψmmn(z1 · · · zN↑ , z[1] · · · z[N↓]) = (37)
〈0|ObcV↑(z1) · · · V↑(zNe/2)V↓(z[1]) · · · V↓(z[Ne/2])|0〉,
7where the background charge reads Obc = e−i
Ne√
ν
ϕc0 =
e−iQcNeϕ
c
0 . Note that we have not used the term ”elec-
tronic operator” for the vertex operators as in Laugh-
lin case. Indeed, although they reproduce the unsym-
metrized Halperin WF, they cannot in general describe
electrons since their commutation relation are different.
For instance, the Halperin 332 WF withm = 3 and n = 2
describes fermions sincem is odd. However, n is even and
the OPE of Eq. (28) implies that V↑ and V↓ commute.
They cannot be taken for electronic operator as such and
should be modified to create the true electronic opera-
tors, with mutual statistics between particles of opposite
spins being identical to the statistics of the particles of
identical spins.
We define as [ . , . ]m the commutator (respectively an-
ticommutator) assuming m is even (respectively odd),
[A,B]m = AB − (−1)mBA. Let us introduce the opera-
tor
χ = e2iπQca
c
0 = (−1)Rcac0 , (38)
in order to build the electronic operator from the vertex
operators Vσ with σ ∈ {↑↓}. Notice that χ = ±1 on the
CFT basis of Sec. III A 1. The zero-mode commutation
relation of the free boson [ϕc0, a
c
0] = i implies χVσ(z) =
(−1)m+nVσ(z)χ. We define the electronic operator as:
V(z) = V↑(z)χ| ↑〉+ V↓(z)| ↓〉 , (39)
and we shall refer to its spin components as the spin up
(respectively down) electronic operators. For clarity, we
write:
W↓(z) = V↓(z) and W↑(z) = V↑(z)χ . (40)
The electronic operator Eq. (39) satisfies the correct
commutation relation [V(z),V(w)]m = 0. This can be
seen from the commutation relations of the spin up and
down electronic operators. The transformation Vσ →
Wσ, σ ∈ {↑, ↓} does not change the statistics of par-
ticles with identical spins and corrects the problematic
commutation relation [W↓(z),W↑(w)]m = 0. A similar
phase operator can be found for the Halperin (m,m′, n)
WF.
Up to an irrelevant global phase factor, the WF ob-
tained by using these electronic operators is still the
Halperin state:
Ψmmn(z1 · · · zN↑ , z[1] · · · z[N↓]) = (41)
〈0|ObcW↑(z1) · · ·W↑(zNe/2)W↓(z[1]) · · ·W↓(z[Ne/2])|0〉.
The newly derived electronic operators allows us to
come back on the full antisymmetrization (respectively
symmetrization) of the fermionic (respectively bosonic)
Halperin WF. The complete many-body WF can be writ-
ten as:
|ΦTOTmmn(z1, · · · zNe)〉 = 〈Obc
Ne∏
i=1
V(zi)〉 . (42)
The symmetry or antisymmetry of the complete WF fol-
lows from the commutation or anticommutation relation
of the operators V(zi). Notice that the absence of back-
ground charge for the spin boson in the correlator ensures
that all configurations have the same number of spin up
and spin down. The method may be once again gener-
alized to an imbalanced number of spin up and down by
adding a well chosen spin U(1)-charge background.
B. Orbital Decomposition
The first quantized form of Eq. (42) can be written with the help of the spin electronic operators:
|ΦTOTmmn(z1, · · · zNe)〉 =
(
N↑!N↓!
)−1
P
(
〈ObcW↑(z1) · · ·W↑(zNe/2)W↓(z[1]) · · ·W↓(z[Ne/2])〉 · | ↑ · · · ↑↓ · · · ↓〉
)
, (43)
where P stands for the full symmetrization for bosons or the full antisymmetrization for fermions. Once this first-
quantized symmetrization or anti-symmetrization is set up, we may decompose the electronic operators onto the
orbitals. This is achieved by decomposing the operators V↑ and V↓ in modes, following a similar prescription to the
one in Sec. II C 2. We write for convenience W↓−λ = V↓−λ−h and W↑−λ = V↑−λ−hχ, where h = m/2 is the conformal
dimension of the vertex operators (cf. Eq. (33)). |ΦTOTmmn(z1, · · · zNe)〉 becomes:
(
N↑!N↓!
)−1
P
( ∑
λ1···λNe/2
ρ1···ρNe/2
〈ObcW↑−λ1 · · ·W
↑
−λNe/2W
↓
−ρ1 · · ·W↓−ρNe/2〉
Ne/2∏
i=1
zλii z
ρi
[i] · | ↑ · · · ↑↓ · · · ↓〉
)
. (44)
Given the OPE of the operators V↑ and V↓, we can see that all the modes in the above expression commute or
anti-commute. In particular, we can always order all modes, both the W↓ and the W↑.
|ΦTOTmmn(z1, · · · zNe)〉 =
∑
λ,ρ
〈ObcW↑−λ1 · · ·W
↑
−λNe/2W
↓
−ρ1 · · ·W↓−ρNe/2〉P
(Ne/2∏
i=1
zλii z
ρi
[i]
m↑i !m
↓
i !
· | ↑ · · · ↑↓ · · · ↓〉
)
. (45)
8The sum now runs over the ordered lists λ associated to the spin up and ρ associated to the spin down as described
in Eq. (4). We recognize the elements of the occupation basis
〈z1 · · · zNe |m↑Nφ · · ·m
↑
0m
↓
Nφ
· · ·m↓0〉 =
1√
Ne!

Nφ∏
j=0
Nm
↑
j+m
↓
j
j

P(Ne/2∏
i=1
zλii z
ρi
[i]√
m↑i !m
↓
i !
· | ↑ · · · ↑↓ · · · ↓〉
)
. (46)
Combining Eq. (45) and Eq. (46), we have derived an MPS representation for the many-body coefficients |ΦTOTmmn〉 =∑
λ,ρ cλ,ρ|m↑Nφ · · ·m
↑
0m
↓
Nφ
· · ·m↓0〉:
cλ,ρ√
Ne!
= 〈0|ObcM
(m↑Nφ)
↑ [Nφ] · · ·M (m
↑
0)
↑ [0]M
(m↓Nφ)
↓ [Nφ] · · ·M (m
↓
0)
↓ [0]|0〉 , (47)
with the following operators :
M
(m)
↓ [j] =
1√
m!
(
1
Nj V
↓
−j−h
)m
and M
(m)
↑ [j] =
1√
m!
(
1
Nj V
↑
−j−hχ
)m
. (48)
IV. ORBITAL-INDEPENDENT MATRIX
PRODUCT STATE
A few remarks should be pointed out here. First, there
is some arbitrariness in the choice of the reference spin
configuration (↑ · · · ↑↓ · · · ↓). Since the electronic modes
have the same statistics as the particles, this choice is not
relevant anymore: we can reorder in the same manner
the occupation basis states and the product of operators
of Eq. (47). This form was chosen to underline that we
could index the sum of Eq. (45) using the two partitions λ
and ρ. Second, we face the same problem as in Sec. II C 3:
the charge boson U(1)-charge in this formalism is not
controlled, preventing us from exploring thermodynamic
properties for now. Moreover, this MPS form runs over
the system twice, once for each spin state. After the first
Nφ steps, the U(1)-charge of the spin boson will also be
gigantic in the thermodynamic limit. This situation is
depicted in Fig. 4(a). In the following we will consider
both species on each orbitals in order to keep the spin
U(1)-charge under control, as depicted in Fig. 4(b). As
for the Laughlin case, the U(1)-charge of the charge bo-
son keeps increasing until it sees the background charge.
We should spread the background charge along the cylin-
der as in Sec. II C 3. In the following section, we describe
how to go from the MPS form of Eq. (47) to the situa-
tion depicted in Fig. 4(c) where all U(1)-charge are under
control.
A. Orbital Independent MPS and Truncation
Keeping in mind that we can reorder the operators
in Eq. (47) thanks to the commutation relation of the
electronic operators, we find a way to control the spin
FIG. 4. Sketch of the evolution of the charge and spin U(1)
charges along the cylinder. The red lines depict the U(1)
charge of the charge boson, the blue ones are associated to
the U(1) charge of the spin boson. (a) The MPS representa-
tions built on matrices M of Eq. (48) and (b) on matrices A
of Eq. (51) involve larges charges, leading to an explosion of
the auxiliary space dimension. (c) Spreading the background
charge, considering both spin species on each orbital as imple-
mented in the B matrices of Eq. (56) keeps both U(1)-charges
under control.
U(1)-charge by reordering our occupation basis as
|ΦTOTmmn〉 =
∑
λ,ρ
c′λ,ρ|m↓Nφm
↑
Nφ
· · ·m↓0m↑0〉, (49)
which translates as a reordering of our operators (see
Fig. 4(b)):
c′λ,ρ = 〈0|ObcA(m
↓
Nφ
m↑Nφ )[Nφ] · · ·A(m
↓
0m
↑
0)[0]|0〉 , (50)
A(m
↓m↑)[j] =M
(m↓)
↓ [j]M
(m↑)
↑ [j] . (51)
Spreading the background charge of the charge boson
is similar to what we have done in Sec. II C 3. We can
apply the exact same procedure and look for an invertible
9operator satisfying UA(m
↓,m↑)[j]U−1 = A(m
↓,m↑)[j − 1]
so that:
c′λ,ρ = 〈αL|
(
A
(m↓Nφ ,m
↑
Nφ
)
[0]U
) · · · (A(m↓0,m↑0)[0]U)|αR〉,
(52)
where |αR〉 = U−1|0〉 and 〈αL| = 〈0|Obc(U−1)Nφ . The
operators
B(m
↓,m↑) = A(m
↓,m↑)[0]U , (53)
then form a site independent representation of the previ-
ous MPS. This time however, spreading the background
charge amounts to the insertion of two quasiholes per or-
bital, one for each spin component. Since the operator χ
commutes with both UTA and Ucyl, the exact same choice
of U works:
UTA = e
− iQc ϕ
c
0 = e−i
2
Rc
ϕc0 on the thin annulus, (54)
Ucyl = e
−γ2L0− iQc ϕ
c
0 on the cylinder. (55)
We obtain a site independent MPS formulation for the co-
efficient, in which the charge is under control to facilitate
the truncation of the CFT Hilbert space (c.f. Fig. 4(c)):
c′λ,ρ = 〈αL|B(m
↓
Nφ
,m↑Nφ) · · ·B(m↓0 ,m↑0)|αR〉 . (56)
As for the Laughlin case of Sec. II C 3, basis states
|Nc, µc, Ns, µs〉 introduced in Sec. III A 1 becomes expo-
nentially irrelevant with their increasing conformal di-
mension on the cylinder (see Eq. (55)). Here we choose
to use a cutoff Pmax ∈ N and we keep all states satisfy-
ing E(∆Nc,µc,Ns,µs) ≤ Pmax where E denotes the integer
part. The coefficients of these matrices can be computed
using Eq. (22). Note that this truncation guarantees that
the Halperin states (m,m,m − 1) remains spin singlets
after truncation (see App. A).
B. Transfer Matrix And Infinite Cylinder
We now introduce the transfer matrix formalism, par-
ticularly useful for numerical computations with infinite
Matrix Product States. The transfer matrix E is a linear
operator on HCFT ⊗ H¯CFT defined as
E =
∑
m↓,m↑
B(m
↓,m↑) ⊗ (B(m↓,m↑))∗ , (57)
and can be equivalently thought of as a superoperator on
the space of matrices of HCFT through the isomorphism
|α, β∗〉 → |α〉〈β|:
E(X) =
∑
m↓,m↑
B(m
↓,m↑)X
(
B(m
↓,m↑))† . (58)
Where the complex conjugation used to define |β∗〉 is
implicitly taken with respect to the CFT Hilbert space
basis of Sec. III A 1. The transfer matrix is in general not
Hermitian and might contain non-trivial Jordan blocks.
It is however known [52] that its largest eigenvalue in
modulus is real and positive, and that the corresponding
right and left eigenvectors can be chosen to be positive
matrices. Consider the states
|ΦαLαR〉 =
∑
λ,ρ
cαR,αLλ,ρ |m↓Nφ ,m
↑
Nφ
· · ·m↓0,m↑0〉
cαR,αLλ,ρ = 〈αL|B
(m↓Nφ ,m
↑
Nφ
) · · ·B(m↓0,m↑0)|αR〉 , (59)
for any pair of states (αL, αR) belonging to the CFT
Hilbert Space (this definition englobes the Halperin WFs
of Eq. (56)). The overlaps between any two of these MPS
are given by
〈ΦβLβR |ΦαLαR〉 = 〈αL, β∗L|ENφ+1|αR, β∗R〉 . (60)
Expectation values of operators having support on a fi-
nite number of orbital may be computed in a similar way.
Assuming the largest eigenvalue of E has no degeneracy
and that the gap of the transfer matrix remains finite in
the thermodynamic limit Nφ → ∞, the overlaps given
by Eq. (60) on an infinite cylinder are dominated by the
largest eigenvector of the transfer matrix. All other con-
tributions vanish exponentially with the size of the sys-
tem. In this limit, the overlaps of Eq. (60) are thus the
elements of the largest eigenvector. Note that the posi-
tivity of the largest eigenvector of E is coherent with its
interpretation as an overlap matrix.
The situation is more involved for topologically ordered
phases of matter. The CFT Hilbert space splits into dis-
tinct topological sectors. This might lead to extra de-
generacies in the transfer matrix eigenvalues, whose cor-
responding eigenvectors belong to different sectors. In
the CFT Hilbert space introduced in Sec. III A 1, there
arem2−n2 topological sectors corresponding to the num-
ber of ground states for the Halperin (m,m, n) WF on a
torus or an infinite cylinder. They are characterized by a
number of spin and charge quasiholes at the edge of the
FQH droplet. Because we have spread the background
charge, the B(m
↓,m↑) matrices add charge quasiholes be-
tween orbitals and hence shift the topological sector (see
Fig. 3). It is therefore better suited for our calculation to
consider the transfer matrix overm+n orbitals. We thus
group together m+ n consecutive orbitals and define:
Em+n(X) =
∑
m
↓,m↑
B(m
↓,m↑)X
(
B(m
↓,m↑))† , (61)
where B(m
↓,m↑) = B(m
↓
m+n,m
↑
m+n) · · ·B(m↓1 ,m↑1). The B
matrices are block diagonal with respect to the topolog-
ical sectors:
B(m
↓,m↑) =


B
(m↓,m↑)
(0,0) 0 0 0
0
. . . 0 0
0 0 B
(m↓,m↑)
(a,b) 0
0 0 0
. . .

 . (62)
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The transfer matrix is also block diagonal with respect
to the right and left topological sector [10]. Moreover,
the sectors coupled with the background charge U share
the exact same block, leading to a degeneracy m + n of
the largest eigenvalue of the transfer matrix as defined in
Eq. (57). We can specify the right and left topological
sectors
Em+n =
∑
(a,b),(a′,b′)
Em+n(a,b)(a′,b′) , (63)
where we have defined
Em+n(a,b)(a′,b′) =
∑
m
↓,m↑
B
(m↓,m↑)
(a,b) ⊗
(
B
(m↓,m↑)
(a′,b′)
)∗
. (64)
These are the blocks of the transfer matrix we will refer
to as diagonal if (a, b) = (a′, b′) and off-diagonal other-
wise. This block structure allows to study the system in
a given topological sector, where the degeneracy of the
largest eigenvalue has disappeared. Thus, we may apply
the standard methods of the transfer matrix formalism
for MPS to compute overlaps or operators expectation
values.
V. NUMERICAL RESULTS
As a direct application of the construction presented
in Secs. III and IV, we now extract several quantitative
characteristics of the Halperin states.
A. Correlation Length
We start with the correlation length of the Halperin
droplets, which is intimately related to the spectral gap
of the transfer matrix [53]. Consider a cylinder with a
finite perimeter L, the correlation function of a generic
operator O(x) should vanish exponentially with distance
according to
〈O(x)O(0)〉 − 〈O(x)〉〈O(0)〉 ∝ e−|x|/ζ(L) , (65)
where the correlation length ζ(L) of the system can be
written in terms of the two largest eigenvalues of the
transfer matrix – λ1(L) and λ2(L) – and the magnetic
length ℓB of the system:
ζ(L) =
2πℓ2B
L log
∣∣λ1(L)
λ2(L)
∣∣ . (66)
We remark that the diagonal blocks of the transfer ma-
trix are always gapped for finite perimeters (i.e. there is
no degeneracy), which leads to a finite correlation length
ζ(L). In order to extract the experimentally relevant
correlation length, we extrapolate the thermodynamic
value ζ(∞) from the finite perimeters results in these
FIG. 5. Inverse of the correlation lengths for several the
(m,m,m − 1) Halperin spin-singlet states, (m,m,m − 2)
Halperin states and the Laughlin states as a function of
(L/ℓB)
−1, the inverse of the cylinder perimeter. All corre-
lation lengths are finite in the diagonal blocks of the trans-
fert matrix for finite perimeters. We extract the thermody-
namic values through a linear extrapolation (dotted lines). See
App. C for more details. Note that we show both bosonic and
fermionic states and that the data for Laughlin 1/3 and 1/5
were already given in Ref. [12].
diagonal blocks. In Fig. 5, we show the results for sev-
eral Halperin (m,m,m− 1) spin-singlet states, Halperin
(m,m,m − 2) and Laughlin states. There, all the con-
sidered Halperin WFs exhibit a finite correlation length
in this limit (see App. C for a more detailed discussion).
Moreover, the extrapolated correlation length of the di-
agonal blocks does not depend on the topological sector.
Although the plasma analogy can be extended to any
Abelian state described by a K-matrix, there is to our
knowledge no direct evidence of the gapped nature of the
Halperin droplets or analytic computation of their corre-
lation lengths. Our numerical analysis shows that these
Halperin states have indeed a finite correlation length.
For the Laughlin WFs, all off-diagonal blocks are Jor-
dan blocks. Thus, the decay of the correlation function
of operators mixing different topological sectors is faster
than the exponential decay given in Eq. (65). In the
MPS language, off diagonal blocks of the transfer matrix
arise when computing two quasiholes correlation func-
tions. The plasma analogy calculation, which assumes
bulk screening as opposed to the MPS derivation, shows
that the two quasiholes correlation function vanishes with
Gaussian, rather than exponential falloff, as derived in
Ref. [54] for the Laughlin state.
Numerically, we observe that for all the considered
Halperin (m,m, n) states, the transfer matrix has non-
zero eigenvalues between the topological sectors (a, b) and
(a, b + 2k) with k ∈ [[1;m− n− 1]]. Let’s exemplify this
properties on the Halperin 331 case at filling ν = 1/2
which is known to have similarities with the Moore-Read
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FIG. 6. Product of the correlation length and the filling factor
as a function of the filling factor. For both the Laughlin and
the Halperin (m,m,m − 1) series, the results lie around the
same value when the filling factor goes to zero. This could be
an evidence of the fact that the screening of local fluctuations
have the same microscopic cause in both fluids.
(MR) WF [55, 56]. Reminiscent of the MR case [57], we
see that the eight topological sectors of the Halperin 331
state can be split into four pairs as depicted in Fig. 3. For
example (a, b) and (a+4, b) belong to the same pair, i.e.
they have the same center of mass momentum on a finite
torus and arise from the same largest eigenvalue (in mag-
nitude) of the transfer matrix in finite size. Thus, any off
diagonal block of the transfer matrix involving two differ-
ent pairs leads to a strict zero eigenvalue (either due to
different momenta or different largest eigenvalues of the
transfer matrix). Numerically, we indeed observe this
strict zero eigenvalue as in the Laughlin case. Within a
given pair, the finite perimeter off diagonal correlation
length ζoff(L) for the Halperin 331 state is finite. But
as opposed to the MR case, it goes to zero when the
perimeter increases (see App. C). This is a striking dif-
ference between the Abelian Halperin 331 state and the
non Abelian MR state for which both diagonal and off-
diagonal correlation length are equal [12].
Overall, this shows that for all Halperin WFs con-
sidered, any correlation function involving off diagonal
blocks of the transfer matrix decays faster than the ones
in the diagonal sectors. This observation is in agree-
ment with the plasma analogy arguments presented in
App. D which extends the ideas discussed in Ref. [54] to
the Halperin case.
Focusing back on the diagonal correlation length, all
those exhibited in Fig. 5 increase with decreasing filling
factor ν. Though the plasma analogy holds, it is difficult
to extract a closed form expression for the correlation
lengths and to know its explicit dependence with the fill-
ing factor. We can however try to understand the trend
with the following naive thinking. The denser the FQH
droplets, the faster local fluctuations are screened by the
electronic gas. We follow this intuitive idea and normal-
ize the computed correlation length to the inverse filling
factor, and hence by the density. The results presented
on Fig. 6 show qualitative agreement with this intuitive
picture for sparse Hall droplets. Denser liquids with a
filling factor close to one are expected not to follow this
trend. Indeed, in the limit ν → 1 we should recover
the Integer Quantum Hall Effect for which the correla-
tion function of a generic operator decays with Gaussian
rather than exponential falloff.
Although we can understand the asymptotic conver-
gence of νζ(∞) to a finite value in the limit ν → 0, the
limit is not universal. Consider for instance the Laugh-
lin ν = 1/m series and the Halperin (m,m, 0) series
which share the same correlation length but have fill-
ing factors differing by a factor two. It is hence sur-
prising to see that the Laughlin series and the Halperin
(m,m,m− 1) series seem to converge to the same value,
as Fig. 6 points out. Although our numerical limitations
and uncertainties prevent a more rigorous statement, it
may be interesting to see whether the screening processes
have similarities for the Laughlin states and the spin-
singlet Halperin states. Deep within the screening phase,
the plasma analogy reduces to Debye-Hu¨ckel theory [58]
and gives results on the Debye screening length of the
plasma [54]. This theory fails to reproduce some of the
features we see such as the dependence of the screening
length with respect to the filling factor. We compare the
prediction of this model to our data in App. C.
B. Entanglement Spectra
The edge theory of FQH states is encoded in their en-
tanglement spectrum, as first exhibited by Li and Hal-
dane [32]. Consider a bipartition of the system described
by the WF |ψ〉 in two parts A and B. Performing a
Schmidt decomposition gives:
|ψ〉 =
∑
i
e−ξi/2|ψBi 〉 ⊗ |ψAi 〉 , (67)
where 〈ψAj |ψAi 〉 = 〈ψBj |ψBi 〉 = δj,i and |ψAj 〉 and |ψBi 〉
have different support. The ξi are called entanglement
energies and form the entanglement spectrum relative to
the bipartition A−B. In order to obtain the Schmidt de-
composition Eq. (67), we first write |ψ〉 =∑j |φBj 〉⊗|φAj 〉
with |φAj 〉 being non-zero only in part A and |φBj 〉 non-
zero only in part B. Computing overlaps between states
|φAj 〉 (respectively |φBj 〉) leads to the construction of the
orthonormal basis |ψAi 〉 (respectively |ψBi 〉) and gives the
entanglement energies. Different partitions lead to dif-
ferent spectra and probe different physics. Mainly three
partitions are used in the study of the FQH effect: the
orbital entanglement spectrum (OES) [59], the real space
entanglement spectrum (RSES) [60–62] and the particle
entanglement spectrum (PES) [60, 63]. In this section,
we study the two former.
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1. Orbital Entanglement Spectrum
We start with the orbital bipartition. It consists of a
cut of the system after ℓA orbitals, part A contains all or-
bitals on the right of the cut while B is made of the one on
the left. To benefit from the block structure of the trans-
fer matrix, we choose ℓA + 1 to be a multiple of m + n.
The MPS representation yields a natural way to decom-
pose a state into a sum of product states in A and B. In-
deed, we can decompose any state of the occupation basis
as |m↓Nφm
↑
Nφ
· · ·m↓0m↑0〉 = |m↓Nφm
↑
Nφ
· · ·m↓ℓA+1m
↑
ℓA+1〉 ⊗
|m↓ℓAm
↑
ℓA · · ·m
↓
0m
↑
0〉 = |{mB}〉⊗|{mA}〉 and use a closure
relation to get:
|ΦαLαR〉 =
∑
β∈HCFT
|φBβ 〉 ⊗ |φAβ 〉 , (68)
where
|φBβ 〉 =
∑
{mB}
cαL,β{mB}|m↓Nφ ,m
↑
Nφ
· · ·m↓ℓA+1,m
↑
ℓA+1〉
cαL,β{mB} = 〈αL|B
(m↓Nφ ,m
↑
Nφ
) · · ·B(m↓ℓA+1,m↑ℓA+1)|β〉 , (69)
and a similar expression hold for |φAβ 〉. The Schmidt
decomposition of the state |ΦαLαR〉 can be computed once
the overlaps between the states |φAβ 〉 in A and |φBβ 〉 in B
are known. Interpreting theses states as FQH droplets
living on part A and B, we can use Eq. (60):
〈φAβ |φAβ′〉 = 〈β, β′∗|EℓA+1|αR, α∗R〉, (70)
〈φBβ |φBβ′〉 = 〈αL, α∗L|ENφ−ℓA |β, β′∗〉. (71)
As explained in Sec. IVB, in the thermodynamic limit
Nφ →∞ and Nφ − ℓA →∞, overlaps of A (respectively
B) are given by the right (respectively left) eigenvector
of the transfer matrix. It is thus enough to compute the
later to perform the Schmidt decomposition of the state
|ΦαLαR〉.
The spectrum ξi obtained from this decomposition can
be plotted as a function of the quantum numbers in part
A. It can be shown that the right and left largest eigen-
vectors of the transfer matrix in each topological sector
exhibit a block structure with respect to both charge and
spin U(1)-charges and to the conformal dimension [10].
They are hence good quantum numbers and we can plot
the entanglement energies as a function of the confor-
mal dimension in restricted spin and charge sectors. In
that case, the conformal dimension can be identified to
the momentum along the cylinder perimeter up to a shift
corresponding to the total charging energy. A represen-
tative example of the results are shown of Fig. 7 for the
Halperin 443 state.
The character of the Halperin state is the product two
Laughlin’s characters since it contains two free bosons.
FIG. 7. Orbital entanglement spectrum for the Halperin 443
state on a cylinder with a perimeter L = 20ℓB. The main
picture depicts the entanglement energies of states having the
U(1)-charges Nc = 0 and Ns = 0. The state counting is the
one of two free bosons as expected from the theory presented
in Sec. III. The inset shows the perfect overlap between differ-
ent sectors of Ns corresponding to the spin projection along
the quantization axis. This organization of the entanglement
energies ξi in multiplets is a consequence of the SU(2) sym-
metry of the Halperin (m,m,m− 1) states. This symmetry is
preserved at any level of truncation and is exact as shown in
App. A.
This counting is faithfully reproduced by our MPS de-
scription but this comes at no surprise given the con-
struction of Sec. IV.
The Halperin (m,m,m−1) states have additional sym-
metries, namely they are spin singlets. Although it has
been known for a long time that those states presented
a SU(2) symmetry, we find interesting to rederive the
same property from the underlying CFT. The details of
the derivation can be found in App. A, the main argu-
ments are the identification of dimension 1 spin raising
and lowering operators and the use of Ward identities. As
a consequence, the entanglement spectrum of these states
is organized in multiplets as can be seen on the inset of
Fig. 7. It should be pointed out here that the trunca-
tion with respect to the conformal dimension preserves
this multiplet structure and that the SU(2) symmetry is
exact at any level of truncation (see App. A). We can ad-
ditionally perform an SVD compression, keeping only a
certain number of multiplets. Such an SVD compression
can be performed while preserving the SU(2) symmetry
of the trial WF at any step in the algorithm (see Fig. 8).
The counting of the Halperin 221 state can be seen in
Fig. 8, where we show all spin sectors in the same charge
sector. They reproduce the first terms in the non-trivial
characters of SU(3)1, which is known to be the underly-
ing CFT [64, 65].
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FIG. 8. Orbital entanglement spectrum plotted as a function
of the conformal dimension (or equivalently the momentum
along the cylinder perimeter) for the Halperin 221 state be-
fore (stars) and after (pluses) an SVD compression of the
state. Stars and pluses are shifted for the sake of clarity,
but share the same conformal dimension at each level. The
multiplet structure of the OES shows that both the truncation
in conformal dimension presented in Sec. IVA and the SVD
compression on multiplets preserves the SU(2) invariance of
the trial WF. The black line indicates the truncation threshold
for the SVD compression.
2. Real Space Entanglement Spectrum
The orbital bipartition presented above is particularly
suited to the fractional quantum Hall states MPS descrip-
tion as described in Secs. II - III and IV. Indeed, it is the
natural cut used for the physical space of the MPS (i.e.
the orbital occupation). Whenever the partition A − B
mixes the physical indices of the MPS, computing the en-
tanglement spectrum is more involved. This is the case
when we want to perform a sharp cut in the real space
to compute the RSES [60–62]. We consider here a sharp
cut in real space, perpendicular to the cylinder axis. We
call x = 0 the position of the cut. Part A contains all
points x > 0 on the right of the real space cut while B
is made of the points on the left. The one-body WF ψj
(cf. Eq. (2)) corresponding to orbital j is has support
on both A and B. A particle in orbital j belongs to A
with probability |gA,j |2 and in B with the complementary
probability |gB,j|2 = 1− |gA,j |2, where:
|gA,j |2 =
∫
x>0 d
2r|ψj(r)|2∫
d2r|ψj(r)|2 . (72)
A transfer matrix description of such a real space par-
tition is presented in App. B and is equivalent to the
derivation obtained in Refs. [9] or [10]. The idea is to
weight the transfer matrix components of Eq. (57) with
the gI,j for I ∈ {A,B} and to introduce a transition re-
gion near the cut. A typical RSES is shown in Fig. 9
FIG. 9. Real Space Entanglement Spectrum for the Halperin
221 state on a cylinder of perimeter L = 10ℓB, we show the
U(1) sector Nc = 0 and Ns = 0. It corresponds to a sharp
cut at x = 0 perpendicular to the cylinder axis (top). The
OES for the same state and is shown for comparison. For
readability, the two types of spectrum have been shifted but
share the same conformal dimension.
for the Halperin 221 state on a cylinder of perimeter
L = 10ℓB. For comparison, we plot the RSES together
with the OES computed for the same parameters. Al-
though both spectra show the same counting, they differ
drastically in the distribution of the entanglement ener-
gies. These differences were studied in detail in Ref. [9].
C. Topological Entanglement Entropy
For a cut of length L in real space, the Von Neumann
entanglement entropy SA(L) =
∑
i ξie
−ξi is of partic-
ular interest. Noticing that it follows an area law (see
Ref. [41] or Ref. [66] for a review) supports the idea of an
efficient MPS description of FQH states on the cylinder
(see Sec. II). More importantly for topologically ordered
ground states, the first correction to the area law is a
constant which is known to characterize the topological
order [33, 34]. It is referred to as the Topological En-
tanglement Entropy [33] (TEE) and is denoted as γ. We
have:
SA(L) = αL− γ +O(L−1) , (73)
where the constant α depends on the microscopic de-
tails of the system while γ is the universal TEE. Be-
cause the Halperin (m,m, n) state is Abelian, the TEE
is independent of the topological sector and reads γ =
ln
(√
m2 − n2) [30, 34].
We computed the entanglement entropy (EE) for dif-
ferent perimeters. The Von Neumann EE follows the
area law as seen in the inset of Fig. 10. Our numerical
work does not make any assumption on the perimeter
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FIG. 10. Main picture: Entanglement entropy of the Halperin
221 state with the local contribution to the area law removed,
SA − (∂SA/∂L)L, as a function of the cylinder perimeter for
different truncation parameters Pmax and different topologi-
cal sectors. The topological entanglement entropy is extracted
from the plateau and agrees with the theoretical prediction
(dotted line). All sectors share the same TEE while higher
order correction seen in the finite size effects are clearly non-
universal. Inset: The entanglement entropy indeed follows an
area law.
L of the cylinder, so that we can numerically evaluate
the derivative of the EE with finite differences. We lo-
cally remove this linear contribution to the EE by nu-
merically computing the derivative (∂SA/∂L), and we
plot SA − (∂SA/∂L)L to extract the sub-leading TEE
with no fitting parameters. The results are presented in
Fig. 10 for the Halperin 221 WF. When the perimeter
is too small, finite size effects dominate. On the other
side for large L, the truncation of the Hilbert space pre-
vents the convergence of the TEE. In between these two
regions, we see that the EE has the expected behav-
ior Eq. (73). The TEE extracted from the plateau (see
Eq. (73)) gives 0.545(5) which agrees with the theoretical
value of log
√
3 ≃ 0.549306. Moreover, we have checked
that the TEE is indeed the same for the different topolog-
ical sectors (see Fig. 10), as expected for Abelian states.
To avoid finite size effects, we should consider perime-
ters significantly larger than the correlation length. Sat-
isfying this condition while keeping a reasonable auxiliary
space dimension is often impossible and limits the size of
the plateau in Fig. 10. This is also why we focused on
the Halperin 221 state which has the smallest correlation
length (see Fig. 5 and App. C for a similar analysis on
the Halperin 332 state).
Rigorously, the area law and its first universal correc-
tion Eq. (73) only holds true for a real space cut. It
is not clear whether other corrections appear for orbital
cuts. Are the significant differences between the OES and
RSES seen in Fig. 9 a mere rearrangement of the states?
A first insight [61] is that the orbital cut is non-local and
FIG. 11. Main picture: Orbital Von Neumann EE without
the local contribution to the area law SorbA − (∂S
orb
A /∂L)L as
a function of the cylinder perimeter for different truncation
parameters Pmax and different topological sectors. It presents
the same features as Fig. 10, i.e. the finite size effects domi-
nate for small perimeters and the entropy saturates for large
L because of the auxiliary Hilbert space truncation. Other cor-
rections to the area law seem to prevent us from extracting the
TEE from this dataset. The theoretical TEE is depicted by the
dotted line. Inset: The orbital entanglement entropy indeed
follows an area law.
might pick up other correction in addition to the scaling
Eq. (73). To investigate this further, we consider the or-
bital entanglement entropy SorbA =
∑
i ξie
−ξi where the ξi
are the entanglement energies of an orbital bipartition.
The results for an orbital cut can be found in Fig. 11.
They are qualitatively equivalent to the one obtained for
a real space cut, finite size effects dominate for small
perimeters and the truncation limits the range of perime-
ter for which the area law is satisfied. The convergence
is found to be much easier for the orbital cut, and to be
valid for larger perimeters. However, we are not able to
extract the TEE from the plateau of SorbA −(∂SorbA /∂L)L.
While the plateau seems to have a small finite slope, the
second derivative of SorbA is comparable to the one ob-
tained for a real space cut. Indeed, we numerically get∣∣∣∣∂2SorbA∂L2
∣∣∣∣ ≤ 8 · 10−3ℓ−2B for 13 ≤ L/ℓB ≤ 22. The same
calculation for the RSES gives
∣∣∣∣∂2SorbA∂L2
∣∣∣∣ ≤ 10−2ℓ−2B for
10 ≤ L/ℓB ≤ 13. A similar analysis with the infinite
Renyi entropy for an orbital cut did not give better re-
sults. Our methods suggests that the TEE can only be
extracted from a real space cut in the regime of accessible
perimeters.
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VI. CONCLUSION
In this article, we derived an exact MPS representa-
tion for the Halperin (m,m, n) series. The derivation
deals with the possible caveats of indistinguishability in
the CFT formalism coming from the use of multiple elec-
tronic operators. We emphasize that our MPS has an
exact SU(2) symmetry for any finite truncation parame-
ter Pmax when n = m−1. While our efforts were focused
on two-component fluids, the core of the derivation may
be extended to any richer internal structure.
As an application, we have computed the bulk corre-
lation lengths of several Halperin WFs thus establishing
that they describe gapped phases. We compared our re-
sults to prediction made with the plasma analogy and
checked the conjecture made in Ref. [54] about the Gaus-
sian falloff off two quasiholes correlation functions. We
were able to characterize the topological content of the
Halperin WFs with the unambiguous extraction of the
TEE. All topological sectors share the same TEE, a sig-
nature of their Abelian nature.
With this platform in hand, future works will focus
on attaining larger system sizes to support quantita-
tively recent experimentally oriented proposals [14–16],
which aim at realizing non-Abelian excitations by adding
twist defects to more conventional Abelian FQH droplets.
Large size numerical works are highly desirable to assess
the feasibility of such proposals and to confirm the evi-
dence of non Abelian statistics already witnessed in finite
size numerics [17].
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Appendix A: SU(2) symmetry of the Halperin
(m,m,m− 1) state
1. Ward Identities
We consider the (m,m,m− 1) Halperin WFs. In that
case, the vertex operators are:
V↑(z) =: ei
√
(2m−1)/2ϕc(z)+i 1√
2
ϕs(z)
: , (A1)
V↓(z) =: ei
√
(2m−1)/2ϕc(z)−i 1√
2
ϕs(z)
: , (A2)
the phase operator is χ = e2iπ
√
(2m−1)/2ac0 and satisfies
χ2 = I. As pointed out in Ref. [43, 67] the operators
J˜0(z) = i
√
2∂ϕs(z), J˜±(z) =: e±i
√
2ϕs(z) : give rise to an
SU(2)1 affine Kac-Moody algebra:[
J˜an , J˜
b
n′
]
= 1 · n dabδn+n′,0 + fabc J˜cn+n′ , (A3)
where the metric is d00 = 2, d+− = 1 and the structure
constants are obtained from f+−0 = 2. They represent
one specific choice of the spin operators. For reasons that
will appear clear later on, we make another choice of op-
erators satisfying the same algebra, J0(z) = i
√
2∂ϕs(z),
J±(z) = −χ : e±i
√
2ϕs(z) : and call them respectively
spin current, spin raising and spin lowering operators.
We want to show that they are the algebraic counterpart
of the spin operator Sz, S±. We will first study the ac-
tion of the J ’s on the electronic operators and then on
the WF of Eq. (42) to show that it is a spin singlet.
First, consider the fusion J˜−(z)V↓(zi) = (z − zi) :
eiQcϕ
c(zi)−iQsϕs(zi)−i
√
2ϕs(z) : which can be written in a
more generic form as
J˜−(z)V↓(zi) =
∑
n∈N
(z − zi)n−1(J˜−−nV↓)(zi) . (A4)
This identity ensures that (J˜−0 V↓)(zi) = 0. We can also
prove that (J˜+0 V↑)(zi) = 0. Using the same trick with the
fusion rule J˜−(z)V↑(zi) = (z − zi)−1V↓(zi) we see that
(J˜−0 V↑)(zi) = V↓(zi) and similarly (J˜+0 V↓)(zi) = V↑(zi).
Now adding the χ’s and using both [χ, J+] = [χ, J−] = 0
and χ2 = I we find:(
J+0 W↑
)
(zi) = 0,
(
J+0 W↓
)
(zi) =W↑(zi), (A5)(
J−0 W↑
)
(zi) =W↓(zi),
(
J−0 W↓
)
(zi) = 0. (A6)
The action of J±0 on the electronic operators Eq. (A5) and
Eq. (A6) justifies their name of spin raising and lowering
operators. We recall the definition of Eq. (39)
V(z) = V↑(z)χ| ↑〉+ V↓(z)| ↓〉 , (A7)
which will be used in order to compute the action of those
spin operators on the total WF (see Eq. (42)).
From conformal invariance and noticing that J±(z)
have conformal dimension 1, we deduce that the corre-
lator 〈ObcJ±(z)
∏
i V(zi)〉 decays as 1/z2 for |z| → ∞.
Moreover, the OPE ensures that:
〈ObcJ±(z)
Ne∏
i=1
V(zi)〉 (A8)
=
Ne∑
i=1
1
z − zi 〈Obc
∏
j<i
V(zj) ·
(
J±0 V
)
(zi) ·
∏
j>i
V(zj)〉 .
Hence, the leading term in 1/z must be zero. This leads
to Ward Identities for the spin operators:
Ne∑
i=1
〈Obc
∏
j<i
V(zj)·
(
W−σ(zi)·|σ〉
)
·
∏
j>i
V(zj)〉 = 0 , (A9)
with σ ∈ {↑, ↓} and where −σ denotes the spin state
opposite to σ. This is exactly the effect of S± onto the
the WF of Eq. (42), since for any electron i we have
S+i V(zi) = W↓(zi)| ↑〉 and S−i V(zi) = W↑(zi)| ↓〉 . We
have just proven that the (m,m,m− 1) Halperin state is
indeed a spin singlet:
S±|ΦTOTm,m,m−1〉 = 0 . (A10)
To complete the derivation, we can repeat the exercise for
the spin current operator Jz. This case is trivial using
the operator Sz: because of the absence of spin back-
ground charge, only the configurations having an equal
number of spin and and spin down survive in the cor-
relator Eq.(42). We recover the result using the OPE
J˜0(z)V↑↓(zi) = ± 1z−ziV↑↓(zi). This can be used to derive
a Ward Identity along the lines used to obtain Eq. (A9).
It proves that the action of Sz is as expected:
Sz|ΦTOTm,m,m−1〉 = 0 . (A11)
2. Truncation of the CFT Hilbert Space
Let us first recast the Ward Identities Eq. (A9) in the
MPS language. We start from the decomposition of the
Halperin (m,m,m− 1) state given by Eq. (49)
|ΦTOTm,m,m−1〉 =
∑
λ,ρ
c′λ,ρ|m↓Nφm
↑
Nφ
· · ·m↓0m↑0〉, (A12)
where the coefficients c′λ,ρ are given by Eq. (56). The
action of the spin raising operator reads:
S+|ΦTOTm,m,m−1〉 =
∑
λ,ρ
c′λ,ρ
∑
k
bk|m↓Nφm
↑
Nφ
· · ·m↑k−1(m↓k − 1)(m↑k + 1)m↓k+1 · · ·m↓0m↑0〉. (A13)
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where
bk =
√
m↓k(m
↑
k + 1) for bosonic WFs, (A14)
bk =
√
m↓k(1 −m↑k) for fermionic WFs. (A15)
Note that these coefficients prevent unphysical occupa-
tion number to arise in Eq. (A13). For m↑ ≥ 1, we
introduce the MPS tensor
N (m
↓,m↑) =M
(m↓)
↓ [0]
(
1√
m↑
W↓0
)
M
(m↑−1)
↑ [0]U. (A16)
Up to the sign operator χ, it can be understood as a
spin flip from ↑ to ↓ in the physical space of a B(m↓,m↑)
tensor (see Eq. (53)). Thank to Eq. (A6), we may also
interpret theW↓ operator of Eq. (A16) as the insertion of
J−0 needed to derive the Ward identities of Eq. (A9). For
ease of notation, we also define N (m
↓,0) = 0. Performing
a change of variable in Eq. (A13), we obtain
S+|ΦTOTm,m,m−1〉 =
∑
λ,ρ
dλ,ρ|m↓Nφm
↑
Nφ
· · ·m↓0m↑0〉, (A17)
where the coefficients dλ,ρ read
Nφ∑
k=0
m↑k〈αL|B
(m↓Nφ ,m
↑
Nφ
) · · ·N (m↓k,m↑k) · · ·B(m↓0 ,m↑0)|αR〉.
(A18)
N (m
↓,m↑) can again be seen as the insertion of J−0 and
Eq. (A18) should be compared to Eq. (A9) in the case
σ =↓.
We can now consider how the truncation with respect
to the conformal dimension affects the spin singlet struc-
ture. A nice property of the approximate wavefunction
obtained through this truncation is that its coefficients in
the occupation basis are either exactly equal to c′λ,ρ (up
to an irrelevant global factor), or they are strictly equal
to zero [10].
Let us consider the partitions λ and ρ and assume for
the moment that the truncation parameter Pmax is large
enough to allow for the exact computation of the coeffi-
cient
〈αL|B(m
↓
Nφ
,m↑Nφ) · · ·B(m↓k,m↑k) · · ·B(m↓0,m↑0)|αR〉. (A19)
Because N (m
↓,m↑) is obtained from B(m
↓,m↑) by replac-
ing a zero mode by another zero mode, or equivalently
inserting a zero mode J−0 which does not shift the con-
formal dimension, the truncation parameter is also large
enough for the exact computation of all the coefficients
〈αL|B(m
↓
Nφ
,m↑Nφ ) · · ·N (m↓k,m↑k) · · ·B(m↓0 ,m↑0)|αR〉. (A20)
Then the coefficient of the truncated WF exactly repro-
duce dλ,ρ which is equal to zero because of the Ward
Identities Eq. (A9).
FIG. 12. Sketch of the MPS computation of the real-space
entanglement spectrum. a) A sharp real space cut at x = 0 is
smoothed in the orbital space by gaussian weights. Orbitals lay
both in part A or B and they must be considered with weights
(see Eq. (B1)) represented by the height of the blue (respec-
tively red) shaded region for the B (respectively A) part. b)
For each orbital, the physical index m is decomposed onto the
bipartition A− B as m = mA +mB (see Eq. (B4)). mA (re-
spectively mB) is the number of electrons on the orbital which
belong to A (respectively B). c) The swapping procedure is
needed to separate region A and B. The MPS uses the site
independent matrices before and after the real space cut while
a site dependent representation is needed in the transition re-
gion.
On the other hand, the same argument shows that if
Pmax is too small such that the coefficient Eq. (A19) van-
ishes, all the coefficients in Eq. (A20) vanish as well and
dλ,ρ = 0.
To summarize, if we consider a finite truncation pa-
rameter Pmax, the coefficients dλ,ρ are always zero. This
result relies on the fact that the Ward identities involve
only the zero modes J±0 and that the truncation is made
with respect to the conformal dimension. The same argu-
ments apply to S−, which proves that the truncation of
the CFT Hilbert space preserves the spin singlet nature
of the trial WF.
Appendix B: Real Space Schmidt Decomposition
For clarity, we consider the Laughlin case presented
in Sec. II C, the generalization to the Halperin case only
involves additional indices without introducing any ad-
ditional complexity. We recall that in Sec. II C, we
transformed an orbital dependent MPS having matri-
ces A(m)[j] into a site-independent MPS represented on
Fig. 12-a). To do this we used an operator U such that
UA(m)[j]U−1 = A(m)[j − 1]. The orbital-independent
MPS is built from the matrices B(m) = A(m)[0]U and
requires a change of boundary condition αL and αR (see
Eq. (23)). We consider a bipartition of the system A−B.
For all orbital j, the one-body WF ψj (cf. Eq. (2)) can be
written as a sum of two WFs: one with support on A and
19
one with support on B. A particle in orbital j belongs
to A with probability |gA,j |2 and in B with the comple-
mentary probability |gB,j |2 = 1 − |gA,j |2. The weights
{gA,j} entirely define the partition A − B. Specific and
important examples in the study of the FQH effect were
done in Refs. [59, 61–63, 68, 69]:
• The orbital partition presented in Sec. VB 1 and
in Refs. [10, 68] for which we have gA,j = 1 and
gB,j = 0 if j < 0 while gA,j = 0 and gB,j = 1 if
j ≥ 0.
• The real space partition discussed in Sec. VB 2
and in Refs. [60–62] involves a sharp cut at x = 0
perpendicular to the cylinder axis. The cylinder
has perimeter L and orbital j is located around
xj = j(2πℓB/L). The coefficients gA,j have an ex-
plicit expression using the error function:
gA,j =
√
1
π
∫
x<0
dx exp
(− (x − xj)2) . (B1)
• The particle entanglement spectrum described
in [63] can be seen as a partition for which, irre-
spective to the orbital we have gA,j = gB,j = 1/
√
2.
The MPS implementation requires two steps [9]. First,
because particles can now be in A or B, the MPS descrip-
tion of the partitioned physical subspace requires twice as
many indices |mNφ · · ·m0〉 → |(mBNφ ,mANφ) · · · (mB0 ,mA0 )〉
where for any orbital j we havemAj +m
B
j = mj. Then the
matrices should be swapped to have all physical indices
of A (respectively B) on the left (respectively right). The
Schmidt decomposition can then be perform by comput-
ing overlaps in region A and B with the transfer matrix
formalism.
Let us focus on the orbital j and see how the
physical space can be divided into part A and B.
The splitting amounts to introducing the factor 1 =∑( m
mA
)|gA,j|2mA |gB,j|2mB in the definition of the trans-
fer matrix to obtain Ej =
∑
mj
∑mj
k=0Q
k,mj ⊗ (Qk,mj )∗
with:
Qk,mj =
√(
mj
k
)
gkA,j g
mj−k
B,j B
(mj) . (B2)
The expression can be further simplified using the rela-
tion
B(mj) =
1√(mj
k
)B(mj−k)U−1B(k) . (B3)
where U was introduced in Eq. (25). The transfer matrix
E can be factorized as:
Ej = EB,jUEA,j , (B4)
where EI,j =
∑
k g
k
I,jB
(k) for I ∈ {A,B} and U =
U−1 ⊗ (U−1)†. This situation is depicted on Fig. 12-b)
and is the first step needed to compute the entanglement
spectrum for the bipartition A − B. Let us introduce a
few notation for shortness. We write F kI,j = g
mIj
I,jA
(mIj )[k]
and F∞I,j = g
mIj
I,jB
(mIj ) for an orbital j, mIj its occupation
number in part I and k an integer. They are simply the
site dependent matrices for F kI,j or the site independent
matrices for F∞I,j of the MPS properly weighted in partsA and B. Note that for both definition, the matrices are
now site-dependent due to the weights.
The next step is to swap the matrices in order to bring all physical indices of region A to the right. Let us write
the MPS state obtained with the previous factorization (see Fig. 12b)):
|ΦαLαR〉 =
∑
{mA},{mB}
〈αL|
(
F∞B,NφU
−1F∞A,Nφ
)
· · · (F∞B,0U−1F∞A,0) |αR〉|mBNφ ,mANφ · · ·mB0 ,mA0 〉 . (B5)
We will not go into the details of the swapping procedure but give the important arguments. The commutations
relation of the A(m)[j] were chosen to fit the statistics of the particles. The phase factors coming from the swapping
of the physical indices and the commutation of the matrices cancels out. The commutation relations of the A(m)[j]
with U come from the definition, UA(m)[j]U−1 = A(m)[j − 1]. If we assume the number of orbitals Norb = Nφ + 1
to be even for simplicity, the MPS can be rewritten in the form depicted in Fig. 12c). It is composed of the site
independent matrices on the Norb/2 orbitals of the edge weighted with the gI,j. The central part is described with
orbital dependent matrices. The origin for the orbitals in this site dependent is chosen at the cut. We may then write
the state as a Schmidt decomposition onto the partition A− B:
|ΦαLαR〉 =
∑
β∈HCFT
|φBβ 〉 ⊗ |φAβ 〉 , (B6)
where
|φBβ 〉 =
∑
{mB}
〈αL|F∞B,Nφ · · ·F∞B,No/2F 0B,No/2−1 · · ·F
−No/2+1
B,0 |β〉|mBNφ · · ·mB0 〉 (B7)
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|φAβ 〉 =
∑
{mA}
〈β|FNo/2A,Nφ · · ·F 1A,No/2F∞A,No/2−1F∞A,0|αR〉|mANφ · · ·mA0 〉 . (B8)
The transfer matrix formalism can be applied to compute
the overlaps of the |φAβ 〉 and |φBβ 〉. When performing
numerical calculation, we do not need to know all the
site dependent matrices as they can be computed step
by step using UA(m)[j]U−1 = A(m)[j − 1] for part B and
U−1A(m)[j]U = A(m)[j + 1] for part A. Note that when
gI,j = 1, i.e. far away from the cut, we recover the
site independent matrices F∞I,j = B
(mIj ). We can thus
work on the infinite cylinder, by switching to the site
independent matrices far away from the cut.
Appendix C: Additional Numerical Results
1. Extrapolation of the Correlation Length
Here we discuss the convergence of the correlation
length ζ(L) for finite perimeter as a function of the trun-
cation parameter Pmax. We show a representative ex-
ample of such a convergence in Fig. 13 for the Halperin
332 state. For all perimeters considered and Pmax ≤ 10,
we computed directly the gap of the transfer matrix to
infer the correlation length ζ(L). For greater truncation
parameters, we relied on an SVD truncation of the matri-
ces. We set this truncation to keep only the states which
contributes the most to the Entanglement Entropy. The
difference in EE before and after the reduction is chosen
to be less than 10−5 in the worst cases. The reduction
was tailored so as to keep the multiplet structure and
hence to preserve the SU(2) symmetry of the Halperin
(m,m,m − 1) series (see Fig. 8). We do not impose a
fix dimension to the auxiliary space. We keep only the
values of L for which the convergence of ζ(L)/ℓB as a
function of Pmax is better than 10
−2. The value of ζ(L)
is averaged over the two largest values of Pmax.
Once all ζ(L) have been determined this way, we plot
ℓB/ζ(L) as a function of ℓB/L as in Fig. 5. In order to
extend our ζ(L) down to ℓB/L → 0, we perform least
square linear fits on the last points of the curves. The in-
tersection of this line with the y-axis provides an estimate
of the thermodynamic value ζ(∞). The fits are generally
really good because of the small number of points and the
flatness of the curves (see Fig. 13). They do not really
account for the errors of the method. We vary the num-
ber of points contributing to the fits from 2 to 10 to check
the consistency of our results. The different estimates are
averaged to infer ζ(∞). The standard deviation of the
set of estimates coming from the windowed fits quantify
the error of our method. We sum up the extrapolated
correlation lengths that we obtained in Tab. I.
We add to Tab. I the Debye screening lengths com-
puted for the Laughlin and Halperin series within the
FIG. 13. Inverse of the correlation lengths ℓB/ζ(L) as a func-
tion of the truncation parameter Pmax for the Halperin 332
WF.
TABLE I. Extrapolated correlation lengths for various
Halperin WFs.
State Correlation Length ζ(∞)
ℓB
Debye Length ℓD
ℓB
Laughlin 1/2 0.858(1) 0.7071
Laughlin 1/3 1.387(5) 0.7071
Laughlin 1/4 1.88(4) 0.7071
Laughlin 1/5 2.36(8) 0.7071
Halperin 221 0.941(4) 0.8660
Halperin 332 1.280(2) 1.1180
Halperin 443 1.631(9) 1.3229
Halperin 554 1.98(9) 1.5
Halperin 331 1.54(1) 0.7071
Halperin 442 2.05(5) 0.8660
Debye-Hu¨ckel theory:
ℓLaughD =
ℓB√
2
and: ℓ
(m,m,n)
D =
√
m+ n
4(m− n)ℓB . (C1)
They fail to reproduce the dependence of the correlation
length with the filling factor [54].
2. Off Diagonal Correlation Length
We apply the method presented App. C 1 to the off
diagonal part of the transfer matrix. For the Halperin 331
state, the transfer matrix couples the sectors (0, 0) with
(4, 0) (see Fig. 3 and Sec. VA). In Fig. 14, we see that for
all the considered perimeters (ℓB/ζoff(L)) monotonically
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FIG. 14. Inverse of the off diagonal correlation lengths
ℓB/ζ(L) as a function of the truncation parameter Pmax for
the Halperin 331 WF. All integer perimeters L/ℓB between
15 and 36 are represented. The convergence is not reached
for large perimeters and ζoff(L) is overestimated.
increases with increasing Pmax. For large perimeters, the
convergence with respect to the truncation parameter is
not reached. The monotonic behavior with respect to
Pmax allow us nevertheless to put an upper bound on
ζoff(L) that we overestimate in our analysis.
Fig. 15 depicts the diagonal ζ(L) correlation length and
the upper bound on ζoff(L) as a function of the inverse
cylinder perimeter. The crossing of the two curves shows
unambiguously that the off-diagonal correlation length
is distinct from the diagonal correlation length. More-
over ζoff(L) exhibit a clear behavior to extrapolate to-
ward zero in the thermodynamic limit. This result is in
agreement with the conjecture of Ref. [54], see Sec. VA
for a discussion.
3. TEE for other Halperin States
As explained in Sec. VC, we need a plateau of SA(L)−
(∂SA/∂L)L to extract accurately and with no fitting pa-
rameters the TEE. The plateau is limited at small L by
finite size effects and for large perimeters by the trunca-
tion of the Hilbert space. We can typically extract the
TEE for the Halperin states having the smallest corre-
lation length like the 221 state presented in Sec. VC or
the Halperin 332 state. For the later, we infer a TEE
of γ = 0.79(1) in agreement with the theoretical value
log
√
5 ≃ 0.80471 (see Fig. 16). We were not able to
make the same analysis for other states in the Halperin
series due to their larger correlation length.
FIG. 15. Correlation length of the 331 Halperin state as a
function of the inverse perimeter. The diagonal correlation
length is reproduced from Fig. 5. Because the convergence
of the off diagonal correlation length has not been reached for
large perimeter, we plot the upper bound we infer from Fig. 14.
The true off diagonal correlation length sits in the dotted area.
The crossing of the two curves and the extrapolation at L →
∞ shows that the off diagonal correlation length goes to zero
in the thermodynamic limit.
FIG. 16. Main picture: Entanglement entropy of the Halperin
332 state without the local contribution to the area law SA −
(∂SA/∂L)L as a function of the cylinder perimeter for dif-
ferent truncation parameters Pmax in the topological sector
(0, 0). Similar results were obtained for other topological sec-
tors. Perimeters much greater than the correlation length are
required to avoid finite size effects and to extract the TEE
(the dotted line indicates the theoretical value of the TEE).
Greater cutoffs Pmax are needed to ensure convergence. Inset:
The entanglement entropy indeed follows an area law, the de-
viation to the area law at small perimeters is due to the finite
size effects.
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Appendix D: Plasma Analogy Argument
In this appendix, we show the Gaussian decay of the
quasihole correlation function using the plasma analogy
for the generic (m,m, n) Halperin state. This correla-
tion function is related to the off diagonal transfer matrix
discussed in Sec. VA. The derivation requires a careful
treatment of the Gaussian factors. It is known [4] that
the later are reproduced by inserting a uniform back-
ground charge:
OG =: e
−iQc
√
ν
2πℓ2
B
∫
d2zϕc(z)
, (D1)
instead of Obc = e−iQcNeϕc0 as used in the main text.
Relying on Obc is perfectly valid as long as we do not
want to pin the quasiholes in both directions, i.e. if we
are interested in translation invariant WF along y (c.f.
Sec. IV). There exists two types of elementary quasiholes
for the Halperin (m,m, n) state which may be written in
the form of Eq. (34):
H↑(η) =: ei
1
Rc
ϕc(η)+i 1Rs ϕ
s(η) : (D2)
H↓(η) =: ei
1
Rc
ϕc(η)−i 1Rs ϕ
s(η) : , (D3)
which we call respectively spin up and spin down quasi-
holes.
In the following, we will forget about the full antisym-
metrization of the WF since it does not play any role in
the argument and only complexifies the notations. The
first spin up quasihole excitation WF reads:
ΨQH↑ (η, zi) = 〈OGH↑(η)V↑(z1) · · · V↑(zNe/2)V↓(z[1]) · · · V↓(z[Ne/2])〉 =

Ne/2∏
i=1
(η − zi)

 e− |η|24(m+n)Ψmmn(zi) (D4)
The goal is to prove the Gaussian falloff of
G(η, η′) =
∫ Ne∏
i=1
d2zi
(
ΨQH↑ (η, zi)
)∗
ΨQH↑ (η
′, zi) (D5)
as a function of the distance |η − η′| between the quasi-
holes. As already pointed out in Sec. VA, this overlap
involves non-diagonal blocks of the transfer matrix and is
numerically seen to decay to zero faster than exponential.
Eq. (D4) shows the dependence:
G(η, η′) = K(η, η′)e−
|η|2+|η′|2
4(m+n) , (D6)
where K(η, η′) reads
K(η, η′) =
∫ ∏
i
d2zi|Ψmmn(zi)|2
Ne/2∏
i=1
(η¯ − z¯i)(η′ − zi).
(D7)
The difference between K(η, η) and
K0 =
∫ ∏
i
d2zi|Ψmmn(zi)|2 , (D8)
can be computed in the plasma analogy [54] assuming
the plasma screens. More precisely, for a quasihole at η
in the bulk, only the interaction between the quasihole
and the plasma charges in a disk of radius |η| plays a role
because of the Gauss law. The effect on the Coulomb gas
partition function is (see below)
K(η, η)
K0
= exp
( |η|2
2(m+ n)
)
. (D9)
Analytic continuation [26] shows that K(η, η′) ∝ e η¯η
′
2(m+n)
leading to:
G(η, η′) = K0e
− 1
4(m+n)
(|η|2+|η′|2−2η¯η′). (D10)
This proves the Gaussian decay of G(η, η′) as a function
of the quasiholes distance mismatch |η − η′|.
The same reasoning applies to spin down quasihole
WFs (Eq. (D3)). More generally, we can treat along
the same lines WFs holding k-quasiholes localized at the
same position:
〈OGHσ1(η) · · ·Hσk(η)V↑(z1) · · · V↓(z[Ne/2])〉 . (D11)
In that case, the corresponding correlation func-
tion only differs by a slightly faster decay
K0e
− k
4(m+n)
(|η|2+|η′|2−2η¯η′). This agrees with the
observed behaviour of the Halperin 331 off diagonal
correlation length between the topological sectors (0, 0)
and (4, 0) (see Sec. VA and App. C). Indeed, the off
diagonal block considered involves a k = 4 quasihole WF
with σ1 = σ2 =↑ and σ3 = σ4 =↓.
At inverse temperature β = 4π the plasma Hamilto-
nian K(η, η) =
∫ ∏
i d
2zi exp(−βH(zi)) of the one spin
up quasihole (called impurity for the rest of the section)
reads:
H(z1 . . . zN↑ , z[1] . . . z[N↓]) =
= −m2π
∑
i<j ln |zi − zj| − m2π
∑
i<j ln |z[i] − z[j]|
− n2π
∑
i,j ln |zi − z[j]|+
+
∑
i
1
8π |zi|2 +
∑
i
1
8π |z[i]|2 −
− 12π
∑
i ln |η − zi| . (D12)
The second to fourth line express a two-component gen-
eralized plasma that is not well-interpreted in terms of
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charges due to the fact that n 6= m generally: no plasma
charge
√
m can be attached to the zi, z[i] particles, as the
interaction between the two types of particles has coeffi-
cient n, which is not the product of the two charges. In-
stead, it is convenient to interpret the plasma as made of
repulsive mutual two-dimensional Coulomb interactions
of strength m between particles zi, strength m between
particles z[i], and strength n between zi and z[j] particles.
All particles are attracted to a neutralizing background:
this can be considered to have resulted from interaction
with unit coupling constant with background particles
of uniform charge density 1/2π. The last line expresses
the interaction, of unit coupling constant, between the
impurity and the particles zi.
We can think that the impurity induces screening
charges in each of zi and z[i]. We find these charges by
imposing perfect screening: far from the impurity the di-
rect long-range interaction must vanish for each species
of particle; i.e., the sum of the impurity charge times
its coupling constant (remember the impurity only cou-
ples directly to the particles zi) must equal the induced
screening charges in each plasma component times the
coupling strength for that plasma component. Call ez the
charge induced by the impurity in the zi-particle plasma,
and call e[z] the charge induced by the impurity in the
z[i]-particle plasma (a similar derivation can also be done
for the Laughlin state). The perfect screening condition
then says:
mez + ne[z] = 1, nez +me[z] = 0 . (D13)
This means that the quasihole η in the zi coordinates
induces a charge
ez =
m
m2 − n2 , (D14)
in the zi component of the plasma and
e[z] = − n
m2 − n2 , (D15)
in the z[i] component of the plasma. The total charge is
then ez + e[z] = 1/(m + n), and the K(η, η) is just the
interaction of each charge ez, e[z] with their respective
background, giving Eq. (D9). In passing, notice that, due
to the above charges, we now can obtain the expression
for the abelian quasihole statistics. The screening plasma
with two quasiholes (impurities) in zi at η1, η2 uses the
charge ez that an impurity in zi creates in the zi liquid :
H(z1 . . . zN↑ , z[1] . . . z[N↓]) =
= −m2π
∑
i<j ln |zi − zj| − m2π
∑
i<j ln |z[i] − z[j]|
− n2π
∑
i,j ln |zi − z[j]|+
+
∑
i
1
8π |zi|2 +
∑
i
1
8π |z[i]|2 −
− 12π
∑
i ln |η1 − zi| − 12π
∑
i ln |η2 − zi|+
+
∑
i
1
8π(m+n) |η1|2 +
∑
i
1
8π(m+n) |η2|2 −
− 12π mm2−n2 ln |η1 − η2| . (D16)
The screening plasma with one quasihole in zi at η1,
one in z[i] at η[2] uses the charge e[z] that an impurity
in zi creates in the z[i] liquid (identical to the charge e[z]
that an impurity in z[i] creates in the zi) :
H(z1 . . . zN↑ , z[1] . . . z[N↓]) =
= −m2π
∑
i<j ln |zi − zj| − m2π
∑
i<j ln |z[i] − z[j]|
− n2π
∑
i,j ln |zi − z[j]|+
+
∑
i
1
8π |zi|2 +
∑
i
1
8π |z[i]|2 −
− 12π
∑
i ln |η1 − zi| − 12π
∑
i ln |η[2] − z[i]|+
+
∑
i
1
8π(m+n) |η1|2 +
∑
i
1
8π(m+n) |η[2]|2 −
+ 12π
n
m2−n2 ln |η1 − η[2]| . (D17)
The plasma screen perfectly, hence when integrated over
z’s, these energies do not depend on the positions of η1, η2
(respectively η1, η[2]). Notice that when exponentiated,
we recover the exact startistics between particles that
the CFT suggests: m/(m2 − n2) for two quasiholes in
the same layer, and −n/(m2 − n2) for two quasiholes in
different layers .
