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On some Sobolev spaces with matrix weights and
classical type Sobolev orthogonal polynomials.
S.M. Zagorodnyuk
1 Introduction.
The theory of Sobolev orthogonal polynomials attracted a lot of attention
in the past 30 years, see surveys in [7], [6], [12], [11], [13], [8]. It is still
under development and many aspects (such as the existence of recurrence
relations) are hidden ([5],[2]). It turned out that it is convenient to construct
new families of Sobolev orthogonal polynomials by using known orthogonal
polynomials on the real line (OPRL) or orthogonal polynomials on the unit
circle (OPUC), see [16],[17]. Moreover, if a system of OPRL or OPUC
is an eigenvector of a pencil of differential equations, then the associated
Sobolev orthogonal polynomials have a similar property as well. As for the
existence of a recurrence relation, this question is more complicated and
needs additional efforts. Let K denote the real line or the unit circle. The
following problem seems to be an appropriate framework to study classical
type Sobolev orthogonal polynomials (cf. [17, Problem 1]).
Problem 1. To describe all Sobolev orthogonal polynomials {yn(z)}
∞
n=0 on
K, satisfying the following two properties:
(a) Polynomials yn(z) satisfy the following differential equation:
Ryn(z) = λnSyn(z), n = 0, 1, 2, ..., (1)
where R,S are linear differential operators of finite orders, having com-
plex polynomial coefficients not depending on n; λn ∈ C;
(b) Polynomials yn(z) obey the following difference equation:
L~y(z) = zM~y(z), ~y(z) = (y0(z), y1(z), ...)
T , (2)
where L,M are semi-infinite complex banded (i.e. having a finite num-
ber of non-zero diagonals) matrices.
Relation (1) means that yn(z) are eigenvalues of the operator pencil
R − λS, and relation (2) shows that vectors of yn(z) are eigenvalues of the
operator pencil L− zM . For a background on operator pencils (or operator
polynomials) see [9],[10].
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In the case: yn(z) = z
n, K = T, we have the following differential
equation:
z(zn)′ = nzn, n ∈ Z+. (3)
On the other hand, yn satisfy (2) with L being the identity semi-infinite
matrix, M being the semi-infinite matrix with all 1 on the first subdiagonal
and 0 on other places. We should emphasize that in Problem 1 we do not
exclude OPRL or OPUC. They are formally considered as Sobolev orthog-
onal polynomials with the derivatives of order 0. In this way, we may view
systems from Problem 1 as generalizations of systems of classical orthogonal
polynomials (see, e.g., [4]).
Let us briefly describe the content of the paper. In Section 2 we shall con-
sider the scheme from [16] in a general setting. Some transparent conditions
for the effectiveness of the scheme are given (Theorem 1). An application to
the question of the density of polynomials in the associated Sobolev space
is given (Corollary 1). In Section 3 we shall construct a concrete family of
Sobolev orthogonal polynomials which satisfies all conditions of Problem 1.
These polynomials possess an explicit representation as well as explicit or-
thogonality relations (Theorems 2,3). Moreover, these polynomials can be
used to construct new families of Sobolev orthogonal polynomials on R or
T by any system of OPRL or OPUC (Corollary 2).
Notations. As usual, we denote by R,C,N,Z,Z+, the sets of real num-
bers, complex numbers, positive integers, integers and non-negative integers,
respectively. By Zk,l we mean all integers j satisfying the following inequal-
ity: k ≤ j ≤ l; (k, l ∈ Z). For a complex number c we denote [c]0 = 1,
[c]k = c(c− 1)...(c− k + 1), k ∈ N. For a ∈ R, we denote by [a] the greatest
integer number n: n ≤ a. By Cm×n we denote the set of all (m×n) matrices
with complex elements, Cn := C1×n, m,n ∈ N. By C
≥
n×n we denote the set
of all nonnegative Hermitian matrices from Cn×n, n ∈ N. For A ∈ Cm×n the
notation A∗ stands for the complex conjugate (m,n ∈ N), and AT means
the transpose of A. Set T := {z ∈ C : |z| = 1}. By P we denote the set of
all polynomials with complex coefficients. For an arbitrary Borel subset K
of the complex plane we denote by B(K) the set of all Borel subsets of K.
Let µ be an arbitrary (non-negative) measure on B(K). By L2µ = L
2
µ,K we
denote the usual space of (the classes of the equivalence of) complex Borel
measurable functions f on K such that ‖f‖2
L2
µ,K
:=
∫
K
|f(z)|2dµ <∞.
By (·, ·)H and ‖ · ‖H we denote the scalar product and the norm in a
Hilbert space H, respectively. The indices may be omitted in obvious cases.
For a set M in H, by M we mean the closure of M in the norm ‖ · ‖H .
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2 The Sobolev space with a matrix measure and
Sobolev orthogonal polynomials.
Fix an arbitrary Borel subsetK of the complex plane and an arbitrary ρ ∈ N.
LetM(δ) = (mk,l(δ))
ρ
k,l=0 be a C
≥
(ρ+1)×(ρ+1)-valued function onB(K), which
entries are countably additive on B(K) (δ ∈ B(K)). The function M(δ) is
said to be a non-negative Hermitian-valued measure on (K,B(K)), see [14,
p. 291]. In what follows we shall need the space L2(M) of Cρ+1-valued
functions which are square-integrable with respect to M . Let us recall its
definition from [14].
Denote by τ(δ) the trace measure, τ(δ) :=
∑ρ
k=0mk,k(δ), δ ∈ B(K).
By M ′τ := dM/dτ = (dmk,l/dτ)
ρ
k,l=0, we denote the trace derivative of M .
One means by L2(M) a set of all (classes of the equivalence of) measurable
vector-valued functions ~f(z) : K → Cρ+1, ~f = (f0(z), f1(z), . . . , fρ(z)), such
that
‖~f‖2L2(M) :=
∫
K
~f(z)M ′τ (z)
~f∗(z)dτ <∞.
Two functions ~f and ~u belong to the same class of the equivalence if and
only if ‖~f − ~u‖L2(M) = 0. It is known that L
2(M) is a Hilbert space with
the following scalar product:
(~f,~g)L2(M) :=
∫
K
~f(z)M ′τ (z)~g
∗(z)dτ, ~f,~g ∈ L2(M). (4)
As usual, we shall often work with the representatives instead of the cor-
responding classes of the equivalence. It is known (see [14, p. 294], [15,
Lemma 2.1]) that one can consider an arbitrary σ-finite (non-negative) mea-
sure µ, with respect to which all mk,l are absolutely continuous, and set
M0(z) = M0,µ(z) := dM/dµ (the Radon-Nikodym derivative of M with
respect to µ). Then the integral in (4) exists if and only if the following
integral exists: ∫
K
~f(z)M0,µ(z)~g
∗(z)dµ. (5)
If the integrals exist, they are equal. Such measures µ we shall call ad-
missible. The matrix function M0,µ(z) is said to be the (matrix) weight,
corresponding to an admissible measure µ.
Denote by A2(M) a linear manifold in L2(M) including those classes of
the equivalence [·] which possess a representative of the following form:
~f(z) = (f(z), f ′(z), ..., f (ρ)(z)). (6)
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By W 2(M) we denote the closure of A2(M) in the norm of L2(M). The
subspaceW 2(M) is said to be the Sobolev space with the matrix mea-
sure M . Elements of A2(M) will be also denoted by their first components.
Thus, we can write f(z) instead of ~f(z) for an element in (6), if this cause
no misunderstanding.
Let µ be an admissible measure and M0(z) be the corresponding matrix
weight. Suppose that 1, z, z2, ..., all belong toW 2(M). We shall also assume
that
(p, p)W 2(M) > 0, (7)
for an arbitrary non-zero p ∈ P. Then one can apply the Gram-Schmidt
orthogonalization process to construct a system {yn(z)}
∞
n=0, deg yn = n, of
Sobolev orthogonal polynomials:
∫
K
(yn(z), y
′
n(z), ..., y
(ρ)
n (z))M0(z)


ym(z)
y′m(z)
...
y
(ρ)
m (z)

dµ =
= Anδn,m, An > 0, n,m ∈ Z+. (8)
Let us show that the system {yn(z)}
∞
n=0 is related to some orthogonal sys-
tems in the direct sum of the scalar L2µ spaces.
Suppose that the matrix function M0(z) admits the following factoriza-
tion:
M0(z) = G(z)G
∗(z), (9)
where G(z) = (gl,k(z))0≤l≤ρ, 0≤k≤β is a measurable Cρ×β-valued function on
K; β ∈ N. In the case M0 = M
′
τ , one possible choice of G(z) is given by
the square root of M ′τ , which is known to be measurable, see [14]. However,
as we shall see below it is better to choose β as small as possible. For an
arbitrary function f(z) ∈ A2(M), we denote
gf ;k(z) :=
ρ∑
l=0
gl,k(z)f
(l)(z), k = 0, 1, ..., β; z ∈ K; (10)
~gf (z) := (gf ;0(z), gf ;1(z), ..., gf ;β(z)), z ∈ K. (11)
Set
L2β;µ = L
2
β;µ,K :=
β⊕
j=0
L2µ,K . (12)
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For arbitrary functions f(z), u(z) ∈ A2(M), we may write:
(f, u)W 2(M) =
∫
K
(f(z), f ′(z), ..., f (ρ)(z))G(z)G∗(z)


u(z)
u′(z)
...
u(ρ)(z)

dµ =
=
∫
K
~gf (z) (~gu(z))
∗ dµ. (13)
Taking u(z) = f(z), we conclude that gf ;k(z) ∈ L
2
µ, k = 0, 1, ..., β. Then
~gf (z) ∈ L
2
β;µ, and
(f, u)W 2(M) = (~gf (z), ~gu(z))L2
β;µ
, ∀f, u ∈ A2(M). (14)
In particular, for the Sobolev orthogonal polynomials {yn(z)}
∞
n=0 we have
the following property:
Anδn,m = (yn, ym)W 2(M) = (~gn(z), ~gm(z))L2
β;µ
, n,m ∈ Z+, (15)
where
~gj(z) := ~gyj (z), j ∈ Z+. (16)
Consequently, Sobolev orthogonal polynomials {yn(z)}
∞
n=0 lead to an orthog-
onal system of functions {~gn(z)}
∞
n=0 in the space L
2
β;µ. This property can be
used to construct Sobolev orthogonal polynomials using known orthogonal
systems of functions in L2β;µ. We come to the following question.
Question 1. Let a space L2(M) on K ∈ B(C) be given. Suppose that the
measurable factorization (9) with some β ∈ N holds. Fix some orthogonal
system of functions {~hn(z)}
∞
n=0,
~hn(z) = (hn;0(z), ..., hn;β(z)), in the space
L2β;µ. Do there exist complex polynomials pn(z), deg pn = n, n = 0, 1, 2, ...,
which are solutions of the following system of differential equations:
hn;k(z) =
ρ∑
l=0
gl,k(z)p
(l)
n (z), k = 0, 1, ..., β; z ∈ K. (17)
If an answer on Question 1 is affirmative, then {pn(z)}
∞
n=0 belong to A
2(M).
In fact, this follows from the existence of integrals on the right of (13) for
~gn(z) = ~hn(z). One can repeat the constructions after (9), taking into ac-
count (17), to conclude that {pn(z)}
∞
n=0 are Sobolev orthogonal polynomials.
Differential equations (17) can be used in the search for an explicit rep-
resentation of pn. In the case when β = 0, gl,k(z), hn;k(z) ∈ P, there exists
a transparent answer on Question 1.
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Theorem 1 Let D be a linear differential operator of order r ∈ N, with
complex polynomial coefficients:
D =
r∑
k=0
dk(z)
dk
(dz)k
, dk(z) ∈ P. (18)
Let {un(z)}
∞
n=0, degun = n, be an arbitrary set of complex polynomials. The
following statements are equivalent:
(A) The following equation:
Dy(z) = un(z), (19)
for each n ∈ Z+, has a complex polynomial solution y(z) = yn(z) of
degree n;
(B) Dzn is a complex polynomial of degree n, ∀n ∈ Z+;
(C) The following conditions hold:
deg dk ≤ k, 0 ≤ k ≤ r; (20)
r∑
j=0
[n]jdj,j 6= 0, n ∈ Z+, (21)
where dj,l means the coefficient by z
l of the polynomial dj .
If one of the statements (A), (B), (C) holds true, then for each n ∈ Z+,
the solution of (19) is unique.
Proof. (A) ⇒ (B). For each n ∈ Z+, the polynomial z
n can be expanded
as a linear combination of yj(z), 0 ≤ j ≤ n:
zn =
n∑
j=0
ϕn,jyj(z), ϕn,j ∈ C, ϕn,n 6= 0. (22)
Then
Dzn =
n∑
j=0
ϕn,jDyj(z) =
n∑
j=0
ϕn,juj(z),
is a polynomial of degree n.
(B)⇒ (A). Set
tn(z) := Dz
n, n ∈ Z+.
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By condition (B) we see that deg tn = n, n ∈ Z+. We can expand the
polynomial un(z) as a linear combination of tj(z), 0 ≤ j ≤ n:
un(z) =
n∑
j=0
ξn,jtj(z), ξn,j ∈ C, ξn,n 6= 0; n ∈ Z+. (23)
Set
yn(z) =
n∑
j=0
ξn,jz
j , n ∈ Z+. (24)
Then deg yn = n, and
Dyn(z) =
n∑
j=0
ξn,jDz
j =
n∑
j=0
ξn,jtj(z) = un(z),
for all n ∈ Z+.
(B) ⇒ (C). We shall check condition (20) by the induction argument. For
k = 0, we have:
D1 = d0(z),
and D1 has degree 0 by condition (B). Thus, deg d0 = 0. Suppose that
condition (20) holds for k ∈ Z0,l, with some l ∈ Z0,r−1. Let us verify
condition (20) for k = l + 1. We may write:
Dzl+1 =
l∑
k=0
dk(z)
dk
(dz)k
zl+1 + dl+1(z)(l + 1)!. (25)
By the induction assumptions the sum
∑l
k=0 ..., on the right has degree
≤ l+ 1. The degree of the left-hand side is equal to l+ 1 by condition (B).
Therefore deg dl+1 ≤ l + 1. Consequently, condition (20) holds.
For each n ∈ Z+, we may write:
Dzn =
r∑
k=0
dk(z)
dk
(dz)k
zn =
r∑
k=0
dk(z)[n]kz
n−k. (26)
By condition (20) we see that the polynomial on the right is of degree ≤ n.
The coefficient of zn is equal to
∑r
k=0 dk,k[n]k. By condition (B) the left-
hand side of (26) has degree n. Therefore relation (21) holds.
(C)⇒ (B). By (26) and conditions (20),(21) we see that Dzn has degree n.
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Let us check the last statement of the theorem. Suppose to the contrary
that for some n0 ∈ Z+, there exists another polynomial solution vn0(z)
(deg vn0 = n0) of (19), which is different from yn0(z). Then
D(yn0(z)− vn0(z)) = Dyn0(z)−Dvn0(z) = un0(z) − un0(z) = 0. (27)
Observe that yn0(z) − vn0(z), is a non-zero polynomial of degree k0, 0 ≤
k0 ≤ n0. By condition (B) we conclude that D(yn0(z)− vn0(z)) should have
degree k0 as well. This contradicts to relation (27). Thus, yn(z) is a unique
solution of (19). ✷
Observe that condition (21) holds true, if the following simple condition
holds:
d0,0 > 0, dj,j ≥ 0, j ∈ Z1,r. (28)
Thus, there exists a big variety of linear differential operators with polyno-
mial coefficients which have the property (A).
Let us show how Theorem 1 can be applied to a question of the density
of polynomials in W 2(M). Let r ∈ N, be an arbitrary number, and
G(z) =


d0(z)
d1(z)
...
dr(z)

 , (29)
where dj(z) ∈ P, j ∈ Z0,r, satisfy condition (C) of Theorem 1. Set
M0(z) = G(z)G
∗(z). (30)
Let K be an arbitrary Borel subset of the complex plane. Let µ be an
arbitrary (non-negative) finite measure on B(K), having all finite power
moments on K: ∫
K
zjdµ <∞, j ∈ Z+. (31)
Define the following matrix measure:
M(δ) =
∫
δ
M0(z)dµ, δ ∈ B(K). (32)
Consider the corresponding spaces L2(M) and W 2(M). Observe that we
do not assume the validity of Condition (7). We may repeat our construc-
tions after (8) up to (14), except of those concerning Sobolev orthogonal
polynomials.
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Suppose that complex polynomials are dense in L2µ. Choose an arbitrary
f ∈ A2(M). For an arbitrary ε > 0, there exists pε ∈ P, such that
‖~gf (z)− pε(z)‖L2µ < ε. (33)
By condition (A) of Theorem 1 there exists w ∈ P, such that
~gw(z) = pε(z).
By (14) we may write
‖f − w‖2W 2(M) = (~gf−w(z), ~gf−w(z))L2µ =
= (~gf (z)− ~gw(z), ~gf (z)− ~gw(z))L2µ = ‖~gf (z)− pε(z)‖
2
L2µ
< ε2. (34)
Thus, polynomials are dense in W 2(M).
Corollary 1 Let K be an arbitrary Borel subset of the complex plane. Let
µ be an arbitrary (non-negative) finite measure on B(K), having all finite
power moments (31). Let r ∈ N, and G(z) be defined by (29), where dj(z) ∈
P, j ∈ Z0,r, satisfy condition (C) of Theorem 1. Define a matrix measure
M by relations (30),(32). If complex polynomials are dense in L2µ, then
complex polynomials are dense in W 2(M). In particular, if K = T, and µ
is nontrivial, then the Szego¨ condition:∫ 2pi
0
logw(θ)
dθ
2π
= −∞, (35)
is sufficient for the density of polynomials in the corresponding space W 2(M).
Here w = 2πdµac/dθ.
Proof. The proof follows from the preceding considerations. ✷
In 1992 Klotz introduced Lp(M) spaces, for 0 < p < ∞, having square
(ρ + 1) × (ρ + 1) matrix functions as representatives of elements (ρ ∈ Z+),
see [3]. Denote by Ap(M) a set in L2(M) including those classes of the
equivalence [·] which possess a representative of the following form:
F (z) =


f(z) f ′(z) · · · f (ρ)(z)
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 . (36)
By W p(M) we denote the closure of Ap(M) in the norm of Lp(M). The
subspace W p(M) is said to be the Sobolev space of index p with the
matrix measure M . It is of interest to study the approximation by poly-
nomials in spaces W p(M). It is possible that ideas of Xu from [18] can be
applied in this case.
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3 A family of classical type Sobolev orthogonal
polynomials on the unit circle.
In this section we shall construct a concrete family of polynomials which
fit into the scheme of Problem 1 with K = T. We shall use an equation
of type (19) for this purpose. Such a way produce new systems of Sobolev
orthogonal polynomials, see [16],[17].
Suppose that conditions (A), (B), (C) of Theorem 1 are satisfied for a
differential operator D, and a set of polynomials {un(z)}
∞
n=0. Let us study
equation (19). In order to obtain an explicit representation for yn, it is
convenient to equate the corresponding powers in (19) and solve the corre-
sponding linear system of equations for the unknown coefficients of yn. Such
an idea was used in [1]. Fix an arbitrary n ∈ Z+. Let
y(z) =
n∑
j=0
µn,jz
j , µn,j ∈ C. (37)
Then
Dy(z) =
n∑
j=0
µn,jDz
j =
n∑
j=0
r∑
l=0
µn,jdl(z)[j]lz
j−l =
=
n∑
j=0
r∑
l=0
l∑
k=0
µn,j[j]ldl,kz
j−l+k.
Using the change of indices in the last sum: t = j − l + k, k = l + t− j, we
get
Dy(z) =
n∑
j=0
r∑
l=0
j∑
t=j−l
µn,j[j]ldl,l+t−jz
t =
n∑
j=0
r∑
l=0
j∑
t=0
µn,j[j]ldl,l+t−jz
t. (38)
In the last sum we replaced the lower bound t = j − l, by t = 0. In the case
j ≤ l, this is correct, since Dy is a polynomial. If j > l, then there appear
new terms with 0 ≤ t ≤ j− l−1. For these terms we have l+t−j ≤ −1 < 0.
Thus, we define dl,m := 0, for l ∈ Z0,r, m ∈ Z : m < 0.
Changing the order of summation for j and t we obtain that
Dy(z) =
n∑
t=0
zt

 r∑
l=0
n∑
j=t
µn,j[j]ldl,l+t−j

 . (39)
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Let
un(z) =
n∑
j=0
an,jz
j, an,j ∈ C, an,n 6= 0. (40)
Equation (19) is now equivalent to the following system of linear algebraic
equations:
µn,n
r∑
l=0
[n]ldl,l = an,n, (41)
µn,n−k
r∑
l=0
[n− k]ldl,l +
n∑
j=n−k+1
µn,j
r∑
l=0
[j]ldl,l+n−k−j = an,n−k,
k = 1, 2, ..., n. (42)
It is clear that one can find µn,n, µn,n−1, ..., µn,0, step by step. However, for
large n this leads to considerable difficulties. It is important to point such
cases for D which admit convenient explicit representations for yn.
Fix arbitrary r ∈ N, and α ∈ R. In what follows we shall consider the
following differential operator:
D = α
dr
(dx)r
+ 1. (43)
Observe that D satisfies condition (28). Therefore it satisfies conditions
(A), (B), (C) of Theorem 1. At first, we shall consider the case: un(z) = z
n,
n ∈ Z+. Equation (41) implies that µn,n = 1, while equations (42) take the
following form:
µn,n−k +
n∑
j=n−k+1
µn,j
r∑
l=0
[j]ldl,l+n−k−j = 0, k = 1, 2, ..., n. (44)
Using the change of index: s = n− k, k = n− s, we may rewrite (44) in the
following form:
µn,s +
n∑
j=s+1
µn,j
r∑
l=0
[j]ldl,l−j+s = 0, s = 0, 1, ..., n − 1. (45)
If l /∈ {0, r}, then dl,l−j+s = 0. If l = 0, then dl,l−j+s = 0, since s − j < 0.
Finally, if l = r, then
dl,l−j+s = dr,r−j+s =
{
α, if j = s+ r
0, if j 6= s+ r
. (46)
11
Therefore{
µn,s + µn,s+rα[s + r]r = 0, if s ≤ n− r
µn,s = 0, if s > n− r
; s = 0, 1, ..., n − 1. (47)
By the induction argument one can check that
µn,n−kr = (−α)
k[n]r[n− r]r...[n− (k − 1)r]r, k ∈ N : n− kr ≥ 0. (48)
If r = 1, we have calculated all the coefficients of y(z). If r > 1, then by (47)
we see that
µn,n−r+1 = ... = µn,n−1 = 0.
Using the first equation in (47) and the induction we conclude that the rest
of coefficients of y are zeros.
Theorem 2 Let r ∈ N, α ∈ R, be arbitrary numbers. Polynomials
yn(z) = yn(r, α; z) := z
n + n!
[nr ]∑
k=1
(−α)k
zn−kr
(n− kr)!
, n ∈ Z+, (49)
have the following properties:
(i) They satisfy the following differential equation:
αzy(r+1)n (z) + zy
′
n(z) = n
(
αy(r)n (z) + yn(z)
)
, n ∈ Z+; (50)
(ii) Polynomials yn obey the following mixed relation:
αy
(r)
n+1(z) + yn+1(z) = z
(
αy(r)n (z) + yn(z)
)
, n ∈ Z+; (51)
(iii) Polynomials yn are Sobolev orthogonal polynomials on the unit circle:
∫
T
(
yn(z), y
′
n(z), ..., y
(r)
n (z)
)
M


ym(z)
y′m(z)
...
y
(r)
m (z)

 12πdθ = δn,m, n,m ∈ Z+,
(52)
where
M = (1, 0, ..., 0, α)T (1, 0, ..., 0, α). (53)
Here dθ means the Lebesgue measure on [0, 2π) (which may be identi-
fied with T, by z = eiθ).
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Proof. Observe that polynomials yn(z) from (49) are those polynomials
which we have constructed before the statement of the theorem (after some
simplifications for µn,n−kr). Using relation (19) (with y = yn, un(z) = z
n)
and relation (3) we obtain property (i) of the theorem. By (19) and
zn+1 = zzn, n ∈ Z+,
we conclude that property (ii) holds. Finally, we use (19) and the orthogo-
nality relations for zn to obtain property (iii). ✷
Polynomials yn(z) = yn(r, α; z) from (49) allow to construct Sobolev
orthogonal polynomials from any sequence of orthogonal polynomials on
the unit circle or on the real line.
Corollary 2 Let K denote the real line or the unit circle, and r ∈ N, α ∈ R.
Let µ be a (non-negative) measure on K (we assume that it is defined at least
on B(K)). Denote by pn orthogonal polynomials on K with respect to µ (the
positivity of leading coefficients is not assumed):∫
K
pn(z)pm(z)dµ = Anδn,m, An > 0, n,m ∈ Z+. (54)
Let
pn(z) =
n∑
j=0
ξn,jz
j , ξn,j ∈ C, ξn,n 6= 0; n ∈ Z+. (55)
Polynomials
ŷn(z) = ŷn(r, α; z) =
n∑
j=0
ξn,jyj(r, α; z), n ∈ Z+, (56)
are Sobolev orthogonal polynomials on K:
∫
K
(
ŷn(z), ŷ
′
n(z), ..., ŷ
(r)
n (z)
)
M


ŷm(z)
ŷ′m(z)
...
ŷ
(r)
m (z)

dµ = Anδn,m, n,m ∈ Z+,
(57)
where M is from (53).
Proof. Consider the operator D from (43). Since D is a linear operator on
polynomials, then we may write:
D
n∑
j=0
ξn,jyj(r, α; z) =
n∑
j=0
ξn,jDyj(r, α; z) =
n∑
j=0
ξn,jz
j = pn(z).
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Thus, ŷn are solutions to equation (19) with un = pn, and D from (43).
Substitute for pn into the orthogonality relations (54) to obtain relation (57).
✷
Notice that polynomials yn(1,−1; z) are close to a particular case of
polynomials which appeared in [17] (where recurrence relations were estab-
lished). In what follows we shall consider the case r = 2, α < 0. Our
aim is to obtain some recurrence relations for yn(2, α; z) in this case. For
convenience we denote
wn(z) = wn(α; z) := yn(2, α; z), n ∈ Z+; α < 0. (58)
Theorem 3 Let α < 0, be an arbitrary number, and polynomials wn(z) =
wn(α; z), n ∈ Z+, be defined by (58). The following statements hold:
(a) Polynomials wn have the following integral representation:
wn(t) =
β
2
eβt
∫ +∞
t
xne−βxdx+
β
2
e−βt
∫ t
−∞
xneβxdx,
t ∈ R, n ∈ Z+; β :=
√
−
1
α
; (59)
(b) Polynomials wn satisfy the following recurrence relation:
wn+1(z) + αn(n + 1)wn−1(z) =
= z (wn(z) + α(n − 1)nwn−2(z)) , n ∈ Z+, (60)
where w−1(z) = w−2(z) = 0.
Proof. In order to obtain the integral representation (59) one can use
Lagrange’s method of variation of parameters. We omit the details, since
one can check directly that the right-hand side of (59) satisfies the required
differential equation Dwn = z
n. In fact, using the induction argument and
the integration by parts one can verify that the improper integrals in (59)
exist and the right-hand side of (59) is a monic polynomial of degree n.
Then the direct differentiation shows that Dwn = z
n. By Theorem 1 the n-
th degree polynomial solution of Dw = zn, is unique. Thus, the right-hand
side of (59) is indeed wn.
Using the integration by parts two times we may write:
2
β
wn(t) =
2
β
tn +
n
β
eβt
∫ +∞
t
xn−1e−βxdx−
n
β
e−βt
∫ t
−∞
xn−1eβxdx =
14
=
2
β
tn +
n(n− 1)
β2
(
eβt
∫ +∞
t
xn−2e−βxdx+ e−βt
∫ t
−∞
xn−2eβxdx
)
=
=
2
β
tn +
2n(n− 1)
β3
wn−2(t), n ≥ 2.
Therefore
tn = wn(t)−
n(n− 1)
β2
wn−2(t), n ≥ 2. (61)
If we set w−1 = w−2 = 0, then relation (61) holds for all n ∈ Z+. It remains
to substitute expressions for zn and zn+1 into
zn+1 = zzn,
to obtain relation (60). ✷
It is clear that relation (60) can be written in the matrix form (2). Thus,
we conclude that wn(z) are classical type Sobolev orthogonal polynomials
on the unit circle. Observe that w2(z) = z
2− 2α, has roots z1,2 = ±
√
2|α|i.
They are outside the unit circle, if α < −12 . Thus, wn are not OPUC for
α < −12 .
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On some Sobolev spaces with matrix weights and classical
type Sobolev orthogonal polynomials.
S.M. Zagorodnyuk
In this paper we construct a new family {yn(x)}
∞
n=0 of classical type
Sobolev orthogonal polynomials. Polynomials yn are Sobolev orthogonal
polynomials on the unit circle with an explicit (3 × 3) matrix measure.
They are eigenfunctions of a differential pencil (in x) and eigenfunctions of
a difference pencil (in n). A general connection between Sobolev orthogonal
polynomials and orthogonal systems of functions in the direct sum of scalar
L2µ spaces is studied.
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