In this paper, a fourth-order modification of Newton's method, which is based on Gauss-Legendre quadrature rules, is constructed for solving nonlinear equations. The convergence analysis of the proposed method is studied and numerical examples are given to compare the efficiency of the method with respect to other known iterative methods.
D , is a scalar function and is sufficiently differentiable in a neighborhood of  . Various iterative methods have been applied up to now for solving the problem (1.1) by using different techniques such as quadrature formulas, Taylor series, decomposition techniques and homotopy perturbation method [7] . Newton's method is one of the most applicable numerical techniques to solve nonlinear equation (1.1) whose iterative scheme is as gives the approximation of the computational order of convergence (COC).
There are some modifications of Newton's method with cubic convergence which do not contain second derivatives, see e.g. [ 4, 5 ] and references therein. One of these third order methods was introduced in [20] where the trapezoidal approximation was applied to derive a modification of Newton's method with a cubically convergence order as 
The scheme (1.5) has been called in [16] the Harmonic mean Newton's method (HN).
Finally, if the geometric mean is used instead of arithmetic mean in (1.4), the Newton scheme changes to
This method is called in [12] Geometric mean Newton's method (GN).
Motivated by the recent results in this area and the above-mentioned iterative methods based upon quadrature rules, in this paper we introduce a fourth-order modification of Newton's method in which a Gauss-Legendre quadrature is used.
GAUSS-LEGENDRE QUADRATURES
A general n -point quadrature formula is denoted by 
we obtain (2.1), with , One of the important cases of interpolatory quadrature rules is the Gauss-Legendre quadrature rule
is the n th degree Legendre polynomial [1] which is orthogonal with respect to the constant weight function and has n real and distinct zeros For instance, the two-point Gauss-Legendre rule is denoted by 
. The error term of (2.3) shows that the two-point Gauss-Legendre quadrature is more accurate than trapezoidal rule with the error In the next section, we use this point to construct our iterative method. For some results on numerical improvement of Gauss-Legendre quadrature rules see e.g. [3] and for more details on error bounds for Gaussian quadrature rules, we refer [14] .
A NEW ITERATIVE METHOD
To introduce our algorithm, first let us explain how the iterative formula (1.2) is obtained. Let 
Relation (3.5) is an implicit scheme that requires the first derivative of the function at
( 1) n + th iterative step to obtain the ( 1) n + th iteration. To solve this problem we can use the iterative step (3.4) on the right hand side of (3.5) to finally obtain our algorithm as ( ) ( ) 
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One may now ask why we have not used the same as trapezoidal rule (3.3) instead of Gauss-Legendre rule proposed in (3.6)? In response to this question, we prove in the next theorem that using trapezoidal rule would finally lead to a third-order convergence. and approves a third-order convergence of the method (4.11). ∎
NUMERICAL RESULTS
In this section, we employ the proposed method (PM) increasing the convergence order of AN method [16] to solve the nonlinear equations taken from [12] and compare it with the Classical Newton's method (1.2) (CN), the Arithmetic mean Newton's method (1.4) (AN), the Harmonic mean Newton's method (1.5) (HN) and the Geometric mean Newton's method (1.6) (GN). The results are shown in Tables 1 and 2 . Displayed in Table 1 the number of iterations (n) to approximate the simple root and the number of function evaluations (NOFE), i.e. the sum of the number of function evaluations plus the number of evaluations of function derivative.
In Table 2 , we have computed the computational order of convergence (COC) which is considered as Table 1 show that the PM needs less number of iterations to reach the desired accuracy with respect to other iterative methods. Similar to other methods in Table 2 , the PM is of order one when m is greater than 1. Tables 3 and 4 , taken from [6] 
