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Abstract
We present an isogeometric analysis of time-harmonic exterior acoustic prob-
lems. The infinite space is truncated by a fictitious boundary and (simple)
absorbing boundary conditions are applied. The truncation error is included in
the exact solution so that the reported error is an indicator of the performance
of the isogeometric analysis, in particular of the related pollution error. Numer-
ical results performed with high-order basis functions (third or fourth orders)
showed no visible pollution error even for very high frequencies. This property
combined with exact geometrical representation makes isogeometric analysis a
very promising platform to solve high-frequency acoustic problems.
Keywords: Isogeometric Analysis, time-harmonic acoustics, Scattering,
Helmholtz problem, high frequency, pollution error
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1. Introduction
The purpose of this paper is to investigate the performance of Non-Uniform
Rational B-Splines (NURBS)-based Isogeometric Analysis (IGA) finite element
methods (IGAFEM) for solving time-harmonic acoustic wave scattering and
acoustic wave propagation problems, most particularly for small wavelengths.
To fix the notations, let us consider Ω− as a d-dimensional (d = 1, 2, 3) scattering
bounded domain of Rd, with shape Γ := ∂Ω−. We introduce the associated
exterior (i.e. unbounded) domain of propagation Ω+ := Rd/Ω−. Then, solving
the scattering problem leads to computing the wave field u, solution to the
Boundary-Value Problem (BVP): given an incident (plane wave) field uinc, find
u such that
∆u+ k2u = 0, in Ω+,
∂nΓu = g := −∂nΓuinc, on Γ,
lim
|x|→+∞
|x|(d−1)
(
∇u · x|x| − iku
)
= 0,
(1)
where ∆ is the Laplacian operator, ∇ the gradient operator and nΓ is the
outward-directed unit normal vector to Ω−. The spatial variable is x = (x, y) in
2D and x = (x, y, z) in 3D. The wavenumber k is related to the wavelength λ by
the relation: λ := 2pi/k. The boundary condition is a Neumann (sound-hard)
boundary condition (but other boundary conditions could also be considered).
Denoting by a · b the hermitian inner-product of two complex-valued vector
fields a and b, then the last equation of system (1) is known as the Sommerfeld’s
radiation condition [23, 61] at infinity, which presents the outgoing wave to the
domain. Various numerical methods have been developed to accurately solve
the exterior scattering problem, e.g. finite elements [17, 18, 36, 40, 48, 50, 63,
69, Thompson and Pinsky], boundary elements [3, 4, 19, 21, 23, 28, 59, 61],
enriched and various modified (wave-based, hybrid, asymptotic) finite elements
[5, 6, 20, 33, 35, 38, 39, 43, 47, 53, 55]. A challenging and still outstanding
question for numerics and applications is related to the so-called high-frequency
regime, where the wavelength λ is very small compared with the characteristic
length of the scatterer Ω− [8, 69].
A first “exact” method consists in writing an integral equation on the surface
Γ to represent the exterior field, and then solving this by means of a boundary
element method, combined with fast evaluation algorithms (e.g. Fast Mul-
tilevel Multipole Methods (MFMM)[28, 29, 59], Adaptive Cross Approxima-
tion (ACA) [12, 76]) and preconditioned (matrix-free) Krylov subspace iterative
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solvers (GMRES) [3, 4, 65]. This approach has the very interesting property
to reduce the initial problem to a finite (d− 1)-dimensional problem (set on Γ)
and to be relatively stable thanks to the frequency regime (typically between
nλ = 5 to 10 points per wavelength are used, with nλ = λ/h, and h the mesh-
size). Nevertheless, the method is nontrivial to adapt to complex geometries,
when the boundary conditions are modified or when a high-order of accuracy
is required for the solution. In particular, developing efficient algorithms when
the geometry is described with high accuracy remains an open question, most
particularly for large wave numbers k since the number of degrees of freedom is
potentially very large.
Another standard and very attractive engineering-type approach consists
in truncating the exterior domain Ω+ through the introduction of a fictitious
boundary/layer Σ that surrounds the scatterer Ω−, resulting in a bounded com-
putational domain Ωb with inner boundary Γ and outer boundary/layer Σ.
When Σ is a boundary, an Absorbing Boundary Condition (ABC) [2, 11, 41,
42, 52, 60, 71, 72] is set on the fictitious boundary which introduces a trun-
cation error even at the continuous level. This can be reduced by considering
high-order (local) ABCs. A very popular alternative is, rather, to consider a
surrounding absorbing layer and modifying the nonphysical media to obtain a
Perfectly Matched Layer [13–15, 22].
In this paper, since our goal is to understand the quality of the NURBS-
approximations used in Isogeometric Analysis (IGA) to approximate the wave
field, we will consider simple boundary conditions where we can separate the
continuous truncation error from the numerical approximation. High-order
ABCs as well as PML will be treated in future work. When the problem is
truncated, any numerical method can be used such as e.g. finite-element meth-
ods, the resulting linear system being then solved through well-adapted domain
decomposition techniques [16, 31, 32, 37]. In the high frequency regime, it is
well-known that the numerical solution suffers from a phase shift due to nu-
merical dispersion which is called the pollution error [1, 8, 49, 51] of the finite
element method. To maintain a prescribed pollution error, the mesh density nλ
should be increased faster than the wave number leading to high computational
cost for high frequency problems. Therefore, the FEM is limited to a upper
frequency bound for which the computational cost becomes prohibitive and in-
creasing the order of the polynomial basis functions used in conventional FEM
is required to reduce the pollution error, but it does not fully eliminate it.
Original techniques were recently proposed to reduce the pollution error.
One approach is to replace the basis functions, usually a polynomial, with plane
wave functions [39, 55]. Since pollution error can be viewed as a phase shift,
another hybrid approach is to asymptotically approximate the phase of the
solution and to reformulate the problem into an equivalent problem with a
slowly varying unknown [5–7, 9, 10, 19, 38, 73]. Nevertheless, until now, the
only viable solution for complex problems is to consider a sufficiently high-order
polynomial basis into the FEM together with high-order meshes to represent
accurately the geometry Γ.
The aim of the present paper is to analyze the quality of alternative approx-
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imation methods based on B-splines and NURBS-based Isogeometic Analysis
(IGA) and to compare the properties of these approximation schemes to more
traditional, Lagrange-based high-order FEM. The goal of the paper is, specif-
ically, to investigate the properties of the methods for large wave numbers k.
Isogeometric analysis (IGA) was introduced over 10 years ago to streamline the
transition from Computer-Aided Design to Analysis [27, 44]. The central idea
of the approach is to use the same shape functions to approximate the field
variables as those used to describe the geometry of the domain. As the geome-
try of computational domains is typically provided by Computer-Aided Design
(CAD) software, it is sensible to use NURBS shape functions, which are the
most commonly used functions in CAD.
Since 2005, IGA has been developed within the finite element, boundary
element [57, 67, 68] and was enriched through partition of unity [62] IGA bene-
fits from exact (and smooth) geometry representation and no loss of boundary
details. This is fundamental in problems involving wave propagation or turbu-
lence, as spurious wave scattering and vortices typically appear close to rough
boundaries. IGA therefore alleviates the meshing burden as if the CAD model
is modified, any modifications are immediately inherited by the shape functions
used for analysis. When coupled to boundary element approaches, this sup-
presses completely the generation and regeneration of the mesh without any
regeneration of the mesh [56, 57]. When used within a finite element approach,
volume parameterization is still required, but the shape optimization process
is simplified [34, 74]. Since CAD models are generated from the boundary
data, IGA Boundary Element Method (IGABEM) is promising in bridging the
gap between CAD and analysis offering a unique shape optimization package
[24, 54, 58, 66].
IGA additionally offers higher inter-patch continuity, large support sizes
and superior refinement capabilities compared to Lagrange-based approxima-
tion schemes. A recent review of IGA and its computer implementation aspects
is available in [62]. GEOPDE is another open source IGA research tool [30]
which provides a flexible coding structure. The application of IGA and its per-
formance in solving one- and two-dimensional eigenvalue and interior Helmholtz
problems have been studied [25, 26, 45, 46] in which IGA showed superiority to
conventional FEM. However, the performance of IGA in solving exterior scat-
tering problems and related pollution error is still not thoroughly investigated.
In this paper, we study the performance of IGA for solving time-harmonic
exterior scattering problems in one, two and three dimensions. First, in Section
2, we briefly present the Isogeometric Analysis and the related NURBS and B-
Spline basis functions. Then in Section 3, we consider a simple but meaningful
one-dimensional scattering problem and provide a pseudo-code to solve it in
IGA context. In Section 4, we consider two-dimensional problems and study the
performance of IGA in estimating the scattered field of a duct and a circular
cylinder. The in-house IGA and Lagrange-based FEM codes developed in this
study were written in Matlab R© following the GEOPDE platform for two- and
three-dimensional examples. Finally, section 5 conclude the paper.
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2. Isogeometric Analysis (IGA)
In IGA, both the physical model and the solution space are constructed by
B-spline/NURBS functions. The model is constructed using a set of control
points and knot vectors in each spatial direction. A knot vector is defined as a
set of non-decreasing coordinates and represented by ξ = {ξ1, ξ2, ..., ξ(n+p+1)},
where ξi is the i
th knot and i is the knot index, i = 1, 2, · · · , n + p + 1, where
p is the polynomial order and n is the number of basis functions. Usually an
open knot vector is used in IGA where the first and the last knot values appear
p + 1 times. The elements in IGA are defined as non-zero knot intervals. If
the knots are spaced equally within the knot vector, the knot vector is called
uniform otherwise it is non-uniform.
2.1. B-Splines
A B-Spline basis function is defined recursively by the Cox-de Boor recursion
formula starting with the zeroth order (p = 0) basis function:
for p = 0, Ni,p(ξ) =
{
1 ξi ≤ ξ ≤ ξi+1,
0 otherwise,
(2)
for p = 1, 2, 3, · · · Ni,p(ξ) = ξ − ξi
ξi+p − ξiNi,p−1(ξ)+
ξi+p+1 − ξ
ξi+p+1 − ξi+1Ni+1,p−1(ξ), (3)
where 0/0 is defined to be zero. To compute the tangent and the normal func-
tions, it is required to calculate the derivative of B-Splines. Efficient algorithms
to calculate B-Splines and their derivatives can be found in the NURBS Book
by Piegl and Tiller [64]. The first-order B-Spline functions are identical to their
Lagrangian (FEM) counterparts. Also, the B-Splines number of required shape
functions for a specific order is similar to that of the FEM. For example, three
shape functions are required to construct second-order Lagrangian or B-Spline
shape functions. In contrast to FEM, the shape functions in IGA are non-
negative. The first derivative of the B-spline basis function is calculated using
the following recursive formula:
d
dξ
Ni,p(ξ) =
p
ξi+p − ξiNi,p−1(ξ)−
p
ξi+p+1 − ξi+1Ni+1,p−1(ξ). (4)
These functions exhibit Cp−mi continuity across knot ξi where mi is the mul-
tiplicity of the knot ξi. The B-Spline basis function corresponding to p =
1, · · · , p = 5 are shown in Fig. 1 where the knot vectors are defined to represent
one element (knot span)
ξ = {0, · · · , 0︸ ︷︷ ︸
p+1 times
, · · · , 1, · · · , 1︸ ︷︷ ︸
p+1 times
}. (5)
The quadratic B-Spline basis function for a 1D domain divided into four ele-
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(a) p = 2 (b) p = 3
(c) p = 4 (d) p = 5
Figure 1: The B-Spline basis functions, p = 1 · · · , p = 5.
ments is shown in Fig. 2 where the knot vector is defined as
ξ = {0, 0, 0, 1/4, 1/2, 3/4, 1, 1, 1}.
The four non-zero knot spans correspond to the four elements of this one-
dimensional domain.
Figure 2: The quadratic (p = 2) basis function of a 1D domain defined over ξ =
{0, 0, 0, 1/4, 1/2, 3/4, 1, 1, 1} and representing four elements.
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2.1.1. B-Spline curves
The piecewise-polynomial B-Spline curves in Rd are constructed as a linear
combination of B-Spline basis functions:
C(ξ) =
n∑
i=1
Ni,p(ξ)Bi. (6)
The vector-valued coefficients of the basis functions in Eq.6 are control points
(Bi ∈ Rd, i = 1, 2 · · · , n). Since C(ξ) is representing a curve, the corresponding
control points, Bi, are analogous to nodal coordinates in FEM. The resulting
curve is Cp−1-continuous everywhere except at the location of the repeated knots
with mi multiplicity, where it is C
p−mi-continuous. Therefore, when utilizing
open knot vectors, the resulting curve is C0-continuous, tangent to the control
polygon, and interpolatory at the start and the end of the curve and where the
multiplicity is equal to the polynomial order. The support of a B-Spline basis
function is local. In other words, moving a single control point can affect the
geometry of no more than p+ 1 elements of the curve.
2.1.2. B-Spline surfaces and volumes
A tensor product B-Spline surface is defined as:
S(ξ, η) =
n∑
i=1
m∑
j=1
Ni,p(ξ)Mj,q(η)Bi,j , (7)
where Bi,j , i = 1, 2, · · · , n, j = 1, 2, · · · ,m are control points, and Ni,p(ξ) and
Mj,q(η) are univariate B-Spline functions of orders p and q corresponding to
the knot vectors Ξ1 = {ξ1, ξ2, · · · , ξn+p+1} and Ξ2 = {η1, η2, · · · , ηm+q+1},
respectively. Similarly, a B-Spline volume is constructed as a tensor product of
three B-Spline basis functions:
V(ξ, η, ζ) =
n∑
i=1
m∑
j=1
l∑
k=1
Ni,p(ξ)Mj,q(η)Lk,r(ζ)Bi,j,k. (8)
2.2. NURBS
There are certain geometries, such as circles and ellipsoids, which B-Spline
functions and Lagrange polynomials cannot represent exactly. In the CAD com-
munity, B-Spline functions are replaced with a more general form to overcome
this shortcoming. This new form is called Non-Uniform Rational B-Splines
(NURBS). NURBS shape functions are defined as:
Rpi (ξ) =
Ni,p(ξ)wi
W (ξ)
=
Ni,p(ξ)wi∑n
i=1Ni,p(ξ)wi
, (9)
where {Ni,p} is a set of B-Spline basis functions and {wi} is a set of positive
NURBS weights. By appropriate weight selection both polynomials and circular
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arcs can be described. NURBS curves are defined as follows:
C(ξ) =
n∑
i=1
Rpi (ξ)Bi. (10)
Similarly, rational surfaces and volumes are defined in terms of rational basis
functions as:
Rp,qi,j (ξ, η) =
Ni,p(ξ)Mj,q(η)wi,j∑n
i=1
∑m
j=1Ni,p(ξ)Mj,q(η)wi,j
, (11)
Rp,qi,j (ξ, η, ζ) =
Ni,p(ξ)Mj,q(η)Lk,r(ζ)wi,j,k∑n
i=1
∑m
j=1
∑l
k=1Ni,p(ξ)Mj,q(η)Lk,r(ζ)wi,j,k
. (12)
If the weights are all equal, NURBS basis functions will reduce to their B-Spline
counterparts and the corresponding curve becomes a non-rational polynomial
again. The geometry of an element in IGA can be expressed as:
xe(ξ˜) =
nen∑
a=1
PeaR
e
a(ξ˜), (13)
where nen = (p+1)
dp and dp is the spatial dimension. The field u(x) is similarly
expressed as:
u(ξ˜) =
nen∑
a=1
deaR
e
a(ξ˜), (14)
where deaR
e
a is the set of control variables. As a consequence of the parametric
definition of basis functions in IGA, it is necessary to consider two mapping for
integration ∫
Ω
f(x)dΩ =
nel∑
e=1
∫
Ωe
f(x)dΩ =
nel∑
e=1
∫ e
Ωˆ
f(x(ξ))|Jξ|dΩˆ
=
nel∑
e=1
∫
Ω˜
f(x(φ˜e(ξ˜))|Jξ||Jξ˜|dΩ˜,
(15)
where Ω˜ and Ωˆ are representing the parent and parameter spaces respectively,
and Ω is the physical space.
3. A one-dimensional toy scattering problem
Now, let us come back to our physical problem by considering the simple
one-dimensional Neumann scattering problem solved in [5]:
∂2xu+ k
2u = 0, in Ωb = (0, 1),
∂xu = ik, at Γ = {0},
∂xu− iku = 0, at Σ = {1}.
(16)
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The variational formulation is given as:∫
Ωb
{∂xu∂xv¯ − k2uv¯}dx− ik(uv¯)(1) = −(gv¯)(0), ∀v ∈ H1(Ωb). (17)
The solution of the one-dimensional BVP (16) is: uex(x) = eikx, which rep-
resents the scattering of an incident plane wave by the left half space. An
exact transparent boundary condition is considered for the fictitious boundary
at Σ = {1} using the Dirichlet-to-Neumann operator Λ = ik on Σ, resulting in
the transparent boundary condition ∂xu = Λu.
It is shown that the Finite Element approximated solution of the BVP de-
scribed in system (16) suffers from the pollution error [5, 48, 51, 69]. The
pollution error has a direct relation with the wavenumber k and increases with
frequency. It is the polynomial basis used in conventional FEM which is inad-
equate to represent the wavefield. Since the main difference of the IGA with
the conventional FEM is in the selection of the basis function, it is interesting
to study the performance of IGA specially in high frequencies and its pollution
error. We divide the computational bounded domain Ωb into Nh uniform non-
zero knot spans (elements) so that each segment length is 1/h. We define the
density of discretization as the number of elements per wavelength and denote it
with nλ = λ/h. A Matlab code was prepared to solve the above example in IGA
context. The stiffness matrix for a single element is calculated and assembled
into the global matrix following these steps:
• Set K = 0
• loop over number of elements
• Loop over Gaussian points ξ˜i, w˜i
1. find the parametric coordinate ξ = φ˜e(ξ˜j)
2. compute the basis function Rea(a = 1, ...p+ 1) at point ξ
3. define vector R = [Re1, R
e
2, ..., R
e
p+1]
4. compute the basis function derivatives Rea,ξ(a = 1, ...p + 1) at point
ξ
5. define vector Rξ = [R
e
1,ξ, R
e
2,ξ, ..., R
e
p+1,ξ]
6. compute |Jξ| = ‖RξP‖
7. compute |Jξ˜| = 0.5(ξi+1 − ξi)
8. compute shape function derivatives Rx = J
−1
ξ R
T
ξ
9. Set ke = ke + RxR
T
x |Jξ||Jξ˜|w˜j − k2RRT |Jξ||Jξ˜|w˜j
10. End of both loops
then, the Neumann boundary condition is applied and the resulting linear sys-
tem is solved to find the estimated solution in IGA. we plot the approximate
solution uh for k = 40 as well as the exact solution in Fig.3. The density of
discretization for IGA approximations is nλ = 10. As expected, IGA (p = 1)
also suffers from pollution error. B-Spline functions generated with p = 0 and
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Figure 3: The pollution error is the numerical solutions <(uh) of IGA (p = 1), is visible when
compared with the exact solution <(uex), for k = 40 and nλ = 10.
p = 1 orders will result in the same piecewise constant and linear functions as
standard FEM shape functions. The differences are found for cases using higher
order shape functions. The pth order B-Spline function has p − 1 continuous
derivatives across the element boundaries. Each B-Spline basis is point-wise
non-negative over the entire domain as a result, all of the entries of the mass
matrix will be positive. The support of a B-Spline function of order p is al-
ways p + 1 knot spans. Therefore, higher order B-Spline function has support
over much larger portion of the domain when compared to classical FEM. The
total number of functions that any given function shares support with (includ-
ing itself) is 2p + 1 regardless of whether a FEM basis or a B-Splines is used.
Hence, using higher order B-Spline basis functions will provide improved support
compared to standard FEM without increasing the number of required shape
functions. Increasing the order of Lagrangian polynomials will increase the am-
plitude of oscillations in FEM; this problem is eliminated in IGA as a result of
non-negativity and non-interpolatory nature of B-Splines shape functions.
Next we investigate the effect of increasing the basis function order on the
accuracy of the IGA approximation again for discretization density nλ = 10. As
expected increasing the order p reduces the error drastically as shown in Fig.
4. There is no visible pollution error in the IGA approximation if we keep all
the parameters unchanged and increase the order of the basis function. One
can reduce the error further by increasing the discretization density nλ. For the
numerical solution f calc(x),x ∈ Ωb, we define the L2-error (in dimension d) as
2 =
{∫
Ωb
|f calc(x)− f ex(x)|2dx
}1/2
. (18)
The evolution of the L2-error vs. the discretization density nλ is reported in Fig.
5 for the wavenumber k = 40. For completeness, we also plot the curves relative
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Figure 4: Absolute error |uex − uh| for k = 40, nλ = 10 and various approximation orders
p = 1, ..., 5.
to the function x−p, for x = nλ. We can see that the error curves fits very well
the polynomial curves. This lets to think that the pollution error is extremely
weak, most particularly when p is large enough (p ≥ 3) even for a small density
nλ. Next we present the evolution of the L2-error with the wavenumber k in Fig.
Figure 5: Evolution of the error 2 vs. the discretization density nλ for k = 40 and p = 1, ..., 5
(the slopes of the functions x−p are plotted for comparison).
6 for a fixed density nλ = 20, where for p = 3 and higher the pollution error is
not visible and the error remains constant even for extremely high frequencies.
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Figure 6: Evolution of the error 2 vs. the wavenumber k, for nλ = 20 and various approxi-
mation orders p = 1, ..., 5.
4. Two-dimensional examples
In this section, we evaluate the performance of IGA in solving two-dimensional
acoustic problems. First, we consider a two-dimensional duct problem with rigid
walls [47]. Next, we propose two examples of cylindrical disk scattering prob-
lems where we obtain, first the scattered field of a particular mode, and then
the scattering of the disk subject to an incident plane wave. By separating
the truncation error from the numerical basis approximation, we fairly investi-
gate the performance of IGA in solving the two-dimensional sound-hard exterior
scattering problem and numerically analyze the related pollution error.
4.1. The duct problem
The duct model is shown in Fig. 7 where Ωb = [0, 2] × [0, 1]. We denote
the outward boundary unit normal with v and assume that the lower and upper
walls are rigid. We solve the Helmholtz problem stated in Eq. 19 for the acoustic
pressure u
∆u+ k2u = 0, in Ωb,
∂u
∂v
= cos(mpiy), on x = 0,
∂u
∂v
+ iku = 0, on x = 2,
∂u
∂v
= 0, on y = 0, 1,
(19)
where m ∈ N is the mode number. An inhomogeneous boundary condition is
applied on the inlet boundary (x = 0) and an absorbing (and transparent for
m = 0) boundary condition is set on the outlet boundary (x = 2). Since the
boundaries at y = 0, 1 are assumed to be perfectly rigid, the normal derivative
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Figure 7: The duct domain.
of the acoustic pressure vanishes on these boundaries. The exact solution of
problem (19) with ABC is as follows
uex(x, y) = cos(mpiy)(A1e
−ikxx +A1eikxx), (20)
where kx =
√
k2 − (mpi)2 and the coefficients A1 and A2 are obtained from(
kx −kx
(k − kx)e−2ikx (k + kx)e2ikx
)(
A1
A2
)
=
(
1
0
)
.
Solving this 2 × 2 linear system, we are able to get the expression of the solu-
tion to the duct problem with ABC. This is a very interesting point since we
therefore can only focus the analysis on the finite-dimensional approximation
without including the (continuous) truncation error. The cut-off frequency is
mcut-off = k/pi. If the mode is such thatm ≤ mcut-off, the solution is representing
propagating modes and if m > mcut-off the solution corresponds to evanescent
modes. The real parts of the exact and estimated IGA solutions are presented
in Fig. 8a and 8b, respectively, for k = 40, m = 2 (propagative mode), p = 3,
and nλ = 10. The corresponding absolute error |uex − uh| is plotted in Fig.
9, the maximal value being of the order of 10−6. For the propagative mode
m = 2, the evolution of the L2-error with respect to the discretization density
nλ is shown in Fig. 10 for k = 40, and according to the wave number k in Fig.
11, where nλ = 10. We can see that the error is very low, decreasing strongly
with p. In addition, the error does not seem to depend on k as observed in Fig.
11, meaning that the pollution error is negligible.
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(a) <(uex) (b) <(uh)
Figure 8: Comparing (a) the real parts of the exact solution uex and (b) the numerical solution
uh for k = 40, m = 2, p = 3, and nλ = 10.
Figure 9: Absolute error |uex − uh| for k = 40, m = 2, p = 3 and nλ = 10.
Figure 10: Evolution of the error 2 vs. the discretization density nλ, for k = 40, m = 2 and
p = 1, ..., 5.
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Figure 11: Evolution of the error 2 vs. the wavenumber k, for m = 2, nλ = 10 and p = 1, ..., 5.
4.2. The sound-hard circular cylinder problem
To further study the performance of IGA, we analyze the scattering by a 2D
circular cylinder Ω− = D0 of radius R0 centered at the origin, with boundary
Γ = C0 (circle of radius R0). The scatterer is surrounded by an outer fictitious
circular boundary Σ = C1, again centered at the origin and with radius R1 > R0.
Hence, the computational domain Ωb is the annulus bounded between the inner
C0 and outer C1 boundaries. On the exterior boundary, we set the symmetrical
second-order Bayliss-Turkel ABC [2] given by
∂nΣu+ (−ik +
κ
2
− κ
2
8(κ− ik) )u−
1
2(κ− ik)∂
2
su = 0, on Σ, (21)
setting nΣ at the outwardly directed unit normal to Σ, ∂nΣ := ∂r the normal
derivative, κ = 1/R1 is the curvature of Σ := C1 and ∂
2
s := R
−2
1 ∂
2
φ is the
second-order curvilinear derivative on C1. In the above expressions, the polar
coordinate system is denoted by (r, φ).
4.2.1. Scattering by a sound-hard circular cylinder : mode-by-mode analysis
We consider an incident wave with a fixed mode m which is described as
uincm (x) = Jm(kr)e
imφ, m ∈ Z, (22)
where Jm is the m-th order Bessel’s function. The exact exterior modal solution
uexm to the truncated scattering problem of the inner sound-hard circular cylinder
C0 in polar coordinate (r, φ) is given as
uexm(x) =
(
amH
(1)
m (kr) + bmH
(2)
m (kr)
)
eimφ, r ≥ R0, m ∈ Z. (23)
The functions H
(1)
m (respectively H
(2)
m ) is the first-kind (respectively second-
kind) Hankel function of order m. The Neumann boundary condition is applied
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on C0 and the ABC on C1, resulting in the following linear system of equations
to obtain the two unknown coefficients am and bm
am = −A
m
22J
′
m(kR0)
Dm
, bm = −A
m
21J
′
m(kR0)
Dm
, (24)
where Dm = A
m
11A
m
22 −Am21Am12 and
Am11 = H
′(1)
m (kR0), A
m
21 = kH
′(1)
m (kR1)− BmH(1)m (kR1),
Am12 = H
′(2)
m (kR0), A
m
22 = kH
′(2)
m (kR1)− BmH(2)m (kR1),
Bm = −
(
αm
m2
R21
+ βm
)
, αm = − 1
2ik
(
1 +
i
kR1
)−1
,
βm = −ik + 1
2R1
+
1
8iR1(1 + kR1)
.
The notation f ′ := ∂rf designates the radial derivative of a given function f(r).
Quite similarly to the duct problem, the modes m ∈ N such that |m| < kR0 are
propagating. For |m| > kR0, the modes are evanescent (and therefore are not
visible in the far-field since they do not propagate). A special case corresponds
to |m| ≈ kR0, which is related to grazing modes that are tangent to the scatterer
(generating glancing rays).
The modal analysis is meaningful since we can understand the accuracy of
the IGA approximations thanks to the spatial frequencies m and the dimen-
sionless wavenumber kR0. In addition, this also helps in clarifying what can be
expected for the case of the scattering of a plane wave by the disk since the exact
solution is built as a modal series expansion of the elementary mode solutions.
We fix R0 = 1 and R1 = 2. The IGA model was generated using four identical
patches as shown in Fig. 12. We report the real parts of uexm and uh on Fig. 13
where the wavenumber is k = 40 and m = 2 (which is a propagative mode since
m = 2 ≤ kR0 = 40). For IGA, the order of the method is p = 3 for a density of
discretization points per wavelength nλ = 10. We clearly see that the wavefield
is accurately computed since the absolute error |uexm−uh| is below 10−5 as it can
Figure 12: Outline of the patches.
16
(a) <(uexm) (b) <(uh)
Figure 13: Comparing (a) the real parts of the exact solution uexm and (b) the numerical IGA
solution uh for k = 40, m = 2, p = 3, and nλ = 10.
Figure 14: Absolute error |uexm − uh| for k = 40, m = 2, p = 3 and nλ = 10.
be deduced from Fig. 14. The convergence graph presented in Fig. 15 shows
the effect of increasing the discretization density nλ for various orders p of the
underlying IGA basis function on the L2-error 2 for k = 40 and m = 2. We
see that the error curves follow the slopes of the curves x−p (for x = nλ). The
evolution of the error 2 with respect to the wavenumber k is plotted on Fig.
16, for m = 2, with various approximation orders p of IGA and nλ = 10. We
can observe that the accuracy does not really depend on k for a fixed density
when p ≥ 2. In fact, one question is to know how this error depends on m for a
fixed k. To analyze this point, we report on Fig. 17 the evolution of the error 2
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Figure 15: Evolution of the error 2 vs. the discretization density nλ for k = 40, m = 2 and
p = 1, ..., 5.
Figure 16: Evolution of the error 2 vs. the wavenumber k for m = 2, nλ = 10 and p = 1, ..., 5.
thanks to m and various values of p, for a fixed framework k = 40 and nλ = 10.
We can remark that the error almost does not depend on m, the value m = 2
corresponding more or less to the worst situation. When |m| ≥ kR0, the error
starts decreasing strongly. Indeed, the solution is then evanescent and rather
corresponds to the solution of a positive definite problem (similar to a shifted
laplacian). Such solutions are easier to compute with high accurary than for a
propagative solution and do not participate to the far-field. From these remarks,
and since the solution of the scattering of a plane wave by a disk is computed as
the superposition of these modes solutions, we can expect that similar graphs
to Fig. 16 could be obtained for the full plane wave problem (see subsection
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4.2.2).
Figure 17: Evolution of the error 2 vs. the mode m, for k = 40, nλ = 10 and p = 1, ..., 5.
4.2.2. Scattering by a sound-hard circular cylinder: plane wave scattering
In the previous section, the scattering problem of a sound-hard circular
cylinder was found for a given harmonics m. The solution for the full plane wave
incidence can be constructed by superposition as a Fourier series expansion of
these harmonics. In this section, we consider an incident plane wave uinc(x) =
eikd·x, where d is the incidence direction d = (cos(θinc), sin(θinc))T and θinc
is the scattering angle. Because of the symmetry of the problem, we fix the
incidence direction to d = (1, 0)T and the scatterer as the unit disk with R0 = 1.
Similar to the previous example, the second-order Bayliss-Turkel ABC (21) is
placed on the circle with radius R1 = 2. We consider the following exact solution
[53] to analyze the pollution and approximation errors and to avoid the domain
truncation error
uex =
∑
m∈Z
(i)muexm , (25)
where uexm is given by Eq. (23). To get an accurate reference solution, we
truncate the above series expansion by summing up on m from −mmax to
mmax := [kR0] + 30 (where [r] denotes the integer part of a real-valued pos-
itive number r). We report on Fig. 18 the real parts of uex (see Fig. 18a) and
uh (see Fig. 18b), where the wavenumber is k = 40. For IGA, the order of the
method is p = 3 for a density of discretization points per wavelength nλ = 10.
We clearly see that the wavefield is accurately computed since the absolute error
|uexm − uh| is below 10−4 as it can be deduced from Fig. 19a.
The evolution of the error with respect to the discretization density nλ for
p = 1, · · · , 5, is shown in Fig. 20 where the wavenumber k is equal to 40. This
shows that if p is larger than 3, then the 2-error starts being small (e.g. less
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(a) <(uex) (b) <(uh)
Figure 18: Comparing the real parts of (a) the exact solution uex and (b) the numerical IGA
solution uh for k = 40, p = 3, and nλ = 10.
(a) nλ = 10 (b) nλ = 5
Figure 19: Absolute error |uex − uh| for k = 40 and p = 3. The discretization density is (a)
nλ = 10 and (b) nλ = 5.
than 10−2) even for small densities nλ (typically nλ ≥ 6). In particular, the
error gap between p = 2 and p = 3 is important. In addition, for nλ = 5,
we can see on Fig. 19b that the error remains acceptable but of the order of
2−3%, where the maximal error is located where the amplitude of the wavefield
is larger and the solution oscillates.
The evolution of the error 2 according to the wavenumber k is depicted in
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Figure 20: Evolution of the error 2 vs. the discretization density nλ for k = 40 and p = 1, ..., 5.
Fig. 21. For this test, we fix nλ = 10 and p = 3 for IGA. As we can see, the
error almost does not depend on k, which means that the pollution error is very
small. Again, a very good accuracy is obtained for p ≥ 3, the p-th order of the
method being then visible for p larger than 3. The dependence with respect to
k seems more present for the lowest orders IGA approximations, i.e. p = 1 and
p = 2.
We consider now a much higher wavenumber, i.e. k = 200. We report on
Fig. 22b the real part of the numerical IGA solution for p = 3 and the low
density of discretization points per wavelength nλ = 5. The solution can be
compared with the exact solution available on Fig. 22a. We immediately see
Figure 21: Evolution of the error 2 vs. the wavenumber k, for nλ = 10 and p = 1, ..., 5.
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(a) <(uex) (b) <(uh)
(c) |uex − uh|
Figure 22: Comparing the real parts of (a) the exact solution uex and (b) the numerical IGA
solution uh, and (c) absolute error |uex − uh|, for k = 200, p = 3, and nλ = 5.
that the two solutions are the same. This is confirmed on Fig. 22c where we
report the absolute error |uex − uh| between the two solutions. This error is of
the order of 10−3, which is very small.
Finally, we report now the results for a very high wavenumber k = 500 on
Fig. 23. We provide the real parts of the exact solution uex (Fig. 23a) and
IGA numerical solution uh (Fig. 23b). For IGA, the order of the method is
p = 3 for a density of discretization points per wavelength nλ = 5. Even if
there is no visible difference, plotting the absolute error on Fig. 23c shows an
order of about 6%. This can be made much smaller by increasing the order of
approximation to p = 4 by keeping nλ = 5 as seen on Fig. 23d, leading to an
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(a) <(uex) (b) <(uh)
(c) |uex − uh| (p = 3; nλ = 5) (d) |uex − uh| (p = 4; nλ = 5)
Figure 23: Comparing the real parts of (a) the exact solution uex and (b) the numerical IGA
solution uh for k = 500, p = 3, and nλ = 5. Absolute error |uex − uh| for (c) p = 3; nλ = 5,
(d) p = 4; nλ = 5.
error of about 10−3.
5. Conclusions
The exterior Helmholtz problem was solved for one-, and two-dimensional
problems using IGA. An absorbing boundary condition is applied on a fictitious
boundary to truncate the infinite space. This truncation introduces an error in
the numerical solution. To better study the performance of IGA, the truncation
error was included in the analytical solution so that the pollution error is dis-
tinguishable. It is shown that IGA is less prone to pollution error even for large
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wavenumbers. Also, the pollution error was considerably reduced by increasing
the order of the basis functions which can be conveniently done in IGA, even for
small densities of discretization points per wavelenght. The smooth representa-
tion of the boundaries in IGA and the low pollution error makes IGA a suitable
platform for scattering analysis, in particular for prospecting high frequency
problems. For high wave numbers it will be interesting to investigate the use of
different spaces for geometry and field approximations. Low order geometry de-
scription can be used with high order field approximations to investigate super
and sub-geometric approaches, also known as GIFT [75].
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