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Abstract
The main objective of this work was to identify the effect parameters
in the method of material testing have on three constitutive models
that are commonly used to predict high strain rate, large strain mate-
rial behaviour. These are the Goldthorpe path-dependent model, the
Goldthorpe-modified Armstrong-Zerilli model and the path-dependent
fracture model, also developed by Goldthorpe. To investigate the ma-
terial models, numerous interrupted tensile, torsion and compression
tests were performed. This led to key improvements to the image anal-
ysis and acquisition steps of the interrupted tensile test methodology
used to quantify necking.
Whilst the models used to predict dynamic deformation and dam-
age to very high strains for ballistic impact applications, such as the
Goldthorpe path-dependent failure model, incorporate temperature
and strain-rate dependence, they do not consider the effect of spec-
imen size or the microstructural length scale. To investigate this,
geometrically similar specimens spanning a scale range of 100:1 were
tested quasi-statically to failure. Images of neck evolution were ac-
quired using optical techniques for large specimens, and in-situ scan-
ning electron microscope testing for small specimens, to examine the
dependence of neck geometry on a broad range of specimen sizes. Size
effects typically arise when the smallest specimen dimension is on the
order of a microstructural length (e.g. grain size, dislocation mean free
path, etc.), or in the presence of significant plastic strain gradients,
which increase the density of geometrically necessary dislocations.
An assumption also made to develop the models is that material de-
formation is isotropic. This encouraged a study where calibrated cam-
eras, multiple view geometry and edge detection tools were used to
measure the anisotropic deformation of uniaxially loaded cylindrical
specimens. For this investigation tension tests were performed at
quasi-static strain rates on a variety of materials using screw-driven
test machines. The elliptically evolving specimens were then measured
at multiple interruptions to determine the true direct stress and strain
at the neck. It is hoped the anisotropic data presented in this thesis
will aid model development.
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Chapter 1
Introduction
1.1 Background
A fundamental role of military design development has been the ability to predict
material behaviour under high strain rate loading for certification purposes [5,
6, 7, 8, 9]. Calibrated material models are used to predict shaped charge jet
formation, blast interactions as well as general impact with structures. This
reduces the number of experimental trials required and lowers costs. Despite
these advantages there are still concerns regarding the fidelity of the results,
which has driven further research in the area. For metallic materials the models
of interest are typically calibrated by bespoke tensile tests. The tests facilitate
the collection of quantitative sample measurements across a range of strain rates
and temperatures. This links key material behaviour, stress state and damage
evolution, via yielding or cracking mechanisms. Whilst accurate calibration data
and robust validation procedures are necessary for predictive modelling, a number
of global assumptions made during this analysis require further investigation.
1
1. Statement of Research
1.2 Statement of Research
The primary aim of this research has been to investigate the modelling assump-
tions that have been made. This was achieved by analysing the effects of experi-
mental parameters on three constitutive models that are commonly used to pre-
dict high strain rate, high strain material behaviour. These are the Goldthorpe-
modified Armstrong-Zerilli model, the Goldthorpe path-dependent model and the
Goldthorpe Path-Dependent Fracture (PDF) model. Of greatest interest are the
effects of localisation, failure and intermediate levels of damage on the response of
a structure, the latter being the most relevant to this project. Intermediate dam-
age refers to the degradation of structure due to nucleation and growth defects
[10] and is predicted by the Goldthorpe PDF model [6, 11].
After reviewing the assumptions made during the development of these mod-
els, two areas that had not been considered in any great depth were the effect of
specimen size on deformation and the global assumption of isotropy. Since the
highest strains, required for calibration, are reached during necking, the main
focus of this work has been the influence of these parameters on localisation
behaviour. A specimen size effect study was performed that looks at the de-
formation and fracture behaviour of both Body Centred Cubic (BCC) and Face
Centred Cubic (FCC) materials. Samples spanning a scale range of 100:1 were
tested for medium strength steel at room temperature and quasi-static strain
rates. Tests were also performed under the same conditions for mild steel and
pure copper, the latter with an additional motive of reviewing work hardening
behaviour (Appendix A). Significant experimental challenges were encountered,
predominantly involving specimen preparation and tensile test setup.
2
1. Statement of Research
To investigate the global assumption of isotropy a photogrammetric tech-
nique developed by Arthington was adapted and used for the measurement of
anisotropic deformation in uniaxially loaded tensile specimens. For an initially
cylindrical specimen under load the anisotropic deformation manifests itself as
elliptical cross-sections. To understand this behaviour the anisotropy exhibited
by macroscopically homogeneous materials was quantified using this technique.
Tests were performed primarily at room temperature and quasi-static strain rates
to establish the level of anisotropy that exists as the neck evolves. Experimen-
tal data was collected for a range of materials to reveal the significance of the
isotropic assumptions that have been made during model development.
Throughout this research interrupted tensile, torsion and compression tests
were performed on a wide range of difficult to characterise materials. The objec-
tive of this work was to show whether or not specific outcomes can be applied
across a range of materials. Tests investigating path dependency and how local-
isation varies with strain rate and temperature were performed but have been
omitted from this body of work.
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1.3 Thesis Structure
The thesis begins by describing necking phenomena and presents the most widely
accepted and commonly used necking solution, the Bridgman correction method.
Both Goldthorpe’s necking solution, which introduces material dependency, and
Eisenberg’s necking correction, which accounts for neck anisotropy, are also dis-
cussed. These corrections directly influence the quantified behaviour of the ma-
terial and are critical to the development and calibration of the material mod-
els designed to predict to high strains. The construction of the Goldthorpe-
modified Armstrong-Zerilli model, the Goldthorpe path-dependent model and
the Goldthorpe path-dependent fracture model are provided in this chapter. The
experimental and numerical techniques used in this research are also explained.
The experimental procedures developed over the course of this study are dis-
cussed in Chapter 3. The fundamental techniques to this research are covered,
which have been adapted and used in subsequent studies. Particular attention has
been paid to specimen preparation, image acquisition and image analysis. The
edge detection algorithm (Appendix E) capable of detecting the contours of speci-
mens to produce osculating circle fits is described and the difficulties encountered
at the smallest scales are considered.
Chapter 4 presents the investigation into the effects of specimen size during
necking. The experimental techniques tailored for this particular analysis are
presented, as are the multi-scale experimental results for mild steel, medium
strength steel, fully hardened copper and fully annealed copper. Crystal Plasticity
(CP) and DYNA3D Finite Element (FE) simulations that attempt to reproduce
the observed scale effects are also discussed.
4
1. Thesis Structure
A similar study is described in Chapter 5 that quantifies the anisotropic de-
formation experienced during necking for a selection of materials. The optical
designs developed for this work, the finalised experimental rig and a prototyped
device based on the findings are all presented in this chapter. Arthington’s edge
detection algorithm, which was used in conjunction with a self-developed algo-
rithm discussed in Chapter 3, is reviewed and a description of the applied image
calibration methods is also included. The significance of accounting for neck
anisotropy in relation to high strain rate, high strain modelling is addressed in
this work.
The final chapter presents the key conclusions of this research and describes
the improvements that could be made and the possible directions for future work.
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Chapter 2
Literature Review
2.1 Material Plasticity and Ductility
2.1.1 Introduction
A review into high strain rate, high strain material models of commercial interest
has been completed. The concepts behind the models and the analytical necking
solutions that are used within the calibration procedure have been reviewed. Neck
formation and stress distribution at the neck [12, 13, 14, 15, 16] were areas of
particular interest in this research.
The constitutive models described in this review assume that at a given strain,
geometrically similar tensile specimens of the same material have the same ra-
tio of neck diameter to radius of curvature. The models also assume that the
deformation is isotropic. Multi-scale tensile tests on both BCC and FCC mate-
rials reveal that the localisation behaviour is dependent on specimen geometry
and that significant anisotropic deformation can exist for certain materials. To
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investigate the influence of this, Bridgman’s analysis for the stress distribution
at a tensile specimen’s neck was reviewed [14, 17, 18]. Since the Bridgman solu-
tion forms the basis of the equations used to calculate the flow stress experienced
at the neck, both the incorporation of the radius of curvature parameter and
the assumptions made, were carefully examined. Necking correction methods
proposed by Goldthorpe, which introduces material dependency, and Eisenberg,
which accounts for neck anisotropy, have also been described.
Whilst the current constitutive models offer a powerful predictive capability,
there are still many aspects that have not been considered. Such areas include
the effect of size on material deformation and fracture behaviour, how localisa-
tion varies with strain rate and temperature as well as the assumption of material
isotropy. By testing a range of materials, existing constitutive model shortcom-
ings have been identified and attempts have been made to address them. This
approach attempts to make global assumptions to generate a more robust and
reliable predictive tool.
2.1.2 Necking
To develop constitutive models, reliable experimental data that characterises the
mechanical response of materials under simple loading conditions is required. The
most commonly used experiment to identify the primary properties of a material
is the tension test, which assumes a uniaxial and homogeneous stress state. The
difficulties arise at large plastic strains where samples exhibit a necking instability.
This occurs when the rate of work hardening, which is strengthening the tensile
specimen, is no longer able to support the rate of increasing stress. A neck forms
7
2. Material Plasticity and Ductility
at the weakest location along the gauge length, forcing a reduction in cross-
sectional area and a stress concentration that encourages further narrowing of
the neck. Initially cylindrical samples of isotropic material are found to form
an axisymmetric hourglass shape. Corrections must be made for the change in
minimum cross-sectional area, the influence of the triaxial stress state on the flow
process as well as the influence strain localisation has on the relationship between
strain rate and overall specimen extension rate.
2.1.2.1 Bridgman’s Analysis
Bridgman’s solution was reached after three levels of approximation [17]. The
first level, described as the zero level, does not recognise the formation of a neck
and is captured by the material property tensile strength [19]. This is defined as
the breaking load divided by the initial undeformed cross-section and has very
limited fundamental correlation with what the tensile specimen is experiencing,
so much so that a limit whereby a specimen must be of a minimum length is often
imposed to achieve better agreement with the actual material properties.
As a result a more sophisticated model was formulated, referred to as the first
level of approximation [17]. This approach takes into account the neck by utilising
average values at the neck and at the time formed the basis for true stress. True
stress is defined as the total tensile load on the specimen divided by the current
cross-sectional area of the neck. However Bridgman found that this alone was
not adequate to describe all of the significant physical phenomena, including that
of fracture. Fracture is a localised separation only concerned with the point of
initiation [16]. Since fracture is influenced little by the average conditions at other
points, to better describe this process Bridgman developed a final approximation.
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Figure 2.1: Mild Steel Fracture Surfaces
Bridgman discovered that the initiation of fracture occurs on the tensile axis of
the specimen (Figure 2.1) and that relating the stress and strain along the axis to
the average values at the neck would help determine the distribution of stress and
strain across the neck [16, 17, 18]. This was addressed by Bridgman’s second level
of approximation claiming sufficient accuracy to distinguish the values on the axis
from the average values. It was explained that the need for this approximation
depends on the degree to which the average values depart from the values on the
axis [14]. Bridgman described this approximation as most necessary for specimens
that have a cross-sectional area reduction greater than or equal to 50% and also
for those under hydrostatic pressure promoting increased ductility. It was noted
that this analysis only concerned the neck and that a complete solution would
require stress and strain measurements at all points on the specimen.
In summary, Bridgman’s most sophisticated necking solution tries to deter-
mine approximately the stress and strain at the neck as a function of distance
from the axis in the neck. This was achieved by characterising the contour in the
neighbourhood of the neck using a single parameter, which is the radius of curva-
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ture of the circle osculating the profile at the neck. By measuring this parameter,
which is viewed as a universal function of the reduction of area, the experimental
procedure is substantially simplified. Bridgman’s analysis was later altered to
accommodate elliptical necking [12] as well as identify the stresses that exist as
a function of both radial and axial position [13].
Figure 2.2: Definition of Bridgman’s Local Stress and Strain
To measure the local strain in the neck, camera images of the samples were
taken during the tensile tests. The initiation and evolution of the necking was
then observed allowing Bridgman’s local strain (εBridgman) and stress (σBridgman)
to be calculated (Equations 2.1 and 2.2) [17]. This expression takes into account
the radius of curvature of the necking area and is defined in Figure 2.2.
εBridgman = 2 ln
(a0
a
)
(2.1)
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σBridgman =
F
pia2(
1 + 2Rav
a
)
ln
(
1 + a
2Rav
) (2.2)
For this definition F is the loading force and Rav is the mean value of the
radius of curvature measurements R1 and R2. The minimum sample radius at
the neck and away from the neck are referred to as a and a0 respectively. To
reiterate, Bridgman’s solution and the true stress/true strain curves are almost
superimposed whilst the necking is small [20]. As the necking increases and
becomes more significant than the homogeneous reduction of the sample section,
the curves eventually diverge. This occurs at approximately εt which is the strain
that corresponds to the maximum on the true stress/true strain tensile curve,
below which necking can be neglected [21]. At the maximum of the engineering
tensile curve the strain, εg, is much lower than εt therefore the suggestion of a
deformation mechanism linked to diffusion phenomena is suspected [20].
2.1.2.2 Goldthorpe’s Analysis
Goldthorpe recognised that at high strains the stress distribution in the neck of a
tensile sample has to be constrained [22]. This relationship between uniaxial flow
stress (σ¯), axial stress (σz) and a constraining hydrostatic stress (σr) is shown in
Equation 2.3 [1].
σ¯ = σz − σr (2.3)
Following from this, Equation 2.4 was then derived [1]. This defines the hy-
drostatic stress of a tensile specimen and is, to within a small error, an exact
solution [22]. Although different materials cause the radius of curvature to vary
11
2. Material Plasticity and Ductility
differently with strain, the equation assumes isotropic deformation and does not,
within experimental error, depend on specimen size or external conditions. As
a result, the importance of these assumptions are being investigated. For this
definition ne is an evolutionary parameter that is material dependent and gov-
erned by stress localisation, z refers to axial position, Rav is the mean radius of
curvature of the neck, a is the minimum radius of the specimen at the neck, r is
the radial distance from the axis of the sample and J0 and J1 are zero and first
order Bessel functions, respectively. The final form of this particular equation
depends entirely on the constitutive model.
σr = cos(nez)
{
1
n2e
d2σ¯
dz2
+
1
ne
σ¯
Rav
J0(ner)
J1(nea)
}
(2.4)
Through manipulation of Equations 2.3 and 2.4 a final definition relating
load (F ) to uniaxial flow stress (σ¯) was found (Equation 2.5) [22]. This features
a tensile hydrostatic stress constraint and is used to convert load into uniaxial
flow stress, providing a correction factor for the circular cross sectioned sample
has been determined. This equation assumes elastic equilibrium in the plane of
the neck and introduces the variable, εa, defined as the area true strain [1].
F
pia2
= σ¯
(
1 +
1
n2ea
2
[
2− 1
σ¯
dσ¯
dεa
]
a
Rav
)
(2.5)
Although Bridgman’s solution for local stress and strain [17] does not in-
corporate any material dependency, as a widely adopted analytical approach it
provides a core understanding from which Goldthorpe’s analysis can be interro-
gated. Goldthorpe’s analytic solution for the stress distribution in the neck region
[22] allows the load to be be converted into uniaxial flow stress. This is then used
12
2. Material Plasticity and Ductility
to calibrate the material models, along with measurements of the evolution of
neck radius of curvature with true plastic strain.
2.1.2.3 Eisenberg’s Analysis
For samples that display anisotropic behaviour, the method of correction is sig-
nificantly more complex [23, 24, 25]. Unlike ideal isotropic materials that remain
axisymmetric throughout their deformation, anisotropic materials with initially
circular cross-sections develop elliptical cross-sections under load. This behaviour
results in a triaxial state of stress that cannot be analysed by assuming a prismatic
cross-section.
Figure 2.3: Necking Correction Comparison
Whilst the Bridgman correction must satisfy the von Mises yield criterion by
assuming the cross-sectional area remains circular, the Eisenberg and Yen mod-
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ification is able to also correct for anisotropic necking in initially axisymmetric
samples [23, 24]. After deriving a complex equation for the general case, that
requires integration through numerical quadrature, Eisenberg found that simple
averaging of the pseudo anisotropic Bridgman correction, evaluated in both the
minor and major axis, sufficiently represents the general solution. This extension
to the Bridgman correction for elliptical cross-sections is shown in Equation 2.6.
σEisenberg =
F
piamajamin
1
2
+ 1
4
(
1 +
Rmaj
amaj
)
ln
(
1 +
amaj
Rmaj
)
+ 1
4
(
1 + Rmin
amin
)
ln
(
1 + amin
Rmin
) (2.6)
In Equation 2.6 the lengths of the semi-major and semi-minor axes, at the
minimum cross-sectional area, are amaj and amin respectively. The corresponding
average radius of curvature values in the major and minor axis of the ellipse are
Rmaj and Rmin. By directly measuring the elliptical cross-section dimensions,
using a photogrammetric technique developed by Arthington, the Eisenberg cor-
rection can be easily applied without prior knowledge of the anisotropy of the
material. Figure 2.3 shows how the different necking corrections affect the true
stress-true plastic strain behaviour of a single sample made from an inherently
anisotropic material.
2.1.3 Material and Fracture Models
Metals of different crystallography are shown in Figure 2.4 to exhibit a funda-
mental difference in behaviour, which has a bearing on strain and strain rate [1].
This has lead to the development of material models for both BCC (Appendix
D) and FCC crystal structures.
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Figure 2.4: Metal Behaviour [1]
BCC metals typically deform via screw dislocations so that the main resistance
to deformation is the interaction between the dislocation and the crystal lattice
[1, 6]. Since this structure’s behaviour is not heavily dependent on dislocation
density, and there are a limited number of slip systems, deformation becomes
dominated by a strain rate and temperature dependent Peierls stress also referred
to as lattice friction [26].
Unlike BCC metals which display a brittle-ductile transition phase, FCC
structures deform via edge dislocations [1]. This results in deformation being
primarily resisted by dislocation interaction. FCC metals have a lot of slip sys-
tems and are typically dominated by cross-slip when deformed [26]. This is highly
dependent on dislocation density which is affected by strain rate and tempera-
ture [1]. Any increase in the number of dislocations will result in an increase in
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resistance to deformation. FCC material models also consider saturation, which
occurs when the dislocation generation and annihilation rates are equal, as well
as precipitation hardening.
2.1.3.1 Goldthorpe-modified Armstrong-Zerilli Body Centred Cubic
Constitutive Model
Constitutive equations, based on fundamental characteristics of materials, gener-
ally cover a wide range of strain rates and temperatures [27, 28]. This is useful for
problems such as fracture, high velocity impact, adiabatic shear and explosively
driven deformation which can involve very large local strains. Ideally, constitutive
equations for this type of problem are valid, and preferably determined, over as
wide a range of strain as possible. The problem with this is that high strain rate
tests involve adiabatic heating. This increases as the strain increases and means
that two of three generally unknown functions, that relate to strain rate depen-
dence, strain hardening and temperature dependence, are required [27]. To avoid
this problem, coefficient analysis was therefore limited to low strain cases where
adiabatic heating effects could be ignored. This approach to testing promoted
constitutive model development by providing an ability to generate assumptions
that describe the behaviour of the influential factors mentioned (Appendix D).
Although these functions are fundamental to the material’s behaviour, problems
such as explosive loading require the effects of shock and strain ageing on ma-
terial properties to also be acknowledged. Explosive shock increases the initial
flow stress, reduces the work hardening rate and introduces a deformation mech-
anism dictated by very dense twinning [27]. To account for the effect of shock, a
relatively simple model modification involving the addition of a rate independent
16
2. Material Plasticity and Ductility
constant was suggested. This does not change the strain rate or temperature
dependence of the material, because these are fundamental characteristics of the
crystal lattice. As for the strain ageing phenomenon, even though it causes a re-
versal of the normal thermal softening process, its importance in comprehensive
large strain constitutive models is questioned [27].
For both shocked and unshocked materials the work hardening rate is inde-
pendent of the strain rate [27]. This characteristic is a basic assumption of the
constitutive equation proposed by Armstrong and Zerilli for BCC metals at small
strains, and fuelled the development of Equation 2.7 for the flow stress, σ¯ [29].
σ¯ = C1 + C2 exp [T (C3 + C4 ln (ε˙))] + C5εf
n (2.7)
This equation features a thermally activated component, denoted by the in-
clusion of temperature, T , a strain dependent component which includes the
strain term, εf
n, and a constant, C1, which refers to the athermal resistances of
the material [1]. The remaining variables C2, C3, C4, C5 and n are additional
experimental constants and ε˙ is the strain rate.
Armstrong and Zerilli based their model for BCC metals on an established
theory that strain hardening is independent of both strain rate and temperature
at small strains [29]. The basic form of this original formulation was then used to
develop the Goldthorpe-modified constitutive equations (Equation 2.9) that in-
troduce temperature dependent strain hardening associated with a shear modulus
term [27].
By expressing Equation 2.7 as Equation 2.8, the strain rate dependence of the
Armstrong and Zerilli model was investigated [27].
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ln (σ¯ − C1 − C5εfn) = lnC2 + C4T ln ε˙+ C3T (2.8)
It was assumed as a working hypothesis that the increase in flow stress due
to shock would also act as an athermal constant [27]. This hypothesis meant
that the strain rate sensitivities for the shocked and unshocked conditions were
identical.
One of the assumptions of the Armstrong and Zerilli constitutive equation is
that work hardening is independent of temperature [30]. Whilst this is approx-
imately true at small strains, the validity of this assumption at larger strains is
difficult to check as additional strain ageing effects are introduced [27]. A com-
parison between work hardening curves at different temperatures showed that
there was a small but steady divergence with increasing strain. As a result to
achieve good agreement between the two work hardening data sets a shear mod-
ulus correction factor was applied. This decision was made after identifying that
the temperature dependence of the shear modulus influences work hardening [31].
Further investigation into the temperature dependence of BCC metals then
revealed that for shocked material, as the temperature diverges from ambient, the
behaviour also increasingly diverges from the unshocked data [27]. Once again
the shear modulus correction was found to achieve good agreement between the
two data sets. This provided additional evidence that the variables outside the
temperature dependent term are subject to a temperature dependence of the
shear modulus leading to the formulation of Equation 2.9. The effect of this
alteration is quite small for small strains and temperature rises but can become
particularly significant at large strains and high temperatures.
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σ¯ =
µT
µ0
(C0 + C6 + C5εf
n) + C2 exp [T (C3 + C4 ln (ε˙))] (2.9)
Equation 2.9 is the definition of the Goldthorpe-modified Armstrong-Zerilli
constitutive model, featuring temperature dependence [27, 32]. This model is used
to predict isothermal stress/strain curves for BCC metals. In this equation µT and
µ0 are the shear moduli at prevailing and room (293K) temperature respectively,
the ratio of which generates the thermal softening coefficient, and C1 refers to
the summation of C0 and C6 which relates to the athermal resistances associated
with factors such as grain boundaries and shock induced twinning respectively
[1]. For an isothermal, constant strain rate test Equation 2.9 reduces down to
the form σ¯ = A+Bεf
n generating Equation 2.10.
dσ¯
dεf
=
µT
µ0
nC5εf
n−1 (2.10)
To achieve a constitutive model that can accurately predict the combined
effects of strain, temperature and strain rate over a wide range of these variables,
the equations must be constantly tested throughout their development [27]. The
tests should involve a variety of known conditions in order to establish the range
of validity and their predictive capability [5, 6, 7, 8]. Large strain Hopkinson
bar tests and Explosively Formed Projectile (EFP) formation involving much
higher strains and temperatures [9] were used for this purpose. The Hopkinson
bar compression tests on shocked material showed significantly different results
attributed to thermal softening being greater than work hardening throughout
the test.
The predictive capabilities of these constitutive equations offer the opportu-
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nity for realistic design studies whilst also demonstrating the principal effects
of explosive shock in BCC metals. As a result the determination of constitutive
equations for other shocked materials is dramatically simplified enabling the rapid
advancement of computer modelling in this field.
2.1.3.2 Goldthorpe Path-Dependent Face Centred Cubic Constitutive
Model
Whilst many constitutive models for FCC materials exist, most are either inac-
curate for extreme conditions or phenomenological rather than physically based
[2]. This is because FCC materials feature complex path-dependent deformation,
which describes the dependence of flow stress on previous deformation history
and the rate of evolution of the dislocation structure. In contrast, BCC materials
have a relatively simple stress/strain response, since they are dominated by a
Peierls stress.
For strain hardening materials, the flow stress increases with plastic strain
[2]. As the number of dislocations increase, the resistance to dislocation move-
ment also increases. Applying this to FCC and Hexagonal Close Packed (HCP)
materials which have a large number of available slip systems, it is clear that the
main barrier to dislocation movement is the strain dependent interaction between
dislocations and structural obstacles such as other dislocations, point defects and
solutes. These obstacles make different temperature and strain rate dependent
contributions to the prevention of a passing dislocation. As a result the number
and distribution of obstacles dictate the flow stress required to achieve dislocation
movement. In addition to the movement and generation of dislocations, their an-
nihilation must also be considered. This is referred to as recovery, and typically
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occurs at a rate much lower than dislocation generation. Only with a high num-
ber of dislocations is it possible that the annihilation and generation rates can
become equal. This yields a constant value for the total number of dislocations
and flow stress and is known as saturation [33]. This explains path-dependent be-
haviour and highlights the importance of the process in FCC constitutive model
development.
Unfortunately, the one path-dependent constitutive model (Mechanical Thresh-
old Stress (MTS) model) that existed could not be fully implemented without
significant computing cost [2]. It also failed to describe some important fea-
tures of path-dependent deformation such as the drop in flow stress due to dy-
namic recovery. For these reasons Goldthorpe developed a constitutive model for
the deformation of materials that was applicable to a wide range of strain rates
and temperatures. This model significantly extends the understanding of path-
dependent deformation and enables predictive modelling of both pure materials
and FCC alloys, including FCC materials with unknown prior deformation, to
good accuracy.
σ¯ = C0 + f(εf ) +
(
µT
µ0
)
σtφ (ε˙, T ) (2.11)
The Goldthorpe path-dependent FCC constitutive model consists of two ma-
jor parts (Equation 2.11) [2]. The first part is an internal structure variable that
includes a strain rate and temperature dependent strain hardening function (σt).
This stores the history information needed for flow stress path-dependency and
describes how the state of the material changes with deformation. The second
part is the same transient function (φ) used in the Armstrong-Zerilli constitutive
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model that focuses on the thermal activation of dislocation movement (Equation
2.12) [34]. Through experimentation it was found that for FCC metals f(εf )
equals zero and for BCC metals σt is constant.
φ (ε˙, T ) = exp {T [−C3 + C4 ln (ε˙)]} (2.12)
To incorporate path-dependency, the accumulation of deformation history
along the deformation path is dictated by an irreversible variable, such as time
or plastic strain (εf ), and a state variable [2]. This is influenced by true indepen-
dent variables such as pressure, strain rate (ε˙) and temperature (T ). The main
drawback of this path-dependent process is that flow can no longer be described
in terms of strain. This is because a given stress does not correspond to a unique
strain, which is related to the fact that the same state and the same value of σt
can be achieved via different deformation paths (Figure 2.5). It should also be
noted that it is the relative conditions that affect subsequent deformation.
Figure 2.5: Effect of Independent Variable Change on State Variable Gradient
Behaviour [2]
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Equation 2.11 relates the von Mises flow stress to a structure variable, an
initial flow stress and numerous independent variables [2]. Included in this ex-
pression is the flow stress at zero state variable which is denoted by C0, the
temperature, T , and the state variable, σt. This variable is dependent on pre-
vious deformation conditions alone so that only the gradient of the stress/strain
curve is affected by the prevailing strain rate and temperature at the point of de-
formation (Figure 2.5). Equation 2.13, describing the state variable at constant
temperature and strain rate, is generated by combining path-dependent condi-
tions with information regarding state variable saturation. This is where the state
variable, at constant strain and temperature, approaches a fixed maximum value,
typically at high strain, so that it can only be exceeded by changing conditions.
For the state variable to decrease, the saturation value has to be lower than the
actual state variable value. In this situation the variable value will continue to
reduce until the values equal each other.
(
∂σt
∂εf
)
ηsv ,θ
= θ
(
1− σt
ηsv
)α
(2.13)
In this equation ηsv is defined as the saturation value of the state variable and
is a function of ε˙ and T , as shown in Equation 2.14 [34]. The variables k, Sp, a
and ε˙0 refer to experimental constants and θ is found to vary with strain rate in
an approximately linear fashion. The function (1−atT ) replaces the ratio µTµ0 [2].
ηsv = k
(
ε˙
ε˙0
)Sp[T/(1−atT )]
(2.14)
Equation 2.13 is created using the characteristic deformation behaviour of the
path-dependent material [2]. This equation describes state variable behaviour
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in an empirical form so that the expression can be integrated and an iterative
solution avoided. Equation 2.15 shows an integrated solution at constant strain
rate and temperature between the strain limits of 0 and εf .
σt
ηsv
= 1−
(
θ (α− 1) εf
ηsv
+ 1
) 1
1−α
(2.15)
To describe the development of the state variable and detail its behaviour
at all temperatures and strain rates, a series of master curves represented by
Equation 2.15 are used [2]. These curves are created in conjunction with the dis-
location saturation stress and all share the same equation form. By summing the
increments of flow stress for each small variation in strain rate or temperature,
the dependence of the flow stress on previous deformation history is found. This
is achieved by either integrating the partial derivative over a mathematical load
path function or by integrating along a master curve. Unlike the path-dependent
MTS model [33], which would incur significant iterative time costs to perform
these tasks in part, this model allows both an analytical solution and code im-
plementation.
2.1.3.3 Goldthorpe Path-Dependent Ductile Failure
Constitutive Model
The Goldthorpe path-dependent failure model has been applied to a number
of dynamic fracture scenarios and has provided a step change improvement in
the simulation of fracture processes in an Euler scheme [35]. It was only after
performing tests that both the prediction of temperature, particularly when ma-
terials approach the melting point, and the batch to batch variation in material
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fracture properties were highlighted as areas to be addressed.
To accurately simulate and predict fracture processes a deformation model
must be used in conjunction with a fracture model [35]. This is because the fail-
ure and fracture of a material is driven by the deformation model which dictates
the stress state and the degree of localisation. Using computationally efficient
algorithms, it is now possible to reproduce the observed path-dependent defor-
mation and ductile fracture behaviour [11].
Goldthorpe’s approach uses analytic solutions to describe void growth and
therefore meso-scale material response [35]. The resulting analytic models are
then implemented into the continuum expressions in the code to describe damage
accumulation and also link the meso and the macro-scale. By generating this link
the complexities of meso-scale individual void modelling can be avoided.
The Goldthorpe path-dependent ductile failure model is an extension of the
Rice and Tracey model [36], and acknowledges ductile failure is caused by a
combination of shear and void growth under hydrostatic tension [11]. Assuming
the flow stress is of a simple strain hardening form (σ¯ = A + Bεf
n), Equation
2.16 allows the hydrostatic tension of a tensile specimen to be found [22].
σr =
(
1
na
a
Rav
)(
1.93σ¯ − 1
na
dσ¯
dεa
)
(2.16)
To ensure the hydrostatic stress is zero at the surface of the specimen, the
product na is set to a value of 2.4048 [22]. Unlike the alternative approach, this
offers good accuracy and does not lead to significant error. The ductile failure
model can then be developed by combining Equation 2.16 with an expression for
the ratio of hydrostatic stress to flow stress for an axisymmetric tensile specimen
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(Equation 2.17). In this equation σpoy refers to the ratio of pressure to yield.
σpoy =
1
3
(
1 +
3σr
σ¯
)
(2.17)
After extensive testing, Goldthorpe found that the fracture criterion was a
material property [11]. This gave rise to the material constant, SC , which dictates
when a ductile material will fail. The parameter is determined by a quasi-static
tension test and is integrated along a hydrostatic path so that it does not require
seeding of failure points or an initial void size. As an interim approach, applicable
to all stress distribution states, Goldthorpe’s ductile failure model expresses void
growth as a function of stress triaxility and strain increment as shown in Equation
2.18 [35].
dSc =
2
3
∫ εeff
0
exp
(
3
2
σpoy − 0.04σpoy−1.5
)
dεeff + Adεs (2.18)
For this equation εeff is effective plastic strain, dεs is shear failure strain and
A is a constant determined by torsion testing [35]. The damage at each state,
dSnew, can then be incrementally calculated using Equation 2.19 where dS is
damage increment and Sold is the cumulative damage from the previous state.
Snew = Sold + dS (2.19)
To validate the failure parameter, which is the true strain at fracture, results
gathered by Bridgman from tensile tests under hydrostatic pressure were used
[17]. This confirmed the reliability of any final constitutive model or fracture
parameter reached after experimental test data fitting.
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The Goldthorpe path-dependent ductile failure model is used to predict shear
plugging, V50 projectile impact as well as EFP penetration [9, 35]. Despite offer-
ing reasonable predictive capabilities, this is an interim approach since it assumes
voids grow independently in a rigid plastic material. This does not match reality
and as a result a unit cell approach is being adopted. This model will include void
interaction and the effects of local work hardening behaviour around the voids,
since this affects void growth.
2.2 Experimental Techniques
2.2.1 Introduction
To determine the mechanical response of a material there are a number of tests
that can be performed. The most frequently used characterisation technique is the
tensile test, which describes the process of subjecting a specimen to a controlled
tensile load until it fails. As the main focus of this work, this test and the methods
that have been used to develop high strain rate, high strain material models are
discussed in detail. Compression testing and torsion testing, which feature less
prominently in this research, are also reviewed (Appendix C).
2.2.2 Tensile Testing
Constitutive model development requires experimental data that quantifies the
behaviour of a material under simple loading conditions. The tension test, which
typically assumes a uniaxial and homogeneous stress state, remains the most
common method of achieving this. Since the models discussed have specific re-
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quirements, a bespoke tensile test was devised. To develop material models capa-
ble of describing the behaviour of metals at fracture under high strain rate, high
strain and high temperature conditions, Goldthorpe performed precise dynamic
and quasi-static isothermal tensile tests [27]. The tests were used to generate
generic models for different classes of materials that were then validated against
experiments in the regimes of interest [5, 6, 7, 8, 9]. More standard tests were
later performed to derive specific material properties for each material class.
The problem faced by Goldthorpe was that a standard tensile test, where
the sample is continuously loaded to failure, does not produce the necessary
isothermal data. To address this, Goldthorpe developed an interrupted tensile
test method that produces data not affected by adiabatic heating (Figure 2.6).
Figure 2.6: Interrupted Tensile Testing
By stopping the tests at small increments of strain, Goldthorpe was able to
generate isothermal stress-strain curves for strain rates up to 10s−1 [27]. This
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was achieved by unloading the sample to zero at each interruption and only
measuring the yield stress on re-loading, since the increment itself could have
undergone adiabatic heating (Figure 2.6). The interruptions allow the sample to
return to room temperature before initiating the next loading step. For this test,
the plastic strain measured between increments, only relates to the yield stress
of the subsequent increment.
Whilst developing this technique, Goldthorpe also realised that to determine
work hardening rates to large strains the interrupted tension tests must charac-
terise the late stages of necking [27]. This meant that in addition to measuring
the minimum diameter of the specimen as a function of load, and calculating the
strain at each interruption, the geometry of the neck must also be recorded to
apply necking corrections to the corresponding yield stresses. To calculate the
corrections, neck images were captured after each increment.
The techniques developed by Goldthorpe have been used throughout this re-
search and have been fundamental to the extraction of isothermal experimental
data. Whilst the quantification of neck evolution was the most difficult to trans-
late across different specimen scales, it was these measurements that facilitated
the introduction of photogrammetric techniques to Goldthorpe’s approach. Fig-
ure 2.6 shows the result of an interrupted tensile test for a medium strength steel
sample. The individual loading steps, of which there are 30, are clearly visible.
Processed images of the neck are also included at selected loadings prior to fail-
ure. Since a tensile specimen deforms at a much greater rate during necking, and
the high strain data is of most use to the development of the models discussed,
more interruptions and therefore more measurements are made after the Ultimate
Tensile Strength (UTS) is reached.
29
2. Experimental Techniques
By performing interrupted tensile tests over a range of strain rates and tem-
peratures, constants required by the models can be determined. This approach
allows isothermal stress-strain curves at fairly high strain rates to be output. It
is also worth noting that strain rate dependence was determined by Goldthorpe
at primarily low strains [27].
Figure 2.7: Arthington’s Neck Ellipticity Measurement Technique [3]
To extract isothermal stress-strain data and simultaneously investigate the
anisotropy of a material, a photogrammetric technique was applied to Goldthorpe’s
interrupted tensile test methodology (Figure 2.7). The technique, developed by
Arthington, uses optical methods to take multi-point measurements of a deformed
specimen [37]. This information is then used to generate three dimensional re-
constructions of the sample. The advantage of this method is that an ellipti-
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cal cross-section, formed from an initially cylindrical specimen, can be quanti-
fied. To reach this technique a selection of reconstruction methods were reviewed
[38, 39, 40, 41, 42].
Despite developing an algorithm capable of using any number of tangential
rays, Arthington found that three views each seperated by 120 ◦ was sufficient
to reconstruct, plane by plane, a specimen with elliptical cross-sections. By us-
ing this photogrammetric technique the anisotropic behaviour of a uniaxially
loaded cylindrical specimen is fully characterised. After exploring multiple cam-
era setups, Arthington eventually selected an in-situ mirror-based configuration
to achieve the multiple geometry viewpoints. The method uses edge position
data, determined from three silhouette images, to generate tangents that relate
to the axial position along a specimen. A least squares fit is then calculated
using the identified tangents to create arbitrary ellipses [43, 44, 45, 46, 47, 48].
The work presented in this research uses and develops this technique further, and
introduces a new optical design that improves upon the common configurations
that currently exist [49].
2.2.3 Compression Testing
Compression tests are performed by applying a compressive load to a specimen
that is placed in-between two anvils. This configuration facilitates extremely
high strain rates and therefore continues to be used to develop the models dis-
cussed. The samples are normally cylinders of material that have an aspect ratio
(height/diameter) of around 1 [50, 51]. To obtain useful uniaxial compression re-
sults the aspect ratio must not be significantly below 1, as this generates a large
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amount of friction between the anvils, nor must the aspect ratio be significantly
above 1, as the slender sample then becomes prone to buckling. Although the ge-
ometry of the sample is critical to determining the true behaviour of the material,
the specimen surfaces that are in contact with the anvils must also be adequately
lubricated. Without sufficient lubrication the sample will exhibit barrelling as
the surface friction constrains the plastic flow. Since friction affects the material
behaviour so significantly in compression testing, sample designs that attempt to
maintain a layer of lubrication between the sample and the anvils, throughout
the entire loading, have been developed [51].
2.2.4 Torsion Testing
Torsion testing is performed by gripping a specimen between a twisting head,
that applies a rotational motion, and a weight head that measures the torque
applied to the sample [52]. Since a torsion sample with a circular cross-section
experiences, in the elastic range, a maximum shear stress at the surface that
reduces linearly to zero at the centre of the bar, a thin-walled tubular specimen
is often used. With this design the shear stress over the cross-section of the
sample can be assumed constant, simplifying analysis. Whilst the properties
determined through torsion testing are different from those found during tensile
testing, they are analagous. For high strain rate, high strain constitutive model
development both quasi-static and dynamic torsion tests at different temperatures
are performed, and equivalent tensile stress-strain data is calculated using the von
Mises flow rule [53]. Constants for the models are derived using both tension and
torsion data sets.
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2.3 Numerical Techniques
2.3.1 Introduction
As part of the size effects study, Crystal Plasticity Finite Element (CPFE) sim-
ulations were performed that investigated the effects of microstructure on the
behaviour of a material as the specimen geometry is altered. To generate sta-
tistically equivalent grain structures a Controlled Poisson Voronoi Tesselation
(CPVT) model was used. Based on these findings, and the experimental work
completed for medium strength steel, a Goldthorpe-modified Armstrong-Zerilli
model modification was made and then verified through DYNA3D simulations.
2.3.2 Crystal Plasticity Finite Element Method
2.3.2.1 Controlled Poisson Voronoi Tesselation
To generate 2D polycrystalline grain structures, a system based on the CPVT
model, which features a single grain structure regularity control parameter, was
used [4, 54]. The Voronoi tessellation originates from a homogeneous crystalli-
sation process where the grain shapes are usually non-uniform and exhibit large
variability. It is a natural geometrical description of a grain structure where
grains are nucleated simultaneously and grain growth is identical for all nuclei.
The model was implemented into a software system (VGRAIN), developed by
Zhang, which was used to create the virtual microstructures so that CPFE anal-
ysis could be performed.
After completing domain subdivision, randomly assigning grain orientations
and then applying material properties to each domain in the VGRAIN software,
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the commercial FE package ABAQUS was used to further process the model [4].
Within the Computer Aided Engineering (CAE) environment the structure can
be directly imported using a script created by VGRAIN. This facilitates mesh
generation, boundary and loading condition assignment as well as other pre-
processing operations. The rate-dependent finite deformation CP constitutive
equations were then implemented at the solver stage using a user-defined material
subroutine [55]. This process is described in Figure 2.8 and has been used in a
number of investigations [56, 57, 58, 59].
Figure 2.8: An Integrated Micro-Mechanics Modelling Scheme [4]
2.3.2.2 Crystal Plasticity
CP simulations look at the behaviour of individual grains and assume that crystal
slip is the predominant deformation mechanism. CP simulations take into account
grain size, orientation and shape whilst also considering grain size distribution.
Although CP is not the main focus of this research, a brief outline of the key
assumptions and equations are given [60, 61].
The three key assumptions of the CP material model are; 1. the elasticity is
isotropic in accordance with Young’s modulus and Poisson’s ratio definitions, 2.
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any crystalline slip adheres to Schmid’s law and 3. the self and latent hardening
rates are equal with Taylor’s isotropic-hardening law.
τα = m¯i
ασij s¯j
α (2.20)
Equation 2.20 defines the resolved shear stress, τα, for any slip system, α,
where m¯i
α is the average slip plane normal, s¯j
α is the average slip direction and
σij is the stress tensor in terms of the elastic strain, ε
e
kl, given in Equation 2.21.
The fourth order stiffness tensor is denoted by Cijkl.
σij = Cijklε
e
kl (2.21)
The resolved shear stress for each slip system can then be related to the shear
strain rate, γ˙α, for the same slip system, α. This is defined in Equation 2.22
where a˙ is a reference strain rate, gα is the current hardness of the slip system
and n is the stress exponent. When γ˙α = 0, the slip plane normal and direction
are the same for all of the elements within that grain. It is also the case that as
n tends to infinity the material model becomes rate-independent.
γ˙α = a˙ · sgn (τα)
(∣∣∣∣ταgα
∣∣∣∣)n (2.22)
The number of slip systems and their orientations depends on the crystal
lattice structure. For example an FCC material has four slip planes which each
have three independent slip directions. This translates to an α value of 12. At
this stage Equation 2.23 can then be used to find the stress rate. This includes the
total strain rate tensor, ε˙kl, and the plastic strain rate tensor, ε˙
p
kl, the definition
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of which can be found in Equation 2.24.
σ˙ij = Cijkl (ε˙kl − ε˙pkl) (2.23)
ε˙pkl =
1
2
∑
α
γ˙α (m¯l
αs¯k
α + m¯αk s¯l
α) (2.24)
Material strain hardening of the slip systems is described in Equation 2.25
where hαβ is a slip hardening moduli matrix.
g˙α =
∑
β
hαβγ˙
β (2.25)
The self and latent hardening moduli are calculated by Equation 2.26 and
Equation 2.27 respectively [60, 62]. Equation 2.26 is based on α 6= β whereas
Equation 2.27 is generated when α = β such that hαβ is hαα.
hαβ(γ) = h0sech
2
∣∣∣∣ h0γgs − g0
∣∣∣∣ (2.26)
hαα(γ) = qh0sech
2
∣∣∣∣ h0γgs − g0
∣∣∣∣ (2.27)
In these expressions γ is shear strain, h0 is the initial hardening modulus, gs
is the break-through stress, g0 is the initial shear strength and q is a hardening
factor set to unity with Taylor’s isotropic-hardening assumption [60, 62]. The
accumulated shear strain can also be defined in Equation 2.28.
γ =
∑n
α=1
|γα| (2.28)
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2.3.3 DYNA3D Finite Element Method
To model high strain rate, high strain material behaviour a nonlinear, explicit FE
code (DYNA3D) capable of analysing the transient dynamic response of three-
dimensional solids and structures is used [63]. DYNA3D was originally developed
for applications involving stress analysis of structures under impact, and uses
explicit time integration to model large deformations and changing boundary
conditions. Since DYNA3D is a single executable file that is entirely driven
through the command line, all that is required to complete a simulation is a
command shell, the executable, an input file and sufficient disk space to perform
the calculation. The input files are typically prepared by either a text editor
or a graphical preprocessor, such as TrueGrid. DYNA3D is a flexible code that
includes solid, shell, beam, and truss elements.
Whilst DYNA3D is a suitable choice for studies involving high rate dynam-
ics or stress wave propogation effects, quasi-static simulations are typically per-
formed using an alternative code (NIKE3D) [63]. This made FE code selection
for comparison studies difficult since the experiments, used to calibrate the mate-
rial models executed within the DYNA3D simulations, were at quasi-static strain
rates. As a result, to compare the experimental data with appropriate simulation
(DYNA3D) data, a correction developed at Leeds University was applied [64].
To efficiently run simulations using an explicit dynamic code, high loading
rates are required. This generates sufficiently small time steps that are deter-
mined by the mesh density and wave speed in the material. Quasi-static material
response in a dynamic simulation is therefore difficult to achieve without altering
material parameters. The method, developed at Leeds University, involves sup-
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pressing the adiabatic temperature rise by artificially raising the specific heat of
the material [64]. The strain rate term is also adjusted using Equation 2.29 to
achieve the correct quasi-static material response.
C3
′ = C3 + C4 lnX (2.29)
In this equation C3
′ is the adjusted value of the coefficient C3 and X =
Vdyna/Vtest where Vdyna is the velocity specified in the DYNA3D simulation and
Vtest is the actual test velocity [64].
Figure 2.9: Pseudo Quasi-static Correction
Figure 2.9 shows the effect of this alteration. The behaviour of the material
appears to remain largely unchanged except for the yield stress which is signifi-
cantly lowered.
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Experimental Procedures
3.1 Introduction
This chapter presents the key experimental techniques that have been developed
and used throughout this research. The procedures discussed include multi-scale
specimen preparation, image acquisition and image analysis. Efforts have also
been made to detail the general test setups and the bespoke equipment used.
These techniques tackle problems specific to this work and expand upon the
methods used and described in Section 2.2.
3.2 Specimen Preparation
A standard cylindrical tensile specimen requires a gauge section that smoothly
transitions to two shoulders of larger diameters [65]. A load is applied to the
ends of the sample so that stress concentrations in the gauge section are avoided.
The length of the parallel gauge section is typically five times that of the gauge
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diameter. This ensures the stress state is uniaxial throughout the gauge section,
which is particularly important when characterising neck formation. For each
material used in the size effect investigation, a range of sample sizes that adhere to
this form were generated. Since the corresponding specimens had to be machined
from the same block of material, sample generation was carefully planned and
executed. To explain this procedure, the techniques applied to medium strength
steel are discussed, since every specimen scale used in this research has been
generated from this material.
To reduce the amount of machining required the medium strength steel was
purchased as a 50 mm diameter round bar. This meant only the narrowed down
section and the ends of the largest 35 mm diameter round bar tensile specimen
had to be machined. To achieve the profile a Computer Numerical Control (CNC)
lathe was used. Despite leaving a poor surface finish, which had to be manually
recovered, the approach was favoured as turning the sample by hand would have
meant machining a bespoke radius cutting tool.
Figure 3.1: Machining Procedure
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The 3.5 mm diameter samples were generated by sectioning the original round
bar along its axis to form a 6 mm thick plate (Figure 3.1). This was then cut to
achieve a piece with a 6 mm square cross-section. All of these cuts were achieved
with a large band saw. The cuboid was then roughly centred and reduced to a
circular cross-sectioned bar using a male centre and a 4-jaw chuck. To support
the work piece with a 3-jaw chuck and a rotating centre the sample was parted
off and re-centred using the same workshop lathe. This meant the work piece
could either be machined to fit the collets of a watchmaker’s lathe, or profiled to
produce a finished 3.5 mm diameter sample using a workshop lathe.
Figure 3.2: Preliminary Machining Setup (Left); Watchmaker’s Lathe (Centre);
Rotary Wire EDM Tool (Right)
As previously mentioned a watchmaker’s lathe was used to machine samples
with a diameter below 3.5 mm (Figure 3.2). This allowed accurate machining of
the 1 mm, 0.7 mm and 0.35 mm diameter samples and also facilitated a reasonable
surface finish, in line with that achieved by workshop lathes for the 3.5 mm
diameter samples. By centering and correctly sizing the prepared round bar,
the work piece was supported by a gripping collet and a rotating centre. This
approach highlighted sample rigidity problems and encouraged an investigation
into rotating centre alternatives for the preliminary 0.35 mm diameter samples.
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Such alternatives included a brass bushing, another collet and a lubricated male
centre. No optimum setup was found for the initial cuts, however after testing
numerous configurations the brass bushing proved most suitable for turning down
to the final diameters. Test worthy 0.35 mm diameter samples were successfully
machined after replacing the High Speed Steel (HSS) cutting tools with carbide
cutting tools and applying the information detailed above (Figure 3.3). To further
improve the surface finish grinding steps were also introduced.
Despite appearing a straightforward machining task, operating the watch-
maker’s lathe was a steep learning curve. Issues were encountered with surface
finish, lathe maintenance and lathe configuration. This included motor and ro-
tating centre fault diagnosis, gib strip adjustment as well as lever feed related
problems. Whilst 0.35 mm diameter samples were successfully machined using
a watchmaker’s lathe, the accuracy of the specimen geometry, the probability
of success and the simplicity of creating the smallest samples would be greatly
improved by using rotary wire Electrical Discharge Machining (EDM) tools that
do not exert any cutting force on the delicate parts that they create. A machine
capable of this is shown to the right of Figure 3.2.
Figure 3.3: 0.35 mm Diameter Medium Strength Steel Samples
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For the full range of medium strength steel specimen sizes, the samples were
machined from blocks sectioned in the same orientation. That is, the axes of the
round bars were parallel to the axis of the raw 50 mm diameter medium strength
steel rod. 0.35 mm diameter samples were only generated from blocks sectioned
perpendicular to the axis of the original 50 mm diameter bar to investigate the
effect of grain structure anisotropy on geometric neck evolution parameters.
A range of sample scales were machined for different materials using the ap-
proach described. Only slight modifications were made to accommodate for the
different forms of the raw materials and the bespoke material specific machining
techniques.
3.3 Interrupted Tensile Testing
3.3.1 Development of Test Technique
High strain rate, high strain constitutive material models require interrupted ten-
sile test data at various strain rates and temperatures. Whilst model calibration
was not the primary objective of this research (Appendix D), the tests required
for this task have influenced the development of the methods used in the key
studies presented in this thesis. To show the versatility of the test technique and
the aspects that were considered in its development the test setups capable of
extracting isothermal test data for a range of strain rates and temperatures are
discussed.
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Figure 3.4: High Rate Test Setups
High strain rate calibration data was captured using servo-hydraulic machines.
Figure 3.4 shows a selection of the high rate test setups that were used. For these
machines the piston speed is controlled by valves that throttle the release of a
pressurised reservoir of fluid. The machines were selected on their size and maxi-
mum achievable pressure, since these factors dictate the magnitude and speed of
the applied force. The test setup that was used to determine quasi-static material
behaviour at high and low temperatures is shown in Figure 3.5. The screw-driven
machine in this figure applies a load to the tensile specimen via a ball-and-screw
connected crosshead [66]. The desired rate of loading is achieved by controlling
a geared electric motor through a feedback controller.
The setups in Figure 3.4 and Figure 3.5 use load cells to determine the force
that is applied to each tensile specimen. Load cells function by outputting a
voltage that is proportional to the load applied. The voltage is dictated by strain
gauges inside the load cell that respond to linear elastic deformation.
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Figure 3.5: Modified Vernier Caliper (Left); Low Rate Test Setup (Right)
The decision to use quick release fixtures and lost motion devices to easily
remove, measure and replace the sample at each interruption was reached after
identifying the numerous difficulties associated with taking in situ measurements.
By removing and replacing the sample the experimental method is significantly
simplified and avoids problems such as environmental chamber obstruction and
poor image resolution. Figure 3.5 also shows the modified Vernier caliper that
was used to take neck diameter measurements. This caliper had part of its inside
jaws ground to a knife edge so that measurements can be made for heavily necked
specimens.
The base setup presented in this section was used for all of the interrupted
tensile tests performed at the standard 3.5 mm diameter sample scale. The dif-
ferences identified in comparison studies at this scale are therefore not associated
with different test setups/methods.
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3.3.2 Image Acquisition and Analysis
3.3.2.1 Image Acquisition
Whilst many image acquisition techniques have been used in this research, the
first was developed for 3.5 mm diameter samples. To reach a successful method
for this sample scale a number of issues, common to all of the image acquisition
techniques used in this work, were addressed. This section details the image
acquisition approach that was used to characterise 3.5 mm diameter samples.
Using a digital Single Lens Reflex (SLR) camera, a set of macro bellows and
a macro photo stand, images of the 3.5 mm diameter specimens were captured.
The samples were raised above a white backdrop using two metal blocks and
illuminated by two spot lights (Figure 3.6).
Figure 3.6: Image Analysis Setup
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After the onset of necking became visible, the tensile test was interrupted and
the edge of the specimen’s neck brought into focus using the image analysis setup.
To avoid inconsistent image scaling and processing problems during analysis the
focus and lighting conditions were kept the same. The final high resolution image
set was then analysed using an edge detection program to determine the radius
of curvature values of the necks at various tensile test interruptions.
Figure 3.7: Focus Assembly (Left); Image Analysis Setup (Right)
Figure 3.7 shows the actual setup that was used to capture neck evolution
images of standard 3.5 mm diameter samples. The device shown to the left of
Figure 3.7 was used to capture images of specimens that were focused on their
contours. Adjustable in height, the focus assembly is set up so that the bottom of
the sample is in contact with the top of the guide rod. This aligns the needle to
the centre of the sample which is then used as a focus point to ensure the sample
edges are sharp enough to be accurately analysed. A summary of the optimal
camera settings/equipment that are necessary to achieve reliable, high resolution
images of sufficient quality is given in Figure 3.7
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Figure 3.8: Image Acquisition
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3.3.2.2 Image Analysis
To determine the radius of curvature values of a necking 3.5 mm diameter tensile
specimen the sample is removed, photographed and replaced whilst the tensile
test is interrupted. Osculating circle fits are then generated for each image.
This was originally performed manually using Photoshop however it soon became
apparent how this process could be improved for future tests. Rather than making
measurements based primarily on the judgement of the person fitting the images,
a MATLAB code capable of manipulating the images and determining the neck
radii through a series of numerical differential equations was developed (Appendix
E). This improved the efficiency, repeatability, accuracy and reliability of the
analysis and allowed batches of images to be quickly processed. It also enabled
the image quality and processing techniques applied to be monitored.
The earliest version of the image analysis program was able to identify JPEG
image files in the same directory as the code and function correctly, as long as
the images were in landscape orientation. It was only after significantly using the
program that more substantial amendments to the program were made. Rather
than applying a user defined threshold to the image and then sampling the points
to determine the specimen edges, the second generation program automatically
thresholded the image and would not allow the user to interact with the pro-
gram until a second threshold was applied to the raw image. This second stage
of processing meant that the user could alter the threshold value and interval
size, before checking the suitability of those selections by reviewing the images
generated. The idea behind this was to identify the specimen edges from the first
filtered image and use this to dictate how the second filtered image is cropped,
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ultimately reducing the chance of undesirable points being detected. An average
radius of curvature calculation was also included to reduce post processing.
After testing the program, it was decided that smoothing spline fits should
be applied to both of the filtered images. Limited success with this configuration
then led to the removal of the two stage cropping process and the introduction
of tools that clear artifacts of previous analyses and control the image threshold.
The fourth generation program added the ability to select the central half, third
or quartile of the image and output a compact data set as well as multiple curve
plots. To allow batch processing, a version that sets the threshold and boundaries
for groups of images was also created.
The penultimate program iteration made sure that all open figures were closed
before beginning an image analysis session. It then allowed the user to define in-
terval sizes that relate to data extraction from both the image and the fit. By
offering more interval size control, the program has the ability to interpolate be-
tween discrete pixel positions, improving the analysis of low resolution images.
Unlike previous versions this program showed all of the possible boundary config-
urations on the working image and allowed the central fifth or sixth of the image
to be selected. The smoothing parameter, threshold and boundary configuration
for each image were monitored and altered using original curve data and associ-
ated fit data plots. Also included in the fifth generation program was a simple
radius of curvature value check that ensured the calculation was made within the
central quartile of the image.
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Figure 3.9: Neck Image Layout
The final MATLAB program is capable of analysing all of the JPEG image
files that are in the same directory as the program code (Appendix E). The only
requirement is that the tensile specimen is horizontal and the neck is central in
each of the images, as shown in Figure 3.9. For each photograph the MATLAB
code identifies the file name and creates a black and white version of that image.
The operator must then ensure that the user defined threshold is suitable and
that any significant specimen edge degradation is avoided. This is achieved by
assessing the binary image after the sobel edge detection filter has been applied
(Figure 3.10). By selecting an appropriate threshold value, problems such as
pixel clusters away from the specimen edges are eliminated so that the regions of
interest are representative of the actual geometry. With this data the edges of the
tensile specimen can be sampled at regular, specified intervals across the width
of the image. The program allows the user to select either the whole, central
half, central third, central quartile, central fifth or central sixth of the image for
analysis. Alternative program iterations also made it possible to select different
boundary regions and, less desirably, different thresholds for the bottom and top
neck contours. To ensure the area of interest is captured and to ease the selection
process, the boundaries are marked on the original image (Figure 3.10).
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Figure 3.10: Boundary Configuration and Image Manipulation
To determine the sample edges the algorithm scans each pixel columnn, start-
ing from the top of the image, and records the positions where a step change in
pixel intensity occurs. To find both top and bottom curves the image was simply
rotated 180 ◦. After sampling the points a least squares 4th order polynomial fit
is applied and a figure is output to allow the operator to assess its suitability.
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The fitted neck contour data is then processed to find the first, second and
third derivatives using Equation 3.1, Equation 3.2 and Equation 3.3 respectively.
To better assess the reliability of the results multiple plots are generated and
saved (Figure 3.11).
Figure 3.11: Derivative Output
To calculate the radius of curvature (R) of the bottom and top curves Equation
3.4 is used. In this expression the second derivative values are taken at the
positions where the third derivatives are zero. The derivatives of the curves
are found using a central difference approach and the two resulting values are
averaged before being used for necking correction solutions.
R =
(
1 +
(
dy
dx
)2) 32(
d2y
dx2
) (3.4)
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To scale the radius of curvature values for each image the minimum neck
diameter is used. This dimension is determined by the program and during the
test using either digital callipers or alternate imaging techniques. The latter is
entered by the user for each of the images so that the final data set contains all of
the neck radii information in the same units as the measurements recorded by the
operator. After processing each image, the osculating circle fits are shown on the
input image as an overlay. This allows the evolution of a neck with true plastic
strain to be plotted, an example of which is shown in Figure 3.12. Also outputted
is the threshold and boundary configurations used for each of the images.
Figure 3.12: 35 mm Diameter Sample Neck Evolution spanning True Plastic
Strains of 0.12 to 0.63
Whilst the MATLAB program appears capable of calculating sufficiently reli-
able, accurate results, the quality of the images being analysed could be improved.
54
3. Torsion Testing
By introducing a backlight to illuminate the samples larger than 1 mm diameter,
the noise of the tensile specimen’s edge and the resulting image quality is greatly
improved. This reduces the effect the user defined threshold has on the results.
Examples of high contrast optical microscope silhouette images can be seen in
Figure 3.13. With this setup the reliability and accuracy that is expected with
the MATLAB program is also translated to the images captured.
Figure 3.13: High Contrast Neck Evolution Silhouette Images
3.4 Torsion Testing
To successfully calibrate constitutive material models, torsion tests were also
performed (Appendix C). Each torsion test generated torque-angle information
that was then converted into shear stress-strain data. After completing a number
of torsion tests the test equipment was found to produce unreliable data. This
led to an investigation into torsion data correction methods. The first approach
involved interrupting the torsion test and measuring the angle with a dividing
head. This facilitated the calculation of correction factors that were based on
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measurements made with a dividing head. Although this provided some insight
into the problem, the many sources of error meant the correction factors generated
were still unusable. As a result angle measurement devices that attached to the
torsion samples were generated. This temporary solution unsurprisingly left the
accuracy of the angle measurements in doubt and encouraged more work to find
an alternative approach.
By performing a series of compliance tests for different torque ranges a final
correction method was developed. The tests showed that the angle lost to the
machine is heavily dependent on the torque range selected. The different torque
ranges were found to change the rate at which the angle is lost to the machine
during a test and its magnitude at specific torques. This meant the torque range
selected for the test affected the correction that was required. Possible reasons for
this include gear backlash, poor calibration as well as torsion sample slip within
the jaws. With this correction method torsion samples previously tested were
corrected.
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Scale Effects in Necking
4.1 Introduction
As part of a wider study aimed at calibrating and investigating the assumptions
of constitutive models commonly used to predict high strain rate, high strain ma-
terial behaviour, research into the effect of specimen size on the deformation and
fracture behaviour of materials has been performed. It was hoped that shortcom-
ings in the existing constitutive models could be identified and specific outcomes,
such as the effect of specimen size on geometric neck evolution parameters, could
be applied across a range of materials. Whilst similar size effect studies have been
completed [67, 68, 69, 70, 71], many of which focused on strain gradient effects
during necking, the influence of specimen scale on the development of the models
discussed could not be found.
The high strain rate, high strain constitutive models assume that at a given
strain, tensile specimens of the same material have the same ratio of neck diameter
to radius of curvature, independent of scale. This led to a series of interrupted
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tensile tests that investigated this constitutive model assumption and the effects
of specimen size on mechanical properties. Mild steel specimens that differed by a
scale factor of 10 were the first to be tested. During this preliminary analysis the
3.5 mm and 35 mm diameter samples revealed little difference in neck radius of
curvature evolution and so a study that covers a wider scale range was performed.
To complete this more extensive interrupted tensile test investigation a material
of commercial interest, medium strength steel, was selected. Samples spanning a
scale range of 100:1 were machined, which for comparison purposes included 35
mm and 3.5 mm diameter sample scales [72]. The range was expanded so that 1
mm, 0.7 mm and 0.35 mm diameter sample scales were also tested. It was this
work on medium strength steel that informed the development of a constitutive
model modification. The modification introduces length scale dependence to the
Goldthorpe-modified Armstrong-Zerilli model. After discovering an observable
size effect at the smallest scale for a BCC material a similar analysis was also
performed on two FCC materials. Instead of generating 5 specimen scales, only
3.5 mm and 0.35 mm diameter samples were tested. This was believed to be
the minimum number of scales required to observe a size effect. Interrupted
tensile tests on fully hardened and fully annealed copper were performed for
this investigation revealing the effects of specimen geometry and work hardening
(Appendix A) on FCC metal behaviour.
In this chapter the interrupted tensile test setups are discussed in detail and
the nuances associated with each scale are described. It should be noted that
all of the neck evolution images captured in this study were processed using the
final revision of the image analysis program (Appendix E). The results for each
material are presented and analysed before conclusions are made.
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4.2 Experimental Procedure
As the primary focus of this study, a specimen scale range was selected that inves-
tigates both bulk behaviour and material behaviour dominated by microstructural
effects. To determine the bulk behaviour of a material under uniaxial tension,
samples must be machined to a scale where homogeneity can be assumed. If the
gauge diameter is sufficiently large in comparison to its grain size this is a fair
assumption. There is however no widely accepted value for the minimum number
of grains required to achieve this [71, 73, 74, 75].
The scale range selected explores this transition in behaviour, and estimates
that a size effect by strain localisation occurs when there is less than 10 grains
across the diameter; this is based on prior CPFE and Discrete Dislocation (DD)
plasticity studies [71]. For the materials that had an inherent microstructural
length scale larger than that of its grains, this inhomogeneity was considered
instead [76]. In some materials the grains could not be identified and alternative
length scales were used. Other factors that also influenced scale range selection
were specimen preparation and the available experimental test setups. In this
study 35 mm, 3.5 mm, 1 mm, 0.7 mm and 0.35 mm diameter samples were
tested. To test the full range of specimens a number of test setups were used,
which will now each be explained starting with the largest tensile test setups and
finishing with the most challenging tensile tests performed at the smallest scale.
The largest 35 mm diameter samples were machined and tested for two ma-
terials; mild steel and medium strength steel. To test each mild steel specimen a
screw-driven machine that applied a load to the sample through tapered grips, was
used (Figure 4.1: Right). This arrangement left only part of the gauge length
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visible and as a result required additional illumination. The medium strength
steel samples were tested using a servo-hydraulic universal testing machine (Fig-
ure 4.1: Left). Each specimen was hydraulically gripped by two sets of V-notched
grips that only applied enough force to perform the test without damaging the
sample.
Figure 4.1: 35 mm Diameter Sample Setups
Both of the test setups in Figure 4.1 used a digital SLR camera mounted
to an adjustable stand/tripod to capture neck evolution images. Plain white
backgrounds were also placed behind all the samples to ease image analysis. At
this scale, it was not necessary, nor was it practical, to remove the sample after
each loading. To capture suitably magnified, focused images a simple telephoto
lens was used instead of a macro lens configuration.
To perform interrupted tensile tests on standard 3.5 mm diameter specimens a
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test setup shown in Figure 4.2 was used. This was the most frequently used setup
and differed from the largest scale tests by allowing the sample to be removed
during the test using quick release fixtures and a lost motion actuator.
Figure 4.2: 3.5 mm Diameter Sample Setup
From top to bottom the setup, used within the screw-driven machine, con-
sisted of a swivel joint connected to a quick release fixture that also contained
the lost motion device (Figure 4.2). The sample was held in-between this and a
second quick release fixture at the bottom. The swivel joint ensured a uniaxial
loading was achieved and also aided the removal and replacement of the specimen,
which was also the task of the lost motion actuator. This device prevented the
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sample from being damaged during unloading, and was an essential part of the
test. The sample was held in position by two adapters that screwed on to either
end of a threaded specimen. Each adapter, and its corresponding fixture slot, was
made slightly different to ensure the sample was replaced in the same orientation
that it was removed. This whole assembly was held in place by locking screws.
At this scale the neck images were captured and analysed using the technique
described in Section 3.3.
Figure 4.3: Preliminary 1 mm Diameter Sample Setup
The experimental test setup, shown in Figure 4.3, was the first attempt at
testing a sample with a diameter smaller than 3.5 mm. For this preliminary effort,
1 mm diameter samples were tested using the same setup that was developed
for 3.5 mm diameter samples. The only difference was that the adapters were
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modified to accommodate for a smaller threaded specimen.
At this scale images were taken in situ to avoid damaging the fragile samples
during handling. The image analysis setup used the same equipment as the 3.5
mm diameter scale but with slight modifications to the lighting configuration.
Numerous problems were found scaling the test in this manner. The most signif-
icant problem was related to the oversized load cell and the difficulties associated
with obtaining in-focus necking images. As a result an alternative method of
interrupted tensile testing 1 mm diameter samples was used, which is discussed
below.
Figure 4.4: 2 kN Microtest Accessory
To successfully tensile test 1 mm and 0.7 mm diameter samples a Gatan
microtest accessory, with a maximum load capacity of 2 kN, was used (Figure
4.4 and Figure 4.5). The load was applied to the specimen through two screw-
driven crossheads. This arrangement is optimised for in-situ image capture. To
take advantage of this configuration, which is designed to keep the sample in
central view, the accessory was used with an optical microscope that captured
high quality silhouette images of the neck by illuminating the sample from below.
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Figure 4.5: 1 mm and 0.7 mm Diameter Sample Setup
Figure 4.6: 0.35 mm Diameter Sample Setup
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The smallest 0.35 mm diameter tensile specimens were tested using a similar
microtest accessory. As with the 2 kN microtest previously described, this device
also used two screw-driven crossheads to apply a load to the specimen (Figure
4.6). The Gatan accessory was significantly smaller in size and had a reduced
load capacity of just 300 N. It was designed for use with a Scanning Electron
Microscope (SEM) and allowed neck images to be captured with a greater depth
of field than the optical microscope equivalent. To successfully test the round
bar specimens, microtest rig design feasibility calculations were performed and
grooved grips were designed and manufactured to prevent slippage. Of all the
sample setups described, the tensile tests at the smallest scale required the most
preparation and presented the most difficulties.
By removing, photographing and replacing the sample (3.5 mm diameter spec-
imens) or photographing the sample in situ (35 mm, 1 mm, 0.7 mm and 0.35 mm
diameter specimens) radius of curvature values for necking tensile specimens at
numerous interruptions were found using all of the setups discussed. Photoshop
was originally used to manually fit osculating circles which meant the recorded
measurements were primarily based on the judgement of the person fitting the im-
ages. However after gaining calibration experience a MATLAB program, capable
of manipulating the images and determining the neck radii through a series of nu-
merical differential equations, was developed (Appendix E) and used as explained
in Section 3.3.
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4.3 Experimental Results
4.3.1 Mild Steel
The effect of specimen size on mechanical properties was first investigated with
two mild steel sample scales that differed by a factor of 10. Before reviewing
the multi-scale behaviour of this material under tension, a microstructural length
scale was found. This provided an insight into whether the size effects witnessed
could be attributed to material inhomogeneities.
Figure 4.7: Mild Steel Micrograph
To reveal the microstructure of mild steel and identify an average grain size
a nital solution was used. After analysis was performed a micrograph, shown in
Figure 4.7, was captured and a grain size of approximately 20 µm was found.
This suggested that any size effect discovered at the 3.5 mm and 35 mm diameter
scales was not related to inhomogeneities at the microscale, unless the sample
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experienced severe plastic strains.
Goldthorpe’s necking correction improved upon Bridgman’s method by intro-
ducing a material dependency. This dependency came from a tangent modulus
term defined as the gradient of a linear fit applied to the axial stress-true plastic
strain data captured during necking. The applicability of this method to this
material across both scales is addressed in Figure 4.8 and Figure 4.9.
Figure 4.8: Axial Stress against True Plastic Strain for Mild Steel
The axial stress-true plastic strain behaviour of mild streel is shown in Figure
4.8. It can be seen that the 3.5 mm diameter samples exhibit slightly higher yield
stresses than the 35 mm diameter samples. This difference could be attributed to
machining prework and the varying significance it has at different scales. If this
is the case the data shown does not suggest a significant size effect exists at the
scales tested, since, disregarding the yield stress, the gradients describing axial
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stress at the neck with strain are very similar.
For each scale an average tangent modulus was found, along with its scatter.
This term directly influences Goldthorpe’s necking correction and therefore a
comparison was made between the scales. Figure 4.9 confirms that the average
tangent modulus for 3.5 mm diameter and 35 mm diameter samples does not
change significantly. It should also be noted that the variation in tangent modulus
across the two scales, particularly with this sample population, again does not
indicate the presence of a size effect.
Figure 4.9: Mild Steel Tangent Modulus (Gradient)
In addition to a tangent modulus term, the geometry of the neck is also
required to determine the corrected true flow stress. This is used by all of the
corrections discussed and is fundamental to understanding necking phenomena.
The geometry and evolution of the neck are both used to develop constitutive
models. In particular, the quantification of neck development allows a fracture
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criterion value to be calculated. From the data presented in Figure 4.8 and Figure
4.10, the effects of cold work machining on different specimen scales can be seen.
The smallest samples appear more heavily affected by prework, with increased
yield stresses and neck localisation occurring at higher true plastic strains.
The neck evolution behaviour of mild steel in Figure 4.10 also appears to show
that a sharper neck developed at the smallest scale, despite the neck evolution
behaviour (gradient) remaining largely unchanged for the two specimen sizes.
From this data the localisation behaviour for mild steel can be assumed not
heavily dependent on size, in this scale range.
Figure 4.10: Mild Steel Neck Evolution
Whilst the 35 mm diameter samples showed a similar degree of neck geometry
variation throughout the true plastic strain range, the 3.5 mm diameter samples
displayed an increase in variation with strain (Figure 4.11). This may be an in-
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dicator that, despite expecting bulk behaviour and no significant microstructural
influence at these scales, the sample size does affect neck development at the
highest strains before failure. This could be the onset of an effect of crystallo-
graphic anisotropy, which is typically found at severe plastic strains and is caused
by strain localisation in small specimens.
Figure 4.11: Variation in Neck Evolution for Mild Steel
A behaviour that is also quantified using interrupted tensile tests is work
hardening, and so its dependence on scale is important to this study. Figure 4.12
shows that within experimental error, the 3.5 mm diameter and 35 mm diam-
eter samples have similar work hardening behaviour, with little to differentiate
between them. It is possible that the scatter seen in this data is a result of the
errors associated with the subtraction of the yield stress from the true flow stress.
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Figure 4.12: Mild Steel Work Hardening Behaviour
Figure 4.13: True Flow Stress against True Plastic Strain for Mild Steel
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The final true flow stress-true plastic strain behaviour of mild steel is shown in
Figure 4.13. This data is used to validate constitutive model development. The
plot shows that whilst there is a small difference in yield stress, the behaviour of
mild steel is very similar for the two sample scales, and can therefore be treated
as size independent within this scale range.
This concludes the key findings for the initial mild steel study. The data
presented is directly related to constitutive model development, and follows a
format consistent with the other materials that have been tested (Appendix D).
4.3.2 Medium Strength Steel
For this material, of commercial interest, more extensive interrupted tensile test-
ing was performed over a wider range of sample sizes. Medium strength steel
samples with diameters of 35 mm, 3.5 mm, 1 mm, 0.7 mm and 0.35 mm were
tested and processed using the final revision of the image analysis program de-
scribed in Section 3.3. As the most tested material in this size effect study,
significant efforts were made to identify when strain localisation effects occur. To
achieve this an average prior austenite grain size, representative of the quenched
and tempered material, had to be found. This was attempted multiple times and
involved polishing, etching and analysing the microstructure of the sample. The
first attempt at this analysis used a general purpose etchant (Nital 2%) to reveal
the microstructure of medium strength steel. Micrographs were captured using
optical and scanning electron microscopes, of which the former is shown in Figure
4.14.
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Figure 4.14: Medium Strength Steel Micrographs
Whilst what appear to be prior austenite grain boundaries were captured,
alternative etching techniques were also explored. In addition to etching with
a sodium dodecylbenzene sulfonate solution the medium strength steel samples
were also electrochemically etched using a solution of 5% perchloric acid and 95%
acetic acid.
Chemical etching involves cathodic (reducing) and anodic (oxidising) reactions
[77]. This refers to the absorption and emission of electrons respectively. The
varying electrochemical potential of phases and microstructural elements results
in different reduction-oxidation rates. This occurs when an electrolytic action
is provided by an etchant. The output is differential etching that provides mi-
crostructural contrast. During electrolytic etching, positive metal ions leave the
specimen surface and diffuse into the electrolyte. Whether the sample is polished
or etched depends on the voltage applied to the sample and its surface area [78].
Mixed at room temperature with a magnetic stirrer a voltage of 20 volts was ap-
plied between the anode (sample) and the cathode (stainless steel beaker). The
samples were etched for a range of durations to try and reveal the microstructure
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comprised of tempered non-equilibrium products. Disappointingly both etching
methods failed to reveal a more prominent length scale than that uncovered using
a simple nital solution.
The standard medium strength steel specimens were found to have approx-
imately 100 grains across a 3.5 mm diameter sample, which translates to an
average prior austenite grain size of approximately 35 µm. By testing 1 mm,
0.7 mm and 0.35 mm diameter specimens in the same material it was hoped that
the transition from homogeneous to inhomogeneous behaviour could be captured,
with the smallest samples having approximately 10 grains across their diameters.
Since five geometrically similar tensile specimen sizes were generated from the
same 50 mm diameter medium strength steel round bar a study into the cross-
sectional variability was also completed. This consisted of a series of hardness
tests at HV5 and HV10 scales across the diameter of the rod. To carefully control
the seperation distance and ensure the correct placement of each hardness test
a microhardness testing machine, with a stepper motor controlled XY bed, was
used. The hardness tests were performed to verify the uniformity of the material
bar from which the samples were machined, and the results are presented in Figure
4.15 and Figure 4.16. The plots show little overall variation confirming that
samples machined from different locations of the bar, with the same orientation,
have a similar microstructure.
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Figure 4.15: Medium Strength Steel Vickers Hardness (Preliminary HV5/HV10)
Figure 4.16: Medium Strength Steel Vickers Hardness (Refined HV10)
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To apply necking corrections and develop constitutive models capable of pre-
dicting material behaviour to large strains, neck characterisation is essential. Fig-
ure 4.17 details the neck evolution of 0.35 mm, 0.7 mm, 1 mm, 3.5 mm and 35
mm diameter samples. Three repeats for each specimen scale were performed
allowing an average to be determined. By plotting the average trendline and the
associated standard errors for each specimen scale (Figure 4.18), the variation in
the results was analysed.
Figure 4.17: Medium Strength Steel Neck Evolution
Figure 4.17 and Figure 4.18 show that the geometric characterisation of neck
evolution is in relatively good agreement across the spectrum of medium strength
steel samples tested, yet a step increase in variation (standard error) can be seen
from the 0.7 mm diameter scale to the 0.35 mm diameter scale. Figure 4.18 also
shows that whilst the smallest scale samples display standard errors that differ
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little with true plastic strain, the remaining sample sizes show much greater
variation over the selected true plastic strain range. This could be attributed
to the departure from bulk behaviour which may also explain the increase in
average true plastic failure strain for smaller specimen sizes despite the consistent
average neck evolution rate, as shown in Figure 4.17. An increase in variability
is a characteristic of microstructure influencing the behaviour.
Figure 4.18: Variation in Neck Evolution for Medium Strength Steel
In addition to neck geometry information, constitutive model development
also requires a parameter that describes the gradient of stress with strain during
neck evolution (dσ/dεa). This is determined from load-extension data and neck
diameter measurements. Figure 4.19 shows that the average gradient decreases
as the sample size decreases below 3.5 mm diameter whereas the 3.5 mm and 35
mm diameter samples have similar gradient values.
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Figure 4.19: Medium Strength Steel Tangent Modulus (Gradient)
Figure 4.20: Medium Strength Steel Peak Flow Stress
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Figure 4.19 shows that, apart from the 3.5 mm diameter scale, as the specimen
size increases the standard error in the gradient value reduces. A similar analysis
was also performed on the average peak stress endured by each sample size as
shown in Figure 4.20. This plot shows little variation in the average peak stress
value itself however the standard errors appear similar to that observed in Figure
4.19. This was an important discovery as it fuelled the completion of a CPFE
simulation study, where only proof stress data could be extracted.
Figure 4.21: Variation in Tangent Modulus (Gradient) and Peak Flow Stress for
Medium Strength Steel
Machine setup, specimen quality and test experience all vary with specimen
scale. These aspects contribute to the varying degree of scatter, along with mi-
crostructural variations at the smallest specimen size. Before beginning a more in
depth study into the scatter in the results, the coefficients of variation (standard
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deviation/mean) for the gradient of stress with strain during neck evolution were
calculated. The same was also done for the average peak stresses and both are
shown in Figure 4.21.
Unlike the extremities of the scale range, Figure 4.21 shows that the variation
in the two parameters for the intermediate scales (0.7 mm, 1 mm and 3.5 mm
diameter) remain reasonably constant and do not follow any particular trend.
This is in contrast to the 35 mm and 0.35 mm diameter specimen scales that
show a significant decrease and increase in variation respectively.
Figure 4.22: Onset of Localisation (Strain) for Medium Strength Steel
Whilst the effects of specimen scale have been explored in terms of the tangent
modulus and the peak flow stress, a parameter also influenced by size is the strain
at which localisation begins. Figure 4.22 shows that as the specimen size decreases
the average onset of localisation strain increases, and reaches a peak at the 1 mm
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diameter sample scale. A transition then appears to occur, as further reduction
of specimen size results in a decrease in the average onset of localisation strain.
Of all the scales, the 0.35 mm diameter samples, on average, began to localise
at the smallest true plastic strains. It can also be seen from Figure 4.22 that a
similar increase in variability occurs as sample size decreases.
Figure 4.23: Comparison of Local Deformation to Global Deformation for
Medium Strength Steel
As the most extensively tested material, a comparison was also made be-
tween localised flow stress measurements, calculated from hardness data taken
from across the diameter of the raw medium strength steel bar, and average flow
stresses, determined at equivalent strains using interrupted tensile tests at dif-
ferent scales. The local flow stress at 0.112 plastic strain is a common metric
for constitutive model verification, however quantifying how this compares to the
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true flow stress values calculated by the tests that are used in its calibration is
particularly useful. Whilst there is little variation in average flow stress with
scale, a key finding from Figure 4.23 is that local flow stress measurements, made
from hardness tests, are higher than those determined by interrupted tensile tests.
After establishing a scale effect, a variability study was performed to determine
the reasons behind the scatter in the results. The three possible causes were
material variability, grain structure anisotropy and experimental variability. With
negligible material variability, confirmed through multiple hardness tests, and the
quantification of experimental variability difficult to ascertain, a study attempting
to understand the effects of grain structure anisotropy was performed.
To achieve this 0.35 mm diameter samples were machined from blocks sec-
tioned from the same medium strength steel raw bar in both an orientation par-
allel to the axis of the raw bar and an orientation perpendicular to the raw bar
axis (Figure 4.24). The samples were then tested using the 300 N microtest setup
and their behaviours were compared.
Figure 4.24: Medium Strength Steel Sample Extraction for Grain Anisotropy
Study
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By sectioning with and perpendicular to the rolling direction the effective
grain size was altered. This investigation identified a relationship between grain
structure anisotropy and variability. It also revealed the effects of sample orien-
tation on neck evolution and fracture/failure.
Figure 4.25: Medium Strength Steel Neck Evolution for Grain Anisotropy Study
Samples were machined from blocks sectioned parallel to the raw bar axis,
throughout this size effect study. After comparing the 0.35 mm diameter sample
results, in this orientation, with data generated by specimens, of the same size,
machined from blocks sectioned perpendicular to the axis of the raw bar, clear
differences were found. Figure 4.25 shows that despite having almost identical
onset of localisation strains, and very similar initial neck evolution behaviours,
the samples taken from perpendicular to the axis of the raw bar failed at much
lower true plastic strains.
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Figure 4.26: Variation in Neck Evolution for Medium Strength Steel Grain
Anisotropy Study
Figure 4.27: Medium Strength Steel Fracture Surface Analysis for Grain
Anisotropy Study
Figure 4.26 compares the average neck geometries, determined at an arbitrary
strain, for the two orientations. Whilst only slight, the samples taken from parallel
to the raw bar axis exhibit a sharper neck at the strain selected for analysis. The
plot also shows that this orientation experiences greater variability. This suggests
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that strain localisation is occuring as the grain size is smaller in the samples
sectioned perpendicular to the rolling direction and as a result experiences less
localisation.
With such a discrepancy in failure strains, parts of samples representative
of the two orientations were mounted in the SEM and images of the fracture
surfaces were captured (Figure 4.27). The samples that failed at comparatively
low strains revealed large elongated voids at the centre of the specimen.
4.3.3 Pure Copper
Pure copper is a soft and malleable material that is used heavily in the defence
sector. After completing studies that investigated the effects of specimen size on
mechanical behaviour for two steels, the same question was asked for an FCC
material that requires a constitutive model of a different form. The medium
strength steel results revealed that a size effect was only present at the smallest
scale that could be feasibly machined. For this reason only that scale (0.35 mm
diameter) and the standard 3.5 mm diameter scale were tested. A strengthening
mechanism of particular interest for pure copper is work hardening. To capture
the effects of work hardening on the behaviour of copper at multiple scales, tests
were performed for fully hardened and fully annealed copper (Appendix A).
4.3.3.1 Fully Hardened Copper
Fully hardened pure copper was the first FCC material to be tested in this size
effect study. It was decided that in this state the copper would be easier to
machine and any experience gained could then be applied to the more difficult to
manipulate fully annealed state. Figure 4.28 shows the machining process that
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was followed to create 0.35 mm and 3.5 mm diameter samples. All of the samples
were taken from the same round bar, which was sectioned and then turned using
multiple lathes, as discussed in Section 3.2.
Figure 4.28: Fully Hardened Copper Machining Procedure
Figure 4.29: Fully Hardened Copper Micrograph
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To identify whether inhomogeneities were the cause of any of the size effects
witnessed, microstructural analysis was performed. An average grain size of ap-
proximately 30 µm was found for the fully hardened copper used in this study.
This meant that at the smallest scale approximately 11 grains were present across
the sample diameter. The initial focus of this work was on the axial stress-true
plastic strain behaviour. Whilst on average both scales appeared to share the
same yield stress, there was greater variation at the 3.5 mm diameter scale. This
was attributed to experimental error associated with different experimental se-
tups.
Figure 4.30: Axial Stress against True Plastic Strain for Fully Hardened Copper
It can be seen in Figure 4.31 that the tangent modulus increases with specimen
size. This may be caused by the presence of more dislocations at the largest scale
promoting more dislocation interaction and therefore more work hardening.
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Figure 4.31: Tangent Modulus (Gradient) for Fully Hardened Copper
After reviewing the neck evolution behaviours of the two scales, little difference
was found (Figure 4.32). The 0.35 mm diameter samples did however begin to
localise and fail at much smaller strains, displaying more brittle behaviour than
their 3.5 mm diameter equivalents. The same conclusions were reached from the
medium strength steel experimental data.
At the 3.5 mm diameter scale, neck geometry variation varied little with true
plastic strain (Figure 4.33). This suggested that the scatter for that size was
caused by experimental errors and not a size effect. In contrast, the 0.35 mm
diameter samples showed an increase in variability with strain. This behaviour
was observed in multiple materials and has been associated with the onset of
strain localisation in grains having preferred orientations for crystallographic slip.
The results of the fully hardened copper tests also revealed that, on average,
sharper necks formed at the smallest specimen size.
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Figure 4.32: Fully Hardened Copper Neck Evolution
Figure 4.33: Variation in Neck Evolution for Fully Hardened Copper
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A behaviour that is also quantified and used in high strain rate, high strain
constitutive model development is work hardening. Its dependence on scale is
shown in Figure 4.34. At both 0.35 mm and 3.5 mm diameter scales very similar
work hardening rates (gradients) were found. It can also be seen that the 3.5
mm diameter samples experienced greater amounts of work hardening than their
small scale equivalents.
Figure 4.34: Fully Hardened Copper Work Hardening Behaviour
The final true flow stress-true plastic strain plot, shown in Figure 4.35, for
fully hardened copper reveals significant differences in behaviour with specimen
geometry. As the sample size decreased, despite having the same yield stress, the
3.5 mm diameter samples experienced more work hardening and reached higher
flow stresses before they failed.
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Figure 4.35: True Flow Stress against True Plastic Strain for Fully Hardened
Copper
4.3.3.2 Fully Annealed Copper
In addition to fully hardened pure copper, interrupted tensile tests at two scales
(0.35 mm and 3.5 mm diameter samples) were also performed on pure copper
in its fully annealed state. It was hoped that this would reveal any size effects
that relate to the work hardening behaviour of pure copper (Appendix A). Using
Figure 4.36, the fully annealed copper selected for this study was found to have an
average grain size of approximately 40 µm. Since the process of annealing copper
involves recrystallisation, recording an average grain size larger than that of pure
copper in its fully hardened state was expected. With less than 10 grains present
across the diameter of the smallest scale specimens, a size effect associated with
microstructural inhomogeneities was expected.
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Figure 4.36: Fully Annealed Copper Micrograph
Of the three 0.35 mm diameter samples tested, one specimen is shown in
Figure 4.37 to have a significantly higher yield stress and reach greater axial
stresses at equivalent strains. Since fully annealed copper was one of the most
difficult materials to generate samples from, this discrepancy was attributed to
cold work introduced at the machining/handling stage. Whilst it is possible that
this is a microstructural effect, test experience suggests this is unlikely.
It can be seen in Figure 4.38 that this, assumed to be cold worked, sample has
skewed the average tangent modulus and its variation. However if this sample
is disregarded, from Figure 4.37 it can be seen that the tangent modulus is not
altered significantly with size. This is an important result as it reveals that the
dislocations are responsible for the reduction in tangent modulus witnessed at
the smallest scale for the fully hardened copper (Appendix A).
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Figure 4.37: Axial Stress against True Plastic Strain for Fully Annealed Copper
Figure 4.38: Tangent Modulus (Gradient) for Fully Annealed Copper
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As seen with fully hardened copper, for the same true plastic strain the 0.35
mm diameter samples exhibit a much sharper neck than the 3.5 mm diameter
samples. The failure strains were also less than their large scale equivalents. The
strain at which localisation occurred did however change with heat treatment
condition, with the fully annealed state showing little dependence on scale in this
respect.
Figure 4.39: Fully Annealed Copper Neck Evolution
After comparing the fully annealed and fully hardened coppers at the 0.35
mm diameter scale, the fully annealed state exhibited much greater neck geometry
variation (Figure 4.40)(Appendix A). This variation also remained fairly constant
throughout the true plastic strain range. At the 3.5 mm diameter scale the
variation in neck geometry also remained almost the same. However, a slight
increase in variation with strain was found with the fully annealed copper.
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Figure 4.40: Variation in Neck Evolution for Fully Annealed Copper
After reviewing the work hardening behaviour of annealed copper at both
scales it was found that, if using a power law relationship to model work hard-
ening, the smallest specimens would provide a slightly lower strain hardening
exponent and a higher strength index. Figure 4.41 does however question the
validity of this model for fully annealed copper as linear fits do not appear par-
ticularly representative of the behaviour.
Disregarding the preworked sample, Figure 4.42 shows that at both scales the
plastic deformation behaviour for fully annealed copper is similar. There was
however a large difference in failure strain with the 3.5 mm diameter samples
continuing to work harden and reach much higher stresses and strains than the
0.35 mm diameter samples.
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Figure 4.41: Fully Annealed Copper Work Hardening Behaviour
Figure 4.42: True Flow Stress against True Plastic Strain for Fully Annealed
Copper
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4.4 Numerical Modelling
4.4.1 Crystal Plasticity Finite Element Simulations
To further understand this size effect study, plane strain models under uniaxial
tension were created that investigate the effect of different workpiece geometries,
with the same average grain diameter and microstructural properties, on the
variation of proof stress. Any variance can be attributed to a breakdown of the
homogeneous isotropic continuum assumption [71]. This is caused by strain lo-
calisation in grains having preferred orientations for crystallographic slip. The
models developed were purely aimed at explaining the effect of microstructure
on samples that vary in scale. In isolation, the explicit simulations of individ-
ual grains show little resemblance to the medium strength steel microstructure
that has been experimentally considered. Despite the limitations of applying
crystal plasticity theory it is still necessary to capture size-dependency trends in
micromechanical deformation, damage evolution and fracture.
Using an integrated micro-mechanics modelling scheme simulations for com-
parison to 0.35 mm, 0.7 mm and 1 mm diameter specimen scales were performed.
Owing to the computationally expensive and time consuming nature of CPFE
analysis only plane strain simulations under uniaxial tension were performed to a
maximum size of 1 mm in width and 6 mm in length. The selected scheme made
extrapolations of grain structures to large specimens difficult to model.
A key requirement of the study was that all of the grain structures were defined
with the same microstructural/physical parameters, based on an average prior
austenite grain size of 35 µm, so that only the workpiece parameters (geometries)
were being altered. The plane strain models were generated to have the same
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dimensions as the diameter and the gauge length of the sample they are to be
compared with. The smallest being 0.35 mm wide and 2.1 mm long and the largest
being 1 mm wide and 6 mm long. For each of the three scales the simulation was
repeated three times using statistically equivalent grain size distributions/virtual
microstructures.
Figure 4.43: CPFE Simulation Models
Figure 4.43 presents the schematic diagrams for the three plane strain model
scales. To achieve simple tension for each 2D domain the displacement along the
loading axis of all the nodes on the respective right hand side edge were linked to a
single free node to avoid unnecessary constraint on the degrees of freedom that do
not need to be controlled. The lateral faces of the models are free from constraint
and the applied strain rate is scaled in the same manner as the geometry.
98
4. Numerical Modelling
To identify scale effects in polycrystalline materials under mechanical defor-
mation, computational studies based on crystal plasticity theory are used [71].
Whilst developing these simulations a parameter that significantly affected the
results was mass scaling. Since this variable controls numerical stability and com-
puting time, an investigation into the optimal target time increment was com-
pleted. Figure 4.44 shows the engineering stress-engineering strain data, output
by the smallest plane strain model, for various target time increments. Reason-
able stability at an appropriate computing cost was achieved with a target time
increment of 4× 10−8.
Figure 4.44: Mass Scaling Investigation
Table 4.1 lists the calibrated material constants that were used [79]. The focus
of this study was not to compare the data sets but to recognise a trend, which is
why the constants are for free cutting tool steel at a temperature of 1100 ◦C.
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E (GPa) n a˙ (1/s) h0 (MPa) g0 (MPa) τs (MPa)
6.06 3.0 10 33 23 150
Table 4.1: Crystal Plasticity Material Constants [79]
Figure 4.45: 0.35 mm Wide CPFE Simulations
To interpret and compare the variations two proof stress definitions were used.
For the quasi-static experiments at room temperature a 0.2% proof stress defini-
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tion was applied. This accounts for the higher flow stress associated with plastic
strain accumulation and work hardening which is present to a lesser extent in
the simulations. As a result a 0.5% proof stress was used for the simulations in
consideration of the higher strain rate dependence.
Figure 4.45 shows the full set of CPFE simulations at the 0.35 mm wide
scale. Each of the three grain structures presented are unique yet statistically
equivalent. The same simulations were also performed for the 0.7 mm and 1 mm
wide scales. Figure 4.46 shows two of the six simulations performed at these
scales. By extracting the load and displacement data from a single node linked
to all of the nodes on the right hand side edge of each model, plots showing
engineering stress against engineering strain were calculated. Figure 4.47 shows
the results of nine simulations; three at each scale.
Figure 4.46: 0.7 mm and 1 mm Wide CPFE Simulations
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Figure 4.47: CPFE Simulation Results
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To investigate the effect of grain anisotropy CPFE simulations were performed
for the 0.35 mm, 0.7 mm and 1 mm diameter scales. Since the simulations do
not include a failure model, proof stress definitions were used to compare the
variability for each scale. The coefficients of variation were calculated using the
simulation data presented in Figure 4.47 and the experimental data. Although
only a small change in variability can be seen in Figure 4.47, the trend should
extend to larger strains leaving the experimental and simulated results in good
agreement. This is further evidence that the increasing scatter with decreasing
size observed in the experiments is due to strain localisation.
Figure 4.48: Trend Comparison between Simulation and Experimental Results
4.4.2 DYNA3D Finite Element Simulations
An investigation into the effect of size was also performed using the Goldthorpe-
modified Zerilli-Armstrong deformation model and the Goldthorpe path-dependent
failure model. Scale dependency was introduced after completing DYNA3D sim-
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ulations of tensile tests at quasi-static strain rates.
To model this size effect an interactive 3D hexahedral mesh generator and pre-
processor was used within an X Window environment to generate tensile specimen
models for FE analysis. For each model, index points were carefully entered and
a block structure created to reach the desired mesh. Elements, specifically in
the neck region, were designed to extend into cubes and sections of each mesh
were deleted to facilitate butterfly topology. The cylindrical structures were then
projected to imported sample models that had been generated in CAD software.
The core of each model was preserved to generate regular elements and any over-
stretched projected elements were avoided. Comparable meshes across the entire
sample size range were calculated and generated for analysis.
Figure 4.49: Mesh Designs
Tensile test simulations were initially performed using a uniform mesh (Fig-
ure 4.49: Mesh Design A). The drawback of this design was the large run times
that were needed to achieve a reasonable mesh density at the neck. To reduce
computational time a fine mesh in only the neck region (Mesh Design B) was
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adopted (Figure 4.49). Using the results of previous simulations the region of
interest was located for each model and mesh gradient functions applied. To suc-
cessfully merge the distinct regions geometric progression was used. The models
that have a fine mesh in only the neck region were created using neck position
data. This information was collected by reviewing the initial states of comparable
simulations with uniform meshes and modifying the dependent variables.
Figure 4.50: Mesh Convergence
Figure 4.50 shows that at 0.6 true strain both of the mesh designs converge to
slightly different values of true stress. The differences at low strains also suggests
that a fine mesh in only the neck region was affecting the result, therefore the
final simulations were performed using a converged uniform mesh.
To prevent long run times each mesh was tailored to achieve an approximate
time step of 1 × 10−8 s. The tensile tests were simulated by applying a 2D
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polygonal load curve to one end of the sample leaving the other fixed (Figure
4.49). To take advantage of the axisymmetric properties of the samples each
model was quartered axially, reducing further the required computing time.
Each mesh was generated using definitions for the symmetry planes, global
scale, material model and global tolerance. Inspection was then performed before
a DYNA input deck was produced. To process each simulation the DYNA input
deck was modified and used in conjunction with a DYNA process file and a
submission script.
Figure 4.51: Comparison of Local Data Extraction and Global Data Extraction
The results of finite element analysis were visualized and obtained using an
application designed for 3D unstructured grids. After selecting specific nodes the
surface contour and sample extension time histories were extracted. A similar
procedure was then performed for both axial and radial stress, strain and void
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fracture total time histories where instead of nodes, elements were selected. In
addition to time history data, effective stress images recording the geometric
evolution of each neck were captured. From this, animations were made and
radius of curvature measurements performed. The data collection process was
automated using carefully compiled scripts that issue commands and selections
tailored for each analysis. The extraction procedure was greatly simplified by
only selecting, when applicable, an element on the axis at the neck. Figure 4.51
supports this approach and shows that beyond yield the maximum stress values
at the neck position are adequately representative of the maximum stress values
for the sample.
Using medium strength steel calibrated models the localisation and interme-
diate damage of three specimen scales (0.35 mm, 3.5 mm and 35 mm diameter)
were compared. To successfully model the three specimen scales under tension
a series of simulations were performed. The number of elements, test duration,
mesh structure and load/velocity profile were altered and investigated to achieve
a suitable model for each scale. A key factor driving model development was
computing time. To keep run times down the load/velocity profile was increased
and modifications were made to mimic quasi-static loading. Initial attempts sim-
ply altered the specific heat of the material to achieve this, however an improved
correction method was later found and adopted.
On completion of this preliminary study both true stress-true stain (Figure
4.52) and neck formation (Figure 4.53) plots were generated for the range of
specimen sizes. The quasi-static strain rate simulations revealed little variation
in behaviour, confirming that across the range of scales simulated computational
parameters, such as element size, do not introduce any size effect.
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Figure 4.52: Comparison of DYNA3D True Stress against True Strain Simulation
Data for 35 mm, 3.5 mm and 0.35 mm Diameter Samples
Figure 4.53: Comparison of DYNA3D Neck Evolution Simulation Data for 35
mm, 3.5 mm and 0.35 mm Diameter Samples
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To introduce scale dependency to the Goldthorpe-modified Zerilli-Armstrong
model a coefficient modification is proposed. A key feature of this model is that
it splits the uniaxial flow stress into athermal and thermal components. The
athermal stress is affected by shear modulus softening and includes an expression
attributed to hardening stress. With this knowledge, alterations can be made to
mimic the size effect.
The scale effect observed experimentally and in CPFE simulations (Figure
4.48) is captured using a variable η (Equation 4.1). In this ratio d is the average
grain size and D is the diameter of the specimen.
η =
d
D
η ∈ [0, 1] (4.1)
Figure 4.54: Model Modification
In order to replicate the effect of scale seen in the neck evolution (Figure 4.18)
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and flow stress (Figure 4.21) plots, a model shown in Figure 4.54 was developed.
It was found that beyond a specific threshold, tensile specimens that share the
same average grain size exhibit a significant increase in variability as the sample
size is reduced. This behaviour is reproduced by the model using a threshold, ηs,
that represents the onset of strain localisation.
Using Equation 4.1, the variation in uniaxial flow stress, σ¯, is determined as
a function of the ratio, η (Equation 4.2).
σ¯ = σ¯0(1 + δ(η) · α) α ∈ [−1, 1] (4.2)
δ(η) is a scale factor that captures the maximum deviation from the mean of
the uniaxial flow stress at a given value of η and α is a random value between -1
and 1. This assumes the values of uniaxial flow stress are uniformly distributed
over the defined range and the average flow stress is equidistant from the upper
and lower limits of that range. The majority of computational packages pro-
vide random values between 0 and 1 therefore this variable may require further
manipulation.
The general application of the Goldthorpe-modified Zerilli-Armstrong steel
model was first identified after the constitutive equations of iron and medium
strength steel were found to share the same mathematical form [80]. This facili-
tated the identification of strengthening mechanisms and highlighted the effects
of the constants used to calibrate each model. It was found that the response of
stress to strain rate and temperature is independent of strain and therefore inde-
pendent of deformed structure. This simplifies constitutive model development
for steels and gives an insight into how a size effect can be introduced.
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The models developed for steel show that the coefficients C1, C5 and n are
insensitive to variations in other parts of the experimental data [80]. This is in
contrast to the coefficients C2, C3 and C4 which all show high sensitivity, particu-
larly to the temperature dependence of the shear modulus and strain hardening.
This discovery has been attributed to the high value of C1 and relatively low
value of C2, typical of steel (Appendix D).
Although the sensitivity of C3 and C4 to other parts of the model remains
high, these values do not alter significantly for steels [80]. This suggests that
thermal activation processes for dislocation movement do not account for the
different material properties and it is in fact the effect of the shear modulus on
C1 that is responsible. It is this coefficient and, as the strain increases, C5 and
n that dictate the principal thermal softening mechanism. This also leads to a
reduction in strain rate sensitivity.
Analysis has revealed that as the strength of the steel is increased, and the
BCC crystal structure is maintained, a steady transition from the domination of
thermally activated processes to those controlled by the temperature dependence
of the shear modulus occurs [80]. As a result the strengthening mechanisms
of most steels have their effect through the shear modulus rather than thermal
activation.
In light of this the constant C1, which is interpreted as the resistance to
dislocation movement of major obstacles, is used to incorporate the size effect
into the Goldthorpe-modified Zerilli-Armstrong model. This affects the yield
stress and evolution of the neck and thus captures the dependency on scale. As
a result the final form of the modification is shown in Equation 4.3.
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C1 = C10(1 + δ(η) · α) α ∈ [−1, 1] (4.3)
To reproduce the size effect a function for δ(η) is defined. This expression
dictates whether variability is introduced by applying a Heaviside step function.
When ηs, the isotropic limit, is exceeded a value of unity is returned and a scale
factor which dictates the range within which the variability is contained, is output.
δ(η) = H(ηs)
δmax(η − ηs)
1− ηs (4.4)
The values of δ(η) are calculated using a linear relationship that requires
values for the isotropic limit (ηs) as well as the maximum variability scale factor,
δmax, for a single crystal (Equation 4.4). This can be found via experimental
testing, CPFE simulations or a Lagrange multiplier method capable of obtaining
the orientation that gives the maximum Schmid factors for a single crystal. The
suggested modification does not require subroutine implementation. However,
the large number of simulations that will be required as a result of this alteration
may make a degree of automation beneficial.
Figure 4.55: Random Distribution (Left); Controlled Distribution (Right)
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To validate this proposal a series of simulations were performed across a large
range of specimen scales. Using the described modification a scatter similar to
that shown in the left plot of Figure 4.55 would be generated. This makes an
investigation into the effects of this change difficult, so to review the applicability
of the modification each C1 coefficient was generated in a more controlled manner
(Figure 4.55: Right).
Figure 4.56: DYNA3D Simulation Results showing True Stress against True
Strain for Different Sample Sizes
As expected the alteration introduces controlled variability to both true stress
true strain (Figure 4.56) and neck evolution (Figure 4.57) behaviour with the
variability steadily increasing as the sample size is reduced beyond the isotropic
limit (η = 0.2). The variability of neck formation is also shown to increase with
strain in a similar fashion (Figure 4.58).
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Figure 4.57: DYNA3D Simulation Results showing Neck Evolution for Different
Sample Sizes
Figure 4.58: DYNA3D Simulation Results showing Variation in Neck Evolution
for Different Sample Sizes
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For each simulation the gradient of stress with strain at 0.6 true strain (Fig-
ure 4.59) and the true stress at 0.2 true strain (Figure 4.60) were determined.
Whilst the true stress values closely follow the variation introduced through the
coefficient C1 the gradients of stress with strain, despite following the same trend,
do not appear as directly influenced by the modification. Figure 4.59 also shows
that the mean gradient of stress with strain falls as the specimen size decreases,
a behaviour that has been witnessed experimentally.
Figure 4.59: DYNA3D Simulation Results showing Variation in Tangent Modulus
(Gradient) for Different Sample Sizes
Figure 4.61 shows that beyond a threshold the variability of both the true
stress and the gradient of stress with strain increases as the specimen size de-
creases. Based on these results the modification appears to adequately capture
the size effect that was observed experimentally.
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Figure 4.60: DYNA3D Simulation Results showing Variation in True Stress for
Different Sample Sizes
Figure 4.61: DYNA3D Simulation Results showing Variation in Tangent Modulus
(Gradient) and True Stress for Different Sample Sizes
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4.5 Discussion
A size effect comparison was completed for all of the materials tested to reach
general conclusions that apply to a wide range of materials. This comparison
included two BCC materials, mild and medium strength steel, and two FCC
materials, fully hardened and fully annealed copper.
It was found, after comparing 35 mm and 3.5 mm diameter mild steel and
medium strength steel samples, that there was no significant size effect, however
an effect was witnessed in the medium strength steel at sample sizes below 3.5
mm diameter. The medium strength steel data revealed that as the specimen
decreased in size the neck evolution, tangent modulus, onset of localisation and
peak flow stress variability increased and the average tangent modulus reduced.
This reduction in average tangent modulus and increase in tangent modulus
variability was of particular interest as the same trends were also found in fully
hardened copper suggesting that these effects are not primarily dependent on
crystal structure. The smallest fully hardened copper samples also localised at
much smaller strains, which was a behaviour again shared with medium strength
steel.
To identify the effects of work hardening with scale and understand how fully
hardened copper, which has a number of size effect similarities with medium
strength steel, differs from fully annealed copper, an FCC material comparison
was completed. A key finding was that both the fully hardened and fully annealed
coppers experienced more work hardening at the largest specimen scale. It was
also revealed that unlike the fully hardened copper the tangent modulus for fully
annealed copper exhibited no dependence on scale. This was not witnessed in
117
4. Conclusions
any other material that had been tested within the same scale range.
After comparing the behaviours of each copper at different scales it was found
that the fully annealed copper achieves higher failure strains/flow stresses and
experiences more work hardening than the fully hardened copper at both the 3.5
mm (Figure 4) and 0.35 mm (Figure 8) diameter scales.
Of all the discoveries made during this study one conclusion that appears
common to every material tested is that the sharpest necks form at the smallest
specimen scales, which can be attributed to strain localisation.
4.6 Conclusions
In this chapter an investigation into the effect of specimen size on the deformation
and fracture behaviour of four materials has been performed. The implications of
scale on the development of high strain rate, high strain constitutive models have
been considered. The behaviour of each material was identified through a series
of interrupted tensile tests performed at room temperature and quasi-static strain
rates. Test setups spanning a scale range of 100:1 have been described and the
difficulties encountered at each specimen scale reviewed. CPFE simulations were
also performed to better understand the size effects witnessed and a constitutive
model modification was developed and verified through DYNA3D simulations.
After completing this study it was found that for the BCC materials tested
there was no significant size effect at the 35 mm and 3.5 mm diameter specimen
scales. A trend was only recognised after testing 0.35 mm, 0.7 mm and 1 mm
diameter samples where neck evolution, tangent modulus, onset of localisation
and peak flow stress variability was found to increase as the specimen size reduced.
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It was also discovered that the sharpest necks formed at the smallest specimen
scale and that as the specimen size reduced from 3.5 mm in diameter the average
tangent modulus also reduced.
The fully hardened copper tests revealed that at the smallest specimen scale
a lower average tangent modulus was recorded with greater variability. The
0.35 mm diameter specimens also localised and failed at much smaller strains
and developed sharper necks. Whilst the two scales tested shared similar yield
stresses, the 3.5 mm diameter samples exhibited more work hardening.
The tests on fully annealed copper revealed that the tangent modulus for this
material has no dependency on scale. It was however found that the 0.35 mm
diameter samples developed sharper necks, within a much larger scatter. This
behaviour and the increased amount of work hardening at the largest scale, were
common to both of the FCC materials tested (Appendix A).
A similar trend to that witnessed experimentally in the medium strength
steel was obtained through CPFE simulations, with an increase in variability
occurring at the smallest scale. This size effect was also successfully introduced
as a constitutive model coefficient modification in DYNA3D simulations.
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Anisotropic Effects in Necking
5.1 Introduction
In recent studies photogrammetric techniques have been used to capture the
anisotropic behaviour of uniaxially loaded cylindrical specimens. This allows the
complete characterisation of a specimen that deforms elliptically. To calibrate
high strain rate, high strain constitutive models, isotropic deformation through-
out neck development is assumed. This means that the minimum cross-sectional
area, used to determine the true plastic strain at each tensile test interruption, is
defined by an average diameter. The applicability of this calibration procedure is
therefore directly influenced by the degree of anisotropy a material displays during
intermediate damage evolution. Using the results of this investigation, informed
decisions can be made as to the implications this may have on the constitutive
models under analysis. The data also allows the anisotropic yield function to be
evaluated, facilitating validation as well as constitutive model calibration [81, 82].
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5.2 Experimental Rig
To quantify the anisotropy of a loaded tensile specimen the shape of the sample
during deformation must be recorded and processed to produce a digital recon-
struction. This is typically achieved using a digital camera, multiple geometry
viewpoints and an edge detection program. The program selected for this study
was developed by Arthington [3]. After analysing controlled geometries and com-
paring against coordinate measurement data, Arthington found that three views,
each seperated by 120 ◦, was sufficient to reconstruct a specimen with elliptical
cross-sections. To capture the three views, Arthington used an in-situ mirror
setup. This approach improves on many aspects of the multiple camera setups
that preceeded it [83, 84, 85, 86, 87]. Mirror-based setups are easier to implement,
more flexible (support quick changes) and less costly [88, 89, 90, 91, 92, 93]. They
also offer improved view synchronisation, alignment, positioning and calibration.
This is because the setups use a single camera configuration to extract all of the
views that are required. The method presented in this work manages to develop
the technique further and introduces a new optical design that improves on the
configurations that currently exist.
A schematic plot of the primary optical design developed for this study is
shown in Figure 5.1. In this configuration an elliptical cross-section, formed from
an initially cylindrical specimen, is defined by three contour images taken at
points separated by 120 ◦/60 ◦ about the sample centre. The images are presented
next to each other on a single optical surface using two Bauernfeind/Littrow
prisms. Incident light enters through the hypotenuse at 60 ◦ before being reflected,
at less than the critical angle, by the aluminium silver oxide coated surface of the
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prism. The light is reflected twice inside the glass substrate before being emitted,
ensuring the image is not rotated or flipped. The resolution performance is equal
to equilateral prisms since the optical path length, through the glass substrate,
is the same distance round-trip.
Figure 5.1: Optical Rig Design 1
To accurately detect the contour of a sample a high contrast image is required.
Without coating the sample this is best achieved by illuminating the sample
from behind and generating a silhouette image. Although this is possible for two
viewpoints it is inherently difficult to achieve for all of the views of a mirror-based
setup without the depth of field complicating image capture. By illuminating
each view with a backlight, three high contrast silhouettes are captured in one
photographic image, which is ideal for edge detection programs.
A prism-based design was chosen over the more common mirror-based setup
for a number of reasons. The most inhibitive aspect of a mirror-based setup
is its positioning. Whilst many machines facilitate in-situ image capture, it is
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often difficult to achieve high resolution images using this technique, and in some
cases it is not possible at all. To improve on the existing design, the optical
setup must therefore be able to function both in situ and as a mobile device.
This avoids exposing the optical setup to test conditions unnecessarily, and can
prevent damage caused by the failure of a specimen.
Since mirrors must be placed behind the sample there is no straightforward
method of capturing repeatable images without an in-situ mirror setup. This
fuelled the development of a prism-based design that can be mounted to a camera.
Simple manipulation, a fixed optical arrangement and controlled silhouettes in
all three views, via multiple backlights, are a few of the key design features that
helped to improve image capture repeatability, accuracy and result reliability.
When compared with mirrors, prisms offer a more compact, easily maintained
and controlled beam deviation solution. Their monolithic construction not only
facilitates the transmission of high contrast images but also avoids common mis-
alignment problems. Although mirrors themselves weigh less than prisms, the
necessary mounting fixtures add significant bulk. This makes positioning, align-
ment and calibration of mirror-based setups difficult in comparison.
The first iteration of the experimental setup, shown in Figure 5.2, incorporates
the optical design presented in Figure 5.1. The experimental rig is designed for
3.5 mm diameter samples and uses three inexpensive off the shelf backlights.
The prisms are held between two recessed plates to form a sturdy jig that can
be removed and replaced with ease. The jig assembly is correctly located on
the stand, above the sample, by two rods that sit in V grooves. The setup was
designed so that when mutiple viewpoints are not required the stand can still be
used on its own.
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Figure 5.2: Initial Proposed Experimental Setup 1
Both aerial and side view schematic plots of an alternative optical design are
presented in Figure 5.3 and Figure 5.4 respectively. The evolving elliptical cross-
sectional shapes are still determined as a function of axial position using two
carefully orientated Bauernfeind prisms, however the path length for the central
view is also addressed with this configuration. This eliminates any possible depth
of field problems associated with the setup.
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Figure 5.3: Optical Rig Design 2 (Aerial View)
Figure 5.4: Optical Rig Design 2 (Side View)
An alternative experimental setup, based on the optical design in Figure 5.3
and Figure 5.4, is shown in Figure 5.5. The key difference with this setup is the
introduction of a slider that contains prism 3, visible in Figure 5.4. This, and the
additional right angle prisms held in place by the recessed plates and an angled
spacer, allow the path length of the central view to be adjusted as required.
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Figure 5.5: Proposed Experimental Setup 2
As the practical limits of image magnification are reached, this alternative
design allows all views to have equal path lengths. This can be particularly
useful for high rate tests that need faster shutter speeds and therefore larger
apertures to achieve reasonable image illumination. It should be noted that with
high speed photography the depth of field is reduced and therefore certain views
are out of focus if the path lengths are not similar. To correct this, the central
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view in this design is redirected through three right angle prisms so that the path
length is extended, as the distance between right angle prisms 1 and 2 and right
angle prism 3 is increased. Incident light enters right angle prism 1, before being
deviated 90 ◦ towards the hypotenuse of right angle prism 3. The light is then
reflected twice off of the orthogonal faces of right angle prism 3, which performs
a deviation of 180 ◦ towards right angle prism 2, where a final 90 ◦ deviation
is performed. The introduction of a central prism setup makes this design less
flexible and better suited to bespoke test requirements.
Whilst there was interest in performing multi-scale interrupted tensile tests
that quantify anisotropic necking behaviour, for this initial study a single scale
was selected. The most used and developed method was created for 3.5 mm
diameter samples and so this scale was chosen. For this specimen size the tech-
nique involved removing the sample from the machine, capturing an image of the
neck, and then replacing the specimen at each interruption. There were there-
fore no time constraints or significant design limitations to consider during the
development of an image analysis setup. For these reasons the simple optical rig
design, that does not incorporate path length correction, was used. The depth of
field problem was partially addressed by increasing the focal length of the camera
setup instead.
Based on the findings from the previous chapter it can be assumed that the
materials analysed in this study are displaying bulk behaviour, unless severe
plastic strains are reached.
During prism-based-setup development it became important to be able to
quickly determine the exact geometry of the optical configuration. This facili-
tated fast design modification, and also aided the development of a patent pend-
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ing optical attachment that could be used with a range of sample sizes. To do
this a set of equations were generated, based on the key dimensions of the prism
arrangement shown in Figure 5.6. The equations described the relationship be-
tween output prism face width (A), minimum deviated light path seperation (B),
opening (C), distance from opening to sample centre (D) and sample diameter
(E).
Figure 5.6: Optical Rig Design Geometry
This information was then used to develop a simple Graphical User Interface
(GUI) that allows users to create new prism setups for different sample diameters,
prism sizes and cameras (Figure 5.7). The MATLAB program also provides
a means of interrogating existing configurations and outputs the required path
length extension (F) should the alternative design, shown in Figure 5.3 and Figure
5.4, be selected.
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Figure 5.7: Optical Rig Design Program
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After reviewing both of the proposed experimental setups, the optical design
that does not alter the path length of the central view was selected. It was decided
for this application that instead of machining a relatively complex setup, it would
be easier to correct the depth of field problem by mounting the camera further
away from the sample. Figure 5.8 shows the final iteration of the experimental
setup design next to the test machine used to execute each loading. After each
strain increment the sample was removed, placed within the optical rig, a neck
image was captured and then the sample was replaced.
Figure 5.8: Proposed Experimental Setup
The final design of the experimental setup, shown in Figure 5.8 and Figure
5.9, includes all the necessary components to successfully capture the information
to generate a digital reconstruction of the neck. The design features only minor
alterations to ease its manufacture and assembly. For instance, where the previous
design had parts that required significant machining to reach its final form, this
design performs the same functions using parts closer in design to the raw material
so that less machining is necessary.
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Figure 5.9: Proposed Experimental Setup (Side Views)
The finished experimental rig, shown in Figure 5.10, uses a modified camera
stand to raise a digital SLR camera, macro bellows and macro lens configuration
to a height where sufficiently magnified and in-focus images can be captured. It
can be seen that the final setup closely follows the proposed design and functions
as intended, with the only alterations being made to the prism jig. Instead of
installing two recessed plates, this rig only uses one. This prevents machining
inaccuracies associated with the jig, affecting prism alignment. To capture the
best quality images, the dimmable backlights were modified to direct diffused
light to specific sample locations whilst operating on a mains supply. Macro
bellows were also used instead of an extension tube to offer greater adjustability.
Figure 5.11 shows the experimental setup in use. To repeatably reassemble
the rig, markers were added to the setup. The optical design proved capable
of producing well conditioned data for the purpose of reviewing the anisotropy
present during neck development.
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Figure 5.10: Experimental Setup
Figure 5.11: Experimental Setup (Side Views)
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5.3 Attachment Design
Photogrammetric techniques have become increasingly popular amongst material
scientists as a method of characterizing a specimen that deforms elliptically. By
recording this information the degree of anisotropy of any material can be eval-
uated. Whether it confirms the isotropic behaviour of the material or quantifies
the level of anisotropy that is present, the proposed method provides a level of
analysis in a form that has not yet been implemented commercially.
Based on the concepts described in Section 5.2 a design for a camera attach-
ment has been developed (Figure 5.12). This allows different sized cylindrical
samples to be analysed. The familiar prism configuration is held in place by two
jigs that slide, in opposite directions, along two axes.
Figure 5.12: Attachment Design
Acting against four springs the prism jigs are forced apart by guides that
control the distance the sample is from the prisms as well as the opening between
the prisms. To accommodate different sized samples the guides are adjusted by
rotating the ribbed outer ring. Both roller bearings and linear bearings are used
to ease the motion of the device as shown in Figure 5.13. The proposed design is
a simple, low maintenance assembly that provides a flexible guide based method
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of quickly and reliably capturing an image. Using standard Bauernfeind/Littrow
prisms the device is capable of analysing cylindrical samples from 3.5 mm to 9.5
mm diameter.
Figure 5.13: Attachment Design (Exploded View)
Based on the experimental rig, a mobile setup featuring an optical attachment
was created. The attachment fastens to a lens which is offset from the camera
body by an extension tube. Figure 5.14 shows how a system can be generated with
standard equipment. To avoid a setup that requires extension tubes, application
specific equipment must be introduced. Whilst this reduces bulk and preserves
lens interchangeability a more compact solution would be to integrate a bespoke
telecentric lens within the attachment itself.
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Figure 5.14: Functional Mobile Setup
Figure 5.15: Future Attachment Designs
Figure 5.16: Attachment Design in Use
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Although the proposed design (Figure 5.16) focuses on material characteri-
sation, and the analysis of cylindrical specimens, which is dictated by the num-
ber/orientation of views the device can capture, it is not limited to this field. With
an ability to maintain optical rig mobility/flexibility and generate controlled sil-
houette images in all three orientations, the concept lends itself to machine vision
applications. From routine inspection and quality control to identification and
medical imaging, the design can be used in various scenarios. A key advantage
of the setup is that it allows targeted interrogation where an in-situ setup would
be impractical.
Figure 5.17: Attachment Prototype
To validate the operation of this optical attachment and confirm the feasibility
of the design a prototype was created. Figure 5.17 and Figure 5.18 show the
functional attachment prototype that was 3D printed using a self-built Fused
Deposition Modeling (FDM) printer. Whilst this device was not used to obtain
the experimental results presented in this study the prototype did prove the
patent pending concept.
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Figure 5.18: Attachment Prototype with FDM Printer
5.4 Experimental Procedure
5.4.1 Edge Detection
Digital reconstructions, composed of elliptical cross-sections, were created for
each specimen using three seperate views. To identify the edges in all of the
views, a robust and accurate program was developed by Arthington that was
influenced by a variety of studies [94, 95, 96, 97, 98, 99, 100, 101]. The algorithm
uses silhouette images, that have high contrast edges with a step change in pixel
intensity, to perform edge detection. The complications of this image analysis
technique stem from the optical arrangement that was used to capture the mul-
tiple viewpoints. Arthington found that his mirror-based setup generated views
with different depths of field. This meant the images were not completely fo-
cused and some of the specimen edges were blurred. The lighting used to achieve
the silhouettes also created specimen highlights which had to be addressed. The
problems encountered with Arthington’s setup also existed with the prism setup
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proposed in this work and therefore the functions developed apply.
Arthington’s technique uses edge orientation information to avoid encounter-
ing occlusions, significant noise, and other artefacts that are common to image
analysis. The program uses a difference-of-boxes approach that takes into account
the properties of the images. Sub-pixel accuracy is achieved by filtering out the
regions that are not of interest, using a template matching strategy [102].
5.4.2 Image Calibration
Images captured using a digital SLR camera experience a number of distortions.
The most relevant to this work involve the lens and the Charge Coupled Device
(CCD). For a fixed focal distance the depth of field, within which objects appear
acceptably sharp, is controlled by the lens aperture. To increase the depth of field
the finite aperture size is reduced. This relationship is particularly important in
the optical configurations discussed.
The disadvantage of reducing the aperture is that the amount of light reaching
the CCD is also reduced. Since CCDs convert photons to electrical signals, if
fewer photons are detected a weaker signal is produced and more amplification is
required [103]. It is this amplification that introduces noise to the image, where
a fraction of the intensity of the recorded pixel values are either unrepresentative
or completely random. This is also the case for short exposure times and is
one of many examples of CCD distortion. Another source of distortion is the
curvature of the lens, which facilitates a range of magnifications and focusing
depths in variable lenses. This curvature is responsible for either image barreling
or pincushion radial distortion, where the image is not scaled uniformly.
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Figure 5.19: Image Calibration Setup
Figure 5.20: Image Calibration
Figure 5.21: Calibration Samples
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The primary reason a digital SLR camera arrangement deviates from a perfect
pinhole camera model is radial distortion [104, 105]. As a result the photogram-
metric technique used to identify anisotropic necking behaviour, performs radial
rectification to the detected edges by simply calculating the undistorted position
and storing that location. Figure 5.19 and Figure 5.20 show the setup and analy-
sis used to achieve the image rectification. Image calibration data was produced
using a customised version of the MATLAB Calibration Toolbox [106]. The pro-
gram processed images of 46 calibration grid orientations using exactly the same
experimental rig camera configuration.
Figure 5.22: Calibration Sample Reconstruction
During the development of the edge detection algorithm, Arthington was able
to align and scale all of the views by identifying 4 visible specimen corners in each
of the views. The problem with applying this technique to a study focused on
necking, that requires full frame neck evolution images, was that there were no
indentifiable corners. To successfully align and scale the image views calibration
samples, that have 4 visible corners in each view, were generated (Figure 5.21).
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A calibration sample was used at the beginning of each test to generate the
necessary data to scale and align every subsequent multi view image. Figure 5.22
shows a digital reconstruction of a calibration sample.
5.5 Experimental Results
Using the photogrammetric technique described in this chapter, the anisotropy of
an evolving neck was found for a range of materials. Both heavily anisotropic and
almost isotropic materials were tested, revealing the effects of this behaviour on
the calibration of high strain rate, high strain material models. The interrupted
tensile tests were performed at quasi-static strain rates using a bespoke image
analysis rig.
5.5.1 Pure Zirconium
Pure zirconium is a corrosion resistant metal that has many high performance ap-
plications. It is commonly used in the nuclear power industry where devices that
do not heavily absorb neutrons are required, such as fuel pin cladding. Although
zirconium offers superior performance in this respect, its mechanical behaviour
can be very anisotropic and must be carefully characterised [107]. Pure zirco-
nium tensile specimens were taken from the same round bar in both transverse
and longitudinal directions to show the effect of anisotropy on necking.
5.5.1.1 Transverse
The photogrammetric technique was first applied to interrupted tensile tests on
transversely sectioned pure zirconium samples at the 3.5 mm diameter scale.
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Figure 5.23: Transversely Sectioned Pure Zirconium Reconstructions at True
Plastic Strains, in order of appearance, of 0.48, 0.53 and 0.6
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Transversely sectioned pure zirconium digital reconstructions, next to the raw
images from which they were created, are shown in Figure 5.23 at three test
interruptions.
Figure 5.24: Transversely Sectioned Pure Zirconium Neck Development
It was found that the anisotropy of this material significantly affected neck
evolution (Figure 5.24). After comparing minor and major axis deformation,
large differences in the behaviour of the transversely sectioned pure zirconium
were identified. This suggested an isotropic treatment of this material would not
be suitable. Despite this finding, Goldthorpe’s necking correction is heavily used
and therefore the tangent modulus, which is shown in Figure 5.25 as the gradient
of the linear fit, has been reviewed. For this material a linear relationship appears
a reasonable assumption throughout the true plastic strain range in which necking
occurs. Figure 5.25 shows that the tangent modulus, determined by an Eisenberg
analysis which accounts for anisotropy, does not significantly differ from the value
calculated by a Goldthorpe analysis, which does not. At a moderate yield stress
the transversely sectioned pure zirconium exhibited a relatively gradual increase
in axial stress, which was not seen in the longitudinally sectioned pure zirconium.
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Figure 5.25: Axial Stress against True Plastic Strain for Transversely Sectioned
Pure Zirconium
Figure 5.26: Transversely Sectioned Pure Zirconium Neck Evolution
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Reasonably ductile neck formation, beginning at moderate true plastic strains,
was recorded for transversely sectioned pure zirconium (Figure 5.26). Unlike the
other materials that were tested, a relatively sharp neck displaying anisotropy
early on in its development was found. Figure 5.26 shows how the variation in
neck geometry increases with strain in both the minor and major axis, with the
minor axis exhibiting larger variations than the major axis. The plot also shows
how the localisation behaviour of this anisotropic material is simplified by taking
an average. To model this neck evolution behaviour a parabolic fit is required.
Figure 5.27: Transversely Sectioned Pure Zirconium Work Hardening Behaviour
For transversely sectioned pure zirconium a power law relationship for work
hardening was found to be a suitable assumption (Figure 5.27). To model this be-
haviour a relatively high strain hardening exponent and a relatively low strength
index must be selected. A similar work hardening behaviour was also found for
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pure copper. It can be seen in Figure 5.27 that the Eisenberg analysis, which
accounts for the anisotropy of the material, only increases the amount of work
hardening at the highest strains. This correction further validates the empirical
relationship that has been selected.
Figure 5.28: True Flow Stress against True Plastic Strain for Transversely Sec-
tioned Pure Zirconium
To develop high strain rate, high strain material models for this material,
the true flow stress-true plastic strain behaviour, shown in Figure 5.28, is used.
The transversely sectioned pure zirconium exhibited moderate ductility similar
to high strength steel and displayed a reasonable failure stress, comparable to a
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low strength steel. By accounting for the anisotropy of the neck, the final stress
and strain is slightly increased in the final stages of necking.
5.5.1.2 Longitudinal
In addition to quantifying anisotropy as a function of true plastic strain, work was
also completed to determine how the anisotropy of a material, in its undeformed
state, affects localisation behaviour. To show this behaviour, interrupted tensile
tests were performed on longitudinally sectioned pure zirconium.
Figure 5.29: Axial Stress against True Plastic Strain for Longitudinally Sectioned
Pure Zirconium
The behaviour of longitudinally sectioned pure zirconium in Figure 5.29 was
shown to diverge from linear by a greater amount than its transversely sectioned
equivalent (Appendix B). This can be attributed to void growth and a reduction in
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material ductility. Despite these differences, both the transverse and longitudinal
specimens shared similar average yield stresses and appeared sufficiently linear
to include a tangent modulus term in the necking solution used to correctly de-
termine their stress state. The longitudinally sectioned specimens are also shown
to exhibit a more gradual increase in axial stress in addition to less anisotropy,
as both the results from an Eisenberg analysis and a Goldthorpe analysis proved
indistinguishable from each other.
Figure 5.30: Longitudinally Sectioned Pure Zirconium Neck Evolution
The neck evolution of longitudinally sectioned pure zirconium, shown in Figure
5.30, appeared similar to that found for transversely sectioned pure zirconium.
The differences were a slight reduction in ductility, neck formation occurring at
marginally larger true plastic strains, sharper neck development and minor/major
axis deformation remaining similar throughout the true plastic strain range. The
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plot reveals an almost isotropic necking behaviour that requires a parabolic fit to
simulate.
Figure 5.31: Longitudinally Sectioned Pure Zirconium Work Hardening Be-
haviour
To model the work hardening behaviour of the longitudinally sectioned pure
zirconium, which was found to behave in a similar way to pure silver, a relatively
high strength index must be used in conjunction with a relatively low strain hard-
ening exponent. It was found that this material experiences less work hardening
than that predicted by power law relationships at high strains.
Longitudinally sectioned pure zirconium is shown in Figure 5.32 to behave in
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a similar manner to the transversely sectioned pure zirconium after Goldthorpe’s
necking correction (Appendix B). It was found that the material displays less
work hardening and as a result reaches a slightly lower final true flow stress
than its transversely sectioned equivalent. Since both the Eisenberg analysis and
the Goldthorpe analysis are indistinguishable from each other, a near isotropic
behaviour can be assumed for this material.
Figure 5.32: True Flow Stress against True Plastic Strain for Longitudinally
Sectioned Pure Zirconium
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5.5.2 Pure Silver
Whilst pure zirconium is known for its anisotropic behaviour, it was postulated
that similar anisotropic effects can be found in high ductility metals, towards the
late stages of necking, as crystallographic anisotropy begins to dominate. Since
an objective of this research has been to reach general conclusions on localisation,
pure silver was selected for this work.
Pure silver neck evolution in both the minor and major axis can be seen
in Figure 5.33. Whilst not quite as obvious as the transversely sectioned pure
zirconium, the deformation did appear anisotropic at high strains and therefore
the anisotropic material behaviour was calculated to reflect that. This has a
direct influence on the constitutive model calibration of this material.
Figure 5.33: Pure Silver Neck Development
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Figure 5.34: Pure Silver Reconstructions at True Plastic Strains, in order of
appearance, of 1.23, 1.76 and 2.51
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The increasing ellipticity and cross-sectional area reduction can be seen in
Figure 5.34. The digital reconstructions and associated raw images are shown for
three interruptions to a pure silver specimen test. The final interruption in Figure
5.34 shows the presence of a shear band, typical of highly anisotropic textured
materials.
Figure 5.35: Axial Stress against True Plastic Strain for Pure Silver
By plotting axial stress against true plastic strain, Figure 5.35 shows that
up until the highest strains a tangent modulus term can be used in the necking
correction solution for pure silver. Any anisotropy experienced is shown to not
significantly affect the tangent modulus. Exhibiting similar behaviour to pure
aluminium (Appendix C) and pure copper, pure silver is shown to have a very
low yield stress from which axial stress gradually increases with strain.
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Figure 5.36: Pure Silver Neck Evolution
Figure 5.37: Pure Silver Work Hardening Behaviour
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Up until a true plastic strain of approximately 1.5, pure silver exhibited near
isotropic necking (Figure 5.36). The neck evolution behaviour in the minor and
major axis then began to quickly diverge with strain. As one of the most ductile
materials tested, pure silver was found to begin to neck at the highest strains and
form the most developed necks before failure. This suggested that microstruc-
tural effects may be responsible for the heavily anisotropic behaviour at high
strains. From this it can be assumed that an initially isotropic material, capable
of reaching large true plastic strains, may not always behave isotropically. For this
material it can be seen that if an average neck evolution behaviour is calculated,
a linear fit can be used to model the localisation behaviour. The validity of this
fit, using Figure 5.36, should however be considered. Materials that have been
tested with an assumption of isotropy, that are suspected of similar behaviours
include pure tin, pure copper and pure aluminium (Appendix C).
To model the work hardening behaviour of pure silver a power law relationship
is typically used. It was found that pure silver requires a relatively low strain
hardening exponent and a moderate strength index. Figure 5.37 also shows that
this model is not applicable throughout the entire true plastic strain range, where
the deviations from a required linear relationship can be seen. After performing
an Eisenberg analysis on pure silver, which takes into account the anisotropy
experienced at high strains, the work hardening model is shown to more closely
predict the mechanical behaviour. There are, however, remaining discrepancies
that could be attributed to void growth not yet implemented in the model.
Figure 5.38 shows that pure silver reaches large true plastic strains before
failing at relatively low true flow stresses. After accounting for the anisotropy
of pure silver, the Eisenberg correction revealed that larger true flow stresses are
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being experienced during necking. At its greatest the true flow stress, determined
using a necking correction that assumes isotropy (Goldthorpe’s correction), is 25
MPa below that calculated by Eisenberg’s correction. As a result, the constitutive
models for pure silver would be more accurately calibrated using the material
behaviour that accounts for anisotropy, despite not being able to simulate this
phenomena.
Figure 5.38: True Flow Stress against True Plastic Strain for Pure Silver
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5.5.3 Hard Steel
Exhibiting the highest yield stress of all the materials tested, hard steel began to
neck at very small strains. Figure 5.39 shows that hard steel can be treated as
isotropic and that a linear fit is suitable for the entire true plastic strain range that
necking is present. The neck evolution behaviour of hard steel, shown in Figure
5.40, reveals relatively low ductility and moderate neck sharpness. The plot also
shows similar neck evolution in both the minor and major axis suggesting near
isotropic behaviour. It can be seen that a linear relationship closely replicates
the neck development of hard steel, and should be used to model this behaviour.
Figure 5.39: Axial Stress against True Plastic Strain for Hard Steel
Based on the results presented in Figure 5.41, the work hardening behaviour
of hard steel can be predicted by a power law relationship that uses a relatively
high strength index in conjunction with a moderate strain hardening exponent.
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Figure 5.40: Hard Steel Neck Evolution
Figure 5.41: Hard Steel Work Hardening Behaviour
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For this material it can be seen in Figure 5.41 that the slightly anisotropic
behaviour has little effect on the strengthening mechanism. The variability in
this plot has been associated with the errors that exist in determining the true
flow stress and the yield stress. Figure 5.42 shows the near isotropic deformation
of hard steel. This was confirmed by the small difference in behaviours calculated
using Eisenberg and Goldthorpe necking corrections. Of all the materials tested,
hard steel exhibited the largest final true flow stresses at moderate strains.
Figure 5.42: True Flow Stress against True Plastic Strain for Hard Steel
159
5. Experimental Results
5.5.4 High Strength Steel
An anisotropic analysis was also performed on high strength steel. Since this
material was believed to exhibit a similar localisation behaviour to the medium
strength steel used in the size effects study, and comparisons between the two
studies were of interest, a similar approach to material variability was taken.
Before performing interrupted tensile tests and attempting to identify anisotropic
effects during necking, the uniformity and heat treatment of the raw bar was ver-
ified. Figure 5.43 shows negligible material variability across the diameter of
the raw bar and confirmed that any anisotropic effects witnessed in the 3.5 mm
diameter samples could not be attributed to this.
Figure 5.43: High Strength Steel Vickers Hardness (HV10)
For the same purpose, a hardness comparison was made between this high
strength steel and the medium strength steel previously tested (Figure 5.44).
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Figure 5.44: Vickers Hardness Comparison between High Strength Steel and
Medium Strength Steel
High strength steel is shown in Figure 5.45 to have a relatively high yield
stress from which the axial stress gradually increases before following a relatively
linear path to failure. The tangent modulus term, extracted from this plot and
used in Goldthorpe’s necking corrections, appears an accurate depiction of the
behaviour that occurs. Since the Eisenberg analysis is indistinguishable from the
Goldthorpe analysis, isotropic deformation can be assumed.
For this material only slight necks were formed at relatively low strains (Figure
5.46). The behaviours were also found to differ significantly from one sample to
the next, as seen in tungsten alloy which will be discussed later. Despite this
large variation in neck evolution, high strength steel is shown to always be near
isotropic.
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Figure 5.45: Axial Stress against True Plastic Strain for High Strength Steel
Figure 5.46: High Strength Steel Neck Evolution
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Figure 5.47 shows that a power law relationship does not accurately model
the work hardening behaviour at small strains, overpredicting the amount of work
hardening experienced. A relatively small hardening exponent and a compara-
tively large strength index are necessary, however, to apply this model.
Figure 5.47: High Strength Steel Work Hardening Behaviour
The high strength steel, selected for this study, was found to behave isotrop-
ically before failing at moderately high true flow stresses. Figure 5.48 reveals
relatively low ductility similar to tungsten alloy and aluminium alloy. The varia-
tion in the samples may be a result of machining specimens from a small custom
heat treated block, as shown in Figure 5.48.
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Figure 5.48: True Flow Stress against True Plastic Strain for High Strength Steel
5.5.5 Tungsten Alloy
Another material of commercial interest was tungsten alloy. This heavy metal
alloy uses the hardness and density of tungsten to meet the requirements of a
number of applications. Interrupted tensile tests were performed on three 3.5 mm
diameter tungsten alloy samples to investigate how localisation in this material
compares with the other materials tested.
After yielding at a relatively high axial stress, a linear relationship between ax-
ial stress and true plastic strain was found to be representative of the deformation
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during necking. As with high strength steel, a material with similar mechanical
behaviour, tungsten alloy can be assumed isotropic.
Figure 5.49: Axial Stress against True Plastic Strain for Tungsten Alloy
Of the three tungsten alloy samples tested, only two localised to form necks
of very different geometries. Tungsten alloy was found to share a similar neck
evolution behaviour to the high strength steel previously discussed. The mate-
rial exhibited low ductility and after moderate strain only displayed slight neck
formation before failure (Figure 5.50).
A power law relationship was found to be a suitable means of modelling the
work hardening experienced by tungsten alloy. The behaviour shown in Figure
5.51 demands a relatively large strain hardening exponent and strength index.
The isotropy of the material is also confirmed once more with the Eisenberg
analysis being indistinguishable from the Goldthorpe analysis.
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Figure 5.50: Tungsten Alloy Neck Evolution
Figure 5.51: Tungsten Alloy Work Hardening Behaviour
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Exhibiting relatively low ductility and high final true flow stresses, tungsten
alloy was found in Figure 5.52 to have an almost linear true flow stress-true
plastic strain relationship. The anisotropic necking correction also yielded the
same result as the isotropic necking correction, suggesting digital reconstructions
are not necessary for the analysis of this material.
Figure 5.52: True Flow Stress against True Plastic Strain for Tungsten Alloy
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5.5.6 Aluminium Alloy
The final material to be tested in this anisotropy study was aluminium alloy. The
key high strain rate, high strain constitutive model development parameters have
been reviewed for this material at the 3.5 mm diameter scale.
Figure 5.53: Aluminium Alloy Work Hardening Behaviour
To model the work hardening behaviour of aluminium alloy a relatively high
strain hardening exponent and a relatively low strength index is required. Figure
5.53 confirms the suitability of a power law relationship and experiences a similar
work hardening behaviour to pure molybdenum (Appendix C).
The aluminium alloy, used for this study, was found to have a moderate
yield stress and an almost linear deformation behaviour. The material recorded
particularly low ductility and did not exhibit any necking, therefore a necking
correction was not required. The same aluminium alloy behaviour was found
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after assuming an elliptical cross-sectional area and a circular cross-sectional area.
Figure 5.54 also shows a relatively low final axial stress.
Figure 5.54: True Flow Stress against True Plastic Strain for Aluminium Alloy
5.6 Conclusions
A high strain rate, high strain constitutive model assumption is that deformation
occurs isotropically. Whilst this simplifies analysis, the significance of this as-
sumption had not been investigated in any depth. In this chapter photogrammet-
ric techniques have been used and developed to quantify the anisotropy present
during necking. The influence of anisotropic necking corrections on key model
development parameters was reviewed for both heavily anisotropic and almost
isotropic materials. The neck evolution and true flow stress-true plastic strain
behaviours for each material were also reviewed. As with the scale effects study,
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this investigation involved performing interrupted tensile tests at room tempera-
ture and quasi-static strain rates.
The interrupted tensile tests performed on transversely sectioned and longitu-
dinally sectioned pure zirconium exhibited significantly different behaviours (Ap-
pendix B). Unlike the longitudinally sectioned pure zirconium, in the transverse
direction heavily anisotropic deformation was identified. This was most clearly
seen in minor and major axis neck evolution where the former exhibited much
sharper neck development. Similar anisotropic deformation was also identified in
pure silver, only sharper necks were formed in the major axis instead and the
anisotropy did not emerge until true plastic strains greater than approximately
1.5 were experienced.
Where neck anisotropy was found and accounted for, the analysis revealed that
the samples experienced more work hardening, and higher final stresses. This was
not captured by the isotropic analysis and revealed better agreement with a power
law work hardening relationship. For anisotropic materials an Eisenberg analysis
is recommended.
Like the longitudinally sectioned pure zirconium, hard steel, high strength
steel, tungsten alloy and aluminium alloy were all found to behave isotropically.
These materials would be suitably characterised using a Goldthorpe analysis.
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Conclusions and Future Research
6.1 Conclusions
6.1.1 Experimental Procedures
A number of key experimental techniques have been developed and used through-
out this research. Multi-scale sample preparation, test setups, bespoke equip-
ment, image acquisition and image analysis have all been discussed.
An approach to machining samples, that ranged from 0.35 mm to 35 mm
in diameter, from the same raw material has been described. The small scale
specimens presented the greatest difficulties and were successfully machined using
a watchmaker’s lathe and a number of grinding operations.
A flexible interrupted tensile test technique to calibrate high strain rate, high
strain constitutive models was developed. The range of test setups that influenced
this have been described. At the standard 3.5 mm diameter scale the specimen
was removed from the machine, measured, and then replaced at test interruptions.
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To make physical neck measurements a Vernier caliper with ground down jaws
was used.
Image acquisition techniques have been discussed with reference to a standard
specimen size image analysis setup. Key aspects of image analysis were considered
and an edge detection program (Appendix E) that fitted osculating circles to the
contours of a necking silhouetted specimen in digital images has been presented.
6.1.2 Scale Effects in Necking
This study considered the effects of specimen size on deformation and fracture
behaviour. The work targeted high strain rate, high strain constitutive model
development, and involved interrupted tensile testing of four materials at room
temperature and quasi-static strain rates. Tests were performed on cylindrical
tensile specimens that ranged in scale from 0.35 mm to 35 mm in diameter. The
setups used to achieve this, and the complications encountered at each scale, have
been discussed. The size effect witnessed experimentally was later reproduced
using CPFE simulations. This also fuelled the development of a constitutive
model modification that was applied to and verified with DYNA3D simulations.
Both screw-driven and servo-hydraulic machines were used in this study. Suf-
ficiently reliable results were achieved using interrupted tensile test setups de-
signed for 0.35 mm, 0.7 mm, 1 mm, 3.5 mm and 35 mm diameter samples. The
smallest scales were found to be the most challenging. 1 mm diameter specimens
and smaller were performed using microtest setups and required careful installa-
tion and alignment within the machine. High magnification image capture also
revealed surface finish concerns which were addressed in Chapter 3. At the stan-
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dard 3.5 mm diameter scale the samples were removed, measured and replaced
during the test, whilst the suitability of the remaining scales forced in-situ test
measurement.
Interrupted tensile tests were initially performed on 3.5 mm and 35 mm di-
ameter mild steel samples. For this material a grain size of approximately 20
µm was determined. In this scale range no significant dependence on specimen
geometry was found; however suggestions were made that machining procedures
at different scales introduce different amounts of prework. The 3.5 mm diameter
samples formed sharper necks than their large scale equivalent and exhibited in-
creasing neck evolution variability with strain, not seen at the 35 mm diameter
scale.
More extensive testing was performed on medium strength steel, which had
a grain size of approximately 35 µm. 0.35 mm, 0.7 mm, 1 mm, 3.5 mm and 35
mm diameter samples were tested and a size effect was identified. Trends were
found in the data that suggested that as the specimen size decreased the neck
evolution, tangent modulus, onset of localisation and peak flow stress variability
increased. The average tangent modulus also appeared to reduce with specimen
size, and in a similar manner to the mild steel study the sharpest necks were
formed at the smallest specimen scales. A variability study was performed that
confirmed negligible material variability and showed the effects of grain structure
anisotropy on neck evolution and failure/fracture.
The first of two FCC materials to be tested was fully hardened copper. For this
material a grain size of approximately 30 µm was determined. Interrupted tensile
tests were then performed on 0.35 mm and 3.5 mm diameter specimens. The 0.35
mm diameter scale exhibited a lower average tangent modulus and revealed more
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variation than its 3.5 mm diameter equivalent. The smallest specimen scale also
localised and failed at much smaller strains and developed sharper necks, which
was a behaviour also identified in the medium strength steel study. Despite
sharing similar yield stresses the 3.5 mm diameter samples exhibited more work
hardening.
The final material that was tested in this size effect study was fully annealed
copper, which had an approximate grain size of 40 µm. The tests revealed that the
tangent modulus for this material has no dependency on scale. It was, however,
found that the 0.35 mm diameter samples developed sharper necks, within a much
larger scatter, than the 3.5 mm diameter samples. This was similar to the size
effects identified in the fully hardened copper study (Appendix A). Of the two
scales the largest specimen size experienced greater work hardening.
An attempt was made to reproduce the size effects witnessed using 0.35 mm,
0.7 mm and 1 mm wide plane strain models under uniaxial tension. Three simu-
lations were performed at each scale using a CPVT method capable of generating
statistically equivalent microstructures. The CPFE simulation results were com-
pared with the medium strength steel experimental data and a similar trend was
obtained, with an increase in variability occuring at the smallest scale.
A modification, that introduced a length scale dependency, was developed
for the Goldthorpe-modified Armstrong-Zerilli model. The improvement acted
through the coefficient C1 and reliably reproduced the size effects identified in
the medium strength steel experiments. By evaluating the simulation data in
a similar manner to the experimental data, comparisons were also made that
proved the validity of the constitutive model.
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6.1.3 Anisotropic Effects in Necking
A simplifying assumption often used during high strain rate, high strain consti-
tutive model development is that deformation occurs isotropically. To investi-
gate the validity of this statement, photogrammetric techniques have been used
and developed to measure anisotropic deformation during necking. Both heavily
anisotropic and almost isotropic materials have been tested in this study, and the
data has been used to apply anisotropic necking corrections. This, neck evolution
and the true flow stress-true plastic strain behaviour of each material, have all
been reviewed from the perspective of model development. As with the scale
effects study, the interrupted tensile tests were performed at room temperature
and quasi-static strain rates.
The elliptical deformation of a tensile specimen was characterised using a be-
spoke experimental rig. The rig used two prisms to capture images of multiple
specimen viewpoints in one optical plane, and allowed digital reconstructions of
the sample at various tensile test interruptions to be generated. The technique
was based on Arthington’s method and has been successfully used to develop
high strain rate, high strain constitutive models. An alternative design that
performs path length correction for the central view was also discussed. The
prism-based setup improved upon the more common mirror-based setup by pro-
ducing high contrast images with more controlled backlighting. The success of
the prism-based optical design led to the development of a patent pending camera
attachment. The design was prototyped using an FDM printer and functioned
as intended.
Interrupted tensile tests, focused on anisotropy characterisation, were first
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performed on transverse and longitudinal pure zirconium samples. In the trans-
verse direction the pure zirconium exhibited heavily anisotropic deformation. The
minor axis of the samples formed a sharper neck, and displayed a significantly
different neck evolution behaviour to that found in the major axis. Accounting
for neck anisotropy also revealed that the samples experienced more work hard-
ening, and therefore greater failure stresses, towards the late stages of necking.
This was not captured by the isotropic analysis and revealed better agreement
with a power law work hardening relationship. For this material an Eisenberg
analysis would be recommended. In the longitudinal direction the pure zirco-
nium appeared to deform almost isotropically, with the neck evolving similarly in
both the minor and major axis. As a result the Eisenberg analysis produced the
same work hardening and true flow stress-true plastic strain behaviours as the
Goldthorpe analysis, and so the latter in this case would be a suitable choice.
The known anisotropic behaviour of pure zirconium was used to identify
anisotropic effects in necking and verify the technique. The study was then
widened to review the effects in materials representative of the range covered
in this research. It was postulated that similar anisotropic effects may be found
in high ductility metals towards the late stages of necking, and therefore inter-
rupted tensile tests were performed on pure silver. Whilst pure silver was found
to deform isotropically at low to moderate strains, significant anisotropic effects
were observed at high strains. Beyond a true plastic strain of approximately 1.5
the neck evolution behaviours in the minor and major axis rapidly diverged, with
sharper necks being formed in the major axis. The anisotropic analysis also re-
vealed more work hardening and higher final stresses, similar to that found for
the transversely sectioned pure zirconium. For pure silver an Eisenberg analysis
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would be recommended.
With this discovery a detailed analysis was also performed on hard steel, high
strength steel, tungsten alloy and aluminium alloy; however all of these materials
were found to behave isotropically. For this reason a Goldthorpe analysis would
be suitable for the materials considered.
6.2 Future Work
6.2.1 Specimen Preparation
In this research a range of cylindrical tensile specimens were machined. Whilst
the procedures used to generate the specimens were reasonably suitable, at the
smallest scales both the accuracy of the sample geometry and the quality of
the surface finish could be improved by using a rotary EDM accessory. This
machining technique applies no cutting force to the part and is a much simpler,
less time consuming alternative. With this technology samples of even smaller
diameters could be machined and microstructural effects more clearly observed.
For the same material, a sample that has experienced cold work exhibits a
significantly different behaviour to a sample that has not. This was identified a
number of times in this research and so a better understanding of how machining
procedures at different sample scales affect material behaviour would be partic-
ularly useful information. The findings may be that EDM offers the greatest
control and should be used to generate every specimen scale. This would add to
the work performed on machining techniques and heat affected zones [108].
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6.2.2 Image Acquisition and Analysis
Image analysis techniques have been developed and used throughout this work.
This highlighted a number of improvements that could be made in future studies.
Where a digital SLR was used to capture images of the necking specimen, a
telecentric lens would be better suited to the task than the macro/telephoto
lenses used. The output of a telecentric lens would depend less on calibrations
to correct for image distortions and improve the accuracy of the measurements
made.
After reviewing the work of Arthington, a number of enhancements could be
made to the osculating circle fit program presented (Appendix E). A few key im-
provements being sub-pixel edge detection and a template matching strategy that
would improve the accuracy and reliability of the fits produced. A program that
could negotiate noise, blur and image artefacts with minimal user input would
greatly improve batch processing capabilities and ease future analysis operations.
To achieve a more complete characterisation of the neck it would also be use-
ful to extend the program so that 3D reconstructions could be used to generate
osculating circle fits from every angle about the sample axis.
To simplify analysis high contrast images were captured using backlight con-
figurations to achieve specimen silhouettes; however this was not possible for
every scale. Future work could explore setups capable of producing silhouette
images at every scale and as a result produce more accurate, directly comparable
results.
178
6. Future Work
6.2.3 Tensile Test Setups
A range of tensile test setups were used in this research. This meant a number of
material and scale dependent problems were encountered. The first was experi-
enced at the largest scale where the images captured were more heavily affected
by environmental lighting. For future interrupted tensile tests at this scale more
controlled illumination should be considered.
At the 3.5 mm diameter sample scale difficulties associated with low tem-
perature testing and soft materials were experienced. At −100 ◦C the removal
and replacement of the specimen became problematic and therefore an improved
quick release design may benefit future low temperature work. It was also found
that soft material samples at this scale were too fragile to handle towards the end
of the test and that Vernier caliper measurements marked the surface. As a re-
sult an in-situ setup, where non-contact measurements are made, would improve
any future investigation into soft materials at this scale. This recommendation
is made after considering the in-situ complications involved with environmental
chamber tensile testing.
The material behaviour of small scale specimens was found using microtests.
To improve upon the interrupted tensile test setups presented, a microtest lost
motion actuator that prevents accidental sample compression is recommended.
Whilst an attempt was made to address this problem through sample design, this
ultimately proved unsuccessful with the configuration available. This suggestion
could be made for the largest scale samples. Future microscale testing would also
benefit from a procedure that regularly monitors microtest alignment.
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6.2.4 Scale Effects in Necking
After performing interrupted tensile tests on a range of sample scales, a clear
extension to this work would be to review the material behaviour at intermediate
scales. A departure from bulk behaviour appears to occur between 0.35 mm and 1
mm diameter samples in medium strength steel and therefore more testing in this
range would help to understand the transition that exists. Further investigation
into other materials could also be completed to make more general size effect
conclusions that expand upon the findings presented in this research. This could
include a more in depth study into the effects of grain size and grain anisotropy
on material behaviour and how this relates to size and anisotropic effects in
necking. This would involve extensive microstructural analysis, which could also
be performed on tested samples to identify how the behaviours manifest.
To capture microstructural size effects CPFE simulations were performed.
As a preliminary study, plane strain models under uniaxial tension were created
and the results, to relatively low strains, were extracted. This work could be
developed further by using 3D grain structures that are more representative of
the cylindrical specimens tested experimentally. By using appropriate calibration
data and introducing imperfections to recreate localisation, direct comparisons
at high strains could be made.
Work was also completed on DYNA3D simulations, where a size effect was
introduced through a constitutive model coefficient modification. To improve
upon this approach the length scale dependency could be added to the model as
a function of changing geometry. This is significantly more involved, but would
capture size effects that only emerge at higher strains.
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6.2.5 Anisotropic Effects in Necking
In this study two optical designs were considered and the simplest selected. Work
could therefore be completed to generate and apply the alternative design. This
design corrects the path length of the central view and ensures the multiple-
viewpoint images are completely in focus, simplifying image analysis. A similar
feature could also be added to the attachment design, which with further work
is hoped to become a robust, fully functional device capable of characterising a
range of specimen sizes.
From this research there are possible improvements to consider. Rather than
holding the prisms in place with a recessed plate, future designs could use pins
to position the prisms since holes can be machined with greater precision than
recesses. Highlights on the specimen surface, attributed to environment lighting,
were also captured in images. Whilst this did not affect edge detection using the
program created, this could be addressed by using the setup in a dark room or
enclosing the configuration within a dark chamber.
If more geometric information of the neck is required, tests could also be
performed where more than three viewpoints of the specimen are captured. This
could be achieved using a new optical design or by simply rotating the sample if
the sample is removed from the machine at each interruption.
Another possible avenue for research is how anisotropy is affected by specimen
scale. Figure 6.1 shows a possible lighting configuration that could be used with
the 2 kN microtest. Using a scaled version of the prism-based optical setup
silhouette images of much smaller specimens could be achieved with this rig.
Should a relationship be found, this behaviour could also be introduced to the
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high strain rate, high strain constitutive models discussed.
Figure 6.1: Possible Microtest Anisotropy Setup
6.2.6 High Strain Rate, High Strain Constitutive Model
Development
Over the course of this project, a substantial amount of testing was performed. So
much so that a large body of work, focused on general constitutive model forms,
has not been reviewed in this thesis. Further analysis of the data appended to this
thesis could therefore yield significant findings; for instance pure tin was found
to exhibit deformation mechanisms not captured by any of the models discussed
(Appendix C).
Studies focused on sectioning deformed specimens and measuring void vol-
ume fraction as well as local strain hardening as a function of strain from nano
indentation tests, are still required, as are detailed investigations into the effects
of strain rate, temperature and pre-strain on localisation. With an improved
understanding of the effects of cylindrical tensile specimen geometry on mate-
rial behaviour, it may no longer be necessary to achieve an analytic flow stress
solution for plane specimens.
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Appendix A
A Copper Comparison
198
Copper Comparison
Figure 1: Pure Copper Axial Stress against True Plastic Strain Comparison at
the 3.5 mm Diameter Scale
Figure 2: Pure Copper Neck Evolution Comparison at the 3.5 mm Diameter Scale
199
Copper Comparison
Figure 3: Pure Copper Work Hardening Behaviour Comparison at the 3.5 mm
Diameter Scale
Figure 4: Pure Copper True Flow Stress against True Plastic Strain Comparison
at the 3.5 mm Diameter Scale
200
Copper Comparison
Figure 5: Pure Copper Axial Stress against True Plastic Strain Comparison at
the 0.35 mm Diameter Scale
Figure 6: Pure Copper Neck Evolution Comparison at the 0.35 mm Diameter
Scale
201
Copper Comparison
Figure 7: Pure Copper Work Hardening Behaviour Comparison at the 0.35 mm
Diameter Scale
Figure 8: Pure Copper True Flow Stress against True Plastic Strain Comparison
at the 0.35 mm Diameter Scale
202
Appendix B
B Zirconium Comparison
203
Zirconium Comparison
Figure 9: Pure Zirconium Axial Stress against True Plastic Strain Comparison
Figure 10: Pure Zirconium Neck Evolution Comparison
204
Zirconium Comparison
Figure 11: Pure Zirconium Work Hardening Behaviour Comparison
Figure 12: Pure Zirconium True Flow Stress against True Plastic Strain Com-
parison
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C Experimental Results
206
Experimental Results
C.1 Pure Copper
Figure 13: Pure Copper Micrographs: Copper A (Left); Copper B (Right)
Figure 14: Pure Copper Compression
207
Experimental Results
Figure 15: Axial Stress against True Plastic Strain for Pure Copper
Figure 16: Pure Copper Neck Evolution
208
Experimental Results
Figure 17: Pure Copper Work Hardening Behaviour
Figure 18: True Flow Stress against True Plastic Strain for Pure Copper
209
Experimental Results
C.2 Pure Aluminium
Figure 19: Axial Stress against True Plastic Strain for Pure Aluminium
Figure 20: Pure Aluminium Neck Evolution
210
Experimental Results
Figure 21: Pure Aluminium Work Hardening Behaviour
Figure 22: True Flow Stress against True Plastic Strain for Pure Aluminium
211
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C.3 Pure Tin
Figure 23: Pure Tin Micrograph
Figure 24: Pure Tin and Fully Annealed Copper Testing
212
Experimental Results
Figure 25: Pure Tin Neck Development
213
Experimental Results
Figure 26: Axial Stress against True Plastic Strain for Pure Tin
Figure 27: Pure Tin Neck Evolution
214
Experimental Results
Figure 28: Pure Tin Work Hardening Behaviour
Figure 29: True Flow Stress against True Plastic Strain for Pure Tin
215
Experimental Results
C.4 Pure Molybdenum
Figure 30: Pure Molybdenum Compression
Figure 31: Axial Stress against True Plastic Strain for Pure Molybdenum
216
Experimental Results
Figure 32: Pure Molybdenum Neck Evolution
Figure 33: Pure Molybdenum Work Hardening Behaviour
217
Experimental Results
Figure 34: True Flow Stress against True Plastic Strain for Pure Molybdenum
C.5 Pure Metal Comparison
Figure 35: Pure Metal Axial Stress against True Plastic Strain Comparison
218
Experimental Results
Figure 36: Pure Metal Neck Evolution Comparison
Figure 37: Pure Metal Work Hardening Behaviour Comparison
219
Experimental Results
Figure 38: Pure Metal True Flow Stress against True Plastic Strain Comparison
C.6 Hard Steel
Figure 39: Axial Stress against True Plastic Strain for Hard Steel
220
Experimental Results
Figure 40: Hard Steel Neck Evolution
Figure 41: Hard Steel Work Hardening Behaviour
221
Experimental Results
Figure 42: True Flow Stress against True Plastic Strain for Hard Steel
C.7 High Strength Steel
Figure 43: High Strength Steel Torsion
222
Experimental Results
Figure 44: Axial Stress against True Plastic Strain for High Strength Steel
Figure 45: High Strength Steel Neck Evolution
223
Experimental Results
Figure 46: High Strength Steel Work Hardening Behaviour
Figure 47: True Flow Stress against True Plastic Strain for High Strength Steel
224
Experimental Results
C.8 Silver Steel
Figure 48: Silver Steel Micrograph
Figure 49: 0.35 mm Diameter Silver Steel Sample Machining
225
Experimental Results
Figure 50: Axial Stress against True Plastic Strain for Silver Steel
Figure 51: Silver Steel Neck Evolution
226
Experimental Results
Figure 52: Silver Steel Work Hardening Behaviour
Figure 53: True Flow Stress against True Plastic Strain for Silver Steel
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C.9 Steel Comparison
Figure 54: Steel Axial Stress against True Plastic Strain Comparison
Figure 55: Steel Neck Evolution Comparison
228
Experimental Results
Figure 56: Steel Work Hardening Behaviour Comparison
Figure 57: Steel True Flow Stress against True Plastic Strain Comparison
229
Experimental Results
C.10 Metallic Glass
Figure 58: Metallic Glass Machining
Figure 59: Metallic Glass Tensile Testing
230
Experimental Results
Figure 60: Axial Stress against True Plastic Strain for Metallic Glass
Figure 61: Metallic Glass Work Hardening Behaviour
231
Experimental Results
Figure 62: True Flow Stress against True Plastic Strain for Metallic Glass
232
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D Constitutive Model Calibration
233
Constitutive Model Calibration
D.1 Calibration Method
Figure 63: Axial Stress against True Plastic Strain for BCC Model Exemplar
Calibration
Figure 64: Neck Evolution for BCC Model Exemplar Calibration
234
Constitutive Model Calibration
Figure 65: Work Hardening Behaviour for BCC Model Exemplar Calibration
Figure 66: BCC Model Exemplar Calibration
235
Constitutive Model Calibration
Figure 67: Calibrated Model for BCC Model Exemplar
236
Constitutive Model Calibration
D.2 Calibration Results
D.2.1 High Strength Steel
Figure 68: Axial Stress against True Plastic Strain for High Strength Steel Cali-
bration
237
Constitutive Model Calibration
Figure 69: Neck Evolution for High Strength Steel Calibration
Figure 70: Work Hardening Behaviour for High Strength Steel Calibration
238
Constitutive Model Calibration
Figure 71: High Strength Steel Calibration
Figure 72: Calibrated Model for High Strength Steel
239
Constitutive Model Calibration
D.2.2 Medium Strength Steel
Figure 73: Axial Stress against True Plastic Strain for Medium Strength Steel
Calibration
Figure 74: Neck Evolution for Medium Strength Steel Calibration
240
Constitutive Model Calibration
Figure 75: Work Hardening Behaviour for Medium Strength Steel Calibration
Figure 76: Calibrated Model for Medium Strength Steel
241
Appendix E
E Image Analysis Program
242
y=1; 
n=0; 
 
remove=input('Clear counter? (y/n)'); 
 
if remove==1 
 
clear M2 
 
remove1=input('Clear primary variables and command window? (y/n)'); 
 
if remove1==1 
 
clearvars -except M2 
clc 
 
elseif remove1==0 
 
clear y n 
 
else disp('Error: Please enter either y or n') 
 
iav6a 
 
end 
 
elseif remove==0 
 
else disp('Error: Please enter either y or n') 
 
iav6a 
 
end 
 
M1=exist('M2','var'); 
 
if M1==0 
M2=1; 
end 
 
files=dir('*.JPG'); 
 
for M=M2:numel(files) 
 
close all force; 
 
disp(files(M)) 
I=imread(files(M).name); 
 
%intervalsize=input('Please enter a value for the data acquisition interval 
size between 0 and 85:'); 
intervalsize=1; 
 
if (0<intervalsize && intervalsize<85) 
 
%threshold=input('Please enter an image threshold value between 0.1 and 
0.9:'); 
threshold=0.85; 
 
if (0.9>threshold && threshold>0.1) 
 
%I1=filter2(fspecial('average',3),BW); 
%I2=medfilt2(I1); 
%I3=wiener2(I2); 
 
I5=rgb2gray(I); 
I6=imadjust(I5); 
I7=im2bw(I6,threshold); 
I3=edge(I7,'sobel',0,'horizontal'); 
 
sizeimage=size(I3); 
lengthx=sizeimage(1,2); 
lengthy=sizeimage(1,1); 
 
Z=floor(lengthx/intervalsize); 
 
I4=I; 
 
LW=5; 
 
I4(:,(round(lengthx/4))-LW:1:(round(lengthx/4))+LW,1)=255; 
I4(:,(round(lengthx/4))-LW:1:(round(lengthx/4))+LW,2)=0; 
I4(:,(round(lengthx/4))-LW:1:(round(lengthx/4))+LW,3)=0; 
 
I4(:,(round(3*lengthx/4))-LW:1:(round(3*lengthx/4))+LW,1)=255; 
I4(:,(round(3*lengthx/4))-LW:1:(round(3*lengthx/4))+LW,2)=0; 
I4(:,(round(3*lengthx/4))-LW:1:(round(3*lengthx/4))+LW,3)=0; 
 
I4(:,(round(lengthx/3))-LW:1:(round(lengthx/3))+LW,1)=0; 
I4(:,(round(lengthx/3))-LW:1:(round(lengthx/3))+LW,2)=0; 
I4(:,(round(lengthx/3))-LW:1:(round(lengthx/3))+LW,3)=255; 
 
I4(:,(round(2*lengthx/3))-LW:1:(round(2*lengthx/3))+LW,1)=0; 
I4(:,(round(2*lengthx/3))-LW:1:(round(2*lengthx/3))+LW,2)=0; 
I4(:,(round(2*lengthx/3))-LW:1:(round(2*lengthx/3))+LW,3)=255; 
 
I4(:,(round(3*lengthx/8))-LW:1:(round(3*lengthx/8))+LW,1)=0; 
I4(:,(round(3*lengthx/8))-LW:1:(round(3*lengthx/8))+LW,2)=255; 
I4(:,(round(3*lengthx/8))-LW:1:(round(3*lengthx/8))+LW,3)=0; 
 
I4(:,(round(5*lengthx/8))-LW:1:(round(5*lengthx/8))+LW,1)=0; 
I4(:,(round(5*lengthx/8))-LW:1:(round(5*lengthx/8))+LW,2)=255; 
I4(:,(round(5*lengthx/8))-LW:1:(round(5*lengthx/8))+LW,3)=0; 
 
I4(:,(round(2*lengthx/5))-LW:1:(round(2*lengthx/5))+LW,1)=255; 
I4(:,(round(2*lengthx/5))-LW:1:(round(2*lengthx/5))+LW,2)=255; 
I4(:,(round(2*lengthx/5))-LW:1:(round(2*lengthx/5))+LW,3)=0; 
 
I4(:,(round(3*lengthx/5))-LW:1:(round(3*lengthx/5))+LW,1)=255; 
I4(:,(round(3*lengthx/5))-LW:1:(round(3*lengthx/5))+LW,2)=255; 
I4(:,(round(3*lengthx/5))-LW:1:(round(3*lengthx/5))+LW,3)=0; 
 
I4(:,(round(5*lengthx/12))-LW:1:(round(5*lengthx/12))+LW,1)=128; 
I4(:,(round(5*lengthx/12))-LW:1:(round(5*lengthx/12))+LW,2)=0; 
I4(:,(round(5*lengthx/12))-LW:1:(round(5*lengthx/12))+LW,3)=128; 
 
I4(:,(round(7*lengthx/12))-LW:1:(round(7*lengthx/12))+LW,1)=128; 
I4(:,(round(7*lengthx/12))-LW:1:(round(7*lengthx/12))+LW,2)=0; 
I4(:,(round(7*lengthx/12))-LW:1:(round(7*lengthx/12))+LW,3)=128; 
 
figure('units','normalized','outerposition',[0 0 1 1]); 
 
subplot(1,2,1) 
subimage(I4) 
 
subplot(1,2,2) 
subimage(I3) 
 
filename=[ 'Boundary configuration and threshold ' num2str(M) '.fig' ]; 
saveas(gcf, filename); 
 
y=1; 
n=0; 
 
suitable=input('Is the entered threshold value suitable? (y/n)'); 
 
if suitable==1 
clear y n 
 
disp('BOUNDARY CONFIGURATIONS') 
disp('0:Entire image') 
disp('1:Central 1/2 of the image (Red)') 
disp('2:Central 1/3 of the image (Blue)') 
disp('3:Central 1/4 of the image (Green)') 
disp('4:Central 1/5 of the image (Yellow)') 
disp('5:Central 1/6 of the image (Purple)') 
 
boundary=input('Please select a boundary configuration number:'); 
 
if boundary==0 
in=1; 
fi=Z; 
elseif boundary==1 
in=Z/4; 
fi=3*Z/4; 
elseif boundary==2 
in=Z/3; 
fi=2*Z/3; 
elseif boundary==3 
in=3*Z/8; 
fi=5*Z/8; 
elseif boundary==4 
in=2*Z/5; 
fi=3*Z/5; 
elseif boundary==5 
in=5*Z/12; 
fi=7*Z/12; 
else disp('Error: Boundary configuration number not available') 
iav6a 
end 
 
initialboundary=round(in); 
finalboundary=round(fi); 
 
xloc1original=zeros((finalboundary-initialboundary),1); 
yloc1original=zeros((finalboundary-initialboundary),1); 
 
for i=initialboundary:finalboundary 
for j=1:lengthy 
if (I3(j,i*intervalsize)==1) 
xloc1original(i,1)=i; 
yloc1original(i,1)=j; 
break; 
end 
end 
end 
 
xloc1=xloc1original(xloc1original~=0); 
yloc1=yloc1original(yloc1original~=0); 
 
C=size(xloc1); 
F=C(1,1); 
 
yloc1B=yloc1; 
 
ft=fittype('poly4'); 
%ft=fittype('fourier1'); 
fo=fitoptions('method','LinearLeastSquares','Normalize','on'); 
 
yloc1C=fit(xloc1,yloc1B,ft,fo); 
%yloc1C=fit(xloc1,yloc1B,ft); 
 
yloc1A=feval(yloc1C,xloc1); 
 
A=size(yloc1A); 
B=A(1,1); 
 
figure('units','normalized','outerposition',[0 0 1 1]); 
 
subplot(2,1,1) 
plot(xloc1,yloc1,xloc1,yloc1A) 
title('Top neck curve') 
xlabel('x') 
ylabel('y') 
legend('Original','Fit') 
 
I3180=flipdim(I3,1); 
 
xloc2original=zeros((finalboundary-initialboundary),1); 
yloc2original=zeros((finalboundary-initialboundary),1); 
 
for i=initialboundary:finalboundary 
for j=1:lengthy 
if(I3180(j,i*intervalsize)==1) 
xloc2original(i,1)=i; 
yloc2original(i,1)=j; 
break; 
end 
end 
end 
 
xloc2=xloc2original(xloc2original~=0); 
yloc2=yloc2original(yloc2original~=0); 
 
G=size(xloc2); 
H=G(1,1); 
 
yloc2B=yloc2; 
 
ft=fittype('poly4'); 
%ft=fittype('fourier1'); 
fo=fitoptions('method','LinearLeastSquares','Normalize','on'); 
 
yloc2C=fit(xloc2,yloc2B,ft,fo); 
%yloc2C=fit(xloc2,yloc2B,ft); 
 
yloc2A=feval(yloc2C,xloc2); 
 
D=size(yloc2A); 
E=D(1,1); 
 
subplot(2,1,2) 
plot(xloc2,yloc2,xloc2,yloc2A) 
title('Bottom neck curve') 
xlabel('x') 
ylabel('y') 
legend('Original','Fit') 
 
filename1=[ 'Fit ' num2str(M) '.fig' ]; 
saveas(gcf, filename1); 
 
y=1; 
n=0; 
 
suitable1=input('Is the boundary configuration selected suitable? (y/n)'); 
 
if suitable1==1 
clear y n 
 
figure('units','normalized','outerposition',[0 0 1 1]); 
 
CDAoriginal=zeros((B-1),1); 
 
for k=2:B-1 
CDAoriginal(k-1,1)=(yloc1A(k+1,1)-yloc1A(k-1,1))/(2*intervalsize); 
end 
 
CDA=CDAoriginal(CDAoriginal~=0); 
 
CDA2original=zeros((B-2),1); 
 
for l=3:B-2 
CDA2original(l-2,1)=(yloc1A(l+2,1)-2*yloc1A(l,1)+yloc1A(l-
2,1))/((2*intervalsize)^2); 
end 
 
CDA2=CDA2original(CDA2original~=0); 
 
CDA3original=zeros((B-3),1); 
 
for m=4:B-3 
CDA3original(m-3,1)=(yloc1A(m+3,1)-3*yloc1A(m+1,1)+3*yloc1A(m-1,1)-yloc1A(m-
3,1))/((2*intervalsize)^3); 
end 
 
CDA3=CDA3original(CDA3original~=0); 
 
subplot(2,3,3) 
plot(CDA3) 
title('Third derivative of upper neck curve') 
xlabel('x') 
ylabel('d^3y/dx^3') 
 
v=size(CDA3); 
w=v(1,1); 
 for n=1:w 
if CDA3(n,1)<=0; 
CDA3(n,1)=999; 
end 
end 
 
[p rxloc1]=min(CDA3); 
 
%tnr=1/CDA2(rxloc1+1,1); 
tnr=((1+(CDA(rxloc1+2,1))^2)^(3/2))/CDA2(rxloc1+1,1); 
 
CDBoriginal=zeros((E-1),1); 
 
for r=2:E-1 
CDBoriginal(r-1,1)=(yloc2A(r+1,1)-yloc2A(r-1,1))/(2*intervalsize); 
end 
 
CDB=CDBoriginal(CDBoriginal~=0); 
 
CDB2original=zeros((E-2),1); 
 
for s=3:E-2 
CDB2original(s-2,1)=(yloc2A(s+2,1)-2*yloc2A(s,1)+yloc2A(s-
2,1))/((2*intervalsize)^2); 
end 
 
CDB2=CDB2original(CDB2original~=0); 
 
CDB3original=zeros((E-3),1); 
 
for t=4:E-3 
CDB3original(t-3,1)=(yloc2A(t+3,1)-3*yloc2A(t+1,1)+3*yloc2A(t-1,1)-yloc2A(t-
3,1))/((2*intervalsize)^3); 
end 
 
CDB3=CDB3original(CDB3original~=0); 
 
subplot(2,3,6) 
plot(CDB3) 
title('Third derivative of lower neck curve') 
xlabel('x') 
ylabel('d^3y/dx^3') 
 
q=size(CDB3); 
z=q(1,1); 
 
for u=1:z 
if CDB3(u,1)<=0; 
CDB3(u,1)=999; 
end 
end 
 
[q rxloc2]=min(CDB3); 
 
%bnr=1/CDB2(rxloc2+1,1); 
bnr=((1+(CDB(rxloc2+2,1))^2)^(3/2))/CDB2(rxloc2+1,1); 
 
subplot(2,3,1) 
plot(CDA) 
title('Derivative of upper neck curve') 
xlabel('x') 
ylabel('dy/dx') 
 
subplot(2,3,2) 
plot(CDA2) 
title('Second derivative of upper neck curve') 
xlabel('x') 
ylabel('d^2y/dx^2') 
 
subplot(2,3,4) 
plot(CDB) 
title('Derivative of lower neck curve') 
xlabel('x') 
ylabel('dy/dx') 
 
subplot(2,3,5) 
plot(CDB2) 
title('Second derivative of lower neck curve') 
xlabel('x') 
ylabel('d^2y/dx^2') 
 
filename2=[ 'Derivatives ' num2str(M) '.fig' ]; 
saveas(gcf, filename2); 
 
y=1; 
n=0; 
 
suitable2=input('Are the derivative plots reasonable? (y/n)'); 
 
if suitable2==1 
clear y n 
 
I5=I; 
 
figure('units','normalized','outerposition',[0 0 1 1]); 
image(I5); 
hold on; 
clearance=10; 
circle([(xloc1(rxloc1+3,1))*intervalsize,yloc1A(rxloc1+3,1)+tnr-
clearance],tnr,1000,'-k'); 
circle([(xloc1(rxloc2+3,1))*intervalsize,lengthy-yloc2A(rxloc2+3,1)-
bnr+clearance],bnr,1000,'-k'); 
axis off 
axis image 
axis([0 lengthx 0 lengthy]) 
 
filename3=[ 'Fitted image ' num2str(M) '.fig' ]; 
saveas(gcf, filename3); 
 
filename4=[ 'C:\Users\Tom\Documents\Matlab\Image Analysis\Fitted 
images\Fitted image ' num2str(M) '.jpg' ]; 
%filename4=[ 'D:\Data D Documents\Matlab\Image Analysis\Fitted images\Fitted 
image ' num2str(M) '.jpg' ]; 
saveas(gcf, filename4); 
 
y=1; 
n=0; 
 
suitable3=input('Is the fitted image reasonable? (y/n)'); 
 
if suitable3==1 
clear y n 
 
actualnd=input('Please enter a value for the neck diameter of the image 
(mm):'); 
 
pixelnd=lengthy-yloc1A(rxloc1+3,1)-yloc2A(rxloc2+3,1); 
 
PND(1,M)=pixelnd; 
 
scalefactor=actualnd/pixelnd; 
 
Top_neck_radius_mm=tnr*scalefactor 
Bottom_neck_radius_mm=-bnr*scalefactor 
Average_neck_radius_mm=(abs(Top_neck_radius_mm)+abs(Bottom_neck_radius_mm))/
2 
 
TNR(1,M)=Top_neck_radius_mm; 
BNR(1,M)=Bottom_neck_radius_mm; 
ANR(1,M)=Average_neck_radius_mm; 
THR(1,M)=threshold; 
BCN(1,M)=boundary; 
 
DATA=[ANR;TNR;BNR;THR;BCN]'; 
 
elseif suitable3==0 
 
M2=M; 
 
iav6a 
 
else disp('Error: Please enter either y or n') 
 
M2=M; 
 
iav6a 
 
end 
 
elseif suitable2==0 
 
M2=M; 
 
iav6a 
 
else disp('Error: Please enter either y or n') 
 
M2=M; 
 
iav6a 
 
end 
 
elseif suitable1==0 
 
M2=M; 
 
iav6a 
 
else disp('Error: Please enter either y or n') 
 
M2=M; 
 iav6a 
 
end 
 
elseif suitable==0 
 
M2=M; 
 
iav6a 
 
else disp('Error: Please enter either y or n') 
 
M2=M; 
 
iav6a 
 
end 
 
else disp('Error: Threshold value must be between 0.1 and 0.9') 
 
M2=M; 
 
iav6a 
 
end 
 
else disp('Error: Interval size value must be between 0 and 85') 
 
M2=M; 
 
iav6a 
 
end 
 
end 
