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Abstract
In this paper we construct Stancu type q-Kantrovich-Sza´sz-Mirakjan operators generated
by Dunkl generalization of the exponential function. We obtain some approximation results
using the Korovkin approximation theorem and the weighted Korovkin-type theorem for these
operators. We also study convergence properties by using the modulus of continuity and the
rate of convergence of these operators for functions belonging to the Lipschitz class. Further-
more, we obtain the rate of convergence in terms of the classical, second order, and weighted
modulus of continuity.
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1. Introduction and preliminaries
In 1912, S.N Bernstein [3] introduced the following sequence of operators
Bn : C[0, 1]→ C[0, 1] defined by
Bn(f ; x) =
n∑
k=0
(
n
k
)
xk(1− x)n−kf
(
k
n
)
, x ∈ [0, 1]. (1.1)
for n ∈ N and f ∈ C[0, 1].
In 1950, for x ≥ 0, Sza´sz [20] introduced the operators
Sn(f ; x) = e
−nx
∞∑
k=0
(nx)k
k!
f
(
k
n
)
, f ∈ C[0,∞). (1.2)
In the field of approximation theory, the application of q-calculus emerged
as a new area in the field of approximation theory. The first q-analogue of
the well-known Bernstein polynomials was introduced by Lupas¸ by applying
the idea of q-integers [10]. In 1997 Phillips [16] considered another q-analogue
of the classical Bernstein polynomials. Later on, many authors introduced q-
generalizations of various operators and investigated several approximation prop-
erties [15, 11, 17, 12, 14].
1
2The q-integer [n]q, the q-factorial [n]q! and the q-binomial coefficient are
defined by (see [2])
[n]q :=
{
1−qn
1−q
, if q ∈ R+ \ {1}
n, if q = 1,
for n ∈ N and [0]q = 0,
[n]q! :=
{
[n]q[n− 1]q · · · [1]q, n ≥ 1,
1, n = 0,[
n
k
]
q
:=
[n]q!
[k]q![n− k]q! ,
respectively.
The q-analogue of (1 + x)n is the polynomial
(1 + x)nq :=
{
(1 + x)(1 + qx) · · · (1 + qn−1x) n = 1, 2, 3, · · ·
1 n = 0.
A q-analogue of the common Pochhammer symbol also called a q-shifted factorial
is defined as
(x; q)0 = 1, (x; q)n =
n−1∏
j=0
(1− qjx), (x; q)∞ =
∞∏
j=0
(1− qjx).
The Gauss binomial formula is given by
(x+ a)nq =
n∑
k=0
[
n
k
]
q
qk(k−1)/2akxn−k.
The q−analogue of Bernstein operators [16] is defined as
Bn,q(f ; x) =
n∑
k=0
[
n
k
]
q
xk
n−k−1∏
s=0
(1− qsx) f
(
[k]q
[m]q
)
, x ∈ [0, 1], n ∈ N. (1.3)
There are two q-analogue of the exponential function ez, defined as follows :
For | z |< 1
1−q
and | q |< 1,
e(z) =
∞∑
k=0
zk
k!
=
1
1− ((1− q)z)∞q
, (1.4)
and for | q |< 1,
E(z) =
∞∏
j=0
(
1 + (1− q)qjz)∞
q
=
∞∑
k=0
q
k(k−1)
2
zk
k!
= (1 + (1− q)z)∞q , (1.5)
where (1− x)∞q =
∏∞
j=0(1− qjx).
Sucu [19] defined a Dunkl analogue of Sza´sz operators via a generalization
of the exponential function [18] as follows:
S∗n(f ; x) :=
1
eµ(nx)
∞∑
k=0
(nx)k
γµ(k)
f
(
k + 2µθk
n
)
, (1.6)
3where x ≥ 0, f ∈ C[0,∞), µ ≥ 0, n ∈ N
and
eµ(x) =
∞∑
n=0
xn
γµ(n)
.
Here
γµ(2k) =
22kk!Γ
(
k + µ+ 1
2
)
Γ
(
µ+ 1
2
) ,
and
γµ(2k + 1) =
22k+1k!Γ
(
k + µ+ 3
2
)
Γ
(
µ+ 1
2
) .
There is given a recursion for γµ
γµ(k + 1) = (k + 1 + 2µθk+1)γµ(k), k = 0, 1, 2, · · · ,
where
θk =
{
0 if k ∈ 2N
1 if k ∈ 2N+ 1.
Cheikh et al. [4] stated the q-Dunkl classical q-Hermite type polynomials
and gave definitions of q-Dunkl analogues of exponential functions and recursion
relations for µ > −1
2
and 0 < q < 1.
eµ,q(x) =
∞∑
n=0
xn
γµ,q(n)
, x ∈ [0,∞) (1.7)
Eµ,q(x) =
∞∑
n=0
q
n(n−1)
2 xn
γµ,q(n)
, x ∈ [0,∞) (1.8)
γµ,q(n + 1) =
(
1− q2µθn+1+n+1
1− q
)
γµ,q(n), n ∈ N, (1.9)
θn =
{
0 if n ∈ 2N,
1 if n ∈ 2N+ 1.
An explicit formula for γµ,q(n) is
γµ,q(n) =
(q2µ+1, q2)[n+1
2
](q
2, q2)[n
2
]
(1− q)n γµ,q(n), n ∈ N.
And some of the special cases of γµ,q(n) defined as:
γµ,q(0) = 1, γµ,q(1) =
1− q2µ+1
1− q , γµ,q(2) =
(
1− q2µ+1
1− q
)(
1− q2
1− q
)
,
γµ,q(3) =
(
1− q2µ+1
1− q
)(
1− q2
1− q
)(
1− q2µ+3
1− q
)
,
γµ,q(4) =
(
1− q2µ+1
1− q
)(
1− q2
1− q
)(
1− q2µ+3
1− q
)(
1− q4
1− q
)
.
4In [8], Gu¨rhan Ic¸o¨z gave a Dunkl generalization of Kantrovich type integral
generalization of Sza´sz operators. In [9], they gave a Dunkl generalization of
Sza´sz operators via q-calculus as:
Dn,q(f ; x) =
1
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
f
(
1− q2µθk+k
1− qn
)
, (1.10)
for µ > 1
2
, x ≥ 0, 0 < q < 1 and f ∈ C[0,∞).
Lemma 1.1. (1) Dn,q(1; x) = 1,
(2) Dn,q(t; x) = x,
(3) x2 + [1− 2µ]qq2µ eµ,q(q[n]q(x))eµ,q([n]qx) x[n]q ≤ Dn,q(t2; x) ≤ x2 + [1 + 2µ]q x[n]q ,
(4) Dn,q(t
3; x) ≥ x3+(2q+1)[1−2µ]q eµ,q(q[n]qx)eµ,q([n]qx) x
2
[n]q
+q4µ[1−2µ]2q eµ,q(q
2[n]qx)
eµ,q([n]qx)
x
[n]2q
,
(5) Dn,q(t
4; x) ≤ x4 + 6[1 + 2µ]q x3[n]q + 7[1 + 2µ]2q x
2
[n]2q
+ [1 + 2µ]3q
x
[n]3q
.
In this paper we construct Kantrovich type Sza´sz-Mirakjan operators gen-
erated by Dunkl generalization of the exponential function via q-integers. We
obtain some approximation results via well known Korovkin’s type theorem and
weighted Korovkin’s type theorem for these operators. We also study convergence
properties by using the modulus of continuity and the rate of convergence of the
operators for functions belonging to the Lipschitz class. Furthermore, we ob-
tain the rate of convergence in terms of the classical, second order, and weighted
modulus of continuity.
2. auxiliary results
We define a Dunkl generalization of Sza´sz-Mirakjan-Kantrovich operators via
q-calculs as follows:
For any x ∈ [0,∞), n ∈ N, 0 < q < 1, and µ > 1
2
, we define
T ∗n,q(f ; x) =
[n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk ]q
[n]q
f
(
nt + α
n+ β
)
dqt, (2.1)
where f is a continuous and nondecreasing function on [0,∞).
Lemma 2.1. Let T ∗n,q(. ; .) be the operators given by (2.1). Then we have the
following identities and inequalities:
(1) T ∗n,q(1; x) = 1,
(2) T ∗n,q(t; x) =
2qn
(n+β)[2]q
x+ n
(n+β)[2]q[n]q
+ α
n+β
,
(3) n
2
(n+β)2
1
[3]q[n]2q
+ 2nα
(n+β)2[2]q[n]q
+ α
2
(n+β)2
+
(
n2
(n+β)2
3q
[3]q[n]q
+ 2nα
(n+β)2
2q
[2]q
+ 3q
2(µ+1)
[3]q[n]q
× [1 − 2µ]q eµ,q(q[n]q(x))eµ,q([n]qx)
)
x + n
2
(n+β)2
3q2
[3]q
x2 ≤ T ∗n,q(t2; x) ≤ n
2
(n+β)2
1
[3]q[n]2q
+
2nα
(n+β)2[2]q[n]q
+ α
2
(n+β)2
+
(
n2
(n+β)2
3
[3]q[n]q
+ 2nα
(n+β)2
2
[2]q
+3q
2(µ+1)
[3]q[n]q
[1−2µ]q eµ,q(q[n]q(x))eµ,q([n]qx)
)
x
+ n
2
(n+β)2
3
[3]q
x2,
5(4) n
(n+β)3[n]q
(
n2
[4]q[n]2q
+ 3nα
[3]q[n]q
+ 3α
2
[2]q
)
+ α
3
(n+β)3
+ 1
(n+β)3
{n( 4n2q
[4]q[n]2q
+ 3nα
[n]q
3q
[3]q
+ 6α
2q
[2]q
)
+
( 2n
[4]q[n]q
+ 3α
[3]q
)3n
2q2(µ+1)
[n]q
[1− 2µ]q eµ,q(q[n]q(x))eµ,q([n]qx) + 4n
3
[4]q[n]2q
[1− 2µ]2q eµ,q(q
2[n]q(x))
eµ,q([n]q(x))
}x+
n2
(n+β)3
(
6nq2
[4]q[nq]
+ 9αq
2
[3]q
+ 4nq
3
[4]q[n]q
(2q + 1)[1− 2µ]q eµ,q(q[n]qx)eµ,q([n]qx)
)
x2 + 4n
3q3
(n+β)3[4]q
x3 ≤
T ∗n,q(t
3; x) ≤ n
(n+β)3[n]q
(
n2
[4]q[n]2q
+ 3nα
[3]q[n]q
+ 3α
2
[2]q
)
+ α
3
(n+β)3
+ 1
(n+β)3
( 4n
3
[4]q[n]2q
(1 +
[1+2µ]2q)+
9n2α
[3]q[n]q
(1+ [1+2µ]q)+6n(
α2
[2]q
+ n
2[1+2µ]q
[4]q[n]q
))x+ 1
(n+β)3
{ 6n3
[4]q[n]q
(1+
2[1 + 2µ]q) +
9n2α
[3]q
}x2 + 4n3
(n+β)3[4]q
x3,
(5) T ∗n,q(t
4; x) ≤ n
(n+β)4[n]q
( n
3
[5]q[n]3q
+ 4n
2α
[4]q[n]2q
+ 6nα
2
[3]q[n]q
+4α
3
[2]q
)+ α
4
(n+β)4
+{ n2
(n+β)4
( 5n
2
[5]q[n]3q
+
16nα
[4]q[n]2q
+ 18α
2
[3]q[n]q
+8nα
[2]q
)+ 2n
2
(n+β)4
( 5n
2
[5]q[n]2q
+ 12nα
[4]q[n]q
+9α
2
[3]q
) [1+2µ]q
[n]q
+ 2n
3
(n+β)4
( 5n
[5]q[n]q
8α
[n]q
+)
× [1+2µ]2q
[n]2q
+ 5n
4
(n+β)4[5]q
[1+2µ]3q
[n]3q
}x+{ 2n2
(n+β)4
( 5n
2
[5]q[n]2q
+ 12nα
[4]q[n]q
+ 9α
2
[3]q
)+ 6n
3
(n+β)4
( 5n
[5]q[n]q
+
8α
[n]q
) [1+2µ]q
[n]q
+ 35n
4
(n+β)4[5]q
[1+2µ]2q
[n]2q
}x2+{ 2n3
(n+β)4
( 5n
[5]q[n]q
+ 8α
[n]q
)+ 5n
4
(n+β)4[5]q
[1+2µ]q
[n]q
}x3+
5n4
(n+β)4[5]q
x4.
Proof. It is easily seen that
[k + 1 + 2µθk]q = q[k + 2µθk]q + 1. (2.2)
so we get the followings ∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
1dqt =
1
[n]q
, (2.3)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
tdqt =
1
[2]q[n]2q
(1 + 2q[k + 2µθk]q) , (2.4)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
t2dqt =
1
[3]q[n]3q
(
1 + 3q[k + 2µθk]q + 3q
2[k + 2µθk]
2
q
)
, (2.5)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
t3dqt =
1
[4]q[n]4q
(
1 + 4q[k + 2µθk]q + 6q
2[k + 2µθk]
2
q + 4q
3[k + 2µθk]
3
q
)
,
(2.6)
and∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
t4dqt =
1
[5]q[n]5q
(
1 + 5q[k + 2µθk]q + 10q
2[k + 2µθk]
2
q + 10q
3[k + 2µθk]
3
q + 5q
4[k + 2µθk]
4
q
)
.
(2.7)
From the Lemma 1.1 we have the following results:
1
[n]q
1
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
[k + 2µθk]q = x, (2.8)
6x2+q2µ[1−2µ]q eµ,q(q[n]qx)
eµ,q([n]qx)
x
[n]q
≤ 1
[n]2q
1
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
[k+2µθk]
2
q ≤ x2+[1+2µ]q
x
[n]q
,
(2.9)
1
[n]3q
1
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
[k+2µθk]
3
q ≤ x3+3[1+2µ]q
x2
[n]q
+[1+2µ]2q
x
[n]2q
, (2.10)
1
[n]3q
1
eµ,q([n]qx)
∑∞
k=0
([n]qx)k
γµ,q(k)
[k + 2µθk]
3
q
≥ x3 + (2q + 1)[1− 2µ]q eµ,q(q[n]qx)
eµ,q([n]qx)
x2
[n]q
+ q4µ[1− 2µ]2q
eµ,q(q
2[n]qx)
eµ,q([n]qx)
x
[n]2q
, (2.11)
and
1
[n]4q
1
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
[k+2µθk]
4
q ≤ x4+[1+2µ]q
x3
[n]q
+7[1+2µ]2q
x2
[n]2q
+[1+2µ]3q
x
[n]3q
.
(2.12)
(1) From (2.3) we have T ∗n,q(1; x) =
[n]q
eµ,q([n]qx)
∑∞
k=0
([n]qx)k
γµ,q(k)
1
[n]q
= 1.
(2) If f(t) = t then (2.1), (2.4) and (2.8) imply that
T ∗n,q(t; x) =
2qn
(n + β)[2]q
x+
n
(n+ β)[2]q[n]q
+
α
n+ β
.
(3) If f(t) = t2 then from (2.1), (2.5), (2.8) and (2.9) we get (3).
(4) If f(t) = t3 then from (2.1), (2.6), (2.8), (2.9), (2.10) and (2.11) we get
(4)
(5) If f(t) = t4 then from (2.1), (2.7), (2.8), (2.9), (2.10) and (2.12) we have
(4)

Lemma 2.2. Let the operators T ∗n,q(. ; .) be given by (2.1). Then
(1) T ∗n,q(t− x; x) =
(
2qn
(n+β)[2]q
− 1
)
x+ n
(n+β)[2]q[n]q
+ α
n+β
(2) T ∗n,q((t− x)2; x) ≤ n(n+β)2[n]q ( n[3]q[n]q + 2α[2]q ) + α
2
(n+β)2
+ { n2
(n+β)2
3
[3]q[n]q
(1 + [1 +
2µ]q) +
2n
(n+β)[2]q
(2α− 1
[n]q
)− 2α
n+β
}x+ { n
n+β
( 3n
(n+β)[3]q
− 4n
n+β)[2]q
) + 1}x2,
(3) T ∗n,q((t− x)4; x) ≤ n(n+β)4[n]q ( n
3
[5]q[n]3q
+ 4n
2α
[4]q[n]2q
+
[3]q[n]q
+
[2]q
) + α
4
(n+β)4
{ n2
(n+β)4
( 5n
2
[5]q[n]3q
+ 16nα
[4]q[n]2q
+ 18α
2
[3]q[n]q
+ 8nα
[2]q
) + 2n
2
(n+β)4
( 5n
2
[5]q[n]2q
+ 12nα
[4]q[n]q
+ 9α
2
[3]q
)
× [1+2µ]q
[n]q
+ 2n
3
(n+β)4
( 5n
[5]q[n]q
+ 8α
[n]q
)
[1+2µ]2q
[n]2q
+ 5n
4
(n+β)4[5]q
[1+2µ]3q
[n]3q
− 4n
n+β)3[3]q
( n
2
[4]q[n]2q
+
3nα
[3]q[n]q
+ 3α
2
[2]q
)− 4α3
(n+β)3
}x+ { 2n2
(n+β)4
( 5n
2
[5]q[n]2q
+ 12nα
[4]q[n]q
+ 9α
2
[3]q
) + 6n
3
(n+β)4
( 5n
[5]q[n]q
+ 8α
[n]q
) [1+2µ]q
[n]q
+ 35n
4
(n+β)4[5]q
[1+2µ]2q
[n]2q
− 4
(n+β)3
( 4n
3
[4]q[n]2q
(1 + [1 + 2µ]2q)
+ 9n
2α
[3]q[n]q
(1 + [1 + 2µ]q) + 6n(
α2
[2]q
+ n
2
[4]q
[1+2µ]2q
[n]2q
)) + 6( n
2
(n+β)2
1
[3]q[n]2q
+ 2nα
(n+β)2[2]q[n]q
+ α
2
(n+β)2
)}x2 + { 2n3
(n+β)4
( 5n
[5]q[n]q
+ 8α
[n]q
) + 5n
4
(n+β)4[5]q
[1+2µ]q
[n]q
7− 4
(n+β)3
( 6n
3
[4]q[n]q
(1 + 2[1 + 2µ]q) +
9n2α
[3]q
) + 6( n
2
(n+β)2
3
[3]q[n]q
+ 2nα
(n+β)2
2
[2]q
)
+ 6n
2
(n+β)2
3
[3]q
[1+2µ]q
[n]q
− 4( n
(n+β)[2]q[n]q
+ α
n+β
)}x3 + { 5n4
(n+β)4[5]q
− 16n3
(n+β)3[4]q
6n2
(n+β)2
3
[3]q
− 8n
(n+β)[2]q
+ 1}x4.
3. Main results
We obtain the Korovkin’s type approximation properties for our operators
defined by (2.1).
Let CB(R
+) be the set of all bounded and continuous functions on R+ =
[0,∞), which is linear normed space with
‖ f ‖CB= sup
x≥0
| f(x) | .
Let
H := {f : x ∈ [0,∞), f(x)
1 + x2
is convergent as x→∞}.
In order to obtain the convergence results for the operators T ∗n,q(. ; .), we
take q = qn where qn ∈ (0, 1) such that
lim
n
qn → 1, lim
n
qnn → a (3.1)
Theorem 3.1. Let q = qn satisfying (3.1), for 0 < qn < 1 and if T
∗
n,qn(. ; .) be
the operators given by (2.1). Then for any function f ∈ C[0,∞) ∩H,
lim
n→∞
T ∗n,qn(f ; x) = f(x)
is uniformly on each compact subset of [0,∞).
Proof. The proof is based on the well known Korovkin’s theorem regarding the
convergence of a sequence of linear and positive operators, so it is enough to prove
the conditions
lim
n→∞
T ∗n,qn((t
j ; x) = xj , j = 0, 1, 2, {as n→∞}
uniformly on [0, 1].
Clearly from (3.1) and 1
[n]qn
→ 0 (n→∞) we have
lim
n→∞
T ∗n,qn(t; x) = x, limn→∞
T ∗n,qn(t
2; x) = x2.
Which completeS the proof. 
We recall the weighted spaces of the functions on R+, which are defined as
follows:
Pρ(R
+) = {f :| f(x) |≤Mfρ(x)} ,
Qρ(R
+) =
{
f : f ∈ Pρ(R+) ∩ C[0,∞)
}
,
Qkρ(R
+) =
{
f : f ∈ Qρ(R+) and lim
x→∞
f(x)
ρ(x)
= k(k is a constant)
}
,
8where ρ(x) = 1 + x2 is a weight function and Mf is a constant depending only
on f . Note that Qρ(R
+) is a normed space with the norm ‖ f ‖ρ= supx≥0 |f(x)|ρ(x) .
Theorem 3.2. Let q = qn satisfying (3.1), for 0 < qn < 1 and if T
∗
n,qn(. ; .) be
the operators given by (2.1). Then for any function f ∈ Qkρ(R+) we have
lim
n→∞
‖ T ∗n,qn(f ; x)− f ‖ρ= 0.
Proof. From Lemma 2.1, the first condition of (1) is fulfilled for τ = 0. Now for
τ = 1, 2 it is easy to see that from (2), (3) of Lemma 2.1 by using (3.1)
‖ T ∗n,qn (t)τ ; x)− xτ ‖ρ= 0.
This completes the proof. 
4. Rate of Convergence
Here we calculate the rate of convergence of operators (2.1) by means of
modulus of continuity and Lipschitz type maximal functions.
Let f ∈ C[0,∞]. The modulus of continuity of f denoted by ω(f, δ) gives
the maximum oscillation of f in any interval of length not exceeding δ > 0 and
it is given by
ω(f, δ) = sup
|y−x|≤δ
| f(y)− f(x) |, x, y ∈ [0,∞). (4.1)
It is known that limδ→0+ ω(f, δ) = 0 for f ∈ C[0,∞) and for any δ > 0 one has
| f(y)− f(x) |≤
( | y − x |
δ
+ 1
)
ω(f, δ). (4.2)
Theorem 4.1. Let T ∗n,q(. ; .) be the operators defined by (2.1). Then for f ∈
C˜[0,∞), x ≥ 0, 0 < q < 1 we have
T ∗n,q(f ; x)− f(x) ≤
{
1 +
√
φn(x)
}
ω
(
f ;
1√
[n]q
)
,
where
φn(x) =
n
(n + β)2[n]q
(
n
[3]q[n]q
+
2α
[2]q
) +
α2
(n + β)2
+ { n
2
(n+ β)2
3
[3]q[n]q
(1 + [1 + 2µ]q)
+
2n
(n+ β)[2]q
(2α− 1
[n]q
)− 2α
n+ β
}x+ { n
n+ β
(
3n
(n+ β)[3]q
− 4n
n + β)[2]q
) + 1}x2
and C˜[0,∞) is the space of uniformly continuous functions on R+ and ω(f, δ) is
the modulus of continuity of the function f ∈ C˜[0,∞) defined in (4.1).
9Proof. We prove it by using (4.1), (4.2) and Cauchy-Schwarz inequality.
| T ∗n,q(f ; x)− f(x) |
≤ [n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
| f(t)− f(x) | dq(t)
≤ [n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
(
1 +
1
δ
| t− x |
)
dq(t)ω(f ; δ)
=
{
1 +
1
δ
(
[n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk ]q
[n]q
| t− x | dq(t)
)}
ω(f ; δ)
≤

1 + 1δ
(
[n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk]q
[n]q
(t− x)2dq(t)
) 1
2 (
T ∗n,q(1; x)
) 1
2

ω(f ; δ)
=
{
1 +
1
δ
(
T ∗n,q(t− x)2; x
) 1
2
}
ω(f ; δ)
if we choose δ = δn =
√
1
[n]q
, then we get our result. 
Now we give the rate of convergence of the operators T ∗n,q(f ; x) defined in
(2.1) in terms of the elements of the usual Lipschitz class LipM(ν).
Let f ∈ C[0,∞), M > 0 and 0 < ν ≤ 1. The class LipM(ν) is defined as
LipM (ν) = {f :| f(ζ1)− f(ζ2) |≤M | ζ1 − ζ2 |ν (ζ1, ζ2 ∈ [0,∞))} (4.3)
Theorem 4.2. Let T ∗n,q(. ; .) be the operator defined in (2.1). Then for each
f ∈ LipM (ν), (M > 0, 0 < ν ≤ 1) satisfying (4.3) we have
| T ∗n,q(f ; x)− f(x) |≤M (λn(x))
ν
2
where λn(x) = T
∗
n,q ((t− x)2; x).
Proof. We prove it by using (4.3) and Ho¨lder inequality.
| T ∗n,q(f ; x)− f(x) | ≤ | T ∗n,q(f(t)− f(x); x) |
≤ T ∗n,q (| f(t)− f(x) |; x)
≤ | MT ∗n,q (| t− x |ν ; x) .
Therefore
10
| T ∗n,q(f ; x)− f(x) |
≤ M [n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk]q
[n]q
| t− x |ν dq(t)
≤ M [n]q
eµ,q([n]qx)
∞∑
k=0
(
([n]qx)
k
γµ,q(k)
) 2−ν
2
×
(
([n]qx)
k
γµ,q(k)
) ν
2
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
| t− x |ν dq(t)
≤ M
(
[n]q
(eµ,q([n]qx))
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
dq(t)
) 2−ν
2
×
(
[n]q
(eµ,q([n]qx))
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk]q
[n]q
| t− x |2 dq(t)
) ν
2
= M
(
T ∗n,q(t− x)2; x
) ν
2 .
Which completes the proof. 
Let CB[0,∞) denote the space of all bounded and continuous functions on
R
+ = [0,∞) and
C2B(R
+) = {g ∈ CB(R+) : g′, g′′ ∈ CB(R+)}, (4.4)
with the norm
‖ g ‖C2
B
(R+)=‖ g ‖CB(R+) + ‖ g′ ‖CB(R+) + ‖ g′′ ‖CB(R+), (4.5)
also
‖ g ‖CB(R+)= sup
x∈R+
| g(x) | . (4.6)
Theorem 4.3. Let T ∗n,q(. ; .) be the operator defined in (2.1). Then for any
g ∈ C2B(R+) we have
| T ∗n,q(f ; x)−f(x) |≤ (
2qn
(n+ β)[2]q
−1)x+ n
(n + β)[2]q[n]q
+
α
n+ β
+
λn(x)
2
) ‖ g ‖C2
B
(R+)
where λn(x) is given in Theorem 4.2.
Proof. Let g ∈ C2B(R+), then by using the generalized mean value theorem in the
Taylor series expansion we have
g(t) = g(x) + g′(x)(t− x) + g′′(ψ)(t− x)
2
2
, ψ ∈ (x, t).
By applying linearity property on T ∗n,q, we have
T ∗n,q(g, x)− g(x) = g′(x)T ∗n,q ((t− x); x) +
g′′(ψ)
2
T ∗n,q
(
(t− x)2; x)
11
which implies
| T ∗n,q(g; x)− g(x) |
≤
(
2qn
(n+ β)[2]q
− 1
)
x+
n
(n+ β)[2]q[n]q
+
α
n+ β
‖ g′ ‖CB(R+)
+
n
(n + β)2[n]q
(
n
[3]q[n]q
+
2α
[2]q
) +
α2
(n+ β)2
+ { n
2
(n+ β)2
3
[3]q[n]q
× (1 + [1 + 2µ]q)
+
2n
(n + β)[2]q
(2α− 1
[n]q
)− 2α
n+ β
}x+ { n
n+ β
(
3n
(n+ β)[3]q
− 4n
n+ β)[2]q
) + 1}x2 × ‖ g
′′ ‖CB(R+)
2
.
On using (4.5) ‖ g′ ‖CB [0,∞)≤‖ g ‖C2B [0,∞) completes the proof from 2 of Lemma
2.2. 
The Peetre’s K-functional is defined by
K2(f, δ) = inf
C2
B
(R+)
{(
‖ f − g ‖CB(R+) +δ ‖ g′′ ‖C2B(R+)
)
: g ∈ W2
}
, (4.7)
where
W2 = {g ∈ CB(R+) : g′, g′′ ∈ CB(R+)} . (4.8)
There exits a positive constant C > 0 such that K2(f, δ) ≤ Cω2(f, δ 12 ), δ > 0,
where the second order modulus of continuity is given by
ω2(f, δ
1
2 ) = sup
0<h<δ
1
2
sup
x∈R+
| f(x+ 2h)− 2f(x+ h) + f(x) | . (4.9)
Theorem 4.4. Let T ∗n,q(. ; .) be the operator defined in (2.1) and CB[0,∞) be
the space of all bounded and continuous functions on R+. Then for x ∈ R+,
f ∈ CB(R+) we have
| T ∗n,q(f ; x)− f(x) |
≤ 2M
{
ω2
(
f ;
√
( 4qn
(n+β)[2]q
−2)x+
(
2n
(n+β)[2]q[n]q
+ 2α
n+β
)
+λn(x)
4
)
+min
(
1,
( 4qn
(n+β)[2]q
−2)x+
(
2n
(n+β)[2]q[n]q
+ 2α
n+β
)
+λn(x)
4
)
‖ f ‖CB(R+)
}
,
where M is a positive constant, λn(x) is given in Theorem 4.2 and ω2(f ; δ) is the
second order modulus of continuity of the function f defined in (4.9).
Proof. We prove this by using the Theorem (4.3)
| T ∗n,q(f ; x)− f(x) | ≤ | T ∗n,q(f − g; x) | + | T ∗n,q(g; x)− g(x) | + | f(x)− g(x) |
≤ 2 ‖ f − g ‖CB(R+) +
λn(x)
2
‖ g ‖C2
B
(R+)
+
(
2qn
(n+ β)[2]q
− 1
)
x+
n
(n+ β)[2]q[n]q
+
α
n+ β
‖ g ‖CB(R+)
From (4.5) clearly we have ‖ g ‖CB[0,∞)≤‖ g ‖C2B [0,∞).
Therefore,
| T ∗n,q(f ; x)−f(x) |≤ 2
(
‖ f − g ‖CB(R+) +
( 4qn
(n+β)[2]q
− 2)x+ 2n
(n+β)[2]q [n]q
+ 2α
n+β
+ λn(x)
4
‖ g ‖C2
B
(R+)
)
,
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where λn(x) is given in Theorem 4.2.
By taking infimum over all g ∈ C2B(R+) and by using (4.7), we get
| T ∗n,q(f ; x)− f(x) |≤ 2K2
(
f ;
( 4qn
(n+β)[2]q
− 2)x+ 2n
(n+β)[2]q[n]q
+ 2α
n+β
+ λn(x)
4
)
Now for an absolute constant D > 0 in [5] we use the relation
K2(f ; δ) ≤ D{ω2(f ;
√
δ) + min(1, δ) ‖ f ‖}.
This complete the proof. 
Atakut and Ispir [1] introduced the weighted modulus of continuity and de-
fined as, for an arbitrary f ∈ Qkρ(R+)
Ω(f, δ) = sup
x∈[0,∞),|h|≤δ
| f(x+ h)− f(x) |
(1 + h2)(1 + x2)
. (4.10)
The two main properties of this modulus of continuity are limδ→0Ω(f, δ) → 0
and
| f(t)− f(x) |≤ 2
(
1 +
| t− x |
δ
)
(1 + δ2)(1 + x2)(1 + (t− x)2)Ω(f, δ), (4.11)
where f ∈ Qkρ(R+) and t, x ∈ [0,∞).
Theorem 4.5. Let T ∗n,q(. ; .) be the operators defined by (2.1). Then for f ∈
Qkρ(R
+), 0 < q < 1 and x ≥ 0 we have
sup
x∈[0,∞)
| T ∗n,q(f ; x)− f(x) |
(1 + x2)
≤ Cµ
(
1 +
1
[n]q
)
Ω(f,
1√
[n]q
),
where Cµ is constant independent of n.
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Proof. We prove it by using (4.10), (4.11) and Cauchy-Schwarz inequality.
| T ∗n,q(f ; x)− f(x) |
≤ [n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk ]q
[n]q
q[k+2µθk ]q
[n]q
| f(t)− f(x) | dq(t)
≤ 2(1 + δ2)(1 + x2)Ω(f ; δ) [n]q
eµ,q([n]qx)
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk ]q
[n]q
(
1 +
1
δ
| t− x |
)(
1 + (t− x)2) dq(t)
= 2(1 + δ2)(1 + x2)Ω(f ; δ)
[n]q
eµ,q([n]qx)
×
{ ∞∑
k=0
([n]qx)
k
γµ,q(k)
+
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk]q
[n]q
(t− x)2dq(t)
+
1
δ
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk]q
[n]q
| t− x | dq(t)
+
1
δ
∞∑
k=0
([n]qx)
k
γµ,q(k)
∫ [k+1+2µθk]q
[n]q
q[k+2µθk]q
[n]q
| t− x | (t− x)2dq(t)
}
≤ 2(1 + δ2)(1 + x2)Ω(f ; δ)
×
(
1 + T ∗n,q((t− x)2; x) +
1
δ
√
T ∗n,q((t− x)2; x) +
1
δ
√
T ∗n,q((t− x)2; x)T ∗n,q((t− x)4; x)
)
where T ∗n,q((t−x)2; x) and T ∗n,q((t−x)4; x) is defined in (2) and (3) of Lemma 2.2.
If we choose δ = δn =
√
1
[n]q
, then we get our result. 
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