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Abstract

Introduction

Descriptions of inelastic processes for the slowing down
of electrons in condensed matter are presented for the energy
range between a few eV and a few keV . Attempts at
quantitative theories of stopping are summarized, with an
emphasis on obtaining useful cross section expressions for
Monte Carlo simulations and analytic transport theories.
Inelastic scattering with both electrons ( conduction and
core) and density fluctuations (phonons) are included. The
main emphasis in the theories for the former is in the
dielectric (self-energy) formulation for the conduction band
and in using generalized oscillator strengths or semiclassical
excitation functions for the core. Recent applications to
specific systems are discussed.

The inelastic processes associated with the slowing down
of electrons penetrating solid surfaces have been subject to
investigation for decades. A quantitative understanding of
the energy loss phenomena is of substantial importance for
several fields, such as Auger, photoemission and conversion
electron spectroscopies, electron microscopy and
lithography, exoelectron emission, etc. A typical problem
where the inelastic processes play a dominant role is the
transport of scattered and secondary electrons (see e.g.
Ganachaud and Cailler 1979) to the surface and their
subsequent emission. Electron backscattering from supported
thin films and overlayers is another example. Recently, the
methods utilizing variable-energy positron beams (Schultz
and Lynn 1988) have emerged as powerful surface probes.
For this class of techniques, the knowledge of the
implantation profile of the injected positrons is a prerequisite
for useful data analysis. It is also strongly affected by the
inelastic mechanisms.
A convenient and quantitatively useful approach to
slowing down and scattering phenomena near surfaces is
computer simulation via Monte Carlo techniques. With
present-day computing capacity , statistically accurate
distributions can easily be obtained even for complex
geometries . However, the quality of the simulation is
critically dependent on the accuracy of the input cross
sections, both elastic and inelastic. In this paper, we briefly
summarize the main concepts and the recent progress in the
area of electron (and positron) slowing down in condensed
matter, with examples from a few selected materials. The
emphasis is on the theoretical aspects. Unless explicitly
shown otherwise, the formulae are written in atomic units
where h = m (electron mass) = e = 1. Thereby the unit
of length becomes the Bohr radius 0.527 A and the unit of
energy 2 Ry= 27.2 eV.

Theory

Key words:

Inelastic scattering of electrons and positrons
in solids, mean free paths, stopping power, response
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General

Upon thermalisation, swift (but nonrelativistic) electrons
lose their energy in inelastic processes involving electronic
and/or ionic degrees of freedom of the target material.
Radiative losses can usually be neglected. The electronic
mechanisms include core ionisation and excitation and the
collective and single-particle (electron-hole) excitations of the
conduction band. The ionic mechanisms entail the energy
exchange with phonons or, more generally, the density
fluctuations of the medium.
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are the zeroth and first moments of the energy loss
distribution in inelastic collisions, respectively. For more
detailed simulations, it is desirable to utilize the full
information contained in the energy and angle-dependent
inelastic cross sections. Naturally, the mean free path and the
stopping power can easily be derived from the cross section
data. Unfortunately, even within the Born approximation it is
very difficult to calculate the full inelastic cross section, and
essentially exact results are available for very simple target
systems, such as the homogeneous electron gas and the
hydrogen atom. The author ' s task is to investigate and
evaluate the various descriptions of the inelastic slowing
down in the low-energy region, where Eq. (1) ceases to be
valid. The descriptions can be divided into two categories.
One is based on a dielectric (response function) approach,
which emphasises the collective and delocalised nature of the
excitations. The other relies on localised, atomic concepts
such as generalised oscillator strengths. It is argued that both
are needed in a quantitative theory of inelastic slowing down
in condensed matter and must be included to obtain accurate
excitation functions for simulations and analytic theories of
electron slowing down and transport.

Table of symbols

constant in penetration depth (Eq. (44)
electron charge
dielectric function
Lindhard dielectric function
Fenni energy
energy of incident particle
electron binding energy
excitation energy
deformation potential constant
energy loss
generalized oscillator strength
weighting factor for partial oscillator strength
partial oscillator strength
inelastic scattering rate
local field factor
constant in Eq. (32)
constant in Eq. (32)
mean free path
electron mass
inverse mean free path
atomic density
mean electron density
number of target electrons
scattering angle
momentum
wave vector
electron density parameter
mass density
random phase approximation
scattering cross section
imaginary part of self-energy
real part of self-energy
stopping power
energy-loss dependent inverse mean free path
recoil energy
frequency
plasmon frequency
threshold frequency
atomic volume
mean penetration depth
atomic number

Response fynctjon approaches
The dielectric theory of slowing down was pioneered by
Lindhard ( 1954 ), and has been subsequently developed by
several groups, including those of Quinn (1963), Ritchie and
coworkers (1957, 1959, 1975), and Penn (1976, 1987). The
central quantity is the self-energy L(p,m) of a (quasi)particle
coupled to a system of interacting electrons. p is the
momentum and m the frequency (energy) variable. As
compared to a noninteracting system, the self-energy gives
rise both to a shift of the energy eigenvalues (the real part)
and to a finite lifetime for the quasiparticle states (the
imaginary part). The latter can simply be viewed as a
collision or scattering rate of a particle in the system.
The damping (scattering) rate of a particle with momentum
p can be neatly derived using the Green 's function
formul ation (Fetter and Walecka 1971) as:
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where LR (L~_) is the real (imaginary) part of the self-energy
and E(p) = p /2 is the kinetic energy of the slowing particle.
The derivative part is usually neglected, based on the
information about the homogeneous electron gas. There this
is justified for large p as L(p,E(p)) ➔ 0 when p ➔ oo .
On the other hand, the real part LR(p,E(p)) is essentially the
correlation (screening) energy of the particle, and is expected
to be insensitive to the kinetic energy when p < PF, the
electron Fenni momentum.
The most widely used model for the self-energy is the
random-phase approximation (RPA) (see e.g. Fetter and
Walecka 1971), where:

At high incident energies, the energy loss is eventually
dominated by core ionisation processes. Asymptotically, at
energies well above 10 keV the energy loss per unit path
length (the stopping power) for electrons is given by the
venerable Bethe-Bloch formula:

=

I

1 (l)

where E is the kinetic energy of the incident particle, I a
(mean) atomic ionisation potential, Z the atomic number and
nat the target atom number density. This formula has been
widely used, typically within the continuous
slowing-down-approximation for incident high-energy
electrons. It does not give any account of the fluctuations of
the energy loss around its mean value. Various forms have
been proposed for the energy straggling factors, i.e . , the
energy loss distributions, to be used in the context of the
Bethe-Bloch formula . It is also interesting to note that the
Bethe-Bloch formula may work reasonably well for some
materials down to a few hundred eV.
The fundamental quantities in simple Monte Carlo
simulations , the inverse mean free path )._,-1 (the scattering
probability per unit path length) and the stopping power S,
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Above, £Fis the Fenni energy and e(q,m) is the wave vector
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Fig. 2. Comparison between the imaginary part of the
self-energy for a positron and an electron traversing electron
gas. From Oliva (1979).
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The self-energy has roughly similar contributions arising
from particle-hole and plasmon excitations just above the
threshold energy <0th for plasmon excitation:

Fig.l. Imaginary part of the self-energy as a function of
momentum p for a positively charged test particle traversing
electron gas. From Oliva (1979).
and frequency- dependent dielectric function of the system,
evaluated in the RPA approximation. For the reference
system of a homogeneous electron gas, this is the celebrated
Lindhard function. The response function Im (1/E(q,ro))
satisfies the so-called f-sum rule in the form:

-= - 2.lt

'2.

1)
0

J

(8)
)

where rop is the plasmon energy and EF the Fermi energy.
This threshold energy is the same for both electrons and
positrons. At higher energies, the plasmon contribution tends
to dominate the self-energy, while in the stopping power the
two contributions are roughly equal.
Fig. 2 compares the imaginary part of the self-energy for
electrons and positrons in electron gas: the positron inelastic
scattering rate is somewhat larger around the Fermi
momentum. This reflects the Pauli exclusion principle, which
for electrons confines the final states to lie outside the
occupied Fermi sphere; for positrons there is no such
limitation.
The self-energy readily gives the mean free path 11.(E(p))
as:

(5)

where no is the electron density. In addition, a number of
other sum rules are obeyed, such as the Kramers-Kronig
relation linking the real and imaginary parts of the response
function :
0C)

w' - 1
Re.. -( = / + }dw'-11\'\ t(f,w)
o
t.v'1_ w'l.
ECf,w)
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F
(9)

The imaginary part of :E(p,E(p)), evaluated in the RPA
approximation for a positron test particle traversing a
homogeneous electron gas (Oliva 1979), is shown in Fig. 1
as a function of momentum p. The density no of the electron
gas is characterized by its density parameter rs, defined
through:

Its inverseµ= 11.-l can also be written as:

E-£F

f"(EJ:: jdw

(7)

0

7979

-c:. lE./w)

(10)

R.M. Nieminen
100

100

r5 =9

~

1

.,~ 1f

-<

10
10-2
10°

-:

10 3

10 2

101

104

0.4

1.0
0

160

BO

240

-

o<(

E leV)

~

10-1

V'l

Fig. 3. Electron mean free path in electron gas as a function
of energy.From Oliva (1979).

10-2

with

101

10 2

103

10

E- E F ( eV)

t (E w)-= - -I
'

Fig. 4. Inverse mean free path and stopping power for
electrons traversing homogeneous electron gas. After Tung et
al. (1979).
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lit.

where(]± are the cutoff momenta determined by the allowed
values of energy transfer as

Fig. 4 shows the RP A inverse mean free path and stopping
power for electrons in electron gas as a function of energy,
evaluated for selected values of the density parameter rs.
RPA (or, equivalently, the Born approximation) is
generally thought to be valid when the interaction energy
with the external charge is small compared to the Fenni
energy of the system (or the incident energy). The first
condition is met at high electron densities, i.e., small rs.
Unfortunately, most metals are at intennediate rather than
high densities, and one can expect deviations from RPA
predictions for several quantities. There have been several
attempts (see e.g., Ashley et al. 1979, Rosier and Brauer
1981) to go beyond the RP A in calculating the inelastic
scattering rates in the response function fonnalism. These
include improvements of the many-body description ,
customarily written in terms of a local field correction
function G(q,ro) appearing in the expression for the dielectric
function:

(12)

The following analytic expressions can be derived for ARPA
for the asymptotic low and high energy limits, respectively:

/I Rl'I\ LE) ~

(14)

Eqs. (13) and (14) show an interesting result which is
different from the frequently used ansatz by Seah and Dench
( 1979) for the inelastic mean free path. The calculated mean
free path is shown in Fig. 3 for representative values of the
electron density.
Using Eqs. (10) and (11), one can write the stopping
power as

where EQ(q,ro) denotes the Lindhard function . G(q,ro)
accounts for the exchange and correlation effects not present
in the Lindhard function. In actual (approximative)
calculations, the static limit G(q,0) is usually substituted for
G(q,ro). Other possible improvements include accou nting for
damping (lifetime) effects by invoking a phenomenological
width for the plasmon states. Moreover, lattice (Umklapp)
scattering and the effects of core polarisation (background
screening) on the dielectric response of the conduction

E-t:F

~dw -CU\w). w
C

(15)

1920

Stopping power for low energy electrons

electron gas have been discussed. These corrections can
affect the stopping power of electron gas for fast electrons by
up to 30 % in the energy region E - Ep ~ 20 eV . However,
the accurate determination is not of much practical
importance, as the stopping power of real materials is
strongly affected by solid state (band structure) effects and
by inner-shell excitations, and thus the electron gas problem
is somewhat academic.
Zhang et al. (1988) have recently investigated the
energy-loss rate of a positron test particle in a metal beyond
RPA. They find that the pileup of electrons in the vicinity of
the positron due to the Coulomb attraction can produce
significant increases in the inelastic scattering rate for
energies below a few hundred e V, especially in the
low-density limit.

The (pseudo)charge density for the solid is then chosen to
ensure for the dielectric function defined by Eq. (18):

(20)

This leads through the Kramers-Kronig relation (6) to the
result:

Solid state effects

In principle, the dielectric formulation can be extended to
crystalline materials by replacing the plane wave basis of the
homogeneous electron gas by the set of Bloch electron wave
functions calculated from the self-consistent crystal potential.
While the full dielectric matrix has been evaluated for a few
systems in the context of optical phenomena, no such
calculations have been carried out for the inelastic energy loss
processes. While the RPA dielectric function can in principle
be calculated for any q and ro, the computational demands
quickly become overwhelming. The popular alternative has
been to use statistical concepts in the context of electron gas
data, i.e. , suitable averaging of the relevant functions is
carried out over the space-varying electron density n(r) of
the material. This approach involves the notion that the
contribution of electrons in a given volume element to the
stopping power or the inverse mean free path is the same as
that of the same number of electrons in a homogeneous
electron gas at the same density . The calculation then
reduces to determining the charge density n(r) and, in the
case of a crystalline solid, averaging over the unit cell. Tung
et al. (1979) proposed to average the differential inverse
mean free path (see Eq. (10)) and the stopping power, i.e. ,

(21)

where

(22)

corresponds to the (local) plasma frequency . It is thus
sufficient to know the optical dielectric function E(ro) to
obtain Im(l/E(q,ro)). The imaginary part of the self-energy
then becomes:

(17a)

Inner-shell processes

Also at low energies, a substantial contribution to the
electronic stopping power can arise from ionisation and
excitation of inner electron shells in the target atoms. Let us
assume that the atomic binding energies of the inner shells
are well defined, i.e. , that the widths of the corresponding
energy bands are sufficiently narrow to be neglected. Let us
also neglect any effects due to possible multiple scattering
from a periodic array of atoms, and assume that the target
atoms are randomly placed in a homogeneous medium. The
differential inelastic cross section for a scattering process
involving an energy loss i1E and a momentum transfer q to
the medium is , in the Born approximation,

(17b)

where n is the volume of the solid.
Penn (1987) has recently suggested a slightly different
approach, which is based on the averaging of the response
function as:

lT

where E0(q,ro;rs(r)) is the RPA dielectric function for a
homogeneous electron gas characterized by the density
parameter rs(r) . The information contained in the
experimentally determined optical dielectric function E(ro) is
then utilized as by Penn as follows. In the plasmon pole
approximation:

- ~ w ~( w - w )
2 r
f

1

E. 6E-U

)

(24)

where U = q2/2 is the recoil energy and df(U,~E)/d~E is
known as the generalised oscillator strength and defines what
is sometimes called the Bethe surface on the (U, i1E) -plane
(Inokuti 1971, Powell 1984). It contains all the information
of the inelastic scattering properties of the target atom. The
sum rule analogous to Eq. (4) now reads:

(19)

·
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where Z is the number of electrons in the target atom.
Usually a good approximation is to consider single electronic
excitations only, in which case the oscillator strengths can be
split into contributions arising from individual electronic
shells as proposed by Liljequist (1983) and Salvat et al .
(1985):

~d~E
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l:£ .

Tlh/1

d~~
)

c\ 6- E

(3 la)

d~~ · L1E
diE

)

(31b)
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Now the partial oscillator strengths satisfy the sum rules:

jdbE d6~ (bE /·
dAE.
bt. .,.,.,;~

(31c)

In the above formulae, N is the number of atoms per unit
volume.
Detailed calculations for the partial generalised oscillator
strengths exist in very few cases only, and in practice one is
forced to make simplified, analytic approximations. It is
customary to distinguish between optically allowed and
optically forbidden excitations. For the former, the oscillator
strength is a slowly varying function of U for small values of
the recoil energy and can thus be approximated by the
asymptotic value dgi(O,LlE)/diill which is the usual optical
oscillator strength. As the value of the recoil energy
increases, the oscillator strength quickly decreases as a
function of Lill for values of recoil energy around U = Lill ,
with an approximate dependence as tlE-3 . For optically
forbidden transitions, dgi(U,dE)/ddE is zero for small U
and reaches a maximum near U = dE. Salvat et al. (1985)
have proposed the following analytical form for the partial
generalized oscillator strength:

(27a)
0

= 7..r..... .

:::-

(27b)

The energy loss differential cross section is obtained by
integrating over all kinematically allowed values of the recoil
energy:

(28)

rh(u)i(U-~t)·k

where energy and momentum conservation determines:

L'

)

rt 6~

(33)

(30a)

)

"

and

N~ ~~ s·.
"

1.

=

(32)

where Ee is the excitation energy for the low-lying excited
state. The first term inside the brackets corresponds to the
optically forbidden transitions while the second one
corresponds to allowed transitions. The function h(U) and
the constant k can be adjusted so that the sum rule (27) is
obeyed. Salvat et al . (1985) show that the sum rule can be
fulfilled exactly if:

The inverse mean free pa~ ).,_-1, the stopping power S and
the straggling parameter Q are defined by:

Q

j

(29a)

(29b)
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9¼E-u)l
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(34)

whereby the partial energy loss cross section corresponding
to the i th shell is:

(30c)

;..
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To account for solid state effects, the maximum and
minimum energy transfers can be adjusted to:

0
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(36a)
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to avoid collisions leaving the incident or the recoiling
electron in an occupied state below the Fermi energy. Above,
Ui is the atomic binding energy: the excitation threshold is Ee
= Ui + Ep and only ionisation is possible. For free atoms, the
discrete excitation spectrum can be approximately taken into
account by adjusting Ee.
At low energies, the Born approximation is known to
over estimate the atomic cross sections. Exchange and
correlation become important, and the incident wave function
is distorted by the atomic potential. Simple arguments based
on the virial theorem suggest that the incident electron gains a
kinetic energy of 2Ui before it interacts with a target electron
of binding energy Ui. Exchange effects can approximately be
taken into account as in the Mott correction to the Rutherford
cross section.
Fig. 5 shows the ionisation cross section of atomic
hydrogen and helium against the incident electron energy,
derived from Eq. (28) and compared with experimental data

c
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lgE (eVJ

Semiclassjcal excitation {unctions

Fig. 5. Ionisation cross section for atomic hydrogen and
helium against incident electron energy. The circles denote
experimental values and the full curve corresponds to the
approximation (35), corrected for exchange effects. From
Salvat et al. (1985).

A characteristic of the generalized oscillator strength is
its smoothness as a function of energy between the discrete
and continuous spectra. This property is implicitly used in
semiclassical treatments of atomic excitations. A popular
form for the differential inelastic cross section is based on
Gryzinski's (1965) semiclassical excitation function and
reads:

at the high-energy region (E > 100 eV) (the threshold
energies can be adjusted to make the expression agree with
the Bethe-Bloch formula (I) at the asymptotic high-energy
region) but must be augmented by more accurate treatments
at lower energies.

Scattecim: from density Ouctyatjons

(37)

At very low energies of around a few eV phonon
scattering or, more generally, scattering from atomic density
fluctuations in the sample may play a role in the stopping
properties. This situation can be analyzed in a way analogous
to inelastic neutron scattering, i.e. , in terms of the dynamic
structure factor S(q,co) of the scattering medium. Often the
main coupling is to long-wavelength longitudinal acoustic
phonon-like excitations. As the electron wavelength below a
few e V becomes larger than typical atomic separations, the
deformation potential constant:

where v is the number of participating target electrons and
Ea is their binding energy. This formula can naturally be
generalized to include ionisations from several shells. To
include also excitation processes the following approximation
can be used:

N

)

(38)
)

(39)

where Eo is the volume-dependent ground-state energy,
gives a reasonable account of the electron-medium
interactions. The Born approximation then gives for the
energy loss rate:

where E 1hi is the threshold energy for excitation processes
associated with shell i. The formula (37) is especially useful
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(42a)
)

(40)

~E
E

(t -

sin8-:::

where q=p-kf is the momentum transfer and nat is the atomic
density of the system. The dynamic structure factor,
containing both phonon peaks and diffusive modes, can then
be inserted. Phonon peaks usually dominate (Knipp 1988),
and one obtains for the stopping power:

)'h.

(42b)
J

where Af! is the energy loss in the event. As is customary in
the case on indistinguishable electrons, the primary electron
emerging from a collision is the one having the higher kinetic
energy. The simulations yield much detailed information of
substantial value for various applications. For example the
implantation profiles for low-energy electrons and positrons
are obtained (range distributions) which can fairly accurately
be approximated by the analytic form:

where p is the mass density. For metallic systems, this
stopping power is usually small enough ("' meV/A) relative
to other mechanisms to be neglected, but can be important in
insulating materials at low energies.

'M-1

Pt1:)= m-i

)

1. t)m

(43)

zo

where the constants
and m"'l.9 are tabulated for various
materials in the original papers by Valkealahti et al. The
parameter
is proportional to the mean penetration depth
and depends on the incident energy as:

zo

Applications
Figs. 6 and 7 show the inverse mean free path and the
stopping power for low energy electrons in aluminum metal,
calculated by Tung et al. (1979) using their statistical model.
Fig. 8 shows a collection of stopping powers for other
elemental materials. Satisfactory agreement with experiment
is found over a wide range of energies. The fact that
experimental data are consistently larger than the theoretical
values at energies near the Fermi level is understandable,
since in addition to the electronic excitations there are
significant contributions to the stopping from elastic and
impurity scattering, which is difficult to extract
experimentally. At high energies the statistical model gives
results which are in good accord with the Bethe-Bloch
theory, and provide, in general, a systematic way to estimate
electron inelastic mean free paths and stopping powers in the
energy range from a few eV to tens of keV. It is especially
useful in such materials for which the inner-shell excitation
cross sections are difficult to calculate. Similarly good
systematic results for inelastic mean free paths have recently
been reported by Penn (1987) using another averaging
method based on the optical dielectric function. An example
of his results is shown in Fig. 9. Liljequist (1983) and Salvat
et al. (1985) have reported inelastic mean free paths and
stopping powers in the same energy range using simplified
analytic forms for the inelastic cross sections. A noteworthy
point in the theory-experiment comparison is, however, the
rather large experimental uncertainties in the mean free paths.
Shimizu and Ichimura (1983) and Valkealahti and
coworkers (1983, 1984, 1987, 1988) have utilized analytic
forms for inelastic excitation functions in Monte Carlo
simulations of electron and positron penetration and
backscattering processes for several systems. In particular,
the latter works make use ofGryzinski's (1965) expressions
in studies of implantation profiles, backscattering energy and
angle distributions, and energy deposition profiles. The
Monte Carlo simulation procedure involves both elastic and
inelastic collisions; the former are calculated from the
differential cross sections obtained via a phase-shift analysis
of the self-consistent crystalline potential. The angular
spread from inelastic events is treated within the binary
collision model, where kinematics requires the scattering
angles for primary and secondary electrons, respectively,

t. -::
0

o<. E.

I"\
J

(44)

where a and n"' 1.4 .. . 1.8 are again tabulated for a variety of
materials. These and other results, which do depend on the
description of the inelastic effects, are important in the
analysis of electron and positron beam experiments, and can
in tum be used in assessing the accuracy of various theories
of stopping power.

Conclusions
There has been steady progress in developing quantitative
theories of electron slowing-down phenomena in condensed
matter. The formulation of stopping based on the concept of
dielectric response function is transparent and, at least in
principle, amenable to systematic corrections. At the present
level of application (first-order theory, neglect of vertex
corrections, approximate treatment of exchange and
correlation, approximate averaging for solid state effects) the
errors in the stopping power are estimated to be around 10 20 % in the energy range around 100 eV. This estimate is
based on the knowledge of the homogeneous electron gas.
The error is expected to become larger at lower energies and
smaller at higher energies. The errors in the popular formulae
for inner-shell cross sections are more difficult to estimate,
but are probably considerably larger in the near-threshold
region.
Consequently, adjustable phenomenological
parameters are usually invoked in order to better match
theory or simulation with experiment in cases where
definitive comparison is possible. As most physically
interesting processes contain both elastic and inelastic
scattering processes and involve a convolution over a wide
energy range, the inaccuracy in the low-energy stopping
powers becomes diluted in the final analysis. However, with
increasing demands for better energy and spatial resolution
for phenomena involving low-energy electron and positron
beams, further development of stopping theories is naturally
worth pursuing.
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Fig. 7. As in Fig. 6, but for the stopping power.
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Djscussjon with Reviewers:
.J, Schou; The calculations by Tung et al. in Fig. 4 show
that there is a pronounced low-energy behavior for the
stopping power as well as for the inverse mean free path, as
demonstrated by Eq. (13). What is the expected dependence
of the stopping power on the energy?
Author; The expected behavior at low energies, where
single-particle excitations dominate, is the power law E5/2
for the stopping power for electrons and positrons of electron
gas.
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