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We investigate the low-energy phase excitations of the quasi-one-dimensional charge density wave (CDW)
in K0.3MoO3, by direct probing of infrared-active CDW-lattice modes (phase-phonons) with ultrafast terahertz
spectroscopy. Both the nonequilibrium response and temperature dependence of the bands are reconciled by
generalizing the time-dependent Ginzburg-Landau theory, beyond that previously applied to the amplitude-
phonons, to include impurity effects, while the photoinduced blue-shifts are attributed to a reduction of the
electron-phonon coupling induced by a long-lived free-carrier population.
The low-temperature CDW phase in organic and inorganic
solids [1] serves as an important prototype for a range of
intriguing phenomena in systems with strongly coupled de-
grees of freedom and spontaneously symmetry-broken ground
states [2]. The study of CDWs has taken on renewed relevance
as they are found to arise as promoting/competing excitations
in high-temperature superconductors [3]. The periodic modu-
lation of both electron and lattice density (with q = 2kF) due to
electron-phonon (e-ph) coupling is driven by a Peierls insta-
bility in 1D (or more generally, Fermi nesting in higher dimen-
sions). CDW systems exhibit low-energy excitations which
correspond to distortions (with wavevector Q) of the ampli-
tude and phase of the CDW ground-state (GS) and whose
quanta are a mixture of the CDW charges and bare phonons.
These modes ideally decouple into a (Raman-active) ampli-
tude channel and (infrared-active, Goldstone) phase channel,
which for Q = 0 corresponds to a uniform amplitude scaling
and spatial translation of the CDW, respectively. While many
studies focused on a single coupled phonon [1, 4], which leads
to an “amplitudon” and “phason” (the latter at ν∼0), in general
multiple phonons can couple to the CDW electrons yielding a
set of amplitude- and phase-“phonons” [5–9], which can be
exploited as spectroscopic probes of the CDW physics. The
phase-modes appear in the optical conductivity even for cen-
trosymmetric phonons due to the coupled CDW motion [5].
Blue bronze (K0.3MoO3) is a quasi-1D conductor [10]
which forms an incommensurate CDW below Tc = 183 K, and
whose low-energy spectrum has been intensely studied via
neutron scattering [11, 12], Raman [13, 14], and far-infrared
[7, 15] spectroscopy. More recently, the non-equilibrium
response following femtosecond optical excitation has also
been studied using optical [9, 16–19], photoelectron [20] and
electron-diffraction [21] probes. In optical-pump optical-
probe (OP-OP) experiments, the amplitude-phonons are de-
tected via coherent oscillations in the interband permittivity.
Such data were employed to provide temperature-dependent
band parameters for the amplitude-phonons [8, 9], and were
shown to be consistent with a time-dependent Ginzburg-
Landau (TDGL) treatment of the GS with a linear coupling
between the electronic order parameter (EOP, ∆˜) and bare
phonon (ξ˜n) coordinates (Fig. 1(a)). This model yields a set
of amplitude- and phase-modes similar to quantum mechan-
ical (QM) models [4–6], and could account both for the T -
dependence of several modes and the incomplete softening
of the “amplitudon” band at 1.68 THz for T → Tc. For the
phase modes, while previous GS (far-)IR measurements cov-
ered a wide frequency range [7, 15], these were confined to
low temperature, and hence data is lacking to further test the
predictions of these models. Moreover, to our knowledge, no
studies of the non-equilibrium response of the phase-phonons
have been reported (although a signature assigned to the pha-
son below 50 GHz was resolved in OP-OP measurements
[22]). Here we apply optical-pump THz-probe spectroscopy
(OP-TP), which probes the phase-phonons via the broadband,
transient complex conductivity, and reconcile both the non-
equilibrium dynamics and T -dependence of the bands with a
generalized TDGL model.
The OP-TP experiments are described in detail in [23].
Briefly, both optical-pump (hνex = 1.6 eV) and THz-probe
pulses (time delay τ) were normally incident on the sample
(Fig. 1(b)), and the reflected THz field was measured with
time-domain sampling (frequency range ∼0.2-3 THz). While
measurements were performed with the THz field polarized
both parallel and perpendicular to the b-axis, the phase-
phonon signals presented here were observed only in the for-
mer case. Also, measurements were made with fluence in the
range Fex = 140-720 µJ cm−2, although we present here only
data for Fex = 550 µJ cm−2 which yielded a favorable compro-
mise between signal strength and saturation effects [18].
Examples of the reference reflected pulse E0(t) and dif-
ferential signal ∆E(t,τ = 0) = E(t,τ) −E0(t) are shown in
Fig. 1(c) for T = 50 K, while the full 2D signal is shown in
Fig. 1(d). One sees that the temporal onset of ∆E is shifted
somewhat from the main peak of E0 and exhibits a ringing
signature composed of multiple beating frequencies. The cor-
responding differential reflectivity spectra ∆r(ν ,τ)/r0(ν) are
presented in Fig. 2(a-d). Accounting for the short excita-
tion depth Dex = 1/αex compared to the THz probe wave-
lengths, one can show [23] that the complex conductivity
change ∆σ(ν ,τ) is essentially in-phase with ∆r/r0, and hence
spectral features in ∆r/r0 correlate closely with those in ∆σ
(with minor distortions due to a pre-factor containing the GS
permittivity). The spectra in Fig. 2(a) contain a sequence of
derivative-shape features in the range ≳1.5 THz for Re{∆r/r0}
(τ = 2 ps), whose polarity implies a photoinduced blue-shift
of existing bands. The most dominant feature (with a zero-
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2FIG. 1. (a) Schematic of phase-space potentials (left) and spatial
modulation (right) associated with electronic CDW (order parame-
ter, EOP) and a single phonon, with wavevectors q = 2kF and com-
plex amplitudes ∆˜ and ξ˜ , respectively. (b) Experimental OP-TP re-
flection geometry. (c) Detected temporal electric fields (T = 50 K,
pump fluence Fex = 550 µJ cm−2): Reference field E0(t) (reflected
signal without optical excitation); differential field change ∆E(t,τ)
for pump-probe delay τ = 0. (d) Full set of measurements ∆E(t,τ).
Note that the data is plotted with two different scales for the ranges
τ ∈ [−2,5] ps and τ ∈ [5,70] ps, respectively.
crossing at 1.78 THz) occurs about a frequency where a weak
spectral modulation was indeed observed previously [7] but
not assigned as a phase-phonon. From additional GS THz
measurements and the analysis below, we deduce that the
signatures arise from three main bands (labeled A-C from
hereon, as shown in Fig. 2(a,b)), where bands (B,C) corre-
spond to those previously found in FTIR measurements [7].
The weak signature at low frequency can be fit well with a
Drude model (see below), which we assign to the generation
of mobile carriers. From the full 2D data (Fig. 2(c-d)) one
sees that all features persist for delays beyond 50 ps, after ini-
tial relaxation in the first few ps.
In order to disentangle the band contributions and extract
parameter kinetics vs. τ , we fit the full complex data based
on photoinduced modification of three Lorentzian bands and
a Drude contribution [23]. The resulting fitted spectra are
shown in Fig. 2(e,f) (and also as curves in Fig. 2(a,b) for
τ = 2 ps), which reproduce the experimental data well, except
for the additional broadening seen in the first 2 ps. Simulations
for a single perturbed phonon [23] show that this transient
broadening can be attributed to the response of a time-non-
stationary medium [24] due to sub-ps dynamics, and hence
cannot be reproduced using the quasi-stationary spectral anal-
ysis here. In Fig. 3(a-d) we plot selected fitted band param-
eters as a function of delay τ , where the blue-shifts for all
bands A-C are clearly evident (ν0n(τ), Fig. 3(a)). For band A,
this is accompanied with a transient reduction in band strength
(SA, Fig. 3(b)), and additional broadening (after initial devel-
opment in the first few ps, Fig. 3(c)). As expected from in-
spection of the low-frequency region in Fig. 2(c), the fitted
Drude plasma frequency rises to a fairly constant plateau at
νpl = 2 THz (Fig. 3(d)) with a scattering time τs∼90 fs. Based
on the low-frequency value of εr(ν → 0)∼100, νpl corre-
sponds to an excitation density Nex/(meff/m0)∼5×1018 cm−3.
As these photoexcited carriers may well populate orbitals dis-
tinct from those of the CDW condensate, we do not neces-
sarily associate the effective mass here with that of the CDW
(mCDWeff ∼300 ⋅m0 [10]).
We note that the excitation depth Dex was also included in
the fitting procedure (using a common value for all tempera-
tures in the range T = 50-160 K), and a value of Dex = 3.8 µm
was required to reproduce the signal strength and qualitative
features, which is more than an order of magnitude larger than
that expected from linear measurements (Dex < 100 nm at λex
[17]). One explanation for this could be strong bleaching of
the excitation transition, especially given the high nominal ex-
citation density 2.9 ⋅1020 cm−3 at the front surface. However,
from pump-only THz-emission experiments (to be dealt with
in a subsequent report [25]), we see clear evidence for a photo-
Dember-type effect, i.e. rapid diffusion of charges into the
bulk due to the excitation gradient, which could lead to the
larger effective excitation depth.
To extract kinetic time scales, we fit the experimental data
directly, i.e. the kinetics of Im{∆r/r0} for ν = 1.76 and
2.28 THz (the two peaks in Fig. 2(b)) as shown in Fig. 3(e). A
global bi-exponential fit yielded time constants of τ1 = 5.1 ps
and τ2 = 60 ps, in addition to a small but significant, long-lived
offset. The values τ1,2 also reproduce the band shift kinet-
ics well (solid curve in Fig. 3(a) for band A). The fit resid-
uals (Fig. 3(f)) exhibit roughly two oscillation cycles with
period ∼2 ps followed by a weaker oscillation with period∼ 10 ps. This additional slow modulation of the system, which
is in-phase for both bands, presumably results from coher-
ent charge/lattice oscillations polarized perpendicular to the
surface. As discussed below, we attribute the blue-shifts to
a reduction of the e-ph coupling due to the presence of the
free carriers (i.e. a reduction of the red-shift of the dressed
phonons). As the plasma frequency νpl(τ) shows no such de-
cay kinetics, this would imply that after the initial reaction of
the phonons to the free charges, the system can reconfigure in
such a way that the e-ph interactions can be partially reestab-
lished. This process may again involve relaxation of distribu-
tions perpendicular to the surface. Compared to OP-OP stud-
ies [8, 17] of the amplitude-phonons (and interband electronic
contributions), our value of τ1 is consistent with a component
in the range 5-10 ps [8, 9, 18] which was assigned to a second
stage of CDW recovery, whereas the initial sub-ps CDW re-
covery (on the same time scale as the period of the THz waves
here) would rather contribute to the transient broadening, as
seen in our data. A persistent offset in the (electronic) OP-OP
signals was attributed tentatively to residual cooling [17], al-
though our results here indicate that a long-lived free-carrier
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FIG. 2. Differential field reflectivity spectra ∆r/r0 ∝ ∆σ/(εr −1) at
T = 50 K (left graphs Re{∆r/r0}; right graphs Im{∆r/r0}). (a,b) For
pump-probe delay τ = 2 ps, including both experimental data (points)
and fitted model (see text). The GS frequencies of the three main
bands (labeled A-C) from the OP-TP analysis are included as vertical
lines. (c-d) Full experimental data ∆r(ν ,τ)/r0(ν) obtained from
Fourier analysis of each row in Fig. 1(d); (e,f) corresponding model
fits.
contribution may well contribute.
We turn now to the temperature dependence of the phase-
phonons, obtained from measurements as per those above for
T = 50, 80, 130 and 160 K (see [23]), which yielded the fitted
band frequencies ν0n and widths ∆νn shown in Fig. 4 (right)
for both the GS, and excited-state for τ = 2 ps. One sees a clear
softening for band B and C, but rather a stiffening for band A,
with increasing T , accompanied with significant broadening
for band A. The GS data for bands B, C from [7] at T = 6 K are
also included, and are reasonably consistent with an extrapo-
lation of our parameters (recall that band A was not assigned
in [7]).
Literature data for the amplitude modes are also shown
in Fig. 4 (left), comprising GS neutron- and Raman-
spectroscopy for band A, and OP-OP data for all three bands
(sources cited in caption), which are reasonably consistent
(except for the deviation between neutron and OP-OP data
for ν0A approaching Tc). Also included are the model curves
based on the TDGL model adopted from [8, 9, 23] which
shows the very good agreement demonstrated by those au-
thors (even for T ≪ Tc). However, the nominal TDGL model
predicts T -independent phase-phonon bands (which coincide
with the amplitude modes for T → Tc – solid horizontal lines
in Fig. 4(b,d)), which clearly is not consistent with our results
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FIG. 3. Results of fitting ∆r/r0 data in Fig. 2 (T = 50 K) vs. pump-
probe delay τ . (a) Band frequencies ν0n for the three bands n=A,B,C.
GS values obtained during global fit indicated by dashed horizontal
lines. (b,c) Band strength and bandwidth (FWHM) for Band A, re-
spectively. (d) Fitted Drude plasma frequency νpl for free-carrier
contribution. Note that the fluctuations at later delays arise due to
small drifts and noise during the measurement run, and any structure
should rather be attributed to the non-monotonic order of delays used
for the measurement run. (e) Experimental kinetics of Im{∆r/r0} at
two selected frequencies, as indicated, and global bi-exponential fit
(solid curves). (f) Corresponding residual from fitting in (e).
away from Tc. While any GL treatment is only a first-order
expansion about T ≈ Tc [2], it is not clear why it should break
down here specifically for the phase channel. Hence we con-
sidered possible T -dependent effects which should only af-
fect the phase channel (∆2, ξn2) in the TDGL equations. As
discussed in [23], a straightforward generalization which re-
produces the observed trends for all bands is based on impu-
rity effects, which dominantly affect the CDW phase chan-
nel via pinning [26–28] and scattering [29, 30]. We incor-
porated these via a pinning potential Ui = − 12Ω2i (T)∆22 and
damping term γ2 → γ + γi(T), taken to depend on the rela-
tive equilibrium EOP amplitude δ0(T) = (1−T /Tc)1/2 as per
Ω2i (T) =Ω2i (0)δ n0 (T) and γi(T)/γ = giδ n0 (T), where the ex-
ponent n= 2 was required to obtain reasonable agreement with
the data. As can be seen in Fig. 4(b,d), the generalized model
reproduces the qualitative trends in the phase-phonon frequen-
cies ν0n(T) (including the crossing of ν0A through ν(0)0A at
T ∼120 K) and significantly improves the predicted trend for
∆νA(T), while maintaining all other TDGL parameters used
for the amplitude-phonons. The exponent n = 2 deviates from
the value n = 1 which might be expected, e.g. the potential
for a single impurity is usually taken as Ui ∝ Ω2i ∝ δ0 [26–
28]. However, QM treatments have predicted impurity pin-
ning forces which grow faster than ∆0(T) [31, 32] due to com-
petition between the CDW and formation of Friedel oscilla-
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FIG. 4. Temperature dependence of amplitude- (left graphs) and
phase-phonons (right) for T < Tc; center frequencies ν0n (top graphs)
and bandwidths ∆νn (FWHM, bottom). Literature data from neu-
tron scattering (▲ [12]), Raman scattering (▽ [13]; ◇ [14]), optical-
pump optical-probe reflectivity (∎ [8, 9]), and far-infrared FTIR mea-
surements (◯ [7], T = 6 K). THz TDS data (present work) from
global analysis of OPTP data (for T = 50,80,130,160 K) for both GS
(●) and τ = 2 ps after excitation (☆). Also included are model curves
from the TDGL model (with parameters fit to the amplitude phonons
in [8, 9] both without (solid) and with (dashed) pinning/scattering
contributions from impurities (withΩi(0)/2pi = 9.3 THz and gi = 1.9,
see text).
tions about each impurity. Also, a divergence in phase damp-
ing with decreasing T was deduced from non-linear transport
experiments [33] and was discussed in terms of screening [34]
and impurity-induced phase deformations of the CDW, which
enhance phase scattering as compensating thermal carriers are
frozen out (which dominates over damping due to the corre-
sponding CDW-carrier scattering which would instead grow
with T [35]).
Considering the photoinduced band changes, one can see
that at least qualitatively, the observed blue-shifts are consis-
tent with a reduction of the couplings mn between EOP and
bare phonons (shifting the frequencies ν0n in the direction of
ν(0)0n ), which we attribute to the presence of the long-lived free
carriers. The fact that ν0A shifts even above ν
(0)
0A for T < 160 K
(Fig. 4(b)) may be due to an additional partial suppression of
the impurity pinning (recall that the solid lines are the pre-
dicted frequencies in the absence of pinning). This raises the
question whether the amplitude-phonons in OP-OP measure-
ments are also blue-shifted [8, 9, 19]. A study vs. fluence
Fex [18], however, revealed a small red-shift at high fluence.
One mechanism which could account for this different behav-
ior involves relaxing the strict phase coherence of the coupling
between EOP and bare phonons after excitation,
Un→ −mn∆ ⋅ξn[(1−η)cos(ϕ −χ)+η], (0 ≤ η ≤ 1)
e.g. due to the presence of inhomogeneous distortions of the
CDW. As shown in [23], this modification only reduces the
effective coupling for the phase channel, consistent with the
experimental findings.
In conclusion, the use of coherent THz pulses to probe the
complex conductivity and phase-phonons in K0.3MoO3 pro-
vides unique insight into the underlying CDW physics, such
as impurity and screening effects which predominantly af-
fect the phase channel. The inclusion of these effects within
a generalized TDGL model can account for the observed
T -dependence and photoinduced dynamics. Given that the
TDGL model provides a highly practical framework for in-
terpretation of (non-equilibrium) experiments [8, 9, 19], we
strongly advocate further investigations into its applicability
and correspondence to microscopic QM treatments.
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1SUPPLEMENTAL MATERIAL
I. EXPERIMENTAL DETAILS
The single crystals of K0.3MoO3were grown according to
the temperature gradient flux method [S1], reaching facial di-
mensions up to 4× 5 mm2, and the crystal structure and ori-
entation were confirmed by x-ray diffraction on a small single
crystal. The crystal surfaces were sufficiently flat/smooth to
be used in the experiments as-grown.
The terahertz time-domain spectroscopy system used for
the optical-pump THz-probe experiments is depicted in
Fig. S1. The system is based on a 1-kHz Ti ∶Al2O3 ampli-
fier laser (Clark-MXR CPA-2101, λex = 775 nm, pulse dura-
tion ∼150 fs FWHM). The THz pulses were generated by a
large-area InAs surface emitter, while a 0.5-mm-thick <110>-
cut ZnTe is used for electrooptic detection.
The blue bronze samples were mounted in a liquid-helium
cryostat (Oxford Microstat) and could be oriented with the
conductive b-axis either parallel or perpendicular to the p-
polarized THz probe field. A thin polypropylene film (50-
µm-thick, Goodfellow PP301350) was used as the window to
minimize any distortion of the THz beam (and two-photon
absorption effects for the optical excitation pulse). In or-
der to realize a normal-incidence reflection geometry, a two-
way beamsplitter (0.5-mm-thick high-resistivity Si wafer) is
placed in the THz beam before the sample. The optical exci-
tation beam for the sample passes through a small hole in the
sample focusing mirror (off-axis paraboloidal mirror, OAPM,
effective focal distance feff = 101.6 mm), brought to a weak
focus on the sample (with a spot diameter of ∼2 mm) using a
telescope.
The mechanical delay stage for THz detection was placed
in the emitter arm, such that the time-variable t corresponds to
a fixed pump-probe delay τ for each point in the acquired THz
waveform [S2]. Besides yielding a 2D pump-probe signal
∆E(t,τ) = E(t,τ)−E0(t) with a synchronous zero-delay for
all t, this also rejects any pump-only emission signals in the
resulting spectral data ∆E(ν ,τ) (which were also observed,
and will be addressed in a future report). A dual-chopping
scheme with two lock-in amplifiers was employed to syn-
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FIG. S1. Schematic of full experimental setup for optical-pump THz-
probe measurements.
chronously measure ∆E and E0 [S3], which was essential to
track phase drifts in the reflected THz field due to unavoidable
longitudinal movement of the cryostat (of some 10 µm).
II. DERIVATION OF APPROXIMATE RELATION
BETWEEN DIFFERENTIAL REFLECTIVITY AND
CONDUCTIVITY FOR AN EXPONENTIAL EXCITATION
PROFILE
The complex field reflection coefficient for a sample where
the excitation depth is small compared to the probe wave-
length (as is the case for blue bronze with near-infrared ex-
citation and THz probing) deviates significantly from the
Fresnel formula for a homogeneous medium [S4, S5]. For
a pump-induced change in the sample complex permittivity
∆εr(ω,z) = ∆εr(ω)e−z/Dex (where Dex = 1/αex is the excita-
tion depth) the reflectivity can still be expressed in the form
r = (1− n′)/(1+ n′) where n′ = n+√∆εrXβ (ξ), n = √εr is
the background (unpumped) refractive index, and Xβ (ξ) =
Iβ+1(ξ)/Iβ (ξ) is the ratio of modified Bessel functions with
β = 2iωnDex/c and ξ = 2iω√∆εrDex/c. For Dex ≪ λTHz, one
can approximate the expression for Xβ (ξ) to first-order as:
Xβ (ξ)→ 12ξ /(β +1). Substituting this into the expression for
r, noting that the ground-state reflectivity r0 = (1−n)/(1+n),
one can readily derive (assuming ∆n = n′−n≪ n):
∆r
r0
≈ 2Dex
1+2ik0Dex√εr 1ε0c(εr−1)∆σ , (S1)
where ∆r = r− r0, k0 = ω/c, and ∆σ = iε0ω∆εr is the pump-
induced change in complex conductivity. The validity of these
approximations was thoroughly checked in numerical tests
with parameters appropriate to the experiments presented in
the main paper. Note that if one were instead to use a sim-
ple Fresnel reflection treatment assuming homogeneous exci-
tation vs. depth, this introduces an imaginary unit in the co-
efficient relating ∆r/r0 and ∆σ , such that real and imaginary
parts would be erroneously exchanged in calculating ∆σ from
the data.
III. DETAILS OF FITTINGWITH GLOBAL
GROUND-STATE PARAMETERS AND OP-TP SPECTRA
FOR ALL TEMPERATURES
The fit model for each complex field reflectivity spectrum
in the OP-TP data ∆r(ν ,τ)/r0(ν) was based on assuming
three Lorentzian bands and a Drude contribution (as well as a
frequency-independent background permittivity εbr to account
for higher-lying resonances), whose ground-state (GS) param-
eters (frequency ν0n, width ∆νn and strength Sn) are modified
by the optical excitation to ν ′0n(τ), ∆ν ′n(τ), S′n(τ) and ε ′br(τ).
By definition, ν0,D ≡ ν ′0,D ≡ 0 for the Drude contribution, and
we assumed no free carriers in the GS (SD = 0). Note that
we also tested the use of Fano lineshapes (as was applied in
the vicinity of a single band in an OP-TP study on 1T -TaS2
[S6]), especially as this could be appropriate for the proposed
2interaction with free carriers. However, the Fano interaction
(which essentially mixes the real and imaginary parts of the
band conductivity) could not reproduce such large shifts, es-
pecially for band A.
Due to baseline/resolution issues in the GS THz-TDS re-
sults (inset in Fig. 2(a) in main paper), we included global
GS band parameters in the fit procedure (although the fitted
GS band strengths were constrained to remain comparable
to those from the GS TDS data). In order to implement a
robust and practical fitting scheme including the GS param-
eters, we first selected spectra from a small number of de-
lays (τn = 2,10 ps), and performed the fitting of all parame-
ters. Thereafter, the GS parameters were held fixed and each
spectrum was fitted sequentially for the excited-state (ES) pa-
rameters. At each iteration, we first used the expression above
(Eq. S1) to estimate the model differential field reflectivity
∆r/r0. While Eq. S1 is nonlinear in the GS complex per-
mittivity, it is linear in the differential change. This allowed
us to determine the ES band strengths S′n(τ) via generalized
regression, which relieved the fitting algorithm of a fraction
of the search parameters and facilitated the fitting procedure.
Then the exact expression for ∆r/r0 was calculated and used
to compute the current misfit. To avoid stagnation, the nonlin-
ear optimization was based on Covariance Matrix Adaptation
Evolution Strategy (CMA-ES). Note that the excitation depth
Dex was also fitted (as the nominal value from linear measure-
ments could not account for the experimental data, see main
paper). However, after the optimum value was determined
with the data for T = 50 K, it was kept fixed for all other tem-
peratures T = 80,130,160 K.
The experimental and fitted spectra for all measured tem-
peratures are shown in Fig. S2
IV. APPLICATION OF THE TIME-DEPENDENT
GINZBURG-LANDAU TREATMENT
Here we consider generalizations of the time-dependent
Ginzburg-Landau (TDGL) model prescribed in [S7, S8]. For
completeness, we first briefly summarize this, in order to clar-
ify the notation and modifications that follow. We consider the
potential function, in terms of the complex electronic order
parameter ∆˜ = ∆eiϕ = ∆1+ i∆2 and complex bare phonon coor-
dinates ξ˜n = ξneiχn = ξn1 + iξn2 (n = 1 . . .N) (where all coordi-
nates refer to the complex envelope amplitudes of the q = 2kF
components) as per:
U(∆˜, ξ˜1, . . . , ξ˜N) =U∆+Uξn+Uc (S2)
where U∆ = − 12α(Tc0 −T)∆2 + 14β∆4 is the Mexican hat po-
tential, Uξn = 12ω20nξ 2n represents the elastic energy stored
in the bare phonon mode n with frequency ω0n, and Uc =−mn(∆1ξn1+∆2ξn2) = −mn∆ ⋅ξn cos(ϕ −χn) is the linear cou-
pling term (summations over n are left implicit). This has
the equilibrium solution ∆20 = α(Tc−T)β and ξ0n = mnω20n∆0, where
Tc = Tc0+ m2nαω20n is the renormalized critical temperature.
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FIG. S2. Transient reflectivity spectra for all measured temperatures
T = 50,80,130,160 K with excitation fluence Fex = 550 µJ cm−2 (as
per data in main paper for T = 50 K (Fig. 2)). Experimental data (left
two columns) and Lorentzian-Drude fits (right two columns); real
and imaginary parts of ∆r/r0 as indicated.
Taking ϕ0 = χn0 = 0 as the equilibrium phase (at first, arbi-
trarily, as there is no pinning term and hence U depends only
on (ϕ − χn)), and calculating the Hessian matrix of the po-
tential about ∆˜0 =∆0 yields the linearized equations of motion
[S7, S8]:
∂ 2t ∆ˆ1 = −[2α(Tc−T)+ m2nω20n ] ∆ˆ1+mnξˆn1− γ1∂t ∆ˆ1 (S3a)
∂ 2t ∆ˆ2 = − m2nω20n ∆ˆ2+mnξˆn2− γ2∂t ∆ˆ2 (S3b)
∂ 2t ξˆn1 =mn∆ˆ1−ω20nξˆn1 (S3c)
∂ 2t ξˆn2 =mn∆ˆ2−ω20nξˆn2 (S3d)
where ∆ˆ1 ≈ ∆−∆0 and ∆ˆ2 ≈ ∆0ϕ represent the amplitude and
phase deviations from equilibrium (likewise for ξˆn1,ξˆn2), and
we have added phenomenological damping constants γ1,2 for
∆ˆ1,2. Note that while in a classical treatment one has γ1 = γ2 = γ
[S9], we allow here for γ1 ≠ γ2 to account for different quasi-
particle scattering channels. Moreover, the variables are nor-
malized to unit mass and we do not include any inherent
damping for the bare phonon modes (which did not assist in
fitting the phase-phonon data). The equations for the ampli-
tude (Raman-active) and phase (IR-active) channels are de-
coupled, and converge to the same set of solutions for T → Tc
(corresponding to the T -independent phase channel).
In the overdamped limit for the EOP (as adopted in [S7,
S8]), i.e. ∂ 2t ∆ j ≪ γ∂t∆ j (which is equivalent to neglecting the
3n
1 2 3
ω0n/2pi (THz) 1.79 2.25 2.64
κm2n (1036 s−3) 580 320 1150
γ−11 =
γ−12
(fs) 3.4
α (ps−2 K−1) 46
TABLE I. Fitted parameters TDGL parameters used both to repro-
duce the Raman channel data from [S7] and as the basis for the IR-
active data measured in the present paper.
inertial mass), Eq.s S3(a-b) become:
∂t ∆ˆ1 = −κ1 [2α(Tc−T)+ m2nω20n ] ∆ˆ1+κ1mnξˆn1 (S4a)
∂t ∆ˆ2 = −κ2 m2nω20n ∆ˆ2+κ2mnξˆn2 (S4b)
where κ j = γ−1j is the scattering time. As per [S7, S8], one
can solve these linear equations with the ansatz ∝ eλ t for the
eigenvalues λk = −Γk/2+ iΩ0k (and corresponding eigenvec-
tors, which reflect the relative contribution of the EOP and
each phonon to the mode), which yields either N +2 (general
damping, Eq. S3) or N +1 (overdamped limit, Eq. S4) modes
for each channel (after discounting for the complex-conjugate
solutions with Ω0k < 0). For each channel, one obtains a set
of N finite-frequency modes which, at least for the parameters
used for K0.3MoO3 in [S7, S8], each contain a dominant con-
tribution from one of the bare modes, and hence have frequen-
cies Ω0k only moderately shifted from a given bare phonon at
ω0n (although in general, stronger mixing and avoided cross-
ings can result [S8]). In the overdamped limit, the remaining
eigenvalues have I(λ) = 0, and alsoR(λ) for the phase chan-
nel (and amplitude channel for T → Tc). The latter was associ-
ated in [S7, S8] with a true soft mode of the system [S10]. As
the authors asserted, this indeed represents a distinct physical
picture to that from earlier quantum mechanical (QM) treat-
ments, as discussed below.
In order to provide a starting point for the analysis of our
phase-phonon data vs T , we first re-fitted the model curves for
the Raman band data (Fig. 3(a,c) in main paper), i.e. the fre-
quencies and bandwidths extracted from [S7] (note that only
the fitted values of the parameters κm2n were given there). This
yielded a fitted set of parameters as shown in Table I, where
the values of κm2n are in agreement with those given in [S7].
A. Phenomenological impurity pinning/scattering vs.
temperature
As discussed in the main paper, the nominal TDGL
model summarized above predicts temperature-independent
band parameters for the phase-phonons, whereas a clear
T -dependence is observed in the experimental THz data
(Fig. 4(b,d), main paper). Hence several physical general-
izations/modifications of the model were investigated, in or-
der to reconcile this T -dependence, which would still retain
the good agreement with the literature amplitude-phonon data.
This included (i) general damping (c.f. Eq. S3, i.e. including
the underdamped regime); (ii) a temperature dependence for
β – although this does not actually affect the T -dependence
of the phonon data, rather only the magnitude of the equi-
librium coordinates and renormalization of the critical tem-
perature Tc0 → Tc. (iii) Our efforts to generalize the TDGL
potential to include gradient terms of the complex order pa-
rameter (as suggested in [S7]), in particular the term ∣∂z∆˜∣2
[S11, S12], did not yield any coupling between the amplitude-
and phase-channels (at least to first-order, once reducing the
spatial equations to the q = 2kF-components ∆˜ and ξ˜n). (iv) A
finite pinning potential for the CDW phase [S12–S14], which
was omitted in [S7, S8] presumably as it should not strongly
affect the amplitude channel and hence was not necessary to
treat the behavior of the Raman-active bands. (v) T -dependent
damping γ2 for the EOP phase (∆2). In this case, one could
consider two opposite trends: i.e. γ2(T) increasing with T ,
e.g. due to friction (scattering) with an increasing number of
normal carriers thermally excited across the CDW gap [S15];
γ2(T) decreasing with T , e.g. due to the loss of thermal carri-
ers which may screen impurity/Coulomb interactions between
charges in the CDW condensate and suppress the associated
scattering processes [S16, S17].
We found that including effects (iv) and (v) (with γ2
decreasing with T ) allowed one to reproduce the (semi-
quantitative) behavior of the phase-phonon band data vs. T ,
i.e. with band A stiffening (and crossing its bare mode fre-
quency ν(0)0A at intermediate T ) while bands B,C soften as
T → Tc, and a significant reduction in the bandwidth of band
A at low T . These effects were implemented as follows. For
the impurity pinning, we treat a single strong-pinning center
(which could be the consolidated average of several impu-
rity potentials in each local region) and add to the function
U (Eq. S2) a harmonic potential Ui = 12Ω2i (T)∆22 [S14, S18]
(taking the origin of the impurity at ϕ = 0). As both im-
purity pinning and scattering should depend on the (equilib-
rium) amplitude of the EOP, we took both the restoring force
Ω2i (T) and damping γ2(T) to depend on ∆0, i.e. Ω2i (T) =
Ω2i (0)δ n0 (T) and γ2(T) = γ + γi(T) with γi(T)/γ = giδ n0 (T),
where δ0(T) ≡∆0(T)/∆0(0) = (1−T /Tc)1/2 is the normalized
EOP amplitude. Tests showed that the value n = 2 for the ex-
ponent was required to obtain reasonable agreement with the
data (the physical significance of this is discussed in the main
paper). The best fit of the phase-phonon data corresponded to
the values Ωi(0)/2pi = 9.3 THz and gi = 1.9 (using the same
values for the other parameters above, and hence maintaining
the fit to the literature amplitude-phonon data). The separate
and combined effect of each term is illustrated in Fig. S3 (c.f.
Fig. 4 in the main paper). In particular, one sees that the ad-
ditional damping causes the eigenvalues to approach those of
the bare modes as T decreases. This reduction in mixing be-
tween the (increasingly damped) EOP and the bare phonons
can also be understood by considering the mechanical anal-
ogy of coupling of oscillators to an overdamped “bath”. Also,
the pinning potential is seen to play the dominant role for band
4A in terms the crossing of ν(0)0A at T ≈ 120 K and the initial re-
duction in bandwidth with decreasing T .
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FIG. S3. Phase-phonons band parameters vs. T from experimental
and TDGL model with impurity damping and pinning: (a) frequen-
cies ν0n and (b) bandwidths ∆νn. Description of the model param-
eters given in the text. To illustrate the impact of each effect sep-
arately, we plot the model curves in all four cases: no effects (the
nominal TDGL model from [S7, S8]), pinning only, damping only,
and both pinning/damping (as indicated in legend).
B. EOP-phonon coupling with both coherent and incoherent
contributions
As mentioned in the main text, the present results and those
from the literature [S19] indicate that only the phase-phonon
bands are strongly affected (blue-shifted) by photoexcited free
carriers. The issue was discussed in how to reconcile such a
situation within the TDGL model. As asserted in the main
paper, one explanation involves a loss of equivalence in the
EOP-phonon coupling mn for the amplitude and phase chan-
nels, due to the coupling losing a strict coherent dependence
on the relative phases. Here we describe how this can be in-
cluded in the TDGL model quantitatively.
The coupling term Uc between the EOP and each bare
phonon is replaced by
Uc→ −mn∆ ⋅ξn[(1−η)cos(ϕ −χ)+η], (S5)
where 0 < η < 1 represents the loss of coherence. Physically,
this could arise in the photoexcited state due to local fluctua-
tions, whereby the coexistence of the EOP and phonon ampli-
tude still yields a stabilization of the local energy density, only
that the strict local phase relation is suppressed. Using Eq. S5
in Eq. S2, one still obtains the same result for the equilibrium
given above (∆0,ξ0n). The Hessian about the equilibrium is
however altered, leading to the equations of motion:
∂ 2t ∆ˆ1 = −[2α(Tc−T)+ m2nω20n ] ∆ˆ1+mnξˆn1− γ1∂t ∆ˆ1 (S6a)
∂ 2t ∆ˆ2 = −m2n(1−η)ω20n ∆ˆ2+mn(1−η)ξˆn2− γ2∂t ∆ˆ2 (S6b)
∂ 2t ξˆn1 =mn∆ˆ1−ω20nξˆn1 (S6c)
∂ 2t ξˆn2 =mn(1−η)∆ˆ2−ω20nξˆn2 (S6d)
Comparison with Eq.s S3 shows that the amplitude channel
is unaffected (Eq.s S6(a,c)), while the effective coupling for
the phase channel is reduced (essentially by a factor (1−η),
although the first term in Eq. S6(b) corresponds rather to mn→
mn
√
1−η). Hence, this modification predicts that the phase-
phonons should be shifted toward their bare frequencies upon
photoexcitation, as per the dominant trend seen in the data
(see Fig. 4 in the main paper).
V. COMPARISON OF THE TDGL MODELWITH
QUANTUMMECHANICAL MODELS
It is instructive to compare the qualitative predictions of
the TDGL model with those from earlier quantum mechan-
ical treatments (QM) in the literature (based on the Fro¨hlich
Hamiltonian). The extension of the original LRA model [S20]
to N>1 bare phonons [S21] provides a closed-form solution
for the Q = 0 amplitude- and phase-phonon spectra for T → 0.
This yields N renormalized modes for each channel, with
ν(0)0,n−1 < ν0n < ν(0)0n (as well as the single-particle gap near 2∆
in the conductivity spectrum). For typical values of the e-ph
coupling coefficients, one has: (i) the lowest amplitude mode
(“amplitudon”) is most strongly red-shifted; (ii) the lowest
phase mode (“phason”) is driven to ν = 0 (or close to it, if pin-
ning is included [S21]) leaving only N−1 renormalized phase-
phonons at finite frequency. This contrasts to the predictions
of the TDGL model, where, as detailed above, one has N
finite-frequency modes also for the phase channel in the over-
damped limit (and an additional mode at ν = 0). Hence in the
nominal QM theory, we would have consider a re-assessment
of our assignment for band A (the lowest-frequency phase-
phonon), and, for that matter, the basis of the TDGL model.
We note that subsequent extensions of the QM model to in-
clude long-range Coulomb terms [S22, S23] predict that the
phason resonance can actually break up into both acoustic and
optical resonances, the latter of which could provide an alter-
nate assignment for our band A (although the T -dependence
of the example results in [S22] do not correlate with the fre-
quency/bandwidth behavior of our band here). Interestingly,
if one reduces the phase damping γ2 in the TDGL model to
the underdamped regime, we find that one obtains a set of
phase-phonons qualitatively consistent with the QM model
(i.e. with an additional phase-mode at ν = 0 and with non-
zero damping), although this does not readily aid in interpret-
ing our results here. Conversely, one could consider that the
Fro¨hlich Hamiltonian description does not adequately include
the phase damping, and should rather converge to the TDGL
result if this were incorporated. However, in this case, the QM
theory would no longer predict the phason at ν ∼ 0, where a
band with a peak at ν ∼ 100 GHz has indeed been assigned in
experimental studies [S24]. Clearly this issue deserves further
theoretical investigation, as we assert in the main paper.
5VI. SIMULATIONS OF TRANSIENT BROADENING OF
PHONON RESPONSE AROUND DELAY ZERO
As presented in the main paper, some of the initial spectral
features in the reflectivity spectra ∆r/r0 (i.e. for τ ≲ 2 ps) could
not be fitted using the quasi-stationary Drude-Lorentz disper-
sion model, where a form of transient broadening occurs for
the Lorentzian bands. This phenomena is primarily due to
the frequency-mixing which occurs when the THz probe pulse
interacts with a system whose polarization response changes
on the time scale of the THz cycle period. While these ef-
fects have been studied theoretically for Drude response (e.g.
[S25]), we did not find any exposition for the perturbation
of (narrow) Lorentzian bands, where the temporal response
(free-induction decay) is longer and hence temporal-spectral
effects can be more severe. Here we present the simulation
results of such OP-TP reflection experiments, for the case of
a single Lorentzian band which undergoes a blue-shift in its
instantaneous response on a short time scale, to demonstrate
how the experimentally observed broadening (as identified in
the main paper) manifests.
While the finite-difference time-domain (FDTD) simula-
tions are a proven method to simulate pump-probe experi-
ments with rapidly changing response functions [S26, S27],
these can be time-consuming, especially for batch runs (i.e.
vs. pump-probe delay τ). Instead, here we develop and ap-
ply a model for a homogeneously excited thin-film between
air (refractive index n1) and substrate (n3) which allows time-
integration of only a small number of field/polarization values.
The treatment is based on applying the time-domain bound-
ary conditions for the fields at both interfaces and expand-
ing the field development to first-order in the sample depth
(z ∈ [0,L]). The resulting coupled equations for the reflected
(Er) and transmitted (Et) fields, in terms of the known incident
field (Ei) are,
∂Er
∂ t
= ∂Ei
∂ t
+ c
n1L
(−Ei+Er+Et)
∂Et
∂ t
+ 1
ε0
∂
∂ t
P{Et} = 2n1cL (Ei−Er)− 2n3cL Et
− ∂
∂ t
[Ei+ 1ε0P{Ei}]− ∂∂ t [Er+ 1ε0P{Er}]
(S7)
where each P{En} is the co-integrated time-domain solution
to the corresponding polarization equation
∂ 2P{En}
∂ t2
+Γ(t)∂P{En}
∂ t
+ω20(t)P{En} = S(t)En(t) (S8)
where Γ(t), ω0(t) and S(t) are the time-dependent damping,
resonant frequency and strength of the electronic oscillator
(whose temporal development is initiated by a pump pulse
centered at t = −τ). These equations are readily generalized
to multiple Lorentzian bands and the addition of an instanta-
neous response due to εbr. Their validity was checked by com-
parison of numerical data for a time-stationary medium with
the analytic formula for the reflected/transmitted fields. To
simulate the experimental data, Eq.s S7-S8 are integrated for
a large set of τ-values. The resulting raw data (integrated vs.
laboratory time tlab) are then interpolated onto the experimen-
tal time base t (which is skewed relative to tlab due to the use
of delay stage in the THz emitter beam path [S2]), and after
time-windowing and Fourier transformation ∆r(ν ,τ)/r0(ν) is
calculated.
As a representative simulation for comparison with the
experimental 2D signals ∆r(ν ,τ)/r0(ν) (see Fig. 2(c,d) in
main paper), we consider the case of a single Lorentzian
band, whose frequency and strength are perturbed by exci-
tation with a Gaussian pulse with duration 150 fs, as shown in
Fig. S4(a). Also shown for comparison is the “fictitious” sim-
ulated data ∆r/r0 obtained if one uses a stationary response for
each “frozen” value of the Lorentzian band parameters (which
would be the case for a much slower transition in the param-
eters). Clearly one observes the dynamic broadening artifact
in the simulated data (especially during the first ∼2 ps), which
bears a close resemblance to those in the experimental data
(both for the real and imaginary parts of ∆r/r0). Note that this
is an inherent effect in light-matter interaction close to the un-
certainty limit (i.e. during rapid evolution compared to the os-
cillation period, spectral resonances must become broadened),
and accentuates that OP-TP transients on a sub-ps time scale
cannot be interpreted directly in terms of a quasi-stationary
picture. A more rigorous approach is to consider the response
of the perturbed system rather in the dual-frequency domain
[S2], although this blurs the ability to analyse/interpret the
time-evolution of the spectral response (which becomes well-
defined again for longer time scales).
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FIG. S4. (a) Simulation of differential reflectivity spectra
∆r(ν ,τ)/r0(ν) vs. pump-probe delay τ , from integration of time-
non-stationary polarization response in a thin layer with homoge-
neous excitation (Dex = 2 µm µm), for a model system where a
ground-state phonon at ν = 1.75 THz undergoes a photo-induced
shift to 1.85 THz and weakens by 20% (pump pulse duration 150 fs).
The substrate refractive index was taken as frequency-independent,
n3 =√80. (b) Corresponding idealized quasi-stationary response, to
demonstrate how the model band parameters change with delay. The
same temporal time windowing was employed in both cases before
Fourier transformation, in order to best represent the experimental
data in the main paper (Fig. 2(c-d)).
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