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Introduction
Lorsque nous e´coutons, regardons, sentons, . . . nos sens engrangent un grand nom-
bre d’informations qui sont transforme´es en savoir utilisable (en reconnaissant les formes,
couleurs, symboles) nous permettant de percevoir et d’agir sur notre environnement quoti-
dien. Toutefois, ce passage de l’information (des informations) au savoir n’est pas quelque
chose d’e´vident. Par exemple, dans le cas de la te´le´vision, de nombreux auteurs (dont
[Thi]) ont mis en e´vidence la diﬃculte´ d’interpre´tation propre aux images. Ainsi, H. Agel
(cite´ par [Thi]) pre´cise que, “du moment qu’il s’agit de donner une signiﬁcation a` des
images, de les traiter, la mate´rialite´ de l’image s’oppose lourdement, pour une intelligence
paresseuse, a` ce passage de la “lettre” a` “l’esprit”.”
Dans cette the`se, nous allons nous inte´resser plus particulie`rement a` ce passage de la
lettre a` l’esprit, de l’information au savoir, du signiﬁant au signiﬁe´ selon la terminologie
propre a` la se´miologie (du grec semieon “signe”, et logos “discours, savoir”). Ferdinand
de Saussure1 est a` l’origine de la diﬀe´rence signiﬁant / signiﬁe´, de´ﬁnissant ainsi le signe
comme une entite´ a` deux faces. Le signe a une partie perceptible, le signiﬁant, re´ductible
a` une image acoustique, et une partie imperceptible, le signiﬁe´, ce qui permet de le de´ﬁnir
valablement comme la perception d’une variation d’e´nergie qui de´note autre chose que sa
propre existence. Cette relation est complexe : c’est une transformation en une grandeur
discre`te (aﬁn d’eˆtre intelligible) d’un continuum a` la nature inde´ﬁnissable que R. Escarpit
[Esc90] a appele´ la pense´e. Ainsi, si on conside`re le mot “arbre”, le signiﬁant est le mot lui-
meˆme, compose´ de cinq lettres, alors que le signiﬁe´ associe´ est la partie du re`gne ve´ge´tal
qu’on retrouve sous ce terme.
1Cours de linguistique ge´ne´rale, 1973, Payot (oeuvre posthume).
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Cette relation signiﬁant / signiﬁe´ n’est pas force´ment pertinente, car la notion de
signiﬁe´ n’est pas suﬃsamment ﬁne. Ansi, lorsqu’on parle d’“arbre”, le signiﬁe´ associe´
est tout a` la fois un certain nombre d’espe`ces ve´ge´tales, re´pondant a` des crite`res pre´cis,
mais aussi, par exemple, le plaisir de faire la sieste sous un tilleul en e´te´ ou encore des
repre´sentations de classiﬁcations hie´rarchiques. Aﬁn de distinguer ces deux facettes, Louis
Trolle Hjelmslev2 a propose´ de conside´rer la distinction de´notation / connotation. La
de´notation constitue un e´le´ment de signiﬁcation constant, non subjectif, d’une unite´ lexi-
cale, valant pour l’ensemble des utilisateurs de la langue (un arbre est un ve´ge´tal ligneux,
de taille variable, dont le tronc se garnit de branches a` partir d’une certaine hauteur) ; la
connotation est la valeur particulie`re, e´motionnelle ou culturelle, que prend un mot, pour
un individu ou pour un groupe, et qui vient s’ajouter a` la signiﬁcation propre de ce mot (le
plaisir de la sieste). Ainsi, les noms propres ont une de´notation, mais pas de connotation.
On recourt a` l’opposition de´notation / connotation pour distinguer ce qui constitue le
sens fondamental et stable d’un signe (sa de´notation) et ce qui constitue les eﬀets sub-
jectifs qui peuvent naˆıtre de son utilisation dans divers contextes (sa ou ses connotations).
Une autre approche propre au domaine linguistique, comple´mentaire a` la pre´ce´dente,
est donne´e par Max Wertheimer, qui a introduit la notion de Gestalt3, conﬁguration iden-
tiﬁable, mais dont la signiﬁcation (de´notative et connotative) est beaucoup plus riche et
plus maniable. La fonction du Gestalt est d’engendrer des relations signiﬁant - signiﬁe´
dans des donne´es confuses et indiﬀe´rencie´es. Ainsi, parmi toutes les formes ge´ome´triques
et les couleurs diverses, on peut reconnaˆıtre un arbre, meˆme si la forme de celui-ci est
e´loigne´e des expe´riences ante´rieures. Une illustration de ce qu’est le Gestalt est le test
d’Hermann Rorschach (1921), fre´quemment utilise´ en psychanalyse, ou` l’on demande a`
un sujet de de´crire ce qu’il distingue dans une tache d’encre (i.e. les Gestalten qu’il y
“projette”).
2Prole´gome`nes a` une the´orie du langage, 1943.
3ou de pattern en anglais ; il n’existe pas de terme e´quivalent en franc¸ais, a` part celui de patron, dans
le sens patron utilise´ en couture. Ce courant est ne´ en Allemagne en 1891 lorsque C. Ehrenfels et E.
Husserl ont de´fini, chacun de leur coˆte´, “les qualite´s de forme”, et “les moments figuraux d’unite´”. Pour
illustrer la qualite´ de forme, Ehrenfels donne l’exemple de la me´lodie, forme que l’on reconnaˆıt, meˆme si
elle est transpose´e dans un autre ton, parce que l’organisation des notes entre elles n’a pas change´.
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Lorsqu’il cherche a` savoir si le raisonnement sociologique appartient a` l’univers des
raisonnements scientiﬁques, Jean-Claude Passeron [Pas91]4 distingue trois formes de l’e´-
nonciation. Il caracte´rise une langue scientiﬁque par la possibilite´ de distinguer et d’ar-
ticuler l’e´nonciation d’informations minimales sur le monde empirique, les effets de con-
naissance que sont susceptibles de produire des ope´rations eﬀectue´es sur ces informations
de base, et les effets d’intelligibilite´ que produit la reconstruction syste´matique des eﬀets
de connaissance dans une the´orie. Nous laisserons de coˆte´, dans le cadre de cette the`se,
les eﬀets d’intelligibilite´, aﬁn de nous concentrer sur les eﬀets de connaissance (et donc
sur ce qu’est une information minimale). Un exemple simple d’illustration de ce qu’est
une information minimale est l’annuaire te´le´phonique : tout le monde s’accorde pour af-
ﬁrmer que c’est un des livres contenant le plus d’informations. Une information de base
est donc un minimum se´mantique, ve´riﬁable ou ve´riﬁe´. Toutefois, comme le montre bien
l’exemple de l’annuaire, une information minimale donne peu de renseignements sur le
monde conside´re´. C’est l’articulation de ces informations “brutes” qui va nous donner une
connaissance plus pousse´e, et cette articulation est appele´e par J.-C. Passeron un eﬀet de
connaissance. Cet eﬀet peut eˆtre vu comme une question conduisant a` mettre en relation
des e´nonce´s descriptifs les uns avec les autres et non plus seulement un e´nonce´ avec la
re´alite´ empirique qu’il de´crit. Il convient de poser une bonne question, permettant des
mises en relations et des cate´gorisations pertinentes. Ce principe peut meˆme eˆtre e´tendu :
l’information que livrent la perception et la pratique quotidiennes du monde ne peut s’ac-
croˆıtre sans faire appel a` un traitement dont les re`gles ne sont jamais donne´es par les
e´nonce´s qui lui sont soumis.
Lorsqu’on cherche a` mode´liser, d’un point de vue mathe´matique, cette diﬀe´rence entre
information et savoir (ou, plus pre´cisemment, de mode´liser ce qu’est un eﬀet de connais-
sance), il convient, a` la suite de Keith Devlin5, de faire une distinction nette entre les
notions de donne´e (data), d’information et de savoir (knowledge). Selon Wille [Wil01],
cette distinction peut eˆtre re´sume´e par les e´quations :
Donne´e = Signe + Syntaxe ;
Information = Donne´e + Sens ;
4On peut voir aussi sur ce sujet, du meˆme auteur, Les mots de la sociologie, Nantes, the`se d’Etat,
1980.
5InfoSense - Turning information into Knowledge, Freeman, New-York, 1999.
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Savoir = Information inte´gre´e + Capacite´ a` utiliser l’information. 6
La cre´ation de savoir a` partir d’informations peut eˆtre vue comme issue de repre´sentations
propres de l’information qui rendent la structure logique inhe´rente a` l’information trans-
parente. Ici, le terme logique est pris dans le sens de Charles S. Pierce, pour qui la logique
est la science de la pense´e, pas seulement de la pense´e comme phe´nome`ne psychique, mais
de la pense´e en ge´ne´ral, ses lois ge´ne´rales et ses genres.
Que ce soit l’approche sociologique de J.-C. Passeron ou celle plus mathe´matique de
K. Devlin, nous retrouvons comme notion essentielle du traitement de l’information l’ex-
hibition des re`gles re´gissant cette information. Le Gestalt de M. Wertheimer participe a`
la meˆme ide´e, car sa fonction est d’engendrer des relations signiﬁant - signiﬁe´, et donc de
cre´er une structuration des donne´es. Cette notion de structure logique va eˆtre au coeur de
cette the`se. J.-C. Passeron de´crit un eﬀet de connaisssance comme une question permet-
tant une mise en relation des e´nonce´s descriptifs, cette question devant eˆtre pertinente
aﬁn d’obtenir des eﬀets de connaissance inte´ressants. Nous touchons ici la principale dif-
ﬁculte´ lie´e aux me´thodes d’analyse des donne´es : qu’est ce qu’une “bonne” question ?
Dans le cas des me´thodes dites “expertes”, le choix entre diverses questions revient a` un
spe´cialiste du domaine, un expert. Notre recherche s’est developpe´e avec, comme objec-
tif principal, la mode´lisation de me´thodes d’analyse des donne´es “automatiques”, c’est a`
dire des syste`mes non experts, ne demandant pas la pre´sence d’un spe´cialiste du domaine
e´tudie´, et permettant d’obtenir des eﬀets de connaissance (extraction de connaissances).
Cette structuration de l’information est ne´cessaire aﬁn de la rendre plus aise´ment acces-
sible. Nous nous sommes toutefois concentre´s sur une partie de l’analyse des donne´es,
la classiﬁcation (dont on peut voir dans [Mir96] la varie´te´ des approches, des mode`les
et des me´thodes), en laissant de coˆte´ pour l’instant de nombreux domaines comme les
statistiques, l’analyse multi-dimensionelle (analyse factorielle), se´riation et ordonnance-
ment, . . . Au sein de la classiﬁcation, nous avons particulie`rement e´tudie´ la classiﬁcation
hie´rarchique, que [Ben67] fait remonter a` Linne´7.
6Traduction libre de
Data = Signs + Syntax ;
Information = Data + Meaning ;
Knowledge = Internalized Information + Ability to utilize the information.
7Naturaliste sue´dois (Rashult, 1707 - Uppsala, 1778), Carl von Linne´ a e´tabli une me´thode de classifi-
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En meˆme temps, lorsqu’il s’agit de traiter des donne´es ou` des objets de nature diverse
sont de´crits par des variables de type divers, les correspondances de Galois se sont impose´es
comme la formalisation de la vieille ide´e philosophique de dualite´ entre intension (ensem-
ble des proprie´te´s partage´es par des objets) et extension (objets ayant des proprie´te´s
communes) [Duq99]. C’est aussi une ge´ne´ralisation des e´chelles de Guttman8 permettant
d’obtenir une structuration des donne´es, et qui a e´te´ propose´e comme tel, en ce qui con-
cerne l’approche analyse des donne´es, par Barbut [Bar65, BM70]. La correspondance de
Galois associe´e a` une relation (d’objets posse´dant ou non des proprie´te´s, par exemple) per-
met, par la dualite´ existant entre l’intension et l’extension, d’obtenir une double structure
de treillis (a` cause de la dualite´) aussi bien sur l’ensemble des objets que sur l’ensemble
des proprie´te´s, chaque classe d’objets obtenue e´tant munie d’un ensemble de proprie´te´s
qui lui sont spe´ciﬁques. Ce fait a particulie`rement e´te´ de´veloppe´ dans le cadre de la “For-
mal Concept Analysis” ([Wil82, GW98, GW99]), et, plus ge´ne´ralement, en classiﬁcation
symbolique ([Bri94, Did88, DVdLH93, DDNC98, Huc99]) ainsi que dans des domaines
aussi varie´s que les bases de donne´es relationnelles ([CB01, DLM92, Plo88]), l’analyse de
similitude ([Fla79, FDV79]), la morphologie mathe´matique ([Kes00]), la reconnaissance
de formes ([BMN99, MB99]), les proble`mes d’ordonnancement ([BF84, CE01]), l’e´tude du
ge´nome ([Duq90, Duq96b, DCC+01]), la structure de fonctions en e´conomie ([Van99]), en
psychologie ([SW88]), en marketing ([HS01]), en sociologie ([MD97]), . . .
Cette me´thode d’analyse des donne´es a toutefois un certain nombre d’inconve´nients.
C’est une me´thode dite exacte - tous les individus sont pris en conside´ration lors de la
cre´ation du treillis associe´ - et donc sujette a` une croissance potentiellement exponentielle9
cation des ve´ge´taux. C’est dans son Systema naturae (cinq parutions de 1735 a` 1766) que Linne´ propose
sa classification des trois grands re`gnes de la nature (mine´ral, ve´ge´tal, animal). Pour le re`gne ve´ge´tal,
il sugge`re (Species plantarum, 1753) une me´thode tout a` fait nouvelle : les plantes sont de´signe´es par
deux noms latins (nom de genre, nom d’espe`ce), et se re´partissent en vingt-quatre classes, elles-meˆmes
de´termine´es d’apre`s le nombre et la disposition des pistils et des e´tamines ; les subdivisions en genres et
en espe`ces sont fonde´es sur de nombreux traits spe´cifiques de la fleur, des feuilles, etc.
8Psychologue et mathe´maticien ame´ricain (New York, 1916). L’e´chelle de Guttman est une technique
d’analyse hie´rarchique, pour laquelle l’acceptation d’une proposition entraˆıne ne´cessairement l’acceptation
de propositions plus faibles. Sa repre´sentation matricielle peut s’e´crire, avec un permutation sur les lignes
et sur les colonnes, avec l’ensemble des re´ponses positives sous forme d’escalier (relation de Ferrers).
9Le pire cas, pour lequel nous avons effectivement l’exponentialite´, correspond paradoxalement a` un
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suivant le nombre d’individus. Un autre proble`me pose´ est le fait que cette me´thode ne
prend pas en compte le savoir a priori pouvant exister sur l’ensemble des proprie´te´s, par
exemple. Une illustration simple de ce fait pourrait eˆtre un ensemble de personnes dont on
a mesure´ la taille, et donc les proprie´te´s sont < 1, 5 m, < 1, 6 m, . . . On conc¸oit aise´ment
qu’une personne faisant moins d’un me`tre cinquante fasse e´galement moins d’un me`tre
soixante. Or, lors de la cre´ation du treillis de Galois (cf. paragraphe 1.6.1), il n’est pas
tenu compte de ce savoir “implicite”.
Nous nous sommes inte´resse´s, dans cette the`se, a` une mode´lisation de ce savoir im-
plicite en utilisant la notion de contrainte. En eﬀet, l’exemple pre´ce´dent peut aussi se
traduire par le fait qu’il est impossible de faire moins d’1,5 me`tre sans faire moins d’1,6.
Nous nous sommes limite´s, dans le cadre de cette the`se, a` l’hypothe`se (re´aliste) que les
contraintes peuvent se formaliser par une structure d’ordre particulie`re. Les formalisa-
tions ordinales lie´es a` la the´orie des treillis nous fournissent des outils privile´gie´s pour
faire le lien entre descriptions galoisiennes exhaustives et les contraintes impose´es par des
savoirs implicites. Il convient toutefois de distinguer deux types de contraintes : dans bon
nombre de cas, un savoir implicite se traduit par une fermeture particulie`re, i.e. un treillis
donne´ (c’est le cas de notre exemple sur les tailles). Il existe aussi un autre forme de
contrainte : structurer l’information revient aussi a` imposer aux classes obtenues d’eˆtre
d’un type particulier, ce qui pourra correspondre a` une classe de treillis ﬁxe´e (c’est ce qui
se passe quand on cherche a` obtenir une classiﬁcation hie´rarchique).
Notre travail se divise en quatre parties :
Chapitre 1
Le premier chapitre est une pre´sentation ge´ne´rale dans laquelle nous rappellons d’abord
les notions essentielles de la the´orie des ensembles ordonne´s (et plus principalement des
treillis) qui nous seront utiles dans la suite. Nous reverrons diverses me´thodes permettant
de condenser l’information donne´e par un treillis en une structure plus re´duite, notamment
en utilisant la notion d’ensemble ge´ne´rateur. Cette pre´occupation de re´duction de la taille
des donne´es (en conservant toute l’information initiale) sera un des the`mes centraux (et
des treillis les plus simples, le treillis des parties d’un ensemble dit aussi treillis boole´en (cf. exemple 1.9).
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conducteurs) tout au long de cette the`se, a` coˆte´ d’une autre pre´occupation, annonce´e plus
haut, qui est la recherche de structuration des donne´es lorsqu’il existe des contraintes. Ce
chapitre de rappel concerne aussi certains types d’applications, les fermetures et les cor-
respondances de Galois (ainsi que les correspondances re´sidue´es / re´siduelles, e´quivalentes
aux applications galoisiennes, et leur ge´ne´ralisation faite par Benado), que nous illustrons
graˆce a` une e´tude en e´cologie microbienne du sol. Ces types d’applications sont des no-
tions essentielles pour la suite, et nous en trouverons des exemples tout au long des autres
chapitres. La notion de fermeture est elle-meˆme e´quivalente a` celle de famille de Moore,
e´galement tre`s utilise´e dans notre travail.
Chapitre 2
Une des premie`res formalisations que nous verrons de la notion de contrainte est due a`
V. Duquenne [GD86, Duq86, Duq87, Duq91] lorsqu’il a de´veloppe´ la notion d’implication
(et de syste`me implicatif). E´tant donne´ une fermeture ϕ sur un ensemble S, on dit de
deux parties A et B de S que A implique B, et on note A→ B, si B ⊆ ϕ(A). En dehors
des implications triviales (c’est a` dire avec B ⊆ A), le treillis de tous les sous-ensembles
de S n’en posse`de aucune. Une contrainte correspond donc a` une (ou plusieurs) implica-
tion(s) et a` la suppression de certaines parties comme ferme´s. Lorsqu’on munit l’ensemble
de ces implications de re`gles, on obtient ce qu’on appelle un syste`me implicatif complet
sur P(S). De tels syste`mes sont en correspondance avec les fermetures sur S (ou, de fac¸on
e´quivalente, avec les familles de Moore). En ge´ne´ralisant un travail ante´rieur, nous intro-
duisons un nouveau type de relation binaire sur P(S), les relations d’emboˆıtement.
Ces relations d’emboˆıtement trouvent leur origine dans les travaux d’Adams, plus
pre´cisement dans son article de 1972 [Ada72], qui propose une me´thode de consensus
pour les arbres de classiﬁcations (appele´s aussi hie´rarchies). La justiﬁcation the´orique de
cette me´thode de consensus a e´te´ fournie par Adams quelques anne´es plus tard, en 1986
[Ada86]. Pour ce faire, il utilise une formalisation des arbres utilisant un type particulier
de relations binaires sur les sous-ensembles, les relations d’emboˆıtement, lui permettant de
transformer le consensus sur les arbres en consensus sur les emboˆıtements. Nous e´tendons
et ge´ne´ralisons ce type de relations binaires, avec comme re´sultat important qu’elles sont
en correspondance bijective avec les fermetures et les syste`mes implicatifs complets. Graˆce
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a` cette dernie`re correspondance, nous avons particularise´ une base d’emboˆıtement par une
des relations fle`ches ([Cas98]).
Outre une simpliﬁcation importante de la preuve du the´ore`me d’Adams mettant en
bijection emboˆıtements et un certain type de fermetures (les hie´rarchies vues comme des
familles de Moore particulie`res), cette correspondance (en particulier avec les syste`mes im-
plicatifs complets) nous permet de mettre en valeur les ensembles critiques des hie´rarchies
faibles (qui sont une ge´ne´ralisation des hie´rarchies), mais surtout de caracte´riser la forme
ge´ne´rale des bases canoniques des hie´rarchies.
Ce chapitre est donc consacre´ a` la caracte´risation des classiﬁcations hie´rarchiques ou
faiblement hie´rarchiques parmi les familles de Moore. Nous e´tudions ainsi, non pas des
contraintes particulie`res, mais les proprie´te´s caracte´risant les structures qu’on se propose
d’obtenir lorsqu’on fait de la classiﬁcation hie´rarchique. Les contraintes ne sont donc pas
lie´es a` un treillis particulier, mais a` une classe de treillis.
Chapitre 3
Le chapitre pre´ce´dent e´tait consacre´ aux diverses fac¸ons de mode´liser une fermeture.
Dans celui-ci (qui a permis de publier un article, en collaboration avec B. Leclerc, et
paru dans Order en 2001 [DL01]), nous nous inte´ressons aux correspondances de Galois
entre deux treillis quelconques, dont nous abordons l’e´tude en tant que correspondances
associe´es, comme il a e´te´ fait a` l’origine, a` des tableaux binaires. Nous montrons que la
donne´e d’espaces de fermeture spe´ciﬁe´s se traduit par des contraintes sur ces tables. On
fait ainsi fonctionner l’ide´e pre´sente au chapitre pre´ce´dent de contraintes associe´es a` une
fermeture. Nous conside´rons un tableau binaire quelconque entre deux ensembles E et
E ′ (objets / proprie´te´s par exemple) sur lesquels sont donne´es deux fermetures ϕ et ϕ′
mode´lisant les diﬀe´rentes contraintes pouvant exister sur ces deux espaces. Ainsi, e´tant
donne´s deux espaces de fermeture (E,ϕ) et (E ′, ϕ′), une relation R ⊆ E × E ′ est dite
biferme´e si toute ligne de sa repre´sentation matricielle correspond a` un ferme´ par ϕ, et
toute colonne a` un ferme´ par ϕ′. Nous e´tablissons alors le re´sultat majeur de cette partie,
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un isomorphisme entre, d’une part, l’ensemble des relations biferme´es et, d’autre part,
l’ensemble des correspondances de Galois entre les deux treillis de ferme´s. De plus, les
relations biferme´es constituent elles-meˆmes un espace de fermeture, et on associe donc
canoniquement a` toute relation un biferme´e (appele´e sa bifermeture). Ceci permet de
passer, en travaillant simplement sur les tables binaires, d’une correspondance de Galois
donne´e a` une autre, dont tous les ferme´s appartiennent a` une famille de Moore ﬁxe´e.
Nous faisons le lien entre ce re´sultat et divers cas particuliers existant dans la litte´-
rature, notamment en montrant qu’il implique aussi bien les proprie´te´s des G-ide´aux de
Shmuely [Shm74] que le the´ore`me de base de la “Formal Concept Analysis” [GW99]. En
fait, il n’est pas limite´ au cas ﬁni. Toutefois, il est particulie`rement inte´ressant dans ce
cas la`, pour lequel nous avons pu proposer des applications algorithmiques, permettant
le calcul eﬀectif de la bifermeture d’une relation quelconque. Ceci nous permet de trou-
ver la fermeture galoisienne d’une application quelconque entre treillis ﬁnis, ou encore de
calculer le supremum de deux applications galoisiennes.
Chapitre 4
Dans ce chapitre (qui a permis de soumettre un article ([DL02]), e´crit conjointement
avec B. Leclerc, et devant eˆtre e´dite´ par Springer Verlag), nous reprenons le mate´riel
rassemble´ dans les deux chapitres pre´ce´dents en vue de proposer de nouvelles approches
en classiﬁcation symbolique. Auparavant, nous rappelons diﬀe´rents usages des correspon-
dances de Galois en classiﬁcation, parmi lesquelles nous avons se´lectionne´ quelques the`mes
portant sur la mode´lisation et l’aggre´gation de dissimilarite´s et sur la classiﬁcation con-
ceptuelle. Nous montrons comment la bifermeture de tableaux binaires fournit un cadre
uniﬁcateur a` ces diﬀe´rents usages. Les re´sultats du chapitre 3 permettent aussi de pre´senter
la classiﬁcation symbolique comme recherche de l’ajustement d’une relation biferme´e a`
une relation donne´e.
Nous illustrons cette approche graˆce a` deux exemples, dont celui du chapitre 1, en
montrant comment un tableau donne´ R peut eˆtre transforme´ en un tableau R′ posse´dant
la proprie´te´ suivante : la correspondance de Galois associe´e a` R′ donne un ensemble de
classes organise´ de fac¸on hie´rarchique. On obtient ce re´sultat de deux fac¸ons :
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– les classes obtenues appartiennent a` une hie´rarchie H ﬁxe´e, de´termine´e par ailleurs
en appliquant un algorithme de classiﬁcation ascendante hie´rarchique aux lignes de
la relation R ;
– la hie´rarchie obtenue n’est pas ﬁxe´e a priori mais on utilise les proprie´te´s des familles
de Moore hie´rarchiques de´montre´es dans le chapitre 2 aﬁn d’obtenir une correspon-
dance de Galois contrainte assurant une structure arborescente. Cette seconde ap-
proche, pre´sente´e ici de fac¸on plutoˆt exploratoire, semble la plus prometteuse.
Chapitre 1
Treillis et correspondances de Galois
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Cette the`se est essentiellement une contribution a` l’e´tude de certaines applications
(fermetures, correspondances de Galois) entre ensembles ordonne´s (plus particulie`rement
entre treillis), et de leurs usages en analyse des donne´es (classiﬁcation, data mining, . . .).
Ce chapitre introductif contient donc les rappels indispensables sur ces notions. Ils se
situent dans le cadre de la the´orie des treillis, qui prend une place de plus en plus impor-
tante depuis le de´but des anne´es 60 (on pourra consulter comme ouvrages de re´fe´rence
[Bir67, DP90, Gra¨98, Sza`63]) ; dans le cadre de cette the`se, nous nous sommes inte´resse´s
a` deux types d’applications particulie`res, les fermetures et les correspondances de Ga-
lois [BM70, GW99]. Apre`s avoir fait d’abord quelques rappels sur les structures d’ordres,
nous de´taillons dans la section 1.2 ces ensembles ordonne´s particuliers que sont les treillis,
ainsi que certaines de leurs proprie´te´s qui nous seront utiles dans la suite. Ces structures
pouvant eˆtre de taille potentiellement exponentielle, la section 1.3 est de´die´e a` diverses
me´thodes permettant de condenser l’information contenue dans un treillis. La section 1.4
traite des notions e´quivalentes de fermetures et de familles de Moore, qui sont toutes deux
e´troitement associe´es aux treillis. Dans la section 1.5, nous regardons des applications par-
ticulie`res entre ensembles ordonne´s, constituant les correspondances de Galois, ainsi que,
sous re´serve d’une dualite´, leurs e´quivalents qui sont les couples d’applications re´sidue´es
/ re´siduelles. Dans la section 1.6, nous nous sommes inte´resse´s a` des correspondances
de Galois particulie`res, associe´es a` une relation binaire, et qui permettent d’obtenir une
double structure de treillis graˆce a` la dualite´ entre intension et extension.
1.1 Ensembles ordonne´s
L’e´tude empirique de la nature a accumule´ une masse si e´norme de
connaissances positives que la ne´cessite´ de les ordonner syste´matiquement et
selon leur enchaˆınement interne dans chaque domaine de recherche se´pare´
est devenue absolument impe´rieuse. (. . .) Mais la science de la nature, ce
faisant, se transporte dans le domaine de la the´orie et ici les me´thodes
empiriques e´chouent, la pense´e the´orique peut seule servir.
F. Engels, Dialectique de la nature.
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Dire que les structures d’ordre sont omnipre´sentes dans la vie de tous les jours est un
euphe´misme. De`s qu’on compare la taille de deux personnes, qu’on cherche a` de´terminer
la ﬁliation, qu’on e´tablit un classement, . . ., la notion d’ordre est pre´sente. Nous allons,
dans ce paragraphe, de´tailler la vision mathe´matique de ce qu’est une structure d’or-
dre, en regardant ce qu’on entend par le terme de relation binaire, avant de mettre en
valeur un certain nombre d’e´le´ments particuliers dans la section 1.1.3. Le sous-paragraphe
1.1.4 pre´sente quand a` lui quelques de´ﬁnitions d’intervalles et de certains sous-ensembles,
notamment les ﬁltres et les ide´aux.
1.1.1 Relations binaires
Une relation binaire sur X est une partie R ⊆ X×X de l’ensemble de tous les couples
d’e´le´ments de X ; on e´crira xRy ou (x, y) ∈ R indiﬀe´remment pour signiﬁer que deux
e´le´ments x et y de X sont en relation par R. Une relation binaire R sur X est une relation
d’ordre si elle ve´riﬁe les proprie´te´s suivantes :
– pour tout x ∈ X, xRx (re´flexivite´) ;
– pour tous x, y ∈ X, xRy et yRx impliquent x = y (antisyme´trie) ;
– pour tous x, y, z ∈ X, xRy et yRz impliquent xRz (transitivite´).
De plus, l’ordre est dit total si, pour tout x, y ∈ X, xRy ou yRx.
Un ensemble ordonne´ est un couple P = (X,O) ou` X est un ensemble et O une
relation d’ordre, souvent note´e ≤. Par abus de langage, nous dirons que X (a` la place de
(X,≤)) est un ensemble ordonne´ si la relation d’ordre associe´e a` X est e´vidente.
Soit x et y deux e´le´ments de X. On dit que x couvre y ou y est couvert par x et on note
y ≺ x si y ≤ x et, pour tout z ∈ X tel que y ≤ z < x, on a y = z. Lorsque cette relation
de couverture existe, un ordre est en fait repre´sentable par celle-ci. La repre´sentation
graphique de celle-ci s’appelle le diagramme (de Hasse) de l’ordre, les e´le´ments e´tant
repre´sente´s par des points px du plan selon deux principes :
– si x < y alors px est en dessous de py ;
– px et py sont lie´s par un segment si et seulement si x ≺ y.
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Exemple 1.1 X = {a, b, c, d, e} ; O = {(a, b), (a, e), (c, b), (c, d), (c, e), (d, e), (a, a), (b, b),
(c, c), (d, d), (e, e) }. On repre´sente dans la ﬁgure 1.1 cet ensemble ordonne´ par un graphe
du plan (A) dont les points correspondent aux e´le´ments deX et les arcs ﬂe´che´s aux couples,
les boucles repre´sentant les couples de la forme (x, x) ; on peut aussi le repre´senter de fac¸on















































Fig. 1.1: Diﬀe´rentes repre´sentations d’un ensemble ordonne´ .
Exemple 1.2 La ﬁgure 1.2 donne le diagramme de Hasse de l’ensemble ordonne´ des
ensembles ordonne´s ayant quatre e´le´ments.
1.1.2 Sous-ensembles ordonne´s et principe de dualite´
Soient (X,≤) un ensemble ordonne´ et A une partie de X ; la restriction de l’ordre ≤ a`
la partie A est un ordre, note´ ≤A ; on dit alors que (A,≤A) est un sous-ensemble ordonne´
de (X,≤), souvent note´ (A,≤).
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Fig. 1.2: Ensemble ordonne´ des ensembles ordonne´s ayant quatre e´le´ments (Tire´ de
[Bir95]).
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Si on a deux ensembles ordonne´s (X,≤) et (X,≤′) de´ﬁnis par deux relations d’ordres
≤ et ≤′ sur le meˆme ensemble X, l’ordre ≤′ e´tant inclus dans l’ordre ≤, on dit que l’ordre
≤ est une extension de ≤′, et une extension line´aire si de plus ≤ est un ordre total.
E´tant donne´ un ensemble ordonne´ (X,≤), on peut cre´er un nouvel ensemble ordonne´
Xd = (X,≤d), le dual de X, en de´ﬁnissant, pour tout x, y ∈ X, x ≤d y ⇐⇒ y ≤ x. On
note cette relation duale x ≥ y. Pour un ensemble X ﬁni, le diagramme de Xd s’obtient
en “retournant” celui de X. La ﬁgure 1.3 donne une illustration simple d’un ensemble









Fig. 1.3: Exemple d’un ensemble ordonne´, avec son dual .
Pour chaque proprie´te´ ve´riﬁe´e dans X, il existe une proprie´te´ duale ve´riﬁe´e dans Xd.
Par exemple, dans la ﬁgure 1.3, il existe dans l’ensemble Xun unique e´le´ment couvert par
exactement un e´le´ment, alors que dans Xd, il existe un unique e´le´ment couvrant exacte-
ment un e´le´ment. En ge´ne´ral, e´tant donne´ une proprie´te´ Φ sur les ensembles ordonne´s, on
peut obtenir la proprie´te´ duale Φd en remplac¸ant chaque occurence de ≤ par ≥, et vice
versa. Le principe de dualite´1, utile pour simpliﬁer les de´monstrations, peut eˆtre e´nonce´
comme suit :
1On trouve dans [Bir67] une version e´quivalente de ce principe, e´nonce´ comme suit : “le dual de tout
ensemble ordonne´ est un ensemble ordonne´” ; d’apre`s [Sza`63], ce principe est due a` E. Schro¨der, Algebra
der Logik, 1, Teubner-Verlag, Leipzig, 1890, the´ore`me 35 p. 315
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The´ore`me 1.3 (Principe de dualite´) E´tant donne´e une proposition Φ vraie dans tout
ensemble ordonne´, alors la proposition duale Φd est vraie dans tout ensemble ordonne´.
1.1.3 E´le´ments remarquables
Soient (X,≤) un ensemble ordonne´ et x ∈ X un e´le´ment de X. On de´ﬁnit :
– x est maximal dans X si pour tout y ∈ X, x ≤ y implique x = y ;
– x est minimal dans X si pour tout y ∈ X, y ≤ x implique x = y ;
– x est le maximum de X si pour tout y ∈ X, y ≤ x ; l’e´le´ment x est alors unique ;
– x est le minimum de X si pour tout y ∈ X, x ≤ y ; l’e´le´ment x est alors unique.
De plus, si A est une partie non vide de X, un e´le´ment x de X est un majorant (resp.
un minorant) de A si pour tout a ∈ A, a ≤ x (resp. x ≤ a). On noteraMajA (resp.MinA)
l’ensemble des majorants (resp. minorants) de A. On pose que Maj∅ =Min∅ = X.
Soit x un e´le´ment de X ve´riﬁant x ∈ MajA et, pour tout y ∈ MajA, x ≤ y alors x
est appele´ borne supe´rieure ou supremum de A. De meˆme, dualement, on dit que x′ est




A et x′ =
∧
A
Ainsi, avec ces notations, si x ∈ X est le maximum (resp. minimum) de X alors
x =
∨
X (resp. x =
∧
X). De plus, si X = {x, y}, on note x ∨ y (resp. x ∧ y) le
supremum (l’inﬁmum) de X s’il existe. Inversement, l’ordre ≤ peut s’exprimer en ter-
mes de supremum et d’inﬁmum (cf. remarque 1.13 plus loin) car, pour x, y ∈ X, on a
x ≤ y ⇐⇒ x ∨ y = y ⇐⇒ x ∧ y = x.
Remarque 1.4 Dans un ensemble ordonne´ X quelconque, le supremum x ∨ y de deux
e´le´ments x et y de X peut ne pas exister pour deux raisons :
– x et y n’ont pas de majorant (ﬁgure 1.4 (a)) ;
– x et y n’ont pas de plus petit majorant. Par exemple, dans la ﬁgure 1.4 (b),
Maj({x, y}) = {z, t} et z et t sont incomparables donc x ∨ y n’existe pas.






Fig. 1.4: Exemple d’ensembles ordonne´s pour lesquels x ∨ y n’existe pas.
Une partie A de X est borne´e si elle est borne´e infe´rieurement et supe´rieurement. De
plus, il re´sulte des de´ﬁnitions pre´ce´dentes que si X admet un maximum 1X (resp. un









1.1.4 Intervalles, parties commenc¸antes et finissantes
Soit (X,≤) un ensemble ordonne´, et x, y ∈ X. On de´ﬁnit plusieurs parties de X par :
↑ x = [x) = {z ∈ X : x ≤ z} ensemble des majorants de x ;
↓ x = (x] = {z ∈ X : z ≤ x} ensemble des minorants de x ;
[x, y] = {z ∈ X : x ≤ z ≤ y} = (↑ x) ∩ (↓ y).
La partie ↑ x (resp. ↓ x) est appele´e section finissante ou filtre principal (resp. sec-
tion commenc¸ante ou ide´al principal) de base x de X. La partie [x, y] est l’intervalle
entre x et y, qui n’est non vide que pour x ≤ y.
Soit A une partie de X :
– A est une partie commenc¸ante si, pour tous x ∈ X, a ∈ A, x ≤ a implique x ∈ A ;
– A est une partie finissante si, pour tous x ∈ X, a ∈ A, a ≤ x implique x ∈ A ;
On note C(X) (resp. F(X)) l’ensemble des parties commenc¸antes (resp. ﬁnissantes)
de X. Pour tout x ∈ X, on a ↓ x ∈ C(X) et ↑ x ∈ F(X). Une section commenc¸ante
(resp. ﬁnissante) est une partie commenc¸ante (resp. ﬁnissante) ayant un maximum (resp.
minimum) appele´ base de A.
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On a les proprie´te´s e´le´mentaires suivantes :
Proposition 1.5 Soit A une partie de X. Si A ∈ C(X) alors P\A ∈ F(X) et, duale-
ment, A ∈ F(X) implique P\A ∈ C(X).
Proposition 1.6 Les ensembles C(X) et F(X) sont stables pour l’union et l’intersection
ensemblistes.




A existent, on a :








{↑ a : a ∈ A}.
Proposition 1.8 Tout e´le´ment A de C(X) est l’union de sections commenc¸antes, i.e.
A =
⋃
{↓ a : a ∈ A}.
1.2 Structures latticielles
Il me semble par contre que les auteurs auraient pu sans inconve´nient
omettre le chapitre sur les lattices, auxquels toute une e´cole ame´ricaine
voue une pre´dilection persistante, malgre´ le peu d’inte´reˆt que pre´sente
cette the´orie dans les autres branches des mathe´matiques.
Dieudonne´ in Mac Lane et Birkhoff, cite´ par [Duq99]
Issue des travaux en logique des anne´es 1850 de Boole2 et de de Morgan3, la the´orie
des treillis a longtemps e´te´ ne´glige´e, avant de prendre son essor a` partir des anne´es 30
graˆce a` des auteurs comme O¨re, Von Neumann, Birkhoﬀ, . . ., la transformant en branche
fertile de l’alge`bre. C’est a` cette e´poque qu’on s’aperc¸oit que la structure de treillis se
retrouve dans de nombreux domaines mathe´matiques (alge`bre, ge´ome´trie, combinatoire,
logique, analyse fonctionnelle . . .) mais c’est a` partir des anne´es 60 que l’aspect combina-
toire des treillis va se de´velopper, en liaison avec la naissance de l’informatique et donc
l’accroissement des besoins en algorithmie et combinatoire.
2Mathematical Analysis of logic, cite´ par [Bir95].
3Formal Logic, 1847
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Apre`s avoir de´ﬁni ce que sont les treillis et les demi-treillis, d’abord comme des struc-
tures d’ordre particulie`res, et ensuite de fac¸on alge´brique, nous nous concentrerons dans le
paragraphe 1.2.2 sur une classe particulie`re de treillis que nous utiliserons continuellement
dans la suite, les treillis complets, avant de rappeler brie`vement, dans la section 1.2.3,
quelques autres types, les treillis distributifs ou modulaires. La section 1.2.4 donne enﬁn
quelques de´ﬁnitions de morphismes de treillis.
1.2.1 Treillis et demi-treillis
Un ensemble ordonne´ T est un inf-demi-treillis si tout couple x, y d’e´le´ments de T
admet un inﬁmum x ∧ y ; c’est un sup-demi-treillis si tout couple admet un supremum
x ∨ y ; c’est un treillis si tout couple admet a` la fois un inﬁmum et un supremum, donc
s’il est en meˆme temps un inf et un sup-demi-treillis. On appelle sous-treillis de T toute
partie Q non vide de T telle que pour tous a, b ∈ Q, a ∨ b et a ∧ b appartiennent a` Q.
Exemple 1.9 L’ensemble ordonne´ (P(E),⊆) des parties d’un ensemble E, muni de l’in-
clusion, est un treillis (appele´ treillis boole´en) avec, pour tout A,B ⊆ E,A ∨ B = A ∪ B
et A ∧ B = A ∩ B. Une partie X de P(E) est ﬁnissante si, pour tous A ⊆ E, B ∈ X,
B ⊆ A implique A ∈ X, et, inversement, commenc¸ante si pour tous A ⊆ E, B ∈ X,
A ⊆ B implique A ∈ X. L’ensemble (F(P(E)),⊆) des parties ﬁnissantes et l’ensemble
(C(P(E)),⊆) des parties commenc¸antes sont des sous-treillis de (P(E),⊆).
Exemple 1.10 Tout ensemble totalement ordonne´ (par exemple IR) est un treillis, avec
le minimum et le maximum comme inﬁmum et supremum.
Exemple 1.11 Une partition π = (C1, . . . , Cp) de l’ensemble E est un ensemble de E
(classes) deux a` deux disjointes et d’union E. Muni de la relation d’ordre π ≤ π′ si et
seulement si toute classe de π est incluse dans une classe de π′, l’ensemble ΠE des parti-
tions de E est un treillis. La ﬁgure 1.5 montre le treillis des partitions d’un ensemble a` 4
e´le´ments.
Exemple 1.12 Soit X un ensemble de n alternatives, et P un ordre strict sur X, c’est
a` dire ve´riﬁant les proprie´te´s d’antire´ﬂexivite´ (pour tout x ∈ X, (x, x) /∈ P ), d’asyme´trie































Fig. 1.5: Treillis des partitions d’un ensemble a` 4 e´le´ments.
(pour tous x, y ∈ X, (x, y) ∈ P ⇒ (y, x) /∈ P ) et de transitivite´. On note OX l’ensem-
ble des ordres stricts sur X ; c’est un inf-demi-treillis (car l’intersection de deux ordres
est un ordre) dans lequel chaque ordre total est maximal : ce n’est donc pas un treillis.
Quand il existe, le supremum P∨P ′ est la fermeture transitive de la relation binaire P∪P ′.
Remarque 1.13 Soit X un ensemble ordonne´ et x, y ∈ X. Si x ≤ y alors F({x, y}) =↑ y
et C({x, y}) =↓ x. Puisque le plus petit e´le´ment de ↑ y est y, et le plus grand de ↓ x est
x, on a4 x ∨ y = y et x ∧ y = x quand x ≤ y.
Il existe une de´ﬁnition e´quivalente de la structure de treillis :
Proposition 1.14 Un ensemble ordonne´ (T,≤) est un treillis si et seulement si ∨H et
∧H existent, pour tout sous-ensemble fini non vide H de T .
4Une premie`re de´monstration de ce re´sultat est due a` E. V. Huntington, Sets of independent postulates
for the algebra of logic, Trans. Amer. Math. Soc 5, 1904, p.294, dans le cadre d’une de´finition alge´brique
des treillis (cf. proposition 1.15) [d’apre`s [Sza`63]].
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Preuve : Il suﬃt de montrer que la premie`re de´ﬁnition implique la deuxie`me. Soit (T,≤)





H = a graˆce a` la re´ﬂexivite´ de ≤. SoitH = {a, b, c}. Pour montrer que
∧
H
existe, posons d = a ∧ b et e = c ∧ d. montrons que e =
∧
H. On a a ≥ d, b ≥ d, c ≥ e et
d ≥ e, donc, par transitivite´, x ≥ e pour tout x ∈ H. Si f ∈MinH, alors a ≥ f, b ≥ f et
donc d ≥ f . De plus, c ≥ f d’ou` e ≥ f . On a bien prouve´ que e =
∧
H. La de´monstration
serait identique pour un nombre quelconque d’e´le´ments et pour montrer que
∨
H existe
(principe de dualite´). ⊓⊔
Il existe aussi une de´ﬁnition, alge´brique5, e´quivalente pour les treillis :
Proposition 1.15 Un treillis est un ensemble muni de deux ope´rateurs binaires note´s ∨
et ∧ et ve´rifiant les axiomes suivants6 :
(T1) x ∨ x = x (T’1) x ∧ x = x
Idempotence
(T2) x ∨ y = y ∨ x (T’2) x ∧ y = y ∧ x
Commutativite´
(T3) (x ∨ y) ∨ z = x ∨ (y ∨ z) (T’3) (x ∧ y) ∧ z = x ∧ (y ∧ z)
Associativite´
(T4) x ∧ (x ∨ y) = x (T’4) x ∨ (x ∧ y) = x
Absorption
Preuve : On trouvera une de´monstration de l’e´quivalence entre cette de´ﬁnition et les
de´ﬁnitions pre´ce´dentes dans [BM70]. ⊓⊔
Exemple 1.16 Dans la ﬁgure 1.6 sont repre´sente´s tous les treillis (a` un isomorphisme
pre`s) ayant moins de 6 e´le´ments.
5La de´finition des treillis comme classe se´pare´e d’alge`bres est due a` E. Schro¨der, Algebra der Logik, 1,
Teubner-Verlag, Leipzig, 1890. Le syste`me d’axiomes suivant est due a` R. Dedekind, U¨ber Zerlegungen
von Zahlen durch ihre gro¨bten gemeinsen Teiber, Gesammete Werke 2, 103-148 [cite´ par [Sza`63]].
6En fait, l’idempotence peut eˆtre de´duite des lois d’absorption : en effet, par (T’4), pour toute paire
d’e´le´ments x, z ∈ T, x∧x = x∧ (x∨ (x∧z)), or, en appliquant (T4) a` y = x∧z, on a x∧ (x∨ (x∧z)) = x.
L’autre loi d’idempotence s’obtient de fac¸on duale. Ces lois d’idempotence sont toutefois necessaires si on
de´finit d’abord, de fac¸on alge´brique, un sup-demi-treillis (par (T1), (T2) et (T3)) et un inf-demi-treillis
(par (T’1), (T’2) et (T’3)).
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D5 D’5 N5 M3
Fig. 1.6: Repre´sentation des treillis ayant moins de 6 e´le´ments.
1.2.2 Treillis complets
Un inf-demi-treillis (resp. sup-demi-treillis) T est dit complet si, pour toute partie non
vide de X, l’inﬁmum
∧
X (resp. le supremum
∨
X) existe. Un treillis est dit complet s’il
est a` la fois un inf-demi-treillis complet et un sup-demi-treillis complet.
Proposition 1.17 Tout treillis fini est complet.
Preuve : Imme´diate graˆce a` la proposition 1.14.
⊓⊔
Exemple 1.18 Les ensembles IR, lQ,ZZ et IN, munis de l’ordre usuel, sont des treillis non
complets. On peut rendre IR,ZZ et IN complets en leur ajoutant +∞ et −∞. De plus, si
−∞ < x < y < +∞, l’intervalle [x, y] dans IR est un treillis complet. Dans lQ, ce n’est pas
l’absence d’e´le´ments supe´rieurs ou infe´rieurs qui pose proble`me ; par exemple, l’ensemble
{s ∈ lQ : s2 < 2} posse`de des majorants mais pas de supremum.
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The´ore`me 1.19 Dans un inf-demi-treillis complet, toute partie majore´e posse`de un su-
premum. Dualement, dans un sup-demi-treillis complet, toute partie minore´e posse`de un
infimum.
Preuve : Soient T un inf-demi-treillis complet et une partie A de T telle queMajA = ∅.
Comme tout e´le´ment de A est un minorant de MajA, on a ∧MajA ∈ MajA, et donc
∧MajA = ∨A. Donc toute partie majore´e a un supremum.
⊓⊔
Corollaire 1.20 Un inf-demi-treillis complet posse´dant un maximum est un treillis com-
plet. Dualement, un sup-demi-treillis complet posse´dant un minimum est un treillis com-
plet.
1.2.3 Diffe´rents types de treillis
Un treillis (T,≤) est modulaire, si pour tous x, y, z ∈ T tels que x ≤ z, on a
x ∨ (y ∧ z) = (x ∨ y) ∧ z.
Il existe une autre classe importante de treillis, a` laquelle appartiennent, entres autres,
les ordres totaux, les produits d’ordres totaux, . . . : ce sont les treillis distributifs. Un
treillis est distributif si et seulement si l’une des deux e´galite´s suivantes est ve´riﬁe´e :
– Pour tous x, y, z ∈ T, (x ∨ y) ∧ z = (x ∧ z) ∨ (y ∧ z) ;
– Pour tous x, y, z ∈ T, (x ∧ y) ∨ z = (x ∨ z) ∧ (y ∨ z).
Remarque 1.21 Tout treillis distributif est modulaire.
Un treillis est boole´en, s’il est borne´, distributif et si tout e´le´ment x ∈ T est tel qu’il
existe x′ ∈ T ve´riﬁant x ∨ x′ = 1T et x ∧ x
′ = 0T (x
′ est le comple´mente´ de x).
1.2.4 Morphismes de treillis
La vie est essentiellement monotone.
Paul Vale´ry
Soient E un ensemble, T un treillis. On conside`re TE l’ensemble des applications de
E dans T . On de´ﬁnit une relation d’ordre ≤ dans TE, l’ordre usuel des applications, en
posant, pour f, g ∈ TE, f ≤ g ⇐⇒ f(x) ≤T g(x) pour tout x ∈ E. L’ensemble (T
E,≤)
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posse`de donc une structure de treillis, le supremum et l’inﬁmum de deux applications f
et g e´tant de´ﬁnis par : pour tout x ∈ T ,
(f ∨ g)(x) = f(x) ∨T g(x)
(f ∧ g)(x) = f(x) ∧T g(x)
Si on conside`re maintenant une application f entre deux treillis T et T ′, on dit que f
est, pour tous x, y ∈ T,K ⊆ T :
isotone si x ≤ y implique f(x) ≤ f(y) ;
antitone si x ≤ y implique f(y) ≤ f(x) ;
un ∨-morphisme si f(x ∨ y) = f(x) ∨ f(y) ;
un ∧-morphisme si f(x ∧ y) = f(x) ∧ f(y) ;










un morphisme (de treillis) si f est un ∨-morphisme et un ∧-morphisme ;
un isomorphisme (de treillis) si f est un morphisme de treillis bijectif.
La proposition suivante donne diverses caracte´risations de ces proprie´te´s dont on pour-
ra trouver une preuve dans [DP90].
Proposition 1.22 Soient T et T ′ deux treillis et f : T → T ′ une application. Les condi-
tions suivantes sont e´quivalentes :
1. f est isotone ;
2. Pour tous a, b ∈ T, f(a ∨ b) ≥ f(a) ∨ f(b) ;
3. Pour tous a, b ∈ T, f(a ∧ b) ≤ f(a) ∧ f(b) ;
En particulier, si f est un morphisme de treillis alors f est isotone.
De plus, on remarque trivialement que, si une application f est isotone, alors, en notant
par f−1(B) = {x ∈ T : f(x) ∈ B} l’image re´ciproque d’une partie B ⊆ T ′, f−1((x]) est
une partie commenc¸ante de T .
7Si f est un ∨-morphisme complet, cela implique que f(0T ) = 0T ′ car f(
∨
∅) = f(0T ) =
∨
∅ = 0T ′ .
Dualement, dans le cas d’un ∧-morphisme complet, on a f(1T ) = 1T ′ .
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1.3 Repre´sentation des treillis
Sous le nom de culture, il ne s’agit plus pour eux de faire reculer
le pre´juge´ et l’ignorance, mais d’exprimer dans sa singularite´
irre´ductible, l’aˆme unique dont ils sont les gardiens.
Alain Finkielkraut
Nous allons maintenant e´nume´rer diverses me´thodes de repre´sentation des treillis, a`
savoir diﬀe´rentes fac¸ons de re´duire et de condenser la structure de treillis en un ensem-
ble de taille re´duite. A la suite de quoi il est le´gitime de se demander s’il existe des
repre´sentations minimales, i.e. des ensembles conservant toute l’information du treillis,
et donc ge´ne´rant celui-ci, et ne pouvant eˆtre obtenu par un autre ensemble plus re´duit.
Ce proble`me de recherche de repre´sentation minimale des treillis se pose particulie`rement
dans diﬀe´rents domaines informatiques (classiﬁcation conceptuelle [Did88], apprentissage
[GMA91, LS98], traitement d’image [Kes00], . . .) ou` leur taille potentiellement exponen-
tielle devient proble´matique.
Nous verrons tout d’abord de quelle manie`re un treillis peut eˆtre de´crit graˆce aux
ope´rations d’inﬁmum et de supremum, avant de mettre en avant des e´le´ments particuliers
du treillis, les e´le´ments irre´ductibles. La section 1.3.2 montre ainsi que ces e´le´ments ne peu-
vent eˆtre obtenus en combinant d’autres e´le´ments avec les ope´rations inﬁmum ou supre-
mum (suivant s’il s’agit d’un inf- ou d’un sup-irre´ductible). L’ensemble de ces e´le´ments
forme le ”noyau” de parties dites ge´ne´ratrices, parties qui permettent d’engendrer tous
les e´le´ments du treillis, et dont l’e´tude est le sujet du paragraphe 1.3.3.
1.3.1 Description d’un treillis
Il existe plusieurs repre´sentations possibles pour un treillis. Par exemple, en suivant
la terminologie propre a` la the´orie des graphes, un treillis est e´quivalent a` la donne´e de
l’ensemble de ses sommets et de la relation d’ordre associe´e. Ainsi, nous pourrions avoir,
pour le treillis M3 (cf. ﬁgure 1.6) :
T = {0, a, b, c, 1}
et la relation d’ordre associe´e :
{(0, 0), (0, a), (0, b), (0, c), (0, 1), (a, a), (a, 1), (b, b), (b, 1), (c, c), (c, 1), (1, 1)}
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Toutefois, cette description peut eˆtre re´duite, car nous savons que tous les couples de
la forme (x, x) seront pre´sents. De plus, sachant que toute relation d’ordre satisfait la
proprie´te´ de transitivite´, elle peut eˆtre de´crite, de fac¸on plus e´conomique, par :
T = {0, a, b, c, 1}
et la relation de couverture associe´e :
{(0, a), (0, b), (0, c), (a, 1), (b, 1), (c, 1)}
Une autre manie`re de repre´senter un treillis, issue de la de´ﬁnition alge´brique des treil-
lis (proposition 1.15), est d’utiliser deux tables, appele´es ∧-table et ∨-table. Ces tables
de´crivent les deux ope´rateurs binaires ∧ et ∨. Pour l’exemple pre´ce´dent, nous avons la
table 1.1.
∧ 0 a b c 1 ∨ 0 a b c 1
0 0 0 0 0 0 0 0 a b c 1
a 0 a 0 0 a a a a 1 1 1
b 0 0 b 0 b b b 1 b 1 1
c 0 0 0 c c c c 1 1 c 1
1 0 a b c 1 1 1 1 1 1 1
Tab. 1.1: ∧-table et ∨-table de M3.
Ces deux tables peuvent eˆtre condense´es en une table unique, la ∧∨-table, en re-
marquant que ces deux ope´rateurs sont idempotents et commutatifs. De plus, les lignes
concernant les e´le´ments 0 et 1 sont triviales. D’ou` la table 1.2.




Tab. 1.2: ∧∨-table de M3.
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1.3.2 E´le´ments irre´ductibles
Tout e´le´ment x d’un treillis peut eˆtre repre´sente´ sous la forme x = a ∨ b, au pire en
choisissant a e´gal a` x et b ≤ x. Toutefois, une de´composition avec a ou b e´gal a` x ne donne
aucune information nouvelle sur x ; les seules repre´sentations de la forme x = a ∨ b avec
a, b < x sont inte´ressantes.
Ainsi, un e´le´ment x ∈ T est dit sup-re´ductible8 s’il existe dans T des e´le´ments x1 et
x2 tels que :
x = x1 ∨ x2 avec x1 < x et x2 < x
On pose que 0T est un e´le´ment sup-re´ductible. Un e´le´ment ne posse`dant pas de de´composi-
tion de cette forme est dit sup-irre´ductible. On note JT (ou J) l’ensemble des e´le´ments
sup-irre´ductibles du treillis T .
Dualement, un e´le´ment x ∈ T est dit inf-irre´ductible s’il n’est pas inﬁmum d’une
partie ﬁnie de T ne le contenant pas (on note MT (ou M
9) l’ensemble des e´le´ments inf-
irre´ductibles de T ) et inf-re´ductible sinon. Toutes les propositions suivantes, e´tablies dans
le cas des sup-irre´ductibles, peuvent aussi eˆtre dualise´es au cas des inf-irre´ductibles.
Remarque 1.23 Il peut arriver que tout e´le´ment d’un treillis soit inf-re´ductible ou sup-
re´ductible. Par exemple, soit ZZ l’ensemble des entiers relatifs, et de´ﬁnissons sur ZZ × ZZ
les ope´rations supremum et inﬁmum suivantes : pour tous x1, x2, y1, y2 ∈ ZZ,
(x1, x2) ∨ (y1, y2) = (max(x1, y1),max(x2, y2))
(x1, x2) ∧ (y1, y2)) = (min(x1, y1),min(x2, y2))
Muni de ces deux ope´rations, ZZ×ZZ est (trivialement) un treillis. Soit (a1, a2) un e´le´ment
de ZZ× ZZ. Il peut s’e´crire
(a1, a2) = (a1, p2) ∨ (p1, a2) avec p1 < a1 et p2 < a2
8Certains auteurs font parfois la distinction entre un e´le´ment sup-re´ductible (supremum d’une partie
finie ne le contenant pas) et comple`tement sup-re´ductible (supremum d’une partie ne le contenant pas).
9Ces notations sont issues de la terminologie anglo-saxonne, ou` J est pour join (supremum), et M
pour meet (infimum).
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(a1, a2) = (a1, q2) ∧ (q1, a2) avec q1 > a1 et q2 > a2
Tout e´le´ment de ZZ× ZZ est donc sup et inf-re´ductible.
Proposition 1.24 Soit T un treillis fini. Un e´le´ment j ∈ T est sup-irre´ductible si et
seulement si j couvre un et un seul e´le´ment.
De meˆme, un e´le´ment m ∈ T , avec T treillis ﬁni, est un inf-irre´ductible si et seulement
s’il admet une unique couverture supe´rieure dans T . On en de´duit que, dans un treillis ﬁni,
on a toujours des e´le´ments irre´ductibles, par exemple les e´le´ments couvrant le minimum.
Les re´sultats suivants montrent l’importance des e´le´ments irre´ductibles dans un treillis
ﬁni, et on peut e´noncer une premie`re proposition portant sur la repre´sentation de ceux-ci
(on trouvera une de´monstration dans [Sza`63], par exemple).
Proposition 1.25 Dans un treillis fini10 T , chaque e´le´ment peut eˆtre repre´sente´ comme
supremum d’un nombre fini d’e´le´ments sup-irre´ductibles.
Pour tout ensemble ordonne´ (E,≤), on note, pour toute partie A ⊆ E et tout e´le´ment
x ∈ E, A≤x l’ensemble des e´le´ments de A infe´rieurs ou e´gaux a` x, i.e. A≤x = {a ∈ A :
a ≤ x} et, dualement, A≥x = {a ∈ A : a ≥ x}. Dans le cadre des treillis, on notera J≤x
l’ensemble des e´le´ments sup-irre´ductibles infe´rieurs ou e´gaux a` x.





{j ∈ JT : j ≤ x}






{m ∈MT : m ≥ x}
10Dans [Sza`63], le treillis n’est pas force´ment fini, mais satisfait la “condition de chaˆıne descendante”,
i.e. pour toute suite infinie x0, x1, . . . , xn, . . . d’e´le´ments de T tels que x0 ≥ x1 ≥ . . . ≥ xn ≥ . . ., il existe
un entier p ∈ IN tel que xp = xp+1.
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Proposition 1.26 Soit T un inf-demi-treillis fini ; pour tous x, y ∈ T , on a J≤x∧y =
J≤x ∩ J≤y.
Preuve : Soit j ∈ J . On a j ∈ J≤x∧y ⇐⇒ j ≤ x ∧ y ⇐⇒ j ≤ x et j ≤ y ⇐⇒ j ∈
J≤x ∩ J≤y.
⊓⊔
Remarque 1.27 La proprie´te´ duale J≤x ∪ J≤y = J≤x∨y n’est pas vraie en ge´ne´ral. Par
exemple, dans le treillis M3 (cf. ﬁgure 1.6), J≤a = {a}; J≤b = {b} et J≤a∨b = {a, b, c}.
La proposition suivante donne des caracte´risations des treillis distributifs qui nous
serons utiles dans la suite. On pourra trouver une preuve de cette proposition dans [Gra¨98].
Proposition 1.28 Un treillis fini T est distributif si et seulement si une des proprie´te´s
suivantes est ve´rifie´e :
– pour tous j ∈ J,A ⊆ T, j ≤
∨
A implique j ≤ a pour au moins un e´le´ment a ∈ A ;
– pour tous x, y ∈ T , on a J≤x ∪ J≤y = J≤x∨y.
Un inf-demi-treillis est dit atomistique si tout e´le´ment sup-irre´ductible est un atome,
c’est a` dire un e´le´ment couvrant le minimum 0T ; dualement, un sup-demi-treillis est
coatomistique si tout e´le´ment inf-irre´ductible est un coatome, i.e. un e´le´ment couvert par
1T .
Exemple 1.29 Tout treillis boole´en ﬁni est a` la fois atomistique et coatomistique.
Exemple 1.30 (suite de l’exemple 1.12) Dans l’inf-demi-treillis OX des ordres stricts
sur X, un atome est un ordre Axy contenant une unique paire (x, y) Comme tout ordre
P ve´riﬁe P =
∨
{Axy : (x, y) ∈ P}, OX est atomistique.
1.3.3 Parties ge´ne´ratrices
Nous avons vu dans le paragraphe pre´ce´dent deux ensembles, JT et MT , permet-
tant, lorsque T est un treillis ﬁni, d’engendrer tous ses e´le´ments graˆce aux ope´rations de
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supremum et d’inﬁmum respectivement. Il existe toutefois d’autres parties de T ayant la
proprie´te´ d’engendrer tout e´le´ment : les parties ge´ne´ratrices.
Une partie G de T est dite sup-ge´ne´ratrice11 de T si tout e´le´ment de T s’obtient
comme supremum d’une partie de G, i.e. pour tout x ∈ T , il existe A ⊆ G tel que x =
∨
A.
On de´ﬁnit dualement les parties inf-ge´ne´ratrices.
Proposition 1.31 Soit G une partie sup-ge´ne´ratrice de T . Les proprie´te´s suivantes sont
ve´rifie´es :




{g ∈ G : g ≤ x}) ;
(ii) Pour tout G′ ⊆ T avec G ⊆ G′, G′ est aussi une partie sup-ge´ne´ratrice.
Preuve : Le (ii) est imme´diat d’apre`s la de´ﬁnition ; pour (i), puisque G est sup-ge´ne´ra-
trice, il existe A ⊆ G tel que x =
∨
A ; de plus, on a A ⊆ G≤x d’ou` MajG≤x ⊆MajA et
donc x = minMajA = minMajG≤x =
∨
G≤x. ⊓⊔
Le the´ore`me suivant montre que l’ensemble des sup-irre´ductibles de T est la partie
sup-ge´ne´ratrice minimum.
The´ore`me 1.32 Si T est fini, une partie G de T est sup-ge´ne´ratrice si et seulement si
elle contient l’ensemble JT .
Preuve : Comme un sup-irre´ductible ne peut pas s’obtenir comme supremum d’une
partie ne le contenant pas, toute partie sup-ge´ne´ratrice doit contenir JT . Selon la propo-
sition 1.25, JT est une partie sup-ge´ne´ratrice. ⊓⊔
Exemple 1.33 Dans un treillis boole´en P(E), une partie sup-ge´ne´ratrice est l’ensemble
des parties contenant un singleton unique.
11Certains auteurs utilisent parfois la notion de sup-repre´sentation, ou` I ⊆ T est une sup-repre´sentation
de x ∈ T si x = ∨I. Si les e´le´ments de la sup-repre´sentation sont tous pris dans un ensemble G ⊆ T , on
parle alors de supG-repre´sentation, ce qui revient a` dire que G est une partie sup-ge´ne´ratrice de T . On
de´finit dualement la notion d’inf-repre´sentation.
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1.4 Fermetures, ouvertures et familles de Moore
Il est des portes ouvertes qui sont infranchissables tant elles sont
bien ferme´es. J’ai pour ma part vu tre`s souvent des portes
ferme´es qui e´taient des ouvertures plus qu’invitantes.
Serge Bouchard, Les portes.
On trouve dans de nombreux domaines mathe´matiques la notion de fermeture, sous la
forme de fermeture topologique, alge´brique, convexe, . . . Ce qui est commun a` toutes ces
types de fermeture se re´sume en trois proprie´te´s, permettant d’e´tablir de nombreuses
propositions. Cette section pre´sente les de´ﬁnitions de base et quelques unes de leurs
conse´quences.
Soient (E,≤E) un ensemble ordonne´. Une fermeture ϕ est une application sur E
satisfaisant les proprie´te´s suivantes :
– idempotence : ϕ(ϕ(x)) = ϕ(x) pour tout x ∈ E ;
– isotonie : x ≤ y ⇒ ϕ(x) ≤ ϕ(y) pour tous x, y ∈ E ;
– extensivite´ : x ≤ ϕ(x) pour tout x ∈ E.
Une ouverture ϕ′ est une application sur E idempotente, isotone et contractante (i.e.
ϕ′(x) ≤ x pour tout x ∈ E).
Les points ﬁxes, i.e. les e´le´ments x tels que x = ϕ(x), d’une fermeture (resp. ouverture)
sont appele´s les ferme´s (resp. ouverts) par ϕ. Une conse´quence de l’idempotence de ϕ
est en eﬀet qu’un e´le´ment x est point ﬁxe si et seulement s’il appartient a` l’image de E
par ϕ. En notant Φ l’ensemble des ferme´s par ϕ, on a12, pour tout x ∈ E,
ϕ(x) = min{h ∈ Φ : x ≤ h} = max{x′ ∈ E : ϕ(x′) = ϕ(x)}
Remarque 1.34 (Tire´ d’un exercice de [Sza`63]) Soient E un ensemble ordonne´ et
ϕ une application sur E. Montrons que ϕ est une fermeture si et seulement si, pour tous
x, y ∈ E, ϕ ve´riﬁe x ≤ ϕ(y) ⇐⇒ ϕ(x) ≤ ϕ(y) (Relation de Morgado [Mor62]).
Si ϕ est une fermeture, on a x ≤ ϕ(y)⇒ ϕ(x) ≤ ϕϕ(y) ⇐⇒ ϕ(x) ≤ ϕ(y). Inversement,
12Ce sous-ensemble de E est parfois ([Fla77, Lec97]) appele´ re´seau de fermeture (sous-ensemble de E tel
que min{x′ ∈ R : x ≤ x′} existe pour tout x ∈ E). Il existe de plus un isomorphisme dual entre l’ensemble
des re´seaux de fermeture de E et l’ensemble des fermetures sur E donne´ par ϕ(E) ⊆ ϕ′(E) ⇐⇒ ϕ ≥ ϕ′.
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x ≤ y implique x ≤ ϕ(y) d’ou` ϕ(x) ≤ ϕ(y) (isotonie) et x ≤ ϕ(x) ⇒ ϕ(x) ≤ ϕϕ(x) ;
de plus, ϕ(x) ≤ ϕ(x) ⇒ ϕϕ(x) ≤ ϕ(x) d’ou` l’idempotence. L’extensivite´ s’obtient en
prennant x = y dans la relation de Morgado.
Remarque 1.35 Il existe une autre caracte´risation, ou` une application extensive ϕ sur
P(E) est une fermeture si et seulement si ϕ ve´riﬁe la proprie´te´ d’inde´pendance de chemin
([Plo73]) : ϕ(A ∪B) = ϕ(ϕ(A) ∪ ϕ(B)).
Exemple 1.36 La fermeture transitive d’une relation binaire R dans l’ensemble P(E×E)
des relations binaires sur un ensemble E, ordonne´ par inclusion, est la plus petite rela-
tion transitive contenant R. La fermeture alge´brique, dans un groupe G, peut eˆtre de´ﬁnit
par une fermeture sur P(G) associant a` chaque partie X de G le plus petit sous-groupe
contenant X ; les ferme´s sont les sous-groupes de G.
Proposition 1.37 Si ϕ est une fermeture sur un treillis complet T , l’ensemble ϕ(T ) des
ferme´s est un treillis complet13, sous inf-demi-treillis de T et contenant le maximum de T .









Q). Graˆce a` la proprie´te´ d’extensivite´, on a ϕ(1P ) = 1P .
Inversement, soit (P,∨,∧) un treillis complet et un sous-ensemble Φ de P qui est un
sous-inf-demi-treillis complet de P et tel que 1P ∈ Φ. Alors on peut associer a` Φ une
fermeture ϕ sur P par ϕ(x) =
∧
{y ∈ Φ : x ≤ y} pour tout x ∈ P . De plus, comme Φ
posse`de un maximum, c’est un treillis complet.
Quand P = P(E), le treillis de tous les sous-ensembles d’un ensemble donne´ E, une
fermeture ϕ sur P(E) correspond a` une famille Φ de sous-ensembles de E satisfaisant
13Une premie`re version de cette proposition est due a` Morgan Ward, The closure operators of a lattice,
Ann. of Math. (2), vol 43 (1942), pp. 191-196 (d’apre`s [O¨re44]) et, dans le cadre d’une application
quelconque f : T → T , en notant Tf l’ensemble des points fixes de f , alors si T est un treillis complet, Tf
est aussi un treillis complet (A. Tarski, A lattice-theoretical fixpoint theorem and its applications, Pacific
J. Math. 5, 1955, 285-309)
24 CHAPITRE 1. TREILLIS ET CORRESPONDANCES DE GALOIS
– E ∈ Φ ;
– Φ′ ⊆ Φ implique
⋂
Φ′ ∈ Φ.
Muni de ces proprie´te´s, Φ est une famille de Moore14 sur E, et la paire (E,ϕ) est un
espace de fermeture. Les notions de famille de Moore et de fermeture sont en corre-
spondance bi-univoque ([Bir67]15). En eﬀet, a` toute famille de Moore Φ on peut associer
la fermeture ϕ de´ﬁnie par, pour tout X ⊆ E,ϕ(X) =
⋂
{F ∈ Φ : X ⊆ F} et, a` toute
fermeture ϕ, la famille de Moore correspondante est la famille des ferme´s par ϕ.
Remarque 1.38 Soit G une partie ∨-ge´ne´ratrice d’un treillis T . Pour tout A ⊆ G, on
de´ﬁnit une application ϕ par ϕ(A) = G≤∨A, qui est une fermeture sur P(G) car
– ϕϕ(A) = G≤∨ϕ(A) or ∨ϕ(A) = ∨G≤∨A = ∨A donc ϕϕ(A) = ϕ(A) ;




B d’ou` G≤∨A ⊆ G≤∨B ;
– soit a ∈ A, on a a ∈ G et a ≤
∨
A donc a ∈ ϕ(A).
La partie G est donc une sup-repre´sentation de T , i.e. le treillis des ferme´s de G est
isomorphe au treillis T . En particulier, un treillis ﬁni induit une fermeture sur l’ensemble
de ses sup-irre´ductibles, qui est sa plus petite partie sup-ge´ne´ratrice.
1.5 Correspondances de Galois
Les correspondances de Galois sont un objet fondamental dans la the´orie des ensem-
bles ordonne´s depuis leur mise en e´vidence par Birkhoﬀ [Bir67] en 1940 sous le nom
d’applications polarise´es. Leur ge´ne´ralisation a toutefois eut lieu plus tard graˆce a` des
auteurs comme Everett [Eve44], qui a montre´ que toute fermeture peut eˆtre conside´re´e
comme re´sultante d’une correspondance de Galois, et O¨re [O¨re44], qui est a` l’origine du
terme de correspondance de Galois16. Quelques anne´es plus tard fut de´veloppe´e la notion
14Le terme de famille de Moore fut introduit par Birkhoff [Bir67] dans la premie`re e´dition de 1940 de
son livre, mais on trouve d’autres terminologies e´quivalentes : syste`me de fermetures, protopologie, . . .
Pour une e´tude de´taille´e des familles de Moore, on peut voir [CM02] ou [Rad01].
15Birkhoff pre´cise que cette correspondance apparait, sous une terminologie diffe´rente, dans E. H.
Moore, The New Haven Mathematical Colloquium, Introduction to a form of general analysis, AMS
Colloq. Publ. vol. 2, New Haven, 1910.
16“The name [of Galois connection] is taken from the ordinary Galois theory of equations where the
correspondence between subgroups and subfields represents a special correspondence of this type”, Oys-
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e´quivalente17 d’applications re´sidue´es et re´siduelles introduite par Croisot [DC54, Cro56]
et mise en avant, entre autres, par le livre de Blyth et Janowitz [BJ72] ou les articles de
Derderian [Der67] ou de Blyth [Bly84].
La section 1.5.1 donne une de´ﬁnition et des proprie´te´s des correspondances de Galois,
alors que le paragraphe 1.5.2 traite des applications re´sidue´es et re´siduelles, et mon-
tre l’e´quivalence (sous re´serve d’une dualite´) avec les correspondances de Galois. La
ge´ne´ralisation de ces fonctions, connue sous le nom de fonctions de Benado, sera faite
dans la section 1.5.3.
1.5.1 Applications galoisiennes
Soient P et P ′ deux ensembles ordonne´s, et f : P → P ′ une application. Les trois
conditions suivantes (G1)-(G3) sont e´quivalentes, et sont e´quivalentes a` la condition (G4)
quand P et P ′ sont des treillis complets.
(G1) Pour tout x′ ∈ P ′, f−1([x′)) est un ide´al principal de P ;
(G2) Il existe une application g de P ′ dans P telle que, pour tous x ∈ P, x′ ∈ P ′,
x ≤ g(x′) ⇐⇒ x′ ≤ f(x) ;
(G3) L’application f est antitone et il existe une application antitone g de P ′ dans P telle
que les compositions ϕ = gf et ψ = fg sont extensives ;




{f(x) : x ∈ S}.
Preuve : Nous allons de´montrer l’e´quivalence entre les conditions pre´ce´dentes. On ob-
tient (G1) ⇒ (G2) en conside´rant la fonction g de´ﬁnie par g(x′) = maxf−1([x′)) pour
tein O¨re, [O¨re44], p. 494 (“Le terme [de correspondance de Galois] est tire´ de la the´orie classique de Galois
des e´quations ou` la correspondance entre sous-groupe et sous-corps est une correspondance particulie`re
de ce type”, traduction libre).
17Les correspondances de Galois sont un objet tellement fondamental qu’elles sont rede´couvertes
re´gulie`rement. Il existe donc une terminologie varie´e servant a` les de´signer (ou a` de´signer les applica-
tions re´sidue´es / re´siduelles), comme les correspondances de Galois de premie`re, deuxie`me ou troisie`me
espe`ce ([HH86]), les correspondances de Lagois ([MSS94]), les e´rosions ([Kes00]), . . .
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tout x′ ∈ P ′. Pour (G2) ⇒ (G3), en prennant x′ = f(x) et x = g(x′) dans la double
implication, on a l’extensivite´ de ϕ et de ψ. Soient x1 et x2 deux e´le´ments de P tels que
x1 ≤ x2. L’extensivite´ de gf implique x1 ≤ x2 ≤ gf(x2), d’ou` f(x1) ≤ f(x2). Montrons
maintenant que (G3) ⇒ (G1). Soient x′ ∈ P ′ et x ∈ f−1([x′)), et donc tels que f(x) ≥ x′.
Comme gf est extensive et g antitone, on a x ≤ gf(x) ≤ g(x′), donc f−1([x′)) ⊆ (g(y)].
Pour y ∈ P tel que y ≤ g(x′), on a f(y) ≥ fg(x′) ≥ x′, et donc y ∈ f−1([x′)), ce qui ﬁni
cette partie de la preuve.
Montrons maintenant que (G3) ⇐⇒ (G4) lorsque P et P ′ sont des treillis complets. Sup-
posons f satisfaisant (G3). Soit A ⊆ P . On a f(
∨
A) ≤ f(a) pour tout a ∈ A, a` cause de




a∈A f(a). Montrons que f(
∨
A) ≥ λ pour tout λ mino-
rant de f(A). On a, par antitonie de g et extensivite´ de gf , λ ≤ f(a)⇒ g(λ) ≥ gf(a) ≥ a
pour tout a ∈ A, d’ou` g(λ) ≥
∨
A et λ ≤ fg(λ) ≤ f(
∨
A). Ainsi, en prennant
λ =
∧
a∈A f(a), on a l’e´galite´. Supposons maintenant que f satisfait (G4). Soit x
′ ∈ P ′,
l’ensemble X = {x ∈ P : f(x) ≥ x′} est non vide, avec f−1([x′)) = (
∨
X]. Ainsi (G1) est
ve´riﬁe´e.
⊓⊔
Une application satisfaisant les conditions pre´ce´dentes est dite application galoi-
sienne ou application polarise´e (polarized map [Bir33]).
L’application g de´ﬁnie dans les conditions (G2)-(G3) est de´termine´e de fac¸on unique
par f−1([x′)) = (g(x′)] pour tout x′ ∈ P ′, et c’est une application galoisienne de P ′ dans
P . La paire (f, g) est une correspondance de Galois entre P et P ′ ; les applications
f et g dans une correspondance de Galois se de´terminent l’une l’autre de fac¸on unique.
L’e´quivalence en (G2) est appele´e relation de Pickert. Les deux applications de composi-




P = 1P et
∨
P ′ = 1P ′ existent, l’application constante note´e [1P ′ ]
de´ﬁnie par, pour tout x ∈ P, [1P ′ ](x) = 1P ′ est une application galoisienne.
Remarque 1.40 Il n’existe pas force´ment d’applications galoisiennes entre deux ensem-
bles ordonne´s quelconques. En eﬀet, f−1(↑ 0P ′) = {x ∈ P : f(x) ≥ 0P ′} = P doit eˆtre une
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section commenc¸ante de (P,≤), ce qui e´quivaut a` dire que 1P existe (on a alors P =↓ 1P ).
On dira qu’un couple d’application (f, g) est involutif si, pour tous X ∈ P,X ′ ∈ P ′,
on a fgf(X) = f(X) et gfg(X ′) = g(X ′). On a alors la proprie´te´ suivante :
Proposition 1.41 Une correspondance de Galois (f, g) est un couple involutif.
Preuve : Par (G3), on a f(X) ⊆ fgf(X) et X ⊆ fg(X) donc, par antitonie de f ,
f(X) ⊇ fgf(X). La preuve pour gfg(X ′) = g(X ′) est similaire.
⊓⊔
The´ore`me 1.42 ([O¨re44]) Toute correspondance de Galois18 (f, g) entre deux treil-
lis complets T et T ′ de´finit un isomorphisme dual entre les treillis complets des sous-
ensembles ferme´s de T et T ′.
Preuve : La condition (G3) de´ﬁnit deux fermetures ϕ et ψ sur T et T ′ respectivement,
avec l’idempotence obtenue graˆce a` la proposition 1.41. Graˆce a` cette meˆme proposition,
on sait que les ensembles ferme´s de T et de T ′ sont de la forme g(X ′) et f(X), resp. De
plus, les correspondances g(X ′) → fg(X ′) et f(X) → gf(X) sont inverses ; on a donc
une correspondance bijective. La dualite´ provient de l’antitonie de f et g.
⊓⊔
Remarque 1.43 Lorsque la correspondance de Galois est entre deux ensembles ordonne´s
qui ne sont pas des treillis, les sous-ensembles ferme´s dualement isomorphes ne sont pas
obligatoirement des treillis. Par exemple, si on conside`re le couple d’application (f, g)
de´ﬁni dans le tableau 1.3 entre les deux ensembles ordonne´s P et P ′ de la ﬁgure 1.8, on
obtient comme sous ensemble de ferme´s l’ensemble ordonne´ de la ﬁgure 1.9.
Exemple 1.44 (Tire´ d’un exercice de [Bir67]) Soit ρ une relation binaire entre les
e´le´ments de deux treillis complets T et T ′ telle que :
– (x, y) ∈ ρ, t ≤ x et u ≤ y impliquent (t, u) ∈ ρ ;





18H. Crapo a montre´ dans [Cra82] qu’il suffisait que le couple (f, g) soit involutif (i.e. ve´rifie fgf = f
et gfg = g) pour qu’il existe une sous-structure de T et une de T ′ isomorphes (voir aussi la section 1.5.3
sur les correspondances de Benado).






Fig. 1.7: Illustration d’une correspondance de Galois (f, g).
x 1 2 3 4 5 6 7 8 9
f(x) α ǫ α δ α µ ρ α ρ
y α β γ δ ǫ µ ν ξ ρ
g(y) 1 2 6 4 2 6 7 7 7

















Fig. 1.8: Ensembles ordonne´s P et P ′.









Fig. 1.9: Sous-ensemble des ferme´s de (f, g).
On pose xρ = {y ∈ T ′ : (x, y) ∈ ρ} et ρy = {x ∈ T : (x, y) ∈ ρ}. Soient f : T → T ′ et
g : T ′ → T deux applications de´ﬁnies par f(x) = sup(xρ) et g(y) = sup(ρy). Montrons
que (f, g) est une correspondance de Galois. Soit S ⊆ T :
f(
∨
S) = sup{y ∈ T ′ : (
∨
S, y) ∈ ρ}
= sup{y ∈ T ′ : (s, y) ∈ ρ pour tout s ∈ S}
=
∧
{sup{y ∈ T ′ : (s, y) ∈ ρ} : s ∈ S}
=
∧
{f(s) : s ∈ S}
1.5.2 Re´siduation
Une application f : P → P ′ est dite re´sidue´e si elle satisfait une des conditions
suivantes :
(R1) Pour tout x′ ∈ P ′, f−1((x′]) est un ide´al principal de P ;
(R2) Il existe une application g de P ′ dans P telle que, pour tous x ∈ P, x′ ∈ P ′,
x ≤ g(x′) ⇐⇒ x′ ≥ f(x) ;
(R3) L’application f est isotone et il existe une application isotone g de P ′ dans P telle
que l’application ϕ = gf est extensive et l’application ψ = fg est contractante ;
(R4) L’application f est un ∨-morphisme complet.
L’application g de´ﬁnie par les conditions (R2) ou (R3) est dite re´siduelle. La ﬁgure
1.10 illustre la condition (R1), qui dit que pour une application re´sidue´e, les ide´aux prin-
cipaux sont pre´serve´s (les ﬁltres principaux dans le cas d’une re´siduelle). Cette meˆme













Fig. 1.10: Illustration d’un couple (f, g) d’application re´siduee´e / re´siduelle .
condition permet de situer les applications re´sidue´es par rapport aux applications iso-
tones, pour lesquelles, comme nous l’avons vu dans la section 1.2.4, l’image inverse d’un
ide´al principal est une partie commenc¸ante. Il est trivial de remarquer que :
Proposition 1.45 Une application f de P dans P ′ est re´sidue´e si et seulement si f est
une application galoisienne de P dans P ′d.
Les notions d’application re´siduelle, re´sidue´e, galoisienne et de correspondance de Ga-
lois entre deux ensembles ordonne´s sont e´quivalentes. On peut alors se demander, a` la
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suite de [Bly84], “what it is that residuated mappings have to oﬀer that Galois connec-
tions do not”19. Une premie`re re´ponse est simple : les applications re´sidue´es (re´siduelles)
se composent. Ainsi, soient f : E → E ′ et f ′ : E ′ → E ′′ deux applications re´sidue´es (avec
g et g′ les re´siduelles associe´es) alors f ′ ◦ f : E → E ′′ est aussi re´sidue´e et la re´siduelle
associe´e est g ◦ g′. De plus, si f et f ′ sont deux applications re´sidue´es, alors, graˆce a` (R4),
f ∨ f ′ est aussi une application re´sidue´e. L’ensemble des applications re´sidue´es est donc
un ∨-demi-treillis ayant un minimum, et donc est un treillis, isomorphe au treillis des
applications galoisiennes en utilisant la proposition 1.45.
Exemple 1.46 (Tire´ de [Bly84]) Soient E un ensemble non vide, et R une relation
binaire sur E. Conside´rons l’application ξR : P(E)→ P(E) de´ﬁnie par ξR(A) = {y ∈ E :
∃x ∈ A : xRy} pour tout A ⊆ E. Soient Rd la relation duale de R, et i : P(E)→ P(E)
l’application antitone telle que i(A) = E − A pour tout A ⊆ E. Alors ξR est re´sidue´e et
la re´siduelle associe´e est ςR = i ◦ ξRd ◦ i (on a, pour tout B ⊆ E, ςR(B) = {x ∈ E : ∀y ∈
B, (x, y) ∈ R}).
Il est maintenant facile de montrer qu’une application η : P(E)→ P(E) est re´sidue´e
si et seulement si elle est de la forme ξR pour une certaine relation binaire R sur E.
D’abord de´ﬁnissons la relation R(η) sur E par (x, y) ∈ R(η) ⇐⇒ y ∈ η({x}). On a
alors ξR({x}) = {y ∈ E : (x, y) ∈ R(η)} = η({x}). Ainsi, si η est re´sidue´e, elle pre´serve
l’ope´ration supremum et donc η = ξR(η).
Nous avons parle´, dans le paragraphe 1.3.3, de sup-repre´sentation, en aﬃrmant que
JT , avec T treillis ﬁni, est la partie sup-ge´ne´ratrice minimum. Nous allons ici, en utilisant
une correspondance re´sidue´e / re´siduelle particulie`re, donner une autre preuve de cette
proprie´te´. En notant J l’ensemble des sup-irre´ductibles de T et M l’ensemble de ses inf-






19“ce que les applications re´sidue´es peuvent offrir par rapport aux applications galoisiennes”, traduction
libre.
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′) = ∧K ′
r2(y) = M≥y
Toutes ces applications sont isotones, pourvu que P(M) soit ordonne´ par l’ordre d’in-
clusion inverse. Comme x = ∨J≤x = ∧M≥x, ψ1 = s1r1 = s2r2 est simultane´ment extensive
et contractante. De plus, ϕ1 = r1s1 est de´ﬁni par ϕ1(A) = J≤∨A et est de fac¸on triviale
extensive, alors que ϕ2 = r2s2 est de´ﬁni par ϕ2(B) =M≥∧B et est, en assumant la dualite´
sur P(M), contractante.
Proposition 1.47 L’application s1 est une application re´sidue´e et r1 est l’application
re´siduelle associe´e ; ϕ1 est une fermeture sur P(J) et ϕ1(P(J)) est isomorphe a` T .
Preuve : Soit A ⊆ J, b ∈ T . On a s1(A) ≤ b ⇐⇒ ∨A ≤ b ⇐⇒ a ≤ b ∀a ∈ A ⇐⇒
A ⊆ r1(b) La relation de Pickert est ainsi ve´riﬁe´e pour le couple (s1, r1) d’application
re´sidue´e / re´siduelle entre (P(J),⊆) et (T,≤). ⊓⊔
1.5.3 Correspondances de Benado
A la suite de Benado [Ben73], Flament [Fla77] s’est inte´resse´ a` des correspondances
plus ge´ne´rales que les correspondances de Galois, celles-ci devant satisfaire un certain nom-
bre de conditions : antitonie des applications et extensivite´ des compositions. Nous avons
vu de plus que les correspondances re´sidue´e / re´siduelle peuvent s’obtenir par dualite´ des
correspondances de Galois. On peut donc s’interroger sur l’existence de correspondances
ne pouvant s’obtenir par dualite´.
On peut de´ﬁnir 16 types de correspondances (f, g) entre deux ensembles ordonne´s P
et P ′, suivant que f et g soient chacune isotone ou antitone, et que les compositions gf
et fg soient chacune extensive ou contractante. Nous ne nous inte´resserons qu’aux cas ou`
f et g sont de meˆme monotonie. Ces cas sont re´sume´s dans le tableau 1.4.
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Galois Benado
f et g gf fg gf fg
P, P ′ antitones extensive extensive extensive contractante
P, P ′d isotones extensive contractante extensive extensive
P d, P ′ isotones contractante extensive contractante contractante
P d, P ′d antitones contractante contractante contractante extensive
Tab. 1.4: Diverses correspondances entre deux ensembles ordonne´s (tire´ de [Fla77]).
Dans la colonne marque´e Galois, la premie`re ligne de´crit les correspondances de Galois
classiques (cf. section 1.5.1), la deuxie`me traitant de re´siduation (section 1.5.2) et les deux
dernie`res lignes pouvant facilement eˆtre obtenues par dualite´. La colonne Benado pre´sente
des correspondances qui ne se de´duisent pas par dualite´ des correspondances de Galois ;
a` la suite de Benado, nous ne parlerons que du cas ou` f et g sont antitones. Une corres-
pondance de Benado est donc une paire d’application (f, g), f : P → P ′ et g : P ′ → P ,
telle que f et g soient antitones, gf extensive et fg contractante (ce qui correspond a` la
premie`re ligne du tableau).
Un des inte´reˆts de l’e´tude des correspondances de Benado, ou plus exactement des
correspondances de Benado involutives (i.e. telles que gfg = g et fgf = f) re´side dans la
proposition suivante :
Proposition 1.48 Si (f, g) est une correspondance involutive de Benado entre P et P ′,
gf est une fermeture, fg une ouverture ; f est alors un isomorphisme dual de gf(P ) sur
fg(P ′) et g un isomorphisme dual de fg(P ′) sur gf(P ).
On retrouve de plus nombre de proprie´te´s inte´ressantes d’une correspondance de Ga-
lois. Un exemple de correspondance de Benado involutive sera utilise´e dans le chapitre
3.2.1.
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1.6 Correspondances de Galois associe´es a` une rela-
tion
“L’e´chelle des valeurs vacille sur ses bases et . . .” Je le
stoppe : “Installe toi sur une e´chelle de pompier”.
San-Antonio
Nous allons dans ce chapitre nous inte´resser a` un cas particulier de correspondances
de Galois. Nous avons vu dans le chapitre 1.5.1 que les applications galoisiennes e´taient
de´ﬁnies entre deux treillis ; nous allons conside´rer ici les treillis des parties P(E) et P(E ′)
de deux ensembles ﬁnis E et E ′. La correspondance de Galois sera ainsi associe´e a` une
relation binaire R ⊆ E × E ′, et permettra, entre autres, de mode´liser l’intension et l’ex-
tension d’un concept. Ce type de correspondance de Galois est celui le plus fre´quemment
rencontre´ en analyse des donne´es ([BMN99, Duq96c], . . .), mais son inte´reˆt va bien au-
dela` ([Rig48]), ainsi que l’aﬃrme B. Ganter : “Not only in data analysis, but also for the
structure theory of lattices, this correspondence [between formal context and complete
lattice] is worthwile to consider.”20 [Gan95].
Apre`s avoir regarde´ ce cas particulier de correspondance de Galois associe´e a` une
relation, nous verrons dans la section 1.6.2 comment celui-ci peut eˆtre re´duit et condense´
en une table binaire entre sup et inf-irre´ductibles, la table re´duite. Une bre`ve pre´sentation
de divers algorithmes permettant la construction du treillis de Galois associe´ a` une relation
sera faite dans le paragraphe 1.6.3.
1.6.1 Treillis de Galois d’une relation
Soient deux ensembles ﬁnis E et E ′, et une relation binaire R ⊆ E ×E ′. Soient fR et
gR deux applications de´ﬁnies par :
fR : (P(E),⊆) → (P(E
′),⊆)
A → fR(A) =
⋂
a∈A
aR = {y ∈ E ′ : aRy pour tout a ∈ A}
20“Pas seulement en analyse des donne´es, mais aussi pour la the´orie structurelle des treillis, cette
correspondance [entre contexte formel et treillis complet] vaux la peine d’eˆtre conside´re´e”, traduction
libre.
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gR : (P(E
′),⊆) → (P(E),⊆)
B → gR(B) =
⋂
b∈B
Rb = {x ∈ E : xRb pour tout b ∈ B}
Par exemple, pour le tableau 1.5, f({C,D}) = {2, 4, 5, 10} et g({1, 3}) = {W}.On
ve´riﬁe aise´ment que le couple (fR, gR) est une correspondance de Galois
21 entre P(E) et
P(E ′), i.e. fR est une application galoisienne de P(E) dans P(E
′), et gR est l’application
galoisienne associe´e. Soient ϕ = gRfR et ψ = fRgR les fermetures associe´es ; si F est
un ferme´ par ϕ alors G = fR(F ) est un ferme´ par ψ (et F = gR(G)). On dit alors que
F × G est un rectangle maximal22 de la relation R car xRy pour tout (x, y) ∈ F × G
et, pour tout y′ ∈ E ′ − G, il existe x′ ∈ F tel que (x′, y′) ∈ R. Le sous-tableau corre-
spondant a` F × G est donc maximal au sens suivant : si on lui ajoute une ligne ou une
colonne, le sous-tableau e´tendu contiendra au moins un 0. Par exemple, si X = {D,G,L},
ϕ(X) = {D,G,L, P,W} et les rectangle maximal associe´ est {D,G,L, P,W}×{2, 3, 4, 5}.
On note Gal(E,E ′, R) l’ensemble des rectangles maximaux F ×G de R.
D’apre`s le the´ore`me 1.42, l’ensemble des ferme´s F et l’ensemble des ferme´s G sont deux
treillis duaux. Donc en ordonnant Gal(E,E ′, R) par la relation F × G ≤ F ′ × G′ ⇐⇒
F ⊆ F ′ ⇐⇒ G′ ⊆ G cet ensemble ordonne´ est un treillis, appele´ treillis de Galois,
muni des ope´rations inﬁmum et supremum suivantes :
(F ×G) ∧ (F ′ ×G′) = (F ∩ F ′)× (ψ(G ∪G′))
(F ×G) ∨ (F ′ ×G′) = (ϕ(F ∪ F ′))× (G ∩G′)
Exemple 1.49 Dans un article paru dans Molecular Ecology, Navarro et al. [NJG+99]
ont mis en e´vidence des associations entre plantes de l’espe`ce Gymnostoma et des bacte´ries
de type Frankia. On peut voir dans le tableau 1.5 la relation de pre´sence, de E =
{C,D,G, I, L,N, P,W} ensemble des plantes, vers E ′ = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17}, ensemble des bacte´ries, et dans la ﬁgure 1.11, son treillis de Ga-
lois ayant 18 e´le´ments.
21Historiquement, c’est ce type de correspondance de Galois qui a e´te´ de´couvert en premier par Birkhoff
([Bir33, Bir67]), la ge´ne´ralisation (cf. chap. 1.5.1) de ce type de correspondance e´tant due a` O¨re [O¨re44].
22Il existe de nombreuses appellations diffe´rentes pour les rectangles maximaux d’une relation : rect-
angles premiers ([Che69]), sous-matrices (comple`tes) premie`res ([Mal62, KP77]) . . .
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Pattern
Plant Species 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
C 1 1 1 1 1 1
D 1 1 1 1 1 1
G 1 1 1 1 1 1 1
I 1 1 1 1 1
L 1 1 1 1
N 1 1 1 1 1 1 1 1
P 1 1 1 1 1 1
W 1 1 1 1 1 1
Tab. 1.5: Pre´sence de la bacte´rie Frankia en fonction de la plante.
Avec la le´gende suivante : C, G. chamaecyparis ; D, G. deplancheanum ; G, G. glauces-
cens ; I, G. intermedium ; L, G. leucodon ; N, G. nodiflorum ; P, G. poissonianum ; W, G.
webbianum.
Dans la terminologie propre a` la “Formal Concept Analysis” de´velope´e a` l’Universite´
Technologique de Darmstadt (cf. [GW99]), un rectangle maximal F×G est appele´ concept
du contexte (E,E ′, R). L’ensemble F est l’extension (ensemble des individus satisfaisant
toutes les proprie´te´s de G) et G l’intension (ensemble des proprie´te´s communes aux in-
dividus de F ) du concept (F,G). La ﬁgure 1.12 est le sche´ma directeur de la “Formal
Concept Analysis”, son “e´cusson” selon les termes de Ganter ([Gan95]).
1.6.2 Table re´duite
Conside´rons a` nouveau, comme dans le chapitre pre´ce´dent, une table binaire R ⊆
E×E ′. Nous avons vu qu’on peut y associer naturellement une correspondance de Galois
(fR, gR). On peut toutefois remarquer plusieurs choses :
– les e´le´ments de E (et de E ′) qui sont en relation avec tous les e´le´ments de E ′ (resp.
de E) n’apportent aucune information pertinente ;
– parmi les e´le´ments de la meˆme classe, c.a.d. ayant les meˆmes proprie´te´s, il y a
redondance de l’information. On peut donc conserver un unique repre´sentant par
classe ;
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Fig. 1.11: Treillis de Galois de la relation de pre´sence entre Gymnostoma et Frankia.




Fig. 1.12: Sche´ma directeur de la “Formal Concept Analysis”.
– tout e´le´ment de E dont la ligne peut eˆtre obtenue comme intersection d’autres donne
une information redondante ; de meˆme pour les e´le´ment de E ′.
On a ainsi de´ﬁni trois re`gles de re´duction, qui permettent toutefois de conserver toute
l’information initiale. On appelera la table ayant subi ces trois re`gles de re´duction la table
re´duite. On a alors la proposition :
Proposition 1.50 Les treillis de Galois associe´s a` R et a` la table re´duite sont isomor-
phes.
Soit T un treillis ﬁni. On remarque aise´ment que la table RT ⊆ JT ×MT est la table la
plus re´duite possible, dont la repre´sentation matricielle est appele´e table re´duite du treil-
lis T . Les proprie´te´s de cette table re´duite vont meˆme plus loin, car, comme l’a prouve´
[Bar65], on a :
The´ore`me 1.51 ([Bar65]) Tout treillis fini T est isomorphe au treillis de Galois de sa
table re´duite RT .
Exemple 1.52 [suite de l’exemple 1.49] Dans le tableau 1.5, il y a par exemple la colonne
5 qui correspond a` la premie`re condition ; les colonnes 12 et 14 sont pre´sentes sur les meˆmes
plantes, on peut donc se´lectionner un seul repre´sentant de cette classe. La ligne L est une
illustration de la troisie`me condition, car intersection des lignes P et W . La table re´duite
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est donne´e dans le tableau 1.6.
Pattern
Plant Species 1 2 3 4 6 9 10 12 13 15
C 1 1 1 1
D 1 1 1 1 1
G 1 1 1 1 1 1
I 1 1 1 1
N 1 1 1
P 1 1 1 1
W 1 1 1 1
Tab. 1.6: Table re´duite de la table 1.5.
1.6.3 Quelques algorithmes de construction du treillis de Galois
Le proble`me de calcul des ferme´s d’un treillis est complexe. En eﬀet, un algorithme
naif cherchant a` eﬀectuer le calcul des e´le´ments d’un treillis consisterait a` e´nume´rer P(E),
calculer la fermeture de chaque partie et ve´riﬁer s’il s’agit d’un ferme´. Cet algorithme est
bien sur tre`s couteux, de complexite´ O(|P(E)|), or E est un ensemble ge´ne´ralement grand
(dans le cas d’une base de donne´es, par exemple).
Les algorithmes sont essentiellement divise´s en deux grandes cate´gories : ceux ne´-
cessitant seulement l’utilisation des fermetures ϕ et ψ (par exemple l’algorithme de Ganter
[Gan84, GR91], l’algorithme APREM [Tao00], celui de Nourine et Raynaud [NR99]) et
ceux travaillant avec les applications galoisiennes fR et gR (cas d’un contexte). Parmi ces
derniers, on peut distinguer les algorithmes fonctionnant de manie`re non incre´mentale23
(algorithme de Chein/Malgrange [Che69], algorithme de Bordat [Bor86]) et les algorithmes
incre´mentaux (Norris [Nor78], Godin et al. [GMA95], Missikoﬀ et al. [MS89], Carpineto
et Romano [CR96], AGIC [Tao00]). Parmi tous ces algorithmes, on peut distinguer celui
23Un algorithme est dit incre´mental si l’ajout d’un nouvel e´le´ment a` classer n’oblige pas a` recal-
culer entie`rement le treillis. Le calcul d’un nouvel e´tat se fait donc en fonction des e´tats pre´ce´dents.
L’incre´mentalite´, dans le contexte de construction de structures hie´rarchiques, est la capacite´ d’acque´rir
les donne´es a` la suite, une apre`s l’autre, et d’adapter la structure existante plutoˆt que de recommencer
sa construction de zero.
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de Ganter, fonctionnant graˆce a` un ordre lexicographique24, ou encore celui de Bordat,
qui est un des rares a` construire simultane´ment les ferme´s du treillis et le diagramme de
leur relation d’ordre. Une e´tude de´taille´e et compare´e de certains de ces algorithmes est
faite dans [Gue´90] ou dans [KO01]. Il en existe certains permettant de trouver l’ensemble
des implications ou encore la base canonique25 ([TB01, Duq96a])
Les algorithmes de construction de treillis, dans leur forme initiale, s’appliquent ex-
clusivement a` une table binaire. Cette condition risquant d’eˆtre trop contraignante pour
les applications re´elles, il existe diverses approches :
– par application directe : on e´tend la notion de correspondance de Galois sur des
structures plus riches ([DV93]) ;
– par codage : des descriptions plus complexes sont ramene´es a` des tables boole´ennes
([Wil88]). Nous reprennons cette approche dans le chapitre 3, en utilisant des con-
traintes sur la table binaire.
En re´sumant, et en reprennant les termes de [Val99], la construction des treillis de
Galois est une technique de regroupement :
– objective : elle comporte tous les groupes d’individus qui satisfont une condition
(celle de la fermeture) ;
– exacte : tous ces diﬀe´rents algorithmes arrivent a` la meˆme structure, elle ne de´pend
pas du choix de l’utilisateur et des biais des algorithmes.
24Un ordre lexicographique est tel que (x1, . . . , xp) < (x
′
1, . . . , x
′
q) si et seulement s’il existe i tel que
xj = x
′
j pour tout j < i, et xi < x
′
i.
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Les familles de Moore, conjointement avec la notion e´quivalente d’espaces de ferme-
ture, constituent un objet fondamental dans de nombreux domaines aussi bien the´oriques
qu’applique´s, dont on pourra trouver une liste dans l’introduction de [CM02]. Parmi ceux-
ci, on peut noter la logique, les bases de donne´es relationnelles, l’analyse des donne´es (dont
la classiﬁcation) ainsi que les mathe´matiques lie´es aux sciences sociales. Il y a ainsi un
besoin d’ame´lioration des connaissances de telles structures, plus particulie`rement pour
les types particuliers ayant un rapport avec des domaines d’application (par exemple, les
familles de Moore hie´rarchiques en classiﬁcation). Les relations entre les formalisations
diverses d’un seul et meˆme concept sont particulie`rement inte´ressantes ; elles constituent
une des contributions les plus importantes de l’article de Caspard et Monjardet ([CM02]).
Dans celui-ci, outre les familles de Moore et les ope´rateurs de fermeture sur un ensem-
ble ﬁni S, un type de relation binaire sur P(S) est e´tudie´, les fameux syste`mes implicatifs
complets ([GD86], pour des de´veloppements re´cents, on peut voir [GW99]), qui sont aussi
e´quivalents aux espaces de fermeture. Il y a de bonnes raisons pour mettre en valeur de
telles structures implicatives ; elles correspondent a` des conside´rations logiques naturelles,
et leur e´tude a apporte´ de nombreux re´sultats. Dans le domaine de la classiﬁcation, un
autre type de relations binaires sur P(S), les relations d’emboˆıtement, ont e´te´ introduites
par Adams ([Ada86]) comme instrument aﬁn de justiﬁer et d’expliquer les proprie´te´s de
sa me´thode de consensus sur les arbres de classiﬁcation (les hie´rarchies) sur S. Adams a
montre´ que cette me´thode, propose´e en 1972, est en fait un consensus strict (unanime1) sur
les emboˆıtements. Les relations d’emboˆıtement constituent, parmi de nombreux autres,
une me´thode aﬁn de formaliser de tels arbres (on peut voir [Vac94, Lec98]), et Adams a
e´tabli une bijection entre les hie´rarchies et les relations d’emboˆıtement, qu’il a caracte´rise´es
par une se´rie d’axiomes.
Avec des modiﬁcations mineures (l’ajout de l’ensemble vide) par rapport a` la de´ﬁnition
standard (rappele´e dans la section 2.2.1 ci dessous), les hie´rarchies sont des familles
de Moore d’un certain type. On peut alors le´gitimement se poser la question de la
ge´ne´ralisation des emboˆıtements d’Adams a` tout espace de fermeture. Une telle ge´ne´rali-
1On parle de consensus strict (ou unanime) lorsque, pour un profil de relations d’emboˆıtement, on ne
conserve pour la relation d’emboˆıtement consensus que les paires pre´sentes dans chacune des relations du
profil.
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sation de relations binaires sur P(S) est obtenue ici. Nous les avons appele´es les relations
d’emboˆıtements ge´ne´ralise´es. Aﬁn de simpliﬁer la terminologie, nous utiliserons dans la
suite le terme de relation d’emboˆıtement hie´rarchique pour le type de relation de´ﬁnie
par Adams sur les hie´rarchies, et simplement celui de relation d’emboˆıtement pour notre
ge´ne´ralisation.
Le propos de ce chapitre est double : d’un coˆte´, les relations d’emboˆıtement ge´ne´rali-
se´es ont e´te´ introduites comme une me´thode e´quivalente aﬁn de formaliser l’ide´e commune
aux familles de Moore, aux fermetures et aux syste`mes implicatifs complets, et leurs pro-
prie´te´s ont e´te´ e´tudie´es. D’un autre coˆte´, nos nouvelles connaissances sur ces structures
sont applique´es aﬁn d’ame´liorer et de comple´ter l’e´tude des sche´mas de classiﬁcation :
dans ce domaine, d’autres types de familles de Moore sont associe´s aux ensembles de
classes par certains coeﬃcients de dissimilarite´ ([BB01]).
Ce chapitre est organise´ comme suit. La section 2.1 rappelle quelques faits essentiels
sur les ensembles quasi-ferme´s et les syste`mes implicatifs complets sur S. La section 2.2
redonne les de´ﬁnitions des hie´rarchies, classiques et modiﬁe´es (avec leur ge´ne´ralisation
par les hie´rarchies faibles) et des emboˆıtements hie´rarchiques. La de´ﬁnition axiomatique
des relations d’emboˆıtement sur S, commence´e dans la section 2.2, est comple´te´e dans
la section 2.3, et l’e´quivalence entre espaces de fermeture et relations d’emboˆıtement est
alors e´tablie. Nous montrons aussi clairement que la relation d’emboˆıtement hie´rarchique
d’Adams est un cas particulier des relations d’emboˆıtement. Dans la section 2.4, une
bijection directe entre syste`mes implicatifs complets et emboˆıtements est obtenue graˆce
a` une correspondance de Galois simple ; alors, inspire´s par les re´sultats de Guigues et
Duquenne ([GD86]) sur l’existence d’une base canonique d’implications, nous avons initie´
un travail similaire pour la relation d’emboˆıtement. Une “base d’emboˆıtement” est ainsi
obtenue, en relation avec une des relations ﬂe`ches associe´es a` tout treillis ﬁni. La section
2.5 est un retour a` la classiﬁcation. Munis des outils de´veloppe´s dans la section pre´ce´dent,
nous donnons une preuve simple et directe du re´sultat d’Adams. Nous explicitons ensuite
la forme des bases canoniques des familles de Moore hie´rarchiques (faibles), et nous ca-
racte´risons la base canonique des hie´rarchies. A part pour le cas distributif, ce travail a
e´te´ fait pour tre`s peu de type de treillis. Dans notre conclusion, nous examinons quelques
utilisations possibles de ces re´sultats et posons quelques proble`mes ouverts.
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2.1 Implications et syste`mes implicatifs
2.1.1 Ensemble quasi-ferme´
Soient F une famille de Moore sur un ensemble S, ϕF la fermeture associe´e. On note
par M l’ensemble des familles de Moore sur S. Un ensemble Q ⊆ S est dit quasi-ferme´
si Q ∈ F et F + {Q} ∈ M, et est un ensemble F -quasi-ferme´ si Q est quasi-ferme´ et
ϕF(Q) = F . Un ensemble C ⊆ S est critique s’il existe F ∈ F tel que C est un ensemble
F -quasi-ferme´ minimal.






Fig. 2.1: Treillis hie´rarchique sur un ensemble de cinq e´le´ments.
Exemple 2.1 Les ensembles quasi-ferme´s de la ﬁgure 2.1 sont 13, 14, 15, 23, 24, 34, 35,
123, 124, 125, 1245, 1345, 2345. L’ensemble des e´le´ments critiques (quasi-ferme´s mini-
maux) est
– 13, 14, 15, 23, 24, 25 ayant comme fermeture 12345 ;
– 34, 35 ayant comme fermeture 345.
On a la proprie´te´ suivante :
Proposition 2.2 Soit F une famille de Moore et F c = P(S)−F la famille comple´men-
taire de F dans P(S). Pour tout A ⊆ S, si A ∈ minF c alors A est un quasi-ferme´ de F
et donc est un e´le´ment critique de F .
Preuve : Si A ∈ minF c alors (F + {A}) est e´galement une famille de Moore. En eﬀet,
tout F ∈ F ve´riﬁe (F ∩A) ⊆ A, et donc A ∈ minF c implique (F ∩A) ∈ F + {A}. A est
minimal, donc est un e´le´ment critique. ⊓⊔
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On peut trouver diverses caracte´risations des ensembles quasi-ferme´s dans [CM02].
2.1.2 Syste`mes implicatifs
Nous introduisons ici une troisie`me notion, e´quivalente2 aux deux fermetures et familles
de Moore, et appele´e syste`mes implicatifs complets. Soit S un ensemble ﬁni. Un syste`me
implicatif Σ sur S est une relation binaire sur P(S) : Σ ⊆ P(S) × P(S). Si (A,B) ∈ Σ,
on note A →Σ B ou A → B s’il ne peut y avoir de confusion. On dit que A implique
B ou que A → B est une implication3 (de Σ). La notion d’implication correspond a` des
conside´rations logiques simples : dans le cas d’implications entre individus par exemple, en
reprennant l’exemple 1.49 d’e´cologie microbienne, on obtient que toute classe contenant
D contient G, i.e. tous les attributs posse´de´s par D le sont par G. Un autre exemple est
[Duq95], dans lequel l’auteur e´tudie les possessions de paysans javanais, et obtient ainsi
les implications te´le´vision → matelas → ve´lo, i.e. ceux qui ont une te´le´vision ont aussi un
matelas, et ceux qui ont un matelas ont un ve´lo.
Un syste`me implicatif complet est un syste`me implicatif satisfaisant les conditions sui-
vantes :
(S1) B ⊆ A implique A→ B ;
(S2) pour tous A,B,C ⊆ S, A→ B et B → C impliquent A→ C (transitivite´) ;
(S3) pour tous A,B,C,D ⊆ S, A→ B et C → D impliquent A ∪ C → B ∪D.
Un syste`me implicatif complet peut donc eˆtre vu comme un pre´ordre sur P(S), compatible
avec ⊇ et union stable.
2Il existe en fait de nombreuses notions e´quivalentes aux fermetures et aux familles de Moore. Outre
les relations d’emboˆıtement de´veloppe´es dans ce chapitre, on peut citer, parmis les plus ce´le`bres, les ordres
colore´s [Nou00] et les antichaˆınes maximales [Nou00, MN96]. Une antichaˆıne est un ensemble ordonne´
ne contenant aucune paire d’e´le´ments comparables, et elle est maximale si elle n’est pas strictement
contenue dans une autre. En de´finissant une relation d’ordre sur ces antichaˆınes (par A < B si, pour
tout y ∈ B − A, il existe x ∈ A tel que y ≤ x), on obtient que tout treillis est isomorphe au treillis des
antichaˆınes maximales d’un ensemble ordonne´. On trouvera dans B. Monjardet, The presence of lattice
theory in discrete problems of mathematical social sciences. Why ?, a` paraˆıtre, une de´finition des ordres
colore´s ainsi que de nombreux autres cryptomorphismes.
3On trouve aussi parfois le terme de de´pendance fonctionnelle [DLM92, Mar73].
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Remarque 2.3 On dit que A→ B est une implication e´le´mentaire si |B| = 1, et on peut
remarquer que toute implication A → B est e´quivalente a` la conjonction d’implications
e´le´mentaires A→ x, avec x ∈ B, graˆce aux proprie´te´s (S1)-(S3).
Armstrong ([Arm74]) a montre´ qu’il existait une bijection entre les ope´rateurs de fer-
meture et les syste`mes implicatifs complets. Un syste`me implicatif Σϕ est associe´ a` toute
fermeture ϕ sur S par A → B ∈ Σϕ si et seulement si B ⊆ ϕ(A). Ce syste`me implicatif
est complet :
Proposition 2.4 Soit ϕ une fermeture S. Le syste`me implicatif Σϕ = {A → B : B ⊆
ϕ(A)} est un syste`me implicatif complet.
Preuve : Si B ⊆ A alors B ⊆ ϕ(A) et donc A → B. Pour la transitivite´, A → B
et B → C impliquent B ⊆ ϕ(A) et C ⊆ ϕ(B), d’ou`, par (F1) et (F3), ϕ(B) ⊆ ϕ(A).
On a C ⊆ ϕ(A) donc A → C. Pour la proprie´te´ (S3), A → B,C → D ⇐⇒ B ⊆
ϕ(A), D ⊆ ϕ(C) d’ou` B ∪D ⊆ ϕ(A)∪ϕ(C) et ϕ(A) ⊆ ϕ(A∪C), ϕ(C) ⊆ ϕ(A∪C). Donc
B ∪D ⊆ ϕ(A ∪ C) i.e. A ∪ C → B ∪D.
⊓⊔
Inversement, une famille de Moore4 F[Σ] (et, donc, une fermeture ϕ[Σ]) est associe´e a`
tout syste`me implicatif complet par :
Proposition 2.5 Soit Σ un syste`me implicatif complet sur S. L’ensemble F[Σ] = {F ⊆
S : X ⊆ F et X → Y impliquent Y ⊆ F} est une famille de Moore.
Preuve : On a trivialement S ∈ F[Σ]. Soit F, F
′ ∈ F[Σ]. Si X → Y avec X ⊆ F et
X ⊆ F ′, alors X ⊆ F ∩ F ′ d’ou`, avec F, F ′ ∈ F[Σ], Y ⊆ F ∩ F
′ et F ∩ F ′ ∈ F[Σ].
⊓⊔
4En fait, on peut associer directement une fermeture ϕΣ a` tout syste`me implicatif complet Σ par
ϕΣ(A) = {X ⊆ S : X →Σ A} pour tous A ⊆ S. Inversement, on peut aussi associer a` toute famille de
Moore F un syste`me implicatif complet ΣF par ΣF = {X → Y : F
X ⊆ FY } avec FX = {F ∈ F : X ⊆
F}. Nous avons ici privile´gie´ le passage d’une fermeture a` un syste`me implicatif complet, et, inversement,
d’un syste`me implicatif complet a` une famille de Moore afin de simplifier notre propos.
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Soit Σ un syste`me implicatif complet, et F[Σ] la famille de Moore associe´e. Une implica-
tionX → Y est dite Σ-critique siX est un ensemble critique pour F[Σ] et Y = ϕ[Σ](X)−X.
Guigues et Duquenne ([GD86]) ont montre´ que l’ensemble des implications de ce type
forme la base canonique de Σ, dans le sens ou` il constitue un ensemble minimum d’impli-
cations ge´ne´rant le syste`me entier Σ graˆce a` (S1-S3).
Exemple 2.6 La base canonique lie´e a` la ﬁgure 2.1 contient 6 implications qui sont :
{13→ 245,14→ 235, 15→ 234, 23→ 145, 24→ 135, 25→ 134, 34→ 5, 35→ 4}
2.2 Hie´rarchies et emboˆıtements
2.2.1 Hie´rarchies et hie´rarchies faibles
Les hie´rarchies ont une place importante dans la litte´rature en classiﬁcation, puis-
qu’elles correspondent aux arbres de classiﬁcation. Parmi les multiples formalisations de
ces objets, nous retiendrons la suivante : une hie´rarchie H sur S est un ensemble de sous-
ensembles de S (clusters) satisfaisant les conditions :
(H1) ∅ ∈ H ;
(H2) S ∈ H ;
(H3) pour tout s ∈ S, {s} ∈ H ; (fermeture des singletons)
(H4) pour h, h′ ∈ H, h ∩ h′ ∈ {∅, h, h′}. (arborescence)
Ces conditions impliquent que, pour tout A ⊆ S, il y a une classe minimum AH dans
H contenant A.
Des de´ﬁnitions e´quivalentes des hie´rarchies apparaissent dans la litte´rature en classiﬁ-
cation : une hie´rarchie peut eˆtre de´ﬁnie comme l’ensemble des triplets st/u d’e´le´ments de
S tels que {s, t}H ⊂ {s, t, u}H.De tels ensembles de triplets ont e´te´ caracte´rise´s par Colo-
nius et Schultze ([CS81]). De fac¸on plus ge´ne´rale, un emboˆıtement est une paire (A,B) de
sous-ensembles de S telle que AH ⊂ BH ; ainsi, une hie´rarchie est de´ﬁnie (clairement, de
fac¸on redondante) par l’ensemble de tous ses emboˆıtements.
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Fig. 2.2: Une hie´rarchie comme graphe (gauche) et comme ensemble arborescent de classes
(droite).
Ici, nous allons conside´rer des hie´rarchies modiﬁe´es, avec un axiome “oppose´” (H1’) ;
maintenant, l’ensemble vide ∅ appartient a` toute hie´rarchieH. AlorsH devient une famille
de Moore, et sera appele´e une famille de Moore hie´rarchique. On note ϕH la fermeture
associe´e a` cette famille de Moore. Une famille de Moore est hie´rarchique si les singletons
sont ferme´s (proprie´te´ (H3)) et si elle satisfait une des proprie´te´s suivantes :
(H4) ou
(H4’) Pour tout h ∈ H, |h| ≥ 1, l’ensemble {h′ ∈ H : h ⊆ h′} est totalement ordonne´
par inclusion ;
(H4”) Pour tout h ∈ H, |h| ≥ 2, les e´le´ments de H couverts par h dans le treillis
(H,⊆) forment une partition de h ;
(H4”’) Tout e´le´ment h de H, a` l’exception de ∅ et de S, est inf-irre´ductible dans le
treillis (H,⊆).
Preuve : Les implications (H4) ⇐⇒ (H4′) et (H4) ⇒ (H4′′′) sont triviales. Pour
(H4) ⇒ (H4′′), si H est arborescent, alors l’ensemble des e´le´ments maximaux de {H ′ ∈
H : H ′ ⊆ H}, qui est l’ensemble des e´le´ments couverts par H, forme une partition
de H. En eﬀet, ils sont deux a` deux disjoints (proprie´te´ d’arborescence), et comme H
est atomistique, leur union est bien H. Pour (H4′′) ⇒ (H4), par l’absurde, supposons
H1 ∩ H2 ∈ {∅, H1, H2}. Soit P1, . . . , Pk la partition de ϕH(H1 ∪ H2), il existe Pi et Pj
couverts par ϕH(H1 ∪ H2) tels que H1 ⊆ Pi et H2 ⊆ Pj. On a donc Pi ∩ Pj ⊇ H1 ∩ H2,
donc est non vide, ce qui est absurde. Pour (H4′′′)⇒ (H4), si tous les e´le´ments sont inf-
irre´ductibles, alors, pour tousH,H ′ ∈ H,H∩H ′ est, ou 0H, ou un e´le´ment inf-irre´ductible,
donc H ou H ′. ⊓⊔
2.2. HIE´RARCHIES ET EMBOIˆTEMENTS 49
L’ope´rateur de fermeture ϕH associe´ a` la famille de Moore hie´rarchique H est donne´
par ϕH(A) = AH, pour tous A ⊆ S.
Dans une hie´rarchie, deux classes sont soit disjointes, soit incluses l’une dans l’autre.
Nous dirons que H est une hie´rarchie binaire si la partition de tout e´le´ment h de H a
exactement deux classes (i.e. il y a exactement deux e´le´ments de H couverts par h). Nous
faisons re´fe´rence a` Bandelt et Dress ([BD89]) pour la ge´ne´ralisation suivante, permettant
des classes empie´tantes. Une famille de Moore W sur S est une hie´rarchie faible (ou une
quasi-hie´rarchie pour Diatta et Fichet ([DF94])) si les singletons sont ferme´s et si elle
satisfait la proprie´te´ suivante (W) :
(W) Pour tous w1, w2, w3 ∈ W, w1 ∩ w2 ∩ w3 ∈ {w1 ∩ w2, w1 ∩ w3, w2 ∩ w3}.
Bandelt et Dress ([BD89]) ont montre´ que toute classe de cardinalite´ supe´rieure ou
e´gale a` deux w d’une hie´rarchie faible W sur S est e´gale a` ϕW(st), la classe minimale
contenant s et t, avec s et t dans S. Il n’est pas diﬃcile de trouver de tels e´le´ments s et
t : soient deux classes w1 et w2, couvertes par w, et s ∈ w1−w2, t ∈ w2−w1. Maintenant,
w1, w2 ⊂ ϕW(st) impliquent que le triplet w1, w2, ϕW(st) contredit la proprie´te´ (W) ; donc
ϕW(st) = w.
Il est facile de voir qu’une hie´rarchie est une hie´rarchie faible. Les hie´rarchies faibles
contiennent d’autres types inte´ressants de mode`les de classiﬁcation, comme les pyramides
(ou pseudo-hie´rarchies pour Diatta et Fichet ([DF94])), qui sont des familles de Moore
telles que tout e´le´ment est un intervalle d’un ordre line´aire ﬁxe´ sur S. D’un autre cote´, les
hie´rarchies faibles sont des hie´rarchies k-faibles ([BB01, Bru01]), pour lesquelles l’inter-
section de k + 1 classes est e´gale a` l’intersection de k classes parmi elles. Les hie´rarchies
faibles et les hie´rarchies correspondent a`, respectivement, k = 2 et k = 1.
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2.2.2 Les relations d’emboˆıtement pour les hie´rarchies
Comme nous l’avons rappele´ pre´ce´demment, Adams conside`re dans son article paru
en 1986 une classe de relations binaires sur P(S), appele´e relations d’emboˆıtement5. Il
les utilise aﬁn de caracte´riser sa ce´le`bre me´thode de consensus sur les hie´rarchies (on
peut voir aussi [Ada72, Vac94, Lec98]). Une relation ⊂∈ ⊆ P(S) × P(S) est une rela-
tion d’emboˆıtement hie´rarchique (REH) si elle satisfait les proprie´te´s suivantes : pour tous
A,B,C ⊆ S, s ∈ S,
(OH1) A⊂∈B implique A ⊂ B ;
(OH2) A ⊂ B ⊂ C implique [A⊂∈C ⇐⇒ A⊂∈B ou B⊂∈C] ;
(HN0) ∅⊂∈{s} ;
(HN1) A ∈ {∅, {s}} implique {s}⊂∈A ∪ {s} ;
(HN2) A⊂∈C et B⊂∈C impliquent A ∪B⊂∈C ou A ∩B = ∅.
La condition (OH1) indique que seul un sous-ensemble strict peut eˆtre emboite´, et donc
que la relation ⊂∈ est asyme´trique ; (OH2) est une forme limite´e de transitivite´. La con-
dition (HN1) indique que tout singleton s’emboite dans n’importe quel sur-ensemble et
(HN2) dit que si un ensemble emboite deux ensembles, alors ou il emboite leur union, ou
ils sont disjoints.
Remarque 2.7 Dans notre version, (HN0) est ajoute´ et (HN1) est modiﬁe´ comparative-
ment a` la version d’Adams, car on prend en compte l’ensemble vide. (OH2) est aussi
modiﬁe´, et la version originale (e´quivalente) est A⊂∈B implique (i) C ⊂ A implique
C ⊂∈B ; (ii) A ⊂ C ⊂ B implique A⊂∈C or C ⊂∈B ; (iii) B ⊂ C implique A⊂∈C.
Notons par ⊂∈ la relation comple´mentaire de ⊂∈ dans P(S) × P(S) et posons, pour
tout A ⊂ S, h⊂∈ (A) = {s ∈ S : A⊂∈A∪{s}}. On peut remarquer que h⊂∈ (∅) = ∅, s ∈ A
implique A⊂∈A ∪ {s} et donc, h⊂∈ ({s}) = {s} et h⊂∈ (S) = S. Le re´sultat principal
d’Adams est :
The´ore`me 2.8 ([Ada86]) Une REH ⊂∈H est associe´e a` toute hie´rarchie H par A⊂∈HB
5Cette terminologie est issue de la traduction directe de celle utilise´e par Adams (nesting relation).
Dans la suite de cette the`se, nous utiliserons plutoˆt le terme de relation d’emboˆıtement hie´rarchique.
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si et seulement si A ⊂ B et ϕH(A) ⊂ ϕH(B). Inversement, e´tant donne´ une REH ⊂∈ ,
l’ensemble H⊂∈ = {h⊂∈ (A) : A ⊆ S} est une famille de Moore hie´rarchique sur S. Les
deux transformations pre´ce´dentes sont inverses l’une de l’autre.
Les proprie´te´s (OH1) et (OH2) sont ve´riﬁe´es de`s que A⊂∈B signiﬁe A ⊂ B et ϕH(A) ⊂
ϕH(B) ; c’est trivial pour (OH1) et, dans le chapitre suivant, nous le de´montrerons pour
(OH2) dans un cadre plus ge´ne´ral. La proprie´te´ (HN0) provient du fait que l’ensemble
vide est ferme´ par ϕH. La condition (HN1) signiﬁe que tout singleton (ensemble ayant un
seul e´le´ment) est ferme´ par ϕH, ce qui implique l’atomisticite´ du treillis (H,⊆), et (HN2)
est en relation avec la condition (H4) (cf. section 2.5.1). La question maintenant est de
savoir si, en les remplac¸ant par des axiomes plus faibles (ou diﬀe´rents), nous aurions une
correspondance avec des familles de Moore plus ge´ne´rales (ou diﬀe´rentes). Une re´ponse
positive est donne´e dans le chapitre suivant.
2.3 Fermetures et emboˆıtements
Dans cette section, nous de´ﬁnissons les relations d’emboˆıtement (ge´ne´ralise´es) avant
de montrer qu’elles ge´ne´ralisent les relations d’emboˆıtement d’Adams, et enﬁn nous e´ta-
blissons une bijection entre fermetures et emboˆıtements.
2.3.1 La relation d’emboˆıtement associe´e a` un espace de ferme-
ture
Soit (S, ϕ) un espace de fermeture, et ⊂∈ ϕ la relation binaire sur P(S) de´ﬁnie par :
A⊂∈ ϕB si A ⊂ B et ϕ(A) ⊂ ϕ(B) pour tous A,B ⊆ S
Proposition 2.9 La relation binaire ⊂∈ ϕ satisfait (OH1), (OH2) et la proprie´te´ suivante,
pour tous A,B,C ⊆ S :
(OH3) pour tous A,B ⊆ S,A⊂∈ ϕA ∪B ⇒ A ∩B⊂∈ ϕB
Preuve : La proprie´te´ (OH1) est satisfaite par ⊂∈ ϕ par de´ﬁnition. Pour (OH2), soit
A,B,C ⊆ S tels que A ⊂ B ⊂ C. Si B⊂∈ ϕC, on a ϕ(A) ⊆ ϕ(B) ⊂ ϕ(C) et donc,
A⊂∈ ϕC. De la meˆme fac¸on, A⊂∈ ϕB implique A⊂∈ ϕC. Inversement, si A⊂∈ ϕC avec A ⊂
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B ⊂ C, alors ϕ(A) ⊆ ϕ(B) ⊆ ϕ(C), avec une de ces inclusions qui doit eˆtre stricte, car
ϕ(A) ⊂ ϕ(C), et alors A⊂∈ ϕB ou B⊂∈ ϕC.
Pour (OH3), si A⊂∈ ϕA ∪ B alors A ⊂ A ∪ B donc A ∩ B ⊂ B. Si on suppose que
ϕ(A ∩ B) = ϕ(B), on a B ⊆ ϕ(B) = ϕ(A ∩ B) ⊆ ϕ(A) ∩ ϕ(B) donc ϕ(B) ⊆ ϕ(A) et
alors ϕ(A)∪ϕ(B) = ϕ(A). Ainsi ϕ(ϕ(A)∪ϕ(B)) = ϕ(A) ⊂ ϕ(A∪B), ce qui contredit la
proprie´te´ d’inde´pendance de chemin. D’ou` A ∩B⊂∈ ϕB. ⊓⊔
Cette proposition justiﬁe la de´ﬁnition suivante : une relation binaire ⊂∈ sur P(S) est
une relation d’emboˆıtement6 sur S ve´riﬁant les proprie´te´s
(OH1) A⊂∈B implique A ⊂ B ;
(OH2) A ⊂ B ⊂ C implique [A⊂∈C ⇐⇒ (A⊂∈B ou B⊂∈C)] ;
(OH3) pour tous A,B ⊆ S,A⊂∈ ϕA ∪B ⇒ A ∩B⊂∈ ϕB.
Dans la proposition suivante, nous donnons une condition alternative a` la condition
(OH3), avant de montrer que c’est un aﬀaiblissement de la condition d’Adams (HN2), et
donc que toute relation d’emboˆıtement hie´rarchique est une relation d’emboˆıtement :
Proposition 2.10 Quand la proprie´te´ (OH2) est ve´rifie´e, la proprie´te´ (OH3) est e´qui-
valente a` la proprie´te´ suivante :
(OH3′) A⊂∈C et B⊂∈C impliquent A ∪B⊂∈C ou A ∩B⊂∈A
Preuve : Supposons (OH3’). Conside´rons A,B ⊆ S tels que A⊂∈A∪B et montrons que
a∩B⊂∈B. Si A∩B ⊂ A ⊂ A∪B alors A∩B⊂∈A∪B, et, ainsi, A∩B⊂∈B ou B⊂∈A∪B.
Pour le dernier cas, par (OH3’), on a A∪B⊂∈A∪B, ce qui est impossible, ou A∩B⊂∈B,
ce qui termine cette partie de la preuve. Si on n’a pas A∩B ⊂ A ⊂ A∪B, alors A ⊂ B (le
cas A = B est impossible car on suppose que A⊂∈A∪B), d’ou` A∩B = A⊂∈A∪B = B.
Inversement, supposons que (OH3) est ve´riﬁe´e. Soient A⊂∈C,B⊂∈C et A ∩ B⊂∈A. Si
B = A ∪B, alors A ∪B⊂∈C. Sinon, par (OH3), B⊂∈A ∪B avec B ⊂ A ∪B ⊂ C (le cas
6Nous avons propose´, comme terminologie anglaise, le terme d’overhanging relation, car celui de nesting
(emboˆıtement) risquait de cre´er des confusions. L’ide´e est qu’un sous-ensemble A de S de´pends (hangs)
de sa fermeture ϕ(A). Ainsi, si A ⊂ B, on a soit ϕ(A) = ϕ(B), soit ϕ(A) ⊂ ϕ(B) ; dans le second cas, on
dit que B surplombe (overhangs) A.
2.3. FERMETURES ET EMBOIˆTEMENTS 53
A ∪B = C est impossible car on aurait B⊂∈A ∪B) donc, par (OH2), A ∪B⊂∈C.
⊓⊔
Proposition 2.11 Une relation d’emboˆıtement hie´rarchique est une relation d’emboˆıte-
ment.
Preuve : Il suﬃt de montrer que (HN2) implique (OH3’). Pour tous A,B ⊆ S, si
A ∩B = ∅, alors A⊂∈C et B⊂∈C impliquent, par (HN2), A ∪B⊂∈C, CQFD.
⊓⊔
Exemple 2.12 La relation d’emboˆıtement associe´e au treillis de la ﬁgure 2.3 est, outre
l’ensemble vide qui est emboite´ dans tout sur-ensemble :
a⊂∈ ab b⊂∈ ab c⊂∈ ac d⊂∈ ad ab⊂∈ abd cd⊂∈ acd
a⊂∈ ac b⊂∈ bc c⊂∈ bc d⊂∈ bd ab⊂∈ abcd cd⊂∈ bcd
a⊂∈ ad b⊂∈ bd c⊂∈ cd d⊂∈ abd ac⊂∈ acd cd⊂∈ abcd
a⊂∈ abc b⊂∈ abc c⊂∈ abc d⊂∈ acd ac⊂∈ abcd abc⊂∈ abcd
a⊂∈ abd b⊂∈ abd c⊂∈ acd d⊂∈ bcd bc⊂∈ bcd
a⊂∈ acd b⊂∈ bcd c⊂∈ bcd d⊂∈ abcd bc⊂∈ abcd






Fig. 2.3: Un exemple de treillis L.
2.3.2 D’une relation d’emboˆıtement a` une fermeture
Maintenant, nous conside´rons une relation d’emboˆıtement ⊂∈ , qui est une relation
binaire sur P(S) satisfaisant les proprie´te´s (OH1-OH3). De la meˆme fac¸on que dans la
section 2.2.2, nous associons a` ⊂∈ une application ϕ⊂∈ par
ϕ⊂∈ (A) = {s ∈ S : A⊂∈A ∪ {s}}
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pour tous A ⊆ S. Dans la suite, ϕ⊂∈ sera e´crit ϕ. Dans cette section, nous allons
maintenant de´montrer que ϕ est une fermeture. E´tablissons d’abord quelques proprie´te´s
ve´riﬁe´es par les relations d’emboˆıtement.
Proposition 2.13 A⊂∈B pour tout B ⊆ S tel que A ⊆ B ⊆ ϕ(A).
Preuve : Le re´sultat est vrai si |ϕ(A) − A| ≤ 1 par de´ﬁnition de ϕ. Conside´rons un
sous-ensemble B de ϕ(A) tel que A ⊂ B et A⊂∈B. Soit s ∈ ϕ(A) − B. Si A⊂∈B ∪ {s},
alors, en appliquant (OH2) a` A ⊂ B ⊂ B ∪ {s}, avec A⊂∈B, on obtient B⊂∈B ∪ {s}.
Ainsi, par (OH3), A⊂∈A ∪ {s}, ce qui est impossible. On a donc A⊂∈B ∪ {s}, ce qui
ache`ve la de´monstration.
⊓⊔
Proposition 2.14 s ∈ ϕ(A) implique A⊂∈ϕ(A) ∪ {s}.
Preuve : Ce re´sultat est trivial si A = ϕ(A). Sinon, on a A ⊂ A ∪ {s} ⊂ ϕ(A) ∪ {s},
avec A⊂∈A ∪ {s}. En appliquant (OH2), on a A⊂∈ϕ(A) ∪ {s}.
⊓⊔
Nous allons dans la proposition suivante ge´ne´raliser la proposition 2.14 a` tout ensem-
ble :
Proposition 2.15 B ⊆ ϕ(A) implique A⊂∈ϕ(A) ∪B.
Preuve : Si A = ϕ(A), alors, si |B−A| > 1, on a, pour tout s ∈ B−A, A ⊂ A∪{s} ⊂
A ∪ (B − A) et A⊂∈A ∪ {s}, donc, par (OH2), A⊂∈A ∪B.
Sinon, si A ⊂ ϕ(A), on a A ⊂ A∪(B−ϕ(A)) ⊂ ϕ(A)∪(B−ϕ(A)) et A⊂∈A∪(B−ϕ(A)).
En choisissant s ∈ B − ϕ(A) et en appliquant (OH2) a` A ⊂ A ∪ {s} ⊂ A ∪ (B − ϕ(A)),
on a A⊂∈A ∪ {s}. Alors, A⊂∈ϕ(A) ∪ (B − ϕ(A)) = ϕ(A) ∪B.
⊓⊔
Munis de ces trois propositions, nous pouvons maintenant e´tablir le fait que l’appli-
cation ϕ associe´e a` toute relation d’emboˆıtement comme ci-dessus est une fermeture sur
P(S).
2.4. IMPLICATIONS ET EMBOIˆTEMENTS 55
The´ore`me 2.16 Soit ⊂∈ une relation d’emboˆıtement. L’application ϕ de´finie par ϕ(A) =
{s ∈ S : A⊂∈A ∪ {s}} pour tout A ⊆ S est une fermeture sur P(S).
Preuve : L’extensivite´ de ϕ est triviale car, si s ∈ A, A = A ∪ {s} d’ou` A⊂∈A ∪ {s}.
Pour l’idempotence, soit s ∈ S tel que s ∈ ϕ(A), et s ∈ ϕ2(A), i.e. ϕ(A)⊂∈ϕ(A) ∪ {s}.
Ainsi A⊂∈ϕ(A) (proposition 2.13), ϕ(A)⊂∈ϕ(A)∪{s} et A⊂∈ϕ(A)∪{s} (proposition 2.14)
contredisent (OH2). Donc de tels e´le´ments s ne peuvent pas exister et ϕϕ(A) = ϕ(A).
Pour l’isotonie de ϕ, soient A,B ⊆ S avec A ⊂ B et s ∈ ϕ(A) (le cas A = B est trivial). Si
s ∈ ϕ(B), on a B⊂∈B∪{s} = B∪(A∪{s}), d’ou`, par (OH3), (A∪{s})∩B = A⊂∈A∪{s},
ce qui est absurde.
⊓⊔
Pour ﬁnir ce paragraphe, conside´rons un ope´rateur de fermeture ϕ sur P(S) et la re-
lation d’emboˆıtement associe´e ⊂∈ ϕ, comme de´crit dans la section 2.3.1. Alors, pour tout
A ⊆ S, les e´le´ments de ϕ(A)− A sont exactement les s ∈ S tels que A⊂∈A ∪ {s}. Ainsi,
utiliser l’application ⊂∈ → ϕ⊂∈ de´ﬁnie pre´ce´demment sur ⊂∈ ϕ permet de retrouver la
fermeture initiale ϕ. Finalement, on a :
The´ore`me 2.17 Les applications ϕ → ⊂∈ ϕ et ⊂∈ → ϕ⊂∈ sont deux bijections in-
verses l’une de l’autre entre l’ensemble des fermetures sur S et l’ensemble des relations
d’emboˆıtements sur S.
2.4 Implications et emboˆıtements
Conside´rons un espace de fermeture (S, ϕ). Dans les sections 2.1.2 et 2.3.1, deux rela-
tions binaires ont e´te´ associe´es a` cet espace :
– un syste`me implicatif complet Σ (i.e. une relation binaire ve´riﬁant (S1-S3)) ;
– une relation d’emboˆıtement ⊂∈ (i.e. une relation binaire ve´riﬁant (OH1-OH3)).
Ce chapitre est de´volu aux relations existant entre Σ et ⊂∈ . Dans la partie 2.4.1, une
correspondance directe entre syste`mes implicatifs complets et emboˆıtements est obtenue
graˆce a` une correspondance de Galois. En suivant Guigues et Duquenne ([GD86]), qui
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aﬃrment que tout syste`me implicatif complet Σ admet une base canonique Σ∗, sous-
ensemble de cardinalite´ minimum de Σ permettant de reconstruire entie`rement Σ par
les proprie´te´s (S1-S3), nous eﬀectuons un travail similaire dans le sous-chapitre 2.4.2 en
exhibant un sous-ensemble re´duit de ⊂∈ , associe´ aux ce´le`bres relations ﬂe`ches d’un treillis.
2.4.1 Emboˆıtements et syste`mes implicatifs complets
Soit ϕ une fermeture sur P(S), Σ son syste`me implicatif complet associe´ et ⊂∈ sa
relation d’emboˆıtement associe´e. Pour tous A,B ⊆ S, on a :
Proposition 2.18
A⊂∈A ∪B ⇐⇒ A→ B ∈ Σ
Preuve : Il faut montrer que ϕ(A) = ϕ(A ∪ B) si et seulement si B ⊆ ϕ(A). La
condition ne´cessaire est e´vidente (B ⊆ ϕ(A ∪ B) = ϕ(A)). Inversement, B ⊆ ϕ(A)
implique ϕ(A ∪B) = ϕ(ϕ(A) ∪B) = ϕ2(A) = ϕ(A).
⊓⊔
Il existe une bijection entre les relations d’emboˆıtement et les syste`mes implicatifs
complets sur P(S), qui a de´ja` e´te´ e´tablie par le fait que les deux sont en correspondance
avec les fermetures. Cette bijection est donne´e par une correspondance de Galois sur le
treillis (P(P(S)2),⊆) de toutes les relations binaires sur P(S). Conside´rons les deux ap-
plications : pour R, T ⊆ P(S)2,
f : R → f(R) = {(A,B) : (A,A ∪B) ∈ R}
g : T → g(T ) = {(A,A ∪B) : (A,B) ∈ T}
Proposition 2.19 La paire (f, g) est une correspondance de Galois sur (P(P(S)2),⊆).
Preuve : Les deux applications sont trivialement antitones. Pour l’extensivite´ de fg, si
(A,B) ∈ T , alors (A,A ∪ B) ∈ g(T ) donc (A,B) ∈ fg(T ) ; pour l’extensivite´ de gf , si
(A,B) ∈ R, alors (A,B − A) ∈ f(R) donc (A,B) ∈ gf(R).
⊓⊔
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Proposition 2.20 Si ⊂∈ est une relation d’emboˆıtement, alors f(⊂∈ ) est un syste`me im-
plicatif complet.
Preuve : Notons par → la relation f(⊂∈ ), c’est a` dire A→ B si A⊂∈A ∪ B. Montrons
qu’elle ve´riﬁe les trois axiomes (S1-S3) des syste`mes implicatifs complets.
Pour (S1), on peut remarquer que B ⊆ A implique A = A∪B alors A⊂∈A∪B, donc A→
B. La proprie´te´ de transitivite´ (S2) est e´quivalente a` A⊂∈A∪C ⇒ (A→ B ⇒ B⊂∈B∪C),
et, A⊂∈A ∪ C implique A⊂∈A ∪ B ∪ C. A⊂∈A ∪ B implique A ∪ B⊂∈A ∪ B ∪ C. Donc
(A ∩ C) ∪B⊂∈B ∪ C par (OH3) et alors, par (OH2), B⊂∈B ∪ C.
Supposons que A∪C ⊂∈A∪B∪C∪D,A⊂∈A∪B et C ⊂∈C∪D. On a A∪C ⊂ A∪B∪C ⊂
A∪B ∪C ∪D ; on a donc par (OH2) deux possibilite´s. Soit A∪C ⊂∈A∪B ∪C d’ou`, par
(OH3), (A ∪ C) ∩ (A ∪ B)⊂∈A ∪ B et donc, par (OH2), A⊂∈A ∪ B, ce qui est absurde.
Soit A ∪B ∪C ⊂∈A ∪B ∪C ∪D alors (A ∪B ∪C) ∩ (C ∪D)⊂∈C ∪D et C ⊂∈C ∪D, ce
qui est impossible.
⊓⊔
Proposition 2.21 Si→Σ est un syste`me implicatif complet, alors g(→Σ) est une relation
d’emboˆıtement.
Preuve : Notons par ⊂∈ la relation binaire g(→Σ) = {(A,A ∪ B) : A →Σ B}, et
montrons qu’elle ve´riﬁe les trois axiomes (OH1-OH3).
Pour (OH1), si A⊂∈B, alors il existe B′ ⊆ S tel que A⊂∈A ∪ B′ avec A ∪ B′ = B et
A →Σ B
′. Pour tout C ⊆ S tel que C ⊆ A, on a A→Σ C, donc B
′ ⊆ A. D’ou` A ⊂ B et
(OH1) est satisfait.
Pour (OH2), supposons que A ⊂ B ⊂ C. Notons B = A∪B′, et C = B∪B′′. Montrons que
A⊂∈C implique A⊂∈B ou B⊂∈C. On a donc A →Σ B
′′. Supposons que A→Σ B
′ et B →Σ
B′′. Par (S1) et (S3), on a A→Σ A ∪ B
′, d’ou`, par transitivite´, A→Σ B
′′, contradiction.
Inversement, supposons que A⊂∈B et montrons que A⊂∈C. Si A →Σ B
′ ∪ B′′, alors
A→Σ B
′, ce qui contredit le fait que A⊂∈B. Donc A⊂∈C.
Pour (OH3), supposons A⊂∈A∪B, i.e. A →Σ B. Par l’absurde, supposons que A∩B⊂∈B =
(A∩B)∪(B−A), i.e. A∩B →Σ B−A. Par (S1-S3), on a A = (A∩B)∪A→Σ (B−A)∪A =
A ∪B →Σ B, donc A→Σ B, ce qui est une contradiction.
⊓⊔
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The´ore`me 2.22 L’ensemble ordonne´ des relations d’emboˆıtement, muni de la relation
d’inclusion, et l’ensemble ordonne´ des syste`mes implicatifs complets, avec la relation d’in-
clusion, sont deux treillis duaux.
2.4.2 Une base d’emboˆıtement
Soit m ∈ ML un e´le´ment inf-irre´ductible d’un treillis ﬁni L, et conside´rons l’ide´al
principal (m] = {x ∈ L : x ≤ m}, son comple´ment U = L− (m] (une partie ﬁnissante de
L) a un plus petit e´le´ment minimal j. Alors, j est un e´le´ment sup-irre´ductible de S, et on
pose j ւ m. Cette relation fle`che bas et son dual, la relation fle`che haut ont e´te´ de´ﬁnies
par Wille ([Wil83]) et permettent des caracte´risations simple de nombreuses classes de
treillis (on peut voir [Gan95, Cas98]). On peut remarquer que, si j ւ m, alors j ∧ m
est l’unique e´le´ment de L couvert par j. Nous appliquons ces notions au treillis (F ,⊆)
associe´ a` la famille de Moore F sur S. Dans la suite, nous conside´rerons une relation
d’emboˆıtement ⊂∈ et une famille de Moore F tels que F = F⊂∈ , et donc ⊂∈ = ⊂∈ F .
Posons ⊂∈ ∗ = {(m, j ∪m) : j ∈ JF ,m ∈MF et j ւ m}.
Proposition 2.23 ⊂∈ ∗ ⊆ ⊂∈ .
Preuve : Si j ւ m, on a j ≤ m et donc m = ϕ(m) ⊂ ϕ(j ∪m).
⊓⊔
The´ore`me 2.24 Soient A,B ⊆ S tels que A ⊂ B. Alors on a A⊂∈B si et seulement si
j ւ m pour m ∈MF , j ∈ JF tels que A ⊆ m, j ⊆ B.
Preuve : Si on a j ւ m alors m⊂∈m ∪ j, et m ∪ j ⊆ m ∪ B donc m⊂∈m ∪ B (OH2).
Alors, par (OH3), m ∩B⊂∈B or A ⊂ m ∩B donc A⊂∈B par (OH2).
Supposons A⊂∈B. Alors, pour la fermeture ϕF associe´e a` F , ϕF(A) ⊂ S et donc il existe
au moins un e´le´ment inf-irre´ductible m tel que ϕF(A) ⊆ m et B ⊆ m. Donc B est un
e´le´ment de F − (m] et tout e´le´ment minimal j dans cet ensemble tel que j ⊆ B satisfait
j ∈ JF et j ւ m.
⊓⊔
Ainsi, toute paire emboite´e A,B avec A⊂∈B peut eˆtre obtenue en appliquant les pro-
prie´te´s (OH2) et (OH3) a` une paire de ⊂∈ ∗. L’ensemble de toutes les paires de ce type
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permet de reconstruire entie`rement la relation ⊂∈ et peut eˆtre appele´e base d’emboˆıtement
pour celle-ci. Pour justiﬁer ce terme de “base”, supposons que le the´ore`me 2.24 reste
vrai pour un sous-ensemble propre ⊂∈ ∗∗ de ⊂∈ ∗, et conside´rons une paire (m,m ∪ j) ∈
⊂∈ ∗ − ⊂∈ ∗∗, avec m ∈ MF , j ∈ JF , et j ւ m. Par le the´ore`me 2.24 restreint a` ⊂∈
∗∗, il
existe une paire (m′,m′ ∪ j′) ∈ ⊂∈ ∗∗, avec m′ ⊆ m, m′ ∈ MF , j ⊆ j
′ ∈ JF , et j
′ ւ m′.
Mais, par de´ﬁnition de la relation ﬂe`che, cette situation n’est pas compatible avec j ւ m.
Exemple 2.25 La table re´duite associe´e au treillis L de la ﬁgure 2.3 de l’exemple 2.12 est
donne´e dans la table 2.1 et la base d’emboˆıtement est de´duite des paires bւ a, cւ a, aւ
b, c ւ b, cd ւ abc, a ւ cd et b ւ cd, et est l’ensemble ⊂∈ ∗ = {(a, ab), (a, ac), (b, ab),
(b, bc), (abc, abcd), cd, acd), (cd, bcd)}.
a b abc cd
a × ւ × ւ
b ւ × × ւ
c ւ ւ × ×
cd ւ ×
Tab. 2.1: La table re´duite du treillis L.
Remarque 2.26 La relation ւ permet une caracte´risation simple des treillis atomis-
tiques, pour lesquels toute case de leur table re´duite contient ou une ×, ou une ւ. Ainsi,
la base d’emboˆıtement d’un treillis atomistique est {(m, j∪m) : j ∈ J,m ∈M et j ≤ m}.
2.5 Les relations d’emboˆıtement en classification
Comme nous l’avons dit dans la section 2.2.2, l’ide´e des relations d’emboˆıtement est
apparue a` propos d’un proble`me lie´ a` la classiﬁcation hie´rarchique. Dans ce chapitre,
nous allons revenir sur de telles questions, en appliquant a` la classiﬁcation les re´sultats
des chapitres pre´ce´dents. Dans la section 2.5.1, nous utilisons notre savoir sur les relations
entre fermetures et emboˆıtements aﬁn de donner une preuve ve´ritablement simpliﬁe´e du
the´ore`me d’Adams. Dans les parties 2.5.2 et 2.5.3, nous caracte´risons les bases canoniques
d’implications des hie´rarchies, et explicitons la base canonique et la base d’emboˆıtement
des hie´rarchies faibles.
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2.5.1 Une preuve simple du the´ore`me d’Adams
Nous avons dit, dans la section 2.2.2, que les conditions (HN1) et (HN2) corres-
pondaient au cas des hie´rarchies, et e´taient en relation avec, respectivement, le fait que les
singletons soient ferme´s (condition (H3)) et l’arborescence (condition (H4)). Nous allons
maintenant de´montrer cette assertion, et ainsi donner une preuve simple du the´ore`me
d’Adams.
Proposition 2.27 Soit ϕ une fermeture sur S, et ⊂∈ sa relation d’emboˆıtement associe´e.
Alors, ⊂∈ satisfait la condition (HN1) si et seulement si ϕ({s}) = {s} pour tout s ∈ S
(condition (H3)).
Preuve : Supposons que tout singleton est ferme´ par ϕ. Soient ∅ ⊂ A ⊆ S, {s} = A. On
a {s} ⊂ A∪{s} ⊆ ϕ(A∪{s}) et ϕ({s}) = {s} donc ϕ({s}) ⊂ ϕ(A∪{s}), i.e. {s}⊂∈A∪{s}.
Inversement, si ⊂∈ satisfait (HN1) et A = ∅, on a {s} ⊂ A ∪ {s} et ϕ({s}) ⊂ ϕ(A ∪ {s})
pour tout A = {s}. Supposons A ⊆ ϕ({s}) avec A = {s}, alors ϕ({s}) = ϕ(A ∪ {s}) ce
qui est absurde, donc ϕ({s}) = {s}.
⊓⊔
Proposition 2.28 Soit ϕ une fermeture sur S, et ⊂∈ sa relation d’emboˆıtement associe´e.
Alors, ⊂∈ satisfait la condition (HN2) si et seulement si Hϕ satisfait la condition (H4),
i.e. h ∩ h′ ∈ {∅, h, h′} pour tous h, h′ ∈ Hϕ.
Preuve : Pour (H4) ⇒ (HN2), soient A⊂∈C,B⊂∈C avec A ∩ B = ∅. On a ϕ(A) ⊂
ϕ(C) et ϕ(B) ⊂ ϕ(C), et, par la condition (H4), ϕ(A) ∩ ϕ(B) ∈ {ϕ(A), ϕ(B)}. Alors,
ϕ(A) ∪ ϕ(B) ∈ {ϕ(A), ϕ(B)}, i.e. ϕ(ϕ(A) ∪ ϕ(B)) ∈ {ϕ(A), ϕ(B)}. Par la proprie´te´
d’inde´pendance du chemin, ϕ(A∪B) ∈ {ϕ(A), ϕ(B)} et ϕ(A∪B) ⊂ ϕ(C) i.e. A∪B⊂∈C.
Inversement, soient H et H ′ deux ensembles ferme´s. Si H ⊆ H ′ et H ′ ⊆ H, H ⊂∈ϕ(H∪H ′)
et H ′⊂∈ϕ(H ∪H ′) ; donc, comme H ∪H ′⊂∈ϕ(H ∪H ′), on a H ⊂∈H ∪H ′ et H ′⊂∈H ∪H ′.
Alors, par (HN2), H ∩H ′ = ∅.
⊓⊔
La conjonction des deux proprie´te´s 2.27 et 2.28 nous permet de reformuler le the´ore`me
d’Adams, de la fac¸on suivante :
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Corollaire 2.29 Toute famille de Moore dont la relation d’emboˆıtement satisfait les con-
ditions (HN1) et (HN2) est une famille de Moore hie´rarchique.
2.5.2 Les bases canoniques des hie´rarchies (faibles)
Nous allons maintenant de´montrer que l’ensemble de tous les ensembles critiques d’une
famille de Moore hie´rarchique faible sur S (i.e. tous les singletons sont ferme´s et, pour
tous w1, w2, w3 ∈ W , w1∩w2∩w3 ∈ {w1∩w2, w1∩w3, w2∩w3} (condition (W), cf. section
2.2.1)) est exactement l’ensemble des sous-ensembles de cardinalite´ 2 n’appartenant pas
a` la famille de Moore. Dans cette section, un sous-ensemble X de S sera indiﬀe´remment
note´ X = {s1, . . . , sk} ou X = s1 . . . sk.
The´ore`me 2.30 Un ensemble C ⊆ S est critique pour une famille de Moore hie´rarchique
faible H si et seulement si C = ss′ avec s, s′ ∈ S tels que {ss′} /∈ H.
Preuve : Pour la condition suﬃsante, soient s, s′ ∈ S, avec {ss′} /∈ H ; H est atomis-
tique, donc ss′ ∈ minHc et est un ensemble critique (cf. proposition 2.2).
Inversement, soient C ∈ H un ensemble quasi-ferme´. On note ϕ(C) = H. Soient H1, . . . ,
Hp les e´le´ments de la famille de Moore couverts par H. L’ensemble C n’est pas inclus dans
un seul ensemble Hi car sinon C ⊆ Hi impliquerait ϕ(C) ⊆ Hi ⊂ H, ce qui est absurde.
Soient H1 et H2 tels que H1 ∩C = ∅ et H2 ∩C = ∅. Nous sommes donc capables de trou-
ver, comme dans la section 2.2.1, deux e´le´ments s ∈ (H1−H2)∩C et s
′ ∈ (H2−H1)∩C
tels que ϕ(ss′) = H. Alors, si |C| ≥ 3, C n’est pas un ensemble critique.
⊓⊔
Corollaire 2.31 La base canonique d’une famille de Moore hie´rarchique faible H est con-
stitue´e des implications du type X → ϕ(X)−X avec |X| = 2 et X ∈ H.
Soit Cr l’ensemble de tous les ensembles critiques d’une famille de Moore F et Σ∗
la base canonique e´le´mentaire de F , qui est la base canonique de F de´crite en termes
d’implications e´le´mentaires (cf. remarque 2.3).
Conside´rons les deux conditions suivantes :
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(C1) C ∈ Cr implique |C| = 2 ;
(C2) xy →Σ∗ z implique xz →Σ∗ y et yz →Σ∗ x.
On a trivialement, avec les e´quivalences donne´es dans la section 2.4.1, la proposition
suivante :
Proposition 2.32 Pour tous x, y, z ∈ S, la condition (C2) est e´quivalente aux deux
conditions suivantes, et implique la troisie`me :
(C2’) xy⊂∈xyz implique xz →Σ∗ y et yz →Σ∗ x ;
(C2”) xy⊂∈xyz implique xz⊂∈xyz et yz⊂∈xyz ;
Les deux conditions (C1) et (C2) (ou, de fac¸on e´quivalente, (C2’) ou (C2”)) nous
donnent une caracte´risation de la base canonique e´le´mentaire des familles de Moore
hie´rarchiques :
The´ore`me 2.33 Soit M une famille de Moore sur S, et Σ∗M sa base canonique e´le´men-
taire. M est une famille de Moore hie´rarchique si et seulement si Σ∗M satisfait (C1) et
(C2).
Preuve : Pour la condition suﬃsante, avec la remarque que toute famille de Moore
hie´rarchique est une famille de Moore hie´rarchique faible, la condition (C1) est ve´riﬁe´e
par le the´ore`me 2.30. Pour la condition (C2”), si on suppose que xy⊂∈xyz et xz⊂∈xyz, on
a ϕ(xy) ⊂ ϕ(xyz) et ϕ(xz) ⊂ ϕ(xyz). Donc x ∈ ϕ(xy) ∩ ϕ(xz), y ∈ ϕ(xz) et z ∈ ϕ(xy),
alors ϕ(xy) ∩ ϕ(xz) ∈ {∅, ϕ(xy), ϕ(xz)}, ce qui est absurde.
Inversement, la fermeture des singletons (condition (H3)) est triviale avec la condition
(C1). Pour la condition (H4), supposons qu’elle ne soit pas ve´riﬁe´e, i.e. qu’il existe H1
et H2 tels que H1 ∩ H2 ∈ {∅, H1, H2}. Alors on peut e´crire H1 = x1 . . . xny1 . . . yp et
H2 = x1 . . . xnz1 . . . zq avec yi = zj pour tous i, j. Montrons que x1y1⊂∈ x1y1z1. On a
x1y1 ⊂ x1y1z1. Si ϕ(x1y1) = ϕ(x1y1z1), alors avec x1y1 ⊂ H1 on a z1 ∈ ϕ(x1y1) ⊆
ϕ(H1) = H1. Ce re´sultat est absurde, donc ϕ(x1y1) ⊂ ϕ(x1y1z1) et x1y1⊂∈x1y1z1. Par
(C2”), x1z1⊂∈x1y1z1 et y1z1⊂∈x1y1z1. Comme y1 = z1, ϕ(x1z1) = ϕ(x1y1z1) = ϕ(y1z1).
On a ϕ(x1z1) ⊆ H2 mais comme ϕ(y1z1) ⊂ H2 car y1 ∈ H2, on a une contradiction.
⊓⊔
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Remarque 2.34 Pour une famille de Moore H sur S, si tous les singletons sont ferme´s,
alors les parties ayant deux e´le´ments {x, y} est ou bien dans la famille de Moore, ou bien
critique. Dans le premier cas, si H est une famille de Moore hie´rarchique, alors, pour tout
z ∈ S, ni {x, z} ni {y, z} ne peuvent eˆtre dans H. Ces deux ensembles sont donc cri-
tiques. L’exemple de la ﬁgure 2.4 illustre le fait que la re´ciproque n’est pas vraie, car nous
avons, pour tous x, y, z ∈ S, {x, y} ∈ Cr implique {x, z} et {y, z} ∈ Cr, mais ce treillis




a b c d e f
∅
Fig. 2.4: Exemple de treillis non hie´rarchique.
Remarque 2.35 Dans le cas des hie´rarchies binaires, pour tout triplet abc d’e´le´ments de
S, exactement une des trois implications ab → c, ac → b et bc → a n’est pas ve´rife´e. En
eﬀet, si a, b, c ∈ S avec ab → c, ac → b et bc → a, ab, ac et bc ne sont pas des ensembles
ferme´s, ce qui contredit la de´ﬁnition des hie´rarchies binaires.
Ceci implique, par le the´ore`me 2.33, que les deux autres sont dans la base canonique






implications e´le´mentaires dans sa base.
Exemple 2.36 Si on reprend l’exemple de la ﬁgure 2.2, l’ensemble des implications com-
posant la base canonique e´le´mentaire est :
ac→ b ad→ b ae→ b af → b bc→ a bd→ a be→ a bf → a
ac→ d ad→ c ae→ c af → c bc→ d bd→ c be→ c bf → c
ac→ e ad→ e ae→ d af → d bc→ e bd→ e be→ d bf → d
ac→ f ad→ f ae→ f af → e bc→ f bd→ f be→ f bf → e
ce→ d ce→ f cf → d cf → e de→ c de→ f df → c df → e
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2.5.3 Une base d’emboˆıtement des hie´rarchies.
Les conside´rations de la section 2.4.2 permettent aussi de de´terminer facilement une
base d’emboˆıtement ⊂∈ ∗H d’une hie´rarchie H. Comme nous l’avons rappele´ dans la section
2.2.1, toute classe h ∈ {∅, S} de H est un inf-irre´ductible de (H,⊆). Vu que les sup-
irre´ductibles de H sont les singletons (le treillis est atomistique), il est clair que ⊂∈ ∗H est
donne´ par :
⊂∈ ∗H = {(h, h ∪ {s}) : h ∈ H, h ∈ {∅, S}, s ∈ h}
Trivialement, le nombre d’e´le´ments de ⊂∈ ∗H est de l’ordre de n
2, ou` n est a` nouveau la
taille de S.
On peut aussi remarquer que la condition (C2”) de la proposition 2.32 donne une
caracte´risation simple sur les triplets des relations d’emboˆıtement hie´rarchiques.
2.6 Conclusion
Dans ce chapitre, nous avons introduit un nouveau type de structure, appele´ relations
d’emboˆıtement, et nous avons montre´ qu’il e´tait e´quivalent aux familles de Moore, aux
fermetures et aux syste`mes implicatifs complets. L’ide´e des relations d’emboˆıtement a son
origine dans le domaine de la classiﬁcation. En prolongeant ces relations aux familles de
Moore quelconques, ce chapitre nous permet de situer un des mode`les les plus utilise´s
en classiﬁcation, les hie´rarchies, comme des syste`mes de fermeture particuliers. Cette ap-
proche nous permet de caracte´riser leur base canonique d’implications, ce type de re´sultat
n’ayant e´te´ obtenu que pour les treillis distributifs. Nous obtenons aussi de nouveaux
re´sultats sur les emboˆıtements dans le cas hie´rarchique. Ceci constituera un outil utile
pour une pre´sentation uniﬁe´e des diverses utilisations des correspondances de Galois en
classiﬁcation.
Il reste du travail a` faire dans cette voie, par exemple en e´tudiant les relations d’emboˆı-
tement associe´es aux treillis appartenant a` des classes importantes, comme les treillis
distributifs ou modulaires. Une autre question inte´ressante est l’existence d’un passage
direct de la base d’emboˆıtement (qui est de´rive´e de la relation ﬂe`che bas) a` la base cano-
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nique d’implication. Il est bien connu qu’obtenir celle ci n’est pas e´vident, et tout progre`s
dans ce sens pourraˆıt eˆtre apre´ciable.
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Dans les divers domaines utilisant les correspondances de Galois, il y a un besoin re´el
d’outils eﬃcaces aﬁn d’obtenir et de transformer celles ci, par exemple aﬁn d’obtenir des
correspondances ayant des contraintes, ou encore de trouver un application galoisienne
proche d’une application donne´e. Ce chapitre propose des solutions a` de tels proble`mes,
avec comme ide´e principale la caracte´risation de relations associe´es aux correspondances
de Galois entre deux treillis complets T et T ′. Ce qui revient a` reprendre a` notre compte
l’interrogation de B. Ganter [Gan95], lorsqu’il se demande “What information can be read
from a context without explicitely constructing the lattice ?”1.
Plus explicitement, les lignes et les colonnes de la repre´sentation matricielle de la cor-
respondance de Galois doivent eˆtre des ferme´s dans les espaces de fermeture associe´s a`
T et T ′. Une telle relation sera dite biferme´e, et un isomorphisme d’ordre sera e´tabli en-
tre, d’un cote´, l’ensemble des relations biferme´es (ordonne´ par l’inclusion) et, de l’autre,
l’ensemble des applications galoisiennes de T dans T ′. Ainsi, les proble`mes de construction
de correspondance de Galois particulie`res peuvent eˆtre ramene´s a` des conside´rations en
termes de relations, ce qui, dans le cas ﬁni, est plus simple a` appre´hender.
Ce chapitre est organise´ comme suit. Nous e´tablissons d’abord dans la section 3.1
ce qu’est, pre´cisement, une relation biferme´e entre deux espaces de fermeture, avant,
dans le paragraphe 3.2, de donner deux applications µ et ν permettant de formuler le
re´sultat principal de ce chapitre, a` savoir l’existence d’un isomorphisme entre biferme´es
et applications galoisiennes entre deux treillis. Dans la section 3.3, nous montrons que
des cas particuliers de cet isomorphisme ont de´ja e´te´ mentionne´s dans la litte´rature. Le
paragraphe 3.4 parle de l’inte´reˆt a` utiliser, dans le cas ﬁni, des relations binaires aﬁn
de repre´senter des correspondances de Galois entre deux treillis, et, enﬁn, la section 3.5
pre´sente un algorithme et quelques me´thodes de constructions eﬃcaces aﬁn de re´pondre
aux proble`mes pre´ce´dents.
1“Quelles informations peuvent eˆtre obtenues d’un contexte sans construire explicitement le treillis ?”,
traduction libre.
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3.1 Relations biferme´es sur un produit d’espaces de
fermeture
Nous allons, dans ce premier chapitre, pre´senter un nouveau, a` notre connaissance,
type de relation binaire entre deux espaces de fermeture (cf. section 1.4), les relations
biferme´es. Cette terminologie trouve son origine dans le fait que la table associe´e a` ce
type de relation binaire est ferme´e en ligne et en colonne, suivant les fermetures associe´es
aux deux espaces.
Apre`s avoir de´ﬁni pre´cisement ce qu’est une relation biferme´e, nous verrons dans le
paragraphe 3.1.2 quelques proprie´te´s de celles-ci, et nous formaliserons a` l’aide de deux
applications Γ1 et Γ2 le fait que les lignes et les colonnes de leur repre´sentation matricielle
sont des ferme´s. Nous montrerons aussi, dans cette meˆme section, comment la composition
ite´rative de ces applications nous permettra d’obtenir la bifermeture d’une relation.
3.1.1 De´finition
Soit (E,ϕ) et (E ′, ϕ′) deux espaces de fermeture, munis des familles de Moore cor-
respondantes Φ et Φ′, respectivement sur E et E ′. Une relation R ⊆ E × E ′ est dite
biferme´e si elle satisfait les conditions suivantes :
(B1) pour tout a ∈ E, aR = {a′ ∈ E ′ : (a, a′) ∈ R} ∈ Φ′ ;
(B2) pour tout a′ ∈ E ′, Ra′ = {a ∈ E : (a, a′) ∈ R} ∈ Φ ;
L’ensemble de toutes les relations biferme´es est note´ Rϕϕ′ .
Exemple 3.1 Soient Φ = {∅, a, b, c, d, e, ad, ae, be, abc, cde, abcde} et Φ′ = {∅, a′, b′, b′c′,
b′d′, a′b′d′, b′c′d′, a′b′c′d′} deux familles de Moore sur E = {a, b, c, d, e} et E ′ = {a′, b′, c′,
d′}. La relation R pre´sente´e dans le tableau 3.1 est biferme´e.
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a’ b’ c’ d’
a × × ×
b × ×
c × × ×
d × ×
e × ×
Tab. 3.1: Exemple de relation biferme´e.
3.1.2 Diverses proprie´te´s des relations biferme´es
Proposition 3.2 L’ensemble Rϕϕ′ est une famille de Moore sur E × E
′.
Preuve : Soit Rω = E × E
′. Alors, pour tous a ∈ E, a′ ∈ E ′, aRω = E
′ ∈ Φ′ et
Rωa
′ = E ∈ Φ ; donc, E × E ′ ∈ Rϕϕ′ . Soient S un sous-ensemble de Rϕϕ′ et R =
⋂
S.
Pour a ∈ E, aR = {a′ ∈ E ′ : (a, a′) ∈
⋂
S} = {a′ ∈ E ′ : (a, a′) ∈ S pour tout
S ∈ S} =
⋂
{aS : S ∈ S} ∈ Φ′. Dualement, on a Ra′ ∈ Φ.
⊓⊔
On note Γ la fermeture sur P(E×E ′) associe´e a` la famille de Moore Rϕϕ′ . Ainsi, Γ(R)
est la plus petite relation biferme´e contenant la relation R :
Γ(R) =
⋂
{B ∈ Rϕϕ′ : R ⊆ B}
Le proble`me qui se pose alors est celui de la construction eﬀective de la fermeture
Γ(R) d’une relation quelconque R. Les conside´rations suivantes conduisent a` une solution
simple, au moins dans le cas ﬁni. Soient les applications suivantes :
Γ1 : P(E × E
′) → P(E × E ′)
R → Γ1(R) = {(a, a
′) ∈ E × E ′ : a′ ∈ ϕ′(aR)}
Γ2 : P(E × E
′) → P(E × E ′)
R → Γ2(R) = {(a, a
′) ∈ E × E ′ : a ∈ ϕ(Ra′)}
Ces deux applications sont les formalisations de la double fermeture de la de´ﬁnition :
si on conside`re la table associe´e a` R, Γ1(R) est la fermeture en ligne de R (et correspond
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a` la condition (B1)) alors que Γ2(R) est la fermeture en colonne correspondant a` (B2). La
proposition suivante montre que l’utilisation du terme de fermeture lorsqu’on parle des
applications Γ1 et Γ2 n’est pas indue.
Proposition 3.3 Γ1 et Γ2 sont deux fermetures sur P(E × E
′).
Preuve : Soit R, S ∈ E × E ′ deux relations binaires telles que R ⊆ S. Alors, (x, y) ∈
Γ1(R) implique y ∈ ϕ
′(xR) et xR ⊆ xS d’ou` Γ1(R) ⊆ Γ1(S), c’est a` dire que Γ1 est
isotone. L’idempotence et l’extensivite´ de Γ1 peuvent eˆtre de´duites de celles de ϕ
′. La
de´monstration pour Γ2 est duale.
⊓⊔
Nous allons maintenant voir quelques proprie´te´s des applications Γ,Γ1 et Γ2 qui nous
serons necessaires par la suite :
Proposition 3.4 Les proprie´te´s suivantes sont ve´rifie´es, pour tout R ⊆ E × E ′ :
(i) Γ1Γ = Γ2Γ = ΓΓ1 = ΓΓ2 = Γ ;
(ii) R ⊆ Γ1(R) ⊆ Γ(R) ;
(iii) R ⊆ Γ2(R) ⊆ Γ(R) ;
(iv) Γ2Γ1(R) = R ⇐⇒ Γ1Γ2(R) = R ⇐⇒ R ∈ Rϕϕ′
Preuve : Γ1Γ(R) = {(a, a
′) ∈ E × E ′ : a′ ∈ ϕ′(aΓ(R))} = {(a, a′) ∈ E × E ′ : a′ ∈
aΓ(R)} = Γ(R). La preuve pour Γ2Γ(R) = Γ(R) est similaire. Les e´galite´s ΓΓ1 = ΓΓ2 = Γ
sont triviales.
La premie`re inclusion de (ii) est une conse´quence de la proposition 3.3, et la seconde
est obtenue graˆce a` (i) et a` l’isotonie de Γ1 et de Γ2. La de´monstration de (iii) est duale.
D’apre`s (iii), R = Γ1Γ2(R) implique que Γ1Γ2(R) ⊆ Γ2(R). Comme Γ1 est extensive,
on a Γ2(R) ⊆ Γ1Γ2(R), et donc Γ1Γ2(R) = Γ2(R) = Γ1(R) = R. Alors on a ϕ(Ra
′) = Ra′
et ϕ′(aR) = aR, pour tous a ∈ E, a′ ∈ E ′ ; ainsi, R est biferme´e, et on aurait une
de´monstration similaire dans le cas ou` R = Γ2Γ1(R). Inversement, si R est biferme´e,
alors, pour tous a ∈ E, a′ ∈ E ′, ϕ(Ra′) = Ra′ et ϕ′(aR) = aR, ce qui implique R =
Γ1Γ2(R) = Γ2Γ1(R). Ainsi (iv) est ve´riﬁe´e.
⊓⊔
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La proposition suivante donne le lien direct entre Γ et les applications Γ1 et Γ2. Ces
dernie`res permettent en eﬀet de calculer, de fac¸on simple, et par ite´rations successive de
Γ1 et de Γ2, la bifermeture d’une application binaire quelconque :
Proposition 3.5 Si E et E ′ sont finis, il existe un entier k ≤ |E| × |E ′| tel que
(Γ1Γ2)
k = Γ
Preuve : On applique ite´rativement la fonction Γ1Γ2 (ou Γ2Γ1) a` une relation binaire
donne´e R ⊆ E × E ′ jusqu’a` obtenir (Γ1Γ2)
k(R) = (Γ1Γ2)
k+1(R) avec k ∈ IN (aucun
e´le´ment nouveau n’apparait en appliquant Γ1Γ2), ce qui arrive ne´cessairement quand E
et E ′ sont ﬁnis.
⊓⊔
La borne donne´e ici pour k, a` savoir |E| × |E ′|, correspond au pire des cas possibles,
ou`, a` chaque e´tape de l’ite´ration, un seul e´le´ment est ajoute´. On peut voir que cette borne
peut eˆtre facilement aﬃne´e, ne serait ce qu’en enlevant la cardinalite´ de R.
3.2 Un isomorphisme
Nous allons dans ce paragraphe e´tablir un isomorphisme entre l’ensemble des relations
biferme´es sur (E,ϕ) × (E ′, ϕ′) et l’ensemble des applications galoisiennes de Φ dans Φ′.
Pour ce faire, nous allons de´ﬁnir deux applications µ et ν permettant d’associer a` chaque
relation biferme´e une application galoisienne, et re´ciproquement.
Suite a` une e´tude de´taille´e de ces deux applications faite dans le paragraphe 3.2.1, cet
isomorphisme sera naturellement e´tablie dans la section 3.2.2 graˆce aux diverses proprie´te´s
mises a` jour.
3.2.1 E´tude de la correspondance entre relations biferme´es et
applications galoisiennes
Soient deux espaces de fermeture (E,ϕ) et (E ′, ϕ′) et les familles de Moore associe´es
Φ et Φ′. On note par Φ′Φ l’ensemble des applications de Φ dans Φ′. On de´ﬁnit deux
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applications µ et ν entre, d’une part, l’ensemble P(E × E ′) des relations entre E et E ′,
et d’autre part, l’ensemble Φ′Φ des applications de Φ dans Φ′, par :
µ : P(E × E ′) → Φ′Φ
R → µ(R) = f
avec, pour tout X ∈ Φ, f(X) = ϕ′(fR(X)) = ϕ
′(
⋂
a∈X aR). On note par fR l’applica-
tion galoisienne associe´e a` une relation binaire R par fR(X) =
⋂
a∈X aR = {y ∈ E
′ :
aRy pour tout a ∈ X} (cf. section 1.6.1).
Inversement, on de´ﬁnit ν par :
ν : Φ′Φ → P(E × E ′)
f → ν(f) = {(a, b) ∈ E × E ′ : b ∈ f(ϕ(a))}
Remarque 3.6 Une application g de Φ′ dans Φ est associe´e de fac¸on analogue a` R par
g(Y ) = ϕ(gR(Y )) = ϕ(
⋂
b∈Y Rb) pour tout Y ∈ Φ
′. On de´ﬁnit ainsi une application µ′ de
P(E × E ′) dans Φ′Φ.
Remarque 3.7 Si X et X ′ sont deux e´le´ments de Φ tels que X ⊆ X ′, on a
⋂
a∈X aR ⊇⋂
a∈X′ aR et donc f(X) ≥ f(X
′). Ainsi µ(R) est une application antitone. On peut donc
se restreindre au cas ou` le domaine de ν est l’ensemble des applications antitones de Φ
dans Φ′, note´ A(Φ,Φ′).
Exemple 3.8 En notant [0Φ′ ] l’application constante qui a` tout e´le´ment de Φ asso-
cie 0Φ′ , on a µ(∅) = [0Φ′ ] et µ(E × E
′)(X) =
{
0Φ′ si X = ∅
1Φ′ sinon
. Inversement, on a
ν([0Φ′ ]) = {x
′Rx′ : x′ ∈ E ′ et x′ ∈ 0Φ′}.
De plus, lorsque les ensembles P(E × E ′) et Φ′Φ sont munis, respectivement, de l’in-
clusion et de l’ordre usuel sur les applications, ces deux applications satisfont la proprie´te´
d’isotonie :
Proposition 3.9 Les applications µ et ν sont isotones.
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a∈X aS et ϕ
′(
⋂
a∈X aR) ⊆ ϕ
′(
⋂
a∈X aS) et donc µ(R)(X) ⊆ µ(S)(X).
Ainsi, µ(R) ≤ µ(S).
Soit f1 et f2 deux applications antitones de Φ dans Φ
′ telles que f1 ≤ f2. Pour tous
a ∈ E, b ∈ E ′, aν(f1)b ⇐⇒ b ∈ f1(ϕ(a)) ⇒ b ∈ f2(ϕ(a)) ⇐⇒ aν(f2)b et donc
ν(f1) ⊆ ν(f2).
⊓⊔
Remarque 3.10 E´tant donne´e une relation R ⊆ E × E ′, on peut remarquer que, si
aR ∈ Φ′ pour tout a ∈ E, alors, pour tout X ∈ Φ, µ(R)(X) = f(X) =
⋂
a∈X aR = fR(X),
ou` fR est l’application galoisienne de P(E) dans P(E
′) associe´e a` R. Particulie`rement,
µ(R) = fR quand R = ν(f
′) pour tout f ′ ∈ Φ′Φ.
Les re´sultats suivants e´tablissent le fait que les restrictions des applications µ et ν
constituent une bijection entre, d’une part, les applications galoisiennes de Φ dans Φ′,
et, d’autre part, les relations biferme´es de E dans E ′. D’abord, nous allons montrer que
l’image d’une relation biferme´e par µ est une application galoisienne, et, que, inversement,
l’image par ν d’une application galoisienne est une relation biferme´e.
Proposition 3.11 Si R ⊆ E × E ′ est une relation biferme´e alors µ(R) est une applica-
tion galoisienne de Φ dans Φ′.
Preuve : Soit R ⊆ E × E ′ une relation biferme´e et posons f = µ(R). Pour tous X ∈
Φ, Y ∈ Φ′, f(X) ⊇ Y ⇐⇒ fR(X) ⊇ Y , par la remarque pre´ce´dente. Alors, par la relation
de Pickert applique´e a` la correspondance de Galois (fR, gR), on a X ⊆ gR(Y ). Sous
l’hypothe`se que R ∈ Rϕϕ′ , on a aussi X ⊆ gR(Y ) ⇐⇒ X ⊆ ϕ
′(gR(Y )) ⇐⇒ X ≤ g(Y )
et la relation de Pickert est satisfaite par la paire (f, g).
⊓⊔
Proposition 3.12 Si f est une application galoisienne de Φ dans Φ′ alors ν(f) est une
relation biferme´e entre E et E ′.
Preuve : Soit f une application galoisienne de Φ dans Φ′ et R = ν(f). Pour tout
a ∈ E, aR = aν(f) = {b ∈ E ′ : b ∈ f(ϕ(a))} appartient a` Φ′. Soient a ∈ E,K ⊆ E avec
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a ∈ ϕ(K) et kRb pour tout k ∈ K. Alors ϕ(a) ⊆ ϕ(K) =
∨
Φ{ϕ(k) : k ∈ K} et, vu que
f est une application galoisienne, f(
∨
Φ{ϕ(k) : k ∈ K}) =
⋂
k∈K f(ϕ(k)) ⊆ f(ϕ(a)). De
plus, si kRb ⇐⇒ b ∈ f(ϕ(k)) est ve´riﬁe´ pour tout k ∈ K, alors on a b ∈
⋂
k∈K f(ϕ(k)) ⊆
f(ϕ(a)), et donc, a ∈ ϕ(Rb) et R est biferme´e.
⊓⊔
La bijection va maintenant eˆtre e´tablie graˆce a` l’e´tude des applications compose´es νµ
et µν. On peut remarquer que la paire (µ, ν) ne constitue pas une correspondance re´sidue´e
/ re´siduelle car les compose´es νµ et µν sont toutes deux extensives2.
Proposition 3.13 La composition νµ est extensive. De plus, si R ⊆ E × E ′ est une
relation biferme´e, alors νµ(R) = R.
Preuve : Aﬁn de montrer que νµ est extensive, on peut noter que, e´tant donne´ une






′R ⊇ aR et




′R pour tout a ∈ E. De plus, a′ ∈ ϕ(a) et a′Rb implique aRb et donc
a′R ⊆ aR. Ainsi fϕ(a) = aR et νµ(R) = R.
⊓⊔
Proposition 3.14 La composition µν est extensive, et µν(f) = f pour toute application
galoisienne f de Φ dans Φ′.
Preuve : Conside´rons une application antitone f de Φ dans Φ′, et soit R = ν(f). Pour
tousX ∈ Φ, a ∈ E,ϕ(a) ⊆ X et f antitone impliquent fϕ(a) ⊇ f(X), et donc aR ⊇ f(X).
De plus, on a
⋂





a∈X fϕ(a) ⊇ f(X),
ce qui signiﬁe que µν est extensive. Supposons maintenant que f est une application
galoisienne de Φ dans Φ′. Alors, pour toutX ∈ Φ, X =
∨
a∈X ϕ(a) = ϕ(
⋃





a∈X aR. D’apre`s la proposition 3.12, R est biferme´e, les e´galite´s




a∈X aR = f(X).
⊓⊔
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3.2.2 Isomorphisme entre Rϕϕ′ et Φ⊗ Φ
′
En tenant compte de l’isotonie de µ et de ν et des propositions 3.11 a` 3.14, nous
pouvons maintenant formuler le re´sultat principal de cette section ; en notant Φ ⊗ Φ′
l’ensemble de toutes les applications galoisiennes de Φ dans Φ′, on a :
The´ore`me 3.15 Les ensembles Rϕϕ′ et Φ⊗Φ
′ sont isomorphes3 par les restrictions des
applications µ et ν.
On peut aussi remarquer que, si f est une application galoisienne et R = ν(f) la
relation biferme´e correspondante, alors f = fR (et, similairement, g = gR). Ainsi, chaque
correspondance de Galois entre deux treillis complets d’ensembles ferme´s est obtenue a`
partir d’une relation biferme´e comme de´crit dans la section 3.12. En fait, il sera e´quivalent
dans de nombreux cas de conside´rer les relations biferme´es et les correspondances de
Galois.
3.3 Treillis complets et ensembles sup-ge´ne´rateurs
Dans cette section, nous allons conside´rer quelques cas particuliers issus de la sit-
uation pre´ce´dente : soient T et T ′ deux treillis complets, et G et G′ deux ensembles
sup-ge´ne´rateurs de T et T ′. Nous avons deux espaces de fermeture (G,ϕ) et (G′, ϕ′) (cf.
remarque 1.38 de la section 1.4). Dans ce contexte, le re´sultat suivant est une conse´quence
du the´ore`me 3.15. Ici, nous notons a` nouveau T ⊗T ′ l’ensemble de toutes les applications
galoisiennes de T dans T ′.
The´ore`me 3.16 Les ensembles Rϕϕ′ et T ⊗ T
′ sont isomorphes.
On peut remarquer que l’ensemble T ⊗T ′ ne de´pend pas du choix d’ensembles ge´ne´ra-
teurs particuliers G et G′. Ce re´sultat reste donc encore vrai, dans un certain sens, pour
3En fait, nous obtenons ainsi un isomorphisme entre l’ensemble des relations biferme´es entre (E, ϕ) et
(E′, ϕ′) et l’ensemble des correspondances de Galois entre Φ et Φ′, car, comme nous l’avons vu dans la
section 1.5.1, une correspondance de Galois est de´termine´e de fac¸on unique par une de ces applications.
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les ensembles de relations biferme´es correspondants.
Corollaire 3.17 Soient G et H deux ensembles ge´ne´rateurs de T, et G’ et H’ deux en-
sembles ge´ne´rateurs de T’. Les ensembles de relations biferme´es entre G et G’, d’un cote´,
et entre H et H’, d’un autre cote´, sont isomorphes.
Rappellons maintenant quelques cas particuliers, ”triviaux”, de cette correspondance
qui ont e´te´ pre´ce´demment e´tablis dans la litte´rature.
3.3.1 “Formal concept analysis”
Nous allons maintenant voir un premier cas particulier “extre`me” de notre isomor-
phisme dans le sens ou` nous conside´rons les treillis des parties de deux ensembles G et G′,
et donc ge´ne´re´s par G et G′. Ce cas correspond a` des travaux mene´s en “Formal Concept
Analysis” par R. Wille et ses continuateurs ([GSW86, LW88, Wil87, Wil88, Wil92], . . .),
et de son basic theorem for concept lattice ([Wil82]).
Soient G et G′ deux ensembles. Ils sont (trivialement) des ensembles sup-ge´ne´rateurs
de P(G) et P(G′), respectivement. On a donc une correspondance entre l’ensemble des
relations binairesR ⊆ G×G′ et les correspondances de Galois entre (P(G),⊆) et (P(G′),⊆
). Elle est de´crite, par exemple, dans [GW99] : a` toute relation binaire R ⊆ G × G′, les
applications fR(A) = {b ∈ G
′ : aRb ∀a ∈ A} et gR(B) = {a ∈ G : aRb ∀b ∈ B}
forment une correspondance de Galois entre (P(G),⊆) et (P(G′),⊆) ; inversement, a`
toute correspondance de Galois (f, g) entre (P(G),⊆) et (P(G′),⊆), R(f,g) = {(a, b) ∈
G×G′ : a ∈ g(b)} = {(a, b) ∈ G×G′ : b ∈ f(a)} est la relation binaire telle que fR(f,g) = f ,
gR(f,g) = g et R(fR,gR) = R. La relation R(f,g) est bien la relation biferme´e associe´e a` f (ou
g) sur les deux espaces de fermetures (G, Id) et (G′, Id) par l’application ν.
3.3.2 Les G-ide´aux
En prenant G = T et G′ = T ′ deux treillis complets et suivant les travaux de Shmuely
([Shm74]), on peut de´ﬁnir un G-ide´al θ ⊆ T × T ′ de T × T ′ par :
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(i) (x, y) ≤ (a, b) et (a, b) ∈ θ impliquent (x, y) ∈ θ ;








α bα) ∈ θ ;
(iii) (0,1) ∈ θ et (1, 0) ∈ θ.
On note par K(T, T ′) l’ensemble de tous les G-ide´aux de T × T ′.
Shmuely ([Shm74]) de´ﬁnit une correspondance entre K(T, T ′) et T ⊗ T ′ comme suit :
si (f, g) est une correspondance de Galois entre T et T ′, alors θf = {(a, b) ∈ T × T
′ :
f(a) ≥ b} est un G-ide´al de T × T ′. Inversement, pour tout G-ide´al θ ⊆ T × T ′, les
applications fθ(a) =
∨
{b ∈ T ′ : (a, b) ∈ θ} and gθ(b) =
∨
{a ∈ T : (a, b) ∈ θ} forment
une correspondance de Galois entre T et T ′. Ce deuxie`me cas extre`me revient a` appliquer
la corollaire 3.17 en conside´rant comme ensembles sup-ge´ne´rateurs de T et T ′ les treillis
eux-meˆmes.
3.3.3 Le cas fini
Quand T et T ′ sont ﬁnis, les ensembles de leurs sup-irre´ductibles J = JT et J
′ = JT ′
sont les ensembles sup-ge´ne´rateurs minimaux de T et T ′ respectivement. Nous avons,
graˆce au the´ore`me 3.16, un isomorphisme entre les applications galoisiennes de T dans
T ′ et les relations biferme´es entre J et J ′. De plus, la relation biferme´e R associe´e a` une
application galoisienne f est donne´e par jRj′ ⇐⇒ j′ ≤ f(j) pour tous j ∈ J, j′ ∈ J ′,
graˆce a` l’ope´rateur ν de la section 3.2. Inversement, l’application galoisienne f associe´e a`
une relation biferme´e R est l’application galoisienne classique associe´e a` une relation, fR
(cf. section 1.6.1).
3.4 Repre´sentation des correspondances de Galois
entre treillis finis
Conside´rons une correspondance de Galois (f, g) entre deux treillis ﬁnis T et T ′, et les
ensembles de sup-irre´ductibles de T et T ′, note´s respectivement J et J ′. Soient n =| J |
et n′ =| J ′ |. Comme nous l’avons de´montre´ pre´ce´demment, il est e´quivalent de conside´rer
la paire (f, g) ou la relation biferme´e R ⊆ J × J ′ de´ﬁnie par jRj′ ⇐⇒ j′ ≤ f(j) ⇐⇒
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j ≤ g(j′). Deux repre´sentations standard des relations binaires peuvent eˆtre inte´ressantes
aﬁn de repre´senter les correspondances de Galois entre T et T ′ :
– matrices binaires : une matriceMR est associe´e a` R. Cette matrice posse`de n lignes,
indice´es d’apre`s J , et n′ colonnes, indice´es d’apre`s J ′ ; pour j ∈ J, j′ ∈ J ′, mR(j, j
′)
est e´gale a` 1 si jRj′, et a` 0 sinon. Dans une variante popularise´e, entre autres, par
“l’e´cole de Darmstadt” ([Gan95], [GW99], [Wil82], [Wil84], . . .), on utilise des tables
avec des croix a` la place des 1 ;
– graphes bipartis : le graphe B = (J ∪ J ′, E), ou` (j, j′) ∈ E ⇐⇒ jRj′ est aussi as-
socie´ a` R. Une variante, utile pour la repre´sentation des treillis ([Mar80]), conside`re
l’ensemble comple´mentaire d’areˆtes (J × J ′)− E.
Quelques remarques sur la repre´sentation matricielle. Une ligne, indice´e par j (resp.
une colonne, indice´e par j′) deMR constitue une fonction caracte´ristique du sous-ensemble
jR de J ′ (resp. du sous-ensemble Rj′ de J). Ainsi, la relation R est biferme´e si les 1 d’une
ligne correspondent a` la repre´sentation par les sup-irre´ductibles J ′≤y pour un e´le´ment y
de T ′, alors que les 1 des colonnes correspondent a` une meˆme repre´sentation pour un
e´le´ment de T . Dans ce cas, la matrice MR permet un codage particulie`rement dense de
la correspondance de Galois (f, g). De plus, graˆce a` l’isomorphisme de la section 3.2, on
sait que, e´tant donne´ deux correspondances de Galois (f, g) et (f ′, g′) entre T et T ′ et
leurs relations biferme´es R et R′, la relation S = R ∩ R′ est la relation biferme´e as-
socie´e a` la correspondance de Galois (f ∧ f ′, g ∧ g′) et la matrice MS est donne´e par
mS(j, j
′) = min(mR(j, j
′),mR′(j, j
′)), pour tous j ∈ J, j′ ∈ J ′.
Shmuely [Shm74] a introduit deux classes particulie`res d’applications galoisiennes
note´es, respectivement, Lab et E
a
b , ou` a ∈ T et b ∈ T




1T ′ , si x = 0T
b, si 0T < x ≤ a
0T ′ , si x ≤ a
et Eab (x) =
{
1T ′ , si x ≤ a
b, si x ≤ a
Les matrices binaires biferme´es repre´sentant ces fonctions ont des formes tre`s simples :
pour Lab , on a la matrice M dans laquelle m(j, j
′) est e´gal a` 1 si et seulement si j ≤ a
et j′ ≤ b (on peut dire que tous les 1 peuvent eˆtre regroupe´s dans un unique rectangle
apre`s un re´arrengement convenable des lignes et des colonnes). Pour Eab , m(j, j
′) = 1 si
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et seulement si j ≤ a et j′ ≤ b (tous les 0 peuvent eˆtre groupe´s en un unique rectangle).
Les e´le´ments sup-irre´ductibles du treillis T ⊗ T ′ sont exactement les applications Ljj′
avec j ∈ J, j′ ∈ J ′ ([Lec91], [Yaz98]). Si a et b sont des inf-irre´ductibles de, respectivement,
T et T ′, alors Eab est un inf-irre´ductible de T ⊗T
′, mais d’autres inf-irre´ductibles peuvent
exister ([Yaz98]). Ainsi qu’il a e´te´ de´montre´ dans [Shm74] (voir aussi [Ban77]), les appli-
cations galoisiennes contraintes4 (tight Galois mapping) ([Ran60]) sont obtenues comme
inﬁmum d’applications de la forme Eab . Il est bien connu que quand l’un des treillis T ou
T ′ est distributif, toutes les applications galoisiennes sont contraintes ; dans ce cas, tous
les inf-irre´ductibles de T ⊗ T ′ sont de la forme Eab avec a, b des e´le´ments inf-irre´ductibles,
et les relations biferme´es sont les intersections des relations ν(Eab ).
3.5 Fermetures sur les applications et les relations
Dans cette section, nous allons pre´senter quelques utilisations possibles de l’isomor-
phisme e´tabli dans le the´ore`me 3.15 entre l’ensemble des relations biferme´es sur (E,ϕ)×
(E ′, ϕ′) et l’ensemble des applications galoisiennes de Φ dans Φ′. En premier lieu, nous
allons pre´senter un algorithme permettant de calculer la fermeture biferme´e d’une relation
(dite aussi bifermeture). Ensuite, nous allons utiliser cet algorithme aﬁn de proposer de
nouvelles solutions (et de nouvelles me´thodes de construction) de deux proble`mes portant
sur les applications galoisiennes : approcher une application quelconque entre deux treillis
par une application galoisienne, et calculer la fermeture galoisienne du supremum de deux
applications galoisiennes.
3.5.1 Un algorithme pour la bifermeture des tables binaires
Soient deux espaces de fermeture ﬁnis (E,ϕ) et (E ′, ϕ′), et une relation binaire R ⊆
E ×E ′. L’algorithme donne´ dans les tables 3.3 et 3.4 construit la relation biferme´e Γ(R)
associe´e a` R. Comme de´montre´ dans la section 3.1.2, cet algorithme de construction
utilise ite´rativement les applications Γ1 et Γ2. Toutefois, la paire (Γ1,Γ2) ne forme pas une
correspondance de Galois mais une correspondance de Benado ([Ben73]) entre l’ensemble
P(E × E ′) et lui meˆme. Ainsi nous ne savons pas combien de fois nous devons ite´rer
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l’utilisation de l’application Γ1Γ2 sur R aﬁn d’obtenir Γ(R), la relation biferme´e. On sait
seulement que, d’apre`s la proposition 3.5, ce sera moins que | E | × | E ′ |.
Les diverses notations utilise´es sont rapelle´es dans la table 3.2.
E,E ′ Ensembles partiellement ordonne´s
ϕ, ϕ′ Fermetures sur E et E ′, respectivement
X,X ′ Sous-ensembles de E et E ′, respectivement
e, e′ E´le´ments de E et E ′, respectivement
Tab. 3.2: Notations.
Algorithme 1 : de´termination de Γ
1. repeat
2. R ← Γ1(R)
3. R ← Γ2(R)
4. until (change1 = false) and (change2 = false)
5. return
Tab. 3.3: Algorithme pour Γ.
Si, comme dans la section 3.4, R est une relation biferme´e entre les ensembles des
sup-irre´ductibles de deux treillis ﬁnis, cet algorithme est particulie`rement eﬃcace si un
des treillis est distributif. En fait, si T est un treillis distributif, nous allons montrer que
Γ1Γ2(R) = Γ(R), i.e. Γ1Γ2(R) est une relation biferme´e. Posons R
′ = Γ1Γ2(R) et soient
j0 ∈ J,K ⊆ J tels que j0 ∈ ϕ(K) et, pour tout j
′ ∈ J ′, kRj′ pour tout k ∈ K. Par la
proprie´te´ de distributivite´, il existe k0 ∈ K tel que j0 ∈ ϕ(k0), i.e. j0 ≤ k0. Ainsi nous
avons j0 ⊇ k0, et comme Γ1Γ2 est isotone, on a j0R
′ ⊇ k0R
′ et donc kR′j′ pour tout k ∈ K
implique k0R
′j′ d’ou` j0R
′j′. Ainsi, pour tout j′ ∈ J ′, R′j′ ∈ Φ et R′ est biferme´e.
De plus, si T ′ est distributif, nous avons, par une preuve similaire, Γ2Γ1(R) = Γ(R).
D’ou` le re´sultat suivant :
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Algorithme 2 : de´termination de Γ1 Algorithme 3 : de´termination de Γ2
1. change1 ← false 1. change2 ← false
2. for all e ∈ E do 2. for all e′ ∈ E ′ do
3. X ′ ← {e′ : mR(e, e
′) = 1} 3. X ← {e : mR(e, e
′) = 1}
4. if ϕ′(X ′) = X ′ then 4. if ϕ(X) = X then
5. change1 ← true 5. change2 ← true
6. for all e′ ∈ ϕ′(X ′) do 6. for all e ∈ ϕ(X) do
7. mR(e, e
′) = 1 7. mR(e, e
′) = 1
8. end for 8. end for
9. end if 9. end if
10. end for 10. end for
Tab. 3.4: Algorithmes de calcul de Γ1 et de Γ2.
Corollaire 3.18 Si T ou T ′ est distributif, alors, pour toute relation binaire R ⊆ J × J ′,
l’e´galite´ Γ(R) = Γ1Γ2Γ1(R) est ve´rifie´e.
Preuve : Ce re´sultat est une conse´quence de la remarque pre´ce´dente et de la proprie´te´
(ii) de la proposition 3.4.
⊓⊔
Exemple 3.19 Soient E = {a, b, c, d, e}, E ′ = {a′, b′, c′, d′}, T = {∅, a, b, c, d, e, abc,
ad, ae, bd, be, cde, E} et T ′ = {∅, a′, b′, b′c′, b′d′, a′b′d′, b′c′d′, E ′}. Ici nous avons J = {a, b,
c, d, e} et J ′ = {a′, b′, b′c′, b′d′}. Nous allons conside´rer la relation R = {(a, c′), (a, d′),(b, b′),
(c, a′), (d, d′)}. La ﬁgure 3.1 montre les treillis T et T ′ et les tables des relations R,
R1 = Γ1(R), R2 = Γ2(R1), R3 = Γ1(R2) et R4 = Γ2(R3) = Γ(R).
3.5.2 La fermeture galoisienne d’une application entre treillis
finis
Soient T et T ′ deux treillis ﬁnis, J et J ′ leurs ensembles d’e´le´ments sup-irre´ductibles,
et une application f de T dans T ′. On veut approcher f par une application galoisienne
“proche” de f (comme dans [PF80]). Il est connu que l’ensemble T ⊗ T ′ est ferme´ pour
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a' b' b'c'b'd' a' b' a' b' a' b'
R1 R2 R3 R4R
b'c' b'c' b'c b'c'b'd' b'd' b'd' b'd'
Fig. 3.1: Construction de la bifermeture de R.
l’inﬁmum dans le treillis T ′T des applications de T dans T ′ ; ainsi, l’ensemble des appli-
cations galoisiennes supe´rieures a` une application f posse`de un minimum γf = ∧{f ′ ∈
T ⊗ T ′ : f ≤ f ′}, et γ est une fermeture qui transforme f en ce minimum. Nous allons
appliquer l’algorithme de la section 3.5.1 aﬁn d’obtenir γf .
Nous allons d’abord faire correspondre a` f une relation binaire R = ν ′(f) ∈ J × J ′ ;
si f est antitone, on pose juste ν ′(f) = ν(f). Sinon, la de´ﬁnition de ν(f) n’est plus
ade´quate5 vu qu’elle ne prend en compte que les valeurs f(j) pour j ∈ J . Alors, nous
5[Fle84] a montre´ dans un article paru en 1984 que toute correspondance de Galois peut eˆtre vue
comme la polarite´ d’une relation associe´e a` une application antitone. C’est en fait un cas particulier
de notre correspondance entre relation biferme´es et correspondances de Galois, mais obtenu pour des
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conside´rerons l’application αf de T dans T ′ deﬁnie par αf(j) = ∨{f(x) : j ≤ x} pour
j ∈ J et αf(x) = ∧{αf(j) : j ∈ J, j ≤ x} pour x ∈ T − J .
Proposition 3.20 L’application αf a les proprie´te´s suivantes :
– αf est antitone ;
– f ≤ αf ;
– γαf = γf .
Preuve : Pour l’antitonie de αf , on peut remarquer que x, x′ ∈ T et x ≤ x′ impliquent∧
{αf(j) : j ≤ x} ≥
∧
{αf(j) : j ≤ x′}. Alors, pour j ∈ J et x ∈ T , j ≤ x implique
αf(j) ≥ f(x) ; ainsi, αf(x) =
∧
{αf(j) : j ≤ x} ≥ f(x). Pour la dernie`re proprie´te´, on
montre que f, f ′ ∈ T ′T , f ≤ f ′, et f ′ ∈ T ⊗ T ′ impliquent αf ≤ f ′ ; pour j ∈ J et x ∈ T ,
j ≤ x implique f ′(x) ≤ f ′(j) ; ainsi, f ′(j) ≥
∨
{f ′(x) : j ≤ x} ≥
∨
{f(x) : j ≤ x} =
αf(j) ; alors, pour x ∈ T − J , αf(x) =
∧
{αf(j) : j ≤ x} ≤ f ′(x) =
∧
{f ′(j) : j ≤ x}.
⊓⊔
Maintenant, en posant R = ν ′(f) = ν(αf), il s’ave`re que, d’apre`s les resultats de la
section 3.2, il est e´quivalent de de´terminer Γ(R) ou γf . Plus pre´cisemment :
Proposition 3.21 Pour toute application f de T dans T ′, l’e´galite´ µ(Γ(R)) = γf est
ve´rifie´e.
Preuve : Par l’isotonie de ν, on a R = ν(αf) ≤ ν(γf) ce qui, en utilisant la proposition
3.12, implique Γ(R) ≤ ν(γf). Ainsi, par l’isotonie de µ et en utilisant la proposition 3.14,
µ(Γ(R)) ≤ µν(γf) = γf . Inversement, f ≤ αf ≤ µν(αf) = µ(R) ≤ µ(Γ(R)) ; ainsi,
µ(Γ(R)) est une application galoisienne supe´rieure a` f , qui est γf ≤ µ(Γ(R)).
⊓⊔
Exemple 3.22 Conside´rons les treillis T et T ′ de l’exemple 3.19 et l’application (anti-
tone) f : T → T ′ donne´e par la table suivante (et par f(x) = ∅ sinon) :
x ∅ a b c d ad
f(x) 1 b′c′d′ b′ a′ b′d′ b′
applications entre ensembles ordonne´s quelconques.
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Avec la de´ﬁnition pre´ce´dente, ν ′(f) = ν(f) = R1 comme de´crit dans la section 3.5.1.
Ainsi, Γ(R1) = R4 et l’application γf est e´gale a` fR4 , donne´e par y γf(a) = b
′c′d′,
γf(b) = γf(d) = γf(e) = b′d′, γf(c) = a′b′d′ et γf(x) =
∧
{γf(j) : j ≤ x} sinon.
3.5.3 Le supremum de deux applications galoisiennes
Soient T et T ′ deux treillis complets, J et J ′ leurs ensembles de sup-irre´ductibles et
ϕ et ϕ′ les fermetures associe´es. Nous allons maintenant conside´rer le contexte suivant :
dans le treillis A(T, T ′) des application antitones de T dans T ′, l’ensemble des applications
galoisiennes T ⊗ T ′ est un sous inf-demi-treillis complet de A(T, T ′) et un treillis complet













Alors que l’inﬁmum de deux applications antitones n’est que l’inﬁmum usuel, on peut
avoir des proble`mes pour calculer le supremum de deux applications galoisiennes f1 et f2.
Aﬁn de re´soudre ce proble`me dans le cas ﬁni, on va utiliser l’isomorphisme du the´ore`me
3.15 entre correspondances de Galois et relations biferme´es et l’algorithme de la sec-
tion 3.5.1. Soient R1 et R2 les relations biferme´es associe´es a` f1 et f2, respectivement.
Dans le treillis A(T, T ′), Γ1(R1 ∪ R2) est la table associe´e a` f1 ∨A(T,T ′) f2. Ainsi, calculer
f1 ∨T⊗T ′ f2 = γ(f1 ∨A(T,T ′) f2) est e´quivalent a` de´terminer la fermeture galoisienne de
f1 ∨A(T,T ′) f2, et donc la bifermeture de R1 ∪R2.
Exemple 3.23 Conside´rons a` nouveau les treillis T et T ′ de l’exemple 3.19 et les appli-
cations galoisiennes f1 et f2 associe´es aux relations (biferme´es) R1 et R2 de la ﬁgure 3.2.
Alors R3 = R1 ∪R2 et f1 ∨T⊗T ′ f2 est l’application galoisienne associe´e a` R4 = Γ(R3).
3.6 Conclusion
Dans ce chapitre, nous avons de´ﬁni les relations biferme´es entre deux espaces de fer-
meture. Nous avons alors e´tabli un isomorphisme ge´ne´ral entre les correspondances de
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a' b' a' b'
R1 R2 R3 R4
b'c' b'c' b'c'b'd' b'd' b'd' b'd'b' b'c'a'
Fig. 3.2: Construction du supremum de f1 et f2 dans T ⊗ T
′.
Galois entre deux treillis de ferme´s (soit, en fait, deux treillis quelconques) et les rela-
tions biferme´es. Apre`s avoir utilise´ cet isomorphisme aﬁn de coder les correspondances
de Galois, nous avons montre´ comment ce codage peut eˆtre utile pour des calculs pra-
tiques, comme, par exemple, la de´termination de la fermeture galoisienne d’une application
donne´e.
Pour ce travail, nous nous sommes concentre´s sur les correspondances de Galois entre
deux treillis. Toutefois, nos re´sultats peuvent eˆtre ge´ne´ralise´s a` d’autres correspondances
de Galois (entre deux ensembles ordonne´s P et P ′) en utilisant le re´sultat de Shmuely
([Shm74]) disant qu’une telle correspondance peut s’e´tendre canoniquement comme une
correspondance de Galois sur les comple´te´s de MacNeille de P et P ′ ([Mac37]).
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Les correspondances de Galois sont de plus en plus utiles dans diﬀe´rents domaines de
l’intelligence artiﬁcielle, comme l’apprentissage, l’extraction de connaissance, la repre´sen-
tation des connaissances, et d’autres domaines ou` les classes d’objets peuvent eˆtre de´crites
en termes de proprie´te´s communes. Dans cette optique, les relations biferme´es peuvent
eˆtre un outil eﬃcace lorsqu’on introduit des contraintes sur les classes comme sur les des-
criptions, de`s lors que ces contraintes peuvent eˆtre de´crites en termes de fermeture. Ces
contraintes peuvent eˆtre de toute sorte, par exemple un ensemble de proprie´te´s peut eˆtre
totalement ordonne´, des proprie´te´s peuvent eˆtre incompatibles, . . .
Il reste toutefois de nombreux de´veloppements possibles, aussi bien algorithmiquement,
la borne k telle que (Γ1Γ2)
k = Γ pouvant certainement eˆtre aﬃne´e, que pour la struc-
ture meˆme des correspondances de Galois. En eﬀet, graˆce a` notre isomorphisme, l’e´tude
d’ensembles de familles de Moore particulie`res6 pourrait eˆtre simpliﬁe´e en se ramenant a`
celle des relations biferme´es correspondantes.
6Par exemple, [Rad01] a e´tudie´ la structure latticielle d’ensembles de fonctions de choix satisfaisant
certains axiomes.
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Dans ce chapitre, nous appliquons les re´sultats pre´sente´s aux chapitres 2 et 3 a` la
classiﬁcation. Le propos de celle-ci (essentiel dans des domaines tels que l’analyse des
donne´es, l’apprentissage, le “data mining”, la reconstruction phyloge´ne´tique, . . .) est de
constituer des classes parmi les objets de´crits par des donne´es. Deux me´thodologies se
pre´sentent couramment.
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Dans la plus usite´e (voir les ouvrages les plus connus dans ce domaine [SS63, JS71,
Har75, Gor99], et plus re´cemment [AHS96, Mir96]), le point de de´part est de de´gager
des donne´es une notion de ressemblance entre objets et, comme le disait1 Buﬀon, mettre
ensemble ce qui se ressemble et se´parer ce qui diﬀe`re. On de´bouche alors le plus souvent
sur des proble`mes d’ajustement d’une structure classiﬁcatoire (partition, hie´rarchie, . . .)
aux donne´es.
L’autre approche (au de´veloppement plus re´cent) est celle de la classiﬁcation sym-
bolique. Son principe consiste a` rassembler dans une classe tous les objets posse´dant en
commun certaines caracte´ristiques. Les classes obtenues de cette manie`re sont parfois dites
“monothe´tiques”, celles obtenues par l’approche pre´ce´dente e´tant alors “polythe´tiques”2.
On retrouve e´videmment la` la dualite´ extension / intension, et sa formalisation privile´gie´e
par les correspondances de Galois (souvent rede´couvertes dans ce contexte). Les proble`mes
de complexite´ sont potentiellement encore plus redoutables que dans le cas pre´ce´dent,
puisque la recherche de toutes les classes est de nature exponentielle.
En fait, loin d’eˆtre antinomiques, ces deux approches peuvent se rejoindre. Ce qui
est peut-eˆtre moins connu est que M.F. Janowitz a e´tabli de`s 1978 l’importance des cor-
respondances de Galois (sous la forme re´sidue´e / re´siduelle) dans l’approche classique de
la classiﬁcation hie´rarchique. On observe que, contrairement au cas de la classiﬁcation
symbolique, les correspondances de Galois sont, dans le cadre de´veloppe´ par Janowitz,
fortement contraintes (au sens du chapitre 3). Ainsi, l’introduction dans la classiﬁcation
symbolique de contraintes structurelles du type de celles apparaissant dans les travaux
de Janowitz permet de de´ﬁnir la recherche d’une classiﬁcation fortement structure´e (par
exemple en une hie´rarchie) comme un proble`me d’ajustement de tableaux binaires. C’est
ce qui est expose´ dans ce chapitre, avec quelques exemples illustrant cette approche.
1Il existe toutefois un doute sur l’origine de cette citation. B Leclerc l’attribue a` Be´cassine (cf. L’enfance
de, Gauthier-Languereau, 1913.).
2En reprennant [Tur00], par classe “polythe´tique”, il faut entendre une classification ou` les classes sont
forme´es a` partir du comportement “voisin” ou ressemblant entre individus sur plusieurs caracte´ristiques
simultane´ment, par opposition a` la notion de classe “monothe´tique” qui utilise de proche en proche un
comportement identique des individus.
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Ce chapitre est organise´ de la fac¸on suivante : tout d’abord, dans le paragraphe 4.1,
nous rappelons en de´tail diﬀe´rentes utilisations des correspondances de Galois en classi-
ﬁcation, aussi bien dans le cadre de la “Formal Concept Analysis”, que pour les objets
symboliques de´veloppe´s par Diday ou les mode`les re´sidue´s de Janowitz. Dans la section
4.2, nous proposons notre mode`le pour la classiﬁcation symbolique, sous l’optique des
relations biferme´es pre´sente´es dans le chapitre 3. La section 4.3 nous permet d’illustrer
cette approche dans deux contextes diﬀe´rents, selon que la hie´rarchie prise en compte est
donne´e ou a` construire. Dans le second cas, les re´sultats du chapitre 2 nous apportent les
outils ne´cessaires.
4.1 Les correspondances de Galois en classification
Dans ce paragraphe, nous eﬀectuons un tour d’horizon de diﬀe´rentes utilisations des
correspondances de Galois en classiﬁcation, sans pre´tendre a` aucune exhaustivite´ telle-
ment le domaine est vaste et les applications diﬀe´rentes. Toutefois, nous pre´sentons ici
les utilisations les plus courantes et les plus ce´le`bres, en introduisant tout d’abord dans
la section 4.1.1 la me´thode la plus classique, qui associe a` tout e´le´ment une description,
avant de la replacer dans le paragraphe 4.1.2 dans un cadre plus ge´ne´ral. La section 4.1.3
pre´sente une autre approche du proble`me, initie´e par Diday, et le paragraphe 4.1.4 celle
due a` Janowitz utilisant les correspondances re´sidue´es / re´siduelles.
4.1.1 Classes conceptuelles
Les correspondances de Galois ne´cessitent des conditions fortes aﬁn d’exister (cf. sec-
tion 1.5.1), qui, a` premie`re vue, pourraient eˆtre diﬃcilement satisfaites. En fait, comme
le savent leurs utilisateurs, les correspondances de Galois sont rencontre´es dans beaucoup
de domaines diﬀe´rents, le plus souvent sous la forme suivante. Soit P = P(S), avec S
un ensemble ﬁni d’objets e´tudie´s, et conside´rons un treillis (complet) Q de descriptions,
avec une description d(s) ∈ Q pour chaque e´le´ment s ∈ S. L’ordre sur Q correspond a`
un ordre de ge´ne´ralisation, ou` q ≤ q′ signiﬁe que la description q est plus ge´ne´rale que la
description q′. Alors on dit que s ∈ S satisfait la description q si q ≤ d(s).
Conside´rons, pour toute classe (sous-ensemble) C ⊆ S, et toute description q ∈ Q,
les applications f(C) =
∧
{d(s) : s ∈ C} et g(q) = {s ∈ S : q ≤ d(s)} ; ainsi, f(C)
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est la description la moins ge´ne´rale satisfaite par tous les e´le´ments de C (l’intension de
C), tandis que g(q) est la classe de tous les e´le´ments de S satisfaisant la description q
(l’extension de q). Il est alors facile de voir que la paire (f, g) est une correspondance
de Galois entre P(S) et Q ; elle de´ﬁnit un ensemble C de classes conceptuelles qui sont
des paires (C,D) avec C = g(D) ⊆ S et D = f(C) ∈ Q. De plus, d’apre`s les diverses
proprie´te´s des correspondances de Galois entre deux treillis, C lui meˆme est le treillis de
Galois du triplet (S,Q, d), avec (C,D) ≤ (C ′, D′) ⇐⇒ C ⊆ C ′ ⇐⇒ D′ ≤ D ; les
ope´rations de supremum et d’inﬁmum de C e´tant
(C,D) ∧ (C ′, D′) = (C ∧ C ′, f(C ∧ C ′))
(C,D) ∨ (C ′, D′) = (g(D ∧D′), D ∧D′)
Le treillis Q peut eˆtre un ensemble de nombres, ou un ensemble d’intervalles nume´ri-
ques (avec l’ordre d’inclusion), ou un produit de treillis de cette forme (on peut voir par
exemple [BD00]). Dans les cas classiques, on conside`re un ensemble A d’attributs binaires
que les e´le´ments de S peuvent posse´der et le treillis Q est le treillis boole´en P(A) des
parties de A. Les donne´s consistent alors en une relation binaires I ⊆ S × A, avec sIa si
l’objet s posse`de l’attribut a ; de fac¸on e´quivalente, pour s ∈ S, d(s) = sI = {a ∈ A : sIa}.
Ainsi, f(C) =
⋂
{d(s) : s ∈ C} = {a ∈ A : sIa pour tous s ∈ C} et g(A′) = {s ∈ S : sIa
pour tous a ∈ A′}. Cette situation est bien connue comme la base de la “Formal Concept
Analysis” [GW99] et le treillis obtenu par une correspondance de Galois de ce type3 est
aussi appele´ le treillis de concepts du contexte (S,A, I).
4.1.2 La classification symbolique
Comme de´crit pre´cedemment, les treillis de Galois satisfont un des crite`res de la classi-
ﬁcation : ils fournissent des classes (les extensions) d’objets partageant des caracte´ristiques
similaires (les intensions), une description par des attributs e´tant associe´e a` chaque classe.
Cette correspondance entre classes et descriptions est un fait de base dans le domaine de
la classiﬁcation symbolique.
Un autre but de la classiﬁcation est l’organisation des donne´es aﬁn de les rendre plus
lisibles ou d’exhiber des structures inconnues. Par exemple, les me´thodes de classiﬁcation
3Ce type de correspondance de Galois est le sujet du paragraphe 1.6.1.
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hie´rarchiques fournissent des arbres de classiﬁcation, ou encore (par exemple en recon-
struction phyloge´ne´tique ou en psychologie cognitive [BG88, Gas97, ML97, ML99, SN87])
une estimation d’un arbre inconnu. Le treillis de concept ne re´pond pas a` un tel objec-
tif car il pre´serve toute l’information contenue dans les donne´es4. Ainsi, comme il a e´te´
souvent remarque´ dans la litte´rature, le treillis de concepts est tre`s sensible au bruit et
aux petits e´carts au mode`le. De plus, le nombre de concepts augmente potentiellement de
manie`re exponentielle avec la taille des donne´es, introduisant des proble`mes de complexite´
algorithmique.
Pour toutes ces raisons, de nombreux auteurs ont propose´ des me´thodes aﬁn d’e´laguer
le treillis de concept, par exemple en limitant sa construction5 par l’usage de ﬁltres
[GR99, Ngu93, Ngu01], ou en ne conside´rant que certaines implications6 du syste`me impli-
catif complet associe´ [BP99, Lux91]. Une autre approche, plus proche de la classiﬁcation,
consiste a` retenir seulement une (petite) part de C, de telle fac¸on que l’ensemble des exten-
sions correspondantes re´pond a` une structure de´sire´e, e.g. constitue un arbre hie´rarchique
ou une pyramide ([Gue´93, Bri95, Pol98, PD98]), les deux dernie`res re´fe´rences dans le
contexte plus ge´ne´ral des objets symboliques de´veloppe´s par Diday ([Did88]).
4.1.3 Les objets symboliques
De´veloppe´ par Diday et son e´quipe ([Did88, Bri95, PD96]), le formalisme des objets
symboliques a e´te´ introduit dans le but d’e´tendre l’analyse des donne´es a` des donne´es
de´crites par des intensions, sous la forme de conjonction de proprie´te´s, et de ne plus se
limiter a` l’e´tude de tableaux binaires. Ces donne´es peuvent eˆtre multivalue´es, exprimer
des variations, suivre certaines re`gles, . . . Il permet aussi de prendre en compte le savoir
propre a` la se´mantique du domaine conside´re´.
La description d’un individu w est repre´sente´ par ws = (y1(w), . . . , yp(w)), ou` chaque
variable yi est une application de Ω dans P(Oi), avec Ω l’ensemble des individus, Oi l’es-
4cf. les remarques du paragraphe 1.6.3.
5Dans [Ngu93], l’ide´e est de ne construire qu’une partie du treillis de Galois, un filtre, satisfaisant
certains crite`res, et d’obtenir ainsi un sous-inf-demi-treillis.
6Les implications retenues par [BP99, Lux91] sont des implications dites partielles, c’est a` dire des
implications classiques, de´finies dans la section 2.1.2, mais aussi des implications avec quelques contre-
exemples.
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pace de description de chaque variable yi et P(Oi) l’ensemble des descriptions possibles
pour la variable yi. On note par O = O1 × . . . × Op l’espace de description. En analyse
des donne´es symboliques, la relation entre individus et classses peut eˆtre de´crite par le
quadruplet (Ω, Y,O, R), avec Y = (y1, . . . , yp) l’ensemble des variables et R une relation
entre l’ensemble des variables et l’ensemble de leurs descriptions.
Un e´ve`nement e´le´mentaire, note´ e = [yi = Vi], avec, pour tous 1 ≤ i ≤ p, Vi ⊆ Oi,
exprime la condition “la variable yi prend ces valeurs dans Vi”. On peut alors associer a`
e l’application
e : Ω → {vrai, faux}
w → e(w)
telle que e(w) = vrai si et seulement si yiRVi. L’extension de e sur Ω est de´ﬁni par
extΩe = {w ∈ Ω : e(w) = vrai} = e
−1(vrai).
Exemple 4.1 [tire´ de [Bri95]] Soit Ω = {w1, w2, w3, w4} un ensemble d’objets observe´s,
de´crits par deux variables y1 = couleur, O1 = {bleu, vert, jaune, blanc, . . .} et y2 = taille,






Conside´rons l’e´ve`nement e´le´mentaire e = [taille = {grande,moyenne}]. Alors extΩe =
{w ∈ Ω : e(w) = vrai} = {w1, w2, w3}.
Un objet symbolique a (assertion object) est une conjonction d’e´ve`nements e´le´mentaires
et l’application associe´e est :
a : Ω → {vrai, faux}
w → a(w)
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telle que a(w) = vrai si et seulement si yiRVi pour tous i = 1, . . . , p. L’extension est alors
de´ﬁnie par extΩ(a) = {w ∈ Ω : a(w) = vrai} = a
−1(vrai).
Exemple 4.2 Conside´rons a` nouveau le tableau de l’exemple 4.1. On peut de´ﬁnir l’objet
symbolique a = [taille = {grande,moyenne}] ∧ [couleur = {blanc}]. Alors, extΩ(a) =
{w2}.
Nous pouvons maintenant de´ﬁnir un pre´ordre7 sur les objets symboliques, base´ sur
les extensions. Soit S l’ensemble des objets symboliques. Pour tous a1, a2 ∈ S, on dit
que a1 ≤ a2 si et seulement si extΩ(a1) ⊆ extΩ(a2). On peut maintenant conside´rer
l’application re´siduelle suivante :
f : S → P(Ω)
a → extΩ(a)
En notant (g, f) la correspondance re´sidue´e / re´siduelle, on dit qu’un objet symbolique a
est complet8 si gf(a) = a. On a donc, en appliquant les re´sultats pre´ce´dents (cf. section
1.5.2), le the´ore`me suivant :
The´ore`me 4.3 L’ensemble de tous les objets symboliques complets constitue un treillis
pour l’ordre symbolique de´fini pre´ce´demment, avec l’infimum et le supremum donne´s par :
a1 ∧ a2 = gf(a1 ∩ a2)
a1 ∨ a2 = a1 ∪ a2
4.1.4 Les mode`les re´sidue´s
Une utilisation apparemment diﬀe´rente des correspondances de Galois en classiﬁcation
a e´te´ inaugure´e par un article de Janowitz ([Jan78]), qui utilise la the´orie de la re´siduation
7Un pre´ordre est une relation binaire re´flexive et transitive. En ge´ne´ral, ce n’est pas un ordre car nous
pouvons avoir a1 ≤ a2 et a2 ≤ a1 avec a1 = a2. Ainsi, dans l’exemple 4.1, si on conside`re a1 = [taille =
{petite}] et a2 = [couleur = {vert}], on a extΩ(a1) = extΩ(a2) = {w4} mais a1 = a2.
8Dans le cadre des correspondances re´sidue´es, l’application gf n’est pas une fermeture, mais est une
ouverture sur S. Les objets symboliques complets sont donc les ouverts de l’application gf .
96 CHAPITRE 4. CLASSIFICATION ET CORRESPONDANCES DE GALOIS
([BJ72]). Par souci d’homoge´ne´ite´, notre pre´sentation va diﬀe´rer de la sienne, et va eˆtre
base´e sur les similarite´s plutoˆt que sur les dissimilarite´s. Notre pre´sentation utilisera le
mode`le galoisien, dual du mode`le re´sidue´. Conside´rons l’intervalle re´el ferme´ [0, 1] et le
treillis RS de toutes les relations binaires sur un ensemble ﬁni S, ordonne´ par inclusion.
Un dendrogramme est une application g : [0, 1]→ RS satisfaisant les proprie´te´s :
(D1) pour tous λ, µ ∈ [0, 1], λ ≤ µ implique g(µ) ⊆ g(λ) ;
(D2) pour tous x, y ∈ S, l’ensemble {λ ∈ [0, 1] : (x, y) ∈ g(λ)} a un maximum f(x, y).
La valeur f(x, y) peut eˆtre vue comme un degre´ de proximite´ de x a` y.
Une conse´quence de (D2) est que, en fait, pour toute relation binaire R ⊆ S2, l’ensem-
ble {λ ∈ [0, 1] : R ⊆ g(λ)} posse`de un maximum. Plus particulie`rement, g(0) = S2. Ainsi,
g est une application galoisienne et, en e´tendant f a` RS en posant f(R) = min{f(x, y) :
(x, y) ∈ R}, la paire (f, g) est une correspondance de Galois9 entre les treillis RS et [0, 1].
Dans le sche´ma pre´ce´dent, un treillis restreint peut eˆtre conside´re´ a` la place de RS. Le
cas du treillis SS de toutes les relations binaires syme´triques sur S (avec les coeﬃcients
classiques de similarite´ comme fonction f) correspond a` l’article original de Janowitz. Dans
Leclerc ([Lec91, Lec94]), les treillis des pre´ordres sur S (conduisant a` une formalisation de
l’ide´e de pre´ordres value´) et d’e´quivalences sur S (avec des ultrame´triques duales10 pour f)
sont conside´re´s. Le dernier cas correspond aux dendrogrammes standards (appele´s aussi
arbres value´s par Boorman et Olivier [BO73]). D’autres exemples sont aussi pre´sente´s dans
[Lec94], ou` des dendrogrammes ge´ne´ralise´s rendent compte de diverses correspondances
bijectives entre des types de dissimilarite´s et des structures classiﬁcatoires. Deux points
peuvent eˆtre avance´s graˆce a` cette approche :
1. les e´le´ments de Q ne sont pas ne´cessairement des relations binaires ; des exemples
sont donne´s ou` ils sont des sous-ensembles de S d’un type particulier, par exemple
des ensembles convexes ;
9On peut aise´ment se convaincre que la relation de Pickert est ve´rifie´e : λ ≤ f(R) ⇐⇒ λ ≤
min{f(x, y), (x, y) ∈ R} ⇐⇒ λ ≤ f(x, y) ∀(x, y) ∈ R ⇐⇒ λ ≤ max{λ′ : (x, y) ∈ g′λ′)} ∀(x, y) ∈
R ⇐⇒ (x, y) ∈ g(λ) ∀(x, y) ∈ R ⇐⇒ R ⊆ g(λ).
10Une ultrame´trique U : X2 → IR+ ve´rifie U(x, x) = 0, U(x, y) = U(y, x) et l’ine´galite´ ultrame´trique
U(x, z) ≤ Max(U(x, y), U(y, z)). Un coefficient de similarite´ s est dit dualement ultrame´trique s’il est
syme´trique et ve´rifie s(x, z) ≥ Min(s(x, y); s(y, z)).
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2. l’intervalle [0, 1] peut eˆtre remplace´ par un treillis de descriptions Q comme dans la
section 4.1.1 pre´ce´dente.
Le mode`le re´sidue´ de Janowitz (ou, comme pre´sente´ ici, le mode`le galoisien) a e´te´ utilise´
pour des me´thodes de formalisation classiﬁcatoire ([Jan78, JW95]), pour la comparaison
des arbres de classiﬁcation ([BO73, BLM86]) ou le consensus des arbres de classiﬁcation,
pre´ordres value´s, et autres objets de type similaire ([BLM86, Lec91, LM95]).
4.2 Un paradigme pour la classification symbolique
4.2.1 Un cadre unificateur
Le tableau 4.1 ci-dessous re´sume les diverses utilisations en classiﬁcation symbolique
des treillis de Galois pre´ce´demment mentionne´es ; bien sur, nous ne pre´tendons a` aucune
exhaustivite´ dans le domaine.
Conside´rons le treillis Q des descriptions. Dans le tableau 4.1, la situation 2 apparaˆıt
comme une ge´ne´ralisation de la situation 1. En fait, comme il est montre´ dans Gan-
ter et Wille [GW99], le mode`le issus de la “Formal Concept Analysis” est valable pour
de nombreux types de situations et de treillis. Ainsi tout treillis complet Q peut eˆtre
repre´sente´ par une famille de sous-ensembles d’un ensemble A de descriptions e´le´mentaires,
A ge´ne´rantQ par l’ope´ration supremum, A e´tant par exemple l’ensemble des sup-irre´ducti-
bles de Q. Chaque description q ∈ Q peut eˆtre repre´sente´e par l’ensemble Aq = {a ∈ A :
a ≤ q}, avec q =
∨
Aq. Un sous-ensemble A
′ de A peut eˆtre obtenu comme Aq pour un
certain q ∈ Q si et seulement s’il satisfait la condition (C) suivante :
(C) pour tout a ∈ A, a ≤
∨
A′ implique a ∈ A′
Nous pouvons alors dire que A′ est ferme´ par rapport a` Q (ou Q-ferme´). Soit G ⊆ P(A)
l’ensemble de tous les sous-ensembles Q-ferme´s. La correspondance q ↔ Aq entre Q et G
est bijective (cf. remarque 1.38). Par exemple, conside´rons le cas ou` les e´le´ments de Q sont
les intervalles d’un ensemble totalement ordonne´ (L,≤L), ordonne´s par inclusion. Alors
nous pouvons prendre les extre´mite´s des intervalles comme descriptions e´le´mentaires, et
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Tab. 4.1: Utilisations des treillis de Galois en classiﬁcation
la contrainte de fermeture est particularise´e par la condition
a, a′ ∈ q et a ≤L b ≤L a
′ impliquent b ∈ q
Maintenant, le cas G = P(A) de la situation (1) apparaˆıt comme le cas non contraint.
Lorsque nous examinons les mode`les de la section 4.1.4, nous pouvons remarquer que,
dans les situations 5 et 6, les treillis P d’objets ne sont plus des treillis de parties. Ils
peuvent aussi eˆtre repre´sente´, comme ci-dessus, par des sous-ensembles P -ferme´s d’un
ensemble S d’objets e´le´mentaires, et l’ensemble F de tous les sous-ensembles P -ferme´s de
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S est en bijection avec S. Par exemple, quand P = ES, les objets e´le´mentaires sont les
paires non ordonne´es xy d’e´le´ments de S, et la contrainte de fermeture est :
x, y, z ∈ S et xy, yz ∈ p impliquent xz ∈ p (proprie´te´ de transitivite´)
La repre´sentation du treillis Q au moyen de descriptions e´le´mentaires existe toujours,
mais l’expression de tels e´le´ments est souvent moins facile que celle des objets. Au pire, on
prendra tous les e´le´ments de Q comme description e´le´mentaire, et, au mieux, les e´le´ments
sup-irre´ductibles (ceux-ci ne sont ne´cessairement faciles a` caracte´riser). Supposons que
les ensembles S et A d’objets et de descriptions e´le´mentaires soient de´ﬁnis, et P et Q
remplace´s par les ensembles e´quivalents F et G. Alors une relation I ⊆ S × A est de´ﬁnie
par sIa ⇐⇒ a ≤ d(s) et nous sommes dans une situation du type “Formal Concept
Analysis”, avec les contraintes suivantes :
– pour tout s ∈ S, sI = {a ∈ A : sIa} ∈ G ;
– pour tout a ∈ A, Ia = {s ∈ S : sIa} ∈ F ;
Nous pouvons alors dire que I est PQ-biferme´e. Quand la relation I est donne´e par sa
table, les ensembles sI correspondent aux lignes de la table, et les ensembles Ia aux
colonnes. Comme nous l’avons de´montre´ dans [DL01], repris ici dans la section 3.2.2, les
relations biferme´es sont en bijection avec les correspondances de Galois entre P et Q.
Avec une telle relation, un concept (C,D) a une extension correspondant a` un e´le´ment
de P (et une intension a` une description dans Q).
4.2.2 La classification symbolique comme proble`me d’ajuste-
ment
De nombreux proble`mes classiﬁcatoires peuvent eˆtre vus comme un ensemble de con-
ditions pour que les classes obtenues soient issues d’un treillis d’un certain type. Par
exemple, un ensemble de classes H ⊆ P(S) est une hie´rarchie sur S si S ∈ H, {s} ∈ H
pour tous s ∈ S et H,H ′ ∈ H implique H ∩H ′ ∈ {∅, H,H ′}. Il s’ensuit que H∗ = H∪{∅}
est un treillis de sous-ensembles de S. La meˆme remarque reste valable pour, e.g., les
pyramides ; par souci de concision nous n’allons de´velopper que le cas hie´rarchique.
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Conside´rons des donne´es mode´lise´es par, comme dans la section 4.1.1, un ensemble S
muni de descriptions individuelles d(s), s ∈ S, e´le´ments d’un treillis Q. D’apre`s la section
4.2.1, de telles donne´es correspondent a` une relation binaire I0 avec des lignes sI0 Q-
ferme´es et des colonnes non contraintes I0a. Le proble`me est maintenant d’associer a` I0
une relation I ayant des colonnes P -ferme´es. Deux cas peuvent eˆtre distingue´s :
1. Le treillis P est donne´. Alors il existe une solution canonique β(I0), la relation
biferme´e minimum (pour l’inclusion) contenant I0. Cette existence est de´montre´e
dans [DL01] (et reprise dans le chapitre 3 et plus particulie`rement dans les sections
3.1.2 et 3.5.1), avec des indications algorithmiques. De futures recherches pourront
s’inte´resser aux proprie´te´s de cette approche et a` des me´thodes proposant des solu-
tions alternatives, peut eˆtre plus proches des donne´es.
2. Seul le type de P est de´ﬁni. Cette situation peut eˆtre compare´e a` celle de la classi-
ﬁcation hie´rarchique, ou` le but est l’obtention d’un syste`me de classes de la forme
hie´rarchique (cf. section 2.2.1), qui bien suˆr n’est pas ﬁxe´ au de´but du processus de
classiﬁcation. Le chapitre 2.5.2 peut eˆtre vu comme apportant des outils pour une ap-
proche de ce type, car, lorsque nous caracte´risons la base canonique des hie´rarchies,
nous obtenons des conditions portant seulement sur le type de P . Il reste toutefois
beaucoup de travail a` faire ; les exemples du paragraphe 4.3.2 fournissent quelques
e´le´ments allant dans cette direction.
4.3 Quelques usages
4.3.1 Ajustements a` une hie´rarchie donne´e
Exemple 4.4 Nous allons illustrer le premier cas du paragraphe pre´ce´dent par un ex-
emple simple adapte´, essentiellement par re´duction, de donne´es re´elles. Six scanners sont
de´cris, dans une revue de consommateurs11, par huit crite`res ayant respectivement 4,
3, 3, 2, 3, 3, 3, 2 niveaux (totalement ordonne´s) le´gende´s dans la table 4.3. Un crite`re
ayant k niveaux est repre´sente´ par k− 1 colonnes dans le tableau 4.2 (les colonnes omises
posse´dant seulement des ”1”). Au ﬁnal, nous avons 15 colonnes. D’une manie`re ge´ne´rale,
les meilleurs re´sultats correspondent aux colonnes les moins pleines.
11Que choisir 380, Mars 2001, p.46.
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A 1 1 1 1 1 1 1 1 1 1 1
B 1 1 1 1 1 1 1 1 1
C 1 1 1 1 1 1 1
D 1 1 1 1 1
E 1 1 1 1 1 1 1
F 1 1 1 1 1 1 1 1 1
a1 a2 a3 b1 b2 c1 c2 d e1 e2 f1 f2 g1 g2 h
Tab. 4.2: Relation I0.
a : prix ;
b : re´solution ;
c : restitution des couleurs ;
d : qualite´ monochrome ;
e : de´tramage ;
f : reconnaissance des caracte`res ;
g : vitesse de nume´raisation ;
h : commodite´ d’emploi.
Tab. 4.3: Le´gende du tableau 4.2.
Dans l’ide´e de nous remettre dans le cas de la situation (1) ci-dessus, nous allons
d’abord utiliser la similarite´ de Jaccard12 entre les lignes de la table 4.2 aﬁn de de´terminer
la hie´rarchie H de la ﬁgure 4.1 par la me´thode du lien complet (cf. [Mir96]). Alors nous
allons demander aux colonnes de correspondre a` des classes de H. La table 4.4 donne
β(I0), tandis qu’une solution alternative I
′, plus proche de la table d’origine, est obtenue
en supprimant les “1” indique´s en gras dans β(I0) dont certains sont issus de la table
4.2. Sous re´serve de la classe vide et de la classe comple`te, la table β(I0) produit des
classes symboliques dont les extensions sont, respectivement, ∅, A, F , ABF , ABCEF et
ABCDEF .
12L’indice de similarite´ de Jaccard [Jac01] porte sur les lignes d’un tableau binaire, et donne une
indication de “ressemblance” entre ces deux lignes. Si on note, pour deux lignes j et k, par nJK le
nombre de re´ponse positives communes aux deux lignes, njK le nombre de re´ponses positives pour la
ligne k et ne´gative pour j, et, inversement, nJk le nombre de re´ponses positives pour j et ne´gatives pour
k, l’indice de Jaccard est e´gal a` nJK
nJK+njK+nJk
.
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A B F C E D
Fig. 4.1: Hie´rarchie H associe´e aux scanners.
A 1 1 1 1 1 1 1 1 1 1 1 1 1 1
B 1 1 1 1 1 1 1 1 1 1 1 1 1
C 1 1 1 1 1 1 1 1 1 1 1
D 1 1 1 1 1
E 1 1 1 1 1 1 1 1 1 1 1
F 1 1 1 1 1 1 1 1 1 1 1 1 1 1
a1 a2 a3 b1 b2 c1 c2 d e1 e2 f1 f2 g1 g2 h
Tab. 4.4: Relation β(I0), et une solution alternative I
′
Exemple 4.5 Un autre exemple, que nous avons de´ja` utilise´, est celui des bacte´ries
Frankia pre´sentes sur certaines plantes de l’espe`ce Gymnostoma (cf. exemple 1.49 page
35). La table re´duite de la relation binaire associe´e a` la pre´sence des bacte´ries est rappele´e
dans le tableau 4.5.
Plusieurs me´thodes de classiﬁcation hie´rarchique (cf. e.g. [Hub82, Mir96]) ont donne´
divers arbres de classiﬁcation, parmi lesquels on a distingue´ la hie´rarchie binaire H1 de la
ﬁgure 4.2, obtenue a` la fois comme une solution parmi quatre de la me´thode ascendante
du lien complet et une solution parmi trois de la me´thode descendante des bipartitions
de diame`tre minimal [GHJ91].
On peut donc fermer en colonne la table 4.5 selon la fermeture associe´e a` cette
hie´rarchie conside´re´e comme une famille de Moore ; il n’y a pas de contraintes sur les
lignes pour ces donne´es de type binaire (pre´sence / absence). On obtient la table 4.6,
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Pattern
Plant Species 1 2 3 4 6 9 10 12 13 15
C 1 1 1 1
D 1 1 1 1 1
G 1 1 1 1 1 1
I 1 1 1 1
N 1 1 1
P 1 1 1 1
W 1 1 1 1
Tab. 4.5: Table de pre´sence de la bacte´rie Frankia.
D G I P W C N
Fig. 4.2: Hie´rarchie H1.
dans laquelle les signes + indiquent les liaisons objets / attributs ajoute´es.
Pattern
Plant Species 1 2 3 4 6 9 10 12 13 15
C + 1 1 1 1
D + 1 1 1 1 1
G + 1 1 1 1 1 1
I + + 1 1 1 + 1
N 1 1 + + 1
P + 1 1 1 + 1
W 1 1 1 1 +
Tab. 4.6: Table modiﬁe´e.
L’e´cart entre les deux tables est assez important (11 signes + ajoute´s) ; il est a` noter
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toutefois que plusieurs colonnes e´taient de´ja` ferme´es de fac¸on non triviale13 dans la table
4.5, ce qui conﬁrme le choix de la hie´rarchie H1. Alternativement, on peut remplacer
chaque colonne de la table 4.5 par le ferme´ le plus proche (toujours au sens de l’indice de
Jaccard). Il y a plusieurs solutions e´quivalentes, dont celle du tableau 4.7 qui ne pre´sente
que quatre modiﬁcations du tableau initial. Les − indiquent les liaisons objet / attribut
enleve´es.
Pattern
Plant Species 1 2 3 4 6 9 10 12 13 15
C 1 - - 1
D 1 1 1 1 1
G 1 1 1 1 1 1
I + 1 1 1 1
N - 1 1
P 1 1 1 1
W 1 1 1 1
Tab. 4.7: Une solution alternative.
On a une description, qui n’est autre que l’intension de la classe, de chaque classe de
H1 ﬁgurant eﬀectivement comme colonne de la table 4.7 (de meˆme pour la table 4.6, mais
la seconde est nettement plus proche des donne´es). Dans cet exemple, chacune des classes
apparaˆıt eﬀectivement dans le treillis de concepts associe´ a` la table 4.5 (cf. ﬁgure 1.11
page 37), mais ce fait n’est pas ge´ne´ral.
Ce type de technique paraˆıt donc pouvoir fournir une aide a` l’interpre´tation des classes
obtenues par des me´thodes de classiﬁcation courantes.
13Les ferme´s triviaux sont les singletons (i.e. les colonnes n’ayant que des 1), l’ensemble vide (colonne
ne contenant aucun 1) et S (colonne ne contenant que des 1).
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4.3.2 Construction d’une hie´rarchie base´e sur les relations d’em-
boˆıtement
Nous allons proposer dans ce paragraphe un nouvel indice14 de similarite´ base´ sur
les relations d’emboˆıtement associe´es a` une relation binaire R ⊆ S × A. Conside´rons la
famille de Moore Fk associe´e a` chaque colonne k ∈ A par Fk = {S, {i ∈ S : mik = 1}}, et
⊂∈ k la relation d’emboˆıtement associe´e a` Fk. Cet indice de similarite´ entre deux e´le´ments
x et y de S, que nous appelerons coefficient d’emboˆıtement, est calcule´ comme suit : pour
tous k ∈ A,





Ainsi, en reprennant l’exemple 4.5 pre´ce´dent sur les Frankia, la famille de Moore
associe´e a` la premie`re colonne est F1 = {S, NW}, celle associe´e a` la deuxie`me est
F2 = {S, CDGNPW}, . . . On trouve dans la table 4.8 le calcul de cet indice de si-
milarite´ pour toutes les paires d’e´le´ments de S, et dans la table 4.9 l’indice de Jaccard.
Cet indice est base´ sur la notion de relation d’emboˆıtement, dont les fondements
the´oriques sont de´veloppe´s dans le chapitre 2, et plus particulie`rement sur le fait que plus
il existe, pour une paire d’e´le´ments x et y donne´e, d’e´le´ments z emboˆıte´s avec cette paire,
plus x et y sont similaires. En eﬀet, on a xy⊂∈ kxyz pour tous les z qui n’appartiennent pas
a` la plus petite classe contenant x et y, c’est a` dire a` leur fermeture ϕk(xy). Le coeﬃcient
d’emboˆıtement σk(xy) entre deux e´le´ments x et y de S est donc le nombre d’e´le´ments
z ∈ S tels que z ∈ ϕk(xy), i.e. tels que ϕk(xy) = ϕk(xyz) avec ϕk la fermeture associe´e a`
la famille de Moore Fk.
Le calcul de ce coeﬃcient revient ainsi, pour une paire d’e´le´ments de S donne´e, a`
comptabiliser le nombre de proprie´te´s communes ponde´re´es chacune par un certain coef-
ﬁcient de pertinence, i.e. plus la proprie´te´ est pre´sente chez des individus, moins elle est
pertinente. Ce coeﬃcient de pertinence est simplement le nombre d’individus n’ayant pas
la proprie´te´. Il est re´sume´, dans le cas de notre exemple, dans la table 4.10. Par exemple,
σ1(NW ) = 5 car les plantes N et W posse`dent la bacte´rie 1 toutes les deux, et il y a 5
14Nous n’avons pas rencontre´ d’indice de ce type dans la litte´rature. En particulier, il ne figure pas
parmi les 43 indices recense´s dans la synthe`se de [Hub82].
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σ1 σ2 σ3 σ4 σ6 σ9 σ10 σ12 σ13 σ15 σ
CD 0 1 0 1 0 0 4 0 0 0 6
CG 0 1 0 1 0 0 4 0 0 0 6
CI 0 0 0 1 0 0 0 0 0 0 1
CN 0 1 0 0 0 0 0 0 5 0 6
CP 0 1 0 1 0 0 0 0 0 0 2
CW 0 1 0 1 0 0 0 0 0 0 2
DG 0 1 2 1 4 0 4 0 0 0 12
DI 0 0 2 1 4 0 0 0 0 0 7
DN 0 1 0 0 0 0 0 0 0 0 1
DP 0 1 2 1 0 0 0 0 0 0 4
DW 0 1 2 1 0 0 0 0 0 0 4
GI 0 0 2 1 4 0 0 0 0 0 7
GN 0 1 0 0 0 0 0 0 0 0 1
GP 0 1 2 1 0 0 0 0 0 0 4
GW 0 1 2 1 0 0 0 0 0 0 4
IN 0 0 0 0 0 0 0 0 0 0 0
IP 0 0 2 1 0 0 0 0 0 0 3
IW 0 0 2 1 0 0 0 0 0 0 3
NP 0 1 0 0 0 0 0 0 0 0 1
NW 5 1 0 0 0 0 0 0 0 0 6
PW 0 1 2 1 0 0 0 0 0 0 4
Tab. 4.8: Coeﬃcient d’emboˆıtement.
CD 0,5
CG 0,43 DG 0,83
CI 0,14 DI 0,50 GI 0,43
CN 0,40 DN 0,14 GN 0,13 IN 0,00
CP 0,33 DP 0,50 GP 0,43 IP 0,33 NP 0,17
CW 0,33 DW 0,50 GW 0,43 IW 0,33 NW 0,40 PW 0,60
Tab. 4.9: Coeﬃcient de Jaccard des Frankia.
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autres plantes ne posse´dant pas cette bacte´rie.
σ1 σ2 σ3 σ4 σ6 σ9 σ10 σ12 σ13 σ15
Ponde´ration 5 1 2 1 4 0 4 0 5 0
Tab. 4.10: Pertinence du coeﬃcient d’emboˆıtement.
Cet indice peut eˆtre ge´ne´ralise´ en ne conside´rant plus une famille de Moore par colonne,
mais une famille de Moore par ensemble de colonnes lie´es entre elles. Ainsi, si on reprend
l’exemple des scanners (exemple 4.4 et table 4.2), chaque crite`re a, b, c, d, e, f , g et h
correspond a` une variable ordinale. Par exemple, le crite`re a (prix) a e´te´ discre´tise´ selon
les colonnes a1, a2 et a3, qui forment un ordre total (une e´chelle). On peut lui associer la
famille de Moore
Fa = {S, BCEF,CEF, F}
au lieu d’une famille de Moore pour chaque colonne a1, a2 et a3. De meˆme, on a les familles
de Moore suivantes associe´es a` chaque e´chelle :
Fb = {S, ACDE,AD}
Fc = {S, ABCDE,A}
Fd = {S, ABDF}
Fe = {S, ABCE,ABC}
Ff = {S, ABEF,AF}
Fg = {S, ABCF,ABF}
Fh = {S, BDEF}
La mode´lisation comme ci-dessus par des familles de Moore nous paraˆıt pre´senter un
double inte´reˆt : d’une part, ces familles de Moore constituent une description exhaustive
des donne´es telles qu’elles apparaissent dans le tableau 4.2 ; d’autre part, en liaison avec
les e´quivalences rappele´es au chapitre 1 entre treillis, fermetures et familles de Moore,
elles inte`grent les contraintes a priori sur les colonnes, correspondant au type de variables
conside´re´es.
108 CHAPITRE 4. CLASSIFICATION ET CORRESPONDANCES DE GALOIS
Pour la cre´ation de l’arbre associe´ au coeﬃcient d’emboˆıtement, on pourrait appliquer
comme au paragraphe pre´ce´dent des me´thodes de classiﬁcation hie´rarchique classiques
(les me´thodes ascendantes paraissant plus approprie´es par rapport a` la nature de cet in-
dice) ; mais nous allons montrer qu’on peut travailler directement au niveau des familles
de Moore.
La de´termination du coeﬃcient d’emboˆıtement par paires se fait comme dans l’exem-
ple pre´ce´dent. Son calcul est re´sume´ dans la table 4.11.
σa σb σc σd σe σf σg σh σ
A-B 0 0 1 2 3 2 3 0 11
A-C 0 2 1 0 3 0 2 0 8
A-D 0 4 1 2 0 0 0 0 7
A-E 0 0 1 0 2 2 0 0 7
A-F 0 0 0 2 0 4 3 0 9
B-C 2 0 1 0 3 0 2 0 8
B-D 0 0 1 2 0 0 0 2 5
B-E 2 0 1 0 2 2 0 2 9
B-F 2 0 0 2 0 2 3 2 11
C-D 0 2 1 0 0 0 0 0 3
C-E 3 2 1 0 2 0 0 0 8
C-F 3 0 0 0 0 0 2 0 5
D-E 0 2 1 0 0 0 0 2 5
D-F 0 0 0 2 0 0 0 2 4
E-F 3 0 0 0 0 2 0 2 7
Tab. 4.11: Coeﬃcient d’emboˆıtement pour les scanners.
L’indice maximum est atteint pour les paires A et B d’une part, et B et F d’autre
part. Dans ce cas, on peut examiner successivement toutes les solutions possibles ou ef-
fectuer un choix plus ou moins arbitraire de regroupement d’une de ces paires. C’est ce
second parti que nous prenons ici en choisissant la classe BF , qui a l’indice de Jaccard
(cf. table 4.12) le plus e´leve´ (notons que les parties AB et BF sont toutes deux des classes
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du treillis de Galois de la table 4.2 repre´sente´ dans la ﬁgure 4.3 ; si ce n’avait e´te´ le cas
que de l’une des deux, cela aurait pu constituer un crite`re de choix).
AB 0,54
AC 0,38 BC 0,45
AD 0,33 BD 0,27 CD 0,20
AE 0,29 BE 0,45 CE 0,56 DE 0,33
AF 0,33 BF 0,50 CF 0,23 DF 0,17 EF 0,33
Tab. 4.12: Coeﬃcient de Jaccard des scanners.
ABCDEF
ABCDE






A B C D E F
AB
AC ADAE AF BC BE BFBD CE CF DE EF
Fig. 4.3: treillis de Galois associe´ aux scanners.
Apre`s regroupement de B et F , il y a beaucoup de fac¸ons de proce´der aux ite´rations
suivantes aﬁn de construire une hie´rarchie ascendante. On peut proposer par exemple
plusieurs indices de similarite´ entre deux classes base´s sur les emboˆıtements. A titre in-
dicatif, nous retenons le suivant, cohe´rent avec ce qui pre´ce`de et fonde´ uniquement sur
l’examen des familles de Moore Fi. L’indice de proximite´ σ(C,C
′) entre deux classes C
et C ′ est le nombre de familles de Moore Fi et d’e´le´ments s ∈ S − (C ∪ C
′) tels qu’on a
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C ∪C ′⊂∈C ∪C ′∪{s}. Pour la deuxie`me ite´ration de notre exemple, on obtient le tableau
4.13.
σa σb σc σd σe σf σg σh σ
A-BF 0 0 0 2 0 2 3 0 7
A-C 0 2 1 0 3 0 2 0 8
A-D 0 4 1 2 0 0 0 0 7
A-E 0 2 1 0 2 2 0 0 7
BF-C 2 0 0 0 0 0 2 0 4
BF-D 0 0 0 2 0 0 0 2 4
BF-E 2 0 0 0 0 2 0 2 6
C-D 0 2 1 0 0 0 0 0 3
C-E 3 2 1 0 2 0 0 0 8
D-E 0 2 1 0 0 0 0 2 5
Tab. 4.13: Deuxie`me coeﬃcient d’emboˆıtement pour les scanners.
Pour des raisons analogue avec le choix pre´ce´dent, on regroupe C et E plutoˆt que A
et C. Le tableau 4.14 de´crit l’e´tape suivante.
σa σb σc σd σe σf σg σh σ
A-BF 0 0 0 2 0 2 3 0 7
A-CE 0 2 1 0 0 2 0 0 5
A-D 0 4 1 2 0 0 0 0 7
BF-CE 2 0 0 0 0 0 0 0 2
BF-D 0 0 0 2 0 0 0 2 4
CE-D 0 2 1 0 0 0 0 0 3
Tab. 4.14: Troisie`me coeﬃcient d’emboˆıtement pour les scanners.
En regroupant ensuite A et D, on obtient le tableau 4.15, qui conduit a` regrouper les
classes AD et CE et a` obtenir ﬁnalement la hie´rarchie de la ﬁgure 4.4.
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σa σb σc σd σe σf σg σh σ
AD-BF 0 0 0 2 0 0 0 0 2
AD-CE 0 2 1 0 0 0 0 0 3
BF-CE 2 0 0 0 0 0 0 0 2
Tab. 4.15: Quatrie`me coeﬃcient d’emboˆıtement pour les scanners.
D CA E B F
Fig. 4.4: Hie´rarchie associe´e aux scanners.
Une e´tude approfondie serait indispensable avant de pre´senter une ge´ne´ralisation de
ce qui pre´ce`de (ou d’une variante) comme nouvelle me´thode de classiﬁcation. Cet exemple
e´tait juste destine´ a` illustrer comment on peut eﬀectivement construire une classiﬁcation
hie´rarchique a` partir de conside´rations relativements simples (mais inspire´es du chapitre
2) sur les emboˆıtements.
4.4 Conclusion
Toutes les utilisations des correspondances de Galois rappele´es dans les sections 4.1.1
a` 4.1.4 sont base´es sur l’hypothe`se forte d’une structure de treillis complet pour les deux
ensembles P d’objets et Q de description. Cette hypothe`se n’est pas toujours satisfaite,
mais est ge´ne´ralement conside´re´e comme est suﬃsamment re´aliste en l’analyse des donne´es
symbolique. De´ﬁnir les descriptions des treillis P et Q en termes de contraintes de ferme-
ture (les implications dans la litte´rature re´cente sur les treillis) nous permet de donner une
pre´sentation uniﬁe´e de quelques parties de cette litte´rature et de proposer une approche
pour des e´tudes ulte´rieures.
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Conclusion et perspectives
Historiquement, notre travail a d’abord porte´ sur l’e´tude de la composition de deux
relations binaires R ⊆ E × E ′ et S ⊆ E ′ × E ′′ par rapport a` une relation T ⊆ E × E ′′
donne´e, et ce dans le cadre d’une e´tude en microbiologie faite par le laboratoire d’E´cologie
Microbienne du Sol ([NJG+99]) et portant sur l’existence de bacte´ries du type Frankia sur
certaines espe`ces de plantes du type Gymnostoma. Ces plantes poussant sur certains sols,
les e´cologistes se demandaient si ceux-ci ne jouaient pas un roˆle de “se´lecteur” pour les
bacte´ries, en favorisant certaines au de´triment d’autres. D’un point de vue mathe´matique,
nos interrogations portaient sur les treillis LR, LS et LT associe´s, aﬁn de savoir si on pou-
vait de´terminer LT en fonction de LR et de LS, ou encore si l’existence de contraintes
sur LR ou LS se reportaient sur LT . . . Apre`s avoir regarde´ les travaux faits dans ce sens
par Biedermann et Wille (portant sur les “trilattices” [Bie97a, Bie97b, Bie98, Wil95]),
nous avons ﬁnalement privile´gie´ l’approche consistant a` e´tudier en de´tail ce que signiﬁait
l’existence de contraintes pour une relation binaire (et donc pour le treillis associe´).
Dans le chapitre 3, nous avons e´tabli les bases the´oriques permettant de proposer
une approche ge´ne´rale a` ce proble`me d’existence de contraintes, approche utilisant des
relations binaires particulie`res : les relations biferme´es entre deux espaces de fermeture
(E,ϕ) et (E ′, ϕ′). Chaque ligne de la repre´sentation matricielle d’une relation biferme´e
R est ferme´e dans le premier espace, et chaque colonne est ferme´e dans le deuxie`me es-
pace. Nous avons alors e´tabli un isomorphisme entre l’ensemble des relations biferme´es
et l’ensemble des correspondances de Galois entre les deux treillis de ferme´s. Cet isomor-
phisme, associe´ a` un algorithme de construction, nous a permis de reformuler quelques
proble`mes de classiﬁcation en termes de tables binaires.
Dans le chapitre suivant, nous pre´sentons diﬀe´rentes utilisations des correspondances
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de Galois en classiﬁcation symbolique, ou` elles fournissent une formalisation mathe´mati-
que du sche´ma classique extension/intension d’objets de´crits par des proprie´te´s ([Duq91,
GW99]), ainsi qu’un outil fondamental pour la mode´lisation, la comparaison et l’aggre´ga-
tion de me´thodes de classiﬁcation. Les relations biferme´es fournissent un cadre commun
pour ces diﬀe´rentes utilisations des correspondances de Galois, et nous permettent de
de´ﬁnir une nouvelle approche de la classiﬁcation symbolique.
Cette pre´occupation de recherche de mode`les permettant la formalisation de con-
traintes nous a amene´ a` e´tudier les arbres de classiﬁcation hie´rarchiques comme des
familles de Moore d’un certain type, et donc subissant des contraintes. Ces familles
de Moore sont particulie`rement inte´ressantes a` e´tudier, car le mode`le hie´rarchique est
pre´eminent en classiﬁcation. Dans l’optique de revisiter les arbres hie´rarchiques comme
des familles de Moore particulie`res, nous avons dans le chapitre 2 ge´ne´ralise´ les travaux
d’Adams en e´tablissant une bijection entre familles de Moore quelconques et relations
d’emboˆıtement. Cette approche nous a permis de caracte´riser la base canonique d’impli-
cation des hie´rarchies, et donc de particulariser les contraintes permettant la construction
des arbres de classiﬁcation.
Dans cette the`se, nous avons, malheureusement, laisse´ de coˆte´ l’e´tude des nombreuses
classes de treillis existantes (entre autres, semi-modulaire, localement distributifs, . . .).
Quelques classes de treillis ont toutefois e´te´ e´tudie´es suivant les chapitres (cf. par exemple
les treillis distributifs dans la section 3.5.1 ou les familles de Moore hie´rarchiques dans le
chapitre 2), mais ces e´tudes e´taient plus la` pour illustrer notre propos que dans le cadre
d’un travail syste´matique sur les diverses proprie´te´s de ces classes de treillis. Il reste ainsi
une importante recherche a` eﬀectuer, en regardant si on peut caracte´riser les relations
d’emboˆıtement ou les biferme´es suivant la classe du treillis conside´re´.
Trois autres principaux axes de recherches pourront eˆtre de´veloppe´s : le premier, sui-
vant la conclusion du chapitre 4, consiste a` cre´er de nouvelles me´thodes de classiﬁcation
base´es sur les me´thodes hie´rarchiques (pyramides, arbre de classiﬁcation, . . .) et sur les
bifermetures. L’ide´e principale est qu’une me´thode hie´rarchique ope´rant sur les lignes de la
table binaire de´ﬁni une fermeture sur l’ensemble des proprie´te´s (les colonnes de la table).
Ainsi une table donne´e peut, par bifermeture, e´voluer vers un autre arbre hie´rarchique ou
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une autre famille de classes bien structure´e.
Le deuxie`me axe est plus the´orique. Dans le chapitre 3, nous avons e´tabli un isomor-
phisme entre l’ensemble des relations biferme´es Rϕϕ′ entre (E,ϕ) et (E
′, ϕ′), et l’ensemble
des correspondances de Galois Φ⊗ Φ′ entre Φ = ϕ(P(E)) et Φ′ = ϕ′(P(E ′)). De plus, il
existe une correspondance entre l’ensemble D des syste`mes implicatifs complets sur P(E)
et les fermetures sur E. En sachant que toute fermeture peut eˆtre obtenue par une cor-
respondance de Galois, mais n’est pas de´termine´e de fac¸on unique, l’e´tude des relations
entre Rϕϕ′ et D peut nous permettre d’obtenir des informations sur la structure de Φ⊗Φ
′.
Enﬁn, nous pourrions de´velopper nos re´sultats de fac¸on algorithmique, aﬁn d’obtenir
de nouvelles me´thodes et de nouveaux algorithmes. Une premie`re possibilite´ part du
chapitre 2, et de notre caracte´risation de la base canonique des hie´rarchies. En eﬀet,
pour tout triplet d’e´le´ments de S, au plus un couple n’est pas un ensemble critique pour
la base canonique e´le´mentaire. A partir de ce re´sultat, on pourrait cre´er un algorithme
permettant de produire une hie´rarchie a` partir de n’importe quelle table binaire. Une
deuxie`me possibilite´, plus de´licate, serait d’utiliser les relations biferme´es aﬁn d’e´laborer
un algorithme eﬃcace permettant l’obtention du treillis associe´.
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Annexe : Article Biclosed Binary
Relations and Galois Connections,
Order 18 (2001), 89-104.
Abstract
This thesis is in the field of the latticial analysis of data in the situation, very general, where
objects of various nature are described by variables of various types ; one makes simply the
assumption (realistic) according to which each variable takes his values in a lattice. The problems
of processing of such data (extraction of knowledge) often amount seeking to obtain Moore
families of a particular type, for example arborescent, and thus to impose structural constraints.
Within this framework, we study initially particular Moore families, hierarchies, of which we
characterize the implicational canonical basis. With this intention, we introduce a new type of
binary relations on subsets of a set, called overhanging relations. We put them in a one-to-one
correspondence with unspecified Moore families, establish their bond with one of the arrow
relations, and reconsider their properties in the hierarchical case, where they initially appeared.
In one second part, we are interested in the Galois connection associated with a binary table (to
which data of the type indicated above can always be brought back). We examine the constraints
then to be imposed on a binary table so that closed sets obtained belong to prescribed Moore
families, or of desired type. We then obtained some binary relations called biclosed. Given two
closure spaces (E, ϕ) and (E′, ϕ′), a relation is biclosed if any line of its matric representation
corresponds to a closed set by ϕ, and any column with a closed set by ϕ′. We establish an
isomorphism between the set of biclosed relations and that of Galois connections between the
two lattices of closed sets induced by ϕ and ϕ′. In the finite case, we deduce some effective
algorithms for the adjustment of a Galois connection to an unspecified mapping between two
lattices, or for the calculation of the join of two polarities.
In a third part, we apply the preceding results to the study of the introduction of classifying
constraints to a data table. We reconsider various uses of Galois connections (or the couples
residuated / residual mappings) in models and methods of classification. Those are revisited in
the optics of a unified frame based on bicloseds, and, by taking of account the results of the first
part, differents ways are traced for definition of new methods.
These parts are preceded by a synthesis on lattices and Galois connections.
Key words
Biclosed, Binary Relation, Closure, Hierarchy, Implication, Lattice, Moore family, Overhanging.
Re´sume´
La the`se se situe dans le domaine de l’analyse latticielle de donne´es dans la situation, tre`s
ge´ne´rale, ou` des objets de nature diverse sont de´crits par des variables de types divers ; on fait
simplement l’hypothe`se (re´aliste) selon laquelle chaque variable prend ses valeurs dans un treillis.
Les proble`mes de traitement de telles donne´es (extraction de connaissance) reviennent souvent
a` chercher a` obtenir des familles de Moore de type particulier, par exemple arborescent, et donc
a` imposer des contraintes structurelles.
Dans ce cadre, nous e´tudions d’abord les familles de Moore particulie`res que sont les hie´rarchies,
dont nous caracte´risons la base canonique d’implications. Pour ce faire, nous introduisons un nou-
veau type de relations binaires sur les parties d’un ensemble, appele´es relations d’emboˆıtement.
Nous les mettons en correspondance bi-univoque avec les familles de Moore quelconques, leur
lien avec l’une des relations fle`che, et revenons sur leurs proprie´te´s dans le cas hie´rarchique, ou`
elles sont d’abord apparues.
Dans une seconde partie, nous nous inte´ressons a` la correspondance de Galois associe´e a` un
tableau binaire (auquel les donne´es du type indique´ ci-dessus peuvent toujours eˆtre ramene´es).
Nous examinons alors les contraintes a` imposer a` un tableau binaire pour que les ferme´s obtenus
appartiennent a` des familles de Moore prescrites, ou de type voulu. On obtient alors des relations
binaires dites biferme´es. E´tant donne´s deux espaces de fermeture (E, ϕ) et (E′, ϕ′), une relation
est biferme´e si toute ligne de sa repre´sentation matricielle correspond a` un ferme´ par ϕ, et
toute colonne a` un ferme´ par ϕ′. Nous e´tablissons l’isomorphisme entre l’ensemble des relations
biferme´es et celui des correspondances de Galois entre les deux treillis de ferme´s induits par ϕ et
ϕ′. Dans le cas fini, on en de´duit des algorithmes efficaces pour l’ajustement d’une correspondance
de Galois a` une application quelconque entre deux treillis, ou pour le calcul du supremum de
deux polarite´s.
Dans une troisie`me partie, nous appliquons les re´sultats pre´ce´dents a` l’e´tude de l’introduction
de contraintes classificatoires sur un tableau de donne´es. Nous revenons sur divers usages des
correspondances de Galois (ou des couples application re´sidue´e / re´siduelle) dans les mode`les et
les me´thodes de la classification. Ceux-ci sont revisite´s dans l’optique d’une pre´sentation unifie´e
fonde´e sur les biferme´es, et, en prenant en compte les re´sultats de la premie`re partie, des voies
sont trace´es pour la de´finition de nouvelles me´thodes.
Ces parties sont pre´ce´de´es d’une synthe`se sur les treillis et les correspondances de Galois.
Mots cle´s
Biferme´e, Emboˆıtement, Famille de Moore, Fermeture, Hie´rarchie, Implication, Relation binaire,
Treillis.
