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Abstract
A greedy sparse-sensor selection algorithm is proposed for reduced-order sens-
ing of high-dimensional data that contains correlated noise in measurement. The
sensor selection is carried out by maximizing the determinant of the Fisher In-
formation matrix in the Bayesian estimation operator. With matrix of noise co-
variance and prior probability distribution of estimating parameters, both given by
the modal decomposition of high dimensional data, the Bayesian estimation ro-
bustly works even in the presence of the correlated noise in measurement. After
the computational efficiency of the algorithm is improved by low-ranked approx-
imation of the noise covariance matrix, the proposed algorithms are applied to
various problems. The proposed method yields more accurate reconstruction than
the previously presented determinant-based greedy method, although the proposed
methods need longer time to select the sensor location.
1 Introduction
Reduced-order modeling and sparse sensing are effective for monitoring high-dimensional,
but low-rank structured data [11]. In the fluid dynamics fields, proper orthogonal de-
composition (POD), or principal component analysis is often adopted for the order
reduction. This method leads to the reduced-order modeling of the dynamics using the
Galerkin projection and the dynamic mode decomposition, and many researchers try
to use those techniques for cost-effective fluid measurement or flow control. Although
those advanced techniques are becoming available, the flow field reconstruction based
on POD is focused in the present study. In Ref. [5], reconstruction of high-dimensional
data was illustrated by using the (sub)optimized sparse sensors and transforming mea-
surements into modal expression in the context of the least squares problem. With
regard to the sensor placement problem for the generalized least squares estimation,
a convex relaxation of the combination problem was proposed in Ref. [3]. Their im-
plementation worked well, but it is almost impossible to apply the method to high
dimensional data of recent fluid experiments, because its computational complexity
grows significantly as cubic function with the dimension of data matrix. Hence, sensor
selection by greedy method has recently been studied because of its reasonable cost.
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In Ref. [5], QR-based greedy selection algorithm was proposed, which sought step-
by-step maximization of determinant of the Fisher Information matrix. This method
was related to the discrete empirical interpolation method [1] and the QR-based dis-
crete empirical interpolation method [2] in the framework of the Galerkin projection
[8] for reduced-order modeling. Saito et al. extended this method to vector sensor
measurements, considering the application of sparse processing of particle image ve-
locimetry (PIV) in fluid dynamic fields [9]. Furthermore, the objective function was
reconsidered for the case in which the number of sensors were less than that of the
latent modes, and more tractable algorithm was accomplished by determinant-based
greedy selection [10].
While these studies clarified the advantage of the reduced-order modeling and sens-
ing with sparse sensors, they also found drawbacks due to correlated noise that often
contaminates the measurement. For instance, the results of the sensor selection in
Ref. [10] showed that the estimation result based on the selected sensors was some-
times disturbed by noise when applied to PIV data of wind tunnel testing. In Ref. [4],
the objective functions for sensor selection using both convex relaxation and greedy
selection were introduced under the assumption of the correlated noise in the measure-
ment. It also should be pointed out that existing sensor selection methods like that
introduced in Ref. [3] was justified only in the ”special” situation of absence of (or
extremely weak) correlated noise.
Here, the aim of this paper is to improve the sparse sensing and sensor selection
algorithms by considering correlated noise that often causes a problem in the flow vi-
sualizing experiments of fluid dynamics. In this paper, the noise is resulting from the
high order modes which POD generates from data matrix. Because computational ef-
ficiency is also important subject, the 1-rank determinant greedy method in Ref. [10]
is extended to the formulation with such noise information. Firstly, the basics of POD-
based reduced-order modeling and sparse sensing are briefly revisited. Algorithms of
the previous and present studies are given in sections 2.1 and 2.2, and then the superi-
ority of the proposed method for noisy datasets is shown by reconstructing randomly
generated data matrices and other datasets of actual measurements in section 3. Finally,
section 4 concludes the paper.
2 Formulations and Algorithms
2.1 Reduced-order modeling, sparse sensing and the previous greedy
optimization of sensor placement
First, p observations are linearly constructed from r1 parameters as:
y = Cz. (1)
Here, y ∈ Rp, z ∈ Rr1 and C ∈ Rp×r1 are the observation vector, the parameter
vector and the given measurement matrix, respectively. It should also be noted that
the absence of noise is assumed in Eq. (1). The estimated parameters zˆ (the quantity
with hat refers to the estimation of the quantity) can be obtained by the pseudo inverse
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operation.
zˆ = C+y =
 C
T
(
CCT
)−1
y, p < r1,(
CTC
)−1
CTy, p ≥ r1.
(2)
Then, noise in the term of Gaussian of the same variance and zero mean for every ob-
servation point is considered. Joshi and Boyd [3] clearly showed the objective function
to design the best estimation system for the case p ≥ r1. They aimed to maximize
logarithm of the determinant of the Fisher information matrix, which realised the least
ellipsoid volume of the expected estimation error z − zˆ, as in Eq. (3)
maximize log det
(
CTC
)
. (3)
Additionally, there have been many studies adopting those optimization problems to
low-order but high-dimensional data. The measurement matrix in Eq. (1) becomesC =
HC∗, where C∗ is a total measurement matrix (or, in other words, a sensor candidate
matrix) for whole n observation candidates (n  p, r1) and H as a sensor-location
matrix that gives observe locations among n candidates. Equation (3) is now interpreted
as a searching problem of the most effective locations of sensors by determining H if
C∗ is given. Basically, all the combinations of p sensors out of n sensor candidates
should be searched by brute-force algorithm for the real-optimized solution of Eq. (3),
which takes enormous computational time (O(n!/(n − p)!/p!) ≈ O(np)).
Instead, greedy algorithms for the suboptimized solution by adding a sensor step
by step has been devised for reduced-order modeling [5]. As many studies did, Saito et
al. [10] setC∗ to be the reduced-order spatial-mode matrixU1:r1 ∈ Rn×r1 in Eq. (4) that
POD generated from given training data, which consists of m snapshots for n variables
X ∈ Rn×m. By using U1:r1 matrix, a greedy selection was demonstrated as shown in
Algorithm 1 to pursue Eq. (3). A data matrixX ∈ Rn×m (n > m) and its reduced-order
representation are given by a singular value decomposition (SVD):
X = UΣV T
=
[
U1:r1 U(r1+1):m
] [ Σ1:r1 0
0 Σ(r1+1):m
] [
V T1:r1
V T(r1+1):m
]
= U1:r1Σ1:r1V
T
1:r1 +U(r1+1):mΣ(r1+1):mV
T
(r1+1):m (4)
≡ X1:r1 +X(r1+1):m
≈ X1:r1 .
Σ ∈ Rm×m and V ∈ Rm×m are the diagonal matrix of the singular values and the matrix
of the temporal modes, respectively, and the subscript notation Ai: j for a given matrix
A denotes low-rank representation of A using ith-to- jth singular values or vectors.
It should be noted that POD can be processed by SVD if the spatial and temporal
desensitization of data are uniform.
Here, S and Sk (S = {1, . . . , n}, Sk = {i1, . . . , ik}, Sk ⊂ S) , the notations of set,
refer the set of indices for locations of the sensor candidates and its subset of indices
of the determined sensors, respectively. Additionally, the notation A(i)k for an arbitrary
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Algorithm 1 Overview of DG algorithm [10]
i1 = argmaxi ∈S uiuTi
C1 = ui1
for k = 2, . . . , r1, . . . , p do
if k ≤ r1 then
ik = argmaxi ∈S \Sk det(C
(i)
k C
(i)T
k )
= argmaxi ∈S \Sk det
([
Ck−1
ui
] [
CTk−1 u
T
i
])
= argmaxi ∈S \Sk ui
(
I −CTk−1
(
Ck−1CTk−1
)−1
Ck−1
)
uTi
else
ik = argmaxi ∈S \Sk det(C
(i)T
k C
(i)
k )
= argmaxi ∈S \Sk det
([
CTk−1 u
T
i
] [ Ck−1
ui
])
= argmaxi ∈S \Sk
(
1 + ui
(
CTk−1Ck−1
)−1
uTi
)
end if
Ck =
[
CTk−1 u
T
ik
]T
end for
quantity A indicates the quantity that its kth component is to be investigated in this
step-wise selection, with the (k − 1) components given by the (k − 1) selected sensors.
After the kth selection step,Ak is constructed by the k sensors selected. As an example,
C(i)k and Ck are written as follows:
C(i)k =
[
uTi1 u
T
i2
. . . uTik−1 u
T
i
]T
Ck = C
(i)
k |i=ik , (5)
where ik and uik (k ∈ {1, . . . , p}) indicate an index of the kth selected sensor location
and the corresponding row vector of the sensor-candidate matrixU1:r1 , respectively. In
Ref. [10], maximization of the determinant of the Fisher information of both cases in
Eq. (2) are realized with the matrix determinant lemma which quickens the computa-
tion as shown in Algorithm 1.
This approach effectively works, but sometimes does not as experienced in Ref. [10],
and as demonstrated later in the tested problem of section 3. That defect arises because
the linear least squares estimation that a large number of studies employed, misses
the information in the data such as the expected distribution of parameter z. Here, z
in our problem setting will be the amplitudes of principal r1 POD modes at arbitrary
time. Consequently, the same level of the amplitudes for low- to high-order modes is
assumed although the matrix Σ in Eq. (4) shows that they differ indeed. Moreover,
the aspects are not considered in the previous straightforward implementation that the
observation is always contaminated with the truncated POD modes (see matrices in the
second term of Eq. (4)), and that they cause spatially correlated noise for the reduced-
order estimation Eq. (2).
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2.2 Bayesian Estimation using Sparse Sensor
In Ref. [4], the proper objective function for selection is derived under the assumption
of correlated noise. Although they formulated optimization considering such a noise,
noise itself is only given in the form of exponential model as a function of distance
between sensors.
In this study, two more conditions are exploited for more robust estimation; one is
expected variance of POD mode amplitudes, and the other is spatial covariance of the
components that are truncated in the order reduction of data matrix Eq. (4). The former
can be estimated from Σ as:
E(zzT) ≡ Q
≈ 1
m
Σ1:r1V
T
1:r1V1:r1Σ1:r1
∝ Σ21:r1 , (6)
where E(θ) is the expectation value of a variable θ. Then, full-state observation x and
covariance matrix R of the noise become
x = U1:r1z +w
E(wwT) ≡ R, (7)
where w is a observation noise vector and x is one snapshot (one column vector) of
X . The sparse observation and its noise covariance are:
y = HU1:r1z +Hw,
E(HwwTHT) = HE(wwT)HT
≡ HRHT
≡ R, (8)
where R ∈ Rp×p represents the covariance matrix of the noise that p sensors capture.
Here, the full-state noise covariance is assumed to be estimated from the high-order
modes:
R = E(wwT)
= E((x −U1:r1z)(x −U1:r1z)T)
≈ (UΣV T −U1:r1Σr1V Tr1 )(UΣV T −U1:r1Σr1V Tr1 )T
= (U(r1+1):mΣ(r1+1):mV
T
(r1+1):m)(U(r1+1):mΣ(r1+1):mV
T
(r1+1):m)
T
= U(r1+1):mΣ
2
(r1+1):mU
T
(r1+1):m, (9)
and
R = HRHT
≈ H(U(r1+1):mΣ2(r1+1):mUT(r1+1):m)HT. (10)
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Then, the Bayesian estimation is derived with those prior information. Here,an a priori
probability density function (PDF) of the POD mode amplitudes becomes:
P(z) ∝ exp(−zTQ−1z), (11)
and the conditional PDF of y under given z is as follows:
P(y|z) ∝ exp(−(y −Cz)TR−1(y −Cz)). (12)
These relations lead to the a posteriori PDF:
P(z|y) ∝ P(y|z)P(z)
∝ exp(−(y −Cz)TR−1(y −Cz)) exp(−zTQ−1z)
= exp(−(y −Cz)TR−1(y −Cz) − zTQ−1z). (13)
Here, the maximum a posteriori estimation on p(z|y) is:
zˆ = (CTR−1C +Q−1)−1CTR−1y. (14)
Thanks to the normalization term Q, inverse operation in Eq. (14) is regular for any
p conditions unlike the least squares estimation in Eq. (2). In this estimation, the
objective function as in the Eq. (3) is modified:
maximize log det(CTR−1C +Q−1). (15)
Note that sensors should be removed from candidates if they have extremely low signal
fluctuation. This is because those sensors increase the objective value Eq. (15) by mak-
ing the matrix R singular. In the present study, the locations are beforehand excluded
from S for simplicity if their RMSs are 102 − 103 times smaller than the maximum of
the dataset, and S¯ denotes the subset of S after this exclusion.
Note that for the caseR is diagonal matrix, Joshi and Boyd [3] have already derived
the convex optimization of sensor selection for the Bayesian estimation. In the present
study, R includes nondiagonal components which represent the correlated noise as is
often the case in the reduced-order modeling for high-dimensional data. The proposed
method avoids correlated sensor noise by considering R, whereas the previous Algo-
rithm 1 ignores the similarity and the amount of noise. This Bayesian determinant-
based greedy (BDG) algorithm is presented in Algorithm 2. Here, 1 × n row vector
hi refers to the ith sensor location that has unity in the ith component with zero in the
others, which extracts the ith row vector from the sensor-candidate matrix U1:r1 .
2.3 Fast algorithm
The fast implementation is considered based on Algorithm 2 as Saito et al. demon-
strated in their determinant calculation [10]. First, the covariance matrix generated by
the ith sensor candidate in the kth sensor selection,R(i)k is:
R(i)k =
(
Rk−1 s(i)Tk
s(i)k t
(i)
k
)
, (16)
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Algorithm 2 Determinant-based greedy algorithm considering noise correlation be-
tween sensors
Q = Σ21:r1
R = U(r1+1):mΣ2(r+1):mUT(r1+1):m
for k = 1, . . . , p do
ik = argmaxi ∈ S¯ \Sk det
(
C(i)Tk
(
R(i)k
)−1
C(i)k +Q
−1
)
(
s.t. R(i)k = H
(i)
k RH (i)Tk
)
Hk =
[
Hk−1
hik
]
, Ck =
[
Ck−1
uik
]
Rk = HkRHTk
end for
where the covariance s(i)k of noises between sensor candidate i and (k − 1) selected
sensors is
s(i)k ∝ E(hiwwTHTk−1)
= hiE(wwT)HTk−1
= hiRHTk−1
≈ hi(U(r1+1):mΣ2(r+1):mUT(r1+1):m)HTk−1, (17)
and similarly, the variance of noise at location i is
t(i)k ≈ hi(U(r1+1):mΣ2(r+1):mUT(r1+1):m)hTi . (18)
Here,Hk−1 is an optimized first-to-(k − 1)th-sensor selection matrix. In addition,Rk−1
is obtained in the previous (k − 1)th step. Accordingly,
(
R(i)k
)−1
is obtained as follows:
(
R(i)k
)−1 ≡  α(i)k β(i)Tk
β(i)k δ
(i)
k
 , (19)
where
α(i)k = R
−1
k−1 +
1
t(i)k − s(i)k R−1k−1s(i)Tk
R−1k−1s
(i)T
k s
(i)
k R
−1
k−1,
β(i)k = −
s(i)k R
−1
k−1
t(i)k − s(i)k R−1k−1s(i)Tk
,
δ(i)k =
1
t(i)k − s(i)k R−1k−1s(i)Tk
.
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The objective function is now considered based on the expressions above.
det
(
W (i)k
)
≡ det
(
C(i)Tk
(
R(i)k
)−1
C(i)k +Q
−1
)
= det
([
CTk−1 u
T
i
] [ α(i)k β(i)Tk
β(i)k δ
(i)
k
] [
Ck−1
ui
]
+Q−1
)
= det
(
CTk−1α
(i)
k Ck−1 + u
T
i β
(i)
k Ck−1 +C
T
k−1β
(i)T
k ui + δ
(i)
k u
T
i ui +Q
−1)
= det
Wk−1 +
(
CTk−1R
−1
k−1s
(i)T
k − uTi
) (
s(i)k R
−1
k−1Ck−1 − ui
)
t(i)k − s(i)k R−1k−1s(i)Tk

=
1 +
(
s(i)k R
−1
k−1Ck−1 − ui
)
W −1k−1
(
CTk−1R
−1
k−1s
(i)T
k − uTi
)
t(i)k − s(i)k R−1k−1s(i)Tk
 (20)
× det (Wk−1) .
BecauseWk−1 and its determinant have already been obtained in the previous step, the
kth sensor can be selected by the following scalar evaluation:
argmaxi ∈ S¯\Sk
(
s(i)k R
−1
k−1Ck−1 − ui
)
W −1k−1
(
CTk−1R
−1
k−1s
(i)T
k − uTi
)
t(i)k − s(i)k R−1k−1s(i)Tk
. (21)
Once the sensor is selected, R−1k and Wk are updated. This algorithm is described
in Algorithm 3 including another improvement for computational efficiency which is
introduced in the next subsection.
2.4 Memory Efficient Implementation
As was already introduced in Eq. (9), the covariance of noise for every pair of obser-
vation points can be estimated by multiplying U(r1+1):m and Σ(r1+1):m, and then stored
to be R. In Algorithm 2, s(i)k and t(i)k are constructed by taking the corresponding parts
of R. Although this could be a straightforward way to calculate s(i)k and t(i)k with less
complexity, it often runs over the memory to store R since n2, the size of R, can often
reach billions or more in actual application.
Therefore, the following implementation is proposed by reducing order of noise
covariance from (m − r1) to r2: only diagonal components of R is constructed and
stored as a n-components vector d, and s(i)k is approximated for every i loop by using
the dominant first r2 columns of U(r1+1):m in Eq. (9). This modification is reasonable
because nondiagonal components are inherently small compared to diagonal ones of
R, thereby modes have less effect on the Rk as the mode number increases. Here, the
appropriate r2 should be determined with considering the characteristics of the data
matrix. The effects of truncating r2 of s
(i)
k are shown in section 3.3.
Then, s(i)k is approximated:
s˜k
(i) ≈ (hiU(r1+1):(r1+r2))Σ2(r1+1):(r1+r2)(UT(r1+1):(r1+r2)HTk−1), (22)
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where, U(r1+1):(r1+r2) and Σ(r1+1):(r1+r2) are the leading r2 columns of remainder spatial
modes matrix U(r1+1):m and first r2 × r2 components of a remainder singular value ma-
trix Σ(r1+1):m. These processes are called the r2 truncation. This approximation simply
reduces amount of stored memory or computational complexity. These modifications
in section 2.3,section 2.4 are integrated into the Algorithm 3. The comparison on com-
puting complexity of the methods introduced thus far are listed in Table 1.
Algorithm 3 Detailed accelerated determinant-based greedy algorithm considering
correlation between sensors
Set amplitudes variance matrix
Q = Σ21:r1
Set noise variance vector
d
(
s.t.d( j) = h jU(r1+1):mΣ
2
(r+1):mU
T
(r1+1):m
hTj
)
i1 = argmaxi ∈ S¯ det
(
uTi t
(i)−1
1 ui +Q
−1)
= argmaxi ∈ S¯ uiQuTi /t
(i)
1(
s.t. t(i)1 = hid
T
)
Set sensor-location and observation matrix
H1 = hi1 , C1 = ui1
Set sensor-covariance matrix
R1 = hi1d
T
for k = 2, . . . , r, . . . , p do
Calculate and store (CTk−1R
−1
k−1Ck−1 +Q
−1)−1,R−1k−1Ck−1
ik = argmaxi ∈ S¯ \Sk det
(
CT
(
R(i)k
)−1
C +Q−1
)
= argmaxi ∈ S¯ \Sk
(
s(i)k R
−1
k−1C − ui
) (
CTR−1k−1C +Q
−1)−1
×
(
CTR−1k−1s
(i)T
k − uTi
)
/
(
t(i)k − s(i)k R−1k−1s(i)Tk
) s.t. s(i)k = (hiU(r1+1):(r1+r2))Σ2(r1+1):(r1+r2) (UT(r1+1):(r1+r2)HTk−1)
t(i)k = hid
T

Set sensor-location and observation matrix
Hk =
[
Hk−1
hik
]
, Ck =
[
Ck−1
uik
]
Set noise-covariance matrix
sk =
(
hikU(r1+1):(r1+r2)
)
Σ2(r1+1):(r1+r2)
(
UT(r1+1):(r1+r2)H
T
k−1
)
tk = hikd
T
Rk =
(
Rk−1 sTk
sk tk
)
end for
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Table 1: Computational complexity for four different sensor selection methods
Name Complexity
Brute-force n!(n−p)!p! ∼ O (np)
DG
p ≤ r1 : O
(
np2
)
p > r1 : O
(
npr21
) [Algorithm 1]
BDG O
(
np3r1
)
[Algorithm 2]
Fast-BDG O
(
np3
)
[Algorithm 3]
3 Applications
3.1 Sensors for randomized matrix
The numerical experiments were conducted and the proposed method were validated.
The random data matrices, Xrand = UΣV T(Xrand ∈ R1000×500), were set, where U
and V consist of 500 orthogonal vectors that were generated by QR decomposition
of normally distributed random matrices, and components of diagonal matrix Σ are
diag(Σ) = [1, 1/
√
2, 1/
√
3, ..., 1/
√
500], respectively. These slowly decaying diagonal
components of S are simulating the data of an actual flow field. The following results
of measuring computational time to obtain sensors demonstrated in sections 3.1 and 3.3
are conducted under the environments as listed in Table 2.
Table 2: Computing environments to measure computational time
Specification Randomized matrix NOAA-SST
Processor information Intel(R) Core(TM) Intel(R) Core(TM)
i7 − 2600S@2.80GHz i7 − 6800K@3.40GHz
Random access memory 4 GB 128 GB
System type 64 bit operating system 64 bit operating system
x64 base processor x64 base processor
Program code Matlab R2013a
Operating system Linux Mint Tessa Windows 10 Pro
Version: 19.1 Version:1890
First, the reconstruction error which is used throughout the paper is defined as follows:
 =
m∑
j=1
‖x( j) − x˜( j)‖2
‖x( j)‖2 , (23)
where the numerator and denominator are L2 norm of the residual and that of the orig-
inal state, respectively.
Figure 1a illustrates the computational time for the sensor selection. This figure
shows the increases in computational cost as indicated in Table 1.
In addition, the comparison on estimation error defined in Eq. (23) was conducted.
The Bayesian estimation in Eq. (14) and the effectiveness of the BDG sensor selection
10
(a) Computational time
(b) Error
Figure 1: Sensor selection results on randomized matrix
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Table 3: Collection of introduced methods
(a) State estimation methods
LSE
zˆ = C+y
=
 C
T
(
CCT
)−1
y p ≤ r(
CTC
)−1
CTy p > r
[Eq. (2)]
BE
zˆ =
(
CTR−1C +Q−1
)−1
CTR−1y
[Eq. (14)]
(b) Sensor selection methods
DG
argmax det
(
CCT
)
p ≤ r
argmax det
(
CTC
)
p > r
[Algorithm 1]
BDG argmax det
(
CTR−1C +Q−1
)
[Algorithm 2]
in Eq. (21) were independently investigated in Fig. 1b. The estimation methods and
the sensor selection methods are presented in Tables 3a and 3b, and note that DG-LSE
(DG and Least Squares Estimation) and BDG-BE (BDG and Bayesian Estimation) are
optimum combinations under the framework of LSE and BE, respectively. Two more
combinations of the methods were tested for verification, namely DG-BE and BDG-
LSE.
Figure 1b illustrates that the Bayesian estimation plays an important role, since DG-
BE result is better than that of DG-LSE although correlated noise is not considered in
the selection. Contrastingly, the error of LSE increases around p = 10 (= r1) regardless
of the choice of DG or BDG. Errors around p = r1 increase because the observed
signal by the sensors is strictly converted into the latent amplitudes of r1 POD modes
despite they contain intense correlated noises of higher modes. The components in
the smallest-sensitivity direction should also be estimated which includes the larger
error due to the noise, whereas the components in that direction are assumed to be
zero in the pseudo-inverse operation and such an error is suppressed when p < r1.
The error of BDG-LSE is the largest in the range of 6 < p < 17 because the sensors
of BDG are chosen with assuming the regularization of the Bayesian estimation, and
therefore the smallest-sensitivity direction components of least squares estimation are
not accurately predicted in BDG-LSE than in DG-LSE. However, BDG-LSE works
sligtly better than, or at least equal to, DG-LSE in the condition of p ≥ 17. This is
because BDG choose the sensor which is less contaminated by correlated noise and
such sensors work better even in the LSE. Finally, the error of BDG-BE is always the
smallest in these four methods. This illustrates that BDG choose the sensor positions
suitable to the Bayesian estimation Eq. (14).
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3.2 Sensors for flow around airfoil
The particle image velocimetry (PIV) was conducted previously to acquire time-resolved
data of velocity fields around an airfoil [6]. The effectiveness of the present method for
the PIV data is demonstrated hereafter. The test conditions are listed in Table 4 and the
fluctuating components of the freestream direction velocity is only employed, unlike
the previous study in which the two-dimensional velocity is simultaneously treated [9].
Table 4: PIV test conditions[6]
Laser Double pulse lasers
Time between pulse 100 µs
Sampling rate 5000 Hz
Particle image resolution 1024 × 1024 pixels
Total number of image pairs 9700
Figure 2a clearly shows that the present method selects different sensor positions
from those selected by the previous algorithm. The region of high RMS in the temporal
series data is red-colored in the figure. The selected sensor positions of the previous
method tend to be concentrated in small parts of highly fluctuated recirculation regions,
whereas those of the presented method are located evenly in those regions. A compar-
ison of the reconstruction error using the first 10 modes illustrates that the proposed
method is effective and its error approaches the lower limit of error estimated by full
observation.
3.3 Sensors for sea surface temperature distribution
The sea surface temperature (SST) data are distributed at the NOAA website [7]. The
data formatted by Manohar et al. are adopted in the present study. The details of the
data are listed in Table 5.
Table 5: SST data conditions
Brief Description NOAA Optimum Interpolation (OI) SST V2 [7]
Temporal Coverage Weekly means from 1989/12/31 to 1999/12/12
(520 snapshots)
Spatial Coverage 1.0 degree latitude x 1.0 degree longitude
global grid (n = 44219 observed points)
As was conducted in section 3.2, ten modes are employed for reduced-order mod-
eling after trimming the low RMS points off from the sensor candidates S as described
in section 2.2. Fig. 3a shows the difference in sensor positions as indicated by cross
marks, and backgrounds are time-series RMS of SST data. Those figures show that the
sensors are so scattered by the proposed method that the effects of the correlated noises
due to truncated POD modes could be minimized.
The effect of r2 truncation for an efficient memory implementation is also demon-
strated in this section as introduced in section 2.4. Because SST dataset consists of a
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enormous number of observation O
(
104
)
, and it requires considerable time to calculate
Eq. (7). The variation of the reconstruction error and the computational time are shown
in Figures 3b and 3c. Those results of the BDG sensors are calculated for three cases,
r2 = 0, 40, 510. Especially, r2 = 0 and r2 = 510 correspond to the case ignoring all
the nondiagonal terms of Rk, and the case Eq. (7), respectively. As expected, these
plots show that more accurate estimation is realized when higher modes are used for
noise covariance, but it indeed needs longer calculation time. A reasonable r2 which
leads to both less calculation time and less reconstruction error appears to be around
r2 = 40, only 10% of the original modes. The criteria of reasonable r2 parameter in the
generalized problem should be addressed in future research.
4 Conclusions
In the context of Bayesian maximum a posteriori (MAP) state estimation, a greedy
noise-robust sensor-selection method is proposed. In this framework, high-dimensional
data matrix is preprocessed by singular value decomposition to represent itself only
with principal modes, thus the coefficients of those modes are estimated from sensor
measurements. Prior distribution of coefficients are generated by this modal represen-
tation, and the truncated high-ordered modes are utilized to construct noise covariance
matrix. The proposed method determines sensors by maximizing a determinant of the
matrix in the MAP estimation operator, which simultaneously minimizes the metric of
the expected estimation error.
After the effects of the proposed selection algorithm and the benefits of the Bayesian
estimation are separately discussed, the superiority of the proposed algorithm is shown
in the stability and accuracy of the reconstructions. Moreover, some improvements
are suggested for efficient computation of the spatial correlation matrix by omitting
high-ordered modes.
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