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构（U-Net）相结合对咬翼片进行语义分割。实验结果表明，cGAN 结合 U-Net 的准确率
达到 69.7%，比之前使用 U 型卷积神经网络的准确率 56.4%提高了 13.3%。 
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【Abstract】 Currently, Segmentation of bitewing radiograpy images is a very challenging task. 
The focus of the study is to segment it into caries, enamel, dentin, pulp, crowns, restoration and 
root canal treatments. The main method of semantic segmentation of bitewing radiograpy images 
at this stage is the U-shaped deep convolution neural network, but its accuracy is low. in order to 
improve the accuracy of semantic segmentation of bitewing radiograpy images, this paper 
proposes the use of Conditional Generative Adversarial network (cGAN) combined with U-
shaped network structure (U-Net) approach to semantic segmentation of bitewing radiograpy 
images. The experimental results show that the accuracy of cGAN combined with U-Net is 
69.7%, which is 13.3% higher than the accuracy of u-shaped deep convolution neural network of 
56.4%.  
【Key words】Generative Adversarial Nets（GAN）；Semantic Segmentation；deep leaning；
U-Nets；Adversarial Leaning 
 


















问题，研究一种自动化分割咬翼片 X 线图像的方法[15-17]，在 2004 年 Jain 和 H.Chen[15]提
出了一种使用像素的积分投影来检测牙齿之间的间隙的分割方法。2005 年，Zhou 和
Abdel-Mottaleb[16] 提出了一种牙齿自动分割方法通过使用主动轮廓法的方法提取牙齿的轮
廓。P.L. Lin 等[17]在 2013 年，建立了一种自动且高效的牙齿隔离方法，能够实现上下颌
分离，单齿隔离，过分割验证和下分割检测。牙齿隔离对于计算机辅助牙科诊断和牙齿自
动识别的一个非常重要的步骤，因为牙齿隔离将直接影响特征提取和分类的准确性。Olaf 
Ronneberger 等在 2015 年，使用 U-Net 对咬翼片进行语义分割，将咬翼片 X射线图像分割
成龋齿、牙釉质、牙本质、牙髓、牙冠、修复体和牙根管等 7个部分，但是分割的准确率
偏低，为了解决这个问题，于是我们在上述研究的基础上引入条件生成对抗神经网络对咬
翼片 X 射线进行语义分割，以提高分割的准确率和精度。 
 
2  相关理论 
自从 2014 年 Ian Goodfellow 提出生成对抗网络[18]的概念后，生成对抗网络受到了越
来越多研究者们广泛的关注，近几年，生成对抗神经网络成为无监督[19]复杂概率分布学
习最流行的方法，因为生成器 ( )G 和判别器 ( )D 可以采用当前最热门的深度神经网络[20]。
Yann LeCun 曾评价 GAN 是“进十年来机器学习领域最酷的技术”，并在 2016 巴塞罗那
的 NIPS 上提到将“预测学习（Predictive Learning）”落脚到 GAN，本节主要介绍文中用
的模型所依赖的GAN [18]、cGAN [24]原理。 
 
2.1  生成对抗神经网络 
生成对抗神经网络 ( )GAN [18]由两个神经网络组成：包含一个生成器 ( )G 和一个判别器
( )D 。生成器 ( )G 的目的是生成近似真实数据分布 datap 的样本来欺骗判别器 ( )D ，使判别
器 ( )D 无法区分输入的数据来自真实数据 datap 还是生成器 ( )G ；判别器 ( )D 的目的是正确
的区分数据样本来自真实的数据分布 datap 还是生成器 ( )G ，当输入的数据来自真实的数据
分布 datap 时，判别器 ( )D 的目标是使输出的概率 ( ) 1D x  ，当输入的数据来自生成器 ( )G
时，判别器 ( )D 的目标是使 ( ( )) 0D G z  ，同时生成器 ( )G 的目标是使得 ( ( )) 1D G z  。两个
网络在一个极小-极大的游戏里相互迭代，相互竞争优化各自的网络参数，使目标函数达
到那什均衡[21]，收敛时，我们期望
data gp p ，其中 gp 是生成器 ( )G 生成的数据样本分布。
本文使用下面的目标函数来优化生成器的参数 ( )G 和判别器的参数 ( )D ： 
             ~p ~ ( )
GD
max min , = [log ( )] [log(1 ( ( )))]G D x data z pz zD x D G z              (1)  
其中 x取自于真实的数据分布 datap ， z取自于先验分布 ( )zp z ( )例如正态分布 ， ( ) 表示
计算期望值。 
 
2.2  条件生成对抗网络 
条件生成对抗网络 ( )cGAN [24]是生成器 ( )G 和判别器 ( )D 都输入一个额外的信息 y作为
条件， y可以是任何类型的辅助信息（例如手写体， y可以表示为数字的类别）。额外辅
助信息 y 与样本数据 x进行拼接后输入到生成器 ( )G 和判别器 ( )D ，使生成对抗网络扩展
为了条件模型，目标函数变为如下： 
~ ( ) ~ ( )min max ( , ) [log ( | )] [log(1 ( ( | )))]x pdata x z pz z
G D
D G D x y D G x y        (2)  
 
3  生成对抗网络对咬翼片的语义分割 
3.1  损失函数 
生成对抗神经网络 ( )GAN [18]的生成模型需要学习到一个从随机噪声 z到输出图像 y之
间的映射关系[22]， :G z y 。条件生成对抗网络 ( )cGAN [24]通过学习到图片 x和随机噪声
z与图片 y之间的映射， :{ , }G x z y 。 
实验中所用的条件生成对抗神经网络的目标函数描述如下： 
  ~ ( ),
~ ( ), ~ ( )
, = [log ( , )]
[log(1 ( , ( , )))]
cGAN x pdata x y
x pdata x z pz z
G D D x y
D x G x z


                     (3)  
x为输入的图片样本数据， y 是通过人工标注的标准分割图像，生成器 ( )G 尝试最小化目
标函数，判别器 ( )D 尝试最大化目标函数：
*= min max ( , )cGAN
G D
G G D 。 
通过实验发现将 cGAN的目标函数与传统的损失函数 ( 像 1L 距离 ) 相结合分割后的效
果会更好， 1L 的距离函数如下： 
1 ~ ( ), , ~ ( )( ) [ ( , ) ]L x pdata x y z pz zG E y G x z                                                (4)  
其中 y是语义分割的目标图像， ( , )G x z 是训练样本数据输入生成器中生成的语义分割图像。 
最终目标函数变为如下所示： 
 * 1=arg min max , ( )cGAN L
G D
G G D G                                              (5)  
由于 1L 距离函数会产生模糊化效果，通过加入超参进行控制。当生成器能够对输入的咬
翼片 X 射线图像进行准确的分割时，对参数的改变非常的敏感，适当的选择超参的值
是非常的重要，推荐超参的值 100  比较合理。 
 
3.2  模型结构 
生成器 ( )G 的训练过程分两部分：（1）输入一张咬翼片 X 射线图像到生成器 ( )G ，
生成器 ( )G 输出一张语义分割后的图像，比较生成器 ( )G 输出的分割图像和人工标注的标
准分割图像之间的误差，通过误差调整生成器 ( )G 的权重。（2）输入一对假图像（咬翼
片 X 射线图像，生成器通过该咬翼片生成的分割图像）到判别器 ( )D 中，由于生成器 ( )G
是生成一张无限接近于目标的分割图像，使判别器 ( )D 误认为生成器 ( )G 输出的分割图像
是人工标注的标注图像，期待判别器输出的结果为“1”。比较判别器 ( )D 输出的结果与

























图 1  生成器 ( )G 训练的详细过程 
    判别器 ( )D 的训练过程同样分两部分：（1）输入一对真实的图像对（咬翼片 X 射线
图像，人工标注的标准目标分割图像）到判别器 ( )D ，判别器 ( )D 输出判别后的结果，由
于已知输入的是真实的数据样本，所以判别器 ( )D 输出的结果应该为“1”，通过比较判
别器 ( )D 输出的结果与标准答案“1”之间的差值，然后优化判别器 ( )D 的权重。（2）同
理，右边输入一对假图像对（咬翼片 X 射线图像，生成器输出的分割图像）到判别器 ( )D
中，已知输入的数据样本为假，所以判别器 ( )D 输出的结果应该为“0”，比较判别器 ( )D
输出的结果与标准答案“0”之间的差值，然后调整判别器 ( )D 的权重，使判别器 ( )D 能够
























图 2  判别器 ( )D 训练的详细过程 







3.4  网络结构 
本论文工作基于深度卷积对抗神经网络 ( )DCGAN [25]和条件生成对抗神经网络
( )cGAN [24]进行实现，使用DCGAN中推荐的训练参数进行训练，训练时使用 Adam优化
算法[26] -8
1 2( 0.5 =0.999 =10 )   ， ， ，学习率为 0.0002lr  ， =2mini batch ，每层输出的
结果进行批量归一化从而减少每层之间的依赖性，提高各网络层之间的独立性[27-28]，训练
20 个周期，输出的分割图像的大小为256 256 ，生成器 ( )G 和判别器 ( )D 具体的网络结构
如下所示： 
表 1：生成器的网络结构 
操作 卷积核大小 步伐 卷积核数 归一化 激活函数 备注 
e 1：卷积 5×5 2×2 64 是 Leaky ReLU - 
e 2：卷积 5×5 2×2 128 是 Leaky ReLU - 
e 3：卷积 5×5 2×2 256 是 Leaky ReLU - 
e 4：卷积 5×5 2×2 512 是 Leaky ReLU - 
e 5：卷积 5×5 2×2 512 是 Leaky ReLU - 
e 6：卷积 5×5 2×2 512 是 Leaky ReLU - 
e 7：卷积 5×5 2×2 512 是 Leaky ReLU - 
e 8：卷积 5×5 2×2 512 是 Leaky ReLU - 
d 1：反卷积 5×5 2×2 512+512 是 ReLU 连接[d1,e7]  dropout:0.5 
d 2：反卷积 5×5 2×2 512+512 是 ReLU 连接[d2,e6]  dropout:0.5 
d 3：反卷积 5×5 2×2 512+512 是 ReLU 连接[d3,e5]  dropout:0.5 
d 4：反卷积 5×5 2×2 512+512 是 ReLU 连接[d4,e4] 
d 5：反卷积 5×5 2×2 256+256 是 ReLU 连接[d5,e3] 
d 6：反卷积 5×5 2×2 128+128 是 ReLU 连接[d6,e2] 
d 7：反卷积 5×5 2×2 64+64 是 ReLU 连接[d7,e1] 
d 8：反卷积 5×5 2×2 3 - ReLU - 




操作 卷积核大小 步伐 卷积核数 批量归一化 激活函数 
h 0：卷积 5×5 2×2 64 是 Leaky ReLU 
h 1：卷积 5×5 2×2 128 是 Leaky ReLU 
h 2：卷积 5×5 2×2 256 是 Leaky ReLU 
h 3：卷积 5×5 2×2 512 是 Leaky ReLU 
h 4：全连接 - - 16*16*512 否 - 
全连接 - - 1 否 Sigmoid 
生成器中使用U net 网络结构[23]，在 1 2 3, ,d d d 三层使用 dropout ，每层随机删除 50%
的节点以防止过拟合。 





为了使生成器 ( )G 能够避免出现这种信息的瓶颈，本文使用了跳远连接(skip connecti-
on)，遵循U net 网络结构[23]，具体操作是将网络的第 i层和网络的第 n i 进行连接跳远
连接，每个跳远连接只是简单的将第 i层网络输出的所有通道和第 n i 层的所有输出进行
连接（n为网络结构的总层数），作为第 1n i  层节点的输入。 
                
图 3  生成器的两种网络结构，编码器-解码器 ( )Encoder Decoder 结构（左边）；使用跳
远连接的U net 网络结构（右边） 
 
4  实验结果分析 
实验的目标是为计算机自动检测龋齿研究出一种合适的自动进行语义分割的方法，用
于识别七种类型的区域，包括龋齿、牙釉质、牙本质、牙髓、牙冠、牙根管和修复区域，
并用不同的颜色进行标记。图 4（a）显示了一张咬翼片 X 射线的图像，图 4（b）为该图
像由医生进行手工标记的 7个类型区域。 
              
（a）原始牙科图像               （b）7种颜色标记的咬翼片图像 
图 4  （a）咬翼片图像和（b）颜色代表的区域：龋齿（蓝色）、牙釉质（绿色）、牙本
质（黄色）、牙髓（红色）、牙冠（肤色）、修复（橙色）、牙根管（青色） 
训练的数据样本来自使用 80 个患者的咬翼片 X 射线图像和医生手工标记的标准分割
图像对，由于图像的分辨率不统一，因此把图像重新进行缩放到256 256 像素，并且归
一化灰度值到[ 1,1] 的范围。通过数据增强的方法把训练数据集扩充到 28800 对，使用这
些数据集训练我们的模型，最后训练出来的模型对咬翼片 X 射线图像的分割效果如图 5
所示，可以看到对于常见类型牙釉质、牙本质，牙髓能够很好的进行分割。  
 
图 5  使用 cGAN+U-Net 对咬翼片 X 射线语义分割的结果 
4.1  结果评估 
主要通过评估模型的精确度（Precision）、准确性(Accuracy)：计算 True Positives
（TP）和 True Negatives（TN）、相似性（Dice Similarity）这三个主要标准来评估所提
出的方法的性能。 
训练出来的模型对测试集（40 个患者的咬翼片 X 射线图像）进行语义分割后，通过
模型分割出来的 7 个部位与医生手工标记的标准结果进行对比（表 3），可以看出对最常
见的类别（牙釉质、牙本质、牙髓）分割的相似 ( )D 度超过 75%，对龋齿、牙冠、牙根管
等其他部位的分割效果还需要进一步的提高。 
表 3  测试集上不同部位分割的平均结果 
部位 P TP TN D 
龋齿 0.418 0.768 0.973 0.584 
牙釉质 0.588 0.886 0.923 0.759 
牙本质 0.641 0.797 0.848 0.781 
牙髓 0.542 0.878 0.941 0.751 
牙冠 0.494 0.790 0.901 0.567 
修复 0.513 0.792 0.946 0.663 
牙根管 0.433 0.721 0.958 0.597 
模型通过 U-Net 和 cGAN 结合后，语义分割的相似度 ( )D 达到 69.7%，而文献[30]采
用 U-Net 分割的相似度 ( )D 最高为 56.4%，相对来说提高了 13.3%，表 4 为两个模型在几
个评估标准上的比较。 
表 4  测试集两个模型的平均结果 
模型 P TP TN D 
U-Net[30] 0.453 0.613 0.983 0.564 








5  总结 
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