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This study analyzes grouping between singletons (line elements popping out by orientation
gradient) when they segregate from textures of uniformly oriented line elements. In the first
experiment three adjacent singletons formed a texture bar; in the second experiment the distance
between two singletons to be grouped was manipulated. The observer’s task was to discriminate the
orientation of the global pattern made by the singletons. The results and the explanations suggested
are that: (i) an inner gradient within the texture bar (when the singletons are reciprocally
orthogonal) operates only at short distances and enhances discrimination, indicating an initial stage
of texture segregation based on local processing. (ii) Spatial interactions between parallel singletons
are present at short distances and reduce discrimination. (iii) An interruption of background flow
(directed along the orientation of background line elements) produced by the grouped pattern when
orthogonal to it, enhances discrimination; this effect is present at both short and large distances
between singletons, indicating a global process. (iv) Spatial interactions are present between
parallel singletons even at large distances and independently of background orientation, suggesting
that grouping generates a figural context within which features to be bound together interact.
Moreover, flow interruption and figural context were absent in a detection task, thereby suggesting
their specific involvement in grouping and figure binding. Overall, the results may indicate that
grouping operates on already segmented line elements, across different orientations and over both
short and long distances in between. *C 1997 Elsevier Science Ltd. All rights reserved.
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INTRODUCTION
The perception of a visual image is considered to proceed
through different stages of analysis. An initial stage of
segregation subdivides the image by detecting local
differences in luminance, texture, color, stereoscopic
depth, or motion. At this stage local edges are detected.
Subsequently, the process of segmentation of the image
into global components is operated by clustering local
features using homogeneity criteria (Haralik & Shapiro,
1991; Sonka et al., 1993). At this stage objects take their
boundary contour.
The segregation process has been studied with two
theoretical approaches. In the first, interest focused on
characterizing the primitive features extracted from the
image. Psychophysical results showed that only few
conspicuous features, called textons, allow a rapid
segregation (Julesz, 1981; Beck, 1983). The segregation
process is based on a local analysis in which each element
is compared with elements lying in its neighborhood
(Sagi & Julesz, 1987). Often in these kind of studies a
stimulus was used in which a single line element (here
named singleton) differs in orientation from a back-
ground of identically oriented line elements. In this
approach, the segregation process is dedicated to
signaling discontinuities in space.
In the second approach to texture segregation, local
spatial-frequency analysis has been used to comprehend
the transformations of an image by the visual system.
Classically, images have been considered either in the
spatial domain (as a function over bi-dimensional space)
or in the frequency domain (as the sum of sinusoids of
infinite extent in space). On the contrary, local spatial-
frequency analysis uses a joint space/spatial-frequency
representation in which frequency is viewed as a local
phenomenon that can vary with position throughout the
image (Gabor, 1946). The so-called filter-based models
of texture segregation (Landy & Bergen, 1991; Malik &
Perona, 1990; Rubenstein & Sagi, 1990; Sutter et al.,
1989) basically implement two stages of local filtering:
the first convolves the image with a bank of filters having
different spatial frequencies and orientations; this stage is
followed by a rectifying non-linearity; then the output is
spatially pooled and further filtering extracts the edges
between the textures. The scope of filter-based models is
to detect local edges between different textures.
The subsequent stage of segmentation is a complex
process in which properties such as contours, occlusion,
opacity and transparency are made explicit through the
emergence of global entities that discard minor changes
present in the physical stimulation (Grossberg, 1994; He
& Nakayama, 1994). The most representative phenom-
enon is the figure–ground segmentation (Koffka, 1935) in
which the object (or figure, that is the segment which is
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not a background segment) and the background have
different properties: the object is characterized by its
boundary contour (which does not belong to the back-
ground) and by its appearance in a front depth plane
while the background “amodally” completes behind
(Kanizsa, 1979).
An example of figure–ground segmentation is repre-
sented by the remarkable capability of the visual system
to group some elements together into a global pattern that
thereupon can be mentally manipulated as a whole.
Grouping rules exemplified by Gestalt’s principia
(Wertheimer, 1923) describe the phenomenological
finding of selectively associating certain elements within
a representation if they correspond to certain features in
the image. For example, elements can be grouped by
common color or size which is different from the color or
size of background elements.
Psychophysical studies of grouping that employed
textures in which few singletons segregate by orientation
gradients, have shown that the visual system can group
these singletons independently of their individual or-
ientations (Sagi & Julesz, 1985; Nothdurft, 1992).
Filter-based models have been proposed to explain
some grouping processes (Field et al., 1993; Rubenstein
& Sagi, 1993). For example, grouping of dots in an empty
background has been implemented within a multi-scale
image filtering approach by using the output of the low
spatial frequency filters (e.g., Watt, 1988). The main
problem with this last approach is the loss of information
about spatial localization of the features actually present
in the image. Therefore, if edges of the grouped pattern
were to be detected they would lie in spatial positions
where nothing in the image is actually present. This
drawback of the filter-based approach can be ignored in
compact texture regions because in this case the local
edges are spatially localized in close proximity to the
actual features, but it cannot be disregarded in grouping
because now the elements to be grouped together may
have a sparse spatial distribution that lacks connected-
ness.
Within a conceptually opposite framework, Gestalt’s
psychologists proposed the idea that object perception
involves a global process in which new properties
emerging from figure–ground segmentation are not
contained in the elementary features. Psychophysical
and neurophysiological results corroborate this idea
showing changes in detection and sensibility (Kovacs &
Julesz, 1993, 1994), and in V1 cells’ responses (Lamme,
1995) when local elements are organized to produce a
global figure.
Recently, new models of figure–ground segmentation
have been proposed which are based on temporal coding
(Malsburg & Schneider, 1986). Segmentation has been
conceptualized as a binding mechanism: detectors that
respond to local features belonging to a global object are
labeled by a temporal pattern of discharge instantiated by
object presence. This coding theory is sustained by
neurophysiological results showing that spikes of neu-
rons tuned to object features are nearly synchronized at a
rate of 40–90 Hz, whereas neurons responding to
different objects lack synchronization (Singer & Gray,
1995; Eckhorn et al., 1993). The binding mechanism is
attractive (in contrast to filter-based models) as a
theoretical tool to explain grouping because local features
can be bound together into the global object without the
need for their connectedness.
Filter-based models and binding models hypothesize
two very different types of computation. Filter-based
models use a feedforward architecture in which the
relevant signal is progressively extracted from noise,
whereas binding models need both feedforward and
feedback connections between units and between sub-
sequent processing stages to produce oscillatory-like
phenomena (Bush & Douglas, 1991; Tononi et al., 1992).
Returning to textures, the relationships between local
and global features are very relevant from a computa-
tional viewpoint (Sonka et al., 1993). Indeed, very often a
texture description is scale-dependent: it can have
different descriptions depending on the spatial scale
under consideration. For example, a checkered textile can
have at least two descriptions: at a fine level the texture of
individual stitches, and at a coarse level the texture of
textile checks. This scale problem can be stated in terms
of a hierarchical representation by saying that a local
feature can be represented at the same time at different
levels of object representation.
In summary, grouping within textures appears to
entangle many computational problems and to involve
different processes. The general aim of the research
reported here is to challenge characterization of what is
global in object grouping. More specifically, the scope is
to demonstrate that current models based on local
processing are unable to account for global grouping. In
the following experiments textures made up of line
elements are employed to investigate both local and
global processes. Experiment 1 studies discrimination of
a texture bar made up of three line elements that
segregate from a background (Fig. 1). An initial stage
of segregation should be manifest in a dependence of
performance on the saliency of bar elements. On the other
hand, foreground–background relationships concerning
the entire bar should reveal characteristics of the
grouping process. Their relationships are manipulated
through the idea of a texture flow: I hypothesize that a
uniform texture made up of equally oriented line
elements is represented as a surface at an early processing
stage, while segmentation of its embedded line elements,
as if they were individual objects, is actively inhibited
(Caputo, 1996). Among the characteristics of a texture
surface, there is a flow (that can be measured by the
spread of its apparent brightness; Caputo, submitted)
having the direction of the orientation of texture line
elements. Therefore, the extent to which a global bar
interrupts this texture flow will determine bar saliency.
Experiment 2 shows similar results when two single-
tons are grouped (Fig. 3) and aims to demonstrate that a
global process is involved in grouping by manipulating
the distance in between the singletons. Finally, Experi-
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ment 3 compares detection and discrimination to
investigate the processing level at which grouping occurs.
EXPERIMENT 1
The orientation discrimination of a texture bar made up
of three line elements differing in orientation from the
background elements was studied. The arrangement of
the bar elements was manipulated: in the first case
[“uniform” bar, Figs 1(A) and (B)] three singletons are
equally oriented, in the second case [“mixed” bar, Figs
1(C) and (D)] they are reciprocally orthogonal. The
figure–ground relationships were manipulated by orient-
ing the bar either as the background flow [“iso-flow”,
Figs 1(A) and (C)] or orthogonally to it [“ortho-flow”,
Figs 1(B) and (D)].
Methods
Stimuli and apparatus. Stimuli were computed by a
PC, displayed on a CRT (120 Hz vertical refresh, non-
interlaced, 6406480 resolution) and viewed at a distance
of 60 cm. Lines were white on a dark monitor.
The texture stimulus consisted of a 10610 raster of
line elements subtending a 10610 deg visual angle; at
each trial its center was randomly positioned (0–1 deg)
around the screen center. In each raster position a line
element measuring 2.6646 min arc was present. The line
elements of the surround were either horizontal or
vertical at random; they were jittered around their raster
position by 0–0.09 deg along and 0–0.26 deg orthogon-
ally to their orientation; in the case of a bar line element it
slanted 45 deg either to the left or to the right and no
jittering was carried out.
In each trial the bar global orientation was randomly
either horizontal or vertical and could appear at any
position in the raster, except in its outermost rows and
columns. Orientation of bar and surround elements was
manipulated by two factors, uniform vs mixed bar and
iso- vs ortho-flow. In the uniform condition [Figs 1(A)
and (B)] the bar consisted of three parallel line elements
whose orientation to the left or to the right was randomly
chosen at each trial. The bar in the mixed condition
consisted of three line elements, the two outermost lines
having the same orientation at random to the left or to the
right; the middle line element having the orthogonal
orientation. In the iso-flow condition [Figs 1(A) and (C)]
the line elements of the surround had the same orientation
of the global bar; in the ortho-flow condition [Figs 1(B)
and (D)] they were orthogonal.
The stimulus presentation was followed by masking.
The mask consisted of the same stimulus raster presented
at the same stimulus position; each raster cell contained
three line elements spatially jittered and randomly
oriented; it was generated anew at each trial.
Subjects. Two subjects participated; they were both
unaware of the purpose of the experiment. Subject SG
had previous experience in psychophysical tasks; subject
AM was a naı¨ve observer. Both subjects had normal
vision.
Procedure. A two-alternative forced-choice (2AFC)
task was adopted; the subject had to indicate whether the
bar was either horizontal or vertical. The 2
62 stimulus
conditions were intermixed within blocks of 40 trials (10
per condition).
A trial consisted of the stimulus presentation, followed
by a blank dark field, followed by masking. Stimulus
duration was 33 msec; the mask was displayed for
166 msec. The stimulus onset asynchrony (SOA) be-
tween stimulus and mask was a between blocks factor;
three SOAs were used (58, 74 and 91 msec). A session
consisted of three blocks in random order. The entire
session was under computer control.
The subject used the mouse pointer to respond to
questions displayed on the monitor in a Windows format.
He started each trial by responding to an alerting window
that was then removed. After a random interval of
approx. 400–700 msec the stimulus–mask sequence was
displayed. Then a window was displayed requiring the
subject to indicate the bar orientation. Subject SG ran
four experimental sessions after four training sessions
with different stimulus parameters. Subject AM ran four
sessions, the first two were used for training.
Results
The results are plotted in Fig. 2; error bars represent
+1 SE between sessions. An ANOVA was carried out
FIGURE 1. Examples of the stimuli used in Experiment 1. A texture
bar is made up of three line elements differing in orientation from the
background elements. (A) a bar of uniform type and iso-flow with
respect to the background: the three singletons that made up the bar
have the same orientation, and the global bar has the same orientation
as the background line elements. (B) Uniform and ortho-flow bar: in
this case the global bar is orthogonally oriented to background line
elements. (C) Mixed and iso-flow bar: the middle singleton of the bar is
orthogonal to the two outermost singletons that are parallel, and the
global bar is equally oriented with background line elements. (D)
Mixed and ortho-flow bar. In the experiment the bar could be vertical
or horizontal at random.
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with a bar type (uniform vs. mixed), a bar-background
flow condition (iso vs. ortho), and SOA as factors. Bar
type was significant (F1,60  14.5, P< 0.001) as well as
flow condition (F1,60  8.5, P< 0.006). Interaction
between bar type and flow condition was non-significant
(F1,60  1.3, P > 0.25).
Discussion
The results show that: (1) reciprocally orthogonal
singletons produce better bar discrimination than equally
oriented singletons; (2) a bar orthogonally oriented to
background flow is better discriminated than when bar
and background flow had the same orientation (an effect
hereafter referred to as flow-effect). These two effects are
independent; this suggests that they can be based on two
different mechanisms.
The first result can be explained by the fact that the
singletons of the mixed bar are more salient than those of
the uniform bar because in addition to the orientation
gradient with surround elements (an outer gradient), an
inner gradient is also present with flanking bar elements.
This finding supports texture segregation models which
are based on detection of local feature differences
(Nothdurft, 1985; Sagi & Julesz, 1987).
Another possible explanation of the first result
concentrates on the reduction of discrimination for the
uniform bar. The decreased performance associated with
uniform bar can be due to spatial interactions between
spatial filters selective for similar orientations (Chubb et
al., 1989; Cannon & Fullenkamp, 1991, 1993; Polat &
Sagi, 1993, 1994; Solomon et al., 1993). Polat & Sagi
(1994) found evidence for spatial interactions between
equally oriented Gabor elements having a diagonal
arrangement, a configuration that is similar to the uniform
bar used here. Polat & Sagi (1993) proposed that spatial
interactions can be based on a feedforward architecture in
which a second-stage filter, that receives from a first-
stage of oriented filters, has a receptive field with an
excitatory center and an inhibitory surround.
The second finding of an interaction between global
bar and background (flow-effect) can suggest some form
of interrupt process, similar to the so-called orientation
gradient in the case of a singleton (Julesz, 1986), but in
this case concerning the grouped figure.
The present results can be considered in relation to
filter-based models of texture segregation. Convolving
the uniform stimulus image with a filter selective for
singleton orientation allows extraction of singletons. The
bar can be detected by thresholding the output to cancel
residual background signals (Malik & Perona, 1990),
followed by spatially pooling (blurring of) the image, and
finally by edge filtering (Landy & Bergen, 1991).
Consider now the mixed stimulus: the singletons in this
image activate two channels with in-quadrature orienta-
tions, and the problem is how to combine the signals for
finding the bar edges. The model by Landy & Bergen
(1991) uses, after spatial pooling, an opponency stage in
which the difference is taken between in-quadrature
channels. Therefore, in correspondence to the mixed bar,
an even-shaped signal will be present and hence edges
will be extracted that segregate three regions (corre-
sponding to the three singletons). This model is thus
unable to detect mixed bars. The model by Malik &
Perona (1990) does not use opponency and therefore it
will have two maps activated above threshold. If spatial
pooling is applied* it will result, in the case of outermost
FIGURE 2. Results of Experiment 1, for two observers. The vertical
axis represents percent correct discrimination of bar orientation, the
abscissa represents different values of SOA between stimulus and
masking. Error bars represent +1 SE between sessions.
*The choice of the spatial pooling is critical; in filter-based models this
choice is usually assumed to be task-dependent. Actually we are
faced here with the scale dependency problem: “What should be
segregated: the bar or the singleton?” In the case of uniform bars
this problem can still be disregarded thanks to spatial pooling,
while in the case of mixed bars the two representational levels
should be linked in some way.
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bar singletons, in a bar-related signal that does not take
into account the middle singleton, and, in the case of the
middle singleton, in an individual element that is
segregated on its own. Therefore, the mixed bar
segregation will be based on only two singletons,
whereas the uniform bar on all three singletons. As a
consequence, this model predicts that uniform bars
should segregate more strongly than mixed bars, and
this is in contrast with the experimental findings.
A second criticism about filter-based models of texture
segregation is that they are unable to explain flow-effect.
Convolving the uniform stimulus image with a filter
selective for singleton orientation allows extraction of
singleton signal and strong suppression of background
signal. Clearly, at this point hereafter no effect of
background orientation will be present that could explain
flow-effect, in particular if thresholding is applied to
cancel spurious edges (Malik & Perona, 1990).
Computational models may be proposed in the form of
a third stage of processing after singleton extraction. One
possibility is to hypothesize a collector unit that is an
elongated even filter that receives inputs from singleton
detectors. The ability to group mixed singletons indicates
that such a collector pools from different orientations.
The experimental findings can be accounted for by two
mechanisms. Firstly, the dependence on singleton
saliency can suggest that saliency (as determined by
both orientation gradient and spatial interactions) results
from processing stages before input to the collector.
Secondly, to explain flow-effect it can be assumed that a
collector unit is strongly activated by subunits having an
orientation aligned along the collector (as has been
suggested by many authors; e.g. Grossberg & Mingolla,
1985; Moulden, 1994). Therefore, in the case of iso-flow
stimuli, many collectors in the same orientation map
(responding to the bar and to groups of aligned
background elements) are activated, whereas in the
ortho-flow a single collector unit having the bar
orientation is responsive, giving rise to a pop-out effect
(Treisman & Gelade, 1980).
Another class of models based on local binding can be
proposed. The singletons can be chained by linking their
line terminations, so that the bar becomes a jagged chain
(like a Z in the case of the mixed bar). The advantage of
this model is that singletons can be at local and global
representational levels at the same time. In the case of
ortho-flow this chain will be orthogonally oriented to
background elements thus producing a texture gradient,
whereas in the iso-flow it will be embedded into the
surround texture, perceptually disappearing.
EXPERIMENT 2
In this experiment the orientation discrimination of the
pattern made by grouping two singletons is studied by
varying the distance between the two. Distances were
measured as the raster positions in between the
singletons. The arrangement of the singletons [uniform,
Figs 3(A) and (B), vs. mixed, Figs 3(C) and (D)] and
figure–ground interaction [iso-flow, Figs 3(A) and (C),
vs. ortho-flow, Figs 3(B) and (D)] were similar to those in
Experiment 1.
Methods
Stimuli. The same apparatus as before was used. In this
experiment only two singletons were displayed along the
same randomly chosen raster row or column. The
geometrical characteristics of raster, line elements and
their jittering were the same as in Experiment 1. The 262
factors were similar to Experiment 1. The new factor was
the distance (D) between singletons, measured in terms of
the raster cells in between, chosen in the {0,1,2,3} set,
where D  0 corresponds to two singletons placed in
adjacent raster positions.
Subjects. Subject SG was the same as in the previous
experiment; he was unaware of the purpose of the
experiment and was tested on the same day as Experi-
ment 1. Subject GC was the author. Both subjects had
normal or corrected-to-normal vision.
Procedure. A 2AFC task was used; the subject had to
discriminate whether the two singletons were aligned
either horizontally or vertically. The 262 stimulus
conditions (uniform arrangement vs mixed arrangement
and iso-flow vs ortho-flow) were intermixed within
blocks of 40 trials (10 per condition). Distance between
singletons was a between blocks factor.
FIGURE 3. Examples of the stimuli used in Experiment 2. Only stimuli
with distance between singletons (measured as raster positions in
between) D  2 are displayed; in the stimuli used D[{0,1,2,3}. (A)
Uniform arrangement of the singletons and iso-flow condition with
respect to the background: the two singletons, making up the global
pattern whose orientation has to be discriminated, have the same
orientation, and the global pattern is equally oriented with background
line elements. (B) Uniform and ortho-flow pattern: the global pattern is
orthogonally oriented to background line elements. (C) Mixed and iso-
flow pattern: the two singletons are reciprocally orthogonal. (D) Mixed
and ortho-flow pattern. In the experiment the two singletons could be
randomly aligned at vertical or horizontal orientations.
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Each trial consisted of the stimulus presentation
(33 msec), followed by a blank dark field, followed by
masking (166 msec). The stimulus-to-mask SOA was
66 msec for SG and 58 msec for GC. A session consisted
of four blocks, one for each distance, presented in random
order. At the beginning of each block, a window
displayed the distance to be used in the forthcoming
block. The entire session was under computer control.
The subjects ran five sessions; one session was discarded
for training.
Results
Results are plotted in Fig. 4; error bars represent +1
SE between sessions. An ANOVA was carried out with
arrangement (uniform vs. mixed), flow condition (iso vs.
ortho), and distance between singletons (D) as factors.
Singleton arrangement was significant (F1,128  26.0,
P< 0.001) as well as flow condition (F1,128  85.3,
P< 0.001) and distance between singletons (F3,128 
13.4, P< 0.001). Moreover, an interaction (F3,128  7.4,
P< 0.001) was present between distance and singleton
arrangement. As shown by the graphs in Fig. 4, this is due
to an inversion in the slope for mixed patterns in passing
from shorter to larger distances. This discontinuity occurs
at a critical distance (D*) that was different between the
subjects: for SG this distance was D*  1 (in mixed
ortho-flow) and D*  2 (in mixed iso-flow), for GC was
D*  0.
Therefore, an ANOVA was carried out anew taking
into account only data for large distances between
singletons (the cut-off was chosen at D > 1 for both
subjects’ data). Flow condition (F1,64  35.0, P< 0.001)
and distance (F1,64  8.2, P< 0.006) were significant.
Singleton arrangement did not reach significance
(F1,64  1.9, P > 0.16), nor did the interaction between
arrangement and flow (F1,64  0.7, P > 0.4), nor any
interaction with distance. Nevertheless, for SG there was
a relevant effect in the ortho condition (in fact, a further
ANOVA restricted to SG’s data for the ortho-flow
condition and D > 1, revealed that singleton arrangement
was significant, F1,12  7.1, P< 0.02). For GC the effect
of singleton arrangement was not present, at least for
D  3, probably due to learning effects.
Discussion
The results show: (1) a discontinuity (at D*) in the
discrimination function of mixed patterns across dis-
tances; (2) a monotonic performance improvement in
uniform arrangements as distance grows; (3) there is
worse uniform ortho-flow stimuli discrimination than
mixed ortho-flow even at large distances (as shown by
subject SG); (4) at all distances and for each arrangement
a higher discrimination in the ortho-flow than in the iso-
flow condition (flow-effect).
The first result is produced (as already discussed in
Experiment 1) by an inner gradient between singletons
that is active only at short distances. This is in accord
with the proposal that texture segregation is based on
comparison between elements lying in close proximity
(Sagi & Julesz, 1987). When the distance is enlarged
(D > D*) singletons fall out of this neighborhood and
they segregate independently. Another possible explana-
tion is that singletons have their line terminators linked,
such that an emergent feature (like a L shape) pops
out.
The second effect (also discussed in Experiment 1) can
be explained by a decrease in spatial interactions between
identically oriented line elements as the distance in
between becomes larger (Polat & Sagi, 1993). A similar
result was obtained by Rubenstein & Sagi (1993), which
manipulated a foreground texture made up of uniformly
oriented Gabor elements (either horizontal or vertical) in
FIGURE 4. Results of Experiment 2, for two observers. The ordinate
represents percent correct orientation discrimination of the pattern
made by grouping two singletons at reciprocal distance D; the abscissa
represents different values of D.
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a condition of (in the present terminology) iso-flow with
respect to a background of Gabor elements having
orthogonal orientation. The authors found that fore-
ground discrimination when its elements are interleaved
with background elements is better than when its
elements are adjacent. In the interpretation followed
here, this is due to a decrease in suppressive spatial
interactions as the distance between flanking line
elements is enlarged.
For D > D*, performance increases for all conditions
as D is increased; this can be explained by the
increasingly larger aspect ratio of the grouped figure that
enhances its discrimination.
The third experimental finding showing a reduced
discrimination for the uniform ortho-flow compared to
mixed ortho-flow arrangement found at large distances
(D > 1, subject SG) is rather unexpected given other
results (Nothdurft, 1992; Sagi & Julesz, 1985) that
showed that grouping is independent of local features.
Two explanations can be suggested. Firstly, it is possible
that spatial interactions between identically oriented line
elements are active over long distances. Secondly,
another interesting possibility is that grouping creates a
within-object (or figural) context in which elements that
are to be bound together into a whole object are needed to
mutually interact (giving rise to a context-effect). These
two possibilities will be investigated in Experiment 3
with a detection task that, on the basis of previous studies
(Polat & Sagi, 1993), is able to reveal spatial interactions.
If context-effect is due to binding it should be present
only in a discrimination task (which requires grouping of
the singletons), while it should be absent in a detection
task.
The fourth experimental finding of a flow-effect at all
the distances tested can indicate the involvement of a
global process. In this light, grouping seems to be a
process that discards the spatial position of the singletons
while preserving their features (as shown by the context-
effect). The interaction between the figure resulting from
grouping and background surface indicates that back-
ground is two-fold represented, both at singleton and at
figure representation levels.
The experimental findings can be discussed in relation
to computational models. Filter-based models of texture
segregation cannot consistently explain both local
segregation and grouping. In fact, they should segregate
two singletons (at least at D > D*) to account for local
segregation; on the other hand, this necessity impedes the
use of spatial pooling for blurring and segregating the
grouped pattern.
Rubenstein & Sagi (1993) proposed a filter-based
model specifically designed to discriminate foreground
regions having an aligned shape; in their stimuli, the
foreground was usually constituted by segregating
regions that are spatially separated within a uniform
background. They hypothesize that foreground discrimi-
nation is based on a second-stage filter that operates on
the outputs of orientation selective first-stage filters. The
profile of the second-stage filter is constituted by a central
region that collects the outputs of first-stage filters
responding to orientations orthogonal to foreground
orientation (and segregating from background), and by
two flanking regions strongly activated by orientations
aligned along the foreground shape. If this filter is
employed with the stimuli used here (Fig. 3) it incorrectly
predicts that the iso-flow stimuli (where elements aligned
to the orientation of the grouped foreground are present
between the singletons) will be more easily perceived
than ortho-flow stimuli. In contrast with Rubenstein and
Sagi’s account based only on foreground characteristics, I
think that flow-effect cannot be explained without
considering both foreground and background character-
istics, that is their interaction.
The results are also important in relation to the models
using a third-stage of filtering that I have proposed for
Experiment 1. The collector unit seems to be efficacious
for grouping separated singletons and for explaining
flow-effect, due to the fact that a collector can have a very
elongated receptive field for collating from the subunits
(Moulden, 1994). Nevertheless, its possible drawback
rests in the treatment of context-effect as uniquely due to
spatial interactions occurring before the collector; this
assumption will be tested in Experiment 3.
The second model previously proposed, based on the
local binding in which singletons are linked to produce a
jagged chain, cannot account for flow-effect because
flow-effect is also found when singletons are separated
and their line terminators are far apart.
EXPERIMENT 3
A psychophysically experienced subject, who was
unaware of the purpose of this research, was extensively
tested at different SOAs using the same type of stimuli
as in Experiment 2 (Fig. 3), in which the distance
between singletons was fixed at a value (D  2) above
the extent of short-range local processes responsible
for texture segregation, as may be inferred by the results
of the previous experiment. Two psychophysical tasks
were used: discrimination, as in Experiment 2, and
detection for singleton presence. The aim was two-
fold. Firstly, to show that in a detection task flow-effect
is not present, hence demonstrating that it is the grouping
of isolated elements that produces the flow-effect.
Secondly, to investigate whether the context-effect,
found at large distances, can be explained by spatial
interactions.
Methods
The stimuli were the same as those used in Experiment
2 with distance D  2. The discrimination task was
carried out using the same methods as were used in
Experiment 1. In the detection task the procedure was a
2AFC task between two intervals of presentation: in each
trial the two singletons could appear either in the first or
in the second randomly chosen interval, whereas in the
other interval all the texture elements were background
elements. The two intervals were separated by a blank
period (500–1200 msec). Each stimulus presentation
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(33 msec) was followed by a new masking (166 msec).
Four stimulus-to-mask SOAs (49, 58, 66, and 74 msec)
were intermixed between blocks (40 trials, 10 per
condition) in a session.
Results
The results (based on four or five sessions) are plotted
in Fig. 5. For each task an ANOVA was carried out with a
arrangement (uniform vs mixed), a flow condition (iso vs
ortho), and SOA as factors. In the discrimination results,
arrangement was significant (F1,36  4.1, P< 0.05) as
well as flow condition (F1,36  8.7, P< 0.007); their
interaction was non-significant (F1,36  1.7, P > 0.2).
The effect of arrangement (context-effect) confirms the
result (by subject SG) of the previous experiment. In the
detection results, arrangement was non-significant
(F1,64  0.0, P > 0.7), as was flow condition (F1,64
 3.1, P > 0.08), and their interaction (F1,64  0.7,
P > 0.4). Moreover, the slight reduction in detection of
uniform iso-flow stimuli was not replicated by two other
subjects (SG, GC), who showed no differences between
conditions.
Discussion
The discrimination results show that: (1) ortho-flow
stimuli are better discriminated than iso-flow (flow-
effect); (2) for each flow condition uniform stimuli have
reduced discrimination compared to mixed stimuli
(context-effect). Both these results are in keeping with
the previous two experiments.
The detection results show that: (3) detection of mixed
singletons is unaffected by background flow (no flow-
effect); (4) detection of uniform ortho-flow singletons
does not differ from mixed ortho-flow singletons (no
context-effect).
The flow-effect is present only in a task that requires
grouping; in fact, if we compare the mixed stimuli in the
two flow conditions across the two tasks the flow-effect is
present in discrimination (that requires grouping), while
absent in detection. This indicates that flow-effect cannot
be based on early processing without involvement of the
grouping process.
The context-effect is present in discrimination and
absent in detection. Therefore, context-effect cannot
simply be explained by spatial interactions; on the
contrary, grouping is required, supporting my hypothesis
that grouping produces a figural context within which
singletons to be bound together interact (in particular
producing suppressive spatial interactions between
detectors selective for the same orientation).
The absence of context-effect is critical for models
considered previously. The collector model is based on a
feedforward architecture in which spatial interactions
occur earlier than in the collector unit; therefore, this
model cannot explain why they are absent in the
detection task.
Flow-effect can be explained by hypothesizing that
two figure–ground segmentations are made, the first time
at the processing level where the singleton is segmented
from background, the second time at the processing level,
where the figure produced by grouping is segmented from
background. In both cases, the interruption of a texture
surface produced by the object seems to be the relevant
parameter in segmentation: the object saliency depends
on the orientation gradient between the figure segment
and background surface flow. The interaction between
the two representational levels (context-effect) indicates
that they are linked.
One might be cautious in suggesting that in the
detection task the presentation time is too short to impede
spatial interactions between singletons to grow. Never-
theless, we may advance a more compelling hypothesis
by considering that the assumption underlying the present
use of a detection task is that spatial interactions between
two elements operate symmetrically by influencing both
elements in an even manner. On the contrary, we can
develop the hypothesis that spatial interactions are
recruited dynamically, in a all-or-nothing manner. A
dynamic binding can be necessary when both singletons
have to be taken over at one time within a working space,
in order to carry out some manipulation on their global
pattern (in the present case, orientation discrimination).
In fact, on the basis of a large body of evidence (e.g.,
Bergen & Julesz, 1983), singletons are segregated in
parallel across the image; the limit at this stage of texture
segregation that impedes singleton grouping is probably
the independent singleton coding. Therefore, we can
hypothesize that the grouping mechanism is based on the
generation of a signature coding that binds figure
representation with its constituting features, and features
among them.
FIGURE 5. Results from one observer with stimuli made up of two
singletons at distance D  2. Percent correct responses (ordinate) for
different values of stimulus-to-masking SOAs (abscissa). Dotted lines:
detection of the presence of singletons. Continuous lines: discrimina-




In this study, grouping of segregating elements has
been examined. The results can be summarized by
classifying the processes involved in two categories, local
and global processes. Local processes are defined as
involving neighboring elements and being dependent on
features (in this case spatial orientation). Global pro-
cesses are defined as being independent of distances (in
other words, they are non-local) and of features.
Evidence has been found for two local processes:
segregation by an orientation gradient, and spatial
interactions between equally oriented channels. The
segregation results are in accord with previous research
showing that elements are compared within a close
neighborhood (Sagi & Julesz, 1987). Spatial interactions
have been previously documented to occur between
channels having similar orientation and spatial frequency
selectivity (Chubb et al., 1989; Cannon & Fullenkamp,
1991; Polat & Sagi, 1993; Solomon et al., 1993).
Two global processes have been found which are
present only when singletons are grouped. Flow-effect
and context-effect have been characterized; these effects
are probably based on independent mechanisms, as
shown by statistical analyses of previous experiments.
Flow-effect results from a distance-independent interac-
tion between the global figure and background texture
surface (characterized by a flow having the orientation of
background line elements) indicating a figure–ground
segmentation at the representational level of the global
figure. The interruption of a texture surface produced by
the object determines object saliency on the basis of the
orientation gradient between the global figure and
background surface flow. Context-effect results from
distance-independent spatial interactions between
equally oriented singletons when they are bound within
a global figure. This indicates that the binding of the
global figure determines non-local interactions between
its constituting singletons: in this sense, context-effect
demonstrates the existence of linking in the hierarchical
representation of the figure between the global figure and
its constituting elements.
The global processing occurs later than early singleton
segmentation, given the fact that global effects are
present only when grouping is involved. On the other
hand, the presence of global effects only in the
discrimination task is suggestive of dynamic operation
of the visual system.
Within a learning paradigm, Karni & Sagi (1991)
employed stimuli similar to the uniform bar of Experi-
ment 1 [Figs 1(A) and (B)] using a masking procedure, as
in the present experiments, and requiring subjects to
discriminate bar orientation while attention was focused
in a primary task of letter identification. They found that
learning occurs in bar discrimination across sessions.
Then Karni and Sagi studied generalization of the learned
task and found that learning could be generalized to other
singleton orientations (45 deg clockwise vs counter-
clockwise), while learning was specific to background
orientation (horizontal vs vertical), spatial location of the
bar (across display quadrants), and to monocular
presentation. They explained these effects due to the
fact that learning occurs at an early processing stage. In
my opinion, their results are comparable to those reported
here; in particular, both show, with different paradigms,
an interaction between a figure resulting from grouping
and orientation of background elements. On the basis of
the present results, and in contrast with Karni and Sagi’s
conclusion, this process is not early, but task dependent
(requiring discrimination), and occurs at a processing
level beyond singleton segregation.*
Neurophysiology
Neuroanatomical and neurophysiological data of
macaque monkey visual cortex can shed some light on
the machinery on which grouping is based. The study by
Merigan et al. (1993) is related to the present results. The
authors have found that a V2 lesion in macaque monkeys
does not compromise detection of a line element that
pops out by an orientation gradient from a uniform
texture background, whereas it disrupts the ability to
discriminate the orientation of a segregating texture bar
of three parallel line elements (similar to the uniform bars
used in Experiment 1). The performance only partly
recovers if other cues together with orientation (e.g., a
greater luminance) differentiate the bar from the back-
ground. These neurophysiological results are in complete
accord with the characteristics of the two processes that
were psychophysically dissociated in the present experi-
ments. Therefore, it can be proposed that singleton
segregation involves processing within V1, whereas
grouping of the global figure implicates V2.
Given this involvement of V2 in grouping, data
concerning feedforward and feedback connections be-
tween V1 and V2 are relevant. The feedforward
projections from V1 to V2 arise from neurons restricted
to layers 3A and 4B (Rockland, 1992) [in the following,
because the visual stream originating from layer 4B is
dedicated to motion perception (Van Essen et al., 1992),
results concerning this pathway will not be resumed].
Layer 3A receives interlaminar projections from layer 3B
and 5, but not from geniculocortical recipient layers 4C
and 6. Layer 3B receives afferences from all cortical
layers and its projections remain intrinsic to V1, thus
suggesting that 3B serves as an interneuronal integration
layer while 3A is a processing level above layer 3B
(Lachica et al., 1992; see also Yoshioka et al., 1994).
The feedback projections from V2 to V1 (Rockland &
Virga, 1989) originate in layers 3A and 6 of V2 and are
characterized by axons that arborize in multiple layers of
V1; typically, collaterals travel in layers 1 and 2 of V1
over long distances (1.1–4.3 mm) with multiple clusters
*Examination of the data by the author, who performed a very large
number of sessions on these and pilot experiments, reveals evident
learning effects. A qualitative estimation of these results is that at
the beginning both context- and flow-effects are similar to those in
the other subjects; then, context-effect tends to disappear (see
D  3 condition of Experiment 2); finally, a strong reduction of the
SOA needed to discriminate clutters the flow-effect also.
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of terminations, while collaterals in layers 5 and 3 are
single-cluster and restricted in extent (<0.6 mm).
Reciprocal connections from and to supragranular cells
of V1 might effect a short synaptic “feedback loop”
between the two areas.
Neurophysiological research showed that cells in V1
that are affected by feedback afferences from V2 are most
common in infragranular layers, with changes in cells’
responses (mainly showing a response reduction when
V2 was cooled) but no changes in orientation preference
(Sandell & Schiller, 1982). It might be that changes in
infragranular cells’ responses can be due to localized
feedback connections terminating in layer 5, while
connections in layers 1 and 2 have only a modulatory
effect on supragranular circuits.
The area V2 is functionally organized in stripes (thick-,
thin-, and inter-stripes) each one specifically connected
with the three compartments of V1 (layer 4B, blobs, and
interblobs). The feedforward connections from V1 to V2
terminate in upper layer 4 and lower layer 3 of V2
(Rockland & Virga, 1990) and are characterized by a
large convergence, each stripe receiving as many as 4–5
ocular dominance columns (Bullier et al., 1992; Roe &
Ts’o, 1992). Nevertheless, V2 cells maintain a specificity
for the features to which they respond, thereby achieving
spatial independence in feature representation (Hubel &
Livingstone, 1987). This can be related to the distance
independence found here in global grouping so suggest-
ing that V2 produces non-local transformations.
The interstripe subdivision of V2 is concerned with
orientation and has a modular organization: similarly
oriented cells are clustered, but, in contrast with V1,
adjacent clusters have frequently very different orienta-
tions (Ts’o et al., 1991), with connections (in the cat)
between orthogonally oriented cells (Matsubara et al.,
1987). In relation to the present results, this mapping of
V2 can account for the ability to group singletons
independently of their orientations. However, the finding
of non-local spatial interactions (context-effect) can be
explained by intrinsic connections within V2 (Amir et al.,
1993), whereas another possibility is to explain context-
effect as due to processing within V1, where intrinsic
horizontal connections between similarly oriented col-
umns in supragranular layers of V1 are well documented
(Gilbert, 1992; Malach et al., 1993). In this second
explanation, it is possible that modulatory effects from
V2 allow, in recipient supragranular neurons of V1, a
supra-threshold activation of afferences otherwise silent
from horizontal intrinsic connections.
The data about the organization of V2 can suggest, on
the basis of the analogy proposed by Nelson & Bower
(1990) between the organization of brain maps and the
mapping from input to processors in parallel computers,
that in V2 the spatial structure of the array of processing
units has a “patchy” organization in which non-local
mapping of the input space and of input features
(orientations) is locally processed in V2 through the set
of intrinsic connections.
Feedforward and feedback connections between V1
and V2 can be the basis for the binding of the global
figure with its constituting features, as shown by the
presence of synchronizations between these two areas
(Bullier et al., 1992; Roe & Ts’o, 1992; Nelson et al.,
1992).
Given the lack of substantial data about V2, the
proposal of mechanisms inspired by psychophysical
results is only tentative. The first mechanism I suggest
for figure–ground segmentation of the global figure is
similar to the one proposed in a previous work (Caputo,
1996) at the level of singleton segmentation. The
background is represented as a continuous surface
through the suppression of contrast and contours of its
embedded elements; initially, only boundary contours of
the figure emerge. The proposed mechanism is based on
the interactions between the infragranular and supragra-
nular circuits (Douglas & Martin, 1991); in layer 6
background surface is represented by collector units
selective for line elements of similar orientation and
irrespective of their spatial jittering; suppression of
background element segmentation in supragranular
layers is produced by activity in layer 6 that inhibits the
input structures to the cortex (in the case of V1, through
feedback to LGN and projections to layer 4). This model
predicts that feedback connections from V2 operate an
inhibitory effect on V1 cells responding to background
line elements.
The second mechanism concerns the figure: non-local
processing in V2 requires an extensive set of feedback
connections to V1 to synchronize V2 neurons responding
to the global figure with V1 neurons responding to its
constituting elements. In this manner, boundary contours
resulting from global segmentation of the grouped figure
are the same boundary contours of its local elements,
thereby resolving the scale problem in an amazing form.
These two explanations are not conflicting and the
feedback can be used by both mechanisms: in fact,
oscillations are generated by circuits involving both
excitatory and inhibitory cells (Llinas et al., 1991), while
massive stimulation produced by the background texture
can lead to widespread inhibition [in fact, both inhibitory
(Sillito et al., 1993) and oscillatory (Sillito et al., 1994)
effects have been discovered in the corticogeniculate
feedback loop].
Computational models
The relevance of the experimental findings in relation
to computational models of texture segregation has been
pointed out in the preceding discussions. Filter-based
models (Malik & Perona, 1990; Landy & Bergen, 1991)
are unable to explain results when the arrangement of line
elements of a segregating texture bar is manipulated.
Moreover, a filter-based theoretical approach cannot
easily explain the finding (flow-effect) that already
segregated singletons are needed to interact anew with
background elements when they have to be grouped. In
fact, filtering assumes that useless background noise
should be progressively, feedforwardly, separated from
signal.
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More general feedforward models (e.g. a model based
on collector units) cannot account for all results.
Particularly critical is the finding (context-effect) of an
activation of long-range spatial interactions when the
singletons have to be grouped, given the fact that such
interactions are otherwise silent when grouping is not
involved: a feedforward model cannot explain this
finding because later processing (at the stage of collector
units) cannot change activity occurring in earlier stages
(the subunits that pick out the singletons).
Therefore, models have to be developed that can face
global processes. From a computational viewpoint, the
global effects discovered in grouping indicate that the
image is processed through non-local operators. Non-
local processing of connected segments is, in general,
characterized by the need for a large amount of
computational resources: in fact, non-local processing
is impossible to execute using an operator kernel that is
repeatedly applied at different positions in the image
(Klette & Zamperoni, 1996). An even more demanding
situation involves figures that lack connectedness, where
a combinatorial explosion can be produced.
Summarizing the results, different processing stages
are involved in grouping: an initial figure–ground
segmentation extracts the singletons independently of
one another from background surface (short-range spatial
interactions can also occur); a second figure–ground
segmentation consists both of non-local reciprocal
interactions between singletons and of non-local interac-
tions between the global figure and background surface.
A binding mechanism might generate a global figure
representation that preserves the properties of its
elements at different scales of object representation.
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