. Spin-photovoltaic effect in quantum wires due to intersubband transitions. Physical Review B, 72(24), 245327-1 -245327-8 We consider the current induced in a quantum wire by external electromagnetic radiation. The photocurrent is caused by the interplay of spin-orbit interaction ͑Rashba and Dresselhaus terms͒ and an external in-plane magnetic field. We calculate this current using a Wigner functions approach, taking into account radiationinduced transitions between transverse subbands. The magnitude and the direction of the current depend on the Dresselhaus and Rashba constants, strength of magnetic field, radiation frequency, and intensity. The current can be controlled by changing some of these parameters.
I. INTRODUCTION
The energy spectrum of free electrons in a perfect quantum wire without a spin-orbit interaction consists of spindegenerate subbands due to the transverse confinement in two directions. In each subband, the energy depends quadratically on the one-dimensional ͑1-D͒ momentum. In the presence of an external radiation intersubband excitation probabilities are equal for states with opposite momentum. Therefore, there is no change in current associated with external radiation.
During the last 15 years there has been great interest in theoretical and experimental investigations of photovoltaic effects and photoconductance in quantum wires ͑see Refs. 1-14 and references therein͒. Mechanisms for pure spin current generation in 2-D and 1-D systems with a spin-orbit interaction have also been discussed. 18, 19 It is known that a photovoltaic effect is possible in quantum wires without inversion symmetry. For example, a photovoltaic effect in quantum wires with spatially dependent lateral confinement was predicted in Ref. 3 . In the present paper we consider a different spin-based mechanism for the photovoltaic effect, which is very interesting in the context of the fast growing field of spintronics. [15] [16] [17] The most important component of our scheme is the spin-orbit interaction. However, the spinorbit interaction alone is not sufficient to generate a charge photocurrent if the quantum wire is spatially homogeneous. Therefore, we consider a wire in an in-plane magnetic field that breaks the inversion symmetry.
We can identify the following groups of intersubband transitions that lead to a photovoltaic effect in quantum wires.
͑1͒ Transitions between spin-splitted subbands with the same confinement quantum numbers.
͑2͒ Transitions between subbands with different confinement quantum numbers.
The main difference between these two groups is that the first is generated by the magnetic field component of electromagnetic radiation, while transitions from the second group are due to the electric field component. In a recent paper 13 a spin-photovoltaic effect in quantum wires due to transitions of the first type was considered. It was found that a special role in the photovoltaic effect is played by transitions in which the direction of electron velocity changes. The importance of this velocity inversion was outlined earlier, see, e.g., Ref. 4 , in studies of photoconductance. Here we consider intersubband transitions of the second type. An important feature in semiconductor-based quantum wires is that the spin-orbit interaction constants are different for subbands with different confinement quantum numbers. This peculiarity is essential in our scheme for the generation of photocurrent. As we show below, the coupling of an electron to the electric field component of electromagnetic radiation is expected to be much stronger than the coupling to a magnetic component. Our goal in this paper is to calculate the current in a quantum wire at zero bias voltage due to external radiation. The current as a function of radiation frequency is found numerically from coupled equations involving Wigner functions. The Wigner function formalism has many advantages for investigating transport problems. [20] [21] [22] Among them we mention the phase-space nature of Wigner functions that are similar to the classical Boltzmann distribution functions. This feature makes it possible to separate the incoming and outgoing components of the electron distribution at the boundaries, which, in turn, facilitates the modeling of an ideal contact. The commonly used assumptions are: the distribution of electrons emitted in the quantum wire can be described by the equilibrium distribution function of the leads reservoirs, and all electron are collected by the leads reservoirs without reflection. In this work we extend the description of the transport dynamics to include intersubband transitions due to electromagnetic wave excitation.
We show that the current is sensitive to many control parameters like, e.g., the spin-orbit coupling and external magnetic field. Therefore, the current can be used to determine material parameters. The calculated current strength for a realistic set of parameters is of the order of 0.1 nA and, consequently, can be measured using standard experimental techniques. This paper is organized as follows. The single-particle energy spectrum and wave functions are introduced in Sec. II. A set of coupled equations for Wigner functions is derived in Sec. III. The discrete model used for numerical solutions is presented in Sec. IV. Numerical results are given and discussed in Sec. V and concluding remarks are in Sec. VI. Figure 1 shows a possible experimental realization of the system under investigation. The two-dimensional electron gas is split into two parts by a potential applied to the gate electrodes. The narrow channel between the gates then forms a quantum wire. Let us define a coordinate system such that the direction of the electron transport through the wire is in the x direction and the lateral confinement is in the y direction. We assume that an external magnetic field is applied in the ͑x , y͒ plane. Previously, several interesting investigations of quantum wires with a spin-orbit interaction in the presence of an in-plane magnetic field were reported. [23] [24] [25] [26] [27] In the quantum wire, the Hamiltonian for the conduction electrons can be written in the form
II. SYSTEM
where
B,
͑2͒
and
Here, H 0 is the time-independent part of the Hamiltonian, H 1 describes the interaction with the electromagnetic field, p is the momentum of the electron, m * is the effective mass, V͑y͒ is the lateral confinement potential due to the gates, U͑z͒ is the confinement potential in the z direction, B and g * are the Bohr magneton and effective g factor, E y and are the amplitude and frequency of electric field of the polarized electromagnetic wave, and is the vector of the Pauli matrices. The effect of the external field B on the spatial motion is neglected, assuming strong confinement in the z direction.
The second and third terms in ͑1͒ represent the Rashba and Dresselhaus spin-orbit interaction 28, 29 for an electron moving in the x direction, and ␣ and ␤ are the corresponding coupling constants.
The spin-orbit interactions included in the Hamiltonian ͑2͒ originate from bulk inversion asymmetry ͑giving rise to a Dresselhaus interaction 29 ͒ and structural inversion asymmetry ͑giving rise to a Rashba interaction 28 ͒. It is well known that the spin-orbit interaction constants are different for electrons in different transverse subbands. 18, 30 In our model we assume that the Rashba spin-orbit interaction constant ␣ depends on the index n and the Dresselhaus spin-orbit interaction constant ␤ depends both on m and n, where m =0,1,..., and n =0,1,..., are subband indices due to confinement in the y and z directions, respectively. 18, 30 In the model of rigid quantum wire walls
where ␥ is a constant. At E y = 0, the solutions of the Schrödinger equation can be written in the form
͑¯͒ is the step function, m ͑y͒ and n ͑z͒ are the wave function of the transverse modes ͓due to the confinement potentials V͑y͒ and U͑z͔͒. The eigenvalue problem can be solved to obtain
͑6͒
In this expression, ⑀ m and E n are the eigenvalues of decoupled Schrödinger equations in y and z directions. In the experimental setup depicted in Fig. 1 , the confinement in the z direction is stronger than the confinement in the y direction, thus we will consider
Recent calculations show that the dependence of the Rashba spin-orbit coupling constant ␣ on n is rather weak. 31 Therefore, in principle, ␣ could be considered as n independent. However, the particular dependence of ␣ on n is not important for our calculations, since we consider transitions between subbands with n = 0 only. A useful list of Rashba constants in different structures is given in the review paper. 32 The numerical value ␣ = 0.5ϫ 10 −11 eV m used in our calculations is close to the value ␣ Ӎ 0.4ϫ 10 −11 eV m experimentally observed in asymmetrically doped GaAs/ Ga 1−x Al x As quantum wells. 32, 33 We would like to emphasize that the mechanism of the photovoltaic effect does not depend on the value of the Rashba constant used by us, but particular dependencies will be different at another value of this parameter.
In what follows we assume that in the absence of radiation the chemical potential in the wire is located between the ground ͑0,0͒ and first ͑1,0͒ transverse subbands so that only the ground subband is occupied by electrons, and we focus our attention on radiation-induced transitions between these two transverse subbands. The energy spectrum in Eq. ͑6͒ is illustrated in Fig. 2 for various directions of B. Notice that the energy dispersion is different ͑not simply shifted͒ for the ground and the first transverse subbands. Figure 2 shows that the energy spectrum is strongly asymmetric and significantly dependent on the magnetic field direction. We also note that the gaps between spin-splitted subbands are due to the magnetic field.
The electron velocity is defined by the slope of E m,n,± ͑k͒ and is given by
͑7͒
We emphasize that the direction of velocity changes in local extrema points of the spectrum. The radiation-induced transitions that we will consider conserve k. Since the positions of local extrema are different in the ground ͑0, 0͒ and first ͑1, 0͒ transverse subbands, transitions reversing the velocity direction are possible. The spectrum asymmetry results in asymmetric transition rates and as a result in a finite current at zero bias voltage.
III. WIGNER FUNCTIONS

A. Interaction Hamiltonian
Assuming a parabolic confinement in the y direction we write the ground and the first excited wave functions of the corresponding transverse mode explicitly as
where ȳ is the characteristic width of the quantum wire in the y direction. The energy gap between the ground and the first excited states can be estimated as
Taking the form of the solution for the Schrödinger equation ͑5͒ and ͑8͒ we obtain the matrix form of the interaction Hamiltonian ͑3͒
where g = ͑បeE y ͒ / ͑2m * ȳ͒ is the coupling constant, ± is the ladder operator acting on the y component of the wave function:
± m ͑y͒ = m±1 ͑y͒ and s 01 is an operator in the space of spin degree of freedom,
͑10͒
Here s ± = ͑1/2͓͒1 ± exp͑i ⌬ n ͔͒ and ⌬ n = 1,n − 0,n , and m,n is defined in Eq. ͑5͒. Neglecting high-oscillatory terms we can write the Hamiltonian ͑9͒ in the rotating wave approximation 34 as One can see that for the chosen parameters the coupling constant g Ӎ 10 9 s −1 is several orders of magnitude larger than the corresponding coupling constant for the interaction with the magnetic component of electromagnetic radiation 34 = ͑ B g * /2͒͑nE y / c͒Ӎ10 6 s −1 , where n is the refractive index of the material and c is speed of light in vacuum. Therefore, we suggest that the photovoltaic effect based on the proposed mechanism is much stronger than that due to the interaction with the magnetic component of the electromagnetic field.
B. Equations for the Wigner functions
The Liouville-von Neumann equation for the density operator of the electron mm Ј ,ss Ј ͑x , xЈ , t͒ is given by
where s , sЈ = ± are variables associated with the spin degree of freedom. Henceforth we omit the indices n , nЈ due to confinement in the z direction since we are interested only in the transitions between the ground m = 0 and m = 1 transverse y subbands. The Wigner function can be obtained by integrating 35 W mm Ј ,ss Ј ͑R,k,t͒ = ͵ mm Ј ,ss Ј ͑R,⌬r,t͒exp͑− ik ⌬r͒d ⌬r,
͑13͒
where the density operator is written in the new spatial variables R = ͑r + rЈ͒ / 2 and ⌬r = r − rЈ and k is the electron wave vector. respectively. Here ␥ = ͑x , y , z͒ and different matrix elements can be found in accordance with ͑5͒ as ͗⌿ m,± ͉ x ͉⌿ m,± ͘ = ± cos͑ m ͒, ͗⌿ m,± ͉ y ͉⌿ m,± ͘ = ϯ sin͑ m ͒. The details of the numerical model and solution for the derived system of equations are given in the next sections.
IV. DISCRETE MODEL
The form of Eqs. ͑14͒-͑23͒ does not allow us to solve the problem analytically, even for the stationary case ‫ץ‬W / ‫ץ‬t =0 and unbiased channel E x = 0. The solution is complicated by different inter-subband transitions with the change of spin state s originating from the subband asymmetry in the k domain. This effect plays a central role in the electric current generation and should be taken into account. Thus, the system of equations ͑14͒-͑23͒ was solved numerically for ȳ = 25 nm, = 0.0001 eV, and T = 0.1 K. We model the domain x ͓0,L͔ and k ͓−k max , k max ͔ with the mesh sizes of ⌬x = L / ͑N x −1͒ and ⌬k =2k max / ͑N k −1͒, respectively. In the cal- The first-order upwind difference scheme was used for the propagation of the Wigner functions in the ͕x , k͖ domain and second-order two-step Lax-Wendroff scheme 37 to describe the time-dependent intersubband transfer due to the interaction with the electromagnetic field. The discretized Liouville equation for the Wigner function can be written as
where we consider the case E x = 0 and do not show subband indices for brevity. The upwind/downwind difference is chosen in accordance with
The function F͓W͑x i , k j , t l ͔͒ embodies the remaining part of Eqs. ͑14͒-͑23͒ which depends only on the Wigner function W͑x i , k j , t l ͒ itself and does not contain partial derivatives. The upwind differencing is stable, 37 provided the time step is small enough: ⌬x / ⌬t ഛ v max , where v max is the maximum possible absolute value of the velocity. Additionally, the time step must be much smaller than the highest frequency of the solution. This condition is satisfied by ⍀ R max ⌬t Ӷ 1, where ⍀ R max = max͓ͱ͑ mm Ј ,ss Ј − ͒ 2 +4g 2 ͔ is the maximum possible Rabi frequency involved in the problem. The calculation proved to be stable if these two conditions are met.
The investigation of the effects of the external bias and charge redistribution in the quantum wire is not in the scope of this paper. However, the way to include these effects is straightforward. To consider the effect of voltage applied to the quantum wire, it suffices to add the x component of the electric field E x ͓x , V͑t͔͒ in the discrete model ͑29͒. This electric field is a function of the applied potential difference V͑t͒ = ͑ r − l ͒ / e, which can be time dependent and x dependent. The latter is defined by the lead geometry. Additional components of electric field E x q ͓n͑x͔͒ can be calculated self -consistently at each time step to incorporate the effect of charge redistribution.
As was mentioned earlier, transitions between subbands can force the electron to change the direction of the velocity. As a result, the flows of electrons moving in the opposite directions inside the quantum wire intermix, as shown in Fig.  3 . Without reflections in the wire, the steady-state solution can be obtained by simply imposing the condition ‫ץ‬W / ‫ץ‬t = 0 and advancing from the given values at left/right bound-aries for v͑k͒ ѥ k. However, in the presence of radiation, the electron distribution at the boundary acquires an additional component, due to the electrons whose velocity direction is changed, and the described above scheme fails. In order to achieve the steady-state solution we considered the temporal dynamics of the system evolving from some initial state until it reached stationary conditions: ‫ץ‬W / ‫ץ‬t Ӎ 0 and I͑x͒ӍI͑xЈ͒ for all x , xЈ ͓0,L͔. As a initial state we took the values of the Wigner function at equilibrium W mm Ј ,ss Ј ͑x , k͒ = ␦ mm Ј ␦ ss Ј f͑k , ͒. This corresponds to the uniformly distributed electron density along the channel and is a solution of Eqs. ͑14͒-͑23͒ in the absence of radiation and external bias: E x = E y = 0. The chosen method of obtaining the steady-state solution provides us also with the transient behavior and, thus, gives more insight into the problem. The drawback is a serious computational effort. The electron distribution reaches the stationary state within the effective time of flight through the quantum wire. Electrons constantly change the direction of velocity due to the interaction with an electromagnetic wave, therefore, this time can be very long compared to the time step ⌬t. Fortunately, the slower electrons give the smaller contribution to the current and a steady-state solution can be always found within certain accuracy. The number of steps in time can reach values as much as N t ϳ 10 5 . The results of the numerical simulation are presented in Sec. V.
V. RESULTS AND DISCUSSION
The photoinduced current through the wire is shown in Fig. 4 as a function of the photon energy. The directions and strength of the magnetic field in this graph are the same as in Fig. 2 . The amplitude of the electric field E y = 200V / m used in our calculations was selected close to the electric field amplitude used in recent experiments.
38 Figure 4 clearly shows a number of current peaks corresponding to different transitions. These peaks depend on the magnetic field strength and direction, as a consequence of the magnetic field dependence of the energy spectrum.
In order to understand transitions leading to a specific peak formation, we consider in detail the current dependence on photon energy for B x =2 T, B y =−2 T ͑Fig. 4͑b͒͒. It follows from Fig. 4͑b͒ that the current as a function of photon energy has a well pronounced positive peak at ប Ӎ 3.64 meV, a double negative peak with a minimum at ប Ӎ 3.67 meV, a small negative peak at ប Ӎ 3.565 meV, and a broad positive peak of small amplitude at ប Ӎ 3.75 meV. Figure 5 represents a graphical determination of relevant transitions.
The energy spectrum of two lowest spin-splitted subbands is plotted in the top panel of Fig. 5 . The bottom panel of Fig.  5 shows the energy difference between different transverse subbands. By plotting horizontal lines corresponding to the peak energies, in the bottom panel and, by drawing vertical lines through the intersection points of those horizontal lines with energy difference, we can finally identify the points in the top panel corresponding to the peak formation. As it was mentioned above, the important transitions are those that lead to a change of the electron velocity direction. These transitions are shown by arrows in the top panel of Fig. 5 .
In particular, let us consider the large negative peak in the current at ប Ӎ 3.67 meV ͑Fig. 4͑b͒͒. Figure 5 shows that the horizontal line 3.67 meV intersects only the E 1,0,− − E 0,0,− curve in two points. We are reminded that the electron velocity is determined by the slope of E m,n,± ͑k͒ according to Eq. ͑7͒. The left intersection point gives a k vector of transition in which the electron velocity direction is conserved͒, because the slopes of E 1,0,− and E 0,0,− at this value of k are in the same direction. The right intersection point of 3.67 meV line with an E 1,0,− − E 0,0,− curve gives a transition with a change of electron velocity direction, specifically, with a backscattering of left-moving electrons. Consequently, the electron flux from the right to the left decreases and, because of the negative electron charge, a negative current appears.
Similarly, one can consider transitions at other radiation frequencies. An interesting situation occurs for ប Ӎ 3.64 meV excitation, since at this particular frequency three out of four transitions are characterized by the reverse of electron velocity direction. We summarize transitions contributing to the photocurrent at selected radiation frequencies in Table I . The same analysis can also be applied to the result presented in Fig. 4͑a͒ , but, because of a more distorted spectrum, the roles of different possible transitions are more difficult to interpret. Moreover, we would like to note that, generally, transition probabilities from E 0,0,− to E 1,0,+ and from E 0,0,+ to E 1,0,− subbands are smaller than transition probabilities from E 0,0,− to E 1,0,− and from E 0,0,+ to E 1,0,+ subbands because of the different spin direction in initial and final states. This results in a smaller current peaks at ប Ӎ 3.565 meV and ប Ӎ 3.75 meV in Fig. 4͑b͒ .
As electrons carry spin as well as charge, the external radiation also changes the spin current through the wire. Notice that even without the radiation, the spin current is not zero, due to the spin-orbit interaction. Figure 6 shows spin current components at x = 0 for B x =2 T, B y = −2 T. We note that the spin current dependence on the radiation frequency has features similar to the charge current ͑Fig. 4͑b͒͒. However, we found that radiation-induced changes in spin current are much less than the equilibrium spin current in the wire. From an experimental point of view, the spin currents are not so easy detectable. Therefore, the observation of this photovoltaic effect through spin current seems unpractical.
VI. CONCLUSIONS
In summary, in this paper we have investigated the photovoltaic effect in quantum wires with a spin-orbit interaction and an in-plane magnetic field. We have found that the peculiarities of the energy spectrum lead to a photocurrent generation. The dependence of the photoinduced current on the excitation frequency was calculated numerically using the Wigner functions formalism. A system of coupled equations for the Wigner functions was derived and solved numerically for "ideal" contact boundary conditions. We used the firstorder upwind differencing for the propagation in the spatial domain and the second-order two-step Lax-Wendroff differencing for time-dependent inter-subband transitions due to electromagnetic wave excitation. Stable numerical solutions were found under appropriate choices of the time step ⌬t. The calculations can be extended to introduce the effects of an external bias and self-consistent potentials due to charge density redistributions, which can be a topic for a future investigation. The frequency dependence of the photoinduced current consists of a set of peaks related to transitions between different points of the spectrum. Therefore, the energy spectrum can be reconstructed from photocurrent measurements. Material parameters, such as spin-orbit coupling constants, can be obtained from the analysis of the photocurrent.
