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Abstract
For bicovariant differential calculi on quantum groups various notions on connections and
metrics (bicovariant connections, invariant metrics, the compatibility of a connection with a
metric, Levi-Civita connections) are introduced and studied. It is proved that for the bicovariant
differential calculi on SLq(N), Oq(N) and Spq(N) from the classification in [18] there exist
unique Levi-Civita connections.
0 Introduction
The seminal work of S. L. Woronowicz [20] was the starting point to study non-commutative bico-
variant differential calculi on quantum groups (Hopf algebras). Woronowicz has developed a general
theory of such calculi which in many aspects can be considered as a non-commutative version of the
classical Lie group theory. Bicovariant differential calculi on the quantum matrix groups SLq(N),
Oq(N) and Spq(N) have been classified (under natural assumptions) in two recent papers [18] and
[19]. An outcome of this classification is that except for finitely many values of q there are precisely
2N such calculi on SLq(N) for N ≥ 3 and two on Oq(N) and Spq(N) for N ≥ 4. See Section 1
for a brief review. It is clear that these calculi are basic tools of non-commutative geometry on the
corresponding quantum groups.
The aim of this paper is to define and to study invariant metrics and Levi-Civita connections
for the bicovariant differential calculi on SLq(N), Oq(N) and Spq(N). The Killing metric of a
compact Lie group and the Levi-Civita connection of a Riemannian manifold are fundamental
notions of (commutative) differential geometry, so it seems that extensions of these concepts to
the bicovariant differential calculi are necessary steps toward the development of non-commutative
differential geometry on quantum groups. It turns out that these generalizations are by no means
straightforward and that phenomena occur which are absent in classical differential geometry. We
briefly mention some of these new features. Firstly, no ad-invariant metric for these bicovariant
differential calculi is symmetric in the usual sense if q is not a root of unity. However, the ad-
invariant metrics are symmetric with respect to the corresponding braiding, see Corollary 2.5 below.
In our opinion, this fits nicely into the concepts of the braided geometry, see [15] and the references
therein. Secondly, ad-invariant metrics for SLq(N) resp. Oq(N), Spq(N) depend on two resp.
three complex parameters. Roughly speaking, this stems from the fact that the dimension of these
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bicovariant calculi is N2 rather than the dimension of the corresponding Lie groups as in case of
the classical differential calculus. Thirdly, if we generalize the notion of a Levi-Civita connection in
obvious straightforward manner, then there exist many Levi-Civita connections for a given metric.
For our bicovariant differential calculi they depend on a number of free complex parameters, see
e. g. appendix B.
The main purpose of this paper is to propose notions of compatibility of a connection and an
ad-invariant metric (see formula (9) and Definition 3.3 below) and of a Levi-Civita connection (see
Definition 3.5) which ensure that the important result in classical differential geometry of uniqueness
of the Levi-Civita connection remains valid in the present setting. If the braiding map σ is the flip
operator of the tensor product as in case of the “ordinary” differential calculus on compact Lie
groups, our definitions give just the corresponding classical concepts.
This paper is organized as follows. In Section 1 we briefly recall the bicovariant differential calculi
on SLq(N), Oq(N) and Spq(N) studied in [18] and we collect some basic facts needed later. In
Section 2 we define metrics and invariant metrics. The invariant metrics for these calculi and their
restrictions to the invariant subspaces for the right coaction and the right adjoint action, respectively,
are determined. For some of the calculi the quantum Lie algebra contains the corresponding classical
Lie algebra as ad-invariant subspace when q → 1. In these cases the limits of the invariant metrics
exist and their restrictions to these subspaces give multiples of the Killing forms. In Appendix A
we show how a variant of the Rosso form of the quantized enveloping algebra Uq(sl(N)) gives an
ad-invariant metric for SLq(N). Section 3 is concerned with connections. After reviewing some
generally known definitions on connections (see e. g. [4]) we define bicovariant connections, the
compatibility of a connection with a metric and Levi-Civita connections and we discuss some of
their properties. The main results of this paper (Theorems 4.2 and 5.2) are stated and proved in
Sections 4 and 5, respectively. They assert that for each of the bicovariant differential calculi on
SLq(N), Oq(N) and Spq(N) described in Section 1 there is precisely one Levi-Civita connection.
Moreover, it is shown that these Levi-Civita connections admit limits when q → 1 in an appropriate
way. In appendix B of this paper we show that if we define Levi-Civita connections by taking the
“usual” compatibility with a metric, then the set of Levi-Civita connections for SLq(N) depends
on three free parameters.
Let us fix some notation and assumptions which are needed in the sequel. Throughout we use
Sweedler’s notation ∆(a) = a(1) ⊗ a(2) and the Einstein convention to sum over repeated indices.
The antipode of a Hopf algebra is denoted by κ and the counit by ε. Let Mor(v, w) the space of
intertwiners of corepresentations v and w and let Mor(v) := Mor(v, v). We use the definitions of
the quantum groups SLq(N), Oq(N) and Spq(N) and their basic properties established in [8]. Let
u = (uij) denote the corresponding fundamental representation and let u
c be the contragredient
representation of u. In case where A is Oq(N) or Spq(N) let C = (C
i
j) denote the matrix of the
metric of A and B the inverse matrix of C. We abbreviate Q = q − q−1.
Also we shall freely use the general theory of bicovariant differential calculi developed in [20]. The
abbreviation FODC means a first order differential calculus. As noted above, our main intention is
to study the bicovariant differential calculi Γ±,z (see Section 1) which occured in the classification
of [18, 19]. But the corresponding concepts and general facts apply to an arbitrary bicovariant
differential calculus over a Hopf algebra. In order to avoid confusion, let us adopt the following
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notations: Γ˜ is always a general bicovariant FODC over a Hopf algebra A, A0 is the Hopf dual of
A, X˜ is the quantum Lie algebra of Γ˜, {ηi | i ∈ I} is a finite vector space basis of invΓ˜, {χi | i ∈ I}
is the corresponding dual basis of X˜ and σ˜ is the braiding of Γ˜⊗A Γ˜ as defined by Proposition 3.1
in [20].
In this paper we suppose that the deformation parameter q is not a root of unity and q 6= 0.
Then, roughly speaking, the representation theory of A is similar to the classical case [13, 17].
We shall need this assumption only in order to ensure that the decompositions of certain tensor
product representations of u and uc can be labelled by Young tableaus similar to the classical case.
The corresponding results are the Lemmas 2.3, 2.4, 4.1 and 5.1. All other considerations are valid
without this assumption.
1 Review of some facts on bicovariant differential calculi on
quantum groups SLq(N), Oq(N) and Spq(N)
Firstly we repeat the construction of bicovariant differential calculi, see [18] for some missing details
of proofs in the following discussion.
Let z be a nonzero complex number. We assume that zN = q for A = SLq(N) and that z
2 = 1 for
A = Oq(N) and A = Spq(N). Let L
±
z = (l
±
z
i
j) denote the N ×N matrix of linear functionals l
±
z
i
j
on A defined in [8], Section 2, by taking the matrix z−1PRˆ as R. By definition, we then have
l+z
i
j(u
n
m) = z
−1Rˆinmj and l
−
z
i
j(u
n
m) = zRˆ
−1in
mj . (1)
Let Di := q
2i for A = SLq(N) and Di := (C(C
−1)t)ii for A = Oq(N), Spq(N), where C is the
matrix given by the metric of Oq(N) and Spq(N), cf. [8], Sect. 1. Then we have κ
2(uij) = Diu
i
jD
−1
j
(no summation).
There are 2N bicovariant FODC Γ±,z, z
N = q2 on SLq(N), N ≥ 3, and 2 bicovariant FODC
Γ+ = Γ+,1 and Γ− = Γ+,−1 on Oq(N), Spq(N) and SLq(2). Except for the quantum group
Oq(3), these FODC exhaust the bicovariant first order differential calculi which appeared in the
classification of [18, 19]. They are the objects of our study in the paper.
In what follows we assume that Γ always denotes such a FODC Γ±,z. The FODC Γ±,z on A is
given by
da =
N∑
i,j=1
(χij ∗ a)ηij , a ∈ A,
where
χij =
N∑
n=1
D−1n l
±
z′
n
i κ(l
∓
z′′
j
n)−D
−1
i δijε, i, j = 1, . . . , N (2)
and {ηij | i, j = 1, . . . , N} is a basis of the space inv(Γ±,z) of left-invariant elements of Γ±,z. The
right and left A-module operations satisfy the equations ηija = (f
ij
mn ∗ a)ηmn, a ∈ A, and the right
coaction of A on this basis is given by ∆R(ηij) = ηmn ⊗ v
mn
ij , i, j = 1, . . . , N , where
f ijmn = l
±
z′
i
mκ(l
∓
z′′
n
j ), (3)
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vmnij = (u
cu)mnij = κ(u
i
m)u
n
j . (4)
The linear span X of the linear functionals χij , i, j = 1, . . . , N , equipped with the bracket [·, ·] :
X ×X → X defined in [20], Section 5, is called the quantum Lie algebra of the bicovariant FODC
Γ±,z.
There is a duality < ·, · > between invΓ˜ and X˜ given by〈∑
i
aiηi,
∑
j
χjbj
〉
=
∑
k
akbk (5)
for all ak, bk ∈ C. This definition extends to a map < ·, · >: A⊗ invΓ˜× X˜ ⊗B → A⊗A B for linear
subspaces A of Γ˜∧ resp. X˜ ⊗ A and linear subspaces B of Γ˜∧ by taking ak ∈ A and bk ∈ B in (5)
for k ∈ I.
Let σ denote the braiding map of Γ±,z ⊗A Γ±,z (see Proposition 3.1 in [20]) and let σ
mnrs
ijkl be the
matrix coefficients of σ with respect to the basis {ηij⊗Aηkl} of inv(Γ±,z ⊗A Γ±,z), i. e. σ(ηij⊗ηkl) =
σmnrsijkl ηmn ⊗ ηrs.
Lemma 1.1. σmnrsijkl = DkD
−1
x Rˆ
∓pk
xj Rˆ
±tn
yrRˆ
∓xi
tmRˆ
±ys
pl , where the upper and lower signs refer to Γ+,z
and Γ−,z, respectively.
Proof : We carry out the proof for Γ+,z. From (3) we see that f
tp
rs = l
+
z′
t
rκ(l
−
z′′
s
p) are the linear
functionals of [20], Theorem 2.1, for the FODC Γ+,z. (1) yields f
tp
rs(u
n
l ) = z
−1RˆtnyrRˆ
ys
pl and so
δirδ
j
sδ
n
m = f
ij
rs(κ(κ(u
n
k )u
k
m)) = f
ij
tp(κ(u
k
m))f
tp
rs(κ
2(unk )). From κ
2(unk ) = DnD
−1
k u
n
k we easily derive
δirδ
j
sδ
n
m = f
ij
tp(κ(u
k
m))z
−1DnD
−1
k Rˆ
tn
xrRˆ
xs
pk, so the latter yields f
ij
tp(κ(u
k
m)) = zDkD
−1
x Rˆ
−1pk
xj Rˆ
−1xi
tm.
By the general theory (cf. formula (3.15) in [20]) and (4), we have σmnrsijkl = f
ij
rs((u
c)mk u
n
l ) =
f ijtp(κ(u
k
m))f
tp
rs(u
n
l ) from which the above formula follows.
Recall that the matrix Rˆ satisfies the Hecke relation (Rˆ − qI)(Rˆ+ q−1I) = 0 for A = SLq(N) and
the cubic equation (Rˆ − qI)(Rˆ + q−1I)(Rˆ − ǫqǫ−NI) = 0 for A = Oq(N), Spq(N), where ǫ = 1 for
A = Oq(N) and ǫ = −1 for A = Spq(N). From these equations and Lemma 1.1 it follows that
(σ − I)(σ + q−2I)(σ + q2I) = 0
for A = SLq(N) and
(σ − I)(σ + q−2I)(σ + q2I)(σ − ǫqN−ǫ+1I)(σ − ǫqǫ−N−1I)(σ + ǫqN−ǫ−1I)(σ + ǫqǫ−N+1I) = 0
for A = Oq(N), Spq(N) (cf. [3]).
The above formulas show that the set of for q > 0 positive eigenvalues of σ is {1} for SLq(N) and
{1, qN , q−N} for Oq(N) and Spq(N).
In the following we use the abbreviations p := ǫqN−ǫ, s := 1+Q−1(p− p−1) for Oq(N) and Spq(N)
and s :=
∑N
i=1 q
−2i for SLq(N).
Let ωij := κ(u
i
n)du
n
j , i, j = 1, . . . , N . In [18] and [19] it is proved that if q is not a root of unity
and apart from finitely many other values of q the set {ωij | i, j = 1, . . . , N} is a basis of the vector
space invΓ. Let {Xij | i, j = 1, . . . , N} be the corresponding dual basis of X with respect to the
duality (5). We call the sets {ωij} and {Xij} standard bases of invΓ and X , respectively. For this
basis of invΓ the right coaction also fulfills ∆R(ωij) = ωkl ⊗ v
kl
ij (cf. (4)).
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Let us briefly return to a general bicovariant FODC Γ˜ over a Hopf algebraA such that diminvΓ˜ <∞.
Then the quantum Lie algebra X˜ of Γ˜ is contained in the Hopf dual A0 and the bracket [·, ·] of
X˜ can be written as [x, y] = adRy(x). Here adR denotes the right adjoint action of A
0 given by
adRf(g) = κ(f(1))gf(2) for f, g ∈ A
0. Moreover, we have [x, f ] := adRf(x) ∈ X˜ for all f ∈ A
0 and
x ∈ X˜ . A linear subspace Y of X˜ is called ad-invariant if [y, f ] ∈ Y for all y ∈ Y and f ∈ A0.
Next we are looking for ad-invariant subspaces of X˜ . For this we need the following simple
Lemma 1.2. Suppose that A = (Aij) ∈ Mor(v˜), i. e. A
i
j v˜
j
k = v˜
i
lA
l
k for all i, k ∈ I. Then
imA = lin{Aijηi | j ∈ I} is a ∆R-invariant subspace of invΓ˜ and imA
t = lin{Aijχj | i ∈ I} is an
ad-invariant subspace of X˜ .
Proof : Since A ∈ Mor(v˜), we have ∆R(A
i
jηi) = A
i
jηk ⊗ v˜
k
i = A
k
l ηk ⊗ v˜
l
j , so that ∆R(imA) ⊂
imA ⊗ A. From the general theory [20] we easily derive that [χi, f ] = f(v˜
i
k)χk for all f ∈ A
0.
Therefore, we compute adRf(A
i
kχk) = A
i
kf(v˜
k
l )χl = f(v˜
i
j)A
j
lχl. That is, adRf(imA
t) ⊂ imAt for
all f ∈ A0.
For SLq(N) the projections P0, P1 : invΓ→ invΓ defined by P0
ij
kl =
1
s
q−2iδijδkl, P1
ij
kl = δ
i
kδ
j
l − P0
ij
kl
belong to Mor(uc ⊗ u). Hence the subspaces Υ0 = imP0 = lin{ω
0 := P0(ω11) = P0
kl
11ωkl} and
Υ1 = imP1 = lin{ω
1
ij := P1(ωij) = P1
kl
ijωkl} of invΓ are ∆R-invariant. The corresponding ad-
invariant subspaces of X are Y0 = imP t0 = lin{Y
0 := 1
s
∑
kXkk} and Y
1 = imP t1 = lin{Y
1
ij :=
P1
ij
klXkl = Xij − q
−2iδijY 0} respectively. Since {ωij} and {Xij} are dual bases, we also have
da =
∑
ij(Xij ∗ a)ωij for all a ∈ A. Because of P0 +P1 = id and P0P1 = P1P0 = 0, the latter leads
to the formula
da =
N∑
i,j=1
(Y 1ij ∗ a)ω
1
ij + s(Y
0 ∗ a)ω0, a ∈ A.
Now we turn to the quantum groups Oq(N) and Spq(N). Then the projections P0, P+, P− : invΓ→
invΓ given by
P0
ij
kl =
1
s
BtimC
mjδkl, P+
ij
kl =
1
q + q−1
(q−1δikδ
j
l +B
ti
mRˆ
mj
nl C
tn
k − (q
−1 + p−1)P0
ij
kl),
P−
ij
kl =
1
q + q−1
(qδikδ
j
l −B
ti
mRˆ
mj
nl C
tn
k + (p
−1 − q)P0
ij
kl)
belong to Mor(uc ⊗ u). Let denote P1 := P−, P2 := P+ for Oq(N) and P1 := P+, P2 := P−
for Spq(N). Then, by Lemma 1.2, the subspaces Υ
0, Υ1 and Υ2 of invΓ spanned by the sets
{ω0 := 1
s
Btmk C
knωmn}, {ω
1
ij := P1(ωij) | i, j = 1, . . . , N} and {ω
2
ij := P2(ωij) | i, j = 1, . . . , N}
respectively, are ∆R-invariant. Moreover, the subspaces Y
0, Y1 and Y2 of the quantum Lie algebra
X generated by the sets {Y 0 := 1
s
∑
mXmm}, {Y
1
ij := P1
ij
klXkl | i, j = 1, . . . , N} and {Y
2
ij :=
P2
ij
klXkl | i, j = 1, . . . , N}, respectively, are ad-invariant. Similarly as in case of SLq(N), we obtain
the following formula for the differentiation
da =
N∑
i,j=1
(Y 1ij ∗ a)ω
1
ij +
N∑
i,j=1
(Y 2ij ∗ a)ω
2
ij + s(Y
0 ∗ a)ω0, a ∈ A.
To investigate the classical limit of the structures appearing in this article we keep the basis
{ωij | i, j = 1, . . . , N} fixed.
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Firstly let A = SLq(N). We always consider the classical limit in the sense that z → 1 and q → 1,
where z is the N -th root of q2. (This is not the only possibility, see [10].) For simplicity we shall
write limq→1 for this classical limit. Then, as shown in [10], all functionals Xij , Y
0 and Y 1ij have
limits when q → 1. It is easily seen that the 1-forms ω0 and ω1ij and the projections P0 and P1 have
limits as well for q → 1. We denote this limits by Y
⇀0, Y
⇀1
ij , ω
⇀0, ω⇀1ij , P
⇀
0 and P
⇀
1, respectively. It was
proved in [10] that the functionals Y
⇀1
ij equipped with the limit of the bracket [·, ·] are generators of
the Lie algebra sl(N).
Now let A = Oq(N) or A = Spq(N). As proved in [10], for both calculi Γ+ and Γ− all functionals
Xij , Y
0, Y 1ij and Y
2
ij , i, j = 1, . . . , N admit limits when q → 1. Also, the 1-forms ω
0, ω1ij , ω
2
ij and the
projections Pk, k = 0, 1, 2 have limits as q → 1. We shall use the notations Y
⇀0 := limq→1 Y
0, Y
⇀1
ij :=
limq→1 Y
1
ij , Y
⇀2
ij := limq→1 Y
2
ij , P
⇀
k := limq→1 Pk, k = 0, 1, 2, ω
⇀0 := limq→1 ω
0, ω⇀1ij := limq→1 ω
1
ij and
ω⇀2ij := limq→1 ω
2
ij for i, j = 1, . . . , N . For the FODC Γ = Γ+ the functionals Y
⇀1
ij , i, j = 1, . . . , N
equipped with the limit of the bracket [·, ·] span the Lie algebras o(N) and sp(N), respectively.
2 Metrics
We begin with some definitions for a general bicovariant FODC Γ˜ over a Hopf algebra A.
Definition 2.1. A bilinear map g : Γ˜ ⊗A Γ˜ → A is called a metric on Γ˜ if g is nondegenerate
(i. e. g(ξ ⊗ ζ) = 0 for all ζ ∈ Γ˜ implies ξ = 0, g(ξ ⊗ ζ) = 0 for all ξ ∈ Γ˜ implies ζ = 0) and if
g(aξ ⊗ ζ) = ag(ξ ⊗ ζ) for any a ∈ A, ξ and ζ ∈ Γ˜. (6)
We call a metric g symmetric if gσ˜ = g.
For the “ordinary” differential calculus on Lie groups the braiding map σ˜ is just the flip operator, so
we obtain the usual notion of a symmetric metric in this case. From condition (6) in the preceding
definition it follows easily that a metric g on Γ˜ is already completely determined by the elements
g(ηi ⊗ ηj), i, j ∈ I, of A.
For any metric g on Γ˜ we have for all ξ, ζ ∈ Γ˜ and a ∈ A,
(id⊗ εg)(∆L(aξ ⊗ ζ)) = a(id⊗ εg)(∆L(ξ ⊗ ζ)),
(εg ⊗ id)(∆R(aξ ⊗ ζ)) = a(εg ⊗ id)(∆R(ξ ⊗ ζ)).
(7)
Definition 2.2. A metric g on Γ˜ is called invariant if for all ξ, ζ ∈ Γ˜,
(id⊗ εg)(∆L(ξ ⊗ ζ)) = g(ξ ⊗ ζ) and (εg ⊗ id)(∆R(ξ ⊗ ζ)) = g(ξ ⊗ ζ). (8)
By (7), the above definition is compatible with the left A-module structure of Γ˜⊗A Γ˜.
Using the representation theory of quantum groups we now show that the invariant metrics on Γ
form a 2-parameter family for SLq(N) and a 3-parameter family for Oq(N) and Spq(N).
Lemma 2.3. Let A = SLq(N) and let Γ be as in Section 1. A metric g on Γ is invariant if and
only if with complex parameters α and β such that α 6= 0, α+ sβ 6= 0
g(ηij ⊗ ηkl) = q
2jαδilδjk + βδijδkl.
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Proof : Suppose g is an invariant metric on Γ. From the first equation in (8) it follows that
g(ξ ⊗ ζ) = εg(ξ ⊗ ζ) for ξ, ζ ∈ invΓ. From (4) and the second equation in (8) we conclude that g ∈
Mor(uc⊗u⊗uc⊗u, 1). Since q is not a root of unity by assumption, the multiplicities of irreducible
components in the decomposition of the tensor product representation uc⊗ u⊗ uc⊗ u are the same
as in the classical case. Therefore, dim Mor(uc ⊗ u ⊗ uc ⊗ u, 1) = 2. Since q2jujnκ(u
r
j) = q
2nδnr
by [8], the transformations T = (Tijkl) and S = (Sijkl) with Tijkl := q
2jδilδjk and Sijkl := δijδkl
belong to Mor(uc⊗ u⊗uc⊗u, 1). Thus we get g(ηij ⊗ ηkl) = q
2jαδilδjk +βδijδkl for some complex
numbers α and β. This map is nondegenerate if and only if α 6= 0 and α+ sβ 6= 0.
Conversely, it is easily seen that the above formula defines an invariant metric g on Γ.
Lemma 2.4. Let A = Oq(N) or A = Spq(N) and Γ denote one of the FODC from Section
1. A metric g on Γ is invariant if and only if with complex parameters α, β and γ such that
α+ pβ + sγ 6= 0, α− qβ 6= 0, α+ q−1β 6= 0
g(ηij ⊗ ηkl) = ((αB14B23 + βB12B34Rˆ23 + γB12B34)C
t
1C
t
3)ijkl .
In Lemma 2.4 we used the following notation. Let C = (Cij) be the matrix of the metric which
occurs in the definition of Oq(N) resp. Spq(N) (see [8]) and let B = (B
i
j) its inverse matrix. Set
Ct := (Ctij) = (C
ji) (= (Cji )) and B
t := (Btij) = (Bji) (= (B
j
i )). Then the notation in Lemma 2.4
is the usual leg numbering notation, i. e. the equation therein reads as
g(ηij ⊗ ηkl) = (αBmlBjn + βBmrBslRˆ
rs
jn + γBmjBnl)C
tm
i C
tn
k .
Proof of Lemma 2.4: The proof is similar to the proof of Lemma 2.3. The decomposition of the
tensor product gives now dim Mor(uc⊗u⊗uc⊗u, 1) = 3. The conditions on the coefficients ensure
the nondegeneracy of the metric g.
Some straightforward computations based on Lemma 1.1 and the particular form of the invariant
metrics in Lemma 2.3 and 2.4 prove the following
Corollary 2.5. Any invariant metric on Γ is symmetric.
Let us consider again a general bicovariant FODC Γ˜ over an arbitrary Hopf algebra A.
Let g be a metric on Γ˜ ⊗A Γ˜ and let gij be the matrix coefficients of g, i. e. g(ηi ⊗ ηj) = gij with
respect to a fixed basis {ηi} of invΓ˜. Recall that {χi} is the dual basis of {ηi}. We suppose that
{aj | j ∈ I} is a finite subset of A such that χi(aj) = δij .
Definition 2.6. A map g∗ : X˜ ⊗ X˜ → A such that g∗(χi ⊗ χj) = g
∗ij and
∑
k gikg
∗kj = δji for
all i, j ∈ I is called the dual metric of g. The metric g∗ is called ad-invariant if
g∗([χ′, f(1)]⊗ [χ
′′, f(2)]) = f(1)g
∗(χ′ ⊗ χ′′) for all χ′, χ′′ ∈ X˜ , f ∈ A0. (9)
Note that the nondegeneracy of g corresponds to the nondegeneracy of g∗.
There is an interesting link between invariant and ad-invariant metrics given by
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Proposition 2.7. If g is an invariant metric on Γ˜ then the dual metric g∗ of g is ad-invariant.
Conversely, let g∗ : X˜ ⊗ X˜ → C be an ad-invariant metric and suppose that A0 separates the points
of A. Then g is an invariant metric.
Proof : In the proof we take the bases of invΓ˜ and X˜ described above.
Let g be invariant. From the first equation in (8) it follows that g(ηi⊗ ηj) = gij ∈ C for all i, j ∈ I.
Since g is nondegenerate, the dual metric g∗ is defined and is a map to C · 1. The second equation
in (8) means that gij v˜
i
mv˜
j
n = gmn which yields g
∗ij v˜mi v˜
n
j = g
∗mn for the dual metric g∗. Applying
functionals f ∈ A0 to the last equation we get g∗(f(1)(v˜
m
i )χi⊗f(2)(v˜
n
j )χj) = f(1)g
∗(χm⊗χn). Using
[χi, f ] = f(v˜
i
k)χk for all f ∈ A
0 the latter is equivalent to g∗([χm, f(1)]⊗[χn, f(2)]) = f(1)g
∗(χm⊗χn)
for all m,n ∈ I and all f ∈ A0, i. e. the dual metric is ad-invariant.
Suppose that g∗ : X˜ ⊗X˜ → C is ad-invariant. Then the matrix elements of g are also complex num-
bers. This implies the first equation in (8). Reversing the reasoning from the preceding paragraph,
it follows from the ad-invariance of g∗ that f(g∗ij v˜mi v˜
n
j − g
∗mn) = 0 for all m,n ∈ I and f ∈ A0.
Since A0 separates the points of A, we obtain g∗ij v˜mi v˜
n
j = g
∗mn for all m,n ∈ I from which the
second equation in (8) follows. This proves the invariance of g.
Next we specialize again to the bicovariant FODC Γ = Γ±,z over A = SLq(N), Oq(N), Spq(N).
We compute the dual metrics g∗ of the invariant metrics g from Lemmas 2.3 and 2.4 and their
restrictions to the ad-invariant subspaces of the quantum Lie algebra X . Let us say that two
subspaces Υ and Υ′ of invΓ are mutually orthogonal with respect to a metric g on invΓ if
g(x⊗ x′) = g(x′ ⊗ x) = 0 for all x ∈ Υ, x′ ∈ Υ′. A similar notion is used for the dual metric g∗ on
X .
For SLq(N) we have (see Lemma 2.3) g(ηij ⊗ ηkl) = q
2jαδilδjk + βδijδkl and we get
g∗(χij ⊗ χkl) =
(
q−2iα−1δilδjk −
β
α(α+ sβ)
q−2i−2kδijδkl
)
(10)
for all i, j, k, l = 1, . . . , N . For Oq(N) and Spq(N) the dual metric of the metric in Lemma 2.4 is
g∗(χij ⊗ χkl) =
BtimB
tk
n
(α−qβ)(α+q−1β)
(
αCmlCjn−βRˆ
−1jn
rsCmrCsl +
−Qαβ−αγ+p−1βγ
α+pβ+sγ
CmjCnl
)
for i, j, k, l = 1, . . . , N .
From equations (2) and (1) we get the transformation formula between the bases {Xij} and {χij}.
Then we can express the generators of the ad-invariant subspaces in terms of the basis {χij}. For
the quantum group SLq(N) and the FODC Γ = Γ±,z we obtain the formulas Y
0 = s−1µ−1±,z
∑
k χkk
and Y 1ij = ν
−1
±,zP1
ij
klχkl. For the quantum groups Oq(N) and Spq(N) and the calculus Γ = Γ±1 we
get Y 0 = s−1µ0±
−1
∑
m χmm, Y
1
ij = µ1±
−1P1
ij
klχkl and Y
2
ij = µ2±
−1P2
ij
klχkl. Here the constants
are defined by µ+,z = s(z
−1 − 1) + z−1q−1Q, µ−,z = s(z − 1) − zq
−2N−1Q, ν+,z = z
−1q−1Q,
ν−,z = −zq
−2N−1Q, µ0+ = (p − p
−1)Q, µ0− = (p − p
−1)Q + 2s, µ1± = ±p(1 + q
−N )Q and
µ2± = ±(p− p
−1qN )Q.
One easily verifies that Y0 and Y1 are orthogonal subspaces of X with respect to the dual metric
g∗. The restrictions of g∗ to Y0 ⊗ Y0 and Y1 ⊗ Y1 are given by
g∗(Y 0 ⊗ Y 0) =
1
s(α+ sβ)µ2±,z
, g∗(Y 1ij ⊗ Y
1
kl) =
1
αν2±,z
(
q−2iδilδjk −
q−2i−2k
s
δijδkl
)
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for all i, j, k, l = 1, . . . , N .
Then Υ0 and Υ1 are orthogonal subspaces of invΓ with respect to all invariant metrics g. If g has
the form as in Lemma 2.3, then we have
g(ω0 ⊗ ω0) =
(α+ sβ)µ2±,z
s
, g(ω1ij ⊗ ω
1
kl) = αν
2
±,z
(
q2jδilδjk −
1
s
δijδkl
)
for all i, j, k, l = 1, . . . , N .
The ad-invariant subspaces Y0, Y1 and Y2 of the quantum Lie algebras X of Oq(N) and Spq(N) are
mutually orthogonal with respect to g∗. The restrictions of g∗ to Yi ⊗ Yi, i = 0, 1, 2 are described
by the formulas
g∗(Y 0 ⊗ Y 0) =
1
µ0±2sα0
,
g∗(Y 1ij ⊗ Y
1
kl) =
BtimB
tk
n
µ1±2(p−1qN+pq−N)α1
(
p−1qNCmlCjn−Rˆ−1jnrsC
mrCsl+
p−1(1−qN)
s
CmjCnl
)
,
g∗(Y 2ij ⊗ Y
2
kl) =
BtimB
tk
n
µ2±2(p−1qN+pq−N)α2
(
pq−NCmlCjn−Rˆ−1jnrsC
mrCsl−
p−1+pq−N
s
CmjCnl
)
,
where we use the abbreviations α0 := α+ pβ+ sγ, α1 := α− p
−1qNβ, α2 := α+ pq
−Nβ. Note that
all denominators in the above formulas are non-zero, since the metric is nondegenerate and Γ is a
FODC as in [18].
The corresponding subspaces Υ0, Υ1 and Υ2 of invΓ are mutually orthogonal with respect to all
invariant metrics g. If g is as in Lemma 2.4, then we have
g(ω0 ⊗ ω0) =
µ0±
2α0
s
,
g(ω1ij ⊗ ω
1
kl) =
µ1±
2α1
p−1qN + pq−N
(
pq−NBmlBjn −BmrBslRˆ
rs
jn +
p(1− q−N )
s
BmjBnl
)
Ctmi C
tn
k ,
g(ω2ij ⊗ ω
2
kl) =
µ2±
2α2
p−1qN + pq−N
(
p−1qNBmlBjn +BmrBslRˆ
rs
jn −
p+ p−1qN
s
BmjBnl
)
Ctmi C
tn
k
for all i, j, k, l = 1, . . . , N .
Now we want to examine the classical limits.
Let A = SLq(N) and let g be an invariant metric as described in Lemma 2.3. The complex
numbers α and β may of course depend on the parameters q and z. Let us assume that the
functions α = α(q, z) and β = β(q, z) are choosen such that the limits c1 := limq→1Q
2α(q, z)
and c0 := limq→1Q
4(α(q, z) + sβ(q, z)) exist and are non-zero. Then it follows immediately from
the existence of the classical limits as discussed at the end of Section 1 that the invariant metric
g and its dual metric admit limits when q → 1 and z → 1. The restriction of the limit of g∗
to the linear functionals Y
⇀1
ij , i, j = 1, . . . , N , is just a complex multiple of the Killing form for
sl(N). Similar results are valid for the quantum groups Oq(N) and Spq(N) and for the FODC Γ+
if we suppose that for the functionals αk = αk(q), k = 0, 1, 2 the limits c0 := limq→1 µ0+
2α0(q),
c1 := limq→1 µ1+
2α1(q) and c2 := limq→1 µ2+
2α2(q) exist and are non-vanishing.
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3 Connections
We begin with some general definitions (cf. [4]) which, of course, apply to any differential calculus
Γ˜∧ =
⊕∞
n=0 Γ˜
n over an arbitrary algebra A.
Let E be a left A-module. A left connection on E is a linear map ∇ : E → Γ˜⊗A E such that
∇(aζ) = daPotimesζ + a∇(ζ) for all a ∈ A and ζ ∈ E . (11)
Let Γ˜E := Γ˜∧ ⊗A E be the “E-valued differential forms”. A connection ∇ on E admits a unique
extension to a linear map ∇ : Γ˜E → Γ˜E of degree one such that
∇(αζ) = (dα)ζ + (−1)nα∇(ζ) for α ∈ Γ˜n and ζ ∈ Γ˜E .
The mapping R(∇) = ∇2 : E → Γ˜2 ⊗A E is called the curvature of the connection ∇. Clearly,
R(∇) is A-linear, i. e. R(∇)(aζ) = aR(∇)(ζ) for a ∈ A and ζ ∈ E .
Similar concepts can be defined for a right A-module E . A right connection on E is then a linear
map ∇ : E → E ⊗A Γ˜ satisfying ∇(ζa) = ζ ⊗ da+∇(ζ)a for a ∈ A and ζ ∈ E . It extends uniquely
to a linear map ∇ : E ⊗A Γ˜
∧ → E ⊗A Γ˜
∧ such that ∇(ζα) = (−1)nζdα + ∇(ζ)α, α ∈ Γ˜∧ and
ζ ∈ E ⊗A Γ˜
n. The curvature of ∇ is R(∇) := ∇2 : E → E ⊗A Γ˜
2.
If ∇ is a connection on a left A-module E , then there is a connection ∇∗ on the right A-module E∗,
called the dual connection of ∇, defined by
< ξ,∇∗(ζ) >= d < ξ, ζ > − < ∇(ξ), ζ > for ξ ∈ E , ζ ∈ E∗.
By a right (resp. left) connection on an A-bimodule E we mean a connection on E when E is
considered as a right (resp. left) A-module.
We now specialize to the case of our main interest where E = Γ˜ is considered as a left A-module.
Suppose that ∇ : Γ˜ → Γ˜ ⊗A Γ˜ is a (left) connection on Γ˜. Then the torsion T (∇) is defined by
T (∇) = d−m∇, where m : Γ˜⊗A Γ˜→ Γ˜
2 denotes the multiplication map, i. e. m(ξ ⊗ ζ) = ξ ∧ ζ for
ξ, ζ ∈ Γ˜. The torsion T (∇) is A-linear, since T (∇)(aξ) = d(aξ)−m∇(aξ) = da∧ ξ+ adξ− da∧ ξ−
am∇(ξ) = aT (∇)(ξ) for a ∈ A, ξ ∈ Γ˜ by the Leibniz rule and (11).
Definition 3.1. The connection ∇ is called bicovariant if
∆L∇ = (id⊗∇)∆L and ∆R∇ = (∇⊗ id)∆R. (12)
A simple computation shows that the set of all bicovariant connections on Γ˜ forms a complex affine
space BC(Γ˜).
Let Γ˜∧ =
⊕∞
n=0 Γ˜
nbe a bicovariant differential calculus over a Hopf algebra A. Let {ηi | i ∈ I} be
a basis in invΓ˜, ∆R(ηi) = ηj ⊗ v˜
j
i , and let D(∇)
jk
i denote arbitrary elements of A. Then the map
∇ : invΓ˜→ Γ˜⊗A Γ˜, defined by ∇(ηi) = D(∇)
jk
i ηj ⊗ ηk extends uniquely to a connection on Γ˜ and
any connection on Γ˜ is of this form.
Lemma 3.2. Let v˜ denote the corepresentation of A defined by ∆R on invΓ˜. The connection ∇ on
Γ˜ is bicovariant if and only if D(∇)jki ∈ C for all i, j, k and D(∇) = (D(∇)
jk
i ) ∈ Mor(v˜, v˜ ⊗ v˜).
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Proof : Let ∇ be a bicovariant connection on Γ˜ and ∇(ηi) = D(∇)
jk
i ηj ⊗ ηk, D(∇)
jk
i ∈ A.
Because of the first formula of (12) we have ∆(D(∇)jki ) = 1 ⊗ D(∇)
jk
i and so D(∇)
jk
i ∈ C · 1.
The second equation of (12) tells us that (∇ ⊗ id)∆R(ηi) = ηj ⊗ ηk ⊗ D(∇)
jk
x v˜
x
i = ∆R∇(ηi) =
ηj ⊗ ηk ⊗ (v˜ ⊗ v˜)
jk
xyD(∇)
xy
i , i. e. D(∇)v˜ = (v˜ ⊗ v˜)D(∇).
Let now D(∇)jki ∈ C and D(∇) ∈ Mor(v˜, v˜ ⊗ v˜). Then the above equations written in reversed
order show that (12) is true for the connection ∇ defined by ∇(ηi) = D(∇)
jk
i ηj ⊗ ηk.
Now let g be an invariant metric on Γ˜, cf. Definition 2.2. Let us introduce some new concepts.
Definition 3.3. We say that the connection ∇ on Γ˜ is compatible with the metric g if
(id⊗ g)(∇(ξ)⊗ ζ) + (g ⊗ id)(id⊗ σ˜)(ξ ⊗∇(ζ)) − dg(ξ ⊗ ζ) = 0 for any ξ ∈ Γ˜, ζ ∈ invΓ˜.
Lemma 3.4. Let g denote an invariant metric. Then a connection ∇ on Γ˜ is compatible with g if
and only if
(id⊗ g)(∇(ηi)⊗ ηj) + (g ⊗ id)(ηi ⊗ σ˜∇(ηj)) = 0 for all i, j ∈ I. (13)
Proof : In both directions we use only that the metric g is left-invariant, i. e. the first equation in
(8) is fulfilled. This is equivalent to gij = g(ηi ⊗ ηj) ∈ C.
Suppose ∇ is compatible with g. Because of the first formula in (8) and Definition 3.3 equation
(13) is valid. Let us now assume equation (13) is fulfilled and introduce arbitrary elements ξ ⊗ ζ =
aijηi ⊗ ηj ∈ Γ˜⊗A Γ˜, aij ∈ A. Then the assertion follows from the computation
(id⊗ g)(∇(aijηi)⊗ ηj) + (g ⊗ id)(aijηi ⊗ σ˜∇(ηj))− dg(aijηi ⊗ ηj) =
= (id⊗ g)((daij ⊗ ηi + aij∇ηi)⊗ ηj) + aij(g ⊗ id)(ηi ⊗ σ˜∇ηj)−
−(d(aij)g(ηi ⊗ ηj) + aijdg(ηi ⊗ ηj)) =
= aij((id⊗ g)(∇ηi ⊗ ηj) + (g ⊗ id)(ηi ⊗ σ˜∇ηj))− aijdg(ηi ⊗ ηj)
and the assumption gij ∈ C.
Definition 3.5. Let g be an invariant metric. A bicovariant connection ∇ on Γ˜ is called a Levi-
Civita connection (with respect to the metric g) if ∇ is compatible with g and has vanishing
torsion T (∇).
Recall that any basis of the vector space invΓ˜ is a free left A-module basis of Γ˜. Therefore, any
connection on Γ˜, its curvature and its torsion are uniquely determined by its values on such a basis.
Now we consider the pairing between Γ˜ and X˜ ⊗A as a right A-module (see formula (5)). Since for
a connection ∇ on Γ˜ there is a dual connection ∇∗ on X˜ ⊗A, it is natural to ask what the conditions
in Definition 3.5 mean in terms of ∇∗. For this we assume that Γ˜2 = (Γ˜⊗A Γ˜)/ ker(σ˜ − id).
Suppose that ∇ is a connection on Γ˜ and let ∇∗ be its dual connection. For arbitrary ξ, ζ ∈ X˜
we define ∇∗ξ(ζ) =< ∇
∗(ζ), ξ > and mean the pairing between X˜ ⊗ Γ˜ and X˜ (cf. (5)). For the
basis elements ηi of invΓ˜ we write ∇(ηi) = Γ
jk
i ηj ⊗ ηk with Γ
jk
i ∈ A. Recall that by Lemma 3.2,
we have Γjki ∈ C for all i, j, k ∈ I. Then the pairing gives ∇
∗
χi(χj) = −Γ
ij
k χk for the elements of
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the dual basis. Let η denote the left- and right-invariant element of Γ˜ used in the definition of the
differentiation, i. e. da = ηa− aη for a ∈ A. Recall that the torsion is A-linear. Therefore, because
of dηi = η ∧ ηi + ηi ∧ η, the torsion of ∇ is vanishing if and only if dηi = m∇(ηi) or equivalently
(id− σ˜)(η ⊗ ηi + ηi ⊗ η −∇(ηi)) = 0 for all i ∈ I.
Using the notation above the latter is equivalent to the equation
∇∗χi(χj)− σ˜
ij
kl∇
∗
χk
(χl) = [χi, χj ] for all i, j ∈ I.
Suppose that g is an invariant metric. By dualizing the condition in Lemma 3.4, it follows that ∇
is compatible with the metric g if and only if
g∗(χi ⊗∇
∗
χj (χk)) + g
∗(σ˜ijmn∇
∗
χm(χn)⊗ χk) = 0 for all i, j, k ∈ I.
The above equations show that our concepts are analogous to the corresponding notions in classical
differential geometry.
4 Levi-Civita connections on SLq(N)
In this section we examine the differential calculi Γ±,z for A = SLq(N). After a short lemma we
will prove our main results.
Lemma 4.1. We have dim BC(Γ) = 5 for N = 2 and dim BC(Γ) = 6 for N ≥ 3.
Proof : Since q is not a root of unity, decompositions of tensor product representations of A =
SLq(N) can be labelled by Young tableaus as in the classical case. Therefore, we obtain u
c ⊗ u =
[0]⊕ [2, 1N−2] and uc⊗u⊗uc⊗u = 2[0]⊕ k[2, 1N−2]⊕ other terms with k = 3 for N = 2 and k = 4
for N ≥ 3. Then by the general representation theory we conclude that dim Mor(v, v ⊗ v) = 5 for
N = 2 and dim Mor(v, v⊗ v) = 6 for N ≥ 3. By Lemma 3.2, a connection ∇ on Γ±,z is bicovariant
if and only if D(∇) ∈Mor(v, v⊗ v), where v = uc⊗ u. Thus the assertion of the lemma follows.
Let Γ∧ =
⊕∞
n=0 Γ
n be a differential calculus over A which contains Γ±,z as its first order differential
calculus Γ. As in [20] we suppose that Γ2 = (Γ⊗A Γ)/ ker(σ − id). Then we have the following
Theorem 4.2. For any invariant metric g on Γ there exists precisely one Levi-Civita connection
∇. If g(ηij ⊗ ηkl) = q
2jαδilδjk + βδijδkl with α, β ∈ C, α 6= 0, α + sβ 6= 0 then for Γ+,z this
Levi-Civita connection is given by
∇(ηij) =
Q
2
(q2p−2a−2cRˆbnamRˆ
dp
cnRˆ
im
jp ηab ⊗ ηcd − q
−1ηia ⊗ ηaj−
−Qηij ⊗ η −Qη ⊗ ηij + δijQ(1 + sα
−1β)q−2aηab ⊗ ηba −
−δij(q
2N+1Q2 +Qα−1β)η ⊗ η)
and for Γ−,z by
∇(ηij) =
Q
2
(−q2p−2a−2cRˆbnamRˆ
dp
cnRˆ
im
jp ηab ⊗ ηcd + q
−2N−1ηia ⊗ ηaj+
+δij(2Q+Qsα
−1β)q−2aηab ⊗ ηba + δij(q
2N+1Q2 −Qα−1β)η ⊗ η).
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Proof : By Lemma 2.3, any invariant metric g is of the form g(ηij ⊗ ηkl) = q
2jαδilδjk + βδijδkl
with α, β ∈ C, α 6= 0, α + sβ 6= 0. From the proof of Lemma 4.1 we know that a connection ∇ on
Γ is bicovariant if and only if there are complex numbers λ1, . . . , λ6 such that
∇(ηij) =
6∑
n=1
λn(An)
abcd
ij ηab ⊗ ηcd, (14)
where {A1, . . . , A6} generates the vector space Mor(v, v ⊗ v). For our calculi we have v = u
c ⊗ u.
By explicit decompositions of the tensor product representations uc ⊗ u and uc ⊗ u ⊗ uc ⊗ u it
can be shown that the following 6 morphisms A1, . . . , A6 (Ak = (Ak
abcd
ij )) span the vector space
Mor(uc ⊗ u, uc ⊗ u⊗ uc ⊗ u):
A1 = q
−2a−2cδijδ
abδcd A2 = q
−2aδijδ
adδbc A3 = δ
a
i δ
b
jq
−2cδcd
A4 = q
−2aδabδ
c
iδ
d
j A5 = δ
a
i δ
bcδdj A6 = q
2n−2a−2dRˆbnamRˆ
dp
cnRˆ
im
jp .
For our differential calculus we have dηij = η ∧ ηij + ηij ∧ η. Since Γ
2 = (Γ⊗A Γ)/ ker(σ − id), the
torsion of ∇ vanishes if and only if we have
(σ − id)(η ⊗ ηij + ηij ⊗ η −
6∑
k=1
λkAk
mnrs
ij ηmn ⊗ ηrs) = 0
in the tensor product Γ⊗A Γ. Comparing the coefficients of basis elements the latter is equivalent
to the equations
λ3 = λ4 = 1 +
λ5
q−1Q
−
(Q2 + 1)λ6
Q
for Γ+,z, (15)
λ3 = λ4 = 1−
λ5
q−2N−1Q
+
λ6
Q
for Γ−,z. (16)
Using Lemma 3.4 it follows that ∇ satisfies the compatibility condition with the metric g if and
only if the following equations are fulfilled:
λ4 +Qλ6 = 0, λ5 + q
−1λ6 = 0, αλ2 + (α+ sβ)λ3 = 0,
(α + sβ)λ1 + βλ2 + βλ4 + q
2NQ(β + qQα)λ6 = 0
(17)
for Γ+,z and
λ4 = 0, λ5 + q
−2N−1λ6 = 0,
(α+ sβ)λ1 + βλ2 + (q
2N+1Q2α+ q2NQβ)λ6 = 0,
αλ2 + (α+ sβ)λ3 + (−q
2N+1Qα+ β)λ5 + (Qα+ q
−1β)λ6 = 0
(18)
for Γ−,z. Some straightforward computations show that the equations (15) and (17) resp. (16) and
(18) have unique solutions λi for Γ+,z resp. Γ−,z. Inserting these solutions into (14) we obtain the
formulas given in the theorem.
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It is not difficult to check that the connection defined by the above formulas fulfills all conditions
for a Levi-Civita connection.
Let us look closer at the Levi-Civita connection on Γ = Γ+,z. Using Theorem 4.2 for the left
and right invariant element η ∈ invΓ we compute ∇(η) =
Q2
2α (α + sβ)(sq
−2aηab ⊗ ηba − η ⊗ η).
Transforming the basis we obtain
∇(ω0) =
µ+,z
s
∇(η) =
z2q2µ+,z(α+ sβ)
2α
q−2aω1ab ⊗ ω
1
ba. (19)
Moreover, ∇(ηij − δijs
−1η) = Q2 (q
2n−2a−2dRˆbnamRˆ
−1dp
cnRˆ
im
jp − q
−1δai δ
bcδdj −Qδ
abδci δ
d
j +
Qs−1q−2a−2cδijδ
abδcd)ηab ⊗ ηcd. Transforming the basis once again we get
∇(ω1ij) = ν+,z∇(ηij − δijs
−1η) =
=
1
2
(zqq2n−2a−2dRˆbnamRˆ
−1dp
cnRˆ
im
jp ω
1
ab ⊗ ω
1
cd −
−zω1ia ⊗ ω
1
aj −Q
2µ−1+,z(ω
1
ij ⊗ ω
0 + ω0 ⊗ ω1ij)). (20)
What happens with the Levi-Civita connection in the classical limit? As explained in Section 1, we
consider the classical limit in the sense that z → 1 and q → 1. Retaining the notation introduced
in Sections 1 and 2, formulas (19) and (20) show that the limit of the Levi-Civita connection exists
and takes the form
∇cl(ω⇀0) = lim
q→1
∇(ω0) =
(N2 − 1)c0
4Nc1
ω⇀1ab ⊗ ω
⇀1
ba, (21)
∇cl(ω⇀1ij) =
1
2
(
ω⇀1aj ⊗ ω
⇀1
ia − ω
⇀1
ia ⊗ ω
⇀1
aj −
2N
N2 − 1
(ω⇀1ij ⊗ ω
⇀0 + ω⇀0 ⊗ ω⇀1ij)
)
. (22)
5 Levi-Civita connections on Oq(N) and Spq(N)
Now we turn to the differential calculi Γ+ and Γ− on the quantum groups Oq(N) and Spq(N). We
begin with
Lemma 5.1. We have dim BC(Γ±) = 14 for Spq(4) and dim BC(Γ±) = 15 for Oq(N), N ≥ 3
and Spq(N), N > 4.
Proof : The proof is similar to the proof of Lemma 4.1. In the present cases A = Oq(N) and A =
Spq(N) we obtain the decompositions of the tensor product representations u
c⊗u = [0]⊕ [2]⊕ [1, 1],
uc ⊗ u ⊗ uc ⊗ u = 3[0]⊕ 6[2]⊕ k[1, 1]⊕ other terms, where k = 5 for Spq(4) and k = 6 for Oq(N),
N ≥ 3 and Spq(N), N > 4.
Let Γ∧ =
⊕∞
n=0 Γ
n be a differential calculus over A such that Γ = Γ1 = Γ±. In contrast to the
SLq(N) case we assume that Γ
2 = (Γ⊗AΓ)/K, where K = ker(σ−id)⊕ker(σ−q
N id)⊕ker(σ−q−N id)
(see the last remarks in Section 1). Such an assumption for the higher order calculus has already
been used in [3].
In case of the “ordinary” classical differential calculus the 2-forms are the quotient of the tensor
product of 1-forms by the eigenspace of the flip operator with eigenvalue 1. Since the eigenvalues
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qN and q−N of the braiding map σ tend to 1 when q → 1, the assumption Γ2 = (Γ⊗A Γ)/K means
that the higher order calculus Γ∧ is some sense nearer to the corresponding construction in the
classical case. Moreover, this assumption is essential in order to prove the following
Theorem 5.2. Suppose that g is an invariant metric. There is exactly one Levi-Civita connection
on Γ with respect to g.
Proof : The proof is similar to that of Theorem 4.2. In Lemma 2.4 we proved that all invariant
metrics have the form g(ηij ⊗ ηkl) = (αB14B23C
t
1C
t
3 + βB12B34Rˆ23C
t
1C
t
3 + γB12B34C
t
1C
t
3)ijkl
with α + pβ + sγ 6= 0, α 6= qβ, α 6= −q−1β. By Lemma 5.1, the dimension of the vector space
Mor(uc ⊗ u, uc ⊗ u⊗ uc ⊗ u) is at most 15. A closer investigation of the proof of Lemma 5.1 shows
that the following 15 morphisms Ak = (Ak
mnrs
ij ) generate the vector space. (In case N ≥ 5 they
form a basis of this space.)
A1 = B
t
1B
t
3C12C34B12C
t
1, A2 = B
t
1B
t
3Rˆ
−1
23 C12C34B12C
t
1, A3 = B
t
1B
t
3C23C14B12C
t
1,
A4 = B
t
3C34, A5 = B
t
1B
t
3Rˆ12C34C
t
1, A6 = B
t
1C12,
A7 = B
t
1B
t
3C12Rˆ34C
t
1, A8 = B
t
3C23, A9 = B
t
1B
t
3C23Rˆ14C
t
1,
A10 = B
t
1B
t
3Rˆ12C23C
t
1, A11 = B
t
1B
t
3Rˆ12C23Rˆ
−1
14 C
t
1, A12 = B
t
3Rˆ
−1
23 C34,
A13 = B
t
1B
t
3Rˆ
−1
23 C34Rˆ12C
t
1, A14 = B
t
1B
t
3Rˆ12Rˆ23C34C
t
1, A15 = B
t
1B
t
3Rˆ12Rˆ23C34Rˆ
−1
12 C
t
1.
Therefore, by Lemma 3.2, we can make the following ansatz for our Levi-Civita connection ∇:
∇(ηij) =
15∑
k=1
λkAk
mnrs
ij ηmn ⊗ ηrs, λk ∈ C.
The condition for the vanishing torsion takes the form
(σ − id)(σ − qN id)(σ − q−N id)(η ⊗ ηij + ηij ⊗ η −
15∑
k=1
λkAk
mnrs
ij ηmn ⊗ ηrs) = 0.
This leads to the equations
λ4 = λ6 −Qλ15, λ5 = λ7 −Qλ14, λ8 = pQλ6 + pλ15 − pQ, λ9 = pQλ7 + pλ14,
λ11−q
−Npλ10 = Q(q
−Npλ6+q
−N(−q−Np2+1)λ7+λ15−q
−Np−
1
p2 + qN
(pλ6+λ7+pλ14+p
2λ15−p)),
λ13 = −Qλ7 + q
Np−1λ12 − q
NQλ15 +
qN
p2 + qN
(pQλ6 +Qλ7 + pQλ14 + p
2Qλ15 − pQ).
By Lemma 3.4, the connection is compatible with the metric if and only if the following equations
are satisfied:
λ6β + λ7α = 0,
λ6(α −Qβ) + λ7β = 0,
λ1(α + pβ + sγ) + λ2p
−1γ + λ3(Qβ + γ) = 0,
λ2α+ λ3β + λ5(α + pβ + sγ) + λ9(Qβ + γ) + λ10γ + λ13p
−1γ + λ14p(Qβ + γ) = 0,
λ2β + λ3(α−Qβ) + λ4(α+ pβ + sγ) + λ8(Qβ + γ) + λ11γ + λ12p
−1γ + λ15p(Qβ + γ) = 0,
λ8(α −Qβ) + λ11pβ + λ12β + λ15p(α−Qβ) = 0,
λ8β + λ10pβ + λ12α+ λ14p(α−Qβ) = 0,
λ9(α −Qβ) + λ11pα+ λ13β + λ15pβ = 0,
λ9β + λ10pα+ λ13α+ λ14pβ = 0.
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Set p˜ = (qN + 1)−1α−11 (p− p
−3q3N ). Some computations show that the above system of equations
admits a unique solution
2λ4 = −Q
2(1 + p˜β), 2λ5 = −Q
2p˜α, λ6 = λ7 = 0,
2λ8 = pQ(−1 + p˜β), 2λ9 = pQp˜α, 2λ10 = Q(1− p˜β),
2λ11 = −Qp˜(α−Qβ), 2λ12 = −pQp˜(α −Qβ), 2λ13 = −pQ(1 + p˜β),
2λ14 = Qp˜α, 2λ15 = Q(1 + p˜β),
(23)
λ3 =
Q2α0α
2α1α2
+Qp˜γ, λ2 = −
Q2α0β
2α1α2
+
Q2
2
p˜α0 −Qpp˜(Qβ + γ),
λ1 =
Q2
2
(
−Qαβ − αγ + p−1βγ
α1α2
− p−1p˜γ
)
.
From the preceding considerations it is clear that the corresponding connection ∇ is indeed a Levi-
Civita connection for g.
In order to examine the classical limit, we have to rewrite the Levi-Civita connection from Theorem
5.2 in terms of the standard basis. Using the projections P0, P1 and P2 defined in Section 2 some
straightforward computations yield the formulas
∇(η) =
Qα0
2α1
(pq−N + p−1qN )(p2q−N − p−2qN )BtamC
mdP1ηab ⊗ P1ηbd+
+
Qα0
2
(
Qs
α2
+ p˜(1− qN )(1 − qNp−2)
)
BtamC
mdP2ηab ⊗ P2ηbd,
∇(P1ηij) =
Q(pq−N + p−1qN )
2
(
p−2qN − p2q−N
s
(η ⊗ P1ηij + P1ηij ⊗ η) −
−(p2q−N + 1)P1
kl
ijP1ηkm ⊗ P1ηml + (p
−2q2N − p2q−N )P1
kl
ijP2ηkm ⊗ P1ηml −
−pp˜α1(1 + q
−N )P1
kl
ijP1ηkm ⊗ P2ηml + p˜α1(p
−1qN − p)P1
kl
ijP2ηkm ⊗ P2ηml
)
,
∇(P2ηij) =
Q(pq−N+p−1qN )
2
(
q−N−qN
s
η ⊗ P2ηij +
(qN−1)(1−p−2qN )p˜α2−Qs
(pq−N+p−1qN )s
P2ηij ⊗ η −
−(qN + p2q−2N )P2
kl
ijP1ηkm ⊗ P2ηml + (1 − q
N )P2
kl
ijP2ηkm ⊗ P2ηml +
+pp˜α2(1 + q
−N )P2
kl
ijP1ηkm ⊗ P1ηml + p˜α2(p− p
−1qN )P2
kl
ijP2ηkm ⊗ P1ηml
)
.
From these formulas it follows that the classical limits of the Levi-Civita connections ∇ for both
calculi Γ+ and Γ− exist. For the subspaces Υ
1 of 1-forms of Γ+ which corresponds to the classical
differential calculus (see [10]) we obtain
∇cl(ω⇀1ij) = lim
q→1
∇(ω1ij) = −ǫ
N − 2ǫ
N − ǫ
(ω⇀0 ⊗ ω⇀1ij + ω
⇀1
ij ⊗ ω
⇀0)− P
⇀
1
kl
ijω
⇀1
km ⊗ ω
⇀1
ml−
−
N − 4ǫ
N − 2ǫ
P
⇀
1
kl
ij (ω
⇀1
km ⊗ ω
⇀2
ml + ω
⇀2
km ⊗ ω
⇀1
ml + ω
⇀2
km ⊗ ω
⇀2
ml).
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A The Rosso form of Uq(sl(N))
In Section 2 we defined invariant metrics and we have seen that such metrics are not uniquely
determined. On the other hand, Rosso showed in [17] that there is a unique ad-invariant bilinear
form for the quantum universal enveloping algebra Uq(g) for a simple Lie algebra g. In this appendix
we define such a form adapted to the preceding considerations and we compute the corresponding
ad-invariant metric on the quantum Lie algebra X of the FODC Γ+,z.
Let q be a complex number, q 6= 0, qk 6= 1 for all k ∈ N and let (aij) be the Cartan-matrix
for sl(N). Let (Uq(sl(N)),∆, κ, ε) be the Hopf algebra over C generated by the set of elements
{Ei, Fi,Ki,K
−1
i , K˜i, K˜N , K˜
−1
i , K˜
−1
N | i = 1, . . . , N − 1} with relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1, KiK˜n = K˜nKi,
K˜mK˜n = K˜nK˜m, K˜nK˜
−1
n = K˜
−1
n K˜n = 1, K˜
−1
i K˜i+1 = K
2
i ,
KiEj = q
aijEjKi, KiFj = q
−aijFjKi
K˜nEj = q
2(δn,j+1−δnj)EjK˜n K˜nFj = q
2(δnj−δn,j+1)FjK˜n,
EiFj − q
−aijFjEi = δij
K2i − 1
q2 − 1
,
1−aij∑
k=0
(−1)kb−aij ,kE
k
i EjE
1−aij−k
i = 0 (i 6= j),
1−aij∑
k=0
(−1)kb−aij,kF
k
i FjF
1−aij−k
i = 0 (i 6= j)
(24)
and coproduct ∆, antipode κ, counit ε defined by
∆(Ei) = Ei ⊗Ki + 1⊗ Ei, ∆(Fi) = Fi ⊗Ki + 1⊗ Fi,
∆(Ki) = Ki ⊗Ki, ∆(K˜n) = K˜n ⊗ K˜n,
κ(Ei) = −q
2K−1i Ei, κ(Fi) = −FiK
−1
i , κ(Ki) = K
−1
i , κ(K˜n) = K˜
−1
n ,
ε(Ei) = ε(Fi) = 0, ε(Ki) = ε(K˜n) = 1
(25)
for all i, j = 1, . . . , N − 1 and all m,n = 1, . . . , N . The constants in (24) are b0,0 = b0,1 = b1,0 =
b1,2 = 1, b1,1 = q + q
−1. A realization of the Hopf algebra Uq(sl(N)) in terms of the L-functionals
is obtained by setting
Ei = Q
−1l−iil
+i
i+1, Fi = −q
−1Q−1l−i+1i l
+i+1
i+1, Ki = l
−i
il
+i+1
i+1, K˜i = (l
+i
i)
2. (26)
This Hopf algebra is ZN−1-graduated with grading ∂ given by ∂Ei := αi, ∂Fi = −αi, ∂Ki = 0,
∂K˜i = 0. Let < ·, · > denote the symmetric bilinear form such that < αi, αj >= aij .
It is well-known that all elements of Uq(sl(N)) can be written as finite linear combinations of terms
of the form FKE, where F and E are finite products of elements Fi and Ei, respectively, and K is
a product of the generators Ki, K
−1
i , K˜i and K˜
−1
i .
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Let us recall that a map (·, ·) : B × B → C for a Hopf algebra B is called ad-invariant if
(adRξ(1)(ζ1), adRξ(2)(ζ2)) = ε(ξ)(ζ1, ζ2) for ξ, ζ1, ζ2 ∈ B. (27)
Then one can prove the following proposition which is essentially Rosso’s result adapted to the
present setting. Note that in [17] the algebra Uq(sl(N)) is different from ours and the left adjoint
action is used.
Proposition A.1. There is a unique ad-invariant bilinear map (·, ·) : Uq(sl(N))×Uq(sl(N))→ C
such that (FKE,F ′K ′E′) = (F,E′)(K,K ′)(E,F ′), (K,K ′) = (K ′,K), (KK ′,K ′′) =
(K,K ′′)(K ′,K ′′), (Ki,Kj) = q
−aij/2, (K˜i,Kj) = q
δij−δi,j+1 and (K˜i, K˜j) = q
−2δij .
Proof : The proof is similar to that of Theorem 6 in [17]. We omit the details. Howeover, we want
to stress that we deal with another adjoint action and with different commutation relations of the
generators of Uq(sl(N)).
In what follows we use the abbreviations Ei,i+1 := Ei, Fi+1,i := Fi, Ei,j+1 := Ei+1,j+1Ei −
q−1EiEi+1,j+1, Fj+1,i := FiFj+1,i+1 − q
−1Fj+1,i+1Fi for i < j. Using (27) and Proposition A.1
the bilinear form (·, ·) for these elements of Uq(sl(N)) can be computed. The result is given by the
formulas
(Ei, Fj) = −q
−1Q−1δij , (Eij , Fkl) = −q
2i−2j+1Q−1δilδjk,
(Fi, Ej) = −qQ
−1δij , (Fij , Ekl) = −qQ
−1δilδjk.
From equations (2) and (26) the generators χij of the quantum Lie algebra X of the FODC Γ+,z
can be expressed in terms of the elements Eij , Fji, Ki and K˜i:
χij = q
−1QFjiK˜i + q
−1Q2
∑
r<i
FjrK˜rEri, (i < j)
χij = q
−1QK˜jEji + q
−1Q2
∑
r<j
FjrK˜rEri, (i > j)
χii = q
−2K˜i − q
−1Q
i−1∑
m=1
q2m−2iK˜m + q
−2Q2
∑
n<i
FinK˜nEni −
− q−1Q3
i−1∑
m=1
m−1∑
n=1
q2m−2iFmnK˜nEnm − q
−2iε.
Combining both sets of the preceding formulas it follows that the bilinear form in Proposition A.1
takes the following form on the generators χij of the quantum Lie algebra:
(χij , χkl) = −q
−2i−1Qδilδjk + q
−2i−2jQ2δijδkl. (28)
This is precisely the dual metric g∗ described by formula (10) for the parameter values α = −qQ−1,
β = −q2N+2 (cf. (10)).
B Another way to Levi-Civita connections
The results in Theorem 4.2 and 5.2 indicate that the concepts defined above are useful. Nevertheless,
there are various other possibilities to define a metric and the compatibility of a metric with a
connection. Here we pick out one of these possibilities which is similar to the classical case.
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Let Γ denote one of the first order differential calculi Γ±,z of SLq(N) defined in Section 1. Suppose
that q is real. Then Γ is a ∗-calculus for the Hopf-∗-algebra A = SUq(N). The involutions of A
and of Γ are given by (uij)
∗ = κ(uji ) and ηij
∗ = −ηji, respectively.
We call a map g : Γ× Γ→ A a metric if
g(aξ, bζ) = ag(ξ, ζ)b∗ for all a, b ∈ A, ξ, ζ ∈ Γ.
We say a (left) connection ∇ on Γ is compatible with the metric g if
g(∇(ξ), ζ) + g(ξ,∇(ζ)) = dg(ξ, ζ) for all ξ, ζ ∈ Γ.
This is well defined because of
g(∇(aξ), bζ) + g(aξ,∇(bζ)) − dg(aξ, bζ) = d(a)g(ξ, ζ)b∗ + ag(∇(ξ), ζ)b∗ + ag(ξ, ζ)d(b∗) +
ag(ξ,∇(ζ))b∗−d(a)g(ξ, ζ)b∗−adg(ξ, ζ)b∗−ag(ξ, ζ)d(b∗) = a (g(∇(ξ), ζ) + g(ξ,∇(ζ)) − dg(ξ, ζ)) b∗.
A bicovariant left connection ∇ is called Levi-Civita connection in respect to the metric g, if ∇ has
vanishing torsion and if it is compatible with the metric g. As above, such a Levi-Civita connection
is uniquely determined by its values on the generators ηij ∈ invΓ.
Let g′ be a metric from Lemma 2.3 with α, β ∈ R and let g defined by g(ξ, ζ) = g′(ξ ⊗ ζ∗) with
ξ ∈ Γ, ζ ∈ invΓ. Then we have g(ηij , ηkl) = q
2jαδikδjl + βδijδkl, α 6= 0, α+ sβ 6= 0. Let us assume
that ∇(ηij) =
∑6
k=1 λkAk
mnrs
ij ηmn ⊗ ηrs as in the proof of Theorem 4.2. In order to simplify the
calculation, let λk be real.
The torsion of ∇ has to vanish and so we get (as in Theorem 4.2)
Qλ3 = Qλ4 = qλ5 − (Q
2 + 1)λ6 +Q.
The compatibility with the metric g gives only one equation
λ2α− λ3(α+ sβ)− λ5β − q
−1λ6β = 0.
Hence there is a three parameter family of Levi-Civita connections. Moreover, we have
∇(η) = (λ2s+ λ5 + q
−1λ6)q
−2mηmn ⊗ ηnm + (λ1s+ λ3 + λ4 + q
2NQλ6)η ⊗ η
for the bi-invariant element η ∈ Γ. That is, even if we require in addition that ∇(η) = λη ⊗ η for
some λ ∈ C we do not get a unique Levi-Civita connection.
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