Rich high-quality annotated data is critical for semantic segmentation learning, yet acquiring dense and pixel-wise ground-truth is both labor-and time-consuming. Coarse annotations (e.g., scribbles, coarse polygons) offer an economical alternative, with which training phase could hardly generate satisfactory performance unfortunately. In order to generate high-quality annotated data with a low time cost for accurate segmentation, in this paper, we propose a novel annotation enrichment strategy, which expands existing coarse annotations of training data to a finer scale. Extensive experiments on the Cityscapes and PASCAL VOC 2012 benchmarks have shown that the neural networks trained with the enriched annotations from our framework yield a significant improvement over that trained with the original coarse labels. It is highly competitive to the performance obtained by using human annotated dense annotations. The proposed method also outperforms among other state-of-the-art weakly-supervised segmentation methods.
INTRODUCTION
Fully-supervised semantic segmentation has recently achieved prominent progress [3, 6, 16, 19, 36] while triggering a huge demand of dense annotated data. The conventional protocol [7, 9] requires annotators to click along region boundaries until generating a closed polygon and eventually produce a pixel-level label map. Obviously, obtaining large corpus of accurate label maps requires expensive and tedious human labor, especially when confronted with objects that are not suitable for polygon representations (e.g., round sign board, sparse branches). Besides, from a cognitive perspective [22] , humans are not good at putting clicks on narrow boundaries, resulting in incorrect labelling. As report in [7] , annotating a single 1024p image from Cityscapes dataset with quality control averagely costs 1.5 hours.
To make annotation more efficiently, [1, 4] propose a semiautomatic CNN-RNN framework for sequentially predicting vertices of the polygon outlining the objects inside the given bounding box. It benefits human annotators via relieving their work load.
Feature space X ,.
Noise control

Enriched annotation Optimization
Hash function EB 01001000
Binary codes
Confidence a
Binary constraint E Affinity matrix W Coarse annotation Figure 2 : The proposed framework. The blue blocks show the offline components and the yellow ones present online processing. Each time when coarse annotations come along, markups are viewed as binary constraint that helps to update the prediction of unlabeled pixels.
However, it still suffers from the limitation of polygon representation and over-depends on the quality of box.
Could we find an alternative to dense annotations? As [2, 7] report, annotating coarsely not only allows annotators to easily draw on the region where they feel confident, but also accelerates 7 -13× faster than polygon drawing. Coarse annotations provide various forms of user interactions to boost annotating efficiency, where some examples are shown in Figure 1 . However, directly applying those coarse annotations is hard to generate competitive results due to its sparse supervision.
Facing a dilemma either to consume large amount of labor and time for dense supervision or carefully derive weakly-supervised models for propagating coarse annotations, in this paper, we open a new direction of coarse-to-fine annotation enrichment for generating sufficient reliable labels from coarse annotations with a low time cost. A generalized efficient framework is proposed to automatically generate dense annotations based on the original coarse annotations of images, where fine annotations are achieved with a negligible time cost. As Figure 2 shows, our framework firstly constructs the feature space and the affinity matrix on the raw image to preserve data structure. Then it propagates sparse user markups to update the beliefs of the classifier for unlabeled points. With the help of the nonlocal principle, we relax the binary constraint and formulate this framework as a convex problem with a closed-form solution. The proposed method could be even generalized for refining sparser and more challenging coarse annotations such as scribbles.
Extensive experiments have been conducted on two public benchmark datasets, i.e., the Cityscapes and PASCAL VOC 2012, with various configurations to evaluate the effectiveness of the proposed methods from different perspectives. The experimental results have evidenced that our annotation enrichment framework can be a costeffective and flexible solution for semantic segmentation learning.
Our main contributions are summarized as follows:
• Instead of heavily relying on dense labelling or sophisticated weakly-supervised models for segmentation, we open a new direction of improving segmentation performance by proposing a coarse-to-fine annotation enrichment regime to enrich the labeled training data efficiently. • By incorporating basic properties (e.g., color, spacial location) and regional patterns of pixels, our feature space balances both sharpness and smoothness, which enables the expanded mask to acquire more accurate contours. • Unsupervised hashing is utilized to deal with high-dimensional pixel affinity with bit-wise xor operations for query processing, which significantly reduces the time cost without compromising on performance. • In light of the nonlocal principle, our loss function with binary markups constraint is relaxed to be differentiable and has a closed-form solution.
The rest of the paper is organized as follows. In Section 2, related work including weakly-supervised segmentation and annotation refinement is presented. The problem definition and details of our proposed framework are provided in Section 3, followed by comprehensive performance studies and a conclusion in Section 4 and 5 respectively.
RELATED WORK 2.1 Annotation Refinement
There is rare literature exploring refinement of coarse annotations. In [32] , a dense conditional random field (CRF) [13] is used to refine imperfect annotations, which positively guide encoder-decoder (CEDE) structure to learn a better model. This case potentially proves that post-processing methods could also be used for annotation refinement. CRF is widely applied in existing semantic segmentation [5, 6, 27, 34, 37] and many experiments have shown its validity and scalability. However, its high computation load and sensitivity to parameter selection attenuate its practicability. From another prospective, dense CRF is not specially designed for refining annotations but for general segments. Treating every pixel equally degenerates its capacity of preserving original labeled area from coarse annotations that of high confidence.
Weakly-supervised Segmentation
Due to the lack of fine annotated data, great efforts have been placed in directly applying various forms of weak annotations into training segmentation models, which are named as weaklysupervised segmentation. According to the coarse annotations they are trained with, the weakly-supervised segmentation models can be roughly classified into four categories including image-tag based [24, 25, 31, 35] , bounding box based [8, 23] , point based [2] , and scribble based [17, 18, 26] .
The image-tag based segmentation takes into account the imagelevel tags to decide the presence or absence of classes. To learn the segmentation model from image labels, [24] casts each image as a bag of pixel-level-instances and define a pixel-wise, multiclass adaptation of Multi-instance Learning (MIL) for the loss. The bounding box based methods usually exploit easier-to-obtain detection result with human verification to generate pixel-wise labels inside with GrabCut [26] tool or its modified versions. Point based approaches [2] seem more economical, which combine objectness prior and one point per class to train a CNN for segmentation. Scribble based methodologies require annotators to provide a few easy-drawing scribbles on the regions which they feel confident with. [18] derives a graphical model by iteratively propagating information from scribbles and learns network parameters. However, due in part to sparsity of coarse supervision, in most cases, the performance yielded by weakly-supervised segmentation are not competitive to supervised methods.
ANNOTATION ENRICHMENT 3.1 Problem Definition
Suppose that we have a raw image I consisting of n = m × l pixels, where m and l are the dimensions of I . Annotations of a total number of c classes in I are represented as a set of binary maps S = {s 1 , s 2 , ..., s c }, where s k ⊂ {0, 1} n , k = 1..c, indicating the presence of each pixel annotated to the k-th class. Given a set of coarse annotations of I , we aim to enrich them to a finer scale by expanding the original coarse annotation masks. The objective belief masks are denoted as A = {α 1 , ..., α c }, where α k ⊂ (0, 1) n , k = 1..c. α k i indicates the confidence of the i-th pixel that belongs to the k-th class.
Loss Function
In each expanding step of generating α k based on s k , we define the loss function as follows to capture data connectivity and discrimination. S t ar дet and S ot her s denote the indices of the pixels with the value of 1 in s k and the rest markups respectively.
where w i, j is an affinity weight between i-th pixel and j-th pixel given by a kernel function and λ is a penalty parameter. The first term serves as a relationship constraint, that is, points of close affinity are more likely to share a similar confidence score of belonging to the k-th class. Moreover, the learned framework is also expected to discriminate the distribution of inhomogeneous pixels so that the rest terms are added. So far, the presented loss function is NP hard due to its binary constraint. Therefore, in the following section, we introduce the nonlocal principle to relax the problem and give a closed-form solution in Section 3.6.
Nonlocal Principle
With the inspiration of [15] , our method also capitalizes on the nonlocal principle [14] in constructing affinities so that good graph clusters are obtained for respective class.
The working assumption of the nonlocal principle is that the i-th denoised pixel is a weighted sum of the pixels of similar appearance with the weights given by a kernel function w(i, j):
where X (i) is a feature vector computed using the information around i-th pixel, d i j is the distance between the i-th and j-th pixel, ∥·∥ д is a norm weighted by a center-weighted Gaussian, and h 1 and h 2 are constants found empirically. As α k i measures the possibility of the i-th pixel belonging to the k-th class, pixels of the same class are expected to share similar α values. By analogy of equation (2):
We could infer from (3):
where
is called clustering Laplacian. This basically solves the quadratic minimization problem, the first term of (1). For fast implementation, we replace L c with the Laplacian L = D − W due to its sparsity, which enables 100 times faster without yielding compromising results. Without loss of generality L is used in the rest section. When dealing with multi-class (c > 1) coarse annotations, it is also expected to satisfy the summation property, that is, the 
where E = diaд(s), and β is a constant controlling user's confidence on the markups. The nullspace of Laplacian L is 1 a constant vector with all 1's. Thus we could achieve,
Computing Affinity Matrix W
In this section, we describe how to build an affinity matrix W ∈ R n×n . Computing the affinity matrix W involves collecting nonlocal neighborhoods before their feature vectors X (·) are matched using k(i, j). Traditionally, k-d tree [21] harnesses tree properties to quickly eliminate large portions of the search space, where each node could easily find its homogeneous pixels. However, resulting from 'curse of dimensionality', its performance will sharply degrade even no better than exhaustive search [11] as the number of dimensions increases.
To maintain affinity quality, we convert this problem to approximate nearest neighbor search (ANN) problem that has been widely investigated [20, 28, 29, 33] . By incorporating classical unsupervised hashing method ITQ [10] , the algorithm explores the data local structure that helps to learn a hash function, thus enabling projectionŴ from original features X to τ -length binary codes B ∈ {−1, 1} n×τ as the following equation shows:
where sдn(·) denotes a signum function that extracts the sign of a real number, X ∈ R n×z ,Ŵ ∈ R z×τ is the learned transformation, and z denotes the feature dimension of X . In this way, we could measure the similarity between pixels by computing the Hamming distances between binary codes. When computing the i-th row of affinity matrix, we retrieve top K nearest neighbors of the i-th pixel (K varies from 5 to 30) with the minimum Hamming distance, where only efficient bit-wise xor operations are required.
Computing Feature Vector X
Essentially, each pixel can be represented by its (r , д, b) color and the coordinates in I . Could we import other features which has strong discriminative power of examining shapes/boundaries of semantic segments? In light of the development of neural networks, we extract embedded features from conv2 layer of pretrained FCN-8s and do bilinear interpolation to image-scale as the Figure 3 shows. Note our method is agnostic to the choice of pretrained models, since shallow filters are usually sensitive to edges, texture and color.
Assigning those features to every pixel makes the original feature space smoother and more sensitive to local structure. However, a large number of feature map channels may potentially suppress the positive impact of RGB information and spacial correlation, by which sharper guidance is provided. To leverage different features in a balanced manner, we apply principal component analysis on the extracted features maps to reduce the dimensionality. Therefore, the Figure 3 : The illustration of computing feature vector. By incorporating local features (e.g., color, spacial location) and regional patterns of pixels, our feature space balances both sharpness and smoothness, which enables the expanded mask to acquire more accurate contours.
feature of the i-th pixel of I that cooperates with spacial coherence, appearance and patterns could be formulated as:
where F indicates dimension-reduced feature maps. For efficient implementation, we utilize singular value decomposition for principal component transformation. To further investigate the validity of fused features, we conduct the ablation study on feature selection and visualize the outcome in the later section.
Closed-form Solution
By considering the constraint (5) from section 3.3, a complete form of equation (1) is rewritten as:
where λ|S t ar дet | is a constant found empirically, and γ = β/λ. It has closed-form solution:
Since (L − γ E) is a large and sparse matrix which is symmetric and semi-positive definite, we utilize PCG [12] running five times faster than the conventional conjugate method. The whole algorithm presents in algorithm 1. Obviously, the coarse annotation expansion procedure for each class has been simplified as matrix decomposition.
Noise Control
We further investigate how to convert the probability distribution map α to a specific label map. Usually by applying a max operation, every pixel will be given a class of maximum probability value, yet we doubt whether this procedure would introduce erroneous Update α k according to Eq. (10); 6: until k equals to c 7: return A; labels that negatively lead networks to judge in a wrong way. Thus we derive a strategy to suppress potential noises. For pixel i, if max(α k i ), k = 1..c, is below the threshold, the pixel will be given a label of 'ignored'; otherwise it is assigned the label class-k, where the value of α k i is the maximum one among all the classes. It plays a vital role in controlling annotation quality. Detailed discussions and analysis are presented in the experimental section.
EXPERIMENTS
To provide a comprehensive evaluation of the proposed method, we structure the experiments as four parts: (1) Quantity analysis in terms of enrichment ratio; (2) Quality analysis in terms of segmentation performance; (3) Efficiency analysis in terms of running time; (4) Ablation Study on feature selection.
Setup
The experiments are conducted on two real-life datasets, i.e., the Cityscapes [7] and PASCAL VOC 2012 [9] . The Cityscapes focuses on semantic understanding of urban street, involving 30 classes (19 classes for evaluation) in 1024 × 2048 pixel-level semantic labelling. The dataset comprises of 5,000 fine annotations (2,975 for training, 500 for validation and 1,525 for testing) and 20,000 coarse annotations where 11,900 samples for training and 2,000 for validation (i.e., coarse polygons covering individual objects). PASCAL VOC 2012 contains 20 object categories and one background category, comprising of 10,582 training data and 1,449 validation data.
Fully-convolutional networks which is based on the VGG 16layer net [30] are trained for comparison, during which batch size is fixed to 8, and learning rate is fixed to 1e-10 respectively. For evaluation, we use class-wise intersection over union (IoU) and pixelwise accuracy (Acc.) metrics.
where T P, F P, and F N are the number of true positive, false positive, and false negative pixels, respectively, determined over the whole test set.
Quantity Analysis
In this section, we present the coarse-to-fine enrichment ratio of the proposed method by comparing the generated annotation with the ground-truth dense annotation at the pixel-level. IoU and Acc. are applied to measure the percentage of correctly labelled pixels in two forms. In order to investigate the impact of noise control, two groups of experiments are conducted with a weak threshold (0.3) as well as a strong threshold (0.7) respectively. Applying a strong threshold is expected to achieve larger-scale pixel labelling which is beneficial for terrain / road label while it unavoidably hurt the perfection of difficult objects (e.g., motor bike, bus).
In Table 1 and Table 2 , we compare our model with dense-CRF applying on the same coarse annotations and show detailed performances for different classes. For Cityscape dataset, though both CRF and our model boost the performance compared with the coarse annotations (improving Acc. from 60.9% to 70.4% and 82.1% respectively), there still exists gap between two algorithms. Showing on those 'difficult' objects/regions (e.g., fence, pole), our model shows its superiority on refining boundaries which is cucumber for human annotators, on average rising IoU by 10%.
Regarding PASCAL VOC 2012 dataset, our model also enhances the positive guidance of coarse annotations, improving mIoU from 25.1% to 62.9% (nearly 4×), meanwhile boosting pixel accuracy from 62.5% to 88.3%. Since we treat all unmarked areas as background which also participates in evaluation, scribble gains higher score than what it is expected to achieve. Figure 5 visualizes some real examples of the coarse-to-fine annotations achieved by different methods, from which we can clearly observe the superior performance of our method.
In a brief summary, our method with strict noise control shows its superiority compared with both CRF and that with relaxed noise control. However, there still exists a gap the ground-truth to some extend. We believe the major reason lays on that the coarse annotations we use for expansion ignore many trivial details (e.g., remote bicycles), which makes the proposed method fail to make up for. 
Quality Analysis
In this work, the quality of the enriched annotation is evaluated by feeding the generated annotations into supervised segmentation models and comparing the segmentation performance with the ground-truth. We consider two scenarios for performance study, where one is segmentation with fixed annotation budget and the other one is segmentation with unlimited annotation budget. The reason of considering annotation budget into the training step is that the demand of high quality dense annotated data is extremely labor-and time-consuming. As [7] states, fine annotations with quality control require more than 1.5 hours on average for a single image while coarse annotations only take 7 minutes. Please note that, compared to the time cost of manual annotating, the computational cost of the proposed model generating enriched annotations based on the original coarse annotations are negligible.
With Fixed Annotation Budget.
Given a fixed annotation time budget, what is the right strategy to obtain the best segmentation model possible? We investigate the problem with the Cityscape dataset by fixing the annotation time to be 7min×5, 000 = 35, 000min, that it would take to annotate all the 5,000 images with coarse annotations. For fine annotation supervision, we then compute the numbers of images N = 35, 000min/90min ≈ 389 that are possible to be labelled within the same amount of time. A number of N images are randomly sampled from the training dataset, with which a FCN-8s segmentation model is trained from scratch. Table 3 reports the resulting accuracy of fully-supervised (32.5% mIoU), supervised with coarse annotations (28.1% mIoU), with CRF processed annotations (47.2% mIoU) and with the proposed enriched annotations (55.2% mIoU) respectively. Since the training model is far from overfitting (with tiny training dataset), we observe that our proposed model with a weak threshold performs slightly better than that with a strong threshold. Some examples of the training performance are visualised in Figure 4 . 
With
Unlimited Annotation Budget . We also compare both annotation time and quality of our enriched annotations with strongly-supervised annotations with much larger annotation budgets, as a reference for what might be achieved by our method if given more resources. As we could see in Table 4 , a FCN trained with fully-supervised annotations that requires 4,463 hours to annotate reports 58.1% mIoU, while that with coarse annotations consuming only 1,388 hours could reach 65.7% mIoU (CRF processed), or even 69.4% mIoU (ours). We could see, as the training data size goes up, our model with a strict threshold outperforms, strongly proving validity of our noise control. In addition, the FCN trained with 2,975 enriched annotations (49.7%) has a slight degradation in comparison with that with a 5,000 dense annotations (58.1%), yet it is obtained at a 13× cheaper cost.
Comparison with
Weakly-supervised Methods. Without regard to time budget, we compare the fully-supervised segmentation model trained with the enriched annotations generated by our model with the state-of-the-art weakly-supervised methods. This set of experiments are conducted on the PASCAL VOC 2012 as it provides each image various coarse annotations for the usage of different weakly-supervised models. Our annotation enrichment is performed on the coarse annotations of "scribble". "Scribble" is a very economical coarse annotation, which averagely takes only 25 seconds for human to label one image with 20 object categories, according to [2, 18, 22] . However, it is more challenging to expand compared to generating enriched annotations from coarse polygons. Table 5 shows the segmentation results from our model and the state-of-the-art weakly-supervised methods using different ways of annotations. Note that the outcome from Interactive segmentation (i.e., Grabcut and LazySnapping) and refinement methods (CRF and ours) is used for FCN training, then yielding comparable results. They image-level annotations are the most economical among others, they have limited performance (e.g., 25.1% mIoU) or draw support from other localization prior (e.g., AF-SS). The point-based method reaches 42.7% mIoU, yet not competitive with In groups of scribble-based approaches, our method with strict quality control performs the best compared with the rest. Scribblesup [18] achieves a comparable result (63.1%) with ours. However, it is jointly learned with FCN for multiple iterations with extra information input for fine-tuning, which could take much longer time for training. In contrast, our trained models only experience once training procedure.
Efficiency Analysis
In this section, we mainly investigate the running time of each algorithm, i.e., Dense CRF and the proposed method. The experiments have been conducted on a server with Intel Xeon(R) CPU E5-2660 and two Tesla K40c GPU cards. The implementation of CRF is in Python and the implementation of our method is based on MATLAB mixed with C++. We sample 20 images from each datasets and calculate the average running time as shown in Table 6. The size of images from Cityscapes is 1024 × 512 and that from PASCAL VOC is 500 × 375. What we can clearly observe is that our algorithm performs approximately 1.9× faster compared with dense CRF under the same setting, which makes the proposed method more practicable and suitable for realistic application. 
Ablation Study on feature selection
In this section, we mainly discuss the validity of our feature space construction which is introduced in Section 3.5. In terms of quantitative results, we report the IoU per class and pixel-wise accuracy on PASCAL VOC 2012 dataset in comparison of the proposed methods with original feature space (including RGB and coordinates information) and with additional feature maps in Table 7 . With the same setting, the proposed method that incorporates regional patterns gain extra 1.4% accuracy on annotation enrichment. Beyond quantitative results, we also give the visualizations of refined annotation with different feature combination. From the Figure  6 we could see that, the rightest column of enriched labeled data show more accurately on boundary prediction and capture more connection between pixels. Those results suggest that our feature space constructed with robust feature maps have a positive impact on the annotation enrichment of labeled data.
CONCLUSION AND FUTURE WORK
We have presented a generalized annotation enrichment algorithm that aims to extend coarse annotations to a finer scale, alleviating the density and efficiency problem of annotation. Experiment results show it is also applicable for refining challenging scribbles and the trained model outperforms among other state-of-the-art weakly-supervised segmentation models. The proposed method with strict noise control is viable for suppressing errors and thereby enhancing positive guidance for training semantic segmentation models. Since our method is agnostic to fully-supervised segmentation models , we plan to train more complex and powerful neural networks (e.g., DeepLabv3, ResNet) with our enriched annotations, expected to see a better performance on existing datasets.
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