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a b s t r a c t
A one-step 7-stage Hermite–Birkhoff–Taylor method of order 11, denoted by HBT(11)7,
is constructed for solving nonstiff first-order initial value problems y′ = f (t, y), y(t0) =
y0. The method adds the derivatives y′ to y(6), used in Taylor methods, to a 7-stage
Runge–Kutta method of order 6. Forcing an expansion of the numerical solution to agree
with a Taylor expansion of the true solution to order 11 leads to Taylor- and Runge–Kutta-
type order conditions. These conditions are reorganized into Vandermonde-type linear
systems whose solutions are the coefficients of the method. The new method has a larger
scaled interval of absolute stability than the Dormand–Prince DP87 and a larger unscaled
interval of absolute stability than the Taylor method, T11, of order 11. HBT(11)7 is superior
to DP87 and T11 in solving several problems often used to test higher-order ODE solvers on
the basis of the number of steps, CPU time, and maximum global error. Numerical results
show the benefit of adding high-order derivatives to Runge–Kutta methods.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A Taylor method of order 6, denoted here by T6, and a 7-stage Runge–Kutta method of order 6 are cast into a one-
step 7-stage Hermite–Birkhoff–Taylor method of order 11, named HBT(11)7 because it uses Hermite–Birkhoff interpolation
polynomials and, as in Taylor methods, derivatives y′ to y(6) for solving nonstiff differential equations (ODE),
y′ = f (t, y), y(t0) = y0, where ′ = ddt and y ∈ R
n. (1)
The link between the Taylor and Runge–Kutta methods is that values at off-step points are obtained by means of predictors
which use y′ to y(6) at the current point, tn, and only y′ at the off-step points of HBT(11)7.
Taylor methods have been an excellent choice in astronomical calculations [1], sensitivity analysis of ODEs/DAEs [2],
solving general problems [3] and validating solutions of ODEs by means of interval analysis [8,4]. The main cost in solving
ODEs by the Taylor method lies in the repeated evaluation of the Taylor coefficients of the functions involved. Following
Steffensen [5,6], recursive computation of Taylor coefficients is used for ODEs to compute sums, differences, products and
powers of power series, etc. (see [1,7], and references therein and textbooks [9, pp. 46–49]). Deprit and Zahar [10] showed
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that recursive computation of Taylor coefficients is very effective in achieving high accuracy, even with little computing
time and large step sizes.
In this paper, increased efficiency is achieved by the addition of off-step points, where only y′ is required, and the order
of y(j)(tn) at step points is reduced to 6. HBT(11)7 takes advantage of this fact.
Forcing an expansion of the numerical solution to agree with a Taylor expansion of the true solution to order 11 leads to
37 Taylor- and Runge–Kutta-type order conditions. These conditions are reorganized into Vandermonde-type linear systems
whose solutions are the coefficients of the method. These coefficients are obtained only once as solutions of these systems
by means, say, of Gaussian elimination.
HBT(11)7 has larger scaled intervals of absolute stability than the Dormand–Prince DP87 [11] and larger nonscaled
interval of absolute stability than the Taylor method of order 11, denoted by T11.
The C++ performances of HBT(11)7, DP87 and T11, were compared on several problems frequently used to test higher-
order ODE solvers. It is seen that HBT(11)7 requires fewer steps, uses less CPU time, and has higher accuracy than DP87
and T11.
To save space, several equations in Appendix A have been displayed on a single line labeled, say, by (nn). Such equations
are referenced to as (nn)1, (nn)2, . . . , from left to right.
Section 2 introduces HBT(11)7. Order conditions are listed in Section 3. In Section 4, HBT(11)7 is represented in terms
of Vandermonde-type systems. Section 5 considers the region of absolute stability of the constant-step method. Section 6
deals with different step controls. Section 7 compares direct and recursive computations of higher derivatives. Section 8
presents numerical results. Appendices A–C list 37 Runge–Kutta-type order conditions, the defining formulae of HBT(11)7,
and recurrent computation of higher-order derivatives, respectively. Appendix D contains tables of data on the number of
steps and maximal global error for HBT(11)7 and T11.
2. One-step HBT(11)7
The defining formulae of HBT(11)7 depend on the Runge–Kutta parameters listed in the following Butcher tableau
c A
bT where
{
A is a 7× 7 strictly lower triangular matrix,
c, b are two 7-vectors,
and the Taylor expansion parameters γij. Six predictors, P2, P3, . . . , P7, and an integration formula are needed to perform
the integration step from tn to tn+1.
Let Fj := f (tn + cjhn+1, Yj) and set Y1 = yn. Then for ` = 2, 3, . . . , 7, Hermite–Birkhoff polynomials of degree `+ 4 are
used as predictors P` to obtain Y` to order 6 for ` = 2 and to order 7 otherwise,
Y` = yn + hn+1
`−1∑
j=1
a`jFj +
6∑
j=2
hjn+1γ`jy
(j)
n , ` = 2, 3, . . . , 7. (2)
A Hermite–Birkhoff polynomial of degree 11 is used as integration formula to obtain yn+1 to order 11,
yn+1 = yn + hn+1
7∑
j=1
bjFj +
6∑
j=2
hjn+1γjy
(j)
n . (3)
To compare step controls in Section 8.4, an HB polynomial of degree 11 is used as step control predictor P8 to obtain y˜n+1 to
order 8,
y˜n+1 = yn + hn+1
7∑
j=1
a8jFj +
6∑
j=2
hjn+1γ8jy
(j)
n . (4)
One sees that the derivatives y(2)n to y
(6)
n are computed only once per step at tn.
3. Order conditions for HBT(11)7
As in similar searches for ODE solvers [12], we impose the following simplifying assumptions on HBT(11)7:
7∑
i=j+1
biaij = bj(1− cj), j = 2, . . . , 6, (5)
b2 = 0. (6)
i−1∑
j=1
aijckj + k!γi,k+1 =
1
k+ 1 c
k+1
i ,
{
i = 3, . . . , 7,
k = 0, 1, 2, . . . , 6. (7)
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There remain seven sets of equations to be solved:
7∑
i=1
bicki + k!γk+1 =
1
k+ 1 , k = 0, 1, . . . , 10, (8)
b6(1− c6)a65c65 (c5 − c3)(c5 − c4)
= 8!
(
1
10! −
10
11!
)
− 7!
(
1
9! −
9
10!
)
(c3 + c4)+ 6!
(
1
8! −
8
9!
)
c3c4, (9)
b5(1− c5)(c6 − c5)a54c64 (c4 − c3)
= 7!
(
c6
9! − (1+ c6)
9
10! + 9
10
11!
)
− c36!
(
c6
8! − (1+ c6)
8
9! + 8
9
10!
)
, (10)
b6(1− c6)a64c64 (c4 − c3)+ b6(1− c6)a65c65 (c5 − c3)+ b5(1− c5)a54c64 (c4 − c3)
=
(
7!
9! − 6!
c3
8!
)
−
(
7! 9
10! − c36!
8
9!
)
, (11)
6∑
i=3
bi(1− ci)ai2 = 0, (12)
6∑
i=4
bi(1− ci)
i−1∑
j=3
aijaj2 = 0. (13)
5∑
i=3
bi(1− ci)(c6 − ci)ai2 = 0, (14)
The left-hand side of Eq. (9) is the result of the following expression similar to the left-hand side of Eq. (335j) in
Butcher [13, pp. 206]:
7∑
i=1
i−1∑
k=1
bi(1− ci)aikc6k (ck − c3)(ck − c4). (15)
It is known that many terms in such expressions vanish (see [14]).
Since
c6k (ck − c3)(ck − c4) = c8k − c7k (c3 + c4)+ c6k (c3c4),
as done in Butcher [14], expression (15) is easily verified to be equal to the left-hand side of the following combination of
equations given in Appendix A:
8![(61)2 − (65)1] − 7![(59)3 − (60)3](c3 + c4)+ 6![(58)2 − (59)2]c3c4,
and taking the right-hand side of this combination into account, we obtain the following equation for the aik:
7∑
i=1
i−1∑
k=1
bi(1− ci)aikc8k −
[ 7∑
i=1
i−1∑
k=1
bi(1− ci)aik c7k
]
(c3 + c4)+
[ 7∑
i=1
i−1∑
k=1
bi(1− ci)aikc6k
]
(c3c4)
= 8!
(
1
10! −
10
11!
)
− 7!
(
1
9! −
9
10!
)
(c3 + c4)+ 6!
(
1
8! −
8
9!
)
(c3c4).
Similarly, Eq. (10) is obtained from the following combination of equations
7![c6(59)3 − (1+ c6)(60)3 + (64)1] − c36![c6(58)2 − (1+ c6)(59)2 + (60)2].
Eq. (11) is obtained from the following combination of equations in Appendix A:
7!(59)3 − 6!(58)2c3 − [7!(60)3 − 6!(59)2c3].
In this paper, the seven off-step points, tn + cjhn+1, j = 1, 2, . . . , 7, are defined by the parameters:
c1 = 0, c2 = 0.409819461002897011959, c3 = 0.468365098289025172384,
c4 = 0.433721218057473989482, c5 = 0.732061137167243081159, (16)
c6 = 0.917526031136228992224, c7 = 1.
To have an integration formula of order 12, these parameters are chosen as follows. We choose c1 = 0 and c7 = 1 by
simplicity, while c6 is arbitrarily chosen near the parameter c11 ≈ 12011/12990 of DP87.
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Integration formula (3) contains 12 free parameters:
bj, j = 1, 3, 5, 6, 7, γj, j = 2, 3, 4, 5, 6, tn + hcj, j = 3, 5.
With the above choice of c1, c6, c7, the integration formula (3) will be of order 12 provided c3 and c5 are obtained by the
algebraic approach to Gauss integration formulae found in [15, pp. 85–87] and [16].
We finally determine the remaining two parameters, c2 and c4. A Gauss-type integration formula on the interval [0, 1],
with a 6-fold preassigned abscissa ξ1 = 0, is of highest order 8 if the second abscissa is ξ2 = 7/8. Applying this formula to
our case, we take c2 = (7/8)c3.
To obtain c4, firstly, we write the following reduced equation
b6(1− c6)a65a54c64 (c4 − c3) = 7!
(
1
10! −
10
11!
)
− 6!
(
1
9! −
9
10!
)
c3, (17)
which is obtained from the following combination of equations in Appendix A:
7![(62)1 − (66)1] − 6![(59)4 − (61)1]c3.
Secondly, we write
θ = c65 (c5 − c3)(c5 − c4)b5(1− c5)(c6 − c5) (18)
so that the product of the left-hand sides of (9) and (10) is the product of θ with the left-hand side of (17). Thus we have[
8!
(
1
10! −
10
11!
)
− 7!
(
1
9! −
9
10!
)
(c3 + c4)+ 6!
(
1
8! −
8
9!
)
c3c4
]
×
[
7!
(
c6
9! − (1+ c6)
9
10! + 9
10
11!
)
− c36!
(
c6
8! − (1+ c6)
8
9! + 8
9
10!
)]
= θ
[
7!
(
1
10! −
10
11!
)
− 6!
(
1
9! −
9
10!
)
c3
]
. (19)
Setting ci equal to the obtained values for i = 1, 2, 3, 5, 6, 7, we can calculate c4 so that (19) is satisfied and the linear
system (20) below for the integration formula is also satisfied. System (20) needs to be satisfied since θ is a function of b5. It
follows that condition (66)1 of Appendix A will automatically be satisfied when all other order conditions of HBT(11)7 are
satisfied.
4. Vandermonde-type formulation of HBT(11)7
The Matlab ‘‘colon’’ notation will be used, for instance, i = 1 : 3 means i = 1, 2, 3.
4.1. Integration formula
The 11-vector u1 = [b7 b6 b5 b4 b3 b1 γ2 γ3 γ4 γ5 γ6]T of the reordered coefficients of formula (3) is the solution of the
Vandermonde-type system of order conditions:[[
c i−18−j
(i− 1)!
]
i=1:11,j=1:6
[
I6
05×6
] ]
u1 =
[
1
i!
]
i=1:11
. (20)
The leading error term of integration formula (3) is of order 13 with the choice of ci, i = 1, 3, . . . , 7, in (16):[
b17
c127
12! + · · · + b14
c124
12! + b13
c123
12! −
1
13!
]
h13n+1y
(13)
n .
4.2. Predictor P2
The ith component, u2(i), of the 6-vector u2 = [a21 γ22 γ23 γ24 γ25 γ26]T of reordered coefficients of predictor P2 in (2)
satisfies the order condition
u2(i) = c
i
2
i! , i = 1, 2, . . . , 6. (21)
A truncated Taylor expansion of the right-hand side of (2) with ` = 2 about tn gives
6∑
j=0
c i2
i! h
j
n+1y
(j)
n .
We note that P2 is of order 6 and its leading error term is
− c
7
2
7! h
7
n+1y
(7)
n .
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4.3. The coefficients aij of Predictor P3 to P7
We solve for a65, a54, a64 from (9)–(11) and
a32 = (c73/7!)/(c62/6!).
We then solve for the 6-vector of coefficients
v = [a43, a42, a53, a52, a63, a62]T
as solution of the system of conditions
Mv = r, (22)
where
M =

c63/6! c62/6! 0 0 0 0
0 0 c63/6! c62/6! 0 0
0 0 0 0 c63/6! c62/6!
0 b4(1− c4) 0 b5(1− c5) 0 b6(1− c6)
b4(1− c4)× a32 [b5(1− c5)a54 + b6(1− c6)a64] b5(1− c5)× a32 b6(1− c6)× a65 b6(1− c6)× a32 0
0 b4(1− c4)(c6 − c4) 0 b5(1− c5)(c6 − c5) 0 0
 . (23)
The fifth row ofM is on two lines for space’s sake, and r = r(1 : 6) has components
r(1) = c74/7!, r(2) = c75/7! − a54c64/6!,
r(3) = c76/7! − a65c65/6! − a64c64/6!, r(4) = −b3(1− c3)a32,
r(5) = 0, r(6) = −b3(1− c3)(c6 − c3)a32.
The equations for r(4), r(5) and r(6) correspond to (12)–(14), respectively.
The coefficients ai1 can then be obtained from
ai1 = ci −
i−1∑
j=2
aij, i = 2, 3, . . . , 6.
4.4. Predictor P3
The 7-vector u3 = [a32 a31 γ32 γ33 γ34 γ35 γ36]T of the reordered coefficients of predictor P3 in (2) is the solution of the
system of order conditions[[
c i−12
(i− 1)!
]
i=1:7
[
I6
01×6
] ]
u3 =
[
c i3
i!
]
i=1:7
. (24)
A truncated Taylor expansion of the right-hand side of (2) with ` = 3 about tn gives
7∑
j=0
c i3
i! h
j
n+1y
(j)
n .
4.5. Predictor P4
The 8-vector u4 = [a43 a42 a41 γ42 γ43 γ44 γ45 γ4,6]T of the reordered coefficients of predictor P4 in (2) is the solution of
the system of order conditions
[
c i−14−j
(i− 1)!
]
i=1:6,j=1,2
I6
I2 02×6
 u4 =

[
c i4
i!
]
i=1:6[
a4,4−j
]
j=1:2
 . (25)
4.6. Predictor P5
The 9-vector u5 = [a54 a53 a52 a51 γ52 γ53 γ54 γ55 γ5,6]T of the reordered coefficients of predictor P5 in (2) is the solution
of the system of order conditions
[
c i−15−j
(i− 1)!
]
i=1:6,j=1:3
I6
I3 03×6
 u5 =
[ c i5i!
]
i=1:6[
a5,5−j
]
j=1;3
 . (26)
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4.7. Predictor P6
The 10-vector u6 = [a65 a64 a63 a62 a61 γ62 γ63 γ64 γ65 γ6,6]T of the reordered coefficients of predictor P6 in (2) is the
solution of the system of order conditions
[
c i−16−j
(i− 1)!
]
i=1:6,j=1:4
I6
I4 04×6
 u6 =
[ c i6i!
]
i=1:6[
a6,6−j
]
j=1:4
 . (27)
4.8. Predictor P7
The 11-vector u7 = [a76 a75 . . . a71 γ72 γ73 γ74 γ75 γ7,6]T of the reordered coefficients of predictor P7 in (2) is the
solution of the system of order conditions
[
c i−17−j
(i− 1)!
]
i=1:6,j=1:4
I6
b7I5 05×6
 u7 = r7, (28)
where r7 = r7(1 : 11) has components
r7(i) = c i7/i!, i = 1, 2, . . . , 6,
r7(7) = b6(1− c6),
r7(8) = b5(1− c5)− (b6a65) ,
r7(9) = b4(1− c4)− (b6a64 + b5a54) ,
r7(10) = b3(1− c3)− (b6a63 + b5a53 + b4a43) ,
r7(11) = b2(1− c2)− (b6a62 + b5a52 + b4a42 + b3a32) .
4.9. Step control predictor P8
We consider the 11-vector u˜8 = [a87 a86 a85 a84 a83 a81 γ82 γ83 γ84 γ85 γ86]T of the reordered coefficients of P8 in (4),
By setting a87 = b7+ω7, a86 = b6+ω6 and a85 = b5+ω5, u˜8 reduces to the 8-vector u8 which is the solution of the system
of order conditions[[
c i−15−j
(i− 1)!
]
i=1:8,j=1,2
[
I6
02×6
] ]
u8 = r8, (29)
where and r8 = r8(1 : 8) has components
r8(i) = 1i! − (b7 + ω7)
c i−17
(i− 1)! − (b6 + ω6)
c i−16
(i− 1)! − (b5 + ω5)
c i−15
(i− 1)! , i = 1, 2, . . . , 8.
For arbitrary nonzero ω7, ω6 and ω5, P8 yields y˜n+1 to order 8. A good experimental choice is ω7 = −0.025, ω6 = 0.029 and
ω5 = −0.015.
5. Region of absolute stability
To obtain the region of absolute stability, R, of HBT(11)7, we apply the predictors P2, P3, . . . , P7 and the integration
formula to the linear test equation
y′ = λy, y0 = 1,
with constant h. This gives
Y` = yn + λhn+1
`−1∑
j=1
a`jY` +
6∑
j=2
(λhn+1)jγ`jyn, ` = 2, 3, . . . , 7, (30)
and
yn+1 = yn + λhn+1
7∑
j=1
bjYj +
6∑
j=2
(λhn+1)jγ1jyn. (31)
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Fig. 1. Left: region of absolute stability of HBT(11)7; right: value of k versus order p for the listed tolerance.
If we replace Y`, ` = 2, 3, . . . , 7, in (30)–(31) with the corresponding right-hand sides of (30), then (31) reduces to the
first-order difference equation
yn+1 = rsyn. (32)
The root of the corresponding characteristic equation r = rs is
rs = 1+
12∑
j=1
sjλjhj, (33)
with coefficients
si = 1i! , i = 1, 2, . . . , 11, s12 =
1
348614062
.
A complex number λh is in R if rs satisfies the root condition: |rs| ≤ 1 (see [9, pp. 379–380]).
The root condition is used to find the region of absolute stability of HBT(11)7 shown in grey in the left part of Fig. 1.
The interval of absolute stability of HBT(11)7 is (α, 0) = (−5.4, 0), compared to (α, 0) = (−5.33, 0) for T11. Moreover,
HBT(11)7 has a larger scaled interval of absolute stability than DP87, namely, 5.4/12 = 0.45 > 0.3938 = 5.12/13.
6. Controlling step size
To control the step size of HBT(11)7 we assume that a solution, y(t + h), to an ODE can be approximated to order p by
its truncated Taylor series:
y(t + h) ≈
p∑
j=0
Y [j] hj, where Y [j] = y
(j)(t)
j! . (34)
In the next three subsections we consider different step controls.
6.1. Controlling the step size of T11
The step size, hT11, of T11 can be chosen by the formula (see [7,1])
hT11 = min
{
k(TOL, 10)
∥∥Y [10]∥∥−1/10∞ , k(TOL, 11) ∥∥Y [11]∥∥−1/11∞ } , (35)
so that the truncation error of T11 be smaller than tolerance TOL
Here k(TOL, p) is the solution of the equation kp+1/(1− k) = TOL [1] (see the right part of Fig. 1).
6.2. Controlling the step size of HBT(11)7 by the Taylor coefficients of T10
Let hHBT11 and hT10 denote the step sizes, and
EHBT11 = CHBT11 h12HBT11, ET10 = h11T10/11!,
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be the principal error terms of HBT(11)7 and T10, respectively. Setting
hHBT11 = ηhT10, (36)
we have
(EHBT11/CHBT11)1/12 = η (ET1011!)1/11
and, solving for η, we obtain
η = (EHBT11/CHBT11)1/12 / (ET10 11!)1/11
= (EHBT11)
1/12
(ET10)1/11
(1/11!)1/11
(CHBT11)1/12
.
If T10 were used to control the step size of HBT(11)7 we would need the Taylor coefficient Y [10]. But HBT(11)7 does not
use derivatives of order higher than six. To estimate Y [10] we use a variant of a procedure in [1] which estimates the radius
of convergence and the step size for increasing the order of a Taylor method when the Taylor coefficients are not known.
We assume that the function y′ = f (t, y) is analytic on a disk of radius ρ and that there exists a positive constantM such
that [1,17]
‖Y [j]‖∞ =
∥∥∥∥y(j)(t)j!
∥∥∥∥∞ ≈ Mρ j . (37)
Approximation (37) yields estimates for the radius of convergence of the form:
ρq−p ≈ ‖Y [p]‖∞/‖Y [q]‖∞. (38)
Using the last five coefficients of the previous step, we have
ρest = min
‖Y [4]‖∞‖Y [5]‖∞ , ‖Y
[5]‖∞
‖Y [6]‖∞ ,
[∥∥Y [4]∥∥∞∥∥Y [6]∥∥∞
]1/2
,
[∥∥Y [3]∥∥∞∥∥Y [5]∥∥∞
]1/2
,
[∥∥Y [2]∥∥∞∥∥Y [4]∥∥∞
]1/2 , (39)
in order to avoid problems with odd or even functions, and terms with zero numerators or zero denominators are not
considered.
Since by (38) ρ4 ≈ ‖Y [6]‖∞/‖Y [10]‖∞, if the integration is controlled by T10, then we have the estimated step size
hT10 = k(TOL, 10)
[
1
ρ4est
∥∥Y [6]∥∥∞]−1/10 . (40)
The error of T10 would be kept within tolerance TOL while integration is done by HBT(11)7 of order 11.
In our case, combining (36) and (40), we estimate the step size of HBT(11)7 as
hn+1 := hHBT11 = η k(TOL, 10)
[
1
ρ4est
∥∥Y [6]∥∥∞]−1/10 , (41)
where η acts as a control factor in the variable-step algorithm.
6.3. Controlling the step size of HBT(11)7 with P8
A second step size control for HBT(11)7 is obtained by the formula (see [18])
hn+1 = min
{
hmax, β hn
[
TOL
(‖yn − y˜n‖∞)10/9
]1/κ
, 4 hn
}
, (42)
where κ = 10, β = 0.81 is a safety factor, and y˜n is obtained by predictor P8 in (4) to order 8. The error ‖yn− y˜n‖10/9∞ is kept
within tolerance TOL while integration is done by HBT(11)7 to order 11.
7. Differences between computing the higher derivatives directly and recurrently
We describe, in this section, differences between computing the higher derivatives directly and using the recurrences.
• The first approach is to compute directly the higher derivatives of the solution of (1) which, by successive differentiation,
are obtained as
y(2) = ft + fyy′ = ft + fyf ,
y(3) = ftt + 2ftyf + fyyf 2 + fy(ft + fyf ), (43)
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etc. Then the solution is
y(t0 + h) = y(t0)+ y(1)(t0)h+ y(2)(t0)h
2
2! + · · · (44)
Formulae (43) for higher derivatives soon become very complicated.
• The second approach, the ‘‘right approach’’, is, in fact, an extension of Newton’s approach and has been rediscovered
several times [5]. Let
Y [i] = 1
i!y
(i)(t0), F [i] = 1i! f
(i)(t, y(t))|t=t0 (45)
be the Taylor coefficients of y(t) and f (t, y(t)), so that (44) becomes
y(t0 + h) =
∞∑
i=0
hiY [i].
Then, from (1),
Y [i+1] = 1
i+ 1 F
[i]. (46)
Now suppose that f (t, y) is the composition of a sequence of algebraic operations and elementary functions. This lead to
a sequence of series,
y, p, q, r, . . . , and finally f . (47)
For each series p =∑∞i=0 Pihi, q =∑∞i=0 Qihi, r =∑∞i=0 Rihi, . . . , we find formulae for generating the ith Taylor coefficient
from the preceding ones as follows:
(a) r = p± q:
Ri = Pi ± Qi, i = 0, 1, . . . (48)
(b) r = pq: the Cauchy product yields
Ri =
i∑
j=0
PjQi−j, i = 0, 1, . . . (49)
(c) r = p/q: write p = rq, use formula (b) and solve for Ri:
Ri = 1Q0
[
Pi −
i−1∑
j=0
RjQi−j
]
, i = 0, 1, . . . (50)
There are formulae for several other elementary functions.
8. Numerical results
The higher derivatives, y′ to y(6), are calculated at each integration step by known recurrence formulae (see the ‘‘right
approach’’ of Section 7).
Computations were performed in C++ on a Mac with a dual 2.5 GHz PowerPC G5 and 4 GB DDR SSRAM running under
Mac OS X Version 10.4.8.
The numerical results were obtained with the control factor η = 1.4 > 1 in (41). Note that with η = 1.0 the step size is
too conservative for HBT(11)7. The CPU time is in seconds.
8.1. Comparing step controls (41) of HBT(11)7 and (35) of T11
To show the relevance of the theoretical formula (41), we apply HBT(11)7 to 19 DETEST problems [19] of classes A, B, D
and E on the time interval [0, tf ] and tolerance (TOL) 10−04, 10−07 and 10−10, and compare the results with those obtained
by T11 under the well established step control (35). The comparison is based on CPU time in seconds, number of steps (NS)
and maximum global error (GE). Problems which required about 10−5 s have been repeated 50000 times to obtain a better
estimate of CPU time. Those which required about 10−4 s or more have been executed at least 1000 times.
The results are listed in Tables 4 and 5 in Appendix D and are statistically analyzed in Table 1 in terms of the mean,
median and standard deviation, The comparison of the results confirms that the step control (41) of HBT(11)7 is as reliable
as the step control (35) of T11.
The details on the statistical analysis used in Table 1 are as follows. Let
• LTk be an element of the set LT = {−04,−05, . . . ,−11} of eight log10 (TOL),• Pj be an element of the set P = {A1, A2, . . . , A4, B1, B2, . . . , B5,D1,D2, . . . ,D5, E1, E2, . . . , E5} of 19 DETEST
problems,
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Table 1
Mean, median, and standard deviation of the differences (GE-TOL) obtained by HBT(11)7 and T11 for the problems listed in Tables 4 and 5 in Appendix D.
Method Mean Median Standard deviation
HBT(11)7 3.31e−02 1.15e−07 3.54e−01
T11 3.63e−02 5.38e−07 3.41e−01
Table 2
CPU PEG of HBT(11)7 versus HBT(11)7SCP for the listed problems.
Problem CPU PEG of HBT(11)7 over HBT(11)7SCP (%)
D1: Kepler (e=0.1) 24
D3: Kepler (e=0.5) 21
D5: Kepler (e=0.9) 26
Hénon–Heiles 16
Arenstorf 23
B1 2
B5 23
E2 8
• Xi = (GEi − TOL), i = 1, 2, . . . , n, be random variables, where each i corresponds to (LTk, Pj) and sample size
n = 8× 19 = 152 of Xi.
Suppose X1, X2, . . . , Xn is a sequence of n independent and identically distributed (i.i.d.) random variables, each having
finite expectation value µ and variance σ 2 > 0. Let the sample mean be
Xn = X1 + X2 + · · · + Xnn .
Then, if we define a new random variable
Zn = Xn − µ
σ/
√
n
,
Zn converges asymptotically to the standard normal distribution N(0, 1) as n → ∞ by the central limit theorem. Since
(GE–TOL) of HBT(11)7 and T11 have mean values 0.0331 and 0.0363 respectively and standard deviation values 0.354 and
0.341, respectively, from the table of cumulative distribution function of N(0, 1), one can see that the GE-TOL averages of
HBT(11)7 and T11 are in the interval (0.0331 ± 1.96 × 0.354/√152 ) and (0.0363 ± 1.96 × 0.341/√152 ), respectively,
with probability 0.95. These intervals confirm that the step control of HBT(11)7 is as reliable as that of T11.
8.2. Comparing step controls (41) and (42)
Let HBT(11)7SCP denote HBT(11)7 with step control (42).
HBT(11)7 with step control (41) and HBT(11)7SCPwith step control (42) are compared on eight problems shown in Fig. 2
on the basis of CPU time in seconds as a function of the maximum global error (MGE), ‖yn+1 − y(tn+1)‖∞, of the difference
between the numerical and exact solutions at every integration step for Kepler’s problem and the solution obtained by DP87
with stringent tolerance 5× 10−14 for the other problems on hand.
The CPU percentage efficiency gain (CPU PEG) is defined by the formula (cf. Sharp [20]),
(CPU PEG) = 100

∑
j
CPU2,j∑
j
CPU1,j
− 1
 , (51)
where CPU1,j and CPU2,j are the CPU time of methods 1 and 2, respectively with appropriate summation index j. To compute
CPU2,j and CPU1,j appearing in (51), we approximate the data (log10 (MGE) , log10 (CPU)) in a least-squares sense byMatlab’s
polyfit. Then, for chosen integer values of the summation index j, we take− log10 (MGE) = j and obtain log10(CPU) from
the approximating curve, and finally CPU time. The CPU PEG of HBT(11)7 over HBT(11)7SCP for eight problems is listed in
Table 2.
It is seen from Fig. 2 and Table 2 that HBT(11)7 compares favorably with HBT(11)7SCP on the basis of CPU time versus
log10 (MGE) and CPU PEG for the set of problems on hand.
8.3. Comparison based on CPU time
In Fig. 3, CPU time is plotted versus log10 (MGE) for HBT(11)7, T11 and DP87 on the Hénon–Heiles problem and Kepler’s
problem with eccentricity e = 0.1, 0.5, 0.9, 0.99. It is seen that HBT(11)7 wins at stringent tolerance.
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Fig. 2. CPU time in seconds versus log10 (MGE) for the problems on hand with step controls (41) for HBT(11)7 and (42) for HBT(11)7SCP, respectively.
Table 3
CPU PEG and NS PEG of HBT(11)7 over DP87, T11 and T11L for the listed problems.
Problem CPU PEG of HBT(11)7 over: NS PEG of HBT(11)7 over T11L (%)
DP87 (%) T11 (%)
Kepler (e = 0.1) 221 30 48
Kepler (e = 0.5) 186 49 77
Kepler (e = 0.9) 205 66 90
Kepler (e = 0.99) 218 75 82
Hénon–Heiles 211 57 56
Arenstorf 152 104
B1 113 29
B5 160 111
E2 106 53
In Fig. 4, CPU time is plotted versus log10 (MGE) for the following nonstiff DETEST problems: B1, B5, E2 and Arenstorf’s
orbits problem. The CPU PEG, defined by formula (51), of HBT(11)7 over DP87 and T11 for Kepler’s problems with varying
eccentricity are listed in Table 3. It is seen from Figs. 3 and 4 and Table 3 that HBT(11)7 compares favorably with both T11
and DP87 on the basis of CPU time versus MGE at stringent tolerance.
8.4. Comparison based on the number of steps
The maximum global energy error for the Kepler, Hénon–Heiles and equatorial main problems is compared on the basis
of the number of steps. These three problems are standard for comparing ODE codes [9,1].
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Fig. 3. CPU time versus log10 (MGE) for the Hénon–Heiles problem and Kepler’s problem with varying eccentricity.
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Fig. 4. CPU time versus log10 (MGE) for the problems on hand.
The maximum global energy error (MGEE) was obtained from the maximum of the absolute value of the relative error
H/H0 − 1 at every integration step where H and H0 are the values of the Hamiltonian at tn+1 and t0, respectively. These
Hamiltonians are
HKepler = 12
(
y23 + y24
)− 1/√y21 + y22, (52)
HHénon–Heiles = 12
(
X2 + Y 2)+ 1
2
(
x2 + y2)+ y(x2 − 1
3
y2
)
, (53)
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Fig. 5. Number of steps versus log10 (MGEE) for Kepler’s problemwith eccentricity= 0.1, 0.5, 0.9 and 0.99, the Hénon–Heiles problem, and the equatorial
main problem.
Heq.mainprob. = 12
(
P2 + Λ
2
ρ2
+ Z2
)
+ µ
r
+ α
2J2µP2(u)
r3
. (54)
In (54), u = z/r , r = √ρ2 + z2 and P2(x) = (3x2 − 1)/2 is the Legendre polynomial of degree 2.
HBT(11)7 and Lara’s Taylor method T11L of order 11 [7], are compared on the basis of the number of steps versus
log10 (MGEE) for the six problems shown in Fig. 5.
The number of step percentage efficiency gain (NS PEG) is defined by the formula
(NS PEG) = 100

∑
j
NS2,j∑
j
NS1,j
− 1
 , (55)
where NS1,j and NS2,j are the number of steps of methods 1 and 2, respectively.
To compute NS2,j and NS1,j appearing in (55), we approximate the data (log10 (MGE) , log10 (NS)) in a least-squares sense
by Matlab’s polyfit. Then, for chosen integer values of the summation index j, we take − log10 (MGE) = j and obtain
log10(NS) from the approximating curve, and finally NS.
The NS PEG of HBT(11)7 over T11L for the problems shown in Fig. 5 are listed in Table 3. It is observed, from Fig. 5 and
Table 3, that HBT(11)7 compares favorably with T11L on the basis of the number of steps versus MGEE.
It is to be noted that HBT(11)7 uses six y-derivatives compared to 11 for T11L. The numerical results show that a
combination of high-order derivatives with a Runge–Kutta method achieves a high degree of accuracy.
9. Conclusion
A one-step 7-stage Hermite–Birkhoff–Taylor method of order 11, called HBT(11)7, was constructed by solving
Vandermonde-type systems satisfying Taylor- and Runge–Kutta-type order conditions. By construction, HBT(11)7 uses
lower-order derivatives than the traditional TaylormethodT11of order 11. The stability region ofHBT(11)7 has a remarkably
good shape. The step size is controlled by a formula which uses five high-order derivatives. On the basis of CPU time versus
themaximum global error, HBT(11)7wins over the Dormand–Prince DP87 and T11 in solving Kepler’s problemwith varying
eccentricity. On the basis of the number of steps versus themaximumglobal energy error, HBT(11)7wins over Lara’s T11L [7]
in solving the above Kepler’s problem, the Hénon–Heiles problem and the equatorial main problem. HBT(11)7 is a member
of variable-order one-step 7-stage HBT(p)7 methods of order p which appear to be promising ODE solvers in the light of
the numerical results obtained in this paper. Furthermore, since these methods use a small number of derivatives, they
may be useful for high dimensional problems. Bozic [21] has programmed, in C++, a variable-step variable-order 3-stage
Hermite–Birkhoff–Taylor ODE solver of arbitrary high order and with extended precision.
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Appendix A. The first 37 order conditions for HBT(11)7
Orders 1 to 7:∑
bi = 1,
∑
bici + γ12 = 12 ,
∑
bic2i + 2!γ13 =
1
3
,
∑
bic3i + 3!γ14 =
1
4
, (56)∑
bic4i + 4!γ15 =
1
5
,
∑
bic5i + 5!γ16 =
1
6
,
∑
bic6i =
1
7
. (57)
Order 8:
∑
bic7i + 7! =
1
8
,
∑
biaij
c6j
6! =
1
8! . (58)
Order 9:
∑
bic8i =
1
9
,
∑
bi
ci
8
aij
c6j
6! =
1
9! ,
∑
biaij
c7j
7! =
1
9! ,
∑
biaijajk
c6k
6! =
1
9! . (59)
Order 10:
∑
bic9i =
1
10
,
∑
bi
c2i
8× 9aij
c6j
6! =
1
10! ,
∑
bi
ci
9
aij
c7j
7! =
1
10! , (60)∑
bi
ci
9
aijajk
c6k
6! =
1
10! ,
∑
biaij
c8j
8! =
1
10! ,
∑
biaij
cj
8
ajk
c6k
6! =
1
10! , (61)∑
biaijajk
c7k
7! =
1
10! ,
∑
biaijajkak`
c6`
6! =
1
10! . (62)
Order 11:
∑
bic10i =
1
11
,
∑
bi
c3i
8× 9× 10aij
c6j
6! =
1
11! , (63)∑
bi
c2i
9× 10aij
c7j
7! =
1
11! ,
∑
bi
c2i
9× 10aijajk
c6k
6! =
1
11! , (64)∑
bi
ci
10
aij
c8j
8! =
1
11! ,
∑
bi
ci
10
aij
cj
8
ajk
c6k
6! =
1
11! , (65)∑
bi
ci
10
aijajk
c7k
7! =
1
11! ,
∑
bi
ci
10
aijajkak`
c6`
6! =
1
11! , (66)∑
biaij
c9j
9! =
1
11! ,
∑
biaij
c2j
8× 9ajk
c6k
6! =
1
11! , (67)∑
biaij
cj
9
ajk
c7k
7! =
1
11! ,
∑
biaij
ci
9
ajkak`
c6`
6! =
1
11! , (68)∑
biaijajk
c8k
8! =
1
11! ,
∑
biaijajk
ck
8
ak`
c6`
6! =
1
11! , (69)∑
biaijajkak`
c7`
7! =
1
11! ,
∑
biaijajkak` a`,m
c6m
6! =
1
11! . (70)
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Appendix B. Formulae for HBT(11)7
The following formulae which make the one-step HBT(11)7 use the parameters ci listed in (16).
Y2 = yn + hn+1 (4.09819461002897011959e–01fn)+ 8.39759953083525079176e–02h2n+1y(2)n
+ 1.14716657114836122905e–02h3n+1y(3)n + 1.17532796467140730756e–03 h4n+1y(4)n
+ 9.63344545966536314760e–05h5n+1y(5)n + 6.57995570980144124499e–06h6n+1y(6)n ,
Y3 = yn + hn+1 (1.49086447612180761357e–01F2 + 3.19278650676844411027e–01fn)
+ 4.85844050443835426267e–02h2n+1y(2)n + 4.60420301816135031647e–03 h3n+1y(3)n
+2.94787729911719737982e–04h4n+1y(4)n + 1.25943307304332693594e–05 h5n+1y(5)n
+ 2.99211700384834295222e–07h6n+1y(6)n ,
Y4 = yn + hn+1
(−2.02306360190004537458e–02 F3 + 1.32138148450908321507e–01F2
+ 3.21813705625566104374e–01fn
)+ 4.93795865480460491326e–02h2n+1y(2)n
+ 4.72070202256576719468e–03h3n+1y(3)n + 3.05037132262335984861e–04h4n+1y(4)n
+ 1.31583872699522297454e–05h5n+1y(5)n + 3.15781283876442336205e–07h6n+1y(6)n ,
Y5 = yn + hn+1
(−1.09209893400163924326e+ 01F4 + 8.82117389123847672749e+ 00F3
− 9.12453908017301196232e–01 F2 + 3.74433049396245998253e+ 00fn
)
+ 1.24703294539904252503e+ 00h2n+1y(2)n + 2.01674925125794324288e–01h3n+1y(3)n
+ 1.98869638420063055140e–02h4n+1y(4)n + 1.24006109070136372186e–03h5n+1y(5)n
+ 4.16815422595252695753e–05h6n+1y(6)n ,
Y6 = yn + hn+1
(
1.17206146095353691550e+ 00F5 + 8.93402165131994792091e+ 01F4
− 6.73303075537657349514e+01 F3 + 2.92105449187895160890e+ 00F2
− 2.51854988811300088969e+ 01fn
)− 8.84778002682471509388e+ 00h2n+1y(2)n
− 1.44871447994344149102e+ 00h3n+1y(3)n − 1.42524673843210214486e–01 h4n+1y(4)n
− 8.76708731381791589454e–03 h5n+1y(5)n − 2.86977810200215836811e–04 h6n+1y(6)n ,
Y7 = yn + hn+1
(
4.97293053262471473897e–01 F6 − 4.35548908974068815780e+ 00 F5
− 4.28168114829876174099e+ 02 F4 + 3.23559162706049676217e+ 02 F3
− 1.03002947662004444851e+ 01 F2 + 1.19767442926505182754e+ 02 fn
)
+ 4.16152434779914202068e+ 01 h2n+1y(2)n + 6.77271367641668931014e+ 00 h3n+1y(3)n
+ 6.62316607303409576879e–01 h4n+1y(4)n + 4.04355381928556134596e–02h5n+1y(5)n
+ 1.30965647430256572695e–03 h6n+1y(6)n ,
yn+1 = yn + hn+1
(
2.27069949409676452579e–02F7 + 1.36916302200288969582e–01 F6
+ 2.29807097813499006111e–01 F5 − 8.21356252836957321142e–11 F4
+ 2.92696933844631024257e–01 F3 + 0.0e+ 00 F2 + 3.17872671282748986421e–01 fn
)
+ 4.63468601954858117065e–02h2n+1y(2)n + 3.99917752764567414198e–03 h3n+1y(3)n
+ 2.17466631940138192857e–04 h4n+1y(4)n + 7.14983719776007217185e–06 h5n+1y(5)n
+ 1.12714956538157843154e–07 h6n+1y(6)n .
y˜n+1 = yn + hn+1
(−2.29300505903395901441e–03 F7 + 1.65916302200290743940e–01 F6
+ 2.14807097813498160122e–01 F5 − 2.65725916533319050927e+ 01 F4
+ 1.79973897778453029161e+ 01 F3 + 0.0e+ 00 F2 + 9.19677148053184723153e+ 00 fn
)
+ 3.28855613708402527706e+ 00 h2n+1y(2)n + 5.65748528065993294689e–01 h3n+1y(3)n
+ 5.97972796903157716164e–02h4n+1y(4)n + 4.05310405262845376007e–03 h5n+1y(5)n
+ 1.50934120559351268170e–04 h6n+1y(6)n .
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Table 4
For 18 DETEST problems, time interval [0, tf ] and LT = log10(TOL), the table lists CPU time in seconds, number of steps (NS) andmaximum global error (GE)
in corresponding left and right columns for HBT(11)7 and T11, respectively.
HBT(11)7 and T11
Problem LT CPU time NS GE
A1 −04 1.58e−05 1.20e−05 7 6 1.92e−05 1.78e−05
tf = 20 −07 2.00e−05 1.50e−05 10 10 1.68e−08 2.27e−08
−10 2.90e−05 2.12e−05 18 17 2.15e−11 1.70e−11
A2 −04 1.80e−05 2.38e−05 6 8 5.79e−08 3.96e−05
tf = 20 −07 2.52e−05 3.22e−05 10 13 9.21e−11 4.19e−08
−10 3.30e−05 4.72e−05 16 22 1.77e−13 2.83e−11
A3 −04 6.30e−05 5.65e−05 25 23 1.07e−05 2.50e−05
tf = 20 −07 9.15e−05 8.90e−05 40 42 2.46e−08 5.28e−08
−10 1.86e−04 1.53e−04 87 76 1.32e−11 1.09e−09
A4 −04 1.83e−05 1.75e−05 6 5 1.82e−08 1.81e−05
tf = 20 −07 2.28e−05 2.40e−05 9 8 5.44e−11 6.01e−08
−10 3.59e−05 3.55e−05 18 15 3.27e−13 8.63e−11
A5 −04 2.10e−05 2.30e−05 6 7 3.02e−08 3.59e−04
tf = 20 −07 2.30e−05 3.00e−05 9 11 1.59e−10 4.45e−07
−10 3.40e−05 4.70e−05 16 20 6.21e−13 3.45e−10
B1 −04 9.00e−05 8.30e−05 41 42 1.69e−04 4.30e−03
tf = 20 −07 1.49e−04 1.43e−04 71 76 2.02e−07 1.71e−05
−10 2.71e−04 2.53e−04 134 140 8.18e−10 3.26e−08
B2 −04 4.48e−05 3.00e−05 14 13 1.10e−03 1.78e−05
tf = 20 −07 5.26e−05 3.80e−05 17 17 3.41e−06 5.11e−08
−10 6.62e−05 5.00e−05 23 24 6.94e−10 1.91e−11
B3 −04 3.15e−05 3.20e−05 8 9 1.97e−04 5.48e−05
tf = 20 −07 4.25e−05 4.43e−05 12 14 5.59e−07 1.04e−07
−10 6.55e−05 6.80e−05 21 24 3.68e−10 4.27e−11
B4 −04 1.03e−04 1.49e−04 21 20 1.08e−05 2.23e−04
tf = 20 −07 1.71e−04 2.62e−04 37 37 1.92e−08 4.56e−07
−10 3.08e−04 4.62e−04 69 67 1.39e−11 7.90e−10
B5 −04 1.51e−04 2.10e−04 49 62 3.52e−05 2.89e−03
tf ≈ 52 −07 2.69e−04 3.72e−04 90 113 3.84e−08 3.82e−06
−10 4.87e−04 6.74e−04 168 209 7.73e−12 3.54e−09
D1 −04 4.66e−04 2.51e−04 37 49 2.63e−03 1.09e−02
tf = 16pi −07 3.84e−04 4.45e−04 67 90 4.33e−06 1.32e−05
−10 7.08e−04 8.09e−04 126 167 3.33e−09 1.65e−08
D3 −04 3.90e−04 4.50e−04 69 92 4.70e−02 1.09e−02
tf = 16pi −07 7.20e−04 8.30e−04 128 171 5.04e−06 3.31e−05
−10 1.29e−03 1.52e−03 236 317 2.23e−09 4.61e−08
D5 −04 6.90e−04 8.50e−04 125 176 4.08e+ 00 3.85e+
00
tf = 16pi −07 1.31e−03 1.60e−03 240 334 7.42e−04 1.03e−02
−10 2.44e−03 2.96e−03 448 621 2.77e−07 1.17e−05
Appendix C. Recurrent computation of high-order derivatives
To advance integration from tn to tn+1, once yn+1 is obtained by formula (3), the function g , with input (tn+1, yn+1)
[fn+1, y(2)n+1, . . . , y(6)n+1] = g(tn+1, yn+1),
outputs fn+1 and y(2)n+1 to y
(6)
n+1 by means of the recurrent power series method. In adding, multiplying or taking powers of
input power series, this method computes, in a recurrent way, the kth term of the output power series as a combination of
the preceding terms of the input series.
For precision and efficiency, Horner’s scheme is used to evaluate the second summations in (2) and (3) as nested
polynomials in hn+1.
Appendix D. Comparing NS and GE for HBT(11)7 and T11
Tables 4 and 5 in Appendix D compare the step controls of HBT(11)7 and T11 on 18 DETEST problems [19] of class A, B, D
an E on time interval [0, tf ] and tolerance (TOL) 10−04, 10−07 and 10−10. The comparison is for CPU time in seconds, number
of steps (NS) and maximum global error (GE).
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Table 5
Continuation of Table 4.
HBT(11)7 and T11
Problem LT CPU time NS GE
E1 −04 5.07e−05 6.80e−05 10 11 1.03e−05 3.28e−05
tf = 20 −07 7.77e−05 1.12e−04 18 20 1.37e−08 5.44e−08
−10 1.32e−04 1.88e−04 34 36 1.59e−11 8.75e−11
E2 −04 1.26e−04 1.32e−04 55 53 3.53e−06 2.39e−04
tf = 20 −07 1.97e−04 2.26e−04 90 95 2.64e−09 4.33e−07
−10 3.83e−04 4.05e−04 180 175 3.16e−12 4.60e−10
E3 −04 1.24e−04 1.41e−04 36 35 2.38e−07 1.37e−03
tf = 20 −07 1.98e−04 2.45e−04 60 63 6.75e−09 3.75e−06
−10 3.52e−04 4.40e−04 110 116 1.34e−12 7.70e−09
E4 −04 1.48e−05 1.50e−05 3 3 1.00e−06 6.01e−05
tf = 20 −07 2.02e−05 2.10e−05 5 5 3.10e−09 2.80e−08
−10 2.78e−05 2.90e−05 9 9 2.10e−11 2.94e−11
E5 −04 1.96e−05 2.70e−05 3 4 2.35e−05 5.00e−04
tf = 20 −07 2.44e−05 3.66e−05 5 7 2.06e−09 9.35e−07
−10 3.50e−05 5.76e−05 9 13 2.62e−12 1.45e−09
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