Abstract. We study the maximum number of limit cycles that bifurcate from the periodic solutions of the family of isochronous cubic polynomial centerṡ
Introduction and Statement of the Main Results
One of the main open problems in the qualitative theory of real planar differential systems is the determination of their limit cycles. A classical way to produce limit cycles is perturbing a system which has a center. Thus the limit cycles bifurcate in the perturbed system from some of the periodic orbits of the period annulus of the center of the unperturbed system, see for instance Pontrjagin [22] , the second part of the book [8] and the hundreds of references quoted there. In this paper we shall perturb isochronous centers. The perturbation of some of these centers have already been studied see for instance [7, 14] . For a survey on isochronous centers see [6] .
In [5] the authors studied some classes of isochronous cubic polynomial differential systems. In particular they obtained the family (1)ẋ = y(−1 + 2αx + 2βx 2 ) = P (x, y), y = x + α(y 2 − x 2 ) + 2βxy 2 = Q(x, y), where α ∈ R and β < 0. This family has a rational first integral of degree 2, see system (iv) of Theorem 7 in [5] , see also [16, 17] . An open question is: What happens with the periodic orbits of the unperturb system (1) when it is perturbed inside the class of all cubic continuous and discontinuous polynomial differential systems? More precisely consider the following systems (2)ẋ = y(−1 + 2αx + 2βx 2 ) + εp 1 (x, y), y = x + α(y 2 − x 2 ) + 2βxy 2 + εq 1 (x, y), and the discontinuous system In this paper we study the maximum number of limit cycles of systems (2) and (3) which can be obtained using the averaging theory of first order.
Essentially there are four methods for determining the number of limit cycles which bifurcate from the periodic orbits of a period annulus of a center. The first method is based in the Poincaré return map, see for instance [2, 7] . The second method uses the Poincaré-Pontrjagin-Melnikov integrals or the Abelian integrals. These two methods are equivalent in the plane, see section 6 of Chapter 4 of [12] and section 5 of Chapter 6 of [1] . The third method is based on the inverse integrating factor, see section 6 of [9] or [10, 11, 25] . The last method is based on the averaging theory, see for example [3, 23, 24] . From [3] it is easy to check that in the plane the averaging method of first order is equivalent to the method of the Abelian integrals. Moreover the first two methods only give information on the number of periodic orbits of the unperturbed system that become limit cycles after the perturbation. The last two methods also can give the shape of the bifurcated limit cycle up to the order of the perturbation parameter, see [10, 11, 15] .
In what follows we state our main results.
Theorem 1.
For |ε| ̸ = 0 sufficiently small the maximum number of limit cycles of system (2), bifurcating from the periodic solutions of isochronous center (1) , is at most 3 using the averaging theory of first order, and this number is reached.
Theorem 1 is proved in Section 3.
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Theorem 2. For |ε| ̸ = 0 sufficiently small the maximum number of limit cycles of system (3), bifurcating from the periodic solutions of isochronous center (1) , is at least 12 using the averaging theory of first order.
Theorem 2 is proved in Section 4. In Section 2 we present the basic results that we need for proving Theorems 1 and 2.
Preliminaries
In this section we give some known results that we shall need for proving our results. The following theorem provides periodic solutions of a periodic continous differential system. See [24] for a proof.
Consider the differential equation
with x ∈ D, where D is an open subset of R n , and t ≥ 0. Moreover we assume that F (t, x) is T -periodic in t. Separately, we consider in D the averaged differential equation
where (4) such that x(0, ε) → p as ε → 0. (c) The stability or instability of the periodic solution x(t, ε) is given by the stability or instability of the equilibrium point p of the averaged system (5). In fact the equilibrium point p has the stability behavior of the Poincaré map associated to the periodic solution x(t, ε).
The following theorem is a discontinuous version of previous theorem which provides periodic solutions of a periodic discontinuous differential system. See [18] for a proof.
Theorem 4. Consider the following discontinuous differential system
where 
Define the averaged function f : D → R n as
Assume the following three conditions.
and h are locally L−Lipschitz with respect to x.
(ii) For a ∈ Σ 0 with f (a) = 0 there exist a neighborhood V of a such that
If the function f of Theorem 4 is of class C 1 , then it is sufficient to see that the Jacobian of the function f evaluated at a is non-zero for showing that d B (f, V, a) ̸ = 0. For more details see Theorem 1.1.2 of [21] .
Consider a planar system
where P, Q : R 2 → R are continuous functions. Suppose that system (7) has a continuous family of ovals
where H is a first integral of (7). Consider the following perturbations of system (7)
where p, q : R 2 → R are continuous functions. The next theorem (see Theorem 5.2 of [3] for a proof) provides a tool for transforming the perturbed system (8) in the standard form of the averaging theory given in Theorem 3.
Theorem 5. Consider system (7) and its first integral H. Assume that xQ(x, y) − yP (x, y) ̸ = 0 for all (x, y) in the period annulus formed by the ovals
and all φ ∈ [0, 2π). Then the differential equation which describes the dependence between the square root of the energy R = √ h and the angle φ for system (8) is
where µ = µ(x, y) is the integrating factor of system (7) corresponding to the first integral H, x = ρ(R, φ) cos φ and y = ρ(R, φ) sin φ.
We recall that µ is the integrating factor corresponding to the first integral H of system (7) if µP = − ∂H ∂y and µQ = ∂H ∂x .
Let I be a real interval and let f 0 , ..., f n : I → R be functions. We say that f 0 , ..., f n are linearly independent functions if and only if
The next result well-known can be found in Proposition 1 of [19] . Proposition 6. If f 0 , ..., f n are linearly independent then there exist s 1 , s 2 , ..., s n ∈ I and λ 0 , .., λ n ∈ R such that for every j ∈ {1, ..., n} we have
The functions (f 0 , f 1 , ..., f n ) defined on I form an Extended Chebyshev system or ET-system on I, if and only if any nontrivial linear combination of these functions has at most n zeros counting their multiplicities and this number is reached. We say that F is an Extended Complete Chebyshev system or an ECT-system on I if and only if for any k ∈ {0, 1, ..., n}, (f 0 , f 1 , ..., f k ) form an ET-system. For proving that (f 0 , f 1 , ..., f k ) is an ECT-system on I is sufficient and necessary to prove that W (f 0 , ..., f k )(s) ̸ = 0 on I for k ∈ {0, 1, ..., n}. We denote by W (f 0 , ..., f k )(s) the Wronskian of the functions (f 0 , ..., f k ) with respect to s. We remember that the definition of the Wronskian is
.
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For more details on ECT-system see [13] .
Proof of Theorem 1
We note that the integrating factor µ(x, y) = − 2 (−1 + 2αx + 2βx 2 ) 2 and the first integral
of system (1) satisfy µP = −H y and µQ = H x . So µ is the integrate factor corresponding to the first integral H. The function ρ : (0,
satisfies hypothesis (9) of Theorem 5. We shall see later on that xQ(x, y) − yP (x, y) ̸ = 0 in the period annulus. Thus system (10) of Theorem 5 for our system (2) becomes
where a = (a 1 , ..., a 9 ), b = (b 1 , ..., b 9 ) and 
) .
For proving that B is non-zero we have to show that equations
do not have solutions in the interval (0, √ −1/(2β)). In fact we take the square in both sides of the two previous equations and we obtain respectively ( 2βR 2 cos 2 φ + 1
Since R ∈ (0, √ −1/(2β)) the previous two equations do not have solutions. So xQ(x, y) − yP (x, y) ̸ = 0 in the period annulus of the unperturbed center (1). Now we compute the averaged function f : (0,
By computing the previous integral, we obtain that f (R) = N (R)/D(R), where
The previous computations were verified using the software Mathematica. The zeros of the function f correspond to zeros of the function N . In order to find the maximum number of zeros of f , we have to prove that (g 0 , g 1 , g 2 , g 3 ) is an ECT-system, and this is the case if W (g 0 , ..., g k )(R) ̸ = 0, for 0 ≤ k ≤ 3, where W (g 0 , ..., g k )(R) denotes the Wronskians of the functions (g 0 , ..., g k ).
More precisely we have
Since β < 0 and R ∈ (0, √ −1/(2β)), the first three Wronskians are nonzero. Now, to get the zeros of W (g 0 , ...g 3 )(R) is equivalent to solve the following equation
We take the square in both sides of the previous equation and after some simplifications we get
which is it impossible because R ∈ (0, √ −1/(2β). Thus, the Wronskian
is an ECT-system f has at most 3 zeros and they are reached.
System (11) is analytic and satisfies the assumptions of Theorem 3. Therefore the zeros of f correspond to periodic orbits of perturbed system (2) and Theorem 1 follows.
Proof of Theorem 2
The functions H, µ and ρ are the same than the ones given in the proof of Theorem 1. Denote a = (a 1 , ..., a 9 ), b = (b 1 , ..., b 9 ), c = (c 1 , ..., c 9 ), d = (d 1 , ..., d 9 ), j 1 = (a, b, α, β) and j 2 = (c, d, α, β). We transform system (3) into the system
As in the proof of Theorem 1, we have R(Qx − P y) ̸ = 0. We must study the zeros of the averaged function f : (0, √ −1/(2β)) → R given by
Computing these integrals we get
, for i = 9,
, for i = 10, ..., 13,
, for i = 16,
, for i = 17, ..., 21
and Now we check the assumptions of Theorem 4. Note that h(x, y) = y, M = {(x, y) ∈ R 2 : y = 0}, and system (12) can be written in the following way dR dφ = Z(φ, R) = εF (φ, R) + O(ε 2 ), where F (φ, R) = F 1 (φ, R) + sign(h(φ, R))F 2 (φ, R), F 1 (φ, R) = µ(x 2 + y 2 )((Qp 1 − P q 1 ) + (Qp 2 − P q 2 )) 4R(Qx − P y) , F 2 (φ, R) = µ(x 2 + y 2 )((Qp 1 − P q 1 ) − (Qp 2 − P q 2 )) 4R(Qx − P y) , with x = ρ(φ, R) cos φ and y = ρ(φ, R) sin φ. The assumptions (i), (ii) and (iii) of Theorem 4 are satisfied. In fact the assumption (i) is satisfied because f is analytic in R ∈ (0, √ −1/(2β)).
We note that a simple zero of a function of one variable always has nonzero Brouwer degree, for more details see [20] . So by (ii) we only need to look for the simple zeros of the function f given in (13) .
The function h(φ, R) = ρ(φ, R) sin φ is equal to zero if and only if φ = 0 or φ = π. Moreover we can check that (dh/dφ)(0, R) = 0 if and only if ( 2βR 2 + 1 ) ( a 2 R 2 + 2bR 2 + 1 ) √ R 2 (α 2 + 2β) + 1 + αR ( −2βR 2 − 1 ) = 0.
Again, we take the square in both sides of the equation obtained passing the second member to the right hand side of the previous equality and we obtain after some simplifications (2βR 2 + 1) 3 = 0, and as before it is not possible. In a similar way it can be proved that (dh/dφ)(π, R) ̸ = 0. Thus the assumption (iii) is satisfied. Since the assumptions of Theorem 4 are satisfied the simple zeros of the function (13) provide 2π-periodic solutions of system (12) . Finally, by Proposition 6 it follows that the function f given by (13) can be have at least 12 simple zeros. So Theorem 2 is proved.
