Abstract. The concept of λ-differential operators is a natural generalization of differential operators and difference operators. In this paper, we determine the λ-differential Lie algebraic structure on the Witt algebra and the Virasoro algebra for invertible λ. Then we consider several families of modules over the Virasoro algebra with explicit module actions and determine the λ-differential module structures on them.
Introduction
The Virasoro algebra Vir is an infinite dimensional Lie algebra over the complex numbers C, with basis {L n , C | n ∈ Z} and defining relations [C, L m ] = 0, m ∈ Z. The quotient algebra of Vir modulo the center CC is just the (rank-1) Witt algebra. The algebra Vir is one of the most important Lie algebras both in mathematics and in mathematical physics. See for example [IK, KR] and references therein. In particular, it has been widely used in quantum physics [GO] , conformal field theory [DMS] , Kac-Moody algebras [K, MoP] and vertex operator algebras [DMZ, FZ] .
The representation theory of the Virasoro algebra has attracted a lot of attention from mathematicians and physicists. There are many classical results on the theory of HarishChandra modules (weight modules with finite dimensional weight spaces, including highest weight modules and modules of intermediate series), see [KR, IK, FF, M] . Recently non-Harish-Chandra modules are investigated extensively. For example, weight modules with infinite dimensional weight spaces were studied in [CGZ, CM, LLZ] and several new families of non-weight modules (including Whittaker modules and their generalizations) were constructed and studied in [CG, GLZ, GWL, LGZ, LZ, MW, MZ, OW, TZ1, TZ2] .
The study of differential associative algebras began with the algebraic approach of Ritt [Ri] to differential equations. Through the work of Kolchin and many other mathematicians, it has expanded into a vast area of research, including differential Galois theory and differential algebraic geometry, with broad applications in mathematics and physics [Kol, Sv] . The algebraic abstraction of difference equations led to the concept of a difference algebra which has developed largely in parallel to the differential algebra [Co, Le] . As a natural generalization of both the differential operator and the difference operator, the concept of an λ-differential operator, for any scalar λ, was introduced in [GK] .
Differential graded Lie algebras (dg-Lie algebras) have been studied for some time in connection with simplicial Lie algebras and L ∞ -algebras [Qu,KM] . Differential structures on Lie algebras have also been extensively studied in the contexts of ring of differential operators, D-modules, especially Weyl algebras [Bj,Bo] . These provides strong motivation for a systematic study of differential Lie algebras. In a recent paper [Po] , a Poincaré-Birkhoff-Witt theorem for differential Lie algebras was established.
In order to study differential Lie algebra and difference Lie algebra at the same time, in the present paper, we define the λ-differential operator for Lie algebras, obtaining λ-differential Lie algebras. For their representations, we also introduce λ-differential modules for the Lie algebra carrying a λ-differential operator. Before a general study of these concepts, we focus on the concrete yet important examples of the Virasoro algebra and its modules. More precisely, we study λ-differential operators on the Virasoro algebra (and on the Witt algebra). Then we study the corresponding representations by determining λ-differential modules on these λ-differential algebras. In Section 2, we determine the λ-differential Lie algebraic structures on the Witt algebra and the Virasoro algebra. In Section 3, we determine the λ-differential module structures for several classes of Virasoro modules with explicit module structures, including Verma modules, modules of intermediate series and several non-weight modules with explicit module structures.
Throughout this paper, we denote by Z, Z + , N and C the sets of all integers, nonnegative integers, positive integers and complex numbers, respectively. All spaces and algebras are over C and all linear maps are C-linear.
λ-differential operators on the Virasoro algebra
Definition 2.1. Let L be a Lie algebra and λ ∈ C.
Note that a 0-differential operator is nothing but a derivation on L. The λ-differential operator on an associative algebra [GK] is modeled on the operator D λ defined by D λ (f )(x) = (f (x + λ) − f (x))/λ in the definition of the derivative. Thus the usual derivation is the limit of the λ-differential operator when λ approaches zero.
For any λ ∈ C * = C\{0}, d is a λ-differential operator if and only if λd is a 1-differential operator. Therefore, to determine all λ-differential operators with λ = 0, we need only to determine all 1-differential operators. We next relate 1-differential operator to a better known operator.
Lemma 2.2. Let L be a Lie algebra. A linear map d : L → L is a 1-differential operator if and only if d + id L is a Lie algebra homomorphism.
Proof. When λ = 1, Eq. (2.1) is equivalent to
The lemma follows.
An associative algebra equipped with an injective multiplicative linear operator is called a difference algebra [Co,Le] . In this context, the current paper can be regarded as a study of difference Lie algebras and their representations.
Let C[t ±1 ] be the associative algebra of Laurent polynomials in t. The Witt algebra W is the derivation Lie algebra of C[t ±1 ], i.e.,
and the Virasoro algebra Vir is just the universal central extension of W . More precisely, the Lie bracket of the Witt algebra can be written as
We have the following natural epimorphism of Lie algebras φ : Vir → W given by where W n = CL n and Vir n = CL n ⊕ δ n,0 CC for any n ∈ Z. These Z-gradations are obviously inherited from the usual Z-gradation of the Laurent polynomial algebra C[t ±1 ] defined by deg(t) = 1, and the homomorphism φ in the last paragraph respects the grada-
For any n ∈ Z * and a ∈ C * , we can define the homomorphism ϕ n and τ a as follows:
It is clear that τ a and ϕ ±1 are automorphisms on Vir. Furthermore, ϕ m ϕ n = ϕ mn , τ a τ b = τ ab and τ a ϕ n = ϕ n τ a n . It was shown in [Z] that any nonzero homomorphism on the Virasoro algebra Vir is of the form ϕ n τ a for some n ∈ Z * and a ∈ C * . Thus by Lemma 2.2, we see that
exhaust all 1-differential operator, corresponding to the zero and nonzero homomorphisms on Vir respectively. Thus we have proved Theorem 2.3. Any 1-differential operator on Virasoro algebra Vir is of the form d 0,0 or d n,a for some n ∈ Z * and a ∈ C * . For λ ∈ C * , any λ-differential operator on Virasoro algebra Vir is one of λ −1 d 0,0 or λ −1 d n,a for some n ∈ Z * and a ∈ C * .
λ-Differential modules on the Virasoro algebra
The representation theory of the Virasoro algebra has many applications in mathematical physics. In particular, the Harish-Chandra module theory has been studied extensively and intensively. Recently, many non-Harish-Chandra modules (including non-weight modules and weight modules with infinite dimensional weight spaces) have been constructed and studied by several authors, applying various methods and techniques; see, for example, [CGZ, CM, LLZ, CG, LGZ, LZ, MW, MZ, OW] . In this section, we will determine the λ-differential module structures for most of these modules. This will provide several families of λ-differential modules over the Virasoro algebra, which may help us understand the concepts of λ-differential Lie algebras and λ-differential modules.
Based on Theorem 2.3, we only need to consider differential modules over (Vir, d 0,0 ) and over (Vir, d n,a ) where n ∈ Z * and a ∈ C * . The first case is easy to study and will be carried out in Section 3.1 together with some general setup. The second case is considered in Section 3.2 which is further divided into several types of modules.
3.1. General setup and the case of (Vir, d 0,0 ). Let us first recall the definition of a λ-differential module.
We denote this module by (V, δ).
When λ = 0, such a δ is also called a connection in differential geometry. 
Proof. When λ = 1, Eq. (3.1) is equivalent to
Note that in all cases, δ = −id V always define a 1-differential module structure on an L-module V . We call this a trivial 1-differential module structure.
As in the case of λ-differential operators, we have the following simple relation between λ-differential modules and 1-differential modules.
and only if the following equation holds:
where
Now we are ready to determine the 1-differential module structures for the Virasoro modules. According to Theorem 2.3, we only need to consider this question for the 1-differential algebra (Vir, d 0,0 ) or (Vir, d n,a ) for some n ∈ Z * = Z \ 0 and a ∈ C * . We first dispose the easy case of (Vir, d 0,0 ) and defer the other case to Section 3.2. For any Vir-module V , denote by Vir(V ) the space spanned by all elements of the form xv, x ∈ Vir, v ∈ V . Take a subspace
Moreover, any 1-differential (Vir, d 0,0 )-module can be obtained in this way. Indeed, let (V, δ) be a 1-differential (Vir, d 0,0 )-module. Noticing d 0,0 = −id Vir , we see that Eq. (3.2) is equivalent to
which has nothing to do with the values of δ on a complementary space V ′ of Vir(V ) in V . That is, d 0,0 is defined as in the previous paragraph.
In summary, we have the description of 1-differential (Vir, d 0,0 )-modules:
Theorem 3.4. All 1-differential (Vir, d 0,0 )-modules are precisely the pairs (V, δ) where V is a Vir-module and δ : V → V is a linear map such that δ(xv) = −xv for x ∈ Vir, v ∈ V .
3.2. Differential modules over (Vir, d n,a ). We next consider the case of differential modules over (Vir, d n,a ) for fixed n ∈ Z * = Z \ 0 and a ∈ C * . For notational simplicity, we denote d := d n,a and D := d + id Vir . We will consider differential structures for several types of modules over Vir, including the classic Verma modules and modules of intermediate series, and some recently introduced non-Harish-Chandra modules.
3.2.1. Differential structures on the Verma modules. We first consider the Verma modules. For any Lie algebra L, denote its universal enveloping algebra by U(L). Let Vir ± be the subalgebras of Vir spanned by L ±i , i ∈ N, respectively. For any h, c ∈ C, define a 1-dimensional module Cv 0 over the subalgebra Vir
called the Verma module of highest weight (h, c). Denote M = M(h, c) for short. By the Poincaré-Birkhoff-Witt Theorem, we see that
Moreover, M has a weight decomposition
Now we can determine the 1-differential module structure for the Verma module M(h, c).
Proof. As in Lemma 3.2, we set ∆ = δ + id V and D = d n,a + id Vir for some n ∈ Z * and a ∈ C * . We note that
Without loss of generality, we may assume that ∆ = 0. Then we have ∆(
for any v ∈ M and i ∈ Z, or, more explicitly,
By Eq. (3.4), we see (n − 1)c = 0 and Eq. (3.5) is always equivalent to
It is easy to see that ∆(v 0 ) = 0 implies that ∆(M) = 0. Hence ∆(v 0 ) = 0. Taking i = 0 and v = v 0 in Eq. (3.6), we have L 0 ∆(v 0 ) = nh∆(v 0 ), i.e., ∆(v 0 ) ∈ M (n−1)h , which is nonzero. Hence −(n − 1)h ∈ Z + . Suppose that ∆(v 0 ) = u ∈ M (n−1)h \ {0}, then by Eq. (3.6), we can obtain
In particular,
On the other hand, since M is a highest weight module, we have L j u = 0 for j > (1 −n)h. If n < 0, then the subalgebra of Vir generated by L ni , L j , i ∈ N, j > (1 −n)h is the whole Vir. That is, Cu is a trivial Vir-module. By the representation theory of the Virasoro algebra (c.f. [IK, KR] ), we obtain h = c = 0 in this case. In particular, u is a nonzero multiple of v 0 and Cv 0 is a trivial submodule of M, a contradiction. So we must have n > 0. Now we can easily check that Eq. (3.7) indeed defines a linear map ∆ on V and (V, δ) with δ = ∆ − id V is a 1-differential (L, d n,a )-module, provided the assumptions in the theorem are satisfied. Finally, noticing that, when n = 1, u ∈ M 0 = Cv 0 and hence u = ξv 0 for some nonzero ξ ∈ C. It follows that ∆(v) = a −i ξv for all v ∈ M −i , i ∈ Z + , as desired.
Differential structures on modules of intermediate series.
We next consider another class of weight Virasoro modules, or weight Vir-modules in short, the modules of intermediate series. For any α, β ∈ C, the module V (α, β) of intermediate series has a basis {v i | i ∈ Z} subject to the following Vir-module action
We can determine the differential module structures on V (α, β) explicitly.
Theorem 3.6. Let δ : V (α, β) → V (α, β) be a linear map. Then (V (α, β), δ) is a 1-differential module over (Vir, d n,a ) if and only if (n − 1)α ∈ Z and δ is defined by δ(v i ) = ξa i v (n−1)α+ni − v i for some ξ ∈ C.
Proof. As before we set ∆ = δ + id
We observe that ∆(v j ) = 0 implies that ∆(v j ) is a weight vector of weight n(α + j), forcing n(α + j) ∈ α + Z, or equivalently, (n − 1)α ∈ Z.
Since ∆ = 0, we have ∆(v k ) = 0 for some k ∈ Z. Then we have (n − 1)α ∈ Z and set ∆(v k ) = ξa k v (n−1)α+nk for some nonzero ξ ∈ C. Taking j = k and replacing i with i − k in Eq. (3.8), we can easily deduce ∆(v i ) = ξa i v (n−1)α+ni provided α + k + (i − k)β = 0. If β = 0 and β = 1, there is at most one i ∈ Z such that α + k + (i − k)β = 0 and we see ∆(v i ) = ξa i v (n−1)α+ni for all but at most one i ∈ Z. If there is indeed some i 0 with α + k + (i 0 − k)β = 0, replacing k by some k ′ with k ′ = i 0 and α + k ′ + (i 0 − k ′ )β = 0 in the above argument, we deduce ∆(v i 0 ) = ξa i 0 v (n−1)α+ni 0 . Now suppose β = 0 or β = 1. Replacing i with k − i and j with i in Eq. (3.8), we deduce
Noticing that α + i + (k − i)β = 0 implies ∆(v i ) = 0 and, as we have remarked in the first paragraph, ∆(v i ) must be a nonzero multiple of v (n−1)α+ni . Comparing the coefficients in the above equation, we see ∆(v i ) = ξa i v (n−1)α+ni . We obtain ∆(v i ) = ξa i v (n−1)α+ni for all i ∈ Z with α + k + (i − k)β = 0 or α + i + (k − i)β = 0. Since β = 0 or 1, we obtain ∆(v i ) = ξa i v (n−1)α+ni for all i ∈ Z in this case. Finally, it is direct to check that δ = ∆ − id V (α,β) , with ∆ defined as above, indeed defines a 1-differential module structure on V (α, β).
3.2.3.
Differential structures on non-weight modules I. Next we consider the differential module structure for some non-weight modules with explicit module structures, including fraction modules and highest-weight-like modules and some modules coming from irreducible Weyl algebra modules, which are introduced and studied in [GLZ, LGZ, LZ, TZ2] . Let C[t] be the vector space of all polynomials in t and µ ∈ C. We define a module structure on C[t] by
We denote this module by Ω(µ, b).
Theorem 3.7. Let δ : Ω(µ, b) → Ω(µ, b) be a linear map. Then (Ω(µ, b), δ) is a 1-differential module over (Vir, d n,a ) if and only if aµ n−1 = 1 and δ is defined by δ(t j ) = ξ t n j − t j for some ξ ∈ C.
Proof. As before, we set ∆ = δ + id Ω(µ,b) and D = d n,a + id Vir . Without loss of generality, we assume that ∆ = 0. By Lemma 3.2, we get
. By an induction on j, we obtain ∆(t j ) = (
So we have
which implies that aµ n−1 = 1 and h = ξ ∈ C. This completes the proof.
Differential structures on non-weight modules II. Let C(t) be the fraction field of C[t] and C(t)[s] be the skew polynomial ring with
, s] is a subalgebra of C(t) [s] . For any α ∈ C(t), we see that s − α is an irreducible polynomial in C(t)[s] and hence
is an irreducible K-module. For any β ∈ C, we can define a Vir-module structure on A by (3.10)
and we still use f (t) to denote its image in A. We denote this Vir-module by A α,β .
Note that when α ∈ C, the modules A α,β are just those modules considered in Theorem 3.6. So we always assume that α ∈ C(t) \ C in the following.
Suppose α = α 1 (t)/α 2 (t) such that α 1 , α 2 ∈ C[t] are coprime and α 2 (t) = (t − a 1 ) l 1 · · · (t − a r ) lr for some distinct a 1 , · · · , a r ∈ C * and l 1 , · · · , l r ∈ N. Then as a vector space, A α,β may be regarded as the associative subalgebra of C(t) generated by t and (t − a i ) −1 , i = 0, 1, · · · , r, where we have taken a 0 = 0. In what follows, we will fix these notations and make the identification
It is clear that A α,β has a basis consisting of the following elements:
To describe the differential module structure on A α,β , we need the following preliminary lemmas:
for some c ∈ C and m i ∈ Z, i = 0, 1, · · · , r.
Proof. Assume that f (t) =
and g(t) =
Regarding elements in C(t) as C-valued functions, we can deduce
To ensure that f 1 (t), g 1 (t), α 2 (t) ∈ C[t ±1 ], we must have that
is a linear combination of (t − a i ) −1 , i = 0, 1, · · · , r and hence f 1 (t) = c r i=0 (t − a i ) m i for some c ∈ C and m i ∈ Z + . The lemma follows.
Lemma 3.9. Let ω be a primitive root of unity of degree d and
Let A ω be the subspace of A consisting of all elements f (t) ∈ A satisfying the condition f (ωt) − f (t) = 0. Then we have
Proof. It is straightforward to check that any polynomial f ∈ A ω does satisfy the equation f (ωt) − f (t) = 0. On the other hand, take any element f ∈ A α,β such that f (ωt) − f (t) = 0. Writing f as the linear combination of the basis elements 1,
; k ∈ N, we can check directly that f is a linear combination of elements in C[t ±d ] and f i,k , where i = 1, · · · , s and k ∈ N.
Lemma 3.10. Let ω ∈ C * and g ∈ C(t) \ {0}. If g(ωt −1 ) + g(t) = 0, then g(t) must be a polynomial of the following form:
, where λ i , µ i ∈ C * (possibly not distinct) and m = l + k + 1.
Proof. Suppose g(t) = g 1 (t)/g 2 (t) for some nonzero polynomials g 1 (t), g 2 (t) ∈ C[t] which do not have common divisors other than t and t ± √ ω, where √ ω is a fixed square root of ω. Then we have (3.12)
For any λ ∈ C * with λ = ± √ ω, we see that g 1 (λ) = 0 if and only if g 1 (ωλ −1 ) = 0, that is, t − λ divides g 1 (t) if and only if t − ωλ −1 divides g 1 (t). Similarly, t − λ divides g 2 (t) if and only if t − ωλ −1 divides g 2 (t). Then, without loss of generality, we may suppose
where r i , s i ∈ Z + , i = 0, 1, 2 and all λ i , ωλ
It is easy to check that
which, by Eq. (3.12), implies that (3.13) 1 + (−1)
This is equivalent to the following conditions:
The statement of this lemma follows easily.
We next prove another preliminary result.
Lemma 3.11. Let (A α,β , δ) be a 1-differential module over (Vir, d n,a ). Suppose ∆ := δ + id A α,β is nonzero. Then ∆(t i f ) − a i t ni ∆(f ) = 0 for all i ∈ Z and f ∈ A α,β .
Proof. By the assumptions, we have ∆(
Substituting it back into Eq. (3.14), we obtain
Simplifying it we get
For any f ∈ A α,β and any i, j ∈ Z, by Lemma 3.8, we see that
Then Eq. (3.15) implies . Denote g(t) = t l 0 r s=1 (t−a s ) ls , which is determined by α. We see
Similarly, we get
for some c ′ ∈ C. Combining Eqs. (3.16) and (3.17), we deduce
If β = 0, −1, we find c j = 0 by taking i sufficiently large and hence the claim follows from Eq. (3.16). If β = 0, taking j = i, we see c i = 0 and the claim also holds. Finally, if β = −1, taking i = 0, we obtain c ′ = 0 and Eq. (3.17) also proves the lemma.
We can now give the classification of 1-differential structures on A α,β .
Theorem 3.12. Let a, n, α, β and A α,β be as above. Let δ : A α,β → A α,β be a linear map. Then (A α,β , δ) is a 1-differential (Vir, d n,a )-module if and only if one of the following conditions holds (1). n = 1, a is a primitive root of unity of degree d, and
for some a i such that all a i a j are distinct, and α(t) is a sum of
where m ij ∈ Z with d−1 j=0 m ij = 0 for all i = 1, · · · , s, and is an element in A ω as defined in Lemma 3.9 (taking A = A α,β and ω = a). In this case, we have
for some a i such that all a i are distinct (maybe a i = a −1 j a), and α(t) is a sum of
where m i ∈ Z, and is an elements in A α,β of the form
where k ∈ Z, m, l ∈ N with m = l + k + 1, and λ i , µ i ∈ C * with each µ i = a j or µ i = a −1 j a for some 1 ≤ j ≤ s. In this case, we have
Proof. Let (A α,β , δ) be a 1-differential module over (Vir, d n,a ). Denote ∆ = δ + id A α,β and suppose ∆ = 0 as before. By Lemma 3.11, we have ∆(
Moreover, for g 1 (t), g 2 (t) ∈ C[t], f (t) ∈ A α,β with g 2 (t) = 0 and g 1 (t)f (t)/g 2 (t) ∈ A α,β , we have
That is, Eq. (3.18) also holds for g(t) ∈ C(t), f (t) ∈ A α,β provided gf ∈ A α,β . As a result, we obtain ∆(f ) = f (at n )∆(1) for all f ∈ A α,β . In particular, we have ∆(α) = α(at n )∆(1). For convenience, denote h(t) := ∆(1) ∈ A α,β . Note
for all f ∈ A α,β . Then Eq. (3.14) is equivalent to
In particular, ∆(1) = h(t) is invertible in A α,β . We will distinguish two cases.
], h(t) = ct j for some c ∈ C * and j ∈ Z and Eq. (3.14) is equivalent to
which can hold only when n = ±1 since α ∈ C[t ±1 ] \ C. If n = 1, we have that a is a primitive root of unity of degree d ∈ N and α(t) ∈ C[t ±d ]. Moreover, we have j = 0 and
Case 2. r ≥ 1.
which implies that the n 2k -th power roots of a i /a 1+n+···+n k−1 all lies in {a 1 , a 2 , · · · , a r }. This can occur only when n = ±1. Subcase 2.1. r ≥ 1 and n = 1.
We have (a k t − a i ) −1 ∈ A α,β for all k ∈ N, that is, all a i /a k lies in {a 1 , · · · , a r }. Then a k = 1 for some k ∈ N. Let d be the smallest such k. It is easy to see that r = sd for some s ∈ N and by reordering these a 1 , · · · , a r , we may assume {a 1 , a 2 , · · · , a r } = {a i a j | i = 1, · · · , s; j = 1, · · · , d}. then it is straightforward to check that α 0 (at) − α 0 (t) = ∂(h)/h. Hence (α − α 0 )(at) − (α − α 0 )(t) = 0, i.e., α − α 0 ∈ A ω as defined in Lemma 3.9 (taking A = A α,β and ω = a), and α is of the form as in Eq. (3.19). The result follows in this case.
Subcase 2.2. r ≥ 1 and n = −1.
If n = −1, then we have (at −1 − a i ) −1 = −t(a i t − a) −1 ∈ A α,β , forcing a −1 i a = a j for some 1 ≤ j ≤ r. Similarly, reordering these a 1 , · · · , a r , we may assume {a 1 , a 2 , · · · , a r } = {a i , a = t(ln(h(t))) ′ , where h ′ (t) and (ln(h(t))) ′ refer to the derivative of h(t) with respect to t. Replacing t by at −1 , we get −α(t) − α(at
This indicates that ln(h(t)) + ln(h(at −1 )) is a constant, or equivalently, h(t)h(at −1 ) is a nonzero constant. More precisely, we see that
