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Given two subgroups UV of a ﬁnite group which are subnormal sub-
groups of their join UV  and a formation , in general it is not true that
UV  = U V . A formation is said to have the Wielandt property if this
equality holds universally. A formation with the Wielandt property must be a
Fitting class. Wielandt proved that the most usual Fitting formations (e.g., nilpo-
tent groups and π-groups) have the Wielandt property. At present, neither a
general satisfactory result on the universal validity of the Wielandt property nor a
counterexample is known. In this paper a criterion for a Fitting formation to have
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the Wielandt property is given. As an application, it is proved that many of the
known Fitting formations have the Wielandt property.  2001 Academic Press
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1. INTRODUCTION
All groups considered in this paper are ﬁnite.
One of the signiﬁcant properties of subnormal subgroups is that the
nilpotent residual of the subgroup generated by two subnormal subgroups
of a group is the subgroup generated by the nilpotent residuals of the sub-
groups. This is a consequence of an elegant theory of operators created
by Wielandt for proving results on permutability of subnormal subgroups
(see [10, Chap. 10] or [9, Chap. 4]).
It seems natural to wonder whether the aforementioned result is not
accidental and can be obtained owing to a general completeness property
of all formations. A formation is said to have the Wielandt property for
residuals if the residual of a group generated by two subnormal subgroups
is generated by the residuals of the subgroups.
It is not difﬁcult to see that a formation with the Wielandt property for
residuals is a Fitting class. The validity of the converse is not known at
the time of this writing and seems to be very difﬁcult. The main objec-
tive of this paper is to prove that most of the known Fitting formations
have the Wielandt property. We do so as follows. First, we prove a reduc-
tion theorem for a minimal counterexample (Section 3). This allows us to
reduce the problem to considering a restricted class of groups in the bound-
ary (in the sense of Q-boundary, see [4, III, 2.1]) of the Fitting formations
(Theorem 1). As an application, we deduce that most known Fitting for-
mations have the Wielandt property for residuals (Section 4).
The main problem in giving the complete answer for the problem is
in understanding the restriction of an irreducible module to a subnormal
subgroup. Although a certain amount of information can be derived from
repeated application of the Clifford theorems, the closed relation between
the components of the restriction is lost. In particular, for a subnormal
subgroup, it is difﬁcult to ﬁnd the relationship between the kernels of the
action of the subnormal subgroup on each component of the restriction.
We refer to the reader to [4] for notation, terminology, and results on
formations and Fitting classes.
2. PRELIMINARY RESULTS
If  is a formation and G is a group, then G is the -residual of G, i.e.,
the smallest normal subgroup of G whose quotient group is in . If  is a
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Fitting class, then G denotes the -radical of G, i.e., the subgroup gener-
ated by all subnormal -subgroups of G.
Deﬁnition. We say that a formation  satisﬁes the Wielandt prop-
erty for residuals in a universe  of ﬁnite groups (in short,  satisﬁes the
Wielandt property in ) if, whenever U and V are subnormal subgroups of
UV  in a group of G ∈ , then
UV  = U V 
We assume that the universe  is the class of all ﬁnite groups if it is not
explicitly mentioned.
Next, we describe two ways to obtain new formations with the Wielandt
property from some old ones.
Proposition 1. If 12, and i i ∈ I, are formations satisfying the
Wielandt property in , then
(i) the formation 12 = G  G2 ∈ 1 satisﬁes the Wielandt prop-
erty in , and
(ii) the formation
⋂
i∈I i satisﬁes the Wielandt property in .
Proof. (i) It is clear that X12 = X12 for any group X. Consider
a group G and U and V subgroups of G such that U and V are sub-
normal subgroups of H = UV . Then UV 12 = U1 V 12 =
U12 V 12 = U12 V 12.
(ii) We have that X
⋂
i i = ∏i Xi for any group X, where in the product
only a ﬁnite set of residuals appears since X is ﬁnite. Consider again a
group G and U and V subgroups of G such that U and V are subnormal
subgroups ofH = UV . Then UV ⋂i i = ∏iUV i =
∏
iUi  V i =
Ui  V i  i ∈ I = ∏i Ui 
∏
i V
i = U⋂i i  V ⋂i i.
Notice that a necessary condition for a formation to satisfy the Wielandt
property is that the formation be a Fitting class.
Proposition 2. Let  be a formation. If  satisﬁes the Wielandt property,
then  is a Fitting class.
Proof. Suppose that G ∈  and that N is a normal subgroup of G. Then
1 = G = GN = GN = N
and then N ∈ . Hence  is subnormal subgroup-closed.
Suppose now that G = NM , where N and M are normal subgroups of G
and NM ∈ . Then
1 = NM = NM = G
and then G ∈ . Hence  is closed under taking normal products. There-
fore,  is a Fitting class.
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The converse, if true, seems to be hard to prove. However, many Fitting
formations do really enjoy the Wielandt property. Next, we prove some
partial results.
Proposition 3. Let  be a Fitting formation. Whenever U and V are
subnormal subgroups of UV , then U V  ≤ UV .
Proof. IfH = UV , then UH/H is a subnormal subgroup ofH/H.
Since  is a Fitting class, we have that UH/H ∈ . Therefore, U ≤ H.
Analogously, V  ≤ H. Then U V  ≤ UV .
Our aim now is to prove that some relevant Fitting formations satisfy
the Wielandt property. First, we note that if U and V permute, then the
result is easier. In particular, if either U or V is normal in G, then the
equality holds.
Proposition 4. Let  be a Fitting formation. Whenever U and V are
subgroups of a group G such that UV = VU and U and V are subnormal in
UV , then UV  = UV .
Proof. Assume that the result is false and let G be a counterexample of
least order and U and V such that 	U 	 + 	V 	 is maximal doing false the
result. It is clear that U and V are proper subgroups of G and G = UV .
Let us consider a proper normal subgroup N of G such that U ≤ N . Then
N = UV ∩N. By minimality of G, we have N = UV ∩N. If U < N ,
then, by maximality of 	U 	 + 	V 	, we deduce that G = NV . Therefore,
G = V ∩NUV  = UV , a contradiction. Thus, we can assume that
U and V are maximal normal subgroups of G. The subgroups U and V 
are normal subgroups of G. Assume that one of them, say U is non-trivial
and let N be a minimal normal subgroup of G such that N ≤ U. Then, by
minimality of G, we have that G = uV N = UV , a contradiction.
Hence U = 1 = V , or, equivalently, U and V are in . Since  is a
Fitting class, we deduce that G ∈ , i.e., G = 1, a contradiction.
Corollary 1. Let  be a Fitting formation. Whenever U and V are sub-
normal subgroups of UV  and U ∈ , then UV  = V .
Proof. Since U is a subnormal subgroup of UV  and U ∈ , we have
that U ≤ UV . Therefore, UV  = UV V . By Proposition 4, we
deduce that UV  = UV V  = V .
A well-known result of Wielandt asserts that the Fitting subgroup of
a group G normalizes the nilpotent residual of each subnormal subgroup
ofG. The next corollary extends this result to an arbitrary Fitting formation.
Corollary 2. Let  be a Fitting formation. Whenever U and V are sub-
normal subgroups of UV U ≤ NGV . In particular, for every group G,
if U is a subnormal subgroup of G, then G ≤ NGU.
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Proof. Consider the subgroup K = U V . K = V  by Corollary 1,
and it is a normal subgroup of K. In particular, U normalizes V .
The following results of the representation theory turn out to be crucial
for proving our main theorem.
Lemma 1. Let K be a ﬁeld of characteristic p, and let G be a group
with a normal subgroup N with G/N as a p-group. If W is an irreducible
KN-module, then the induced KG-module W G has all of its composition
factors isomorphic.
Proof. Let T be the inertia subgroup of W inG. First, note that as a par-
ticular case of Mackey’s theorem ([4, B, 6.21]), W T N =
⊕
g Wg, where g
runs over a transversal of N in T . Since T is the inertia subgroup of W
in G, we have that Wg ∼= W for all g ∈ T . Therefore, W T N is homoge-
neous, and all of its composition factors are isomorphic to W . In particular,
if U/V is a composition factor of W T , then U/V N is homogeneous, and
all of its composition factors are isomorphic to W .
If U/V is a composition factor of W T , then, by [4, B, 7.4(a)], the
G-module U/V G ∼= UG/V G is irreducible. It is thus sufﬁcient to show
that all composition factors of W T are isomorphic.
If U/V is a composition factor of W T , then apply [4, B, 8.3] to deduce
that U/V N is a irreducible module. That all composition factors of W T
are isomorphic follows immediately from the fact that there is a unique
irreducible module for T whose restriction to N is W ([4, B, 5.17]).
We use a result whose proof is similar to the proof of [6, VII, 9.13].
Lemma 2. Let N be a normal subgroup of G, and let V1 and V2 be two
KG-modules such that
(i) V1N is absolutely irreducible, and
(ii) V2 is absolutely irreducible and V2N is homogeneous, and all of
its constituents are isomorphic to V1N . Write V2N ∼= sV1N .
Then there exists an irreducible KG/N-module W with dimW = s, such
that V2 ∼= V1 ⊗W .
3. THE STRUCTURE OF
THE MINIMAL COUNTEREXAMPLE
We thought it desirable to collect the arguments common to our main
results. Let  be a Fitting formation. Given a ﬁnite group X, we denote
by  X the set of all pairs AB such that AB are subnormal sub-
groups of AB and A B < AB. Let  denote the class of
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all groups X such that  X = . If  does not satisfy the Wielandt
property, then the class  is nonempty.
In this section we analyze the structure of a group G of minimal order
in . We consider a pair UV  in  X such that 	U 	 + 	V 	 is
maximal. Denote H = U V  and A = U ∩ V . By Proposition 4, if
UV  ∈  G, then U and V do not permute and, in particular, neither
U nor V is normal in G. Moreover, U = 1 = V .
Step 1. G = UV . Moreover, U = V .
By minimality of G, it is clear that G = UV  and 1 < G. If N = U =
V , then N is normal in G. By minimality of G, we have that G/N =
U/N V /N = 1. Then G = N , a contradiction. Therefore, U = V .
Step 2. G = HN for every minimal normal subgroup N of G. In par-
ticular, H is core-free in G. Moreover, H is normal in G.
Let N be a minimal normal subgroup of G. We consider G/N =
UN/N VN/N. By the minimal choice of G, we deduce that GN = HN .
If N is not contained in G, then N ∩ G = 1. This means that
GN = G × N . Since H ≤ G, it follows that H ∩ N = 1. But
GN = HN implies that 	G	 = 	H	 and then G = H, a contradiction.
Hence SocG ≤ G. Moreover, G = HN for any minimal normal
subgroup N of G.
A well-known theorem of Wielandt asserts that a subnormal subgroup
of G is normalized by SocG. Hence N normalizes the subnormal sub-
group H.
Assume that H is not core-free in G. Then H contains a minimal normal
subgroup of G, say N . Hence G = GN = HN = H, a contradiction.
Therefore, H is core-free in G.
Step 3. If SocG is nonabelian, then SocG is a minimal normal sub-
group of G and G is in the boundary of . In this case, G is the unique
minimal normal subgroup of G and is isomorphic to a direct product of
some copies of a nonabelian simple group.
First, note that for every minimal normal subgroup N of G, since H ∩N
is normal in N , we have that N = H ∩N ×N∗ and G = H ×N∗ with
N∗ = 1. This implies that H ≤ CGN∗. If there exist two minimal normal
subgroups N1 and N2 of G, then G = H × N∗i ≤ CGN∗j , for i = j.
Therefore, N∗i ≤ ZG and both N1 and N2 are abelian. In other words,
if SocG is not a minimal normal subgroup of G, then SocG is abelian.
Assume that N = SocG is nonabelian. Then N is a minimal normal
subgroup of G and CGN = 1. It is clear that N is a direct product of
copies of a nonabelian simple group, say E. This means that N belongs
to the formation  = D0E. Therefore, G/H ∈  and G ≤ H.
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By Step 2, it follows that G ∈ ; i.e., G is a direct product of copies
of E. If N < G, then there exists a copy of E centralizing N , a contra-
diction. Therefore, G = SocG = N . In particular, G belongs to the
boundary of .
Step 4. If SocG is abelian, than G is an elementary abelian p-group
for some prime p.
Let N be a minimal normal subgroup of G. By Step 2, we have that
G = HN . Since SocG is abelian, N is an elementary abelian p-group
for some prime p. This implies that OpG ≤ H and G′ ≤ H. Since H
is core-free in G, OpG = 1 = G′, and G is an abelian p-group.
If, on the other hand, G = 1, then we can take N to be contained
in G. Then G = HN = H, a contradiction. Thus G = 1, and G
is an elementary abelian p-group.
Step 5. H = UV . Moreover, U < U and V  < V .
Whether or not SocG is abelian, every subnormal subgroup of G is
a normal subgroup of G. In particular, U and V  are normal in G.
Therefore, H = UV .
If U = U , then U ≤ G. Hence U normalizes V . This implies that V 
is normal in G, a contradiction. Therefore, U < U .
The same arguments hold for V .
Step 6. A = G and G ≤ A. Moreover,
(i) A is a maximal normal subgroup of U and V , and G/A is a
q-group for some prime q ∈ char;
(ii) if SocG is a p-group, then p ∈ char;
(iii) G = OqG ≤ A; and
(iv) A is the unique maximal normal subgroup of U and V . In
particular, U = OqU and V  = OqV .
Let M be a proper subnormal subgroup of G such the U ≤ M and
consider the subgroup Y = UM ∩ V . The subgroup Y is subnormal
in G and is contained in M . Assume that U < Y . Then, by maximality
of the pair UV , we have that G = Y V . By minimality of G, it
follows that Y = U M ∩ V . Therefore, G = UM ∩ V  V  =
U V  = H, a contradiction. Hence U = Y . This implies that M ∩ V ≤
U and then M ∩ V = A.
The arguments for a proper subnormal subgroup of G containing V are
analogous. Let M be a maximal normal subgroup of G such that U ≤ M .
By the foregoing arguments, we have that M ∩ V = A. Therefore, A is
a normal subgroup of V . Moreover, V/A = V/V ∩ U = V/M ∩ V  ∼=
VM/M = G/M is a simple group.
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Analogously, we deduce that A is normal in U and that U/A is a simple
group. This implies that A is a normal subgroup of G and that A is a
maximal normal subgroup of U and V .
Since A is a normal subgroup of G contained in H, then A = 1 by
Step 2. This means that A ∈  and A ≤ G.
Since G is normal in G, it follows that UG = UG = U
by Proposition 4. Therefore, UG < G. Assume that U < UG. Since
G = UG V , by maximality of the pair UV  we deduce that G =
UG V  = U V , a contradiction. Hence G ≤ U . Analogously,
G ≤ V . Therefore, G ≤ A, and we have the equality.
Assume that U/A is a nonabelian simple group. Then U/A normalizes
V/A by a theorem of Wielandt (see [9; 4, 6.1]), and V is normal in G, a
contradiction. Therefore, U/A is isomorphic to a cyclic group, say U/A ∼=
Zq, with q a prime. The same argument for V proves that V/A ∼= Zr , with
r a prime. If r = q, then U/A V/A ≤ OqG/A OrG/A = 1. Then
G/A ∼= Zq ×Zr is abelian, and U and V are normal subgroups of G. This
possibility cannot happen. Therefore, r = q and G/A is a group generated
by two subnormal q-subgroups, U/A and V/A, and so G/A is a q-group.
On the other hand, by Steps 3 and 4 we can assume that SocG is an
elementary abelian p-group or that SocG is a nonabelian minimal normal
subgroup of G. In both cases, we have that SocG ≤ A, and (ii) holds.
Since G ≤ A, we have that the q-group G/A is in . Therefore, Zq ∈ ,
and (i) holds.
Now we prove that if M is a maximal normal subgroup of G, then
A ≤ M . Assume that there exists a maximal normal subgroup M of G
such that A is not contained in M . Then G = AMU = AU ∩M, and
V = AV ∩M. The subnormal subgroup T = U ∩MV ∩M is a sup-
plement of A in G and A ∩M ≤ T ≤M . Hence M = G ∩M = TA ∩M =
T A ∩ M = T . By minimality of G, we have that M = U ∩ M,
V ∩M. On the other hand, since G =MU , by Proposition 4, it follows
that G =MU = U ∩M V ∩MU = V ∩MU ≤ H, a
contradiction. Therefore, every maximal normal subgroup of G contains A.
Clearly, G ≤ A. Since every maximal subgroup of G/G is normal, it
follows that A/G ≤ G/G. Since G/A is a q-group, we deduce that
G/G is a q-group. Then G = OqG, and (iii) holds.
Assume that there exists a maximal normal subgroup L of U differ-
ent from A. We consider the subnormal subgroup J = L V  which
contains properly V . By minimality of G, we have that J = L V ,
and by maximality of the pair UV , it follows that G = U J =
U L V . By Proposition 4, U = L, because U = LA and A ∈ .
Hence G = U V , a contradiction. Consequently, A is the unique
maximal normal subgroup of U . This implies that U/U is a cyclic q-group
and that U = OqU. The same holds for V , and (iv) is true.
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Remark. The six previous steps appear also in [8]. We include their
complete proof here for the sake of completeness.
Next, we assume that SocG is abelian. This implies that G is an ele-
mentary abelian p-group for some prime p ∈ char by Steps 4 and 6.
Denote B = G. Then B is a G-module over the ﬁeld GFp.
Step 7. B is a completely reducible A-module over GFp.
We denote by JBA the intersection of all maximalA-submodules of BA.
Since A is normal in G, the action of G permutes these maximal submod-
ules, and thus JBA is a normal subgroup of G.
Suppose that JBA = 0, and let N be a minimal normal subgroup
of G such that N ≤ JBA. By Step 2, we have, in additive notation, that
B = H +N . Since BH, and N are A-modules and N ≤ JBA, we have
that B = H by Nakayama’s Lemma [6, VII, 10.4]. This is a contradiction.
Therefore, JBA = 0, and B is a completely reducible A-module over
GFp by [6, VII, 1.6].
It is clear that H is an A-submodule of B.
Step 8. Let Z be an arbitrary irreducible A-submodule of H. Then if
Z1 is an irreducible A-submodule of B, then there exists g ∈ G such that
Z1 ∼=A Zg.
Let Z be an irreducible A-submodule of H and consider the normal
closure ZG =∑g∈G Zg. Then ZGA is a completely reducible A-module
and is a direct sum of its irreducible submodules which are isomorphic to
some conjugate to Z. Let N be a minimal normal subgroup of G such
that N ≤ ZG. Then NA is again a completely reducible A-module and is
a direct sum of its irreducible submodules, which are isomorphic to some
conjugate of Z. On the other hand, B = H +N by Step 2. Therefore, every
A-composition factor of B/H is isomorphic to a conjugate of Z.
Let Z1 be an irreducible A-submodule of B. The normal closure
ZG1  = N1 is not contained in H, and every A-composition factor of N1
is isomorphic to a conjugate of Z1. Again by Step 2, B = H +N1, and so
every A-composition factor of B/H is isomorphic to a conjugate of Z1.
This implies that Z1 is A-isomorphic to a conjugate of Z.
Step 9. If p = q, then all composition factors of B are isomorphic
G-modules.
Suppose that p = q. Let Z be an irreducible A-submodule of B.
By Lemma 1, the induced module ZG has all of its composition fac-
tors isomorphic. Let M be a composition factor of B, and let Z1 be an
irreducible A-submodule of MA. By Step 8, Z1 is A-isomorphic to Zg
for some g ∈ G. Then Zg−11 is an irreducible A-submodule of M which is
A-isomorphic to Z. In other words, MA has an irreducible A-submodule
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isomorphic to Z. That is 0 = HomkAZMA. Apply the Nakayama reci-
procity theorem [4, B, 6.5] to deduce that 0 = HomkGZGM. Therefore,
a composition factor of ZG is isomorphic to M , and then all composition
factors of ZG are isomorphic to M .
Step 10. If p = q, then B = SocG.
Let Z be an irreducible A-submodule of BA. If p = q, then ZG is a
completely reducible G-module by [6, VII, 9.4].
Denote by α the inclusion of Z in BA. Then there exists a kG-
homomorphism α′  ZG → B such that z ⊗ gα′ = zg for all g ∈ G and
all z ∈ Z (see [6, VII, 4.4] for details). Hence Imα′ = ZG, the normal
closure of Z in G. Therefore, ZG is a completely reducible G-module,
and ZG ≤ SocG. In particular Z ≤ SocG.
Since by Step 7, BA is a completely reducible A-module, it follows that
B = SocG.
The most important examples of Fitting formations are as follows:
(a) The solubly saturated Fitting formations (which include the satu-
rated Fitting formations). These Fitting classes have a Baer local deﬁnition
by means of a Baer function f (see [4; IV, 4.9] for details).
(b) The Fitting formations constructed by Fitting families of modules.
Doerk and Hawkes [4, Chapter IX.2, Construction F] describe the following
family of Fitting formations. Fix a prime r. Let K be an extension ﬁeld
of k = GFr. For any r-soluble group G, denote KG as the class of
all irreducible KG-modules V such that V is a composition factor of the
module W K = W ⊗K, where W is a r-chief factor of G. On the other hand,
if for every group G a class of irreducible KG-groups G is deﬁned,
then the class  = ⋃GG is called a Fitting family if it satisﬁes some
properties listed in [4, IX, 2.15]. In [4, IX, 2.18], it is proved that the class
1 = G  G is r-soluble and KG ⊆G
is a Fitting formation provided that  is a Fitting family.
In both cases, we have a way to distinguish between the abelian r-chief
factors of any group X in the following sense:
(a) If  is a solubly saturated Fitting formation deﬁned by a Baer
function f , then an abelian r-chief factor M of X can be -central if
X/CXM ∈ f r, or -eccentric otherwise.
(b) If  = 1, a Fitting formation constructed by a Fitting fam-
ily of modules , then an abelian r-chief factor M of X can be such that
all composition factors of MK are in X or not.
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Let X be an arbitrary group, and let M be a X-module over GFr.
Denote by IrrM the set of all isomorphism classes of irreducible
X-modules occurring as composition factors of M .
Suppose that  is either (a) a solubly saturated Fitting formation or (b) a
Fitting formation deﬁned by a Fitting family, and letModU denote a set
of representatives of the isomorphism classes of all irreducible U-modules
occurring as
(a) -central chief factors of U below B, if  is a solubly saturated
Fitting formation, or
(b) abelian chief factorsM of U below B such that every composition
factor of MK is in U, if  = 1, a Fitting formation constructed
by a Fitting family of modules .
Analogously, let ModV  denote the corresponding set for V .
A ﬁrst remark. In case (a), all modules in ModU are over GF(p).
In case (b), note that charK = r, and it might happen that r = p. How-
ever, that possibility cannot happen: the abelian r-chief factors of G and of
G/B are the same and, since  is a Fitting family and G/B ∈ , we have
G ∈ . Thus, B = SocG is an elementary abelian p-subgroup and p = r.
Therefore, also in this case (b) all modules in ModU are over the ﬁeld
GFp.
Step 11. If  is either a solubly saturated Fitting formation or a Fitting
formation deﬁned by a Fitting family, then G is in the boundary of .
Assume ﬁrst that p = q. In this case, all composition factors of B are
isomorphic G-modules. We consider a G-composition series of B,
0 = B0 ⊂ B1 ⊂ · · · ⊂ Br = B
The composition factor B/Br−1 is a completely reducible U-module by
Clifford’s theorem. It then decomposes as B/Br−1 = B′/Br−1 ⊕ B∗/Br−1,
where B′ = U + Br−1.
Since B/B′ = B/U + Br−1 is a section of U/U, for every U-chief
factor M of B/B′ ∼= B∗/Br−1, the isomorphism class of M is in ModU.
Note that IrrB∗/Br−1 ⊆ IrrB/U ⊆ModU.
Let M/Br−1 be an U-irreducible component of B′/Br−1. Since B′/Br−1
is completely reducible, we have that B′/Br−1 = M/Br−1 ⊕ M1/Br−1.
Note that M1 = M1 ∩ U + Br−1 = M1 ∩ U + Br−1 and U +M1 =
U + M1 ∩ U + Br−1 = U + Br−1 = B′. Therefore, U/M1 ∩ U ∼=
M1 + U/M1 = B′/M1 ∼= M/Br−1. Since M/Br−1 = 0M1 is not con-
tained in U and U/M1 ∩U is not in . Thus the isomorphism class of
M/Br−1 is not in ModU. Therefore, IrrB′/Br−1 ∩ModU = . Note
that IrrB′/Br−1 ⊆ IrrU. Therefore, in the decomposition B/Br−1 =
B′/Br−1 ⊕ B∗/Br−1, we have that IrrB′/Br−1 ∩ IrrB∗/Br−1 = .
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By Step 9, all composition factors of B are G-isomorphic. Consequently,
it is clear that IrrB∗/Br−1 = IrrB/U =ModU.
The arguments for V are analogous. If we denote B′′ = V  + Br−1, then
we obtain that IrrB′′/Br−1 ∩ModV  =  and IrrB′′/Br−1 ⊆ IrrV 
and also that IrrB/V  =ModV .
Suppose now that r ≥ 2. This implies that the composition factors B1 and
B/Br−1 are different. By Clifford’s theorem, B1U is a completely reducible
U-module. Therefore, we can decompose B1U = B∗1 ⊕ B′1, where B∗1 is
the direct sum of all homogeneous components of B1U whose irreducible
U-modules are in IrrB/U = ModU and B′1 is the direct sum of all
homogeneous components of B1U whose irreducible U-modules are not
in ModU. Clearly, B′1 ≤ B1 ∩U.
The arguments for B1V are completely analogous. If we denote by B∗∗1
and B′′1 the corresponding V -modules, then it is clear that B
′′
1 ≤ B1 ∩ V .
On the other hand, be Step 2, G = HK for every normal subgroup K
of G. In particular, and with additive notation, B = U + V  + Br−1 =
B′ + B′′.
Now N and B/Br−1 are G-isomorphic. Let   B/Br−1 → B1 be a
G-isomorphism. Since is aU-isomorphism, we have that B′/Br−1 = B′1,
and since  is a V -isomorphism, we have that B′′/Br−1 = B′′1 . Hence
B1 = B/Br−1 = B′/Br−1 + B′′/Br−1 = B′/Br−1 + B′′/Br−1 =
B′1 + B′′1 . This implies that B1 = B′1 + B′′1 ≤ B1 ∩ U + B1 ∩ V  ≤ H,
a contradiction.
Therefore, r = 1 and B is an irreducible G-module. That is, G is in the
boundary of .
Consider now the case where p = q. Then, by Step 10, B is a com-
pletely reducible G-module, and by Clifford’s theorem, U is a completely
reducible U-module. Thus, we can assume that the U-composition factors
of U are isomorphic to irreducible U-submodules of U. If M is an irre-
ducible U-submodule of U, then there exists an U-submodule M0 such
that U = M ⊕M0. Since U/M0 is not in , the isomorphism class of M
is not in ModU. That is, IrrU ∩ModU = . On the other hand,
since U/U ∈ , for every chief factor M of U between B and U, we have
that the isomorphism class of M is in ModU. That is, IrrB/U ⊆
ModU. With a similar argument, we deduce the corresponding result
for V . Hence
IrrBU/U ∩ IrrU =  = IrrV  ∩ IrrBV /V 
Now suppose that B = N1 × · · · ×Nr , where the Ni are minimal normal
subgroups of G and r ≥ 2. Each Ni can be decomposed as Ni = N∗i ⊕
Ni ∩U, where N∗i is a complement of Ni ∩U in Ni as U-modules.
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Then BU = N∗1 ⊕ · · · ⊕N∗r  ⊕ N1 ∩ U ⊕ · · · ⊕ Nr ∩ U. Denote
B∗ = N∗1 ⊕ · · · ⊕ N∗r . By Dedekind’s law, U = N1 ∩ U ⊕ · · · ⊕ Nr ∩
U ⊕ U ∩ B∗. Since IrrU ∩ IrrBU/U = , we have that U ∩
B∗ = 0. Hence
U = N1 ∩U ⊕ · · · ⊕ Nr ∩U
The same arguments hold for V :
V  = N1 ∩ V  ⊕ · · · ⊕ Nr ∩ V 
Comparing the two decompositions as vector spaces,
B = N1 +H = N1 +U + V 
= N1 + N1 ∩U ⊕ · · · ⊕ Nr ∩U + N1 ∩ V  ⊕ · · · ⊕ Nr ∩ V 
= N1 ⊕ N2 ∩U + N2 ∩ V  ⊕ · · · ⊕ Nr ∩U + Nr ∩ V 
= N1 ⊕ · · · ⊕Nr
we deduce that Ni = Ni ∩ U + Ni ∩ V  for each i ≥ 2. Therefore,
Ni ≤ U + V  = H for each i ≥ 2, a contradiction.
Therefore, r = 1, and G is a monolithic group in the boundary of .
4. THE MAIN RESULTS
Deﬁnition. Let  be a Fitting formation. Deﬁne b3 as the class of
all three-tuples GU V  such that
(i) G ∈ b and U and V are subnormal subgroups of G;
(ii) G = UV ;
(iii) U ∩ V = G = 1;
(iv) U/G and V/G are cyclic groups of order q, a prime, and
(v) U = OqU and V  = OqV .
A direct consequence of the deﬁnition is that if GU V  ∈ b3, then
(a) G ≤ G, and thus G ∈ ; and
(b) G/G is a q-group, and q ∈ char.
The results of Section 3 lead us to the following theorem.
Theorem 1. Let  be a Fitting formation. Suppose that either
(a)  is a solubly saturated Fitting formation, or
(b)  = 1 is a Fitting formation deﬁned by a Fitting family of
modules  constructed over an extension ﬁeld K of GFr.
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Then the following statements are equivalent:
(i)  satisﬁes the Wielandt property for residuals in all ﬁnite groups.
(ii) For every three-tuple GU V  ∈ b3, we have that G =
U V .
Applying Theorem 1, a large number of Fitting formations satisfying the
Wielandt property appear. Most of them are well known (see [9] or [8]).
Corollary 3. Let  be a Fitting formation. Then  satisﬁes the Wielandt
property provided that one of the following conditions holds:
(i) 	p = , for all primes p ∈ char.
(ii) 	p = , for all primes p ∈ char.
(iii)  is solubly saturated, and its boundary is composed by nonabelian
simple groups.
(iv)  = D0, where  is a class of ﬁnite simple nonabelian groups.
Corollary 4. Let  be a saturated formation locally deﬁned by a forma-
tion function f . If for all primes p, the formations f p satisfy the Wielandt
property, then  satisﬁes the Wielandt property.
Proof. Recall that if  = LFf , then  = ⋂p prime
p′	pf p. For any
prime p, both 
p′ and 	p satisfy the Wielandt property by Corollary 3
and so does the product 
p′	p by Proposition 1(i). If f p satisﬁes the
Wielandt property, then, by Proposition 1, the product 
p′	pf p also
satisﬁes the Wielandt property, and then the intersection  satisﬁes the
Wielandt property.
Corollary 4 is in fact a particular case of a more complete result which
appears in [8, 3.1].
Corollary 5. Any soluble S-closed Fitting formation satisﬁes the
Wielandt property.
Proof. Any soluble S-closed Fitting formation  is a primitive saturated
formation. Therefore,  has a local deﬁnition f such that f p satisﬁes the
Wielandt property for all prime numbers p (see [4, p. 497]).
The next result appears in [8]. We present here an alternative proof.
Theorem 2 (See [8]). Let π be a set of prime numbers, and let ∗π be the
Fitting formation composed by all quasi-nilpotent π-groups. Then ∗π satisﬁes
the Wielandt property.
Proof. Since ∗π is a solubly saturated Fitting formation (see [4, IX,
2.7(b)], p. 580) we have to prove that ∗π satisﬁes the Wielandt property in
b3∗π.
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Suppose that GU V  is a three-tuple in b3∗π such that
(i) G ∈ b∗π and U and V are subnormal subgroups of G;
(ii) G = UV ;
(iii) U ∩ V = OπF∗G = 1;
(iv) U/OπF∗G and V/OπF∗G are cyclic groups of order q, a
prime; and
(v) U = OqU and V  = OqV .
Suppose thatH = U∗π  V ∗π  < G∗π . Denote B = SocG = G∗ . Since
∗π is a formation, every group in the boundary has a unique minimal
normal subgroup. Hence B is the unique minimal normal subgroup of G,
and then coreGH = 1.
Consider the Fitting formation  = , where  = D0π and π
is the class of ﬁnite simple nonabelian π-groups. Since  and  satisfy
the Wielandt property,  satisﬁes the Wielandt property. We know that
∗π ⊆  and that G = U V  ≤ U
∗
π  V 
∗
π  = H. Hence G = 1, and
the group G ∈ . If B is nonabelian, then FG = 1 and G ∈  ⊆ ∗π , a
contradiction. Hence B = FG is abelian. But this implies that G/B ∈ 
and hence that G/OπF∗G ∈ . On the other hand, G/OπF∗G is a
q-group for some prime q ∈ π. This is the ﬁnal contradiction.
The remaining examples that we discuss are most comfortably handled in
a soluble setting. We thus specify that for the rest of this section the universe
is 	, the class of all soluble groups.
There are a number of different Fitting families that are known. Those
deﬁned in [2] cover most of the known ones. We prove for some of
these Fitting families that the corresponding Fitting formations satisfy
the Wielandt property. The Fitting families of [2] are deﬁned in terms of
factorable modules for a partition  of the set of all primes P. To sim-
plify the notation and proofs, we restrict ourselves to a partition of P
into two subsets:  = ππ ′. The extension to an arbitrary partition is
straightforward.
Let K be an algebraically closed ﬁeld of characteristic r > 0 π a set
of primes, and G a group. Then an irreducible KG-module V is called
π-special if the dimension of V is a π-number, and whenever S is a sub-
normal subgroup ofG and U is a composition factor of VS , Det(x on U)= 1
for all π ′-elements of S. An irreducible KG-module V is called π-factorable
if there exist a π-special module U and a π ′-special module W such that
V = U ⊗W . (See [2] or [4] for more details and notation.)
For the sake of completeness, we collect here the most relevant results.
Result 1 ([2, 2.2]). Let Z ∈ IrrKG, with Z π-special, and let U be a
subnormal subgroup of G. If D is an irreducible constituent of ZU , then D
is π-special.
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Result 2 ([2, 2.3]). Let N be a normal subgroup of G and let Z ∈
IrrKN, with Z π-special.
(i) If G/N is a π-group, then every composition factor of ZG is
π-special.
(ii) If G/N is a π ′-group and Z is invariant in G, then ZG has a
unique π-special composition factor Z∗ and Z∗N = Z.
Result 3 ([2, 2.4]). Let ZX ∈ IrrKG be π-special and π ′-special,
respectively. Then Z ⊗X is irreducible. Moreover, if Z′X ′ ∈ IrrKG are
π-special and π ′-special, respectively, and Z ⊗X ∼= Z′ ⊗X ′, then Z ∼= Z′
and X ∼= X ′.
Now let i i = 1 2, be Fitting formations, and for every group G,
denote by G the class of all irreducible KG-modules V such
that V = U ⊗ W with U π-special, W π′-special, and G/KerG on
U ∈ 1 and G/KerG on W  ∈ 2. The theorem of [4, IX, 2.29]
tells us that  = K12 =
⋃
GG is a Fitting family. Let
 = 1 = 1 r12 be the Fitting formation deﬁned by .
We can now establish the following result.
Theorem 3. Let τ be a set of primes and consider the partition  =
τ τ′ of the set of all prime numbers. The Fitting formation  = 1 =
1 r12 satisﬁes the Wielandt property in 	 in the following cases:
(A) 1 = 	p and 2 = 	σ , where ρ and σ denote sets of primes (not
both empty)
(B) 1 = 	ττ′ and 2 = 	ρ, where ρ denote a ( possibly empty) set
of primes.
Proof. We use only the restriction on the i at one point, and so have
written the proof as far as possible to be independent of that hypothesis.
By the reduction culminating in Theorem 1, we need only consider groups
in b3. Hence we suppose that G is in the boundary of  and, moreover,
that U and V are subnormal subgroups of G satisfying G = UV A =
U ∩ V = G = 1U/A and V/A are of prime order q, and U = OqU
and V  = OqV . Note that G/A is then a q-group. Moreover, we have
that G has a unique minimal normal subgroup B = G which is an p-group
for some prime p.
First, we observe that p = r (the characteristic of K), since otherwise all
r-chief factors would come from G/B ∈ , and so G would be in .
We are working with a ﬁeld K which is algebraically closed. However,
when dealing with dimensions of KX-modules for X a subgroup of a
group G, we can assume that K is a splitting ﬁeld for G and all of its
subgroups. In fact, by Brauer’s theorem [6, VII, 2.6(b)], we can assume
that K is a Galois extension of k.
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We are interested in the behavior of the irreducible components of BK .
By [6, VII, 1.15], the KG-module BK is completely reducible. Let N be
an irreducible component of BK . By [6, VII, 1.18(b)], every irreducible
KG-submodule of BK is G-isomorphic to Nη for some η ∈ GalK/k.
We collect some of the properties that we need. Let π be any set of prime
numbers. First, if L is a normal subgroup of G, then a KL-module Q is
π-special if and only if all of its G-conjugates are, and L/KerL on Q ∈ i
if and only if the same is true for all of the G-conjugates of Q. Further,
Q is π-special if and only if all of its Galois conjugates are π-special and
L/KerL on Q ∈ i if and only if the same is true for all of the Galois
conjugates of Q.
We have that BU is completely reducible as a U-module and so B = U⊕
B0, with B = B0 = 0. It follows that UK can contain no components in
U and B0K must have all its components in U. Let N be an
irreducible component of BK . If no component of NU is in U, then no
component of BUK is in U and thus B0 = 0, a contradiction. If every
component of NU is in U, then every component of BUK is in U.
This implies that U = 1 (or, equivalently, B = B0, also a contradiction. If
we denote by DNU the sum of all KU-submodules of NU which do not
lie inU, then 0 = DNU = N . In particular, NU is not a homogeneous
module.
Similar remarks apply to V .
Note that in case (B) we have to distinguish two different possibilities:
either q ∈ τ or not. In case (A) we can always assume that τ has been
chosen so that q ∈ τ. To unify the proof, we denote by π the set of primes
which includes q. We must also be careful with the i. We denote by 
the Fitting formation associated to the set π and by ′ the one associated
to π ′. That is,
(A) in case (A), π = τ and  = 	ρ and ′ = 	σ ;
(B1) in case (B), if q ∈ τ, then π = τ = 	ττ′ , and ′ = 	ρ; and
(B2) in case (B), if q /∈ τ, then π = τ′ = 	ρ, and ′ = 	ττ′ .
If N is an irreducible component of BK , then NA = N1 ⊕ · · · ⊕Nt , where
the Ni are irreducible KA-modules, all conjugate by elements of G. Since
A ∈ , for each i we have that Ni = Zi ⊗ Xi, where Zi is a π-special
irreducible KA-module with A/KerA on Zi ∈  and Xi is a π ′-special
irreducible module with A/KerA on Xi ∈ ′. Note that since all Ni are
(isomorphic to) G-conjugates, so are the Xi and the Zi, because if N
g
i
∼= N1
for some g ∈ G, then Zgi ⊗Xgi = Zi ⊗Xig = Ngi ∼= N1 = Zi ⊗X1, and
then Zgi ∼= Z1 and Xgi ∼= X1, by Result 3.
We break the proof into a number of cases.
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Case 1. We ﬁrst consider the case where not all of the Xi are
isomorphic. We let T denote the inertia subgroup of X1 and note
that A ≤ T = G. Since G/A is a q-group generated by U/A and V/A,
we have that there is a maximal normal subgroup M of G satisfying
T ≤ M and so either U or V is not contained in M . We may suppose
that U is not contained in M . Recall that all Xi are isomorphic to G-
conjugates of X1, and so their inertia subgroups are conjugate in G. It
then follows that U is not contained in the inertia subgroup of any Xi.
Now let L be a component of NU and suppose that N1 is a compo-
nent of LA. If L is π-factorable, then L = D ⊗ E with D π-special and
E π ′-special. Note that LA = DA ⊗ EA; if DA = D1 ⊕ · · · ⊕ Dr with
all Di π-special A-modules by Result 1, and EA is irreducible, then
LA = D1 ⊕ · · · ⊕ Dr ⊗ EA = D1 ⊗ EA ⊕ · · · ⊕ Dr ⊗ EA. Therefore,
X1 ∼= EA, and then U is contained in the inertia subgroup of X1, a con-
tradiction. Hence we can not have EA irreducible. By Clifford’s theorem,
since the inertia subgroup of X1 in U is A, we have that E is the direct sum
of q = 	U/A	 irreducible modules conjugate to X1. But then the dimension
of E is not a π ′-number, a contradiction. Thus L cannot be a π-factorable
module. It follows that no component of NU can be π-factorable, and so
no component of NU can be in U, i.e., NU = DNU, a contradiction.
Case 2. Thus we may suppose that all of the Xi are isomorphic. We
then suppose that not all the Zi are isomorphic and let T be the inertia
subgroup of Z1. As before, it follows that we may suppose that U is not
contained in the inertia subgroup of any Zi.
Now let L be any irreducible KU-module such that Z1 ⊗X1 is a compo-
nent of LA. We then have (by Result 2) that X1 has a unique extension to a
π ′-special KU-module, say X1∗. Also, since Z1 is not U-invariant, we have
that Z1U is irreducible ([4, B, 7.8]) and π-special (Result 2). It follows that
Z1U ⊗ X1∗ is irreducible (Result 3). If we apply [6, VII, 4.5(a)], then,
since X1∗A = X1, we have that Z1 ⊗K X1U = Z1 ⊗K X1∗AU ∼=
Z1U ⊗K X1∗. Now 0 = HomAZ1⊗X1 LA ∼= HomUZ1⊗X1UL,
by Nakayama’s reciprocity theorem [4, B, 6.5]. Then L ∼= Z1 ⊗ X1U ∼=
Z1U ⊗K X1∗.
It follows that if NU = L1 ⊕ · · · ⊕ Lu with the Li irreducible, then Li =
Zi∗ ⊗ Xi∗ with Zi∗π-special and Xi∗π ′-special.
In each case the π ′-special factor is isomorphic to X1∗, and thus if
U/KerU on X1∗ is not in ′, then no component of NU is in U,
i.e., NU = DNU, a contradiction. Hence we may suppose that U/KerU
on X1∗ ∈ ′.
Some of the Lj is in U. Suppose that Li ∈ U. Then the
group U/KerU on Zi∗ is in . On the other hand, since A ∈ ,
the group A/KerA on Zj is in  for all j. Recall that all Zj are
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conjugate and then so are the KerA on Zj. Since Zj∗ = ZjU , we
have that KerU on Zj∗ = coreU KerA on Zj. Thus A/KerU on
Zj∗ = A/ coreU KerA on Zj ∈ .
At this point, we must invoke the special form of .
(A) If  = 	ρ and Li ∈U, then U/KerU on Zi∗ ∈ 	ρ. But
then since KerU on Zi∗ ≤ A, we must have q ∈ ρ. Hence U/KerU
on Zj∗ is a ρ-group and hence is in  for all j. Thus Lj ∈ U for
all j. In other words, DNU = 0, a contradiction.
(B1) Suppose that q ∈ τ. If Li ∈ U, then we have U/KerU
on Zi∗ ∈  = 	ττ′ . Since U/U is a q-group and q ∈ τ, it follows
that U/KerU on Zi∗ ∈ 	τ. Note that OτA = OτU = OτG. But
then OτG ≤ KerU on Zi∗. Recall that all Zj are conjugate, and then
so are the KerA on Zj. Since Zi∗ = ZiU , we have that KerU on
Zi∗ = coreU KerA on Zi. Thus OτG ≤ KerA on Zi, and, there-
fore OτG ≤ KerA on Zj, for all j. But this implies that for all j, we
have that U/KerU on Zj∗ is a τ-group and hence a -group. Thus
Lj ∈U for all j. In other words, DNU = 0, a contradiction.
(B2) If q /∈ τ and Li ∈U, then U/KerU on Zi∗ ∈ 	ρ. Argu-
ing as in (A), we obtain that q ∈ ρ, a contradiction.
Thus we may now suppose that all of the Zi, as well as all of the Xi, are
isomorphic. This is equivalent to saying that NA is homogeneous. Observe
that if all of the Ni are isomorphic, then it follows from Result 3 that all of
the Zi are isomorphic and all of the Xi are isomorphic. The other direction
is obvious.
Case 3. If p = q and NA is homogeneous, then by [6, VII, 9.19] we have
that NA is irreducible and then NU is irreducible. This implies that either
N ∈U or N /∈U, a contradiction. Thus case 3 does not occur.
Case 4. Therefore, p = q, and NA is homogeneous.
We now have NA = N1 ⊕ · · · ⊕Nr , and each irreducible component Ni is
Ni = Z ⊗X, with Z a π-special A-module and X a π ′-special A-module.
Since NU is a completely reducible U-module, we can write NU =
L1 ⊕ · · · ⊕ Lu, where Li are irreducible KU-modules. Analogously,
NV = P1 ⊕ · · · ⊕ Pv, where Pi are irreducible KV -modules.
If Lj is an irreducible component of NU such that Ni is a component of
LjA, then LjA ∼= tjNi for some tj . Since q divides 	K	 − 1 by [6, VII,
2.6(b)], we have that tj is either 1 or q by [4, B, 8.5].
Analogously, if Pk is an irreducible component of NV such that Ni is a
component of PkA, then either PkA = Ni or PkA ∼= qNi.
Since X is π ′-special, there is a unique π ′-special KU-module Y with
X = YA (Result 2).
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Since p = q, the U-module ZU is completely reducible by [6, VII, 9.4].
Let W be an irreducible component of ZU . By the Nakayama reciprocity
theorem, 0 = HomUZUW  ∼= HomAZWA. Therefore, Z is an irre-
ducible component of the completely reducible module WA. Since Z is
π-special, then so is W by Result 2.
We prove that W has the same dimension as Z. It is clear that the inertia
subgroup of Z in U is the whole U . Then WA is homogeneous by Clif-
ford’s theorem; i.e., WA ∼= tZ for some t. Again, by [4, B, 8.5], either t = 1
or t = q. Assume that t = q. Therefore, we have that dimW = dimZU =
q dimZ. Now note that 0 = HomAZWA ∼= HomUZUW , and then
ZU ∼= W . Therefore, ZU is a π-special module. Let L be any irreducible
KU-module such that Z ⊗X is a component of LA. It follows that ZU ⊗Y
is irreducible (Result 3). Then, by [6, VII, 4.5(a)], we have that Z⊗XU =
Z ⊗ YAU ∼= ZU ⊗ Y . By Nakayama’s reciprocity theorem, it follows that
0 = HomAZ ⊗ XLA ∼= HomUZ ⊗ XUL. Consequently, L ∼=
Z ⊗ XU ∼= ZU ⊗ Y , and if NU = L1 ⊕ · · · ⊕ Lu with Li irreducible, it
follows that Li = ZU ⊗ Y , with ZUπ-special and Y π ′-special. Therefore,
NU is homogeneous, a contradiction. Hence t = 1, and W has the same
dimension as Z. Consequently, W ⊗ Y is an irreducible KU-module with
W ⊗ Y A = Z ⊗X.
For any irreducible component Lj of NU , it follows from Lemma 2, that
Lj = W ⊗ Y  ⊗ Jj , where Jj is an irreducible KU/A-module (regarded
as a KU-module) and dim Jj = tj , i.e., either dimJj = 1 or dim Jj = q. In
fact, since U/A is cyclic, we have that dim Jj = 1 = tj ([4, B, 9.1]). Hence
LjA = Ni.
Arguing with V , we have that if NV = P1 ⊕ · · · ⊕ Pv, with the Pi irre-
ducible V -modules, and Pk is an irreducible component of NV such that Ni
is a component of PkA, then PkA = Ni is irreducible.
This implies that Ni is in fact U-module and V -module. Therefore, Ni is
an irreducible G-module, and N = Ni. This is the ﬁnal contradiction.
Remarks
The Cossey–Kanes construction covers most of the known constructions
of Fitting formations. For instance:
(i) If  = π1 = p π2 = p′1 = 1, and 2 = 	, then
1 p12 = 1p, the Fitting classes introduced in [5]. By
Theorem 3, these classes 1p satisfy the Wielandt property.
(ii) The Fitting formations studied by Haberl and Heineken (see [7]
or [4, IX, 2.26]) are constructed using a nonnecessarily algebraically closed
ﬁeld K. Nevertheless, they can also be included in the Cossey-Kanes con-
struction thanks to a modiﬁcation made in [3]. According to [3, 4.1], every
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Haberl–Heineken Fitting formation can be seen as a Fitting formation con-
structed by the Cossey–Kanes method with 1 = 	 and 2 = 1. Hence,
by Theorem 3, these classes also satisfy the Wielandt property.
(iii) The nonsaturated Fitting formations introduced in [1] are
deﬁned in terms of the Cossey–Kanes procedure as in case (B) of Theorem
3 with τ = s′, where s is a prime such that s = r and ρ = . Consequently,
they satisfy the Wielandt property. The Berger–Cossey Fitting formations
are the ﬁrst examples of nonsaturated Fitting formations composed by
soluble groups whose p-length is less or equal to 1 for all primes p.
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