Abstract. Finding appropriate parameter values for Evolutionary Algorithms (EAs) is one of the persistent challenges of Evolutionary Computing. In recent publications we showed how the REVAC (Relevance Estimation and VAlue Calibration) method is capable to find good EA parameter values for single problems. Here we demonstrate that REVAC can also tune an EA to a set of problems (a whole test suite). Hereby we obtain robust, rather than problem-tailored, parameter values and an EA that is a 'generalist, rather than a 'specialist. The optimized parameter values prove to be different from problem to problem and also different from the values of the generalist. Furthermore, we compare the robust parameter values optimized by REVAC with the supposedly robust conventional values and see great differences. This suggests that traditional settings might be far from optimal, even if they are meant to be robust.
Background and Objectives
Finding appropriate parameter values for evolutionary algorithms (EA) is one of the persisting grand challenges of the evolutionary computing (EC) field. As explained by Eiben et al. in [8] this challenge can be addressed before the run of the given EA (parameter tuning) or during the run (parameter control). In this paper we focus on parameter tuning, that is, we are seeking good parameter values off-line and use these values for the whole EA run. In today's practice, this tuning problem is usually 'solved' by conventions (mutation rate should be low), ad hoc choices (why not use uniform crossover), and experimental comparisons on a limited scale (testing combinations of three different crossover rates and three different mutation rates). Until recently, there were not many workable alternatives. However, by the developments over last couple of years now there are a number of tuning methods and corresponding software packages that enable EA practitioners to perform tuning without much effort. In particular, REVAC [10, 13] and SPOT [3, 5, 4] are well developed and documented.
The main objective of this paper is to illustrate the advantage of using tuning algorithms in terms of improved EA performance. To this end, we will select a set of test functions and compare a benchmark EA (with robust parameter values set by 'common wisdom') with an EA whose parameters are tuned for this set of functions. A second objective is to compare specialist EAs (that are tuned on one of our test functions) with a generalist EA (that is tuned on the whole set of test functions). For this comparison we will look at the performance of the EAs as well as the tuned parameter values. Furthermore, we want to show what kind of problems rise when tuning evolutionary algorithms. At the end we hope to provide a convincing showcase justifying the use of a tuning algorithm and to obtain novel insights regarding the good parameter values.
Parameters, Tuners, and Utility Landscapes
To obtain a detailed view on parameter tuning we distinguish three layers: the application layer, the algorithm layer, and the design or tuning layer. The lower part of this three-tier hierarchy consists of a problem on the application layer (e.g., the traveling salesman problem) and an EA (e.g., a genetic algorithm) on the algorithm layer trying to find an optimal solution for this problem. Simply put, the EA is iteratively generating candidate solutions (e.g., permutations of city names) seeking one with maximal fitness. The upper part of the hierarchy contains a tuning method that is trying to find optimal parameter values for the EA on the algorithm layer. Similarly to the lower part, the tuning method is iteratively generating parameter vectors seeking one with maximal quality, where the quality of a given parameter vector is based on the performance of the EA using the values of it. To avoid confusion we use the term utility, rather than fitness, to denote the quality of parameter vectors. Table 1 provides a quick overview of the related vocabulary. Using this nomenclature we can define the utility landscape as an abstract landscape where the locations are the parameter vectors of an EA and the height reflects utility, based on any appropriate notion of EA performance. It is obvious that fitness landscapes -commonly used in EC-have a lot in common with utility landscapes as introduced here. To be specific, in both cases we have a search space (candidate solutions vs. parameter vectors), a quality measure (fitness vs. utility) that is conceptualized as 'height', and a method to assess the quality of a point in the search space (evaluation vs. testing). Finally, we have a search method (an evolutionary algorithm vs. a tuning procedure) that is seeking for a point with maximum height.
Generalist EAs vs. Specialist EAs
Studying algorithm performance on different problems has led to the no-freelunch theorem stating that algorithms (of a certain generic type) performing well on one type of problem, will perform worse on another [14] . This also holds for parameter values in the sense that a parameter vector that performs good on one type of problems, is likely to perform worse on another. However, very little effort is spent on studying the relation between problem characteristics and optimal parameter values. It might be argued that this situation is not a matter of ignorance, but a consequence of an attitude favoring robust parameter values that perform good on a wide range of different problems. Note that the term 'robust' is also used in the literature to indicate a low variance in outcomes when performing multiple repetitions of a run on the same problem with different random seeds. To avoid confusion, we will use the term generalist to denote parameter values that perform good on a wide range of problems. The opposite of such a generalist is then a specialist, namely a parameter set that shows excellent performance on one specific type of problems.
The notion of a generalist raises a number of issues. First, a true generalist would perform good on all possible test functions. However, this is impossible by the no-free-lunch theorem. So, in practice, one needs to restrict the set of test functions a generalist must solve well and formulate the claims accordingly. For instance, a specific test suite {F 1 , . . . , F n } can be used to support such claims.
The second problem is related to the definition of utility. In simplest case, the utility of a parameter vector #» p is the performance of the EA using the values of #» p on a given test function F. This notion is sufficient to find specialists for F . However, for generalists, a collection of functions {F 1 , . . . , F n } should be used. This means that the utility is not a single number, but a vector of utilities corresponding to each of the test functions. Hence, finding a good generalist is a multi-objective problem, for which each test-function is one objective. In this investigation we address this issue in a straightforward way, by defining the utility on a set {F 1 , . . . , F n } as the average of utilities on the functions F i .
Experimental Setup and System Description
As described earlier, the experimental setup consist of a three layer architecture. On the application layer, we have chosen a widely used set of 10 dimensional test-functions to be solved, namely: Ackley, Griewank, Sphere, Rastrigin, and Rosenbrock. For Ackley, Griewank and Rosenbrock, the Evolutionary Algorithm is allowed for 12.000 function evaluations. On Rastrigin it is allowed for 10.000 evaluations, and on the Sphere function only 8.000. This is a rather limited set of problems, but due to a large runtime more exhaustive and complex test suites are not yet feasible.
On the algorithm layer, we have chosen a simple genetic algorithm using N-point crossover, bitflip mutation, k-tournament parent selection, and deterministic survivor selection. These choices require 6 parameters to be defined as described in Table 2 . the allowed values for most of the parameters a define by either the population size or genome length (150). For population size, we have chosen a maximum value of 200, which we believe is big enough for this genome size and allowed number of evaluations.
The offspring size determines the number of individuals that are born every generation. These newborn individual replace the worst individuals in the population. If the offspring size is bigger than the population size, then the whole population is replaced by the new group of individuals, causing an increase in population size. N-point crossover is chosen to allow for a whole range of crossover operators, such as the commonly used 1-point crossover (N=1) and 2-point crossover (N=2). The same holds for k-tournament selection. The commonly used random uniform selection (k=1), deterministic selection (k ≥ population-size) and everything in between can be used by means of selecting k accordingly. Because the test-functions require 10 dimensional real-valued strings as input, a 15-bit Gray coding is used to transform the binary string of length 150, into a real-valued string of length 10.
On the design layer, REVAC [9] is used for tuning the parameters of the Evolutionary Algorithm. Technically, REVAC is a heuristic generate-and-test method that is iteratively searching for the set of parameter vectors of a given EA with a maximum performance. In each iteration a new parameter vector is generated and its performance is tested. Testing a parameter vector is done by executing the EA with the given parameter values and measuring the EA performance. EA performance can be defined by any appropriate performance measure and the results will reflect the utility of the parameter vector in question. Because of the stochastic nature of EAs, in general a number of runs is advisable to obtain better statistics. A detailed explanation of REVAC can be found in [13] and [11] .
REVAC itself has some parameters too, which need to be specified. The REVAC-parameter values used in these experiments are the default settings, and can be found in Table 3 .
Human Expert
Tuning an algorithm requires a lot of computer power, while some people argue that this is a waste of time. General rules of thumb as a population size of 100 and low mutation probabilities are supposed to perform reasonably well. The question rises how beneficial tuning, and more specific automated tuning, is even to experienced practitioners. For quick assessment of the added value of algorithmic tuning, we have tested the EA using parameter values defined by 'common wisdom' (Table 4 ).
Performance Measures
The quality of a certain parameter vector, is measured two times. First, the estimated utility is used to asses a performance to the parameter-vector during the tuning procedure. This estimated utility is calculated by taking the Mean Best Fitness of 10 independent runs using these parameter-values. Secondly, after the tuning procedure is finished, a validated utility is calculated for the 5 parameter vectors with the best estimated utility. This validated utility is based on 25 independent runs instead of 10, and is therefore supposed to be a better estimate of the true utility of the parameter vector.
After this validation step, we define the 'best parameter values' as the parameter vector with the highest validated utility. Furthermore, we tried to indicate good ranges for each of the parameters. Such a range is defined by taking the value of .25 and .75 quantile of the 25 parameter vectors with the highest estimated utility. This removes outliers that are caused by parameters vectors that were 'lucky', and received a estimated utility that is much higher than their true utility.
System Description
The complete experiment is defined in MOBAT [12] (Meta-Heuristic Optimizer Benchmark and Analysis Toolbox), a toolbox for defining, tuning and evaluating Evolutionary Algorithms on a distributed system. The default package of MO-BAT contains all the components for composing the evolutionary algorithm used in these experiments, the test-functions and REVAC. MOBAT is open source and freely available via SourceForge.net.
The experiments are ran on a single 2.93 GHz Intel Core 2 Duo processor with 4GB of memory. A specialist tuning-session took on average 8 hours to finish, while the generalist experiment on our testsuite of 5 test functions finished in 40 hours.
Results

Performance
In this section we present the outcomes of our experiments. As explained in section 3, our goal is to find the best parameter vectors for both specialists and generalists. Furthermore, we stated that a good generalist, is the one with the best average performance. From the results in Table 4 we can immediately see the effect of this choice. The Rosenbrock function appeared to be much harder to solve than the other functions, causing big differences in utility. Therefore the best generalist, was the one that performed very well on the Rosenbrock function, without losing too much performance on the other functions. From Table 5 , it is even clear that there is no significant difference in multi-function performance between the three best performing instances on the Rosenbrock function (based on a t-test with α = 0.1). Furthermore, we can observe that the generalist is only outperformed by a specialist on the Sphere function. However, focusing more on the sphere function makes hardly any difference in the average performance, due to the small function values on this problem. The parameter values chosen by 'common wisdom' are, except on the Sphere function, significantly outperformed by the other parameter vectors.
When looking at the specialists, we can observe some interesting phenomena. It is apparently very easy to tune parameters in such a way that they are purely specialized on the Sphere function. This specialist is the only one that solves its problem perfectly, but on the downside, it performs very bad on the others functions. The Ackley specialist, on the other hand, does not only perform best on its 'own' function, but also outperforms most others on the Rastrigin function. Interestingly, the Rosenbrock and Griewank specialists show very similar behavior on all functions, however it is remarkable that the Griewank specialist has only an average performance on the function it is tuned to.
Estimated Utility vs Validated Utility:
One of the causes of such suboptimal performance on its 'own' function, is a difference between the estimated utility, that is used during tuning, and the validated utility, as shown in the results. In some cases, these validated utilities are twice as bad as the estimated utility. These differences can be explained by looking at the fitness landscapes of the functions.
In most cases, a fitness landscape consists of multiple local optima and a global optimum, with certain bases of attraction. It is likely that an evolutionary algorithm will terminate with a value that is (close to) a local or global optimum, because it will continue to climb the hill it is currently on, using small mutations until it gets stuck. The utility vector, therefore consists of values that are all close to an optima. For example, the utility vector of the 'common wisdom' parameter values on the Ackley function has 58% of the values close to the global optimum. 35 % of the values is between 3 and 4, which are exactly the values on the first ring of local optima surrounding the global optimum. Finally 7 % of the fitness values at termination, is between 5 and 7, which is equal to value of the second Table 5 : The specialists/generalist (colums) that show significantly better performance (α = 0.1) on a certain problem(rows), based on the results from Table 4 Common Generalist Specialist Ackley Griewank Sphere Rastrigin Rosenbrock ring of local optima. Such a distribution can disturb the tuning run heavily, for example in 7.5% of the cases the estimated utility, based on 10 runs, of this set of parameter values will be lower than 0.2, which is nine times lower than the 'true' utility. Such a lucky one can therefore steer evolution into the wrong direction.
Best Parameter Values
To get better insight into the best parameter ranges, we have chosen not to use the single best solution, but the 1% of the best performing parameters values during the tuning phase. Figure 1 shows the .25 and .75 quantile of those values for each of the specialists and the generalist relative to the parameter ranges. The most obvious conclusion that can be drawn from these charts, is that mutation should be low, in order to get a good performance. However, there are also some less standard conclusions. One of the most interesting results is that, although Table 2 are scaled to [0, r] the ranges for population-size are quite different for each of the functions, the 'guesstimate' of population-size equals 100 is not that bad after all. To be more specific, on all five problems, a population-size of 100 lies within the .25 and .75 quantile. However, most other parameter values are completely different than the 'common wisdom' ones. For example the N parameter of N-Point crossover is much higher than 2, which indicated that uniform crossover like crossover, outperforms common 1 or 2-point crossover on these problems. This is probably due to the separable (Sphere, Rastrigin and Ackley) or partially separable nature of the test functions.
Furthermore, we can observe a much higher selection pressure than normally used. Tournament sizes are almost equal to the population size, causing the evolutionary algorithm to rapidly converge towards the best individuals in the population. However, such behavior can be explained by the limited number of evaluations that the evolutionary algorithm was allowed to perform. The question rises, if such a fast-converging algorithm is always preferred over a slow-but-accurate instance. In some cases it is, while in other cases it might not be the preferred behavior. Therefore, we emphasize that the 'best parameter values' presented here are highly related to the choices that are made in the experimental setup.
Conclusions and Outlook
In this paper we have shown that REVAC is not only capable to find good EA parameter values for a single problem (test function), but also for a set of problems (test functions). The parameter values we found for our generalist, differ greatly from the 'common wisdom' values that are supposed to be robust. The 'optimal' selection pressure for these problems, appears to be much higher than commonly used. Furthermore, a many-point crossover operator outperforms the commonly used 1 -and 2-point crossover on all five problems. On the other hand, a population-size of 100 turned out to be not that bad after all. The scope of these conclusions is limited, we do not advocate them as being the new best general parameters, because different test-suites, aggregation functions and performance measures will lead to different 'optimal' parameters. The best generalist will therefore always depend upon the choices that are made to define it. Based on the definition of generalist in this paper, our generalist performed quite good on most problems. However, the results on the Sphere function confirm that the no-free-lunch theorem also holds on a parameter vector level.
Furthermore, the experiments revealed some major issues for parameter tuning in general. Estimating the utility has a key role in parameter tuning, both for specialists and generalists. Our experiments revealed how the number of runs per vector can influence the outcome of the experiments. Too many runs lead to high computational costs, while too few lead to an inaccurate estimated utility and therefore inaccurate results. Therefore we advocate the use of racing [2, 6, 15, 13] and sharpening [4, 13] to deal with this issue. This, on the one hand sharpens the estimate of the utility, and on the other hand reduces the computational effort.
Tuning for a generalist raises specific problems. In general, it is not clear how a good generalist should be defined. In the area of multi-objective optimization several approaches are known. One approach is to use aggregation methods, like the simple average that we used here. From the results we can observe the effect of such choices; it is more effective to focus on the 'hard' problems that can lead to high deviation in the average utility, rather than searching for a generalist that performs good on all functions. When defining tuning sessions, one have to be aware of the fact that a tuner will optimize on the problem that is defined, rather than the problem they wished to be solved.
Future work can overcome this issue, by using an approach known from multi-objective optimization, namely searching for the Pareto front. Rather than aggregating the results based on choices made beforehand, such an approach allows the researcher to study the effect of a certain design choice afterwards. In [7] such an approach is used to show which parameter values are optimal, when comparing on both algorithm speed and algorithm accuracy at the same time, without specifying weights for those two objective beforehand. This approach can easily be extended to multi-function optimization, which can give insight into the the ranges of parameter-values that are most efficient on a certain problem, a class of problems, or on a whole test suite.
By means of one extensive run, one can identify specialists, class-specialist, or a true generalist without defining those terms beforehand. Based on such studies, one no longer has to rely on 'common wisdom' in order to choose their parameter values wisely but can select one that fits their needs.
