A new and efficient computational method for constrained multibody systems is proposed. In the proposed method, local parametrization method is employed to apply the same solution method for position, velocity, and acceleration analyses since the coefficient matrices for each analysis have an identical matrix pattern. The skyline solution method is used to overcome numerical inefficiency when solving large scaled equations. Also, subsystem mpartitioning method is derived systematically to perform parallel processing for real time simulation. To show the numerical accuracy and efficiency of the proposed method, three numerical problems are solved.
Introduction
In the design of mechanical systems such as machines, robots, vehicles, and space struct, it is now common to use computer simulations to observe the dynamic responses of the system to be designed [1] [2] [3] . Computer-aided design of a mechanical system can reduce the cost and time to construct and test the prototype. Various computational methods and efficient formalisms for mechanical systems have been developed over the past three decades.
Cartesian coordinates and relative coordinates are mainly used for building mathematical modeling. Cartesian coordinate formulations, which yield a maximal set of highly sparse equations, form the basis for highly automated dynamic simulation computer codes [4, 5] that are broadly used in industry. Recursive formulations that build upon the topological relative coordinate foundation [6] have been used to create high-speed dynamic simulation methods [7] . These formulations are applied to commercial programs [8, 9] . The Cartesian formulations are very convenient for deriving equations of motion. The major drawback of the Cartesian coordinate approach is that the dimension of the problem dramatically increases as the number of bodies increases, when compared to the recursive formulations. Hybrid coordinate formulation was proposed to take advantage of both coordinates [10] . Cartesian coordinates are used for deriving equations and relative coordinates are used for performing efficient numerical integration.
A partitioning method was developed to reduce the dimension of the coefficient matrix into nh, the number of holonomic constraints, in factorizing it [11] . Lee and Bae proposed a local parametrization method [12] which corrects the drift of the differential variables using an optimization technique. The major advantage of the method is that the coefficient matrices of position, velocity, and acceleration analyses have an identical pattern.
Recently, many researches have tried to speed up computational methods. Parallel computing techniques and machines have been developed to speed up multibody dynamic simulation [13] . Subsystem synthesis methods with independent coordinates have been proposed by Song and Kim [14] . In other fields, efficient sparse matrix methods, such as bandedsymmetric, bandwidth, and skyline method are used to improve the numerical efficiency in solving a linear system [15] [16] [17] .
This paper proposes an improved DAE (Differential Algebraic Equation) solution method which employs the subsystem partitioning method, modified local parametrization method, and skyline solution method. The proposed method employs the local parametrization method to apply the same numerical solution method for position, velocity, and acceleration equation since the coefficient matrices for position, velocity, and acceleration analyses have an identical pattern in the local parametrization method. Furthermore, the local parametrization method is modified to diminish the size of the linear equation. The skyline solution method makes the proposed method more efficient by alleviating the burden when solving linear equations. The numerical efficiency and validity for the proposed methods are verified through the numerical examples. Subsystem partitioning method is derived systematically to perform parallel processing for the real time simulation.
Local parametrization method
For constrained mechanical systems, the augmented Lagrange equations of motion and constrains for the position, velocity, and acceleration are conventionally written as
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where M denotes the mass matrix which depends on the generalized coordinates Z , Y denotes Z , denotes the constraint equations, Z denotes the Jacobian matrix of the constraint equations, denotes the Lagrange multiplier vector corresponding to the Jacobian matrix, and Q denotes the generalized applied forces.
Local parametrization uses the optimization technique in which integrated generalized coordinates and velocities are projected on the tangent plane of the constraint manifold as in Ref [12] . Considering the design optimization problem to minimize 
where μ is Lagrange multiplier vectors for the constraint Eqs. In the optimum, the following KuhnTucker necessary conditions should be satisfied. 
