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Abstract. Back-propagation Neural Network (BPNN) algorithm is one of the 
most widely used and a popular technique to optimize the feed forward neural 
network training. Traditional BP algorithm has some drawbacks, such as getting 
stuck easily in local minima and slow speed of convergence. Nature inspired 
meta-heuristic algorithms provide derivative-free solution to optimize complex 
problems. This paper proposed a new meta-heuristic search algorithm, called 
cuckoo search (CS), based on cuckoo bird’s behavior to train BP in achieving 
fast convergence rate and to avoid local minima problem. The performance of 
the proposed Cuckoo Search Back-Propagation (CSBP) is compared with artifi-
cial bee colony using BP algorithm, and other hybrid variants. Specifically OR 
and XOR datasets are used. The simulation results show that the computational 
efficiency of BP training process is highly enhanced when coupled with the 
proposed hybrid method.  
Keywords: Back propagation neural network, cuckoo search algorithm, local 
minima, and artificial bee colony algorithm. 
1 Introduction 
Artificial Neural Networks (ANN) provide main features, such as: flexibility, compe-
tence, and capability to simplify and solve problems in pattern classification, function 
approximation, pattern matching and associative memories [1-3]. Among many dif-
ferent ANN models, the multilayer feed forward neural networks (MLFF) have been 
mainly used due to their well-known universal approximation capabilities [4]. The 
success of ANN mostly depends on their design, the training algorithm used, and the 
choice of structures used in training. ANN are being applied for different optimization 
and mathematical problems such as classification, object and image recognition, Sig-
nal processing, seismic events prediction, temperature and weather forecasting, bank-
ruptcy, tsunami intensity, earthquake, and sea level etc. [5-9].  ANN has the aptitude 
for random nonlinear function approximation and information processing which other 
methods does not have [10]. Different techniques are used in the past for optimal 
network performance for training ANNs such as back propagation neural network 
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(BPNN) algorithm [11]. However, the BPNN algorithm suffers from two major draw-
backs: low convergence rate and instability. The drawbacks are caused by a risk of 
being trapped in a local minimum [12], [13] and possibility of overshooting the 
minimum of the error surface [14]. Over the last years, many numerical optimization 
techniques have been employed to improve the efficiency of the back propagation 
algorithm including the conjugate gradient descent [15] [16]. However, one limitation 
of this procedure, which is a gradient-descent technique, is that it requires a differen-
tiable neuron transfer function. Also, as neural networks generate complex error sur-
faces with multiple local minima, the BPNN fall into local minima instead of a global 
minimum [17], [18]. Evolutionary computation is often used to train the weights and 
parameters of neural networks. In recent years, many improved learning algorithms 
have been proposed to overcome the weakness of gradient-based techniques. These 
algorithms include global search technique such as hybrid PSO-BP [19], artificial bee 
colony algorithm [20-22], evolutionary algorithms (EA) [23], particle swarm optimi-
zation (PSO) [24], differential evolution (DE) [25], ant colony, back propagation 
algorithm [26], and genetic algorithms (GA) [27].  
In order to overcome the weaknesses of the conventional BP, this paper proposed a 
new meta-heuristic search algorithm, called cuckoo search back propagation (CSBP). 
Cuckoo search (CS) is developed by Yang and Deb [28] which imitates animal beha-
vior and is useful for global optimization [29], [30], [31]. The CS algorithm has been 
applied independently to solve several engineering design optimization problems, 
such as the design of springs and welded beam structures [32], and forecasting [33]. 
For these problems, Yang and Deb showed that the optimal solutions obtained by CS 
are far better than the best solutions obtained by an efficient particle swarm optimizer 
or genetic algorithms. In particular, CS can be modified to provide a relatively high 
convergence rate to the true global minimum [34].  
In this paper, the convergence behavior and performance of the proposed Cuckoo 
Search Back-propagation (CSBP) on XOR and OR datasets is analyzed. The results 
are compared with artificial bee colony using BPNN algorithm, and similar hybrid 
variants. The main goals are to decrease the computational cost and to accelerate the 
learning process using a hybridization method.  
The remaining paper is organized as follows: Section 2 gives literature review on 
BPNN. Section 3, explains Cuckoo Search via levy flight. In section 4, the proposed 
CSBP algorithm, and simulation results are discussed in Section 5. Finally, the paper 
is concluded in the Section 6. 
2 Back-Propagation Neural Network (BPNN) 
The Back-Propagation Neural Network (BPNN) is one of the most novel supervised 
learning ANN algorithm proposed by Rumelhart, Hinton and Williams in 1986 [35]. 
BPNN learns by calculating the errors of the output layer to find the errors in the hid-
den layers. Due to this ability of back-propagating, it is highly suitable for problems 
in which no relationship is found between the output and inputs. The gradient descent 
method is utilized to calculate the weights and adjustments are made to the network to 
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minimize the output error. The BPNN algorithm has become the standard algorithm 
used for training multilayer perceptron. It is a generalized least mean squared (LMS) 
algorithm that minimizes a criterion equals to the sum of the squares of the errors 
between the actual and the desired outputs. This principle is; 
 
                             ܧ௣ ൌ ∑ ሺ݁௜ሻଶ௝௜ୀଵ                                 (1) 
 
Where the nonlinear error signal is  
 
                             ݁௜ ൌ ݀௜ െ ݕ௜                                   (2) 
 
݀௜ and ݕ௜  are respectively, the desired and the current outputs for the ith unit. P de-
notes in (1) the pth pattern; j is the number of the output units. The gradient descent 
method is given by; 
 
                    ݓ௞௜ ൌ െߤ డா೛డ௪ೖ೔                                 (3) 
  
Where ݓ௞௜ is the weight of the ith unit in the (n-1)th layer to the kth unit in the nth 
layer. The BP calculates errors in the output layer ௟߲ , and the hidden layer, ௝߲  are 
using the formulas in Equation (4) and Equation (5) respectively [36] [37]:  
                      ௟߲ ൌ ߤሺ݀௜ െ ݕ௜ሻ݂ ′ሺݕ௜ሻ                             (4) 
                      ௝߲ ൌ ߤ ∑ ௟߲ݓ௟௝௜ ݂ᇱሺݕ௜ሻ                             (5) 
Here ݀௜ is the desired output of the ith  output neuron, ݕ௜  is the actual output in the 
output layer, ݕ௜   is the actual output value in the hidden layer, and  k is the adjusta-
ble variable in the activation function. The back propagation error is used to update 
the weights and biases in both the output and hidden layers. The weights, ݓ௜௝  and 
biases,  ܾ௜, are then adjusted using the following formulae; 
                 ݓ௜௝ሺ݇ ൅ 1ሻ ൌ ݓ௜௝ሺ݇ሻ ൅ ߤ ௝߲ݕ௜                          (6) 
            ݓ௟௝ሺ݇ ൅ 1ሻ ൌ ݓ௟௝ሺ݇ሻ ൅ ߤ ௝߲ݔ௟                          (7) 
                  ܾ௜ሺ݇ ൅ 1ሻ ൌ ܾ௜ሺ݇ሻ ൅ ߤ ௝߲                             (8) 
Here k is the number of the epoch and  ߤ is the learning rate. 
3 Cuckoo Search Viva Levy Flight                                 
Levy Flights have been used in many search algorithms [38]. In Cuckoo Search algo-
rithm levy flight is an important component for local and global searching [34]. In sub 
sections, levy flight and then cuckoo search algorithm based on levy flights is  
explained.   
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a.      Levy Flight 
 
In nature, the flight movement of many animals and insects is recognized as a random 
manner. The foraging path of an animal commonly has the next move based on the 
current state and the variation probability to the next state. Which way it chooses be 
determined by indirectly on a probability that can be modeled mathematically. Levy 
Flights is a random walk that is characterized by a series of straight jumps chosen 
from a heavy-tailed probability density function [34]. In statistical term, it is a  
stochastic algorithm for global optimization that finds a global minimum [38]. A  
levy flight process step length can be calculated by using Mantegna algorithm using 
equation (9).  
 
                               ܵ ൌ ௨
|௩|
భ
ഁ
                                  (9) 
 
Note that ݑ  and   ݒ   are drawn from normal distribution with respect to these two 
random variables;   
           ݑ~ܰሺ0. ߪ௨ଶሻ,                      ݒ~ܰሺ0. ߪ௩ଶሻ              (10)          
The symbol ~ in (10) means the random variable obeys the distribution on right hand 
side; that is, samples should draw from the distribution. The ߪ௨ଶ and  ߪ௩ଶ present in 
equation (10) are the variance of distributions which come from equation (11); 
 
    ߪ௨ ൌ ቄ ୻ሺଵାఉሻୱ୧୬ ሺఛఉോଶሻ୻ሾሺଵା ఉሻ/ଶሿఉଶሺఉିଵሻమቅ
భ
ഁ ,                          ߪ௩ ൌ 1               (11) 
 
b.    Cuckoo Search (CS) Algorithm 
Cuckoo Search (CS) algorithm is a novel meta-heuristic technique proposed by Xin-
Shen Yang [28]. This algorithm was stimulated by the obligate brood parasitism of 
some cuckoo species by laying their eggs in the nests of other host birds. Some host 
nest can keep direct difference. If an egg is discovered by the host bird as not its own, 
it will either throw the unknown egg away or simply abandon its nest and build a new 
nest elsewhere. Some other species have evolved in such a way that female parasitic 
cuckoos are often very specialized in the mimic in color and pattern of the eggs of a 
few chosen host species. This reduces the probability of their eggs being abandoned 
and thus increases their population. The CS algorithm follows three idealized rules: 
  
a. Each cuckoo lays one egg at a time, and put its egg in randomly chosen nest;  
b. The best nests with high quality of eggs will carry over to the next generations; 
c. The number of available host nests is fixed, and the egg laid by a cuckoo is dis-
covered by the host bird with a probability ݌ܽ א ሾ0, 1ሿ. 
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In this case, the host bird can either throw the egg away or abandon the nest, and build 
a completely new nest. The rule-c defined above can be approximated by the fraction 
pa א ሾ0, 1ሿ of the n nests that are replaced by new nests (with new random solu-
tions). For a maximization problem, the quality or fitness of a solution can simply be 
proportional to the value of the objective function. In this algorithm, each egg in a 
nest represents a solution, and a cuckoo egg represents a new solution, the aim is to 
use a new and a potentially better solution (cuckoo) to replace a not so good solution 
in the nests. Based on these three rules, the basic steps of the Cuckoo Search (CS) can 
be summarized as the following pseudo code: 
 
When generating new solutions  x୲ାଵ for a cuckoo i, a Levy flight is performed 
x୧୲ାଵ ൌ x୧୲ ൅ α۩levyሺλሻ                             (12) 
Where ߙ  > 0 is the step size, which should be related to the scales of the problem of 
interest. The product ۩ means entry wise multiplications. The random walk via Levy 
flight is more efficient in exploring the search space as its step length is much longer 
in the long run. The Levy flight essentially provides a random walk while the random 
step length is drawn from a Levy distribution as shown in the Equation 12: 
 
 Lavy~u ൌ tି஛ , 1 ൏ λ ൑ 3                         (13) 
 
This has an infinite variance with an infinite mean. Here the steps essentially con-
struct a random walk process with a power-law step-length distribution and a heavy 
tail. Some of the new solutions should be generated by Levy walk around the best 
solution obtained so far, this will speed up the local search. However, a substantial 
fraction of the new solutions should be generated by far field randomization whose 
locations should be far enough from the current best solution. This will make sure the 
system will not be trapped in local minima. 
The pseudo code for the CS algorithm is given below: 
 
  
 
Step 1: Generate initial population of N host nest   i= 1... N 
Step 2: while (fmin<MaxGeneration) or (stop criterion) 
Do 
Step 3: Get a cuckoo randomly by Levy flights and evaluate its fitness ܨ௜ 
Step 4: Choose randomly a nest j among N. 
Step 5: if F୧  ൐ F୨Then 
Step 6: Replace j by the new solution. 
End if 
Step 7: A fraction ݌ܽ of worse nest are abandoned and new ones are built. 
Step 8: Keep the best solutions (or nest with quality solutions). 
Step 9: Rank the solutions and find the current best. 
End while 
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4 The Proposed CSBP Algorithm 
The CS is a population based optimization algorithm, and like other meta-heuristic 
algorithms,  it starts with a random initial population, The CS algorithm basically 
works in three steps: selection of the best source by keeping the best nests or solu-
tions, replacement of host eggs with respect to the quality of the new solutions or 
cuckoo eggs produced based randomization via Levy flights globally (exploration) 
and discovering of some cuckoo eggs by the host birds and replacing according to the 
quality of the local random walks (exploitation) [29]. Each cycle of the search con-
sists of several steps initialization of the best nest or solution, the number of available 
host nests is fixed, and the egg laid by a cuckoo is discovered by the host bird with a 
probability ݌ܽ ߝ ሾ0, 1ሿ. 
In the proposed CSBP algorithm, each best nest represents a possible solution (i.e., 
the weight space and the corresponding biases for BPNN optimization in this paper). 
The weight optimization problem and the size of population represent the quality of 
the solution. In the first epoch, the best weights and biases are initialized with CS and 
then these weights are passed to the BPNN. The weights in BPNN are calculated and 
compared with best solution in the backward direction. In the next cycle CS will up-
dated the weights with the best possible solution and CS will continue searching the 
best weights until the last cycle/ epoch of the network is reached or either the MSE is 
achieved.  
The pseudo code of the proposed CSBP algorithm is: 
 
Step 1: CS is initializes and passes the best weights to BPNN  
Step 2: Load the training data 
Step 3: While  MSE<stopping criteria 
Step 4: Initialize all cuckoo nests  
Step 5: Pass the cuckoo nests as weights to network 
Step 6: Feed forward neural network runs using the weights initialized with CS 
Step 7: Calculate the error backward 
Step8: CS keeps on calculating the best possible weight at each epoch until the 
network is converged. 
End While 
5 Experiments and Results 
To test the performance of the proposed CSBP, Boolean datasets of 4-bit OR, 2-bit 
and 3-bit XOR were used. The simulation experiments were performed on a 1.66 GHz 
AMD Processor with 2GB of RAM. For performing simulations Matlab 2009b soft-
ware was used. The proposed (CSBP) algorithm is compared with artificial bee colo-
ny Levenberg Marquardt algorithm (ABC-LM), artificial bee colony back propagtion 
(ABC-BP) algorithm and standard BPNN based on mean squarer error, epochs and 
CPU time. The three layer feed forward neural network are used for each problem. 
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I.e. input layer, one hidden layer, and output layers. The number of hidden nodes is 
design of five and ten neurons. In the network structure the biases nodes are also used 
and the log sigmoid activation function is placed as the activation function for the 
hidden and output layers nodes. For each problem, trial is limited to 1000 epochs. 
And minimum error is keeping 0. A total of 20 trials are run for each case. The net-
work results are stored in the result file for each trial.  
The first test problem is the Exclusive OR (XOR) Boolean function of two  binary 
input to a single binary output as (0 0; 0 1; 1 0 ; 1  1 ) -to -( 0; 1; 1 ;0). From the 
Table 1, we can see that the proposed CSBP method performs well on 2-bit XOR 
dataset. The CSBP converges to global minima in 21.23 second of CPU time with an 
average accuracy of 100% and achieves a MSE of 0. While other algorithms fall be-
hind in-terms of MSE, CPU time and accuracy. The Figure 1 shows that the CSBP 
performs well and converges to global minima within 134 epochs for the 2-5-1 net-
work structure. 
Table 1. CPU time, Epochs and MSE error for 2- bit XOR dataset with 2-5-1 ANN architecture 
Algorithm 
 
ABC-BP ABC-LM BPNN CSBP 
CPU TIME 172.3388 
 
123.9488 
 
42.64347 21.23 
 
EPOCHS 1000 1000 1000 149 
 
MSE 2.39E-04 
 
0.125 
 
0.220664 0 
Accuracy (%)   96.47231 
 
   71.69041 
 
54.6137 100 
 
 
 
Fig. 1. The CSBP convergence performance on 2 bit XOR with 2-5-1 ANN architecture 
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Table 2 give an idea about the CPU time, number of epochs and the mean square 
error for the 2 bit XOR data sets with ten hidden neurons. From the table, we can 
identify that the proposed CSBP method has better result than the ABC-BP, ABC-LM 
and BPNN algorithm. The CSBP achieves a MSE of 0 in 100 epochs and in 28.9 
second of CPU time. Meanwhile, the other algorithms have short performed with 
large MSE’s and CPU times. The Figure 2 shows the convergence performance of 
CSBP algorithm for the 2-10-1 network architecture.  
Table 2. CPU time, Epochs and MSE error for 2- bit XOR dataset with 2-10-1 ANN 
architecture 
     Algorithm 
 
ABC-BP ABC-LM BPNN CSBP 
CPU TIME 197.34 
 
138.96 
 
77.63 46.99 
EPOCHS 1000 1000   1000 203 
MSE 8.39E-04 
 
0.12578 
 
0.120664 0 
Accuracy (%) 96.8 
 
71.876 
 
54.6137 100 
 
 
 
Fig. 2. The CSBP convergence performance on 2 bit XOR with 2-10-1 ANN architecture 
In the second case we used 3- bit Exclusive OR test problem of three input to a 
single binary output as (1 1 1; 1  1 0 ; 1 0  1; 1 0  0; 0 1 1; 0  1  0 ;  0  0  1; 0  0 
0) –to-(1; 0; 0; 1; 0; 1; 1; 0). In the simulation, we selected a 3- bit exclusive OR data-
set for 3-5-1 architecture.  In three bit XOR input if the number of binary inputs is 
odd, the output is 1, otherwise the output is 0. Tables 3 describe the CPU time, num-
ber of epochs and the MSE of the XOR dataset with five hidden neurons. We can see  
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in the Table 3 that the proposed algorithm has an MSE of 5.4E-04 within 938 epochs 
and in 149.53 of CPU time. In 3-bit XOR dataset has better performances in MSE and 
accuracy. But it has take long CPU time for the processing then the BPNN, and ABC 
Table 3. CPU time, Epochs and MSE error for 3- bit XOR dataset with 3-5-1 ANN architecture 
Algorithm 
 
ABC-BP ABC-LM BPNN CSBP 
CPU TIME 172.3388 
 
123.7925 
 
50.03059 
 
149.53 
 
EPOCHS 1000 1000 1000        938 
MSE 0.08 
 
0.01063 
 
0.25077 5.4E-04 
 
Accuracy (%) 86.47231 
 
78.83231 
 
47.626 
 
98.7351 
 
 
Table 4 provides an idea about the CPU time, number of epochs and the mean 
square error for the 3 bit XOR test problem with ten hidden neurons. The proposed 
CSBP method with 3-10-1 network structure also outperforms the other algorithm in 
term of CPU time and MSE errors. The CSBP gets an MSE of 7.4E-04 in 161.53 CPU 
time. While for the same network structure the ABC-BP achieves a less MSE of 
0.0845. The conventional back propagation has 0.256 MSE achieved in 75.13748 
CPU cycles. 
Table 4. CPU time, Epochs and MSE error for 3- bit XOR dataset with 3-10-1 ANN 
architecture 
     Algorithm 
 
ABC-BP ABC-LM BPNN CSBP 
CPU TIME 185.3388 
 
153.7925 
 
75.13748 161.53 
 
EPOCHS 1000 1000 1000 1000 
 
MSE 0.0845 
 
0.01054 
 
0.256 7.4E-04 
 
Accuracy (%) 86.8971 
 
79.83231 
 
49.626 
 
98.88 
 
 
In the third case we used four bit OR  test problem of four  input to a single bi-
nary output as (1 1 1 1;1 1 1 0;1 1 0 1;1 1 0 0; 1 0 1 1;1 0 0 1; 1 0 0 0;0 1 1 1;0 1 1 0; 
0 1 0 1; 0 1 0 0; 0 0 1 1 ; 0 0 1 0; 0 0 0 1;1 0 1 0; 0 0 0 0) –to –( 1; 1; 1; 1; 1; 1; 1; 1; 
1; 1; 1; 1; 1; 1; 1; 0). In four bit OR dataset, if all inputs are 0, the output is 0, other-
wise the output will be 1. For the 4-5-1 network architecture, it has twenty five con-
nection weights and six biases. Tables 5, confirms the CPU time, number of epochs, 
the mean square error, and accuracy for the 4 bit OR test problem with five hidden 
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neurons. The proposed CSBP converged to a MSE of 0 within 51 epochs. While  
the ABC-LM algorithm has an MSE of 1.82E-10 and the ABC-BP has the MSE of 
1.91E-05.  
Table 5. CPU time, Epochs and MSE error for 4- bit OR dataset with 4-5-1 ANN architecture 
     Algorithm 
 
ABC-BP ABC-LM BPNN CSBP 
CPU TIME 162.4945 
 
118.7274 
 
63.28089 
 
8.486525 
 
EPOCHS 1000 1000 1000 51 
 
MSE 1.91E-10 
 
1.82E-10 
 
0.052778 0 
Accuracy (%) 99.97 
 
99.99572 
 
89.83499 100 
 
 
 
Fig. 3. The CSBP convergence performance on 4 bit OR with 4-5-1 ANN architecture 
Table 6 illustrates the CPU time, number of epochs and the MSE for the 4 bit OR 
test problem with ten hidden neurons. In four bit OR datasets the proposed algorithm 
has outperformed other algorithms with 99 percent accuracy. Figure 4 shows the con-
vergence performance of the proposed CSBP for the 4-10-1 network architecture.  
Table 6. CPU time, Epochs and MSE error for 4- bit OR dataset with 4-10-1 ANN architecture 
      Algorithm 
 
ABC-BP ABC-LM BPNN CSBP 
CPU TIME 180.4945 
 
129.7274 
 
67.28089 
 
8.678 
 
EPOCHS 1000 1000 1000 36 
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Table 6. (Continued) 
 
MSE 1.67E-10 
 
1.76E-10 
 
0.05346 0 
Accuracy(%) 99.47 
 
99.78 
 
89.83499 100 
 
 
 
Fig. 4. The CSBP convergence performance on 4 bit OR with 4-10-1 ANN architecture 
6 Conclusion 
BPNN algorithm is one of the most widely used and a popular procedure to optimize 
the feed forward neural network training. Conventional BPNN algorithm has some 
drawbacks, such as getting stuck in local minima and slow speed of convergence. 
Nature inspired meta-heuristic algorithms provide derivative-free solution to optimize 
complex problems. A new meta-heuristic search algorithm, called cuckoo search (CS) 
is proposed to train BPNN to achieve fast convergence rate and to minimize the train-
ing error. The performance of the proposed CSBP algorithm is compared with the 
ABC-LM, ABC-BP and BPNN algorithms by means of simulation on three datasets 
such as 2-bit, 3-bit XOR and 4-bit OR. The simulation results show that the proposed 
CSBP is far better than the previous methods in terms of simplicity, convergence rate 
and accuracy. In future the proposed model will be used on the benchmarks classifica-
tion datasets collected from UCI machine learning repository. 
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