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In this paper, using topological degree and linear algebra tech-
niques, we prove that a certain class of quasi-linear systems of
differential equations of the form
x˙ = Ax + μf (x,μ)
has at least one periodic solution, whereμ is a small parameter and
A is a constant n × nmatrix. Ifμ is bounded away fromzero and the
components of f are polynomials in x1, . . . , xn,μ, then there exists
at least one periodic solution under certain conditions. Finally, we
consider several examples.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The investigation of a periodic solution for nonlinear ﬁrst-order autonomous systems of differential
equation in higher dimension is a difﬁcult problem partly because of the topological characteristics
of n-dimensional space (for n 3) in contrast with a plane. As a matter of fact and in contrast with
the second-order situation, the existence of periodic solutions for third-order and higher has really
not been investigated to a large extent. The Poincare–Bendixon Theorem which is so powerful for
second-order differential equations is not applicable to the third and higher order.
The classical method for studying the resonance case of the problem of ﬁnding periodic solutions
of quasi-linear systems of ordinary differential equations is to derive a system of bifurcation equations
and apply the implicit function theorem to this system [1].
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An extension of this method is to use topological degree instead of the implicit function theorem.
If the degree is nonzero, there is at least one periodic solution; moreover by using Sard’s Theorem and
varying some of the terms in the equation arbitrarily slightly, it can be shown that the degree is a lower
bound for the number of periodic solutions of the varied system [2].
In [4,5], using the implicit function theorem and topological degree, it has been obtained necessary
conditions for the existence of periodic solutions of quasi-linear autonomous systems of second and
third order:
x
′′ + x = εf (x, x′),
x
′′′ + x = εf (x, x′, x′′),
where x ∈ Rn and f is smooth enough such that the existence and uniqueness of solutions are guar-
anteed, and ε is a small positive parameter.
In [6], using the theory of branching of nonlinear equations, it has been obtained sufﬁcient condi-
tions for the existence of periodic solutions of quasi-linear autonomous system of second-order:
x′′ = Cx + εf (x, x′, ε), (x ∈ Rn),
where C is a real matrix of order n.
In continuation,weneed the followingdeﬁnitionof topological degree and some referent theorems.
Let Ω ⊂ Rn denote an open bounded subset. Given a set S ⊂ Rn, S denote its closure, int(S) its
interior, and ∂S its boundary. Let f ∈ C1(Ω ,Rn). We say that x is a critical point of f , if Jf (x) = 0, i.e.
Df (x) is singular, and a regular point otherwise. About critical point set of f , we have the following
theorem:
Theorem 1 (Sard’s Theorem). Let f : Ω → Rn be continuously differentiable whereΩ ⊂ Rn is open, and
let S = {x ∈ Ω : Jf (x) = 0}. Then f (S) has measure 0.
Proof. See [2,4]. 
Deﬁnition 2. Suppose that f ∈ C1(Ω ,Rn), p /∈ f (∂Ω) and p is a regular value of f . Deﬁne the degree
of f at p relative to Ω as the integer
deg(f ,Ω , p) = ∑
x∈f−1(p)
sign(Jf (x)). (1)
Theorem 3 (Existence Theorem). If deg(f ,Ω , p) /= 0, then there is a point q ∈ Ω such that f (q) = p.
Proof. See [2,3]. 
2. Periodic solutions of ﬁrst-order autonomous quasi-linear systems
We consider the equation
x˙ = Ax + μf (x,μ), (2)
where A is a constant n × n matrix and f (x,μ) has continuous ﬁrst derivatives on Ω × I (where Ω
is an open set in Rn and I = (−μ0,μ0), where μ0 > 0) and we assume that x˙ = Ax has a nonzero
periodic solution. Also, we assume that either zero is a multiple eigenvalue of A or A has a eigenvalue
of the form iN, where N is a nonzero integer. If A has zero as a simple eigenvalue and all the other
eigenvalues are different from iN, where N is a nonzero investigated in [1].
Let x(t,μ, c) be the general solution of (2) such that x(0,μ, c) = c, which exists for t in some ﬁnite
interval and is continuous in μ for near μ = 0. From (2), using the variation-of-constants formula,
x(t,μ, c) = etAc + μ
∫ t
0
e(t−s)Af (x(s,μ, c),μ) ds. (3)
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Necessary and sufﬁcient condition for x(t,μ, c) to be periodic of period 2π + τ is that
(e(2π+τ)A − I)c + μ
∫ 2π+τ
0
e(2π+τ−s)Af (x(s,μ, c),μ)ds = 0,
or
(e2πA − I)c + e2πA(eτA − I)c + μ
∫ 2π+τ
0
e(2π+τ−s)Af (x(s,μ, c),μ)ds = 0, (4)
where I is the identity matrix. Thus the problem of ﬁnding periodic solutions of (2) is that of solving
the system (4) of n equations for the n unknowns, c1, . . . , cn, the components of c.
If x = x(t,μ, c) is periodic of period 2π + τ and if c = c(μ) and τ = τ(μ) are continuous for small
enough |μ| and τ(0) = 0, since x(t, 0, c(0)) = etAc(0), then it follows that
(e2πA − I)c(0) = 0. (5)
Matrix A has the canonical form:
A = diag(A1, . . . , Ak , B1, . . . , Bm, C).
Each Aj , j = 1, · · · , k, is a matrix of αj (αj even) rows and columns of the form
Aj =
⎛
⎜⎜⎜⎝
Sj
I2 Sj
. . .
. . .
I2 Sj
⎞
⎟⎟⎟⎠ ,
where all the elements are zero except Sj and I2, and
Sj =
(
0 −Nj
Nj 0
)
, I2 =
(
1 0
0 1
)
,
where Nj is a positive integer. (A matrix Aj may have only two rows and two columns in which case
Aj = Sj .) Each matrix Bj has βj rows and columns, j = 1, · · · ,m, and is of the form
Bj =
⎛
⎜⎜⎜⎝
0
1 0
. . .
. . .
1 0
⎞
⎟⎟⎟⎠ ,
where Bj may have only one row and column in which case Bj consists of the single element 0. The
matrix C has
(
n −∑nj=1 αj −∑mj=1 βj) rows and columns and has no characteristic roots of the form
iN for any integer N including N = 0. Matrix C need not be in canonical form.
If (c1, . . . , ci, . . . , cn) is a vector in R
n, the indices i corresponding to the last two rows of any Aj or
to the last row of any Bj are called exceptional indices. They are indices with the following form:
i = α1 + α2 + · · · + (αj − 1),
i = α1 + α2 + · · · + αj ,
where j = 1, . . . , k, and
i = α1 + · · · + αk + β1 + · · · + βj ,
where j = 1, . . . ,m. The indices i corresponding to the ﬁrst two rows of any Aj or to the ﬁrst row of
any Bj are called singular indices.
They are indices with the following form:
i = 1, 2,α1 + 1,α2 + 2, · · · ,α1 + α2 + · · · + αk−1 + 1,
α1 + α2 + · · · + αk−1 + 2,α1 + α2 + · · · + αk + 1,
α1 + · · · + αk + β1 + 1, · · · ,α1 + · · · + αk + β1 + · · · + βm−1 + 1.
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There are (2k + m) exceptional indices and (2k + m) singular indices. Throughout this paper, we
assume that 2k + m > 0, i.e., that there is at least one Aj or one Bj in the canonical form of matrix A.
By (5), it implies that only the components of c(0) with exceptional indices can be different from
zero.
(Clearly τ and c need, in fact, only exist for small μ > 0 with limiting values as μ → 0+.)
It is assumed here that in the canonical form for A there appears at least one matrix of the type Aj .
The exceptional indices associated with A1 are α1 − 1 and α1. The component of etAc(0) with index α1
is (c(0))α1−1 sin(N1t) + (c(0))α1 cos(N1t), and hence, for any speciﬁc choice of (c(0))α1−1 and (c(0))α1 ,
this sinusoid vanishing for some value of t and has there a non-vanishing ﬁrst derivative; if not, both
(c(0))α1−1 and (c(0))α1 vanish. By continuity, the component xα1 of x(t,μ, c(μ))must cross the t axis at
some points also. The system (2) is invariant under translations in t. In what follows it will be assumed
that xα1 vanishes at t = 0. This means that
xα1(0,μ, c
(μ)) = (c(μ))α1 = 0
for sufﬁciently small |μ|, including μ = 0. Thus the problem becomes one in obtaining sufﬁcient
conditions for the existence of c = c(μ) and τ = τ(μ) with (c(μ))α1 = 0 satisfying (4).
The components of (e2πA − I)c(μ) with singular indices are all zero. Thus (4) shows for the com-
ponents with these indices[
e2πA
(
eτA − I
τ
)
c(μ)
(
τ
μ
)
+
∫ 2π+τ
0
e(2π+τ−s)Af (x(s,μ, c(μ)),μ)ds
]
j
= 0. (6)
Letting μ → 0 in (6), the term involving the integral tends to a limit, and hence the other term
approaches a limit. Since τ → 0 as μ → 0, (6) gives for the components with singular indices[
e2πAAc(0) lim
μ→0
(
τ
μ
)
+
∫ 2π
0
e(2π−s)Af (esAc(0), 0)ds
]
j
= 0. (7)
Changing the variable from s to 2π − s and using the periodicity of esAc(0), it follows[
e2πAAc(0) lim
μ→0
(
τ
μ
)
+
∫ 2π
0
esAf (e−sAc(0), 0)ds
]
j
= 0, (8)
which (2) can be used instead of (7). If at least one singular component of esAAc(0) is different from
zero, then (7) implies the existence of the limit of τ
μ
as μ → 0, whereas the existence of this limit is
not implied by (7) if all the components of e2πAAc(0) with singular indices are zero. The system (7),
which holds for singular indices only, can be regarded as a system of 2k + m equations for the 2k + m
unknowns consisting of the 2k + m − 1 components of c(0) with exceptional indices ((c(0))α1 = 0)
and the unknown limit of τ
μ
, μ → 0.
Let τ = μν , and let
Hj(c
(0), ν) =
[
νe2πAAc(0) +
∫ 2π
0
e(2π−s)Af (esAc(0), 0)ds
]
j
, (9)
where j goes through the singular indices. The number of exceptional indices (equal the number
singular indices) is greater than zero. Denote that number by sm.
Theorem 4. Suppose the following conditions hold:
(i). There is a number ν0 and a vector a
(0) such that (a(0))α1 the α1th component of a
(0) is 0 and such
that non-exceptional components of a(0) are zero and Hj(a
(0), ν0) = 0 for singular indices j.
(ii). Let a1, · · · , asm−1 denote exceptional components of a other than the exceptional component aα1 .
Let the Jacobian
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∣∣∣∣∣∣∣∣∣
∂H1
∂a1
∂H1
∂a2
· · · ∂H1
∂asm−1
∂H1
∂ν
...
...
. . .
...
...
∂Hsm
∂a1
∂Hsm
∂a2
· · · ∂Hsm
∂asm−1
∂Hsm
∂ν
∣∣∣∣∣∣∣∣∣
,
(where H1, . . . ,Hsm denote the singular components of H), evaluated at a = a(0) and ν = ν0, be
nonzero.
Then there is a periodic solution x(t,μ) of (2) with period 2π + τ(μ),where x(t,μ) is continuous
in (t,μ) for all t, and for |μ| sufﬁciently small, τ(μ) is continuous in μ, x(t, 0) = etAa(0),
lim
μ→0
τ(μ)
μ
= ν0,
and xα1(t,μ), the α1th component of x(t,μ), is such that xα1(0,μ) = 0.
Proof. What we have to show is the existence of an open bounded subset of Rn as Ω so that
M0 : Ω → Rn
and
deg(M0,Ω , 0¯) /= 0.
Then by the homotopy invariance property of topological degree it results that for small deforma-
tion, that is corresponds to small values ofμ in (2), there is
(
a(μ), νμ
) (
where a(μ) =
(
a
(μ)
1 , . . . , a
(μ)
sm−1
))
that satisﬁes (6). So there is an open bounded subset of Rn as Ω such that
deg(Mμ,Ω , 0¯) /= 0. (10)
for |μ| sufﬁciently small.
Now it is straightforward that the ﬁrst variation ofMμ atμ = 0 is equivalent toΦ = (H1, . . . ,Hsm)
where H1, . . . ,Hsm denote the singular components of H. Let
(
a(0), ν0
)
be one of the solutions of
equation Φ = 0¯ as stated in (i) and (ii) then there is an open bounded subset of Rn around
(
a(0), ν0
)
as Ω by the Sard’s Theorem such that
deg(M0,Ω , 0¯) = deg(Φ ,Ω , 0¯) = sign(JΦ).
So by (10) there is μ > 0 such that for |μ| sufﬁciently small the equationM
(
a(μ), νμ
)
= 0¯ has a
solution in Ω as
(
a(μ), νμ
)
. 
Theorem 4 yields a sufﬁcient condition that (2) has a solution for small μ near one solution, i.e.
etAa(0), of x′ = Ax. In order to search all solutions of (2)which “branch away” from solutions of x′ = Ax,
we can proceed as follows. LetM be the mapping from Rsm into itself deﬁned by
M(a1, . . . , asm−1, ν) =
(
H1(a1, . . . , asm−1, ν), . . . ,Hsm(a1, . . . , asm−1, ν)
)
,
where Hk(a1, · · · , asm−1, ν) denotes Hk(a, ν) with the non-exceptional components of a and the ex-
ceptional component aα1 set equal to zero and similarly for Hsm .
Theorem 5. Suppose there is at least one matrix Bj in the matrix A and that the components of f are
polynomials in x1, . . . , xn and μ. Suppose further that there is a ball Ω in R
sm with center 0¯ such that
the Brouwer degree of M at 0¯ and relative to Ω is nonzero. Then if the coefﬁcients of the polynomial
components of f are varied arbitrarily slightly, the conclusion of Theorem 4 holds for at least one point(
a
(0)
1 , . . . , a
(0)
sm−1, ν0
)
in Ω.
Proof. The proof is similar to the proof of Theorem 4. 
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3. Some simple examples
We assume that A has the form
A =
⎛
⎜⎜⎝
0 −1 0
1 0 0
0 0 0
D
⎞
⎟⎟⎠ ,
where the unwritten entries are all zeros and D is an (n − 3) × (n − 3) matrix with no eigenvalues
of the from Ni(N = 0,±1,±2, . . .).
By using (5), we have
(e2πD − In−3)
⎛
⎜⎜⎝
c4
...
cn
⎞
⎟⎟⎠ = 0. (11)
Since matrix D has no eigenvalues of the from Ni, then det
(
e2πD − In−3
)
/= 0. Hence, we obtain
c4 = · · · = cn = 0. (12)
By using (8) and (12), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
H1(c2, c3, ν) = −νc2 + ∫ 2π0 [cos(s)f1 + sin(s)f2]ds = 0,
H2(c2, c3) = ∫ 2π0 [− sin(s)f1 + cos(s)f2]ds = 0,
H3(c2, c3) = ∫ 2π0 f3ds = 0,
H4(c2, c3) = ∫ 2π0 e−sD
⎛
⎜⎜⎝
f4
...
fn
⎞
⎟⎟⎠ ds = 0,
(13)
where fi = fi(c2 sin(s), c3 cos(s), c3, 0, . . . , 0)(i = 1, . . . , n).
LetM be the mapping deﬁned by{
c′2 = H2(c2, c3),
c′3 = H3(c2, c3). (14)
If deg(M,Ω , 0¯) /= 0, (where Ω is any ball in the (c2, c3)-plane with center at 0¯), then the pair of
equations{
H2(c2, c3) = 0,
H3(c2, c3) = 0, (15)
has solutions. If c2 /= 0, c3 be components of a solution such that H4(c2, c3) = 0, then the equation
H1(c2, c3, ν) = 0 can be solved for ν in terms of c2 and c3. So there is at least one limit cycle of (2).
In (13), assuming
A =
⎛
⎝0 −1 01 0 0
0 0 0
⎞
⎠ , c =
⎛
⎝ 0c2
c3
⎞
⎠ , f =
⎛
⎝f1f2
f3
⎞
⎠ ,
then we have,⎧⎪⎨
⎪⎩
H1(c2, c3, ν) = −νc2 + ∫ 2π0 [cos(s)f1 + sin(s)f2]ds = 0,
H2(c2, c3) = ∫ 2π0 [− sin(s)f1 + cos(s)f2]ds = 0,
H3(c2, c3) = ∫ 2π0 f3ds = 0,
(16)
where fi = fi
(
c2x
(2) + c3x(3), 0
)
and
x(2) =
⎛
⎝sin(t)cos(t)
0
⎞
⎠ , x(3) =
⎛
⎝00
1
⎞
⎠ ;
M. Bayat, B. Mehri / Linear Algebra and its Applications 432 (2010) 485–492 491
that is,
fi = fi(c2 sin(t), c2 cos(t), c3, 0).
Suppose f is apolynomial inall itsvariables. LetMbe themappingdeﬁnedby (14). If deg(M,Ω , 0¯) /=
0, where Ω is any ball in the (c2, c3)-plane with center at 0¯ and sufﬁciently large radius, then the pair
of equations (15), has solutions even ifμ is varied away from zero. If the component c2 of a solution is
different from zero, then the equation
H1(c2, c3, ν) = 0,
can be solved for ν in terms of c2 and c3.
Corollary 6. Let x1, x2 and x3 be the components of the vector x, and in (2)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
f1 = α0 + α1x21 + α2x22 + α3x23 + α4x1x2 + α5x1x3 + α6x2x3,
f2 = β0 + β1x21 + β2x22 + β3x23 + β4x1x2 + β5x1x3 + β6x2x3,
f3 = γ0 + γ1x21 + γ2x22 + γ3x23 + γ4x1x2 + γ5x1x3 + γ6x2x3,
whereαi,βi and γi are arbitrary real numbers. If
γ0
γ1+γ2 < 0 and γ0(α5 + β6) > 0 (or γ0(α5 + β6) < 0)
then the conclusion of Theorem 4 holds for at least one point
(
a
(0)
1 , a
(0)
2 , ν0
)
in a ball Ω in R3 with center
at (0, 0, 0) and sufﬁciently small radius.
Proof. By (9),⎧⎨
⎩
H2 = πc2c3(α5 + β6),
H3 = π
(
2γ0 + γ1c22 + γ2c22 + 2γ3c23
)
.
Now, since α5 /= β6 and c2 /= 0, by H2 = 0 we have c3 = 0. Therefore H3 = 0 with c3 = 0 has
the following solutions:
c2 = ±
√ −2γ0
γ1 + γ2 .
Since
JH(c2, c3) =
∣∣∣∣∣
πc3(α5 + β6) πc2(α5 + β6)
2πc2(γ1 + γ2) 4πc3γ3
∣∣∣∣∣
= −2π2(α5 + β6)
[
−2c23γ3 + c22(γ1 + γ2)
]
for
(√
−2γ0
γ1+γ2 , 0
)
and
(
−
√
−2γ0
γ1+γ2 , 0
)
, we have,
JH
(√ −2γ0
γ1 + γ2 , 0
)
= JH
(
−
√ −2γ0
γ1 + γ2 , 0
)
= 4π2γ0(α1 + β6).
Thus, if Ω is any ball in the (c2, c3)-plane with center at (0, 0) and sufﬁciently small radius and
γ0(α5 + β6) > 0 (or γ0(α5 + β6) < 0), then by (10), deg(M,Ω , 0¯) = −2 (or deg(M,Ω , 0¯) = 2). So
there is at least one limit cycle if the component c2 of the solution is nonzero. Therefore the equation
H1(c2, c3, ν) = 0 can be solved. 
Corollary 7. Let x1, x2 and x3 be the components of the vector x and in (2)
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
f1 = α0 + α1x31 + α2x32 + α3x33 + α4x1x22 + α5x21x2 + α6x1x23+α7x21x3 + α8x2x23 + α9x22x3 + α10x1x2x3,
f2 = β0 + β1x31 + β2x32 + β3x33 + β4x1x22 + β5x21x2 + β6x1x23+β7x21x3 + β8x2x23 + β9x22x3 + β10x1x2x3,
f3 = γ0 + γ1x31 + γ2x32 + γ3x33 + γ4x1x22 + γ5x21x2 + γ6x1x23+ γ7x21x3 + γ8x2x23 + γ9x22x3 + γ10x1x2x3,
where αi,βi and γi are arbitrary real numbers. If γ0 /= 0, k2 = −(β5+3α1+3β2+α4)4(α6+β8) and (β8 + α6)(γ7 +
γ9 + 2k2γ3) > 0 (or (β8 + α6)(γ7 + γ9 + 2k2γ3) < 0), then the conclusion of Theorem 4 holds for at
least one point
(
a
(0)
1 , a
(0)
2 , ν0
)
in a ball Ω in R3 with center at (0, 0, 0) and sufﬁciently small radius.
Proof. By (9), we have⎧⎨
⎩H2 =
1
4
πc2
(
c22β5 + 3α1c22 + 3c22β2 + 4α6c23 + c22α4 + 4β8c23
)
,
H3 = π
(
2γ0 + 2γ3c33 + γ7c22c3 + γ9c22c3
)
.
Since c2 /= 0, by H2 = 0, we have
c22(β5 + 3α1 + 3β2 + α4) + 4c23(α6 + β8) = 0.
Also since α6 /= −β8 and β5 + 3α1 + 3β1 + α4 /= 0, we have
c23 = k2c22. (17)
Considering H3 = 0 and (12), we have the following solutions:⎧⎪⎪⎨
⎪⎪⎩
c2 = 3
√
−2γ0
2γ3k3+γ7k+γ9k
c3 = 3
√
−2γ0k2
3γ3k2+γ7+γ9
or
⎧⎪⎪⎨
⎪⎪⎩
c2 = 3
√
2γ0
2γ3k3+γ7k+γ9k
c3 = 3
√
−2γ0k2
3γ3k2+γ7+γ9 .
Also
JH(c2, c3) =
∣∣∣∣∣∣
1
4
π
(
3c22β5 + 9α1c22 + 9c22β2 + 4c23α6 + 3c22α4 + 4c23β8
)
2c2c3π(α6 + β8)
2πc2c3(γ7 + γ9) π
(
6γ3c
2
3 + γ7c22 + γ9c22
)
∣∣∣∣∣∣
= −6π2k2c42(β8 + α6)(γ7 + γ9 + 2k2γ3).
Thus ifΩ is anyball in the (c2, c3)-planewith center at (0, 0)and sufﬁciently small radius, and (β8 +
α6)(γ7 + γ9 + 2k2γ3) > 0 (or (β8 + α6)(γ7 + γ9 + 2k2γ3) < 0), then by (10), deg(M,Ω , 0¯) = −2
(or deg(M,Ω , 0¯) = 2). So there is at least one limit cycle if the component c2 of the solution is nonzero.
Therefore the equation H1(c2, c3, ν) = 0 can be solved. 
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