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¿Quo vadis ciencia?
¿Es el azar la frontera de nuestro conocimiento? ¿Cómo 
influye el contexto social en el avance de la ciencia? 
¿Quién va más rápido, la tecnología o la ciencia? ¿Cuál 
es el papel de la computación en el conocimiento? 
¿Qué es el método científico? En el mundo académico 
y científico, ingenieros y filósofos parecen ser los dos 
grupos más distanciados en lo que respecta a sus temas 
de estudio, sus intereses y sus métodos. La ingeniería es 
una disciplina de orientación fundamentalmente prácti-
ca; la filosofía es esencialmente abstracta y conceptual. 
En el presente libro se analizan algunos de los temas 
fundamentales que interesan a toda persona preocupa-
da por la ciencia.
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1
INTRODUCCIÓN
La contribución de José Díez (“Ciencia y filosofía hoy”) nos aporta una vi-
sión general acerca del estado actual de la colaboración entre científicos y 
filósofos y de las cuestiones de mutuo interés, y sirve así como introducción 
a los diversos temas específicos que se tratan en los capítulos siguientes. 
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¿QUO VADIS CIENCIA?
CIENCIA Y FILOSOFÍA HOY
JOSÉ DÍEZ 
En esta presentación me limitaré a hacer algunas consideraciones de carácter 
muy general sobre algunos aspectos de la ciencia, y su relación con la filosofía, 
en nuestros días. La finalidad es presentar un marco que sirva como contexto 
inicial para una discusión ulterior. Por otro lado, y como el título indica, no me 
voy a centrar tanto en “hacia dónde va, o cabe esperar que vaya, la ciencia”, 
sino en su situación actual. En la primera parte defenderé que las principales 
disciplinas científicas llevan ya bastante tiempo en lo que se denomina “ciencia 
normal”. En la segunda, me centraré en los diversos modos en que ciencia y 
filosofía interactúan y se influyen mutuamente. Como casos de referencia 
tomaré las que en nuestros días son seguramente las cuatro disciplinas más 
representativas, y socialmente más influyentes, de la práctica científica en las 
ciencias naturales y sociales: la física, la biología, la psicología y la economía.
1. INTRODUCCIÓN
La contribución de José Díez (“Ciencia y filosofía hoy”) nos aporta una 
visión general acerca del estado actual de la colaboración entre científicos 
y filósofos y de las cuestiones de mutuo interés, y sirve así como introducción 
a los diversos temas específicos que se tratan en los capítulos siguientes.
2. LA CIENCIA HOY, ¿NORMAL O REVOLUCIONARIA?
Si bien las generalizaciones son siempre peligrosas, en una panorámica 
como la que me ocupa son también inevitables. En este respecto, la gene-
ralización que en mi opinión más se ajusta a la situación de la ciencia en 
nuestros días es que, a pesar del ingente incremento exponencial de pro-
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ducción científica en términos cuantitativos, en términos cualitativos lleva-
mos ya unas cuantas décadas en que en prácticamente todas las disciplinas 
domina lo que Kuhn denominaba ciencia normal.
Tanto en sus ensayos históricos sobre la revolución copernicana y la me-
cánica cuántica, como de forma más teórica en su famoso libro La estructura 
de las revoluciones científicas (1962), Kuhn enfatizó un hecho histórico que, 
aunque una vez señalado parece casi una obviedad, no solo no se había enfa-
tizado suficientemente con anterioridad sino que, al menos superficialmente, 
parecía entrar en conflicto con la imagen de la ciencia dominante hasta en-
tonces. El hecho enfatizado por Kuhn (y por otros pensadores de su época 
como Lakatos, y en cierto sentido avanzado tres décadas antes por Fleck), es 
que las teorías científicas no son realidades congeladas sino entidades cam-
biantes que se modifican en el tiempo, y que como (casi) todas las entidades 
cambiantes pueden modificarse más o menos radicalmente. Si el cambio es 
“moderado”, si no afecta a los componentes “esenciales” de la entidad en 
cuestión, tenemos “cambio con permanencia”, esto es, la cosa cambia en 
parte pero sigue siendo la misma cosa. Si el cambio afecta a las partes “esen-
ciales”, entonces la entidad en cuestión deja de ser lo que era, “desaparece” y 
da lugar a otra nueva. Ejemplos obvios del primer tipo de cambio “no esen-
cial” son la aparición de nuevas hojas en una planta, el cambio de células en 
un animal, o la sustitución de piezas cuando reparamos nuestro vehículo. En 
todos esos casos la entidad cambia en parte pero, en un sentido intuitivo, si-
gue siendo la misma entidad, a diferencia por ejemplo de lo que sucede si el 
coche se desmonta, se funden sus piezas y el material resultante se solidifica 
en un molde cúbico. Esta segunda entidad ya no es el coche inicial. 
Pues bien, de acuerdo con Kuhn, Lakatos y ahora otros muchos, algo pare-
cido sucede con las teorías científicas tal como la historia de la ciencia nos 
1/ T.S. Kuhn.
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muestra. En mecánica, por ejemplo, hubo importantes cambios desde Newton 
hasta Laplace, primero, y después Lagrange, pero a pesar de esos cambios se 
considera que sigue siendo, en un sentido relevante, “la misma teoría”. Sin em-
bargo, los cambios que experimentó la mecánica a fines del siglo xix y principios 
del xx protagonizados por Lorentz y, sobre todo, por Einstein, se consideran tan 
radicales que el resultado no fue un estadio más evolucionado de la mecánica 
“clásica”, sino una nueva teoría mecánica, la mecánica relativista. Estos dos tipos 
de cambio los denomina Kuhn “ciencia normal” y “ciencia extraordinaria” o 
“revolucionaria” respectivamente. En ciencia normal se producen cambios en la 
teoría, o “paradigma” como prefiere denominarlas Kuhn, como resultado del 
intento de los científicos de resolver los problemas empíricos o teóricos que la 
teoría tiene (“anomalías” en terminología kuhniana). Pero se trata de cambios 
que no cuestionan los principios y presupuestos centrales de la teoría/paradig-
ma y, por eso, aunque cambie “sigue siendo la misma”. Este modo de hacer 
ciencia es “normal” en un doble sentido. Es normal temporalmente hablando, 
pues es como se desarrolla la actividad científica durante la mayor parte del 
tiempo. Y es “normal” también en sentido axiológico, pues no hay nada malo, 
todo lo contrario, en intentar resolver los problemas sin cuestionar los supues-
tos centrales de la teoría; de otro modo, esto es cambiándolo “todo” a cada 
momento, la ciencia sería impracticable. Lo que sucede en periodos no norma-
les, entre dos periodos de ciencia normal, es algo “extraordinario” o “revolucio-
nario”. Es ciencia extraordinaria en sentido temporal pues estas “revoluciones 
científicas”, como las denomina Kuhn, suelen ocupar, comparativamente a la 
ciencia normal, breves periodos de tiempo. Y es ciencia extraordinaria también 
en sentido axiológico, pues la ciencia no podría “comportarse mayoritariamen-
te así”. Es también ciencia extraordinaria en otra acepción del término, enten-
diendo extraordinario como “excelente” o incluso “espectacular”, pues es el tipo 
de práctica científica a la que se asocian los científicos “extraordinarios”, los 
“grandes nombres”, los científicos “revolucionarios” como Copérnico, Newton, 
Darwin o Einstein. 
2/ Nicolás Copérnico, 
con cuya revolución en 
astronomía Kuhn 
ejemplificó su teoría de 
las revoluciones 
científicas.
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Resumiendo y retornando a nuestro ejemplo: el cambio en mecánica 
entre Newton y Laplace es parte de la ciencia normal pues no cambian 
los supuestos centrales, “esenciales” de la mecánica clásica; el cambio en-
tre Newton y Laplace de un lado, y Lorentz y sobre todo Einstein, de otro, 
es un cambio “revolucionario” pues modificó aspectos esenciales de la 
mecánica clásica, como la independencia del espacio y el tiempo, la inva-
rianza de la masa, la naturaleza de la gravitación y algunos otros. No es 
una cuestión sencilla identificar en cada teoría/paradigma cuáles son sus 
partes “esenciales” que no puede perder sin perder su identidad y cuáles 
las “no esenciales” que sí pueden modificarse manteniéndose la misma 
teoría. Pero aunque no sea sencillo y cada caso requiera un estudio deta-
llado de la teoría en cuestión, hay prácticamente común acuerdo de que 
en las teorías maduras dicha distinción es casi siempre aplicable. Otra 
cuestión difícil tiene que ver con la eventual continuidad tras los cambios 
revolucionarios. Intuitivamente parece que los cambios revolucionarios 
en ciencia preservan algo más de lo que, por ejemplo, se preserva en 
nuestro caso del coche tras su fundición. No hay acuerdo general acerca 
de si, en los cambios revolucionarios, a pesar de haberse modificado par-
tes esenciales de la primera teoría, se puede hablar de algún tipo de 
continuidad, y, en caso afirmativo, de si esta es teórico-explicativa o solo 
empírica. Kuhn, junto con Feyerabend, defendían que paradigmas separa-
dos por revoluciones son “inconmensurables” en su contenido teórico, 
mientras que otros filósofos como Putnam y Kitcher defienden que inclu-
so en los cambios revolucionarios se da cierta continuidad teórica (este 
es uno de los temas centrales de la epistemología de la ciencia y que ha 
suscitado más debate en las cuatro últimas décadas, pero ahora no deten-
dremos en ello).       
Este brevísimo repaso a la diferencia kuhniana entre ciencia normal y 
ciencia revolucionaria es suficiente para precisar el hecho al que me refería 
al comienzo, a saber, que a pesar del ingente incremento de producción 
científica en prácticamente todas las disciplinas científicas, en todas ellas 
estamos, desde hace ya algunas décadas, en un periodo de ciencia normal. 
Obviamente me refiero a la “ciencia teórica”, no a su aplicación tecnológica, 
que en ella sí parece no solo posible, sino real en nuestros días, un estado 
de casi revolución permanente. Pero en ciencia teórica, o “básica” como a 
veces se denomina, no tenemos grandes contribuciones revolucionarias 
desde hace cuatro o cinco décadas, y en algunos casos, como en física, hace 
más de un siglo. Este parece ser el caso en los principales campos del cono-
cimiento. Veamos los principales.
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2.1 Física
Las dos principales teorías que sustituyeron al paradigma newtoniano, la teoría 
de la relatividad y la mecánica cuántica, de momento plenamente vigentes, 
surgieron hace ya más de un siglo. Y aunque han experimentado, y siguen expe-
rimentando, importantes cambios, ninguno parece de momento suficiente-
mente “revolucionario”. Al menos en espera de los que nuevas comprobacio-
nes dictaminen sobre una de ellas, la teoría de la relatividad, y el experimento 
del Gran Sasso sobre la aparente velocidad superlumínica de los neutrinos que, 
de confirmarse, sí podría abrir una época de crisis kuhniana e iniciar una revo-
lución. Pero de momento hay demasiadas dudas como para asegurar nada. 
Así que, en espera de nuevas comprobaciones “normales”, no hay in-
dicios de revolución en relatividad.1 Y algo parecido sucede en mecánica 
cuántica. Aunque esta teoría tiene muchas “anomalías”, principalmente 
conceptuales más que predictivas, tanto internas (por ejemplo, el llamado 
“problema de la medición”) como de coherencia con la teoría de la rela-
tividad (principalmente el experimento EPR), nada indica que las respues-
tas que se ensayan vayan de momento más allá de la física cuántica “nor-
mal” (aunque es cierto que la física cuántica “normal” es ya tan rara que 
para algunos ni siquiera se adecua a las categorías kuhnianas). Otras inno-
vaciones aparentemente revolucionarias, como la teoría de las supercuer-
das, siguen por ahora en un estadio exploratorio puramente formal, sin 
consecuencias empíricas contrastables destacadas. 
De modo que en física fundamental llevamos un siglo de ciencia nor-
mal y, de momento, no hay ninguna revolución en el horizonte. Sin embar-
go, dadas las importantes anomalías conceptuales de ambas teorías, y 
puesto que como afirma Kuhn las revoluciones irrumpen abruptamente, 
la situación bien podría cambiar abruptamente y, de ser así, el lugar más 
3/ Albert Einstein.
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probable donde según los expertos podría emerger la revolución sería 
seguramente la teoría cuántica de campos y la gravedad cuántica.
Si en el campo de la física incluimos, como seguramente le corresponde, 
a la cosmología, la situación puede ser un poco menos estable. El modelo 
estándar del big bang, bien asentado desde el famoso descubrimiento de la 
llamada “radiación de fondo” en la década de 1960, tiene todavía muchos 
rincones por explorar, en particular en lo relativo a la “materia oscura”, 
necesaria para explicar la expansión del universo y sobre la que versa uno 
de los trabajos de este volumen.
2.2 Biología
También en biología teórica llevamos unas cuantas décadas de ciencia nor-
mal en las principales subdisciplinas. Las revoluciones, a mediados del siglo 
xix, de Darwin en evolución y Mendel en teoría de la herencia, cristalizan en 
la genética cromosómica de principios del siglo xx, en la teoría sintética de 
la década de 1920, y en la genética de poblaciones en la década de 1930. A 
pesar de los increíbles avances tecnológicos y aplicados ya en la primera 
mitad del siglo XX, y sobre todo en la segunda, y especialmente en las últi-
mas décadas del siglo con la explosión de la genómica, no ha habido con-
tribuciones teóricas revolucionarias después de la década de 1930.
4/ Lentes gravitacionales 
que indican la presencia de 
materia oscura.
5/ Estructura de doble 
hélice del ADN.
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Desde luego ha habido descubrimientos impresionantes, como el de la 
estructura del ADN por Watson y Crick en los años 1950, y avances teóri-
cos muy considerables, como el equilibrio puntuado de Gould en la década 
de 1960, pero nada de ello parece, al menos de momento, haber llevado a 
la genética y la evolución a nuevos cambios revolucionarios. Lo más innova-
dor, quizás revolucionario, en épocas más recientes se ha dado probable-
mente en microbiología y bioquímica, con la teoría de Monod sobre los 
sistemas alostéricos que inaugura en la década de 1980 toda una nueva 
rama de la bioquímica.
2.3 Psicología
Tras la revolución freudiana en el cambio de siglo pasado, y la conductista 
desde Pavlov y Watson hasta Skinner, en la primera mitad del siglo xx, en la 
década de 1970 llega la verdadera revolución teórica en psicología básica, 
la psicología cognitiva y el modelo computacional de la mente. Aunque los 
dos anteriores paradigmas siguen, en cierta forma, vigentes en el ámbito 
terapéutico, la psicología cognitiva se impuso prácticamente en la mayoría 
de centros de investigación teórica en biología básica, siendo la teoría de 
Marr sobre el procesamiento visual una de sus aplicaciones teóricas para-
digmáticas. Desde hace tres o cuatro décadas, sin embargo, la psicología 
básica parece instalada también en un periodo de ciencia normal, con una 
ingente cantidad de desarrollos teóricos y experimentales, aunque ninguno 
que se pueda calificar de revolucionario. Es cierto que durante unos años la 
llamada teoría de las redes neuronales pareció asomar como alternativa, 
pero de momento no puede considerarse un paradigma rival bien esta-
blecido. El otro gran frente de avance desde entonces, la neurología y la 
neuropsicología, con todo su inmenso desarrollo gracias a las técnicas de 
neuroimagen, es más bien una compleción de la psicología cognitiva que 
proporciona las bases cerebrales de las funciones mentales. Algunas de 
estas técnicas han facilitado un impresionante conocimiento empírico de 
las zonas cerebrales donde se alojan las funciones cognitivas básicas, espe-
cialmente importante en los casos de la percepción y el lenguaje, y han 
resultado extremadamente útiles para el diagnóstico, prevención y trata-
miento de disfunciones cognitivas, pero no parece que hayan producido, 
o vayan a producir, revoluciones teóricas profundas que alteren nuestros 
principios básicos sobre el funcionamiento de la mente. Aunque quizás en 
el futuro los estudios de neurociencia, especialmente si tiene éxito en el 
análisis de fenómenos como la conciencia y la capacidad representacional, 
puedan llegar a generar una revolución de tipo reduccionista o eliminativis-
ta (más adelante se tratan estas nociones), de momento nada de eso parece 
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vislumbrarse a corto plazo (me refiero a alternativas teórico-empíricas bien 
establecidas y desarrolladas, no a posiciones filosóficas sobre la mente).
2.4 Economía
En este caso, resulta un poco más difícil elaborar un diagnóstico, pues no es 
claro que la economía se deje analizar fácilmente en categorías kuhnianas. 
Sin embargo, en la medida en que se pueden aplicar, al menos en macro-
economía estamos sumidos también hace décadas en un periodo “normal” 
en lo que a la investigación teórica se refiere. Los principales modelos de 
política económica en liza, conocidos en terminología popular como “libe-
ralismo” (en su acepción europea, no estadounidense) y “socialdemocracia” 
(o “economía social de mercado”), descansan sobre unas bases teóricas 
que se remontan a inicios del siglo xx y que se consolidaron en las décadas 
de 1920 y 1930 en torno a John Maynar Keynes y en las décadas de 1940 
y 1950 en torno a Milton Friedman. 
Desde entonces ha habido contribuciones importantes en ambos casos, 
pero ninguna verdaderamente revolucionaria. Además, a diferencia de lo que 
ocurre en otras disciplinas, en macroeconomía los modelos coexisten como 
rivales sin que ninguno se imponga claramente en el plano teórico. Es verdad 
que comparten algunos principios económicos clásicos, pero difieren los bas-
tante como para considerarlos paradigmas teóricos rivales, sobre todo en 
cuanto a sus aplicaciones prácticas en política económica, especialmente en 
momentos de crisis económica como el actual. El grado de desacuerdo sobre 
qué hacer ante unos mismos datos es realmente sorprendente, y práctica-
6/ John Maynar Keynes.
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mente único en el conjunto de la práctica científica (un tipo de desacuerdo 
que, por ejemplo, en física sería inconcebible, análogo a que dos físicos, a la 
hora de enviar un satélite a la Luna, difiriesen en dirección, ángulo, trayectoria 
y velocidad de lanzamiento). En microeconomía la situación es quizás algo 
diferente, con propuestas recientes muy innovadoras (como la racionalidad 
acotada) y con bastante grado de acuerdo en muchos principios, como los 
centrales de la teoría de la racionalidad y la teoría de juegos.
3. LA RELACIÓN ENTRE CIENCIA Y FILOSOFÍA HOY
En esta segunda parte me centraré en la relación entre ciencia y filosofía en 
nuestros días. ¿Cómo contribuye hoy la reflexión filosófica a la práctica 
científica? Y, ¿cómo afecta el conocimiento científico actual a la práctica filo-
sófica?
3.1. Contribución de la filosofía a la ciencia
3.1.1 Física
El principal reto contemporáneo en física es seguramente la tensión entre 
las dos teorías mecánicas fundamentales, la relatividad general y la mecánica 
cuántica. Por un lado, tenemos la aparente incompatibilidad entre ellas, prin-
cipalmente el problema de la no-localidad y de la aparente comunicación 
superlumínica (EPR) en cuántica, contrarias a supuestos centrales de la teo-
ría la relatividad. Por otro, la aparente incompletud de ambas, y los intentos 
por combinarlas, al menos parcialmente, como pretende la teoría cuántica 
de campos y los modelos de gravedad cuántica. Es sobre todo en el primer 
problema, el de su supuesta incompatibilidad, donde más puede influir, y de 
hecho influye, la filosofía. El problema tiene por supuesto una clara dimen-
sión empírica, pero también un alto componente conceptual que hace 
poco esperable que pueda tener una solución puramente experimental. De 
hecho, algunas de las principales propuestas de conciliación son claramente 
“filosóficas”, postulando la retrocausalidad (backward causation) o los prin-
cipios de causa común, que aunque aplicados al dominio empírico en cues-
tión (mediciones de espín de las partículas escindidas), requieren una buena 
cantidad de elaboración filosófica sustantiva para hacerlas coherentes.  
3.1.2 Biología
El principal foco específico de problemas conceptuales en biología sigue siendo 
la teoría de la evolución y el adaptacionismo. Una de sus principales controver-
sias, la relativa a la naturaleza de las unidades evolutivas (si son individuos, pobla-
ciones, especies o genes), tiene más de discusión metateórica, y por tanto epis-
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temológica, sobre la mejor sistematización del corpus empírico, que de contro-
versia empírica que se pueda resolver por vía principalmente experimental. O 
el debate que acompañó la teoría evolutiva ya desde sus orígenes en Darwin, y 
renovado ahora con la polémica recreada por Fodor, sobre la supuesta vacui-
dad de los principios evolutivos básicos, que los haría anómalos en comparación 
con los de otras teorías como la mecánica o la genética. 
Un análisis detallado de este debate muestra que el problema, de nuevo, es 
básicamente filosófico, de comprensión de cuál es la estructura de las teorías 
unificadas y el estatuto epistémico de sus principios-guía más generales. Por 
otro lado, en biología tenemos el problema general de la existencia o no de 
leyes, de su peculiar carácter caso de que existan, o de si, por el contrario, dis-
ponemos más de modelos que de leyes propiamente dichas, como defiende 
Sober. De nuevo, parte de la discusión tiene una dimensión claramente filosó-
fica, y requiere fundamentalmente elucidación conceptual, en este caso sobre 
los rasgos básicos que caracterizan la distinción entre regularidades nómicas y 
accidentales, y acerca de si el carácter nomológico es compatible o no con la 
restricción del dominio de aplicación o la dependencia del contexto.  
3.1.3 Psicología
Una de las principales cuestiones debatidas por los propios psicólogos cog-
nitivos, ya desde los inicios, es la de la autonomía, metodológica y explicativa, 
de su disciplina ante el continuo avance de las neurociencias. Y en ese de-
bate han intervenido, y siguen interviniendo, filósofos de la psicología como 
Jerry Fodor o Paul y Patricia Churchland.
7/ El largo cuello de las 
jirafas es uno de los casos 
paradigmáticos de rasgo 
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21¿QUO VADIS CIENCIA? CIENCIA Y FILOSOFÍA HOY
La cuestión central es si, desde una perspectiva naturalista que todos 
comparten, el hecho de que las funciones mentales estén realizadas me-
diante mecanismos cerebrales, convierte, o no, a la psicología cognitiva en 
una especie de “ciencia provisional”, solo preservable mientras no sepa-
mos lo suficiente del cerebro y tengamos que contentarnos con “descrip-
ciones cognitivas” abstractas de las actividades cerebrales. Lo que está en 
juego aquí es la autonomía de la psicología como ciencia “independiente”, 
su eventual provisionalidad así como su función y valor metodológicos, 
con toda una serie de propuestas que van desde cierto tipo de dualismo 
(Chalmers), pasando por variedades de reduccionismos (Fodor, Jackson), 
hasta eliminativismos radicales (los Churchland). Nada de esto se puede 
dilucidar solo empíricamente, y la clarificación conceptual de nociones 
como dualismo de propiedades, dualismo de casos, reduccionismo analí-
tico, reduccionismo empírico o el eliminativismo es fundamental, y funda-
mentalmente filosófica. 
3.1.4 Economía
Uno esperaría que el filósofo pudiera contribuir algo a clarificar el due-
lo de titanes en macroeconomía entre keynesianismo y liberalismo, pero 
por desgracia (¿o no?) no parece que sea el caso, al menos de momen-
to. Las diferencias son tan abismales, y en cier to sentido tan poco usua-
les en ciencia, que da la sensación de que no se sabe siquiera por dónde 
empezar. Mi impresión particular (siendo un completo lego en la mate-
ria) es que el conflicto está tan cargado de ideología (en el sentido 
original del término) que apenas hay espacio para un análisis conceptual 
relativamente aséptico (en la medida en que la filosofía es aséptica) de los 
8/ Patricia Churchland.
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diferentes fenómenos a explicar, de su finalidad, y de los criterios de evalua-
ción de la capacidad predictiva y explicativa de los diferentes modelos. 
Donde sí tiene una fuerte presencia la reflexión filosófica es en micro-
economía, sobre todo en sus fundamentos más “micros”, como la teoría 
de la decisión, la teoría de juegos y las teorías de la racionalidad agregada. 
En este campo, la interacción entre microeconomistas y filósofos es bas-
tante intensa y fluida, de hecho, algunos de los principales protagonistas 
de dichas teorías, como von Neumann, sería difícil encasillarlos en una u 
otra disciplina. 
3.2. Relevancia de la ciencia para la filosofía 
3.2.1 Física
Aunque uno diría que, en principio, la parte de la filosofía que los filósofos 
denominamos metafísica, y que se ocupa de responder a la pregunta “¿qué 
es lo que hay?”, debería básicamente atender a lo que la ciencia, y particu-
larmente la ciencia fundamental, la física, establece, no siempre es así. Y en 
muchas de las cuestiones metafísicas eso es razonable, como en las más 
generales. Por ejemplo, en el llamado problema de la persistencia la cuestión 
9/ Von Neumann, uno de 
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es en qué sentido los ríos, los planetas, las plantas, los animales, las personas, 
las teorías científicas y muchas otras entidades “persisten en el tiempo”, 
cambiando pero a la vez “permaneciendo las mismas” (al menos tras cierto 
tipo de cambio). Pues bien, para problemas como este, considerando las 
principales propuestas al respecto (el continuantismo y el tetradimensionalismo 
–a los filósofos siempre nos gusta esconder ideas simples tras nombres com-
plicados–) no parece que importe mucho si el mundo está hecho de átomos, 
campos o leptones, o si hay tres o cinco fuerzas fundamentales en la natura-
leza. Se trata de cuestiones en que la información empírica no parece decisiva. 
Sin embargo, en otras muchas cuestiones más específicas sí lo es. Por ejemplo, 
en el ámbito de la filosofía del tiempo: ¿qué es el tiempo?, ¿existen el pasado 
y el futuro igual que existe el presente?, ¿o en cierto sentido sí y en cierto no?, 
¿está “abierto” el futuro? La respuesta a estas preguntas requiere reflexión 
filosófica, pero también en parte información empírica. 
Lo que diga nuestra mejor ciencia, en este caso la física, sobre el tiempo 
debe ser relevante. Y para muchos lo que dice nuestra mejor teoría física 
del tiempo, la teoría de la relatividad, es incompatible con ciertas posiciones 
en filosofía del tiempo, las llamadas posiciones “presentistas”, que sostienen 
que el presente tiene algún tipo de carácter fundamental. Para la relatividad 
especial el tiempo forma parte de un continuo tetradimensional, el espacio-
tiempo, y no hay sistemas de referencia espaciotemporales privilegiados; el 
presente es simplemente el punto espaciotemporal que uno mismo ocupa, 
“mi punto” por así decir, pero aunque eso tiene mucha relevancia psicoló-
gica no tiene ninguna preeminencia ontológica. Otros autores, sin embargo, 
aun aceptando estas consecuencias de la relatividad especial, sostienen que 
la relatividad general sí postula un sistema de referencia privilegiado. No es 
mi intención ahora discutir acerca de esta cuestión, sino tan solo ilustrar 
cómo puede ser relevante para un problema típicamente filosófico (que 
10/ Cinta De Moebius.
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preocupó a los filósofos desde Platón, Aristóteles y Agustín de Hipona has-
ta Kant, Bergson, Russell, Husserl y Heidegger) información empírica de 
nuestras mejores teorías físicas, en este caso la relatividad especial y general. 
En otros problemas la teoría física de referencia es la mecánica cuántica, 
para muchos de gran relevancia en algunos problemas filosóficos clásicos 
como los del determinismo o el atomismo. 
3.2.2 Biología
El principal campo filosófico teórico en que la biología tiene clara relevancia 
es el de la filosofía de la mente y la filosofía de la cognición en general, in-
cluyendo la cognición animal. En este campo tenemos interés en caracteri-
zar correctamente cuál es el contenido de una representación mental, qué 
es lo que compartimos dos personas cuando ambas nos representamos 
(percibimos), por ejemplo, un lago lleno de agua ante nosotros; o cuando 
dos ranas se representan (perciben) una mosca volando ante ellas antes de 
cazarla. Pues bien, para esta cuestión parece que lo que nos dice la biología 
evolucionista es relevante, pues desde una perspectiva naturalista nuestra 
cognición es una facultad biológica evolucionada mediante adaptación, por 
lo que resulta relevante saber cuál es la función adaptativa a la que su evo-
lución responde. 
Dependiendo de cuál sea esta función, puede ser que, en combinación con 
ciertos supuestos filosóficos (que caracterizan las posiciones llamadas “exter-
nistas”), la respuesta a la pregunta sobre el contenido representacional sea dife-
rente. Aunque también es verdad que desde otros presupuestos filosóficos 
(“internistas”) se puede argüir que la respuesta a la pregunta por el contenido 
de la representación es independiente de cualquier dato empírico sobre nues-
tra realidad adaptativa. De nuevo, no pretendo discutir ahora acerca de esta 
cuestión, sino ejemplificar cómo para determinados problemas filosóficos cier-
ta información biológica es considerada relevante, o al menos es parte de la 
11/ Rana cazando una 
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discusión filosófica si dicha información es o no relevante. La biología evolutiva 
ha sido un referente también en otras áreas de la filosofía: en filosofía práctica 
algunas posiciones metaéticas fundamentan nuestros juicios morales en meca-
nismos evolutivos; y en epistemología, algunas concepciones metacientíficas 
analizan la evolución de las teorías en términos adaptativos.  
3.2.3 Psicología
Uno de los supuestos de la psicología cognitiva más universalmente aceptados 
y empíricamente bien contrastados es la llamada teoría modular de la mente: 
nuestras facultades mentales están estructuradas en “módulos”, esto es, algunas 
funciones mentales presuponen otras, a su vez son presupuestas por otras, y 
también hay otras funciones respecto de las cuales son mutuamente indepen-
dientes. La investigación empírica tiene que ir estableciendo poco a poco cuáles 
están relacionadas y cuáles no, así como el tipo y grado de relación. Pues bien, 
esta información es muy relevante para la filosofía de la mente y la filosofía del 
lenguaje. Por ejemplo, dependiendo de cuál sea la relación entre los módulos 
de comprensión y de producción del lenguaje, ciertas teorías filosóficas sobre 
la prioridad entre lenguaje y pensamiento pueden resultar más o menos plau-
sibles. Otro dato relevante, en este caso de la neuropsicología, es la llamada 
plasticidad cerebral, que consistente en que, tras ciertas lesiones y un proceso 
de aprendizaje, algunas áreas cerebrales pueden acabar desarrollando funciones 
diferentes a aquellas que desarrollan en condiciones normales. Este hecho es de 
gran relevancia para la filosofía de la mente pues hace muy implausibles ciertas 
posiciones reduccionistas radicales. 
Por ejemplo, si el cerebro tiene esos rasgos de plasticidad, parece im-
plausible sostener que ‘tener tal sensación auditiva’ significa implícitamente 
tener tal zona concreta del cerebro activada de cierta manera, pues en otro 
cerebro la misma función de percepción y procesamiento de los estímulos 
auditivos puede haberse realojado en una zona cerebral diferente. La neu-
ropsicología y las neurociencias en general están ejerciendo una influencia 
creciente en las más diversas áreas de la filosofía, con una imparable proli-
12/ Módulos cerebrales.
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feración de “neuro-X”, como la neuroética, la neuroepistemología, la neu-
roestética e incluso la neuroteología. Quizás en algunos casos esta irrupción 
es un poco excesiva, pero en general es razonable que el incremento de 
información sobre los mecanismos cerebrales involucrados en determina-
das funciones mentales involucradas en actividades sujetas a la reflexión fi-
losófica, como la elaboración de juicios morales, estéticos o epistémicos, sea 
relevante al menos como proveedora de datos con los que dicha reflexión 
filosófica ha de ser compatible.
3.2.4 Economía
La ciencia económica no ha tenido hasta ahora demasiada relevancia para 
la filosofía teórica (salvo algunas aplicaciones en filosofía de la ciencia que 
desarrollan modelos económicos para el problema de la elección entre 
teorías), pero sí para la filosofía práctica, y en particular para la filosofía so-
cial y la filosofía política. Es de sobra conocida la influencia de la teoría 
económica en uno de los sistemas de filosofía social y política más influyen-
tes del siglo xx, el marxismo, y no hace falta ser marxista para reconocer la 
relevancia de la realidad económica en la estructuración social y en la apa-
rición de conflictos sociales y su resolución. 
No es de extrañar, pues, que lo que nos digan nuestras mejores teorías 
económicas sea relevante para un análisis conceptual de la realidad política 
y social. En este caso, obviamente, eso dependerá de cuál considere el filó-
sofo que es la mejor teoría económica, cuestión que, como hemos visto, es 
mucho más abierta aquí que en otras disciplinas científicas. 
13/ Karl Marx.
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Estos son en mi opinión los principales elementos de la relación entre cien-
cia y filosofía en nuestros días. Como complemento a las observaciones de la 
primera parte, quisiera concluir con una breve consideración general “anti-
presentista” sobre el estado de la ciencia en nuestros días. Hemos visto que 
según la relatividad especial el presente no tiene ninguna prioridad ontológica 
especial, simplemente es “donde nos ha tocado estar”. Sea cual sea su dimen-
sión ontológica, quiero concluir sosteniendo (aunque sin la defensa elaborada 
que requeriría) que tampoco dispone de ninguna prioridad “axiológica” espe-
cial. Parece una regularidad sociológica bastante robusta que, salvo en unos 
pocos momentos muy particulares marcados por crisis sociales muy generali-
zadas, todos padecemos de lo que se puede denominar “el síndrome de la 
fascinación por el momento presente”: los habitantes del presente solemos 
creer que vivimos en un momento “especialmente definitivo de la historia”. Y lo 
mismo sucede con nuestra imagen del conocimiento científico, pues tendemos 
a pensar que nunca antes como hoy la ciencia se ha desarrollado tanto, “las 
ciencias avanzan que es una barbaridad”, como dice el dicho popular.
Es innegable, como ya hemos señalado, el incremento exponencial en la 
generación de conocimiento. Pero es compatible con estar ocupando un perio-
do relativamente largo de ciencia normal, sin grandes innovaciones o revolucio-
nes teóricas. Es verdad que en términos históricos, la curva de generación de 
conocimiento, aunque sea “conocimiento normal”, es mucho más pronunciada 
que hace cien años, por no decir trescientos, o dos mil. Hace apenas ciento 
cincuenta años, o doscientos, una sola persona podía adquirir prácticamente 
todo el conocimiento científico de su época, algo que hoy resulta totalmente 
inconcebible. Pero esto solo significa que el punto de la curva en que estamos 
ha sobrepasado la capacidad de asimilación por una persona humana. Nada 
menos pero también nada más que eso. Es un hecho matemático simple que 
en una curva exponencial, en cualquier punto de la misma se crece mucho más 
que en los puntos anteriores, pero también mucho menos que en los posterio-
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res. Así que, por mucho que nos parezca que el crecimiento científico es hoy 
insuperablemente vertiginoso, el futuro depara a sus futuros habitantes un lugar 
en la curva todavía más inclinado. Y seguramente también alguna que otra re-
volución científica. Si tuviera que apostar por una analogía, diría que nuestra si-
tuación actual se asemeja a la de finales del siglo xviii y principios del xix.
En esa época, se estaba en plena digestión de las grandes revoluciones 
científicas, principalmente en astronomía, física y química, que dieron origen 
a la ciencia moderna, con una producción de conocimiento ridícula compa-
rada con la de nuestros días, pero vertiginosa en comparación con apenas 
unas décadas antes. Y también con la sensación de que a partir de ese 
momento solo restaba “consolidar” lo ya disponible, bajo la sombra del gran 
Isaac Newton y su unánimemente considerada insuperable teoría que abar-
caba todas las regiones y dimensiones del universo. Las revoluciones de fi-
nales del siglo xix y principios del siglo xx mostraron lo ilusorio de su fasci-
nación por su momento presente. Y una de las cosas que enseña Kuhn es 
que cuando se vive en un paradigma, por mucho que se haya venido de 
otro, es casi imposible concebir una nueva alternativa. Así que aquí estamos, 
inevitablemente persuadidos de la excepcionalidad de nuestro tiempo. 
Aunque conocedores de las revoluciones anteriores, no podemos evitar la 
fascinación por nuestro propio presente y nos resulta casi inconcebible 
cómo puede haber un cambio verdaderamente revolucionario en biología, 
en psicología o incluso en física. Hay quien de hecho piensa que no lo va a 
haber, que en las últimas revoluciones estas disciplinas adquirieron su “ma-
durez” y que la secuencia de Kuhn se aplica solo a estadios no maduros; en 
las disciplinas maduras, los cambios, incluso los de una teoría por otra, no 
son nunca tan revolucionarios. Aunque seguramente, por desgracia, no lo 
podré contrastar, estoy profundamente convencido del error de esta tesis 
y de que el futuro nos deparará (bueno, les deparará a sus habitantes) re-
voluciones científicas todavía más increíbles que las que conocemos. La 
fascinación del momento presente es, en mi opinión, tan estimulante como 
ilusoria. No quisiera acabar sin intentar una respuesta a la pregunta que da 
nombre a esta jornada, lo único que puedo decir acerca de hacia dónde va 
la ciencia es que lo razonable es esperar que se dirige hacia un futuro cuan-
do menos igual de revolucionario que nuestro pasado. Un futuro que, sin 
ninguna duda, a sus habitantes les parecerá único.      
1 Esta jornada tuvo lugar a las pocas semanas del experimento del Gran Sasso, que parecía probar que 
algunas partículas viajaban a mayor velocidad que la luz, que es el límite máximo según la teoría de la 
relatividad. Sin embargo, meses después se comprobaría que el experimento fue defectuoso y su su-
puesto resultado quedaría invalidado.
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CIENCIA Y SOCIEDAD
En el capítulo “Ciencias descriptivas versus ciencias de diseño” Anna Estany 
trata de la distinción entre dos tipos de ciencias y de actividad científica. Por 
una parte, las ciencias cuyo objetivo principal es la comprensión del mundo, 
su naturaleza y funcionamiento (ciencias descriptivas) y, por otra, las ciencias 
que se centran fundamentalmente en la producción y transformación de la 
realidad (ciencias de diseño o tecnologías). Estany analiza no solamente la 
distinción conceptual, sino también el papel que esas distintas formas de 
saber tienen en la sociedad, así como algunas de sus implicaciones éticas.
Jordi Vallverdú, por su parte (“Pensar colectivamente, sentir colectiva-
mente”) discute el papel de la computación en la ciencia contemporánea y 
se centra en dos cuestiones. Una de ellas es epistemológica: cómo se gene-
ra conocimiento científico en entornos informáticos eminentemente colec-
tivos y cuáles son las exigencias que la llamada e-ciencia impone sobre 
nuestra concepción del conocimiento científico. La otra es de interés ético 
y social, pues reflexiona sobre las actitudes emocionales que posibilitan 
formas colectivas de investigación y de organización del trabajo en la inves-
tigación científica.
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CIENCIAS DESCRIPTIVAS 
VERSUS CIENCIAS DE DISEÑO
ANNA ESTANY
“Son muchos los días que he pasado con científicos las horas de trabajo para 
salir luego de noche a reunirme con colegas literatos. Así como suena. Y natu-
ralmente, he tenido amigos íntimos tanto científicos como escritores. De esta 
suerte, viviendo entre dichos grupos, y aun mucho más, creo yo que con el ir y 
venir constante del uno al otro, se me fue planteando el problema que desde 
mucho antes de confiarlo al papel había bautizado en mi fuero interno con el 
nombre de ‘las dos culturas’. Porque tenía la sensación permanente de mover-
me entre dos grupos comparables en inteligencia, racialmente idénticos, no 
muy diferentes en cuanto a origen social y con unos ingresos más o menos 
iguales por su trabajo, que habían dejado casi totalmente de comunicarse, y que 
tenían tan poco en común respecto al clima psicológico, intelectual y moral que 
en vez de pasar de Burlington House o South Kensington a Chelsea era como 
si hubiese cruzado un océano.” Charles Percy Snow (1959).
Ch.P. Snow pronunciaba estas palabras en 1959. Transcurrido más de 
medio siglo, la brecha entre las distintas “culturas” se ha extendido aunque 
no necesariamente entre ciencias y humanidades como Snow señalaba. La 
15/ Charles Percy Snow
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especialización ha hecho que dentro de cada ciencia, 
y también en cada campo de las humanidades, los dis-
tintos colectivos vivan en mundos distintos e incluso, 
a veces, irreconciliables. Pensemos en las ramas de la 
física o la biología, o bien en los distintos enfoques en 
filosofía, la sensación es que las distintas comunidades 
científicas y filosóficas pertenecen a culturas (en el 
sentido de Snow) diferentes. 
Sin embargo, esta segmentación y atomización 
del saber ha llegado a un punto de inflexión puesto 
que, al final, frenaba el desarrollo del conocimiento, 
por lo que los estudios interdisciplinarios han emer-
gido en distintas ramas científicas y filosóficas. Ejem-
plos de ello los tenemos en el florecimiento de cam-
pos como la bioquímica, la astrofísica o la arqueome-
tría. También han surgido nuevos campos que trazan 
puentes entre ciencias y humanidades como la bioé-
tica o la neurofilosofía. La cuestión es si la emergen-
cia de estos campos interdisciplinarios resuelve el 
problema de las diferentes culturas, apuntado por 
Snow. No cabe duda de que el panorama después 
de medio siglo no es el mismo y una de las diferen-
cias es que si hay diferentes culturas, no son dos sino 
múltiples. En contrapartida, la interdisciplinariedad 
ha trazado puentes entre distintas ramas del saber, 
tanto científicas como humanísticas.
Lo que Snow no contempló es la brecha señalada 
por J. Ziman (1984) entre ciencia académica y ciencia 
industrial, que se agudizó después de la Segunda Gue-
rra Mundial. Otras expresiones de la misma idea se-
rían la diferencia entre ciencia pura y aplicada, y entre 
ciencia y tecnología. Estas distinciones que desembo-
16/ Simon y Kotarbiński 
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can en diferentes culturas pueden integrarse en lo que H. Simon (1969) 
denomina ciencias de lo natural (no limitado a lo biológico) y de lo artificial 
y que I. Niiniluoto (1993) denomina ciencias descriptivas y ciencias de diseño. 
El objetivo de este trabajo es ver hasta qué punto puede hablarse de dos 
culturas, si hay o no brecha, si sus comunidades viven en mundos distintos 
y si se han trazado puentes entre ellas.
1. INTRODUCCIÓN
Estas posibles culturas, que a veces se han caracterizado como científicas y 
tecnológicas, es difícil verlas como mundos aparte porque, actualmente, 
están entrelazadas. En este sentido, parece que desde el momento que se 
plantea la posibilidad de diferentes culturas estas necesariamente se fusio-
nan en lo que algunos pensadores han denominado “tecnociencia” (véase J. 
Echeverría, 2003) y, en consecuencia, las diferencias entre culturas dejan de 
existir. Sin embargo, como veremos, el fenómeno es más complejo de lo 
que parece a primera vista.
La idea de que en la actualidad ya no es posible distinguir entre 
ciencia y tecnología se fundamenta en una serie de fenómenos en torno 
a su papel en nuestra sociedad. Entre los más relevantes podemos seña-
lar los siguientes:
 –La imbricación que existe entre la investigación básica, la utilización 
de esta por las ciencias de diseño (ciencias que transforman el 
mundo, como las ingenierías, la medicina, la biblioteconomía, etc.) y 
la construcción de artefactos (tecnología) para cambiar la realidad.
 –Esta imbricación hace que incluso la investigación básica se vea in-
mersa en debates sociales, ante las posibles repercusiones que pu-
diera tener en problemas prácticos. 
 –La dependencia de la investigación científica de los patrocinadores 
financieros. La fuente de financiación no es la misma en todos los 
países pero sea pública o privada, el patrocinador quiere contra-
partidas (no necesariamente económicas) con lo cual crea una 
dependencia de los investigadores respecto al poder político y 
económico.
 –La rapidez con que se pasa del conocimiento científico a su aplica-
ción para satisfacer necesidades humanas o construir tecnología. 
M. Kranzberg, historiador de la tecnología, señala en The Unity of 
Science-Technology (1967) que pasaron 1.700 años desde que la 
máquina de vapor fue diseñada en Alejandría hasta que Watt la 
hizo funcionar, el principio de la fotografía tardó en llevarse a la 
práctica 200 años desde que fue esquematizado por Leonardo, el 
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motor eléctrico tardó 40 años, la energía nuclear, 5 años, el transis-
tor, 5 años, los plásticos transparentes, 2 años, y los rayos láser, 18 
meses. Esto, según Kranzberg, apoya la tesis de que la asociación de 
la ciencia (que quiere saber el “porqué”) y la tecnología (que quie-
re saber el “cómo”) produce una reacción en cadena de descubri-
miento científico e invención tecnológica.   
De estos fenómenos podemos sacar la conclusión de que en la prác-
tica la convergencia entre ciencia y tecnología, o entre ciencia pura y 
aplicada, es mayor, lo cual no significa que no puedan distinguirse concep-
tualmente. Es más, es importante que tengamos clara esta distinción por-
que si no pueden generarse falsos debates al confundir, por ejemplo, la 
investigación sobre las propiedades del uranio con la decisión de cons-
truir una central nuclear. Lo que sí requieren estos fenómenos son estu-
dios globales de la ciencia, en que se tengan en cuenta los factores epis-
temológicos, sociales, políticos y éticos. A esto hay que añadir la necesidad 
de que estos conocimientos lleguen a todos los ciudadanos a través de la 
educación científica, entendida no en el sentido restringido de una serie 
de conocimientos académicos y enciclopédicos, sino en un sentido más 
amplio de la práctica científica.
Las últimas décadas han sido prolijas en proporcionar, tanto desde la 
filosofía de la ciencia como desde la sociología del conocimiento, estu-
dios sobre las relaciones entre la ciencia, la tecnología y la sociedad, que 
se han plasmado en el campo de los estudios sobre la ciencia, interna-
cionalmente conocidos bajo el paraguas de los CTS. Estos han estado, 
en parte, mediatizados por ideas relativistas e irracionalistas, de modo 
que han quedado anclados en arenas movedizas sin fundamento racio-
nal. Por otro lado, la filosofía de la ciencia clásica ha estado centrada en 
los aspectos estrictamente epistemológicos, con lo cual ha habido una 
carencia de marco teórico para poder abordar la práctica científica 
como un fenómeno complejo en que confluyen cuestiones epistémicas, 
éticas y sociales.
A partir de aquí, ¿podemos concluir que la única cultura es la tecnoló-
gica, ya que la tecnología incide y es central en todos los ámbitos, tanto 
científicos como artísticos? Si bien es cierto que la tecnología hermana 
todas las culturas, no lo es menos que se han abierto nuevas brechas y no 
solo entre los individuos que pueden acceder a la tecnología y los que no. 
Uno de los factores que marca diferencias importantes, tanto en la ciencia 
como en el arte, es si los fines prioritarios de una disciplina o de un cam-
po artístico son intrínsecos a la propia actividad, o bien lo prioritario es su 
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aplicación práctica. A partir de aquí, y dado que no puede hacerse caso 
omiso de los fenómenos de imbricación entre ciencia y tecnología ya se-
ñalados, hay que buscar una alternativa que, por un lado, aúne las diferen-
cias entre lo intrínseco y lo aplicado, y por otro, se haga eco del complejo 
mundo tecnológico en que estamos inmersos.
Dicha alternativa debería incorporar los elementos necesarios para un 
análisis global de la ciencia desde principios racionalistas. En este sentido, 
considero que el marco teórico de las ciencias de diseño, desarrollado por 
H. Simon en Las ciencias de lo artificial (1969), y la praxiología, introducida 
por T. Kotarbiński en “Praxiological Sentences and How They Are Proved” 
(1962), nos proporcionan unos modelos teóricos que nos permiten aunar 
los aspectos epistemológicos y pragmáticos de la ciencia desde una pers-
pectiva racional. 
2. LAS CIENCIAS DE DISEÑO
La referencia a las ciencias de diseño desde la filosofía de la ciencia se lo 
debemos, en buena parte, a Ilkka Niiniluoto, que en un artículo titulado 
“The Aim and Structure of Applied Research” (1993) toma el modelo de 
Simon para abordar la ciencia aplicada. Niiniluoto considera que la mayor 
parte de los filósofos de la ciencia han abordado las ciencias de diseño con 
los mismos modelos de las ciencias descriptivas, mientras que los sociólo-
gos del conocimiento, a excepción de los seguidores de la sociología mer-
toniana, han hecho el camino inverso, aplicar los modelos de las ciencias 
aplicadas a la investigación básica. 
Las ciencias de diseño son el resultado de un proceso de cientifización y 
mecanización de las artes en el sentido de las habilidades y las actividades 
prácticas. Simon señala que el modelo tradicional de ciencia ofrece una ima-
gen engañosa de campos como la ingeniería, la medicina, la arquitectura, la 
economía, la educación, etc. como ciencias interesadas en el “diseño”, en el 
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sentido de propósito o meta a conseguir, es decir, que no tienen como objetivo 
saber cómo son las cosas sino cómo tienen que ser para conseguir determina-
dos fines. En este sentido, podríamos distinguir “dos culturas”: la de describir 
y explicar el mundo y la de transformarlo.
Indiscutiblemente, los ingenieros no son los únicos diseñadores profe-
sionales. La actividad intelectual que produce artefactos materiales no es 
fundamentalmente distinta de la que prescribe fármacos a un paciente, o la 
que programa un nuevo plan de ventas para una compañía o una política 
de asistencia social. El diseño, entendido así, es el núcleo de la formación 
profesional; es el rasgo principal que distingue las profesiones de las ciencias. 
Las escuelas de ingeniería, así como las escuelas de leyes, arquitectura, edu-
cación, medicina, etc. giran alrededor del proceso de diseño.
A partir de las ideas centrales de Simon, Niiniluoto distingue entre las 
ciencias descriptivas, las ciencias de diseño y la tecnología. Las primeras nos 
dicen cómo es el mundo, las segundas qué debemos hacer para transfor-
marlo y la tecnología es el instrumento para esta transformación. Con res-
pecto a la tecnología, añadiría que muchas veces es el medio indiscutible e 
indispensable para el desarrollo de las ciencias descriptivas. Es importante 
resaltar este punto ya que en el tratamiento de la relación entre ciencia y 
tecnología, se pone el acento en que la segunda es una consecuencia del 
desarrollo de la primera, pero se tiene poco en cuenta la dirección contra-
ria, es decir, el caso en que los avances tecnológicos reviertan en descubri-
mientos científicos. Es lo que podríamos denominar innovación tecnológica 
de la ciencia.
18/ Tabla (Niiniluoto, 1993)
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3. LA PRAXIOLOGÍA
Dada la estructura de los enunciados de las ciencias de diseño, es impor-
tante la contribución de la praxiología, ciencia de la acción eficiente, tal 
como la define T. Kotarbiński. La tarea de la praxiología es investigar las 
condiciones de que depende la maximización de la eficiencia.
Así como en las ciencias descriptivas la estructura de las sentencias es 
“A causa B” o “A causa B con probabilidad p”, en las ciencias de diseño 
solemos encontrar normas prácticas que tienen la estructura de sentencias 
praxiológicas. Por ejemplo, “si quieres adelgazar y comes mucha carne y 
pasteles, come la mitad e incorpora a la dieta fruta y verduras”. Generali-
zando, podemos decir que la estructura de las sentencias praxiológicas es 
como sigue: “Bajo la circunstancia A es necesario (o suficiente o aconseja-
ble) hacer B a fin de conseguir C.” 
En resumen, podemos decir que en una norma práctica intervienen tres 
elementos: los fundamentos teóricos, la base técnica y la selección y orden 
de las acciones. La base teórica es lo que fundamenta el hecho de que C 
cause A, estando en situación B (si disminuyes la ingesta de grasas y comes 
más vegetales y fruta, adelgazarás). En la base teórica habría que incluir co-
nocimientos de biología y química, que son el fundamento teórico de la 
dietética (una ciencia de diseño). La base técnica consiste en todos los ins-
trumentos y técnicas necesarios para alcanzar el objetivo. En nuestro ejem-
plo, las técnicas irían desde la tecnología utilizada para las operaciones de 
reducción de estómago hasta una tabla de alimentos para las comidas de 
una semana, pasando por la tecnología con que se realizan liposucciones y 
la sala de máquinas de los gimnasios. Por tanto, la base técnica hay que en-
tenderla en sentido amplio y no restringida a los artefactos. La base con-
ductual se refiere a las acciones que hay que llevar a cabo para lograr el 
objetivo. Esto significa una jerarquización de objetivos, desde el más lejano 
(mejorar el aspecto físico), hasta el más cercano (comer una manzana y un 
café para desayunar), pasando por el objetivo central y a más corto plazo 
que es adelgazar. 
4. LA METODOLOGÍA DE DISEÑO
Desde el campo de la ingeniería se ha cuestionado que la metodología 
estándar de la ciencia no encaja del todo con la forma de proceder de las 
ciencias de diseño, lo cual muestra que las diferencias entre ciencias des-
criptivas y de diseño tienen también su versión metodológica. De aquí 
que se hayan propuesto diversos modelos de metodología ingenieril, en-
tre los cuales podemos señalar, a modo de ejemplo, los siguientes: Gerald 
Nadler (1967), “An Investigation of Design Methodology”; M. Asimov 
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(1974), “A Philosophy of Engineering Design”; A.D. Hall (1974), “Three-
Dimensional Morphology of Systems Engineering”; y R.J. McCrory (1974), 
“The Design Method-A Scientific Approach to Valid Design”, entre otros.
A pesar de las diferencias entre ellos, en todos los modelos se dan 
una serie de características y posicionamientos sobre la metodología de 
diseño, acorde con las finalidades prácticas. Así, Nadler señala que dise-
ñar es la forma de cómo son obtenidos los resultados útiles, utilizando 
el conocimiento, las leyes y teorías desarrolladas a partir de la investiga-
ción en las ciencias básicas o descriptivas. Asimov considera que el dise-
ño ingenieril es una actividad dirigida a satisfacer necesidades humanas, 
particularmente aquellas que tienen que ver con los factores tecnológi-
cos de nuestra cultura. Hall distingue tres dimensiones en todo sistema 
ingenieril: la dimensión tiempo, el procedimiento para resolver un pro-
blema y el cuerpo de hechos, modelos y procedimientos que definen 
una disciplina, profesión o tecnología. Si bien podemos encontrar el 
equivalente de estas tres dimensiones en los demás modelos, es la ter-
cera dimensión la que es especialmente interesante para abordar la 
identidad de una disciplina profesionalizante. La definición de una disci-
plina da entidad a una serie de profesiones que actualmente se han 
institucionalizado al convertirse en estudios universitarios, que han ayu-
dado a comprender dicho proceso de institucionalización. Además, se 
justifica así la introducción en los planes de estudios de determinadas 
materias teóricas que constituyen la base científica en la medida que 
hacen más factible la consecución del objetivo y la resolución del pro-
blema práctico. En último término dan identidad a profesiones eminen-
temente prácticas, como es el caso de las ciencias de la enfermería, de 
la información, de la educación, etc.
Finalmente, McCrory entiende que la función del diseño no es originar 
el conocimiento científico sino utilizarlo a fin de que el resultado sea una 
creación útil. En este sentido, la función del diseñador puede ser considera-
da similar a la del artista, pues ambos dan lugar a nuevas creaciones. Vamos 
a detenernos en la propuesta de McCrory y su esquema a través del cual 
pueden seguirse las fases del proceso metodológico. Hay que resaltar la 
idea de que en la concepción de un diseño convergen los conocimientos 
científicos (estado de la cuestión) y las necesidades que constituyen la en-
trada no técnica, que corresponde a los factores sociales, económicos, 
geopolíticos, etc.
Dado que la diferencia entre saber y arte con fines intrínsecos y prácti-
cos constituye una versión de las dos culturas de Snow, la propuesta de 
McCrory (en que con algunas variaciones también podemos incluir los 
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otros autores referenciados) supone una alternativa que recoge la necesi-
dad de que el saber y las necesidades prácticas converjan.
5. ¿CÓMO ENTENDER EL PROGRESO EN LAS CIENCIAS DE
DISEÑO?
La idea de progreso implica una valoración en función de algo que espera-
mos alcanzar. Aplicado a las ciencias en general, se ha entendido que el paso 
de una teoría A (paradigma, programa de investigación) a otra B constituye 
un progreso cuando B es una mejora respecto de A en algún aspecto. Los 
aspectos relevantes para las ciencias descriptivas (investigar la naturaleza 
por medio del método experimental en un intento de satisfacer nuestras 
necesidades de conocer) son los valores cognoscitivos o epistémicos que 
permiten resolver más problemas, acercarnos a la verdad, encontrar siste-
mas más coherentes, etc. 
En las ciencias de diseño, la situación es más compleja ya que intervie-
nen otros elementos, además de los cognoscitivos, que hacen que los indi-
cadores de progreso científico a partir del modelo estándar de ciencia 
descriptiva no sean suficientes para valorar el progreso en dichas ciencias. 
El punto de partida para valorar el progreso es tener en cuenta los tres 
elementos que intervienen en las sentencias praxiológicas. Así, podemos 
decir que la base teórica depende del progreso cognoscitivo de la ciencia, 
la base técnica, del avance tecnológico y este, a su vez, depende de aquellas 
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disciplinas que están más relacionadas con los artefactos, y la base conduc-
tual depende de los cambios de actuación y organización de los agentes.
En muchos casos los cambios ocurren en los tres campos conjuntamente: 
a los cambios en los instrumentos y la utilización de nuevas relaciones entre 
eventos les siguen nuevas formas de acción. Es así, por ejemplo, cuando el trans-
porte ferroviario es sustituido por el transporte aéreo. Pero no siempre ocurre 
de esta forma, al menos no al mismo tiempo. Siguiendo con nuestro ejemplo 
de la dietética, los conocimientos biológicos y químicos a partir de los cuales se 
diseñan las dietas, no solo para adelgazar sino también para hacer frente y paliar 
determinadas dolencias, son los mismos pero lo que varía son las nuevas formas 
de planificar la alimentación. En realidad, lo que ha variado son las necesidades, 
las modas, los valores, etc., es decir, se han producido cambios relevantes en el 
elemento no técnico de las necesidades, como lo denomina McCrory. Otro 
ejemplo en que lo único que cambia es la base conductual es en la curación del 
cáncer. A escala planetaria, no hay rincón del mundo donde, con las posibilida-
des de comunicación actuales, no puedan llegar los conocimientos de biología 
molecular y la tecnología necesaria para aplicarlos; sin embargo, la superación 
de esta enfermedad presenta cifras muy dispares en función del país donde se 
encuentren estos enfermos. La diferencia está en la selección y el orden de las 
acciones, es decir, los protocolos que se siguen, las políticas sanitarias, etc.
 Quizá podríamos decir que en todas las ciencias de diseño intervienen 
estos tres elementos. Pero, al mismo tiempo, también es cierto que el pro-
greso no depende en el mismo grado de cada uno de dichos elementos. Es 
decir, hay ciencias de diseño cuyo avance está más en función de la base 
teórica, otras de la tecnológica y otras de la organizativa y de actuación. 
Vemos pues que también sobre la idea de progreso encontramos la valo-
ración intrínseca y la que resulta de su aplicación. Pero en la práctica es 
necesario aunar ambas y tener en cuenta los valores y criterios antes de 
tomar cualquier decisión.
6. LA RELEVANCIA DE LOS MODELOS COGNITIVOS
De los modelos de metodología de diseño vamos a tomar el modelo de 
McCrory para explicitar la forma de introducir el elemento cognitivo en la 
metodología de diseño. En estos momentos son muchas las voces que 
consideran que las ciencias cognitivas no pueden permanecer ajenas al di-
seño de la tecnología. En esta nueva etapa de la metodología de diseño 
desde la perspectiva cognitiva, también nos encontramos que el centro de 
atención es la ingeniería. No es de extrañar que uno de los autores que más 
aportaciones ha hecho a este campo sea D. Norman y que uno de sus ar-
tículos más emblemáticos lleve por título “Cognitive Engineering” (1986). 
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Norman entiende la ingeniería cognitiva en el sentido de ciencia cognitiva 
aplicada al diseño y a la construcción de máquinas, y señala la importancia 
de tener en cuenta los principios fundamentales que subyacen a la acción 
humana y así poder diseñar sistemas que requieran el menor esfuerzo po-
sible para usarlos. 
Uno de los primeros problemas que aborda la ingeniería cognitiva es 
cómo salvar la brecha existente entre los fines de la persona o agente, ex-
presados en términos psicológicos, y el sistema físico, definido en términos 
de variables físicas. Las personas tienen unos propósitos o fines que quieren 
alcanzar pero para ello necesitan controlar una serie de sistemas físicos. La 
persona que va a utilizar el artefacto tiene que interpretar las variables físi-
cas para llevar a cabo los fines propuestos, para lo cual ha de realizar una 
serie de acciones y manipular determinados mecanismos. Norman propor-
ciona un modelo de cómo pueden construirse los puentes que unen los 
fines del agente con el sistema que, en su caso, es un ordenador, pero el 
sistema físico puede ser desde un enchufe, el panel de mandos de un coche 
o una tabla de los alimentos que hay que tomar durante una semana para 
seguir la dieta. 
El modelo conceptual ideado por Norman establece la interacción en-
tre diseñador, usuario y sistema. El diseñador construye un modelo concep-
tual en función de las características y capacidades cognitivas del usuario y 
lo materializa en un sistema físico, a partir de cuya imagen el usuario cons-
truirá su modelo conceptual. Es decir, el modelo conceptual del usuario es 
el resultado de interpretar la imagen del sistema. En esto el diseñador tiene 
mucha responsabilidad ya que el usuario construye su modelo a través de 
la imagen del sistema, la cual será más fácil de aprehender cuanto más trans-
parente, explícita, inteligible y consistente sea. Que sea así o que la imagen 
sea oscura, implícita e ininteligible depende, en buena parte, del diseñador. 
Pero como principio general podemos decir que el diseñador ha de tener 
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como objetivo construir sistemas físicos que sean máximamente transpa-
rentes e inteligibles. 
¿Dónde encajamos estas ideas sobre la ingeniería cognitiva en la meto-
dología de diseño? A los dos elementos del modelo de McCrory (estado 
de la cuestión y necesidades) habría que añadir un tercer elemento que 
serían los procesos cognitivos. Así pues, de la misma forma que del estado 
de la cuestión penden las teorías físicas y químicas (en el caso de la mayor 
parte de las ingenierías), y de las necesidades, las teorías sociológicas y an-
tropológicas, de los procesos cognitivos penden los principios de diseño, 
que conforman una nueva disciplina que toma elementos de la psicología y 
de la ciencia de la computación. 
En su libro del 2004, Emotional Design. Why We Love (Or Hate) Everyday 
Things, Norman señala la importancia de que el diseñador tenga en cuenta 
las diferencias individuales y culturales de los usuarios. Considera que es un 
desafío la pretensión de una ciencia del diseño universal pero se puede 
pensar en una “ciencia aproximativa”. Los diseños fallan porque los ingenie-
ros y diseñadores están demasiado centrados en ellos mismos. Los prime-
ros tienden a focalizar el diseño en la tecnología, en realidad saben dema-
siado de tecnología y demasiado poco de las necesidades de las personas 
corrientes. Para saber qué necesitan las personas lo más importante es 
observar cómo se comportan, en qué fallan y cómo aprenden a manejar un 
artefacto determinado. En todas estas reflexiones Norman piensa, fundamen-
talmente, en personas corrientes y en situaciones de la vida cotidiana; sin 
embargo, podríamos aplicar lo mismo a los científicos y observarlos en el la-
boratorio, en los congresos, en las clases para ver qué les gusta, cuáles son sus 
21/ (Norman, 1986, p. 46)
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habilidades, etc. Los científicos no son extraterrestres a pesar de que a veces 
parece que los filósofos los hayan considerado seres de otro mundo. 
7. CONCLUSIONES DESDE LA FILOSOFÍA DE LA CIENCIA
Difícilmente la filosofía de la ciencia podrá hacer caso omiso de las 
ciencias de diseño. Precisamente porque los fenómenos actuales 
señalados al principio forman parte de los signos de nuestro tiempo, la 
filosofía no puede delegar esta problemática a otras disciplinas. El hecho 
de que durante las décadas de los años 1980 y 1990, se impusieran 
aproximaciones sociológicas de tendencia relativista se debe en parte 
a que la filosofía de la ciencia, centrada en los aspectos epistemológicos, 
hizo dejación de estos fenómenos –o, al menos, podemos decir que no 
fueron prioritarios. Esta situación ha cambiado a partir de finales de la 
década de 1990 y sobre todo durante el siglo xxi. Con esto no quiero 
decir que no haya habido filósofos que hayan abordado los factores 
sociopolíticos y tecnológicos de la ciencia, pero, como he dicho antes, 
no han constituido el centro de la comunidad de filósofos de la ciencia 
cuando han participado en congresos, revistas, cátedras, etc. –al menos 
no han abordado dichos fenómenos desde una aproximación racionalista. 
Sin embargo, hay que señalar que algunas de las cuestiones que pueden 
atribuirse a una filosofía de las ciencias de diseño se han tratado en el 
marco de la filosofía de la tecnología.
Las ciencias de diseño también nos llevan a plantear cómo entender el 
progreso científico. Mucho se ha escrito sobre las revoluciones científicas. 
Nunca se ha dicho si se trataba de ciencias puras o de diseño, sin embargo 
todos los ejemplos históricos a que los filósofos han aludido siempre han 
sido de ciencias puras o descriptivas. Si bien es cierto que ha habido apor-
taciones sobre el cambio y las revoluciones tecnológicas, estas se han cen-
trado, fundamentalmente, en la invención (conjunción de diversos elemen-
tos técnicos que tienen como resultado una nueva tecnología) y en la inno-
vación (aplicación de tecnología a un nuevo ámbito), y en la mayoría de los 
casos se han referido a la adopción y aceptación de una nueva práctica por 
parte del usuario. Las ciencias de diseño tienen como objetivo transformar 
el mundo, pero nadie estaría dispuesto a aceptar que cualquier transforma-
ción supone progreso. Por tanto, conceptos como el de progreso, si ya es 
difícil caracterizarlos en las ciencias descriptivas mucho más en un campo 
tan complejo como el de las ciencias de las cuales se espera resuelvan pro-
blemas prácticos.
Las ciencias cognitivas que han entrado con fuerza en la filosofía de la 
ciencia con el programa naturalizador y el enfoque cognitivo tanto en la 
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epistemología como en la filosofía de la ciencia, también tienen mucho que 
decir en las ciencias de diseño, muy especialmente en relación con el ele-
mento tecnológico. 
Finalmente, las diferentes culturas que planteaba Snow hace medio siglo 
se han convertido en una multiplicidad de culturas debido a la especializa-
ción; además, haciendo de la necesidad virtud se han trazado múltiples 
puentes a través de marcos interdisciplinarios, no solo entre las ciencias sino 
entre estas y la tecnología, y también entre ciencias y humanidades. 
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1. INTRODUCCIÓN
Que las ciencias del siglo xxi son ciencias que se fundan en la computación 
está fuera de toda duda, hasta el punto que se ha creado un nuevo entorno 
de generación de conocimiento científico denominado e-ciencia. Estos nue-
vos entornos incluso han llevado a reconocer no solo problemas epistemo-
lógicos, es decir, cómo sabemos que lo que sabemos es correcto, sino otros 
también de tipo ético. En este capítulo se plantea la necesidad de reflexionar 
al mismo tiempo sobre cómo se generan estos conocimientos/herramientas 
y cuáles son las condiciones que explican el surgimiento y mantenimiento de 
las comunidades humanas implicadas, especialmente de las de software libre.
2. LA CREACIÓN COLECTIVA DEL ENTORNO
En los últimos años se habla mucho de la creación colectiva a través de los 
nuevos entornos informáticos, lo que incluso popularmente se ha denomi-
nado la red 2.0., donde prima la experiencia compartida de vivencias y ac-
tividades. Facebook, Twitter o Instagram son ejemplos de ello. La populari-
zación de estas ideas es debida a su implementación y disponibilidad uni-
versal. Pero en este apartado me voy a ceñir a la generación colectiva y no 
coordinada de forma centralizada de entornos de trabajo, algunos de ellos 
de carácter científico. Expongo a continuación dos proyectos diferentes: 
 –Open Worm: tras múltiples intentos de emular de forma com-
pleta a un ser vivo, el proyecto Open Worm, realizado en códi-
go abierto, con múltiples participantes y totalmente disponible en 
la red, es el primer intento exitoso de simular por completo un ser 
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vivo en una máquina: no solo su exterior sino también su interior, 
célula a célula. Reproducen uno de los sistemas vivos más simples, 
el Caenorhabditis elegans, constituido por 959 células (en machos), 
de las cuales 302 son neuronas, 95 células musculares y el resto, 
562, elementos corporales restantes. Mediante este trabajo se pre-
tender emular el comportamiento global de un ser vivo en un 
ordenador. Tal vez con un modelo simple, alejado de nuestro inte-
rés obsesivo por el ser humano y su mente, sin embargo se trata 
del primer paso espectacular en el avance del conocimiento hacia 
la simulación completa de cerebros. Cabe recordar que uno de los 
proyectos científicos bandera de la Comunidad Europea, el Hu-
man Brain Project, está suscitando muchas críticas entre la comu-
nidad de las ciencias cognitivas.
 –GIT: ¿Cómo permitir que cientos de personas trabajen independien-
temente, en momentos distintos sobre un mismo proyecto informá-
tico y que este funcione? Con instrumentos diseñados para ello, 
como el que nos ocupa, GIT. Se trata de un sistema de control de 
versiones distribuidas: cuando diferentes personas producen datos o 
modifican líneas de código de un programa es importante poder 
coordinar estos esfuerzos para evitar redundancias o incluso cam-
bios que provoquen problemas globales en el sistema. Para ello se 
crearon los sistemas de control de cambios, aunque la mayoría esta-
ban centralizados en un único servidor o máquina. Como reposito-
rio de cambios en la generación de código, esto implicaba estar so-
metido a múltiples limitaciones para formas de trabajo distribuidas. 
La gran aportación de GIT fue que permitía almacenar los códigos 
en un repositorio distribuido, lo cual mejora la seguridad del trabajo, 
al tiempo que aproxima a los usuarios al acceso al código. Para sol-
ventar el problema de la múltiple modificación de códigos o imple-
mentaciones de proyectos a tiempo real, GIT permitía un control 
jerárquico. Linux, por ejemplo, se desarrolla mediante GIT en un 
entorno de programación denominado concurrente, porque sucede 
en múltiples espacios al mismo tiempo.
3. LOS DATOS
Uno de los problemas más acuciantes de esta nueva ciencia de grandes 
datos (big data) es verificarlos y evaluarlos, para lo cual se utilizan, a su vez, 
herramientas automatizadas. Si en lugar de una investigación que genera 
grandes cantidades de bytes nos referimos a un sistema operativo o a un 
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programa, el reto es el mismo aunque esta vez relacionado con los miles 
o millones de líneas de código que lo configuran. ¡Pensemos, por ejemplo, 
que el genoma humano es en realidad una hilera de tres mil millones de 
pares de letras (bases: A, C, G, T)! Si además consideramos que tanto los 
datos como los propios programas están evolucionando y transformán-
dose continuamente, entonces el reto para asegurar la corrección de los 
mismos es importante. Si bien desde el punto de vista teórico los siste-
mas cerrados deberían funcionar de forma correcta y los sistemas abier-
tos deberían ser algo caóticos debido a la falta de coordinación centrali-
zada, la verdad refuta tales intuiciones. Ello supone un reto metodológico 
que nos obliga a reconceptualizar los modos de generación de conoci-
miento por cuestiones como el fraude (recurrente en todas las disciplinas 
y áreas geográficas), la verificación de datos o el control de los errores 
(por aspectos físicos o de programación). Otro punto a tener en cuenta 
en los datos es la seguridad. Las bases de datos científicas son vulnerables 
por su propia naturaleza electrónica y abierta. Los mecanismos que per-
mitieron el trabajo de e-ciencia presentan algunos posibles problemas. Tal 
y como publicó Wired en 2008, poco después de que se activara el LHC, 
el Gran Colisionador de Hadrones (Large Hadron Collider), un grupo de 
hackers autodenominado Grupo 26000 del Equipo Griego de Seguridad 
accedió a los ordenadores conectados a una de las herramientas encar-
gadas de la monitorización de las colisiones de hadrones. Los hackers 
fueron frenados antes de poder acceder al sistema central del colisiona-
dor, pero el daño estaba hecho: sin causar problemas reales, demostró la 
vulnerabilidad de una macroinstalación como el LHC. El CERN, que ges-
tiona el LHC, replicó públicamente con un texto relativo a la seguridad: 
“Doce pasos para mejorar la ciberseguridad de los sistemas de control 
del CERN”. En este texto planteaban diversos puntos que debían respe-
tarse para permitir la seguridad del proyecto, al tiempo que ofrecían da-
tos sobre sus métodos de seguridad.
4. EL SALTO HACIA EL “CONOCIMIENTO DE COLMENA”
Una vez esbozados los elementos constitutivos de estas nuevas prácticas 
tecnológicas colectivas, es necesario reflexionar sobre algo evidente: del 
mismo modo que un grupo de insectos como las hormigas se coordinan 
descentralizadamente, pero con efectividad, para realizar actividades que 
han sido desencadenadas por motivos variables, como rehacer la entrada al 
hormiguero, atender a los pulgones, defender las rutas de alimentos fenóme-
no que se denomina “conocimiento de colmena” (swarm intelligence), en el 
caso que nos ocupa asistimos a un fenómeno paralelo de coordinación 
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22/ Modelos de creación 
de conocimiento clásico 
lineal homogéneo y de 
colmena, hechos de 
retazos coherentes.
acéfala, a la que denominaremos “epistemología de colmena” (swarm epis-
temology). La naturaleza de este nuevo concepto se desvincula completa-
mente de la noción de trabajo no centralizado pero paralelo dentro de una 
disciplina o entorno teórico, algo que sucede en prácticamente todas las 
actividades humanas no reguladas por códigos abiertos, como un código de 
conducta o un método de trabajo obligatorio. En cierto modo, cuando en 
una gran ciudad coinciden dos multitudes a ambos lados de un semáforo 
céntrico, estas consiguen encontrarse y llegar al lado opuesto sin mayores 
sobresaltos y sin haber pactado de antemano cómo se coordinarán.
La epistemología de colmena abarca el trabajo conjunto no coordi-
nado para la construcción de conocimiento teórico y de las herramien-
tas necesarias para ello, pero en torno a una actividad que se coordina 
mediante su propia naturaleza. Vemos la diferencia contemplando prime-
ro la ciencia como un proyecto colaborativo, pero al mismo tiempo 
competitivo, y la creación de una herramienta de trabajo de forma com-
partida. Por esta razón, los premios Nobel se otorgan todavía a indivi-
duos (los cuales remiten a pequeños grupos de apoyo), pero nunca a 
toda una comunidad, que sería, desde un punto de vista de análisis de 
ecología epistemológica, la que habría probado a través del método del 
ensayo-error el conjunto de conocimientos que han acabado por cris-
talizar. Para los miembros de la epistemología de colmena no existe más 
recompensa que formar parte del proceso, en una disolución del indivi-
duo dentro del grupo. Veamos un esquema de los dos modelos, el clási-
co y el de colmena:
En el modelo clásico la construcción del conocimiento es sólidamente 
progresiva (aunque dejamos de lado los errores, callejones sin salida y fra-
casos existentes en todo proceso científico desde una perspectiva históri-
ca), mientras que en el de colmena, ni el propio proceso no está coordina-
do, ni tan solo evaluado, como en el modelo clásico. Es una adición progre-
siva de elementos que sumados forman un conjunto harmónico. Esto den-
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tro de un proceso ingenieril, como lo es la creación de un sistema operati-
vo, es un fenómeno sorprendente e innovador. Cabría ver si esto es posible 
en otras disciplinas, como la arquitectura o la robótica. En el próximo apar-
tado analizaremos el papel de las emociones como cohesionador (y discri-
minador) social de las comunidades implicadas en semejante proceso.
5. CONOCIMIENTO TÁCITO, TRABAJO COLECTIVO Y
EMOCIONES TÁCITAS
En 1958, Michael Polanyi introdujo en su obra Personal knowledge un con-
cepto epistemológico importante, el de conocimiento tácito. Posteriormen-
te, en el capítulo 1 de Tacit dimension, de 1966, amplió sus ideas. Resumien-
do, la dimensión tácita del conocimiento afirma que “sabemos más de lo 
que podemos explicar”. En realidad hablamos de hábitos y de elementos 
culturales que no reconocemos presentes en nosotros mismos, aunque los 
ejercemos. Polanyi se refería a las habilidades o al conocimiento necesario 
para ejecutar una acción sin ser conscientes de la importancia del mismo, 
de manera que no lo transmitiríamos o enseñaríamos a otras personas que 
quisieran realizar la misma acción. Paul Feyerabend, en su clásico Tratado 
contra el método, relata la típica experiencia de una persona que se acerca 
por vez primera a un microscopio: en principio lo ve todo borroso, nada 
semejante a las imágenes microscópicas que haya visto antes. Esta persona 
debe aprender a ver y saber cómo debe proceder para ver (preparar la 
muestra, iluminarla, seleccionar la lente, enfocar...). Tal y como afirmó el pre-
mio Nobel Sir Peter B. Medawar, aprendemos a observar. Si no tenemos 
todo esto en cuenta, no podremos enseñar al estudiante a ver. Si bien la 
idea de conocimiento tácito es sobradamente conocida, no sucede lo mis-
mo con las emociones tácitas. La presencia de emociones tácitas en entor-
nos de cooperación social (presencial o virtual) nos permite entender con 
mayor precisión la naturaleza del proceso de creación colectiva de informa-
ción.
Si bien tanto el pensamiento occidental como el oriental han conside-
rado per se las emociones como algo negativo que nos aleja de lo primor-
dial, y les han atribuido un papel meramente propedéutico en contextos 
limitados, a partir de la segunda mitad del siglo xx, la neurociencia ha arro-
jado otra perspectiva, en que las emociones aparecen como elementos 
básicos de la actividad racional. Es lo que los estudios sobre cognición han 
denominado la “revolución afectiva” en los estudios sobre cognición. Hasta 
entonces, las emociones habían sido el patito feo de los estudios sobre la 
acción humana. Uno de los catalizadores de este cambio en 1994 fue el 
neurólogo Antonio Damasio con su libro El error de Descartes, en que des-
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de un monismo naturalista cuestionaba la exclusión de las emociones en los 
procesos racionales y las situaba en la primera línea de los procesos cogni-
tivos superiores. Las aproximaciones evolutivas a la conciencia o los estu-
dios generales de las emociones han demostrado que el origen de la con-
ciencia, fundamentado en un poderoso sistema nervioso central, podría 
proceder de la emoción. Incluso el ámbito de la inteligencia artificial, basada 
en la automatización de elementos simbólicos y reticente a la presencia de 
emociones en sus investigaciones, ha empezado a incorporar arquitecturas 
artificiales en sus modelos, aunque frecuentemente bajo la presión de la 
computación afectiva o la robótica social. Esta transformación ha sido debi-
da al reconocimiento, por un lado, de la naturaleza no lógica (formal) de la 
mente humana y, por otro, en cómo las emociones son guías para la acción 
en entornos dinámicos o con información insuficiente. Una racionalidad li-
mitada, pero efectiva, algo que los robots todavía no tienen. Las heurísticas 
humanas son extraordinariamente complejas, permiten vías alternativas, in-
novaciones, creatividad. Tal como acabó reconociendo uno de los fundado-
res de la inteligencia artificial, Herb Simon, “la emoción es de particular 
importancia debido a sus funciones de selección como foco de nuestra 
atención a eventos particulares de nuestro entorno”. A pesar de tal consta-
tación, Simon declinó implementar emociones en sus sistemas artificiales 
mixtos racionales-emocionales, si cabe distinguir entre ambos procesos. 
Más tarde, otro peso pesado de la inteligencia artificial también abogó por 
la necesidad de máquinas emocionales, no solo por los elementos necesa-
rios de los mismos en las interacciones entre seres humanos y robots o 
máquinas, sino también por la exigencia de tales elementos emocionales 
en sistemas cognitivos avanzados y creativos. Ahora se está desarrollando 
un modelo más preciso que imbrique emociones y racionalidad, desde 
una perspectiva que incluya también los niveles cognitivos, neuronales, 
moleculares y sociales. 
Por tanto, es pertinente reconocer el papel fundamental de las emocio-
nes en los procesos mentales y sociales, y que en muchos casos su presencia 
se da sin que reparemos en ella, esto es, de forma tácita. Siguiendo este hilo 
argumental, las emociones tácitas son emociones no explícitas (y no directa-
mente observables) que están presentes en un proceso cognoscente y que 
configuran los modos por los cuales este conocimiento es gestionado.
Continuando en mi análisis, debo remarcar que el conocimiento es un 
proceso social en el cual se manifiesta de forma inevitable que se compar-
te socialmente la emoción. Como resultado de nuestra estructura material, 
necesitamos comunicar nuestras emociones, incluso a entidades no huma-
nas: amamos objetos tales como coches, recuerdos de infancia, fotografías, 
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estatuas, lugares… Estos eventos emocionales explican la naturaleza hasta 
ahora excepcional por su estructura de trabajo y resultados de las comuni-
dades de “código abierto” u open source (OS). Como Wittgenstein afirma-
ba en el Tractactus Logico-Philosophicus, § 6.43, “el mundo de los felices es 
totalmente diferente al de los infelices”; las emociones tácitas explican el 
funcionamiento e incluso los resultados de las comunidades humanas.
6. EMOCIONES TÁCITAS Y OS
Si bien es cierto que las comunidades OS están descentralizadas, abiertas y 
son colaborativas, al mismo tiempo manifiestan jerarquías entre los propios 
miembros. La idea de los mecanismos de refuerzo guarda una fuerte rela-
ción con nuestro concepto de emociones tácitas: estas son reguladores 
básicos dentro de la comunidad, y pueden y deben ser consideradas condi-
ciones estructurales del éxito de los proyectos OS o abiertos. Estos grupos 
se caracterizan por: (a) una cultura general en que la autoridad emana de 
la competencia, (b) principios de liderazgo delegados y participativos com-
binados con responsabilidades específicas, (c) una estructura modular que 
disminuye complejidades innecesarias (optimizando los recursos), (d) una 
política de revisión en paralelo que permite simultáneamente un rápido 
desarrollo al tiempo que un sistema de trabajo estable (a pesar de posibles 
repeticiones o redundancias en el proceso), (e) una política motivacional 
que no solo reconoce las contribuciones de los desarrolladores, sino tam-
bién el trabajo documental, (f) unas reglas claras y normas sobre la comuni-
dad que son comunicadas en línea, y (g) herramientas de comunicación 
simples pero robustas que están disponibles de forma ubicua (chats, co-
rreos electrónicos, foros...). Curiosamente, la mayor parte de estos princi-
pios se consideran como condiciones estructurales para el trabajo distribui-
do en entornos empresariales. A continuación analizo con mayor detalle 
algunas de las más importantes emociones tácitas y los objetivos de las 
comunidades OS. 
6.1. Empatía y cohesión masculina (y discriminación de género)
Incluso en el ámbito de las comunidades OS, en las que no existen las re-
compensas sociales habituales, se manifiesta un fuerte sexismo. A causa de 
ello, muchas mujeres no se acercan a estos entornos. Si bien existen muchas 
otras causas estructurales y sociales, es un hecho que tan solo el 1,5 % de 
miembros OS son mujeres y que en el caso del negocio de código de pro-
piedad constituyen el 24 %. Esto, además de una nefasta tradición machista, 
puede también responder a la mayor empatía social entre hombres. En 
realidad, no están más marginadas en entornos OS que en el resto de en-
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tornos y momentos históricos de la computación. En cualquier caso, las mu-
jeres sienten que no son bienvenidas, pero, ¿cómo lo saben? La respuesta se 
encuentra en el concepto de docilidad, detallado en la próxima sección. 
6.2. Docilidad
La docilidad es la “tendencia a depender de la sugestión, la percepción o los 
comentarios de otros individuos”. Esta noción ha sido analizada en mayor 
detalle bajo otras denominaciones, como la “dimensión contextual de las 
emociones” o las “atmósferas emocionales”. En este proceso, el papel de la 
imitación y la empatía desempeñan valores especiales, tal como demuestran 
las recientes investigaciones neurológicas. En este sentido, una conceptuali-
zación sobre los nexos emocionales en las comunidades humanas nos ayu-
da a entender cómo estas se gestionan y organizan.
6.3. Confianza, justicia y procesos de revisión
A pesar de la (supuesta) falta de jerarquía en las comunidades OS, en 
las cuales evidentemente existe el culto a determinados personajes, es-
tas comunidades se autorregulan mediante un proceso de revisión 
abierta inter pares. Lo cierto es que, a decir verdad, el proceso de control 
mutuo no equivale al clásico peer review de la ciencia moderna, donde 
unos revisores reputados analizan los resultados de otros con el fin de 
verificar o constatar el valor real de los mismos. Esto puede explicarse 
mediante la irónicamente denominada Ley de Linus: “con suficientes ojos, 
todos los errores son superficiales”. Bajo esta ley, encontramos un signifi-
cado conceptual más amplio, tal y como el sociólogo Manuel Castells ha 
descrito: “la ley de Linus afirma que todas nuestras motivaciones se cata-
logan de tres modos […] supervivencia, vida social y entretenimiento”. 
Podemos reconocer diversas emociones tácitas: desde la creación de un 
entorno de supervivencia, hasta el desarrollo de actividades sociales en 
tales entornos y, finalmente, una forma agradable de vida. Podemos ir 
incluso más allá y reconocer que en los entornos OS existe la noción 
generalizada sobre la “buena voluntad” de sus miembros, y la creencia 
de que el OS no es una contribución puntual sino más bien una forma 
de vida. Y, bueno, uno confía en sus amigos.
Considerando el control de calidad como una actividad no jerárquica, 
todos los miembros se sienten iguales, dejando de lado el grado y la ca-
lidad de su participación, como en una colonia de hormigas en que el 
colectivo supera a la unidad en pos de un resultado general. Suponemos 
que estos individuos lo saben y que serán honestos, justos, escogiendo 
la mejor opción para la comunidad. Esto no es compartido universal-
53PENSAR COLECTIVAMENTE, SENTIR COLECTIVAMENTE
mente, como señaló Lanier en el ensayo Maoísmo Digital, donde afirma-
ba que Wikipedia era una “página en red fetichista para colectivistas 
alocados”. 
6.4. Competencia
La literatura existente sobre la organización de prácticas laborales es in-
mensa. De entre los numerosísimos aspectos relacionados con ello quisiera 
centrarme en la competencia. Si bien es cierto que no se trata de una 
emoción, la confianza que depositamos en aquellos que demuestran su 
competencia sí lo es. Se trata de un proceso transitivo, desde lo evaluativo 
sobre competencias hacia lo cualitativo emocional.
Por tanto, la competencia no es una emoción, pero sí una característica 
que deseamos encontrar entre nuestros colegas y que nos crea una cálida 
sensación de seguridad y confianza. Este es un valor importante en las co-
munidades OS, tácito, más cuando no existe recompensa económica por el 
trabajo, únicamente la reputación adquirida y la sensación de haber hecho 
algo correcto. Es un altruismo egoísta, en cierto modo. Lo cierto es que la 
retribución económica no es siempre el mejor modo de optimizar una ac-
tividad. Si consideramos la falta de jerarquía y que, en general, no es posible 
admitir los cambios de cada individuo en el repositorio, la reputación será inter-
na y se generará tras la socialización de sus actividades en grupos afines. De ello 
se escapan personalidades públicas como Richard Stallman o Linus Torvalds.
6.5. Fe y creencia
Esperanza, fe, creencia, deseo, expectación son estados que predisponen a 
creer algo a pesar de posibles elementos adversos. En general, ha sido un 
valor totalmente infraestudiado (¿lo ha sido?) en los estudios sobre conoci-
miento científico. Abandonada la dicotomía entre epistémico y no epistémi-
co, el tema de la creencia nos ayuda a entender la noción de cambio de 
paradigma. Normalmente, estos cambios se producen mediante propuestas 
audaces pero estructuralmente no justificadas, en relación con la red de 
conocimientos y prácticas existentes, que requieren un salto en el vacío 
epistemológico. Tener una hipótesis plausible sobre un aspecto concreto no 
es razón suficiente para pretender que refuta todo un sistema de conoci-
miento. En realidad, los cambios de paradigma no se justifican plenamente 
hasta haber transcurrido uno o dos siglos de trabajo intenso en reajustar 
todas las disciplinas científicas y los valores conceptuales asociados.
Bajo esta premisa, cuando se desarrolló el primer kernel de GNU o Li-
nux, el “sentido común” de la comunidad de programadores llevaba a pen-
sar que era un proyecto descabellado y destinado al fracaso. ¿Cuál fue el 
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mecanismo que permitió que esta comunidad se generara? Una creencia 
en el derecho abierto a las herramientas computacionales, el socialismo de 
las ideas, actitudes antisistema, amor por la tecnología e interés por la pro-
gramación, entre muchos otros, pero sobre todo la creencia que el proyec-
to funcionaría. Desde esta visión del mundo, los implicados en el proceso 
de generación de tales datos comparten recursos, no un software u otro. 
7. LAS CLAVES COGNITIVO-EMOCIONALES DE LAS
COMUNIDADES OS
Tal como algunos textos clásicos han indicado, por ejemplo La catedral y el 
bazar, el desarrollo de software de código abierto manifiesta características 
especiales, algunas de ellas inusuales (falta de jerarquía, autorregulación, au-
toorganización, falta de propiedad...). Esto resulta extraño dado el éxito de 
las diversas herramientas y plataformas, como Apache, Debian, Linux... te-
niendo en cuenta su alta complejidad. Es lícito preguntarnos cómo ha sido 
posible esta nueva estrategia de creación de conocimiento, pregunta para 
la que tenemos una respuesta: gracias a la presencia de valores tácitos y 
emociones distribuidas que han permitido unir dichas comunidades me-
diante la docilidad. Cabe también tener en cuenta las complejidades de la 
comunicación no verbal en los entornos electrónicos. Por consiguiente, la 
toma de decisiones colectivas requiere algo así como un consenso emocio-
nal a partir del cual los miembros comparten sentimientos similares acerca 
de diversas acciones y objetivos. 
El tipo de comunicación colectiva más habitual es el verbal, aunque en 
nuestro caso remite al escrito. Se produce por el deseo que tiene una perso-
na, el emisor, de influenciar con alguna información a otra persona, el receptor. 
A diferencia de los objetivos predefinidos y de los argumentos analógicos, el 
contagio emocional busca el mismo efecto, sea este tácito o expresado me-
diante signos múltiples. El contagio emocional electrónico es un tipo de con-
tagio que, en esencia, remite al mismo mecanismo. Bajo tales premisas, debe-
mos considerar las comunidades OS como un movimiento social con de-
terminados intereses sociales y políticos, los cuales motivan y contagian a 
sus miembros. En situaciones contractuales, el contagio emocional puede 
ser efectivo tanto con emociones negativas como con positivas. Otros me-
canismos sociales para la transmisión emocional (altruismo, compasión, em-
patía...) pueden combinar tanto información verbal como no verbal. Es este 
un mapa interesante para esclarecer las dinámicas subyacentes entre los 
usuarios y los programadores de OS. Hasta aquí hemos analizado el papel 
de las emociones en las comunidades de creación colectiva de conocimien-
to. Quisiera finalizar el capítulo con una reflexión sobre cómo este fenóme-
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no nos abre las puertas a la consideración de nuevas formas de crear co-
nocimiento, es decir, de innovar en el acervo cognitivo de nuestra especie.
8. ¿PROGRAMANDO LA INNOVACIÓN SINTÉTICA?
Si, como hemos visto anteriormente, la extensión computacional de los 
entornos punteros de producción de conocimiento científico es ya habitual, 
siendo el nuevo paradigma de e-ciencia el ejemplo más evidente, estamos 
ante un nuevo reto para el progreso del conocimiento. Las nuevas herra-
mientas computacionales al tiempo que nos permiten pensar bajo entor-
nos de trabajo con cantidades ingentes de datos, nos constriñen a determi-
nados modos de procesar esta información. Es obvio que, modificando es-
tos entornos de trabajo, podemos modificar la forma y la cantidad de la 
información analizada. Pero lo que tal vez no se considera es que este au-
mento de la automatización nos conduce a un doble callejón sin salida. Por 
un lado, y teniendo en el horizonte la idea cada vez más plausible de la 
singularidad cognitiva, el punto en el cual las mentes artificiales se equiparen 
o superen a las humanas, estamos acercándonos a entornos epistemológi-
cos donde tal vez el ser humano sea observador, y ya no creador, con lo 
cual puede surgir otro problema: la posibilidad de obtener conocimiento 
que no sea entendido por las mentes humanas debido a la necesidad de 
conectar en tiempo real más variables conceptuales que las humanamente 
posibles. La ultraespecialización actual explica que sepamos mucho de todo 
pero poco del todo. Con el aumento de la complejidad, esto puede llegar 
a niveles demasiado confusos e inasequibles para los seres humanos. En 
segundo lugar, esta dependencia de herramientas cada vez más potentes y 
autónomas nos conduce a uno de los huesos duros de la historia de la filo-
sofía de la ciencia: el progreso científico entendido como la resolución ex-
haustiva de las ideas posibles dentro de un universo de reglas en un para-
digma concreto, hasta que el mismo no es útil, por motivos diversos, y es 
cambiado por otro. ¿Cómo podemos generar sistemas cognitivos artificia-
les que sean capaces, por sí mismos, de cambiar de paradigma? Los sistemas 
robóticos automatizados actuales permiten automatizar prácticas cerradas, 
planteándose la generación de hipótesis simples, fácilmente verificables, 
dejándoles tan solo el espacio científico de las prácticas tediosas y repeti-
tivas. Los sistemas automatizados de la química computacional QSAR/
QSPR son otro ejemplo de estas automatizaciones. Con todo, estos siste-
mas no se plantean que el propio método empírico que implementan sea 
válido, o que puedan generar nuevos instrumentos a partir de una nueva 
lógica de análisis de datos. Esto implica al mismo tiempo un freno natural 
de su singularidad.
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Por los motivos expuestos anteriormente, hemos de ahondar en los 
procesos reales de la innovación humana, sin prejuicios sobre cómo se ha 
producido. Es frecuente percibir una variable de horror vacui en los teóricos 
de la ciencia cuando se enfrentan a la explicación del cambio en ciencia, 
aferrados a la “coherencia” y sin considerar aspectos tales como las emo-
ciones presentes en estos momentos clave (ilusión por el cambio, fe en una 
idea no demostrable de forma completa…). Para permitir el progreso ex-
ponencial del conocimiento humano, tal vez ya híbrido humano-máquina, 
hemos de avanzar en el estudio de la innovación humana y su implementa-
ción en sistemas artificiales.
9. CONCLUSIONES
Bajo el amparo de la nueva e-ciencia y la implementación intensiva de apli-
caciones computacionales en la investigación, vemos cómo podemos dife-
renciar una práctica especial que en esta obra ha sido denominada episte-
mología de colmena, la cual afecta ideas o sistemas informacionales (progra-
mas, sistemas operativos, librerías de datos...). Al mismo tiempo, hemos de-
sarrollado un estudio sobre las emociones que permite comprender esta 
sorprendente e innovadora forma de trabajo. Las emociones, en tanto que 
emociones tácitas, desarrollan un papel fundamental en las comunidades 
OS, actuando como atractores y reguladores entre los miembros de este 
campo. Debido a su naturaleza esquiva u oculta, no constituyen valores 
públicos, evidentes y abiertamente compartidos que puedan ser aprendi-
dos por los novatos o reconocidos por los veteranos de dicho entorno. Por 
tanto, es necesario considerar tales valores emocionales como factores de 
unión u organización social. Tal vez, la confianza, la docilidad, la creencia, la fe 
y la competencia sean actitudes emocionales no básicas desde un punto 
evolutivo, pero constituyen elementos importantes para la existencia de 
estos grupos. Es necesario, pues, continuar desarrollando este tipo de análi-
sis en el futuro próximo para asegurar una comprensión correcta de los 
nuevos modelos de generación de conocimiento y mejorar nuestras herra-
mientas de innovación colaborativa no centralizada, una plataforma de tra-
bajo que promete ampliarse a otros ámbitos, y más aún si consideramos los 
nuevos requerimientos de la gran ciencia, así como la distribución universal 
de sus miembros.
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En “El hormigón armado” Carles Romea proporciona un análisis histórico 
profundo y detallado de la evolución de este material de construcción, 
producto de una investigación colectiva. El ensayo de Romea aporta una 
reflexión metodológica sobre los múltiples factores que determinan el pro-
greso en un campo, las casualidades y los accidentes que llevan a avances 
significativos y que, a menudo, tienen mayor impacto en la innovación que 
la investigación dirigida por un propósito claro; y esta cuestión sugiere pre-
guntas fundamentales acerca de nuestra visión tradicional de la relación 
entre hipótesis científicas y descubrimientos.
Los ensayos de Manolo Martínez, Lluís Gil y Albert Solé se centran 
plenamente en cuestiones de método. En “Confirmación y contexto”, Ma-
nolo Martínez se enfrenta a la cuestión de la relación entre los datos empí-
ricos y las teorías científicas. El objetivo del ensayo no es plantear dudas 
acerca del método experimental o negar la función de corroboración que 
la experiencia tiene sobre las hipótesis científicas, sino hacernos compren-
der lo difícil que es caracterizar satisfactoriamente en qué consiste la con-
firmación empírica de una teoría.
Lluís Gil en “La experimentación y la simulación en la ingeniería” discute 
acerca del uso de los ordenadores como herramienta científica, se centra 
en el papel de la simulación en la investigación y reflexiona sobre sus límites. 
No cabe duda de que las simulaciones han llegado a desempeñar un papel 
fundamental en el laboratorio, sustituyendo en muchos casos al experimen-
to tradicional. Dado que las simulaciones son al fin y al cabo construcciones 
obtenidas a partir de los factores considerados relevantes, cabe preguntar-
se si una simulación nos puede llevar a descubrir algo que dependa de un 
factor completamente nuevo.
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En el capítulo “Infradeterminación de teorías y el derrumbe de los mitos 
cuánticos” Albert Solé trata de un tema perenne en la filosofía de la ciencia, 
la infradeterminación de las teorías científicas por los datos empíricos, es 
decir, la posibilidad de que distintas y contradictorias teorías científicas se 
ajusten igualmente bien a los fenómenos. Solé estudia dos casos concretos, 
la teoría cuántica en su versión no relativista y la mecánica bohmiana, teo-
rías equivalentes en sus predicciones pero basadas en hipótesis que entran 
en contradicción.
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EL HORMIGÓN ARMADO
C. ROMEA
1. INTRODUCCIÓN
Desde las premisas del maquinismo, nunca antes, un material de cons-
trucción había conocido tal éxito: en poco menos de veinte años –de 
1890 a 1910–, el hormigón armado se ha empleado en obras de casi 
todo el mundo. Promovido por arquitectos innovadores, después de 
comprobar cómo sus colegas, los ingenieros pioneros, lo habían utilizado 
con éxito, ha formado parte de la vanguardia de la construcción en Eu-
ropa, y ha sido y sigue siendo un material emblemático de la modernidad. 
23/ Basílica de 
Notre-Dame-de-France, 
Alger, Herbé y Le 
Couteur, arquitectos; 
Sarger, ingeniero, 
1955-1962.
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Desde finales del siglo xix hasta nuestros días, su historia jalona el arte 
de la construcción y la práctica de la arquitectura más vanguardista. Para 
poder entender este hecho, sin precedentes, hay que comprender su 
composición y los principios que lo definen y que le permiten construir 
estructuras en forma de membrana, losas, entramados rígidos y otras mu-
chas soluciones estructurales. El progreso técnico y la innovación han sido 
posibles gracias a la colaboración de diversos agentes y actores, sean es-
tos ingenieros, arquitectos, inventores, emprendedores, industriales y 
maestros de obra. Sus papeles en esta historia evolucionan dentro de 
contextos socioeconómicos encontrados, como la demanda social, los 
programas de los usuarios o las estrategias profesionales que los animan.
2. EL HORMIGÓN ARMADO “MODERNO”
La invención del hormigón armado moderno es el resultado de una inves-
tigación colectiva e internacional, que llevan a cabo a lo largo de todo el 
siglo xix sus creadores, cuyo trabajo se inspira en el lejano pasado romano 
o incluso sus contemporáneos. Su éxito se articula con el capitalismo de los
grandes bancos, la industria siderúrgica, las constructoras y las primeras 
cementeras, que han contribuido a su difusión mundial. Llegados a la última 
década del siglo xix, se conjugan tres factores decisivos: la disponibilidad de 
nuevos métodos de puesta en obra, el progreso en su conocimiento técni-
co, gracias al espectacular desarrollo de la ingeniería, y, por último, el esta-
blecimiento de la organización moderna de la industria y el comercio al 
servicio de la construcción.
24/ Centro Nacional de la 
Industria y la Técnica 
(CNIT), París-La Défense, 
Nicolas Esquillan, ingeniero; 
Camelot, de Mailly y 
Zehrfuss, arquitectos; 
Boussiron y Coignet, 
empresarios, 1953-1958.
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2.1 El nacimiento de un híbrido
El concepto del hormigón armado, en tanto que 
material de construcción, proviene de un conoci-
miento muy antiguo. En la época de la Roma impe-
rial, el hormigón alcanza su máximo esplendor. En la 
Edad Media se vuelve a la construcción de piedra 
tallada, mientras que, hasta el siglo xviii, se constru-
ye siguiendo el principio de piedra armada con va-
rillas metálicas. 
                      
25/ Edificio de la Place 
de la Concorde de París, 
1760; ejemplo de atado 
de la mampostería 
mediante cadenas 
metálicas.
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El modo clásico de construcción en Roma sigue el principio de material 
apisonado entre un contenedor de madera que corresponde al encofrado 
moderno.
Por tanto, hay que aceptar que, en el fondo, la modernidad del material 
no proviene del concepto, ampliamente utilizado y conocido, sino de los 
modos de fabricación, y ejecución, propios de la Revolución Industrial. El 
“cemento armado”, como se conoce el hormigón de la primera época, 
pasa a ser un material moderno cuando se descubre un nuevo cemento 
insustituible que permite fabricar los morteros artificiales  prescindiendo de 
las cales naturales, conocidas y utilizadas en la península Ibérica desde los 
íberos. La utilización del acero en su interior, como se hacía en el caso de la 
piedra armada, permite soportar tracciones a un material que, por su cons-
titución, solo soportaba compresiones.
2.1.1 Los primeros cementos artificiales
La invención de los morteros artificiales, conjuntamente con el desarrollo mo-
derno de la química, lleva a Joseph Vicat (1786-1861), ingeniero de Caminos y 
Puentes, a estudiar la receta de los morteros artificiales siguiendo el camino 
inaugurado por el inglés John Smeaton (1724-1792). Entre 1756 y 1759, Smea-
ton edifica el nuevo faro de Eddystone. Para construir la cimentación estudia el 
hormigón romano, y para ello se hace traer los materiales originales de la pe-
nínsula Itálica. Su lógica es aplastante: si empleando hormigón los romanos ha-
bían construido puertos que pasados casi 2.000 años se tenían en pie, era in-
dudable que se trataba de un material de muy buena calidad. Por tanto, había 
que desentrañar su secreto y reproducirlo exactamente igual.
26/ Encofrado de un muro 
romano según Rondellet.
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Pese a este indudable avance, no se populariza por la dificultad de su 
puesta en obra. A partir de 1824, el inglés Joseph Aspdin inventa un morte-
ro fluido que endurece rápidamente y que se vuelve tan duro como las 
rocas de Portland. Se acaba de inventar el cemento de Portland, que obten-
drá un gran éxito comercial. 
2.1.2 Se incorporan las armaduras
Solo a principios del siglo xix se toma consciencia clara de cuál es el papel 
del metal (inicialmente hierro, luego acero) en la resistencia global del ma-
terial. Se atribuye al francés Joseph Lambot (1814-1887) la construcción de 
una barca de cemento armado con una malla de varillas metálicas, que 
marca el punto de partida del hormigón armado moderno.
Aunque Lambot no explica cuál es el papel de la armadura en la rigi-
dez del conjunto en la patente que registra en 1855, también es cierto 
28/ Barca de Lambot 
expuesta en la 
Exposición Universal de 
Paris de 1855. Joseph 
Monier “inventor” del 
hormigón armado, 
Francia (1823 -1906).
27/ Faro de Eddystone, 
John Smeaton, ingeniero, 
1759. 
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que su invento no tiene mayor transcendencia. No obstante, marca el 
inicio de una nueva tendencia en la historia del nuevo material, anterior a 
su utilización en la construcción de viguetas, hasta el momento siempre 
construidas de acero. Después de unos primeros tanteos a ciegas, con la 
idea de colocar el acero de manera estratégica en las zonas que trabajan 
a tracción, en 1854, el inglés William Boutland Wilkinson formula el prin-
cipio del trabajo del material compuesto. En 1865, incluso construye de 
manera experimental un edificio según sus principios de aplicación. En 
este contexto, el francés Joseph Monier (1823-1906), jardinero de profe-
sión, registra una serie de patentes basadas en el principio del hormigón 
a partir de 1867.
En las patentes de Monier ya queda bien explicado cuál es papel del 
acero, aunque no se justifique más que de una manera empírica. Pero es en 
los trabajos teóricos de Thaddeus Hyatt (1816-1901) donde se da el salto 
definitivo del empirismo a la argumentación técnica perfectamente explica-
da. La contribución de Hyatt queda claramente justificada pues a partir de 
1880 menudean las nuevas patentes basadas en sus investigaciones sobre el 
hormigón armado.
29/ Patente de Lambot del 
1855, donde se describe el 
funcionamiento del 
cemento armado.
30/ Patente del hormigón 
armado según Thaddeus 
Hyatt (1816-1901)
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2.2 De la invención a la innovación
El hormigón armado “moderno” triunfa durante el dece-
nio siguiente: los procedimientos empíricos y semiarte-
sanales, inventados por creadores aislados y, en general, la 
dinámica de la invención evoluciona hacia la innovación, 
y a partir de una apropiación colectiva de una tecnología 
determinada se hace de ella una explotación industriali-
zada que genera nuevos mercados y oportunidades a 
escala mundial. Con su aplicación a la nueva arquitectura 
enmarcada dentro del movimiento moderno, el nuevo 
material conoce una difusión universal.
Esto ocurría en 1848; un año más tarde, Joseph Mo-
nier, “inventor” del hormigón, como él mismo se define, 
construye las no menos famosas macetas (sistema mó-
vil en hierro y cemento aplicable en horticultura) utili-
zando como Lambot una malla metálica, siendo prefec-
to del Sena el barón de Haussmann. Una vez patenta-
do su sistema se implanta en Austria, Alemania y Ho-
landa, a quienes cede su patente. Esta primera expan-
sión internacional impide a los sistemas competidores, 
Hennebique, Coignet y Cottancin, salir de Francia.
En 1852, François Coignet edifica el primer in-
mueble con estructura de  hormigón reforzada con 
varillas de hierro, edificio aún existente en la Rue Pois-
soniers, número 3, de París. Coignet, químico de pro-
fesión, se traslada a Saint Denis y construye su fábrica 
utilizando mortero con cenizas de hulla y también 
patenta una máquina para mezclarlas. Entre 1852 
31/ Puente clásico de 
Coignet para el paso del 
ferrocarril entre Tarascon 
y Beaucaire, en Francia, 
de 1852.
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y 1861, patenta sus métodos de “hormigón económico”, “hormigón hidráu-
lico” y “hormigón plástico”. Construye más de 300 km de alcantarillas en 
Burdeos, París y Odesa, en Rusia. Promueve el tipo de construcción cono-
cida como monolítica y colabora con muchos arquitectos. Predicando con 
el ejemplo, construye su propia vivienda con hormigón.
Su hijo Edmond continúa la saga construyendo tuberías y túneles, y a 
partir de 1892 se convierte en competidor del sistema Hennebique. En 1894, 
expone ante la Société des Ingénieurs Civils sus propios métodos de cálculo.
Es cierto que todas estas innovaciones se basan en un principio empírico, 
pero tienen como punto de partida una fe inquebrantable en el futuro del 
“hierro con cemento”, como se conoce entre sus pioneros. Prueba de ello 
son las diversas patentes que sentarán las bases del hormigón armado. La 
importancia que este material ha adquirido posteriormente convierte su in-
vención, su descubrimiento, casi en una cuestión de estado. Si bien parece 
indiscutible que fueron ciudadanos franceses quienes comenzaron la nueva 
era del hormigón armado, el estado de la ciencia en los países desarrollados 
hizo que iniciativas como las anteriormente comentadas fueran muy frecuentes. 
Sin embargo, como reza el dicho popular, “quien da primero da dos veces”.
Así, el acero que se coloca en el interior de una viga armada sirve para 
resistir las tracciones que aparecen por efecto de la flexión, pero, por el 
contrario, no soporta bien los esfuerzos cortantes que se manifiestan en los 
extremos de la pieza cerca de los puntos de apoyo. Hennebique también 
comprobó que las zonas que están fuertemente comprimidas resisten con 
dificultad. Se dio cuenta, pues, de que había que conformar el “hierro” si-
guiendo la distribución de los esfuerzos, y adaptar la armadura de acuerdo 
con estas solicitaciones.
32/ François Hennebique 
(1842-1921), uno de los 
pioneros en la aplicación 
del nuevo material de 
construcción.
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En cuanto a los pilares, que también patentó, los esfuerzos ocasionados 
por el descentramiento de las cargas obligaban a armarlos con barras ver-
ticales en toda su altura, pero el pandeo que esto ocasionaba en la pieza 
provocaba que el hormigón se hinchara y se aplastara, lo cual se corrigió 
con unos aros perimetrales a modo de cinturón transversal, que controla-
ban esta deformación.
   
François Hennebique, que en 1880 construye la primera losa armada 
con armaduras redondas, patenta en 1892 la primera viga con estribos, es 
decir, con aros perimetrales a lo largo de ella. El puente de Vigen, en Suiza, 
con una luz de 32 m, así como su primer inmueble en París, en la Rue Dan-
ton, representan una muestra suficiente de su técnica.
               
22/ Pont Camille de 
Hogues, conocido como 
Châtellerault 
(1899-1900), primer 
puente de hormigón 
armado construido en 
Francia, obra de 
Hennebique.
33/ Vigas de hormigón 
armado según el 
método patentado por 
Hennebique, donde se 
aprecian el armado de 
cortante con estribos y 
el anillado de los 
estribos del armado de 
los pilares según 
preconizaba Considère.
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Al tiempo que ingeniero y constructor, Hennebique fue un auténtico 
pionero también de la industria del hormigón, creando varias filiales en 
numerosos países europeos. Él fue quien dio el impulso definitivo que ne-
cesitaba el hormigón armado para internacionalizarse. Según Hennebique, 
el principio fundamental del hormigón se formula en los siguientes térmi-
nos: los elementos asociados a la estructura tienden a ayudarse recíproca-
mente para aliviar sus respectivos esfuerzos. A Hennebique se debe el pri-
mer forjado de gran luz al patentar la sección en “T”. El Ponte del Risorgi-
mento sobre el Tíber, en Roma, con una luz de 100 m y 10 m de flecha, 
representa el cenit de su carrera al construir una estructura de una esbeltez 
impensable para la época en hormigón armado.
La internacionalización va asociada al hormigón gracias a que, en 1892, 
una vez patentado el sistema, combinaison particulière du mètal et du ci-
ment en vue a la creàtion de poutraisons très legère et de haute resistence,1 
se aplica el prefabricado a gran escala frente a la construcción in situ más 
limitada. Hennebique llega a tener casi una quinta parte de la cuota de 
mercado de toda Europa, con una oficina central de 380 empleados en 
París, y casi 100.000 personas repartidas por todo el continente. Entre 
1893 y 1897, expande sus conocimientos (know-how), creando una red 
de agentes comerciales, oficinas técnicas, concesionarios y especialistas en 
cálculo. Es el especialista número uno en fireproof, resistencia frente al 
fuego, que caracteriza el hormigón armado como material innovador.
La viga continua, esto es hiperestática, la colocación de cercos, la losa 
nervada, el perfil en T y las barras a 45 º para armar la pieza para que pue-
da resistir el esfuerzo cortante, fueron aportaciones definitivas a la nueva 
técnica, que ya Hennebique aplicó en 1895 a la Filature Barrois Frères y a la 
Raffinerie Bernard en Lille, y hacia el 1911 publicó su obra Beton armé 
(hormigón armado).
Sin embargo, la entrada definitiva del hormigón en la historia de la cons-
trucción se produce cuando el arquitecto Anatole de Baudot, siguiendo las 
corrientes neogóticas, construye la emblemática iglesia de Saint-Jean de 
34/ Rótulo conmemorati-
vo del Ponte del 
Risorgimento de Roma, 
obra de la empresa 
Hennebique.
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Montmartre (1894-1904), que no deja de ser una estructura de hormigón 
armado. El hormigón libera al arquitecto de los antiguos imperativos técni-
cos. Solo quedará por resolver el programa que se beneficiará de la libertad 
de la innovación.
  
              
Un gran campo de posibilidades se abre ante los creadores; las estruc-
turas y las formas solo están limitadas por las nuevas tensiones que el 
nuevo material de forma autónoma pueda soportar a condición de estar 
fuertemente armado. Desaparece el muro de carga, se eliminan todos los 
elementos de apoyo, y pueden construirse ménsulas y voladizos, ampliando 
así el catálogo de las soluciones estructurales.
   
35/ Portada del catálogo 
de la época de la 
empresa de construc-
ciones Hennebique de 
hormigón armado.
36/ Fachada principal de 
la iglesia de Saint-Jean 
de Montmartre del 
arquitecto Anatole de 
Baudot, construida con 
el sistema Cottancin.
 
37/ Primera pasarela de 
hormigón de 1875 en el 
palacio del Marqués de 
Monier, Château de 
Chazelet.
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En Alemania, la patente de Monier la compra en 1886 la firma Frei-
tag & Heishuck, de Neustadt an der Haardt, y Martenstein Jousseaux de 
Offenbach. Dos años más tarde, la empresa Ways se une a Freitag y 
forman una pareja imprescindible en el desarrollo del hormigón arma-
do. Koenen, de la empresa Freitag & Ways, deduce tras numerosos en-
sayos la primera teoría elástica adaptada al hormigón armado, la cual es 
aceptada por Coignet en la circular ministerial francesa de 1906. En el 
Monier-Broschüre, publicado en 1887, la teoría de Koenen admite como 
hipótesis simplificadoras que el hormigón armado es un material conti-
nuo, homogéneo e isótropo, y que sigue dentro de cier tos márgenes las 
leyes de Hooke, elasticidad lineal, las hipótesis de Bernouilli - Navier, de 
conservación de las secciones planas, y de Saint-Venant, de proporcio-
nalidad de las tensiones a su distancia de la línea neutra. Para que esto 
sea así, hay que considerar el efecto de los esfuerzos tangentes. Los dos 
materiales trabajan juntos si tenemos en cuenta su buena adherencia. 
Martin Koenen, profesor de la Universidad de Dresde, fue galardonado 
por sus aportaciones con la Medalla de Oro de la Academia de las 
Ciencias.
En palabras de Albert Caquot, fue uno de los grandes ingenieros fran-
ceses del hormigón armado del siglo xx: “El verdadero creador no es quien 
por azar emite una hipótesis, sino aquel que conoce los medios de que 
dispone, los agrupa y razonadamente los asocia para convertirlos en una 
realidad concreta y armoniosa”.
 El hormigón que, como todo nuevo material, tiene unos inicios vacilantes, 
irrumpe con fuerza en el mundo de la construcción, y una vez resueltos los 
problemas técnicos más elementales es utilizado con gran profusión. Fruto de 
ello, Charles Rabut, diplomado de la École Polytecnique y de la École de Ponts 
et Chaussées, imparte a partir de 1896 un curso de hormigón armado, ma-
38/ Charles Rabut 
(1852-1925), profesor del 
primer curso oficial de 
hormigón armado en París. 
Portada del primer libro 
sobre hormigón armado, 
debido a los apuntes 
recogidos por los alumnos 
del curso de Rabut.
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terial que dice ha sido inventado por amateurs (aficiona-
dos), y, por tanto, se encuentra bajo sospecha por los 
cuerpos oficiales de ingenieros, que no lo validan hasta 
que demuestra su bondad y resistencia. A partir de 1900, 
Rabut es nombrado miembro de la Comisión del Ce-
mento Armado. El curso de 1906 impartido en la École 
está muy alejado formalmente de lo que entendemos 
hoy en día por un curso técnico; pese a ello, dedica un 
capítulo entero a la historia de esta técnica aún naciente.
Remarca que la idea de armar una construcción es 
muy antigua. Así, la arcilla se “armaba” con paja en el 
muro de tapia, siendo el papel de la paja el de impedir 
que la arcilla se fisurase. En la época gótica, las piedras 
talladas tenían entre las juntas trozos de huesos para 
afianzar la unión (el metal era muy caro).
Finalmente, desde el invento de Lambot hasta 1906, 
año en que se redacta la circular ministerial, se produce 
una evolución epistemológica muy particular: la intuición 
y la experimentación van por delante del desarrollo teó-
rico. Por ejemplo, la construcción de las macetas de Jose-
ph Monier es ante todo práctica y consecuencia de su 
condición de jardinero en París, por lo que la idea de 
construir unos depósitos de agua y unas losas de hormi-
gón armado le parecieron de lo más lógico, aunque no 
tuviera conocimientos científicos ni técnicos previos.
2.2.1 Un material para la arquitectura
39/ Comparación de los 
diversos sistemas 
patentados de hormigón 
armado, ilustrados por 
Paul Christophe en la 
revista “Le Béton armé 
et ses applications”, 
París-Lieja, 1902, pl. 36. 
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En tanto que material moldeable, el hormigón presenta las ventajas que 
tiene un coste bajo y se adapta a cualquier forma. El arquitecto Thomas 
Audrey edifica en El Cairo, en Heliópolis, entre 1907-1910, un edificio que 
pone de manifiesto cuáles son las posibilidades del nuevo material.
Con el cambio de siglo se produce una nueva gran inflexión en la histo-
ria de la construcción. Los nuevos métodos de cálculo, más fiables, superan 
los sistemas patentados a finales del siglo xix y universalizan el material. Se 
trasciende así la época de los pioneros, el hormigón armado experimenta 
una gran expansión internacional.  
Antes incluso de la Primera Guerra Mundial, cualquier proyecto de 
construcción puede ser ejecutado por cualquier empresa constructora, tras 
poner a punto su sistema y validar sus diseños. El hormigón ya no se iden-
40/ Villa Figari, Génova, 
1903-1904. Vista de las 
armaduras de la losa de la 
terraza según el sistema 
Hennebique (L. Rovelli, 
arquitecto).
41/ Villa Empain, Heliópolis, 
cerca de El Cairo, 1910. 
Vista general (Hennebique).
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tifica con un determinado sistema o patente, sino que pasa a ser un mate-
rial arquitectónico, como el acero, la cerámica o la madera.
3 LA FORMULACIÓN DEL MATERIAL: INNOVACIONES 
RECIENTES
3.1 Los hormigones de cemento
Desde la época de los pioneros hasta la Segunda Guerra Mundial, los hor-
migones han ido evolucionando de manera continua, aunque sus progresos 
puedan considerarse modestos. Los hormigones utilizados hasta 1945 dife-
rían poco, en cuanto a resistencia, de los utilizados por Joseph Monier o por 
el mismo Coignet. La utilización de aditivos durante la época de la recons-
trucción de Europa después de la Segunda Guerra Mundial, permite al 
hormigón superar resistencias de 20 a 30 MPa.
Entre 1950 y 1970, se trabaja en mejorar la formulación del hormigón, 
su dosificación y la selección de los materiales que lo componen. Las ce-
menteras buscan optimizar la calidad del cemento. Esta evolución coincide 
con las mejoras en la puesta en obra, mezclas más compactas y homogé-
neas en los hormigones, y un aumento de la calidad de los materiales y la 
maquinaria de construcción. La química también aporta mejoras constante-
mente. La utilización de polímeros permite un material de mejor aspecto, 
mayor resistencia a las fisuras, uno de sus principales problemas, y la reduc-
ción del tiempo de secado. En la década de 1970 se alcanzan resistencias de 
30 a 40 MPa.
En la década de 1980 el material conoce una gran revolución tecnoló-
gica con una notable aceleración de las innovaciones de todo tipo. Gracias 
a los avances científicos, es posible estudiar su microestructura y explicar la 
interrelación entre sus diversos componentes, lo que permite a las cemen-
teras poner a punto los llamados hormigones de alta resistencia, HAR, que 
alcanzan resistencias de 80 MPa, seis o siete veces mayores a las habituales 
hasta la fecha. Este récord se consigue básicamente trabajando sobre la 
compactación de la mezcla, reduciendo de manera drástica la porosidad del 
material y optimizando su “apilamiento” molecular.
En la década de 1990, aparecen ya los hormigones de muy alta resisten-
cia, que alcanzan valores de 120 MPa (BTHP). Esta invención se inscribe en 
la línea de los descubrimientos del decenio siguiente, encaminados a con-
trolar la porosidad del material. El aumento de la resistencia lleva aparejado, 
gracias a las nuevas aportaciones químicas, una mayor facilidad de la puesta 
en obra y la aceleración de su fraguado, eso es, el proceso de endureci-
miento. La mayor fluidez del material permite su puesta en obra mediante 
74¿QUO VADIS CIENCIA?
bombeo, incluso en edificios de gran altura, sin que ello suponga una mer-
ma en su homogeneidad ni sus propiedades. 
Hoy en día hablamos de los hormigones a base de humo de sílice, un 
nuevo componente que, junto con el cemento, la arena, la grava y el agua, 
permite obtener unos materiales de ultra alta resistencia con valores cerca-
nos a los 800 MPa, como el Ductal de la empresa Bouygues. 
En los últimos cincuenta años, pues, el hormigón ha experimentado una 
revolución tecnológica radical, hasta el punto de que el material actual poco 
tiene que ver con el hormigón utilizado justo después de la Segunda Gue-
rra Mundial. Estas mejoras han convertido el hormigón en un material alta-
mente tecnológico, que ha superado la etiqueta de material rústico y que 
requiere una mano de obra cualificada para su puesta en obra, capaz de 
estar a la altura de sus notables prestaciones.
3.2 Los hormigones especiales
Después de la Segunda Guerra Mundial, la evolución de los materiales ha 
conducido a lo que se conoce como hormigones especiales, ligeros o 
“composites”.
42/ La bomba Putzmeister 
bombeaba el hormigón a 
200 bar de presión, a una 
velocidad de 28 m3/h. Se 
utilizaron hormigones 
HAR 50, 60 y 80.
43/ El Burj Dubai posee la 
marca de ser el edificio 
más alto jamás construido 
(abril de 2008), con 
hormigón bombeado hasta 
los 601 m de altura.
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3.3 Los hormigones “composites” 
A mitad de la década de 1980 aparecen los hormigones armados con fi-
bras a base de mezclarlas con el hormigón en dosificaciones variables, 
que le confieren mejoras en sus prestaciones mecánicas. Las fibras más 
utilizadas son las metálicas, minerales (vidrio) y las orgánicas (poliéster, 
polipropileno). La sustitución de la malla o de las armaduras de acero por 
materiales “composites” permite reducir su peso manteniendo una resis-
tencia satisfactoria.
Los hormigones “composites” permiten construir aplacados de espeso-
res mínimos, como por ejemplo los utilizados por Renzo Piano en las vivien-
das de la Rue Meaux, de París (1987-1991). 
44/ Típicas fibras 
metálicas para armar el 
hormigón. Placa de 
hormigón en Ductal con 
fibras ópticas integradas.
45/ Fibra de vidrio para 
armar el hormigón.
46/ Detalle de la doble 
piel de la fachada de 
hormigón “composite”.
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Este material permite explotar en arquitectura el concepto de la 
doble piel, hoy tan habitual, y que se aplicó por primera vez en el pro-
yecto de la “Cité internationale” de Lyon. Este dispositivo permite me-
jorar no solo sus prestaciones térmicas, sino también las acústicas. Su 
puesta en obra fue posible utilizando marcos de hormigón blanco arma-
do con fibra de vidrio.
3.4 Los hormigones ligeros 
A partir de la década de 1950 se empiezan a utilizar los hormigones li-
geros, con la finalidad de adaptarlos a la industria de los prefabricados. 
En determinados países europeos, Francia entre ellos, y en los llamados 
países satélites, la reconstrucción se lleva a cabo en gran parte con edi-
ficios prefabricados. 
47/ Sistema francés de 
viviendas prefabricadas 
Camus en la ciudad de Le 
Havre, 1954.
48/ Método moderno de 
montaje de paneles 
prefabricados siguiendo el 
sistema Tilt Up.
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Los hormigones ligeros permiten reducir el peso de los elementos de la 
fachada y presentan aislamientos térmicos interesantes. La crisis del petró-
leo de la década de 1960 endurece las condiciones térmicas, pero también 
supone el final de su utilización. A partir de entonces, se empieza a utilizar 
la arcilla expandida en autoclave, que permite una segunda expansión del 
material aligerado.   
4. A MODO DE CONCLUSIÓN
Vemos pues que el hormigón, como muchos otros materiales de construc-
ción, empieza a aplicarse de forma casual por personas que, en principio, 
nada tienen que ver con el medio. Monier, jardinero, lo aplicó casi acciden-
talmente para la fabricación de sus tiestos y demás utensilios. Viendo su 
buen comportamiento, pensó que su cemento armado también podría 
aplicarse en la construcción de depósitos de agua, y de manera natural dio 
el salto a la construcción de pequeñas estructuras. Su incursión incluso 
cambió el significado de algunos conceptos. Hoy hablamos de forjados, casi 
siempre de hormigón armado o postensado, cuando ya no existen elemen-
tos metálicos de forja, cuando las viguetas de hormigón, por su menor 
coste, vinieron a sustituir las metálicas.
Como siempre ocurre con los nuevos materiales de construcción, el 
hormigón tuvo que superar la prueba de fuego en los últimos años del siglo 
xix, para hacerse un hueco frente a otro material que había ocupado las 
grandes construcciones del siglo: el triunfo del acero, incontestable, había 
permitido construir las grandes infraestructuras del ferrocarril, los grandes 
mercados, las grandes bibliotecas, y como emblema, la gran Salle des Machi-
nes de París. Gustave Eiffel, la máxima figura del acero, nos dejó su gran le-
gado. En este contexto, Hennebique internacionaliza el uso del nuevo ma-
terial, y con la entrada del nuevo siglo, el hormigón armado, debido a sus 
grandes posibilidades estructurales, va desplazando el acero. Y gracias a la 
labor de grandes ingenieros, es aplicado en la construcción de las nuevas 
infraestructuras. Se estudia su comportamiento, se comprueba su resisten-
cia y se explica, con una base teórica rigurosa, su modo de aplicación. Los 
países desarrollados, primero los europeos, posteriormente los Estados 
Unidos, redactan las primeras normas nacionales, y antes de la Primera 
Guerra Mundial el hormigón armado ya ha sustituido al acero en la cons-
trucción de puentes, grandes depósitos, aeródromos, estaciones de ferroca-
rril. El hormigón armado se convierte, pues, en un material más de cons-
trucción, como lo han sido la piedra, con un pasado impresionante, la ma-
dera, la cerámica o el acero. Gracias a su versatilidad consigue afianzarse, en 
78¿QUO VADIS CIENCIA?
poco menos de cincuenta años, en el mundo de la construcción. A medida 
que las construcciones son más atrevidas y se le exigen mayores prestacio-
nes, el hormigón armado empieza a dar síntomas de fatiga, antes de la se-
gunda gran guerra. Y gracias al avance de la tecnología, al estudio y a innu-
merables ensayos, se pone a punto un nuevo material que trascenderá el 
hormigón armado: el pretensado. Para ello, se han tenido que obtener hor-
migones de mucha mayor resistencia, utilizar aceros de gran límite elástico, 
y, sobre todo, poner a punto elementos que permitan el estiramiento de los 
cables, como el gato hidráulico. Solo la aplicación de nuevas tecnologías 
aplicadas a un material ya existente permitió dar este salto adelante. Des-
pués de la Segunda Guerra Mundial, el hormigón armado y el pretensado 
coexisten, siendo este último un material nuevo con una mayor carga tec-
nológica. No es hasta la década de los años 1980 que el hormigón evolu-
ciona hacia un material de prestaciones muy superiores. La crisis de la mano 
de obra en Japón impulsa el estudio de unos nuevos hormigones, casi flui-
dos, que prescinden de la manipulación humana. Su aplicación se extiende 
rápidamente, y después la química y la demanda de mejores acabados y 
mayores resistencias hacen el resto. Las nuevas tecnologías, provenientes de 
la química molecular, permiten al hormigón una segunda y una tercera ju-
ventud. Los avances producidos en poco menos de veinte años, los que fi-
nalizan el siglo xx, permiten al hormigón inaugurar el siglo xxi como un 
nuevo-viejo material, con un gran futuro por delante. La nanotecnología, las 
nuevas fibras para su refuerzo, los colorantes aplicados a su aspecto exte-
rior, su gran variedad de texturas, su gran resistencia mecánica, su baja retrac-
ción, y, en fin, su gran e inmensa versatilidad lo convierten en el material del 
futuro. Primero la casualidad, luego la perseverancia, y finalmente la tecnolo-
gía, han convertido al hormigón en un material actualmente insustituible. 
1 Particular combinación de metal y cemento para la creación de viguetas muy ligeras de alta resistencia.
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MANOLO MARTÍNEZ
1. INTRODUCCIÓN AL PROBLEMA
Es una verdad de Perogrullo que nuestras observaciones dan, o quitan, 
justificación a nuestras teorías. Que las confirman, o las ponen en tela de 
juicio, o, finalmente, las refutan. Esto es tan cierto de las observaciones que 
realizamos cotidianamente, en nuestro día a día, como de aquellas que prepa-
ramos cuidadosamente en el laboratorio. Y es tan cierto de las teorías, si mere-
cen ese nombre, que formulamos improvisadamente acerca de, pongamos, la 
relación de intimidad que une a dos de nuestros compañeros de trabajo, como 
de las teorías más cuidadosamente formuladas y de más ambicioso alcance que 
se construyen en ciencia. Así, verles cuchichear en la máquina de café confirma 
mi hipótesis de que mis compañeros son más que amigos; y ver ciertos patro-
nes en cristalografía de rayos X confirma que el ADN tiene una estructura de 
doble hélice. Así, ver que uno no ha invitado a la otra a su fiesta de cumpleaños 
pone mi teoría en tela de juicio; y descubrir que en ciertos casos no se produce 
condicionamiento pavloviano pone en tela de juicio la idea de que este depen-
de tan solo de la proximidad temporal entre estímulos.
Es una verdad de Perogrullo, pero una sobre la que resulta sorpren-
dentemente difícil decir algo informativo o riguroso, más allá del tipo 
de intuiciones que he ido desgranando informalmente hasta ahora, y 
que, a buen seguro, comparto con la mayoría de mis lectores. En 
realidad, por ir diciéndolo ya, esta pregunta, la pregunta de
¿Qué tipo de conexión entre observación y teoría hace de la prime-
ra indicio probatorio de la segunda?
es uno de los problemas fundacionales, y quizá el fundamental, de la filoso-
fía de la ciencia en los últimos cien años. Este problema de la confirmación es, 
por supuesto, el problema que informó gran parte de la discusión sobre 
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ciencia en el Círculo de Viena, y la de sus detractores y seguidores en las 
siguientes décadas. Es el problema sobre el que se construye, por ejemplo, 
el programa de investigación tan sofisticado y tan bello, como en última 
instancia fallido, de Carl Hempel.
En este artículo me propongo realizar un recorrido por alguna de las 
propuestas de solución del problema de la confirmación, comenzando por las 
de los positivistas lógicos, y acabando con algunas ideas contemporáneas. Una 
moraleja de la discusión será que la confirmación no puede ser una relación 
entre proposiciones (la que expresa un enunciado observacional, por un lado; 
la hipótesis, por el otro), sino algo que depende esencialmente de lo que sabe 
o cree saber el sujeto que está considerando observación e hipótesis.
Más allá de eso, desgraciadamente, la moraleja es que no hay moraleja: 
aunque, indudablemente, la relación de confirmación existe y es una a la 
que apelamos regularmente para conducirnos con notable éxito por la vida, 
no disponemos de una teoría filosófica que explique cabalmente en qué 
consiste confirmar. La pregunta que proponía espera aún, tras un siglo de 
esfuerzos, una respuesta convincente.
2. EL PROBLEMA (ANTIGUO) DE LA INDUCCIÓN
A partir de 1907, y por espacio de varias décadas, más o menos una 
docena de filósofos se reunían en cafés vieneses para desmontar lo 
que creían (con razón, opinamos muchos) que eran los resultados 
monstruosos de cierta confianza desnortada en el poder del razona-
miento a priori: la fenomenología del espíritu hegeliana, o las disquisiciones 
acerca de la nada de Heidegger.
El desmontaje se llevaba a cabo a buen ritmo y sin contemplaciones (los 
miembros del Círculo tenían cierta fama de tipos intratables) y la clase de ideas 
que estos filósofos pusieron en los cimientos de su distinción entre el lenguaje 
empírico (el que tiene sentido, el que merece ser usado) y el metafísico les hizo 
justamente famosos. En aquellos años, se hacían llamar positivistas lógicos (luego, 
tras Hitler y la emigración a Estados Unidos, empiristas lógicos).
Estas ideas fundamentales a las que he aludido provienen de la lógica y 
de la filosofía del lenguaje, y la que nos interesa ahora puede resumirse así: 
todo nuestro contacto con el mundo está mediado por la experiencia, y 
nuestros enunciados están justificados solo en la medida en que tienen un 
refrendo en la experiencia. Para los positivistas lógicos, todo contenido sus-
tancial procede de la experiencia. El pensamiento (la razón) solo puede 
extraer consecuencias de este contenido sustancial por medio de la lógica. 
Lógica y experiencia; no hay nada más.
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Esta, que parece una idea saludablemente antimetafísica, resultaba po-
ner en entredicho una de las formas fundamentales en que se obtiene co-
nocimiento empírico, en ciencia y en el día a día. Considérese el siguiente 
enunciado, que describe una posible observación:
 –Ese cuervo es negro.
Supongamos que tenemos miles, cientos de miles de observaciones 
que podemos describir de parecida manera: “aquel cuervo también es ne-
gro”, “y aquel”, “y aquel de allí”. Llegados a un punto, nos sentiremos auto-
rizados a concluir, al menos provisionalmente, que
 –Todos los cuervos son negros.
Parecidas inferencias ampliativas, esto es, inferencias cuya conclusión va 
más allá de lo estrictamente contenido en las premisas, son muy comunes 
en ciencia (si bien rara vez tienen la forma canónica de la inducción simple 
que acabo de describir, y en la que concentraron sus esfuerzos los positivis-
tas lógicos: la que pasa de premisas del tipo “un G es F” a conclusiones del 
tipo “todos los G son F”).
Ahora bien, tales inferencias ampliativas no encajan bien con el principio 
rector que he resumido más arriba, según el cual todo contenido empírico 
proviene en última instancia de la experiencia: lo que dice el enunciado acerca 
de todos los cuervos va más allá de lo que las experiencias de cuervos concre-
tos nos han dado a conocer. ¿Tendremos que concluir que este enunciado es 
“metafísico”, en el sentido peyorativo que le daban los positivistas lógicos a esta 
noción? Habría que concluir entonces que la mayoría de la ciencia es metafísica.
El problema de la inducción no aparece con el positivismo lógico, por 
su- puesto. Hume ya se hacía esta misma pregunta: ¿qué razón tenemos 
para esperar que los patrones de nuestra experiencia pasada se repitan 
también en el futuro? No en vano, la experiencia pasada es acerca del pa-
sado, y la promesa de que “las cosas van a seguir como hasta ahora” no es 
algo que podamos experimentar.
Una respuesta natural a la pregunta de Hume es que, cuando nos he-
mos fiado de nuestra experiencia pasada para predecir el futuro, nos ha 
ido bien. Pero claro, todo eso ocurrió en el pasado. Que las experiencias pasa-
das vistas desde el pasado nos hayan ayudado a predecir las experiencias futuras 
vistas desde el pasado no ofrece (dice Hume) razones para pensar que las ex-
periencias pasadas vistas desde el presente nos ayuden a predecir las experien-
cias futuras vistas desde el presente…. En fin, Hume aceptaba que la inducción 
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es un hábito psicológicamente natural, incluso inevitable, pero sobre el que 
deberíamos aceptar que carece de fundamento racional.
Los positivistas lógicos no estaban dispuestos a aceptar esa conclusión 
escandalosa, y dedicaron mucho ingenio a sortearla. Como vamos a ver, la 
cuestión está lejos de ser trivial.
3. CUERVOS Y ZAPATOS
Para empezar, fijémonos en una idea aparentemente irreprochable: 
 –Una teoría científica se ve confirmada cuando sus consecuencias 
lógicas resultan ser ciertas.
Unos ejemplos nos ayudarán a ver lo plausible que resulta esta sugerencia:
 – Formulamos la teoría de que los dinosaurios murieron tras el 
impacto de un meteorito contra la Tierra. De esta hipótesis, y 
ayudándonos de cier tas hipótesis auxiliares que no están en 
entredicho, inferimos lógicamente que el estrato geológico co-
rrespondiente a la época de la extinción debería contener la 
firma mineralógica de tal meteorito. Al observar que esto es así, 
la teoría del meteorito queda (parcialmente, provisionalmente) 
confirmada.
 – Formulamos la teoría de que el ADN tiene estructura de doble 
hélice. De esto, más algunas hipótesis auxiliares, concluimos que la 
cristalografía de rayos X de un cristal de ADN debería tener cier-
tas características. Las tiene, de modo que la teoría queda (parcial-
mente, provisionalmente) confirmada.
Esta miniteoría sobre la confirmación parece, pues, plausible. Uno diría 
que contiene, al menos, un aspecto fundamental de lo que queremos decir 
cuando hablamos de confirmar. Sin embargo, presenta el siguiente embara-
zoso problema. Supongamos que estamos interesados en confirmar cierta 
teoría T; por ejemplo:
Todos los cuervos son negros.
Es consecuencia lógica de T que cada cuervo es negro. Por tanto, tam-
bién este, ese y aquel cuervo que he observado. Nuestra miniteoría de la 
confirmación arroja que las observaciones de casos concretos de cuervos 
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negros confirman la verdad de T. Hasta aquí, todo bien. Consideremos, sin 
embargo, el siguiente enunciado, T-o-S:
 –Todos los cuervos son negros o Rajoy es el presidente del Gobier-
no en España a finales de 2014.
Este enunciado es, también, consecuencia lógica de T: si T es cierto, T-o- S 
no puede por menos que ser cierto, independientemente de la verdad del 
segundo disyunto. Pero, por otro lado, uno puede confirmar la verdad de 
T-o-S por el expediente de confirmar la verdad de S, el segundo disyunto. 
Comprobamos, de hecho, que es cierto: Rajoy es el presidente del Gobier-
no en España a comienzos del 2012. Así que T-o-S es cierto. Así que T 
queda confirmado parcialmente.
Esto, claro está, es una barbaridad. Nada en el hecho de que Rajoy pre-
sida España arroja luz sobre la cuestión del color de los cuervos. Este es el 
tipo de situación con que los positivistas se toparon una y otra vez: una 
cierta intuición parece irreprochable (por ejemplo, que una teoría se ve 
confirmada cuando sus consecuencias se demuestran ciertas), pero su expre-
sión lógicamente rigurosa está plagada de artefactos, de problemas inesperados.
Volvamos al problema de la inducción simple para ver otros ejemplos 
de esto mismo. La pregunta era ¿De qué manera la repetida observación 
de cuervos negros confirma que todos los cuervos son negros?
Haremos bien en quitarnos de en medio rápidamente una primera su-
gerencia: quizá observar muchos cuervos negros y ninguno no negro elimi-
na maneras en que la hipótesis podría haber sido falsa: cuervo1 es negro, así 
que la manera consistente en que cuervo1 hubiera sido blanco queda des-
cartada; cuervo2 es negro, así que…, etc.
Esta sugerencia tiene dos problemas fundamentales. Primero, no sirve para 
generalizaciones sobre un dominio infinito: una vez eliminado un conjunto finito 
de maneras en que la hipótesis puede ser falsa, siguen quedando infinitas más. 
Segundo, y más importante, no explica en qué manera la observación de casos 
concretos nos permite proyectar lo que ocurrirá con casos nuevos. Si toda la 
confirmación que ofrece una observación de cuervo5 se limita a eliminar la 
posibilidad de que cuervo5 no sea negro, esa observación no ofrece ninguna 
información sobre lo que cabe esperar de la observación de cuervo6.
Una segunda sugerencia, en Hempel (1945), tiene más interés. Según 
Hempel, lo siguiente es un hecho básico de la lógica de la confirmación:
 –Cualquier observación de un F que es G avala la generalización de 
que todos los F son G.
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En concreto, cualquier observación de un cuervo negro avala la genera-
lización de que todos los cuervos lo son.
Uno podría intentar basar una “lógica de la inducción” en algo como 
este principio; la idea sería que las inferencias ampliativas, después de todo, 
sí son compatibles con el dictum sobre experiencia más lógica que veíamos 
antes: son inferencias que parten de premisas observacionales realizadas no 
según la lógica deductiva habitual, sino con una lógica inductiva aun por 
desarrollar. Pero, como era quizá de esperar, hay un embarazoso problema 
a la vuelta de la esquina.
Consideremos la siguiente idea, también aparentemente inocente: cual-
quier observación que confirma una hipótesis H confirma también cual-
quier hipótesis lógicamente equivalente a H.
Dos hipótesis son lógicamente equivalentes cuando la primera no pue-
de ser cierta sin que la otra lo sea, ni falsa sin que la otra lo sea, sin incurrir 
en contradicción lógica. Uno se sentiría incluso tentado a decir que dos hi-
pótesis lógicamente equivalentes son, en realidad, la misma hipótesis descri-
ta de dos maneras distintas.
Pues bien, de estas dos ideas aparentemente inocentes, aparentemente 
prometedoras, se sigue lo siguiente. De nuevo, consideremos la hipótesis
Todos los cuervos son negros.
La siguiente hipótesis es lógicamente equivalente:
 –Todas las cosas que no son negras son tales que no son cuervos. 
Piénsese un momento, y se verá que, en efecto, la primera no puede ser 
cierta sin que lo sea la segunda, ni falsa sin que lo sea la segunda. Ahora bien, 
¿qué tipo de observaciones puede confirmar la segunda hipótesis? Cuales-
quiera observaciones de cosas no negras que no son cuervos, claro está: 
zapatos blancos, teléfonos rojos, mares azules… Nuestros dos inocentes 
principios de la lógica de la confirmación nos llevan a concluir que observar 
tales teléfonos, zapatos y mares da base empírica a la hipótesis de que todos 
los cuervos son negros. Como decía Nelson Goodman maliciosamente, esta 
teoría abre la puerta a la posibilidad de hacer ornitología de salón: muéstrame 
tu zapatero, que yo así iré confirmando mis teorías sobre cuervos.
Ante esta situación caben varias reacciones. La de Hempel fue aceptar 
la conclusión: el enunciado de que todos los cuervos son negros lo que 
de veras dice es que una cosa cualquiera, si es un cuervo, es negra. Aunque no 
lo parece, es una oración sobre todas las cosas del mundo, y tal ora-
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ción puede ser confirmada por la observación de un zapato blanco. 
Pocos han seguido a Hempel tan lejos.
4. DEPENDENCIA DEL CONTEXTO
En un libro reciente, Godfrey-Smith (2003) propone el siguiente caso. Que-
remos saber si todos los cuervos son negros. Alguien se acerca y me dice: 
“Tengo un cuervo detrás de mí, ¿quieres saber de qué color es?”.
¿Qué le contestamos? Está claro: nuestro compromiso con la verdad 
nos obliga a pedirle que nos lo enseñe. Si resulta ser blanco, nuestra teoría 
de que todos los cuervos son negros quedará refutada. Ahora bien, suponga-
mos que nos dice: “Tengo un objeto negro detrás de mí, ¿quieres saber qué es?”.
¿Qué le contestamos en este caso? Que nos da igual: nosotros estamos 
comprometidos con la tesis de que todos los cuervos son negros, no con 
la tesis de que todos los objetos negros son cuervos, o alguna otra cosa.
Sin embargo, es perfectamente posible que en ambos casos el objeto 
que nuestro amigo tiene detrás sea un cuervo negro. Si nos lo enseña en el 
primer caso, esto confirma nuestra teoría. Si nos lo enseña en el segundo, 
no la confirma. ¡El mismo cuervo! La diferencia entre ambos casos solo está en 
el orden en que hemos descubierto las propiedades del cuervo en cuestión.
Es más, supongamos que nuestro amigo nos dice que tiene un objeto 
blanco en la espalda. ¿Queremos verlo? Sí queremos: si es un cuervo, se nos 
desbarata la teoría. Ahora dice que tiene un zapato. No queremos verlo: 
nada en un zapato va a afectar el estatus de nuestra teoría sobre cuervos. 
En ambos casos, lo que tenía detrás era un zapato blanco. En el primer caso, 
verlo confirma nuestra teoría; en el segundo, no.
La conclusión inevitable es que Hempel no tenía razón sobre la relación 
abstracta entre hipótesis y observaciones. La relación de confirmación está 
inextricablemente unida al contexto en que se da el presunto proceso 
confirmatorio.
5. CONCLUSIÓN
Como decía al principio, esto no es más que un recorrido parcial, en los dos 
sentidos relevantes del término, a través de algunas de las propuestas de 
solución del problema de la confirmación. Más allá del hecho indudable de 
que la confirmación no puede ser una relación abstracta entre proposicio-
nes como querían los positivistas, la lección que cabe extraer de esta discu-
sión es una familiar para los filósofos: la relación de confirmación entre 
observaciones e hipótesis existe, y el hecho de que carezcamos de una 
teoría filosófica satisfactoria no significa más que eso, que aún no la hemos 
encontrado.
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LA EXPERIMENTACIÓN Y LA 
SIMULACIÓN EN LA INGENIERÍA
LLUÍS GIL
1. INTRODUCCIÓN CON ALGUNAS OBVIEDADES
¿Existe una realidad fuera de nosotros mismos? ¿Una realidad que nos rodea y 
con la cual interaccionamos? Esta pregunta ha tenido varias respuestas a lo largo 
de la historia, siempre desde una perspectiva filosófica. La investigación de la 
respuesta va más allá del alcance de este escrito. No obstante, desde el punto 
de vista científico la respuesta sería pragmática: existe una realidad externa y 
cada día el despertador nos lo recuerda. En cualquier caso, aceptemos que 
existe una interacción entre la realidad externa y nosotros; esta interacción 
daría lugar al conocimiento en el sentido más amplio posible. Llamemos a esta 
realidad externa universo. Entre los tipos de conocimiento está el llamado co-
nocimiento científico, que históricamente podemos decir que tiene un punto 
de inflexión en la figura de Galileo Galilei y se consolida con los empiristas in-
gleses del siglo xvii. El conocimiento científico se caracteriza porque está basado 
en la lógica y la racionalidad. Pero además, a partir del punto de inflexión de 
Galileo, se basa en la experiencia y está sometido a la crítica permanente. Es un 
conocimiento siempre cuestionado y siempre superado por las generaciones 
venideras que amplían el conocimiento: descubren sus límites y los superan.
Es evidente que en nuestra interacción con el universo no todo el cono-
cimiento que se alcanza es científico. Los sentidos y el cerebro “fabrican” ex-
periencias estéticas, creencias o sensaciones que no se pueden calificar de 
científicas; por ejemplo, durante el sueño no habría ni lógica consciente, ni 
racionalidad, ni interacción con el mundo exterior. A pesar del impacto que 
actualmente tiene el conocimiento científico en el quehacer diario de las so-
ciedades, no es arriesgado afirmar que posiblemente el conocimiento cientí-
fico es un conocimiento muy reducido si lo comparamos con otros tipos de 
conocimiento –quizá por eso no se ha consolidado hasta transcurridos mu-
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chos años de existencia de la especie humana. Por ejemplo, la exploración del 
alma humana a través de la poesía es sin duda más universal, profunda y 
amplia que la mecánica de estructuras. El conocimiento científico es distribui-
do y no está sujeto a una experiencia individual, sino colectiva, y esto lo hace 
más robusto. Tampoco se puede afirmar que toda la racionalidad correspon-
da solo al conocimiento científico. La razón era apreciada por los filósofos 
griegos y era empleada, ella sola, para intentar explicar el universo.
El conocimiento científico también pretende explicar el funcionamiento 
del universo. Básicamente quiere dar explicaciones sobre lo que se observa 
en la interacción con la realidad y quiere hacer predicciones de la evolución 
del universo. Las explicaciones y las predicciones se consiguen con el uso de 
leyes físicas, que describen el comportamiento de fragmentos del universo 
a partir de unas variables y unas ecuaciones de comportamiento y de inte-
racción entre las variables. Para descubrir las leyes se combina la razón con 
la experimentación. Así, la teoría y la experimentación han sido los motores 
que han impulsado el conocimiento hasta los límites actuales. En la frontera 
de la ciencia se sitúa la tecnología. Esta frontera es difusa, y ciencia y tecno-
logía interaccionan de forma compleja. Una aproximación sencilla consistiría 
en decir que la tecnología es la ciencia convertida en acción, aunque a veces 
no sepamos por qué ni cómo funciona la tecnología.
Las ciencias se pueden distribuir en dos grandes grupos: ciencias formales 
y ciencias fácticas. Las ciencias formales se fundamentan en un conocimiento 
abstracto y, por tanto, no necesitan estrictamente la experiencia. Una ciencia 
formal sería la matemática, que es transversal a todos los conocimientos 
científicos y podríamos situar como la más antigua de todas. El razonamiento 
abstracto puro de la matemática se situaría en un conocimiento más cercano 
a la filosofía, aunque el número y el conteo han sido una necesidad práctica 
de la especie desde los inicios de la humanidad. Las ciencias fácticas, todas las 
demás, se fundamentan en un conocimiento basado en la experiencia. Entre 
las ciencias fácticas cabe mencionar la química, la física, etc. aunque a veces los 
razonamientos y pensamientos de la física se acercan al formalismo abstracto 
puro. Para complicarlo todavía más, en la frontera de transición entre la cien-
cia y la tecnología se encuentra la ingeniería. La ingeniería utiliza conocimien-
tos científicos y los aplica en tecnología que revierte en una mejora social. De 
modo que un ingeniero es básicamente un tecnólogo: ciencia en acción. Pero 
ciertamente muchos ingenieros han contribuido al conocimiento científico, 
sobre todo en los siglos xviii y xix.
De todas maneras, el objetivo de este escrito no es discutir acerca de la 
naturaleza de las diferentes ciencias, tecnologías o tipos de conocimiento. 
Este escrito únicamente pretende reflexionar sobre el conocimiento en 
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ingeniería en el ámbito del análisis estructural y su relación con el empleo 
de la computación para realizar análisis complejos. Hoy en día, el ordenador 
es una herramienta fundamental para la realización de proyectos de inge-
niería. Por tanto, los diseños, los cálculos y la definición de especificaciones 
del proyecto se basan en la información que arroja el ordenador. Asimismo, 
mucha de la investigación actual sobre materiales y estructuras emplea la 
computación para simular el comportamiento mecánico. En esta aporta-
ción se desea reflexionar sobre la calidad de dicho conocimiento.
Para ello primero se hace una breve introducción histórica para com-
prender la situación del conocimiento disponible sobre las estructuras en 
los albores de la computación. También se analiza brevemente la evolución 
de la computación y su impacto en el cálculo de estructuras. Finalmente, se 
plantean dudas y reflexiones acerca de la calidad del conocimiento que se 
obtiene con la computación.
2. UNA BREVÍSIMA HISTORIA DE LAS ECUACIONES Y
TECNOLOGÍAS DE LA MECÁNICA DE LAS ESTRUCTURAS
La historia del conocimiento de las estructuras es una muestra de cómo el 
conocimiento científico se genera a partir de la mezcla desordenada de for-
malismos, experimentos, tecnologías y racionalidad. El crecimiento del cono-
cimiento no es nunca lineal, sino tortuoso, y se parece más a una red con saltos 
que a un camino de pasos consecutivos. El inicio del estudio de las estructuras 
se remonta a Galileo Galilei, como casi todo el conocimiento científico moder-
no. No obstante, existen numerosas construcciones anteriores a Galileo, de 
gran dificultad técnica para su época que no han colapsado a pesar de los siglos. 
Desde las taules (Baleares), las piedras mágicas de Stonehenge pasando por 
los puentes romanos, los anfiteatros, los palacios, los castillos medievales, las 
catedrales, etc. Numerosos maestros de obra levantaron toneladas de piedras 
sin criterios de cálculo, más allá de meras reglas geométricas. Estas estructuras 
imponentes están hechas con materiales pétreos que tienen muy poca defor-
mación y, por tanto, sus colapsos están relacionados con movimientos de sóli-
dos rígidos. Así, las reglas geométricas suelen ser suficientes para garantizar el 
equilibrio de las estructuras a partir de las fuerzas estáticas. Con pocos conoci-
mientos se pueden construir maravillas.
49/ Stonehenge. 
¿Alguien se atreve a 
levantar estas piedras? 
Imagen de http://www.
english-heritage.org.uk.
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A partir de Galileo (1564-1642), que ya intentó resolver el problema de las 
vigas a flexión, el problema de las estructuras se aborda desde una perspectiva 
experimental y con criterios científicos. Así, el siguiente gran hito para el cálculo 
de las estructuras son los estudios sobre muelles de Robert Hooke (1635-
1703). Hooke introduce la relación entre las fuerzas y la deformada elástica de 
los muelles definiendo la conocida “ley de Hooke”. Por tanto, mide el concepto 
de los desplazamientos relativos y su dependencia con la fuerza aplicada. Hoy 
en día, para cada material, existe una ecuación constitutiva (su “ley de Hooke”) 
que permite caracterizar su comportamiento dentro del rango elástico.
A partir de este punto el conocimiento en mecánica de estructuras 
comienza a evolucionar con el aumento del formalismo matemático de las 
técnicas de cálculo diferencial introducido por Isaac Newton (1642-1727) 
y Gottfried Leibniz (1646-1716). Durante cerca de cien años, fueron nume-
rosos los científicos que hicieron contribuciones al conocimiento de las 
estructuras, entre ellos, a fuerza de ser injustos, Leonhard Euler (1707-
1783), la familia Bernoulli, Charles-Augustin de Coulomb (1736-1806) y 
Augustin-Louis Cauchy (1789-1857). Muchos de los científicos que contri-
buyeron en este periodo eran ingenieros de profesión.
El siguiente gran hito podemos situarlo en la persona de Claude-Louis 
Navier (1785-1836). Este ingeniero formuló las ecuaciones diferenciales gene-
rales del problema elástico y abrió la puerta a resolver cualquier problema de 
estructuras. A corta distancia, el físico Walter Ritz (1878-1909) consolidó la 
formulación variacional del mismo problema. La combinación de conceptos 
como campo de desplazamientos, deformaciones, tensiones, ecuaciones cons-
titutivas, equilibrio de fuerzas, minimización de la energía y principio del trabajo 
virtual permitieron plantear ecuaciones generales sobre los problemas de es-
50/  “Diálogo de las dos 
ciencias”, donde G. Galilei 
afronta el problema de 
flexión de una viga.
51/ Experimentos de R. 
Hooke con muelles que le 
permitieron 
establecer la relación lineal 
entre fuerza y desplaza-
miento: F = K d
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tructuras que no pudieron ser resueltas hasta la aparición de la computación en 
el siglo xx. Por consiguiente, se puede afirmar que a mediados del siglo xix las 
ecuaciones del problema de la mecánica de estructuras estaban plenamente 
establecidas pero eran básicamente irresolubles. La búsqueda de soluciones 
para las ecuaciones de la mecánica de estructuras se reducía a la exploración 
de soluciones analíticas. No se podían encontrar funciones que cumpliesen to-
das las ecuaciones y restricciones salvo para casos muy sencillos.
Así, las ecuaciones del problema elástico en formato diferencial, según 
Navier-Lamé, no se podían resolver salvo para casos muy simples mediante 
la formulación de Airy:
µ λ µ∆u u b+ + ∇ ∇⋅ + =( ) ( ) 0
Dichas soluciones solo servían para geometrías muy simples y cálculos 
aproximados de las fuerzas y los desplazamientos impuestos.
Alternativamente, se disponía del principio de los trabajos virtuales 
como forma débil del problema elástico, pero su resolución aun era más 
complicada mediante las funciones analíticas:
Una alternativa eran las aproximaciones mediante series infinitas, solu-
ciones de tipo semianalítico que también se restringían a casos simples. 
52/ Puente romano de 
Alcántara fabricado con 
piedras.
53/ El Iron Bridge en Shrop-
shire inauguró el uso de 
nuevos materiales.
σ δε δ δ:    dV b u dV t u dA
V V A
∫ ∫ ∫= ⋅ + ⋅
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Desde el punto de vista de la ingeniería tecnológica, los materiales emplea-
dos en las estructuras habían sido la madera, la cerámica y la piedra. A lo largo 
del siglo xix y principios del xx se crearon nuevos materiales que hoy en día 
representan el gran porcentaje de materiales empleados para la construcción 
de obra civil y edificación. El hierro fundido se utilizó por primera vez en 1779 
para construir el Iron Bridge en Shropshire (Reino Unido); Joseph Aspdin paten-
tó el cemento de Portland en 1824 en el Reino Unido; en 1867 Monier paten-
tó el hormigón armado en Francia; el acero se utilizó por primera vez en 1888 
en la construcción de un puente en Portland (Oregón), el Steel Bridge; finalmen-
te, en 1911 Freyssinet utilizó el hormigón con armaduras activas en Francia. En 
treinta años se crearon los materiales más comunes para la construcción de las 
estructuras del siglo xx y se extendieron rápidamente. En esta parte de la his-
toria de las estructuras, los materiales evolucionaron más rápidamente que la 
descripción matemática de su comportamiento estructural y, por tanto, el co-
nocimiento científico se movió entre la experimentación y la tecnología. Las 
reglas de cálculo y dimensionamiento se basaron inicialmente en modelos sen-
cillos elásticos y con un gran trabajo experimental por parte de los ingenieros 
pioneros que los utilizaron. Algunas de las obras que se abordaron eran autén-
ticos prototipos que nunca se habían probado anteriormente. El riesgo se asu-
mía como una parte inseparable del avance tecnológico. Este aspecto hoy sería 
puesto en cuestión. El comportamiento de dichos materiales todavía es objeto 
de investigación hoy en día y estamos lejos de entender del todo su compor-
tamiento en fases no lineales: plasticidad, viscoelasticidad, fractura, etc. Asimismo, 
muchas de las fórmulas de dimensionamiento recogidas en las normativas con-
tienen magnitudes heurísticas ajustadas a partir de experimentos.
En resumen, a principios del siglo xx las ecuaciones del problema estaban 
bastante bien establecidas pero eran irresolubles analíticamente, excepto 
para casos muy simples, los métodos de cálculo eran básicamente estáticos y 
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basados en modelos sencillos de tipo viga o pórticos simples. El caso de los 
pórticos simples se podía abordar con un cálculo iterativo según el método 
de relajación de Hardy Cross (1930), pero los problemas estructurales de 
geometrías complejas como las presas, los ganchos, las láminas, etc. estaban 
lejos de ser abordados. Para poder calcularlos se necesitaba un instrumento 
de cálculo, una computadora, y en lugar de buscar una solución analítica exac-
ta se debería buscar una solución aproximada de tipo numérico.
3. LA DEMOCRATIZACIÓN COMO FACTOR DE ÉXITO EN LA
COMPUTACIÓN
En 1946 un equipo de ingenieros de la Universidad de Pennsylvania pusie-
ron en marcha el Electronic Numerical Integrator And Computer (ENIAC). 
Este ingenio permitió la resolución de ecuaciones diferenciales para calcular 
trayectorias balísticas y también se empleó en simulaciones para la cons-
trucción de la bomba de hidrógeno. La aparición de los computadores 
abrió la puerta a la simulación de problemas complejos. Hasta la fecha, la 
tecnología de las computadoras ha presentado tres factores que han pro-
piciado el desarrollo de la investigación científica.
En primer lugar, la miniaturización de los componentes electrónicos y el 
aumento continuo de la potencia de cálculo con la mejora del hardware (ley de 
Moore del crecimiento de la tecnología). Las computadoras se han convertido 
en una herramienta en manos de millones de científicos de todo el mundo. 
Quizá los grandes recursos (supercomputadores) son pocos pero hay muchos 
problemas complejos que pueden ser abordados desde un PC. El computador 
ha sido el gran democratizador de la ciencia: cualquier persona, desde un pe-
queño despacho y con un ordenador puede hacer un cálculo competitivo.
Un segundo factor ha sido el desarrollo de los lenguajes de programa-
ción que paulatinamente se han ido acercando al lenguaje natural del ser 
humano. Así resulta más sencillo abordar la complejidad de la programa-
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ción. Las instrucciones mediante fichas perforadas o con una modificación 
del conexionado del computador (puro hardware) en manos de unos po-
cos especialistas se vieron desbordadas con la aparición de los lenguajes de 
programación. El lenguaje máquina inicial fue superado por el BASIC y el 
FORTRAN (Formula Translation); lenguajes originalmente orientados a pro-
cedimientos. Posteriormente, los lenguajes modernos como el C incluyeron 
nuevos tipos de datos complejos (Struc) o el C++, objetos, (Class), y permi-
tieron orientarse a los datos en lugar de a los procedimientos. Finalmente, se 
han creado entornos mixtos de programación como MatLab o directamente 
programas que recogen ecuaciones en lenguaje algebraico como Maple. To-
dos estos avances en programación han multiplicado las posibilidades de ha-
cer cálculos con computadoras. Es la segunda gran democratización de las 
computadoras: cualquier persona, desde un pequeño despacho puede hacer 
un programa para que el ordenador haga un cálculo competitivo.
Finalmente, el desarrollo de compiladores optimizados, librerías y algorit-
mos, como las librerías gráficas que facilitan la creación de programas de visua-
lización de datos y ayudan a interpretar resultados. Por su parte, las librerías 
matemáticas permiten hacer implementaciones y reaprovechar códigos están-
dar para resolver ecuaciones, buscar raíces, etc. Todas estas facilidades permiten 
acceder a la gestión de la programación y la gestión de datos. Es la tercera gran 
democratización: cualquier persona, desde un pequeño despacho puede hacer 
un cálculo competitivo si es capaz de hacer simplemente un dibujo.
4. LA APARICIÓN DEL MÉTODO DE LOS ELEMENTOS FINITOS
Tal como se ha comentado, el único intento de sistematizar el cálculo de 
estructuras y abordar conjuntos de barras con cierta complejidad fue el 
método de Cross (1930) basado en una metodología iterativa de relajación. 
A partir de la década de 1950 se desarrolla el método de los elementos fini-
tos como herramienta para resolver problemas estructurales en el mundo de 
la ingeniería aeronáutica y la ingeniería civil. Personas como Zienkiewicz, Argyris 
o Clough juegan un papel fundamental en la consolidación del método. En Es-
paña cabe citar al profesor Eugenio Oñate, discípulo de Zienkiewicz, como un 
gran impulsor de la difusión de dicha tecnología desde el prestigioso Centro 
Internacional de Métodos Numéricos en Ingeniería (CIMNE). 
El problema complejo continuo que estaba formulado en ecuaciones 
diferenciales y variacionales se aborda desde la computación partiendo 
de una idea sencilla: en lugar de intentar resolver el problema en todo el 
dominio y de un solo golpe, los métodos numéricos proponen dividir el 
dominio en partes pequeñas y resolver las ecuaciones en dichas partes 
sin olvidar la interacción que hay entre ellas (discretización). De forma 
95 LA EXPERIMENTACIÓN Y LA SIMULACIÓN EN LA INGENIERÍA
coloquial podemos afirmar que se aplica el principio atribuido a Julio Cé-
sar de “divide y vencerás”. 
La discretización con mallas conduce a dos grandes familias de métodos. 
Por una parte, los métodos discretos que resuelven las ecuaciones diferenciales 
(formulación de Navier-Lamé) y que se llaman métodos de diferencias finitas. Por 
otra parte, la otra gran familia, que se basa en la resolución de la ecuación débil, 
el principio de los trabajos virtuales, mediante el método de los elementos fini-
tos. Si bien existen otros métodos como los elementos de contorno o los vo-
lúmenes finitos, estos quedarían englobados en esta segunda familia. 
En resumen, la ecuación del principio de trabajos virtuales, conocida 
desde el siglo xix, se aplica sobre fragmentos pequeños de la estructura y 
se resuelven sistemas de ecuaciones con muchos grados de libertad. Esto 
permite conocer la solución exacta en unos pequeños puntos y generalizar 
dicha solución por extrapolación sobre el resto del dominio. Esta técnica se 
ha utilizado para resolver los problemas estructurales complejos para los 
que no había solución (¡casi todos!): láminas, membranas, secciones varia-
bles, diferentes materiales, pérdida de linealidad, etc. En pocos años la com-
putación ha permitido resolver problemas más y más complejos.
5. LA SIMULACIÓN COMO HERRAMIENTA DEL INGENIERO
Desde los inicios de la computación, la percepción con respecto a la simulación 
y el uso de computadores como herramientas científicas ha variado mucho. En 
sus inicios la simulación y la computación se concebían como una solución de 
tipo cualitativo. Los resultados de la simulación podían ayudar al ingeniero a 
orientar el diseño pero sus resultados eran puestos en duda desde el punto de 
vista cuantitativo. Dicen que los resultados de las simulaciones no los cree nadie 
excepto quien los ha hecho, mientras que los resultados de los experimentos 
los cree todo el mundo excepto el que los ha hecho. Esta sencilla frase ilustra 
el escepticismo y la percepción que se tenía de la simulación, sobre todo si se 
compara con el método tradicional de búsqueda del conocimiento a partir de 
la experimentación. Por ello, los primeros análisis de los ingenieros con compu-
tadoras tendían a valorarse desde la perspectiva únicamente cualitativa.
Con las mejoras tecnológicas mencionadas en las computadoras, los 
resultados numéricos han ido mejorando y han ido resolviendo problemas 
más y más complejos, que no se pueden abordar desde ninguna otra pers-
pectiva. Así, hoy en día, la creencia ha cambiado y los ingenieros confían 
plenamente en las computadoras para resolver problemas altamente com-
plejos. Es habitual simular un coche entero con todos sus detalles, o aviones 
o barcos. Los científicos que desarrollan soluciones computacionales y pro-
graman algoritmos en las computadoras (ciencias computacionales) están 
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convencidos de que la simulación tendrá un papel predominante en la ciencia 
en el futuro, en todos los campos de la ciencia, y que la experimentación irá 
quedando relegada a casos singulares. El escenario de la investigación científi-
ca se dibuja con una computación que permitirá explicar y predecir el com-
portamiento del universo, las leyes físicas se verificarán con la simulación y, 
ocasionalmente, se contrastarán con experimentos cuando sea necesario.
Desde el punto de vista de los costes es evidente que la simulación es 
muy competitiva. El conocimiento queda democratizado ya que con pocos 
recursos –una persona, un ordenador y un programa–, se pueden obtener 
resultados que permiten predecir sistemas estructurales complejos. Por el 
contrario, la experimentación requiere una gran dosis de recursos: espacio, 
máquinas, sistemas de medida y control, grupos de personas trabajando en 
los prototipos, etc. Es evidente, pues, que la experimentación se convierte en 
un lujo de países ricos. La cuestión económica se convierte en una barrera 
tecnológica que avala la tesis de la preponderancia futura de la simulación. 
Pero el aspecto económico no es objeto del artículo, sino la reflexión sobre 
la creación de conocimiento y la calidad de dicho conocimiento.
La resolución de problemas con computadoras exige del ingeniero la 
creación de un modelo de cálculo, de una metodología de análisis y de una 
interpretación de los resultados. El modelo se define con una geometría, 
unas condiciones de contorno en fuerzas, unas condiciones de contorno en 
los desplazamientos y las propiedades mecánicas de los materiales. La me-
todología de análisis dependerá del problema al cual se enfrente: estático, 
dinámico, no lineal, etc. con mallas más o menos refinadas. Finalmente, ne-
cesitará algún programa de apoyo que le permita visualizar la solución en 
tensiones, desplazamientos, secciones transversales, criterios de fallo, etc. En 
el proceso de realización de todas estas tareas, a menudo surgen numero-
sas incertidumbres y el ingeniero debe tomar decisiones que pueden modifi-
car radicalmente el resultado final. Por tanto, existe un factor previo a la cali-
dad del conocimiento que se obtendrá y que depende de la pericia humana.
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6. LIMITACIONES EN EL CONOCIMIENTO MEDIANTE
SIMULACIÓN
La computación presenta el problema del “mito de la cornucopia”. El cuer-
no de la abundancia ha sido considerado tradicionalmente un objeto capaz 
de saciar los deseos de su poseedor. Así, para quienes no han hecho nunca 
simulaciones, la computación se visualiza como un objeto mágico que re-
suelve cualquier problema con el grado de complejidad que necesita el in-
geniero. Resolver un problema de estructuras se reduce a introducir unos 
datos y esperar una respuesta infalible. Hay optimismo y una confianza 
ciega, factores que fácilmente conducen al desastre. ¿Podremos algún día 
reproducir todos los detalles de una estructura dentro de un ordenador y 
predecir su comportamiento exactamente? Es decir, ¿la virtualidad y la rea-
lidad serán “exactamente” iguales o casi exactamente, con un margen de 
confianza conocido y limitado? Lo dudo seriamente, porque nos enfrenta-
mos a algunas limitaciones intrínsecas.
El factor humano es directamente responsable de la toma de decisiones 
sobre las variables fundamentales del problema. Un “mal” ingeniero produ-
cirá un “mal” modelo, una “mala” simulación y un “mal” resultado que no se 
corresponden con la “realidad”. Las predicciones que haga serán de poca 
calidad y nula validez. En la jerga de la computación se dice garbage in, gar-
bage out (“mete basura, saca basura”), es decir, la computación no es una 
varita mágica que vaya a resolver los errores del ingeniero. 
Hoy en día, es habitual hacer simulaciones de problemas complejos 
buscando justificar determinados comportamientos estructurales que pue-
den ser difíciles de controlar o medir en la realidad. Por ejemplo, se puede 
simular el colapso de edificios combinando diferentes degradaciones de 
materiales, condiciones de vinculación y geometrías de las cuales no se 
dispone de datos fiables. La combinación explosiva de la incertidumbre de 
los datos, su interacción y la complejidad del modelo puede conducir a un 
amplio abanico de resultados. Desde justificar su colapso a justificar su se-
guridad. El cuerno de la abundancia es tan generoso que nos entrega solu-
ciones contradictorias.
6.1 Limitación primera: metodológica
El mito de la cornucopia justifica la creación de modelos muy complejos en 
la simulación de problemas. Como si la complejidad fuera un índice de la 
calidad del modelo. En primer lugar, existe una dificultad metodológica. La 
complejidad no puede abarcarse en un solo paso. La creación de una simu-
lación compleja debe construirse en pasos sucesivos, en iteraciones que 
progresivamente van introduciendo más detalle en el modelo. La creación 
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de un modelo de cálculo se asemeja a la creación de una pintura o de una 
novela. El artista no puede pintar todo el cuadro de golpe, necesita ir for-
mando poco a poco su contenido. Empieza con un esbozo, y termina con 
pequeños detalles y pinceladas maestras. En el caso de una novela, la com-
plejidad de la trama y los diálogos de los personajes también se van cons-
truyendo paulatinamente: a medida que se desarrollan los personajes se 
van añadiendo detalles y cuadros que construyen el calidoscopio de la tra-
ma. La sensibilidad de la solución está relacionada con los pequeños cam-
bios que se van introduciendo en el modelo y van aumentando la comple-
jidad de la simulación.
6.2 Limitación segunda: la incertidumbre
Existe una incertidumbre primaria asociada a la falta fiable de información. 
A menudo esta incertidumbre es inevitable, hay datos que nunca se podrán 
obtener. Esta incertidumbre conduce a soluciones poco fiables y no puede 
limitarse ni mejorarse. La única manera de eliminar la incertidumbre prima-
ria es aumentando la calidad de los datos.
No obstante, cuanto más complejo es un modelo más indefinición in-
trínseca suele aparece sobre las variables del problema. Esta incertidumbre 
podemos definirla como secundaria. Al aumentar la complejidad, aumentan 
el número de variables y las interrelaciones entre ellas y aparecen correla-
ciones no previstas. Por ejemplo, las condiciones de contorno pueden no 
ser exactamente conocidas, la interacción entre elementos estructurales 
puede tener contactos con diferente respuesta, etc. La figura siguiente 
muestra un enlace entre dos elementos de hormigón mediante unos co-
nectores metálicos. La simulación que incluye las interfaces de contacto 
entre materiales aumenta la dificultad del problema. Si inicialmente se con-
sidera un contacto perfecto, la simulación tiene un grado de complejidad 
bajo y no se ajusta al suceso real. El contacto entre materiales no es perfec-
to, se forman microfisuras que redistribuyen las tensiones, pequeños desli-
zamientos relativos, etc. Si introducimos un contacto con adherencia varia-
ble en la interacción entre los materiales, el grado de complejidad aumenta. 
Pero la calidad de la solución no tiene porqué ser mejor. Simular la interfaz 
de contacto entre el elemento metálico y el hormigón conduce a una va-
riación importante en la predicción del comportamiento conjunto. De he-
cho, es necesario un ensayo para ajustar el modelo. Aquí la simulación se 
convierte en esclava de la experimentación. Con el agravante de que nadie 
garantiza que pequeños cambios geométricos (estrías en el conector) o de 
materiales (como una disminución en la calidad del hormigón) puedan ser 
reproducidos por la simulación sin realizar nuevos ensayos. El problema de 
99 LA EXPERIMENTACIÓN Y LA SIMULACIÓN EN LA INGENIERÍA
la complejidad y la incertidumbre no solo va ligado a un problema de falta 
de conocimiento (incertidumbre primaria) sino a factores incontrolables 
(incertidumbre secundaria).
6.3 Limitación tercera: la no coherencia
El modelo computacional está siempre basado en una descripción discreta 
del problema. La discretización afecta directamente la solución del proble-
ma porque las ecuaciones que estamos utilizando pueden no representar 
el problema físico real en determinadas zonas. Por ejemplo, en geometrías 
con entallas se sabe que existe un efecto de concentración de tensiones 
(mecánica de fractura); por tanto, las ecuaciones serán diferentes de las 
zonas alejadas de dicha entalla (elasticidad). Esto conduce a obtener resulta-
dos que luego no concuerdan con las observaciones. Ciertamente el error 
parte de una definición incompleta del modelo o de la aplicación matemática 
de ecuaciones no estrictamente correctas. Pero la computación daría una 
respuesta que, a priori, aceptaríamos y daríamos como buena si no tuviéra-
mos un contraste experimental que pusiera el resultado en contradicción. 
Otro ejemplo de incoherencia se presenta en la adhesión entre mate-
riales. La distribución de tensiones del modelo numérico en zonas de tran-
sición conduce a picos de tensión que no aparecen cuando se hace la me-
dición experimental. Asimismo, una descripción analítica entra en contradic-
ción con la solución computacional (véase la figura 10).
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Otro problema de la discretización proviene de la generación de la malla. 
Los resultados dependen de la calidad de la malla, por lo que un mallado inco-
rrecto puede conducir a unos resultados alejados de la realidad. A veces este 
error se puede cuantificar y estimar pero otras veces la dependencia de la 
malla tiene una implicación más profunda y afecta la definición matemática del 
modelo mismo. Así, determinados modelos constitutivos de materiales tienen 
una dependencia del tamaño de malla, y determinados métodos de integración 
en el tiempo también dependen del tamaño del paso de tiempo. Por tanto, la 
discretización determina la solución y nos puede alejar de la realidad si no se 
produce una comparación con alguna observación experimental.
6.4 Limitación cuarta: el artificio
La creación de modelos es la base de la ciencia. El método científico suele 
imaginar el fenómeno, plantear un experimento y validar el modelo. A veces 
resultados inesperados obligan a modificar el modelo y hacen avanzar la 
ciencia. Estos modelos normalmente intentan acercarse a la realidad obser-
vable y describirla de la forma más natural posible. Así, parámetros como el 
módulo de Young constituyen una descripción macroscópica y continua del 
comportamiento elástico de la red atómica de los materiales. El módulo de 
Young se convierte en un parámetro que nos permite describir el compor-
tamiento mecánico del material. En tanto que es calculable en los experi-
mentos y tiene relación con la derivada segunda de la energía potencial de 
la red atómica, podemos decir que “existe” de forma natural para el proble-
ma planteado. Sería algo así como afirmar que el cuadro de Monet repro-
duce nenúfares (el nenúfar aparece de forma natural a la distancia desde la 
que miramos), pero si nos acercamos más desaparece la imagen y se con-
vierte en un conjunto de pinceladas sin sentido.
En el caso computacional y en especial en el diseño de modelos cons-
titutivos de materiales, es posible crear y ajustar parámetros que intenten 
reproducir los experimentos. Esta actitud lícita proporciona al modelo una 
artificialidad peligrosa, en tanto que el parámetro y el dato heurístico pue-
den carecer de “sentido”. Las variables naturales se ven ponderadas por 
coeficientes que simplemente sirven para ajustar el modelo. Esta situación 
no es crítica y es muy habitual en ciencia. De hecho, refleja la incertidumbre 
y el desconocimiento sobre el fenómeno real al cual nos enfrentamos. Por 
ejemplo, las normativas de cálculo de estructuras que emplean ingenieros y 
arquitectos, muchas veces incluyen coeficientes de ajuste y de seguridad 
asociados a las incertidumbres sobre las acciones y los materiales. Simple-
mente hay que ser consciente de ello en el momento de realizar la simula-
ción y tenerlo en cuenta.
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Así, por ejemplo, en unos experimentos realizados en el laboratorio con 
muros de obra de fábrica ha sido imposible ajustar el modelo constitutivo 
de las simulaciones. La dispersión de los resultados experimentales es muy 
alta debido al tipo de material y a su heterogeneidad. Entonces, resulta im-
posible definir un modelo con unos parámetros acotados. De hecho, el 
experimento nos está informando del poco conocimiento que tenemos 
sobre el tema. ¿Dónde está pues el peligro? En la artificialidad del modelo 
constitutivo que se ha definido para simular el problema, pues los resulta-
dos obtenidos en la próxima simulación que se realice se convierten en un 
espejismo y una ilusión sobre la predicción del comportamiento del muro. 
Lo más grave es que no es posible mejorar el conocimiento porque las 
variables que afectan el material son incontrolables. En este tipo de casos la 
computación se verá siempre desbordada por la realidad y deberá moverse 
a remolque de la misma.
 
6.5 Limitación quinta: la irrepetibilidad
¿Hay alguien que haya repetido alguna de las simulaciones complejas que 
aparecen en las publicaciones? Lo pongo en duda. Sé que es una afirmación 
rotunda, no probada y que genera controversia. Parece un torpedo en la 
base de la computación como actividad científica ¿No está en la base de la 
ciencia la repetitividad de las predicciones? Hay varias razones para poner 
en duda la repetitividad mediante la computación. Los artículos computa-
cionales suelen presentar la formulación pero no los detalles prácticos, y, 
en el caso de las simulaciones, los detalles son muy importantes. Por 
ejemplo, con qué malla se hizo el análisis. Ello implica que difícilmente las 
simulaciones complejas pueden repetir por grupos externos y los inge-
nieros, de forma natural, aceptamos los resultados en función de su 
plausibilidad. Esta dificultad de repetir es especialmente importante en 
los problemas grandes y complejos donde las incertidumbres aumentan 
el rango de soluciones.
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Pero el tema aún se puede enredar más. La misma persona, en un orde-
nador diferente puede obtener resultados diferentes. ¿Cómo se explica esto? 
Simplemente porque la resolución computacional también depende del soft-
ware y de la arquitectura del ordenador. Los compiladores traducen el código 
escrito en instrucciones para la máquina. Cada máquina tiene su estructura 
interna y el compilador se adapta a la optimización del uso de los recursos. 
Por tanto, máquinas diferentes tienen ejecuciones diferentes del mismo pro-
grama, de modo que los resultados no serán exactamente los mismos. Para 
poner un ejemplo sencillo: en ocasiones, al abrir un documento de Word nos 
aparece un tipo de letra diferente del que habíamos visto en otro ordenador. 
En el caso de los códigos de cálculo puede pasar algo parecido. 
No obstante, el problema no es grave mientras los cambios se muevan 
dentro de unos márgenes razonables. Se podría argüir que también en el 
mundo experimental es imposible obtener dos resultados exactamente 
iguales: siempre hay dispersión y las diferencias se aceptan. Por tanto, la 
computación en este caso estaría al mismo nivel que la experimentación 
pero no podríamos decir que es más “exacta”.
7. JUSTIFICACIÓN Y ACEPTACIÓN DE LA FICCIÓN
El otro mito moderno de la computación sería el mito de Matrix, la famosa 
película donde el protagonista vive en un mundo virtual en que se pueden 
desafiar las leyes de la física; lamentablemente la realidad es mucho más 
dura. La computación nos permite crear un mundo virtual donde todo es 
posible. La creación del modelo de cálculo conlleva la creación de una su-
puesta realidad, tan compleja como nosotros queramos. Esto nos conduce 
a creer que los resultados también pueden corresponder a una realidad. De 
hecho, se habla de virtual testing y de la opción de sustituir ensayos por simu-
laciones. Como en muchas cosas, el coste va por delante de otros conceptos.
La virtualidad nos lleva a la ficción y la ficción es atractiva ya que todo 
lo hace posible. De hecho, no es más que la repetición de la actitud huma-
na ante una tecnología tan antigua como el papel –es conocida la frase “el 
papel lo aguanta todo”. Los proyectos, los diseños, etc. pueden ser dibuja-
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dos en una hoja en blanco pero luego quizás no pueden materializarse en 
la realidad. En el caso de la simulación pasa exactamente lo mismo pero 
justificado a través del concepto “científico” de la computación. Toda la 
tecnología vertida en los ordenadores parece justificar los resultados a tra-
vés de la obtención de unos supuestos resultados científicos. 
La ficción de la computación nos permite responder ante dos tipos de 
situaciones:
– La simulación nos permite creer en lo que no se puede probar. La si-
mulación se puede utilizar para hacer una aproximación a comportamien-
tos estructurales que no se pueden observar o experimentar. Por ejemplo, 
se pueden hacer estudios sobre el comportamiento alimentario de espe-
cies extintas que nunca podrán ser observadas. En este caso, el uso de la 
computación es una gran ventaja ya que permite aproximarse a temas no ob-
servables, pero sus resultados deben interpretarse con la distancia adecuada.
 
– La simulación nos permite probar lo que se quiere creer. En este caso, 
la simulación puede jugar un papel fundamental en los peritajes y las justifica-
ciones técnicas de siniestros. El ordenador se transforma en un sujeto acusa-
dor a partir del fino ajuste de las variables fundamentales del problema. Cu-
riosamente, los abogados siempre presentan los resultados de sus defendidos 
como los más fiables porque se han tenido en cuenta “todos los detalles”. A 
estas alturas de la lectura no hace falta realizar ningún comentario al respecto.
Ya hemos visto que la computación resuelve problemas complejos pero 
se ve amenazada por unos condicionantes que limitan su fiabilidad. Así, los 
resultados obtenidos, en problemas claramente deterministas, pueden pre-
sentar variaciones sustanciales. El conocimiento obtenido a través de las 
simulaciones tendría unas limitaciones inherentes a la propia ciencia de la 
computación, de modo que nunca podría ser total y perfecto. Es lo que 
sucede en el mundo real, donde el conocimiento está limitado (recorde-
mos el inquietante principio de la incertidumbre de Heisenberg), por lo que 
la computación no podrá nunca ser “exacta”.
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8. LA LIMITACIÓN DEL CONOCIMIENTO MEDIANTE LA
COMPUTACIÓN
El conocimiento científico alcanzado a través de una computadora se en-
frenta a un problema epistemológico. Dado un problema a simular, supón-
gase con todas las incertidumbres desvanecidas y con todas las limitaciones 
eliminadas (eso es, un problema claramente determinado, repetitivo, etc.), si 
lo introducimos en un código de computación se obtendrá una respuesta 
de acuerdo con las ecuaciones que se hayan programado. Estas ecuaciones 
responden a las leyes físicas conocidas o que se deban confirmar. La obten-
ción de este conocimiento se podrá calificar de científico, sin ninguna duda. 
De hecho, la metodología de trabajo será la misma que si se emplea la pi-
zarra de Einstein.
Einstein toma una tiza y escribe una ecuación en la pizarra, por ejemplo, 
E = mc2. Einstein la ha imaginado en su cerebro y mediante la tecnología de 
la tiza y la pizarra ha sido capaz de escribirla. El conocimiento de la huma-
nidad ha aumentado; pero necesitamos que exista el sol y que en su interior 
se produzcan reacciones nucleares para verificar dicha ecuación. Después 
de contrastarla con el experimento (la realidad observada) ya damos por 
buena la teoría. Así avanza el conocimiento en la ciencia. Hasta que llega un 
día en que se realiza una observación (otro experimento) y la ecuación de 
Einstein debe ser rescrita y mejorada.
Si se substituyen la pizarra y la tiza por un ordenador y un código de 
cálculo, se verá que la situación es análoga. Por supuesto, la computación es 
mucho más compleja que una pizarra y una tiza. Se necesitan una máquina 
y un código, de modo que parece más compleja (a lo mejor hay mayor 
complicación en la estructura física de la pizarra y la tiza que en una máqui-
na creada por el ser humano). La computación se convierte en un instru-
mento de conocimiento al mismo nivel que la tiza y la pizarra. ¿Les suena 
escandaloso? De acuerdo, la computación es un medio para producir cono-
cimiento. También el experimento es un medio para producir conocimiento. 
Imaginamos la fórmula pero se requiere un experimento para verificarla.
Analicemos ahora la calidad del conocimiento obtenido con la compu-
tación. La computación va a reproducir las ecuaciones que se le hayan 
programado. A partir de la introducción de los datos de partida se obtiene 
un resultado. De hecho, deberá ser discernido con la ayuda de las diferentes 
utilidades del ordenador: software de tratamiento de datos, visualización 
gráfica, etc. Podemos suponer que todo sea tan complejo como queramos 
y tan exacto como queramos, incluso sin incertidumbres. El resultado se 
confrontará con una observación. La observación provendrá de un experi-
mento. Una vez confirmadas las ecuaciones estaremos en condiciones de 
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hacer predicciones nuevas porque ya sabremos cómo va el asunto. Ya dis-
pondremos de una teoría sólida (ecuación), contrastada (experimento) y 
reproducible de forma barata hasta la saciedad (computación). En una nue-
va simulación con el mismo código, imaginemos ahora que modificamos li-
geramente el modelo. Es la ventaja de la computación. De la nueva simula-
ción obtendremos, en el mejor de los casos, un resultado no obvio a priori, 
que quizás nos ayudará a interpretar el problema complejo. Si no realiza-
mos ningún experimento aceptaremos dicho conocimiento como científi-
camente real…
Pero el doctor Diablo realiza un experimento y nuestra predicción 
computacional se muestra errónea. ¿Qué ha sucedido? Algo muy sencillo, la 
computación no generó un nuevo conocimiento en ninguna de las dos si-
mulaciones realizadas, simplemente ejecutó las leyes físicas que los progra-
madores imaginaron. Por tanto, reflejó de forma compleja un conocimiento 
de que disponíamos. En la primera simulación el conocimiento era verda-
dero, en la segunda, falso. La computación no pudo decirnos cuál era el 
verdadero y cuál el falso. Necesitamos un experimento. ¿Por qué? Porque el 
experimento es la confrontación con la realidad que nos rodea. 
La computación por sí sola no encontrará una limitación de las leyes 
que nos impulse hacia un nuevo conocimiento. Si la ley es conocida y cer-
tera dará un resultado esperable, si la ley es nueva deberá ser confrontada 
con una observación de la realidad (experimento) para ser demostrada. Lo 
lamento: no hay diferencia entre la computación y el papel y el lápiz, o la 
pizarra y la tiza; todo son herramientas sobre las cuales basamos la creación 
de conocimiento pero no son fuentes de conocimiento. El papel y el lápiz 
también ayudaron a impulsar la ciencia al permitir fijar las ideas en un so-
porte físico permanente. La computación impulsa la ciencia al ayudar a vi-
sualizar e interpretar resultados más complejos.
La ficción de nuestra computación no resiste la prueba del algodón ante 
el experimento. Nuestras ecuaciones caen como moscas ante el peso de 
las observaciones de la realidad. El conocimiento obtenido por la computa-
ción no tiene valor si no va acompañado de una observación física. Einstein 
podría escribir la ecuación como E = m2c2 y programarla en una computa-
dora. Pero necesitaría una observación de la realidad y, por tanto, el experi-
mento para confirmar si su ecuación es buena o mala. En ocasiones, los 
resultados de la computación no pueden ser contrastados con las observa-
ciones experimentales –es el caso de las simulaciones a escala atómica o las 
hipótesis sobre el comportamiento de animales extintos. Los resultados 
computacionales se calificarán de plausibles y serán aceptados en la medida 
que se puedan establecer analogías o contrastes con otros fenómenos pa-
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recidos. En esta situación el conocimiento tendrá el mismo valor que el de 
los cromos que mi padre me compraba sobre los dinosaurios y las recrea-
ciones de su hábitat. Sin duda, positivos aunque indemostrables.
No nos engañemos: la fuente de conocimiento se encuentra en la rea-
lidad. El conocimiento nace de la observación de la realidad y necesita ser 
contrastado con la realidad. Aquí es donde la experimentación se transfor-
ma en algo más que una herramienta o un método científico. La experi-
mentación es la realidad –si se quiere, manipulada, adaptada, sesgada pero, 
en definitiva, la realidad. La experimentación siempre nos puede sorprender. 
Cuando esperamos un determinado resultado se obtiene otro que des-
concierta a las leyes conocidas y nos obliga a repensar los fundamentos. La 
experimentación depende de la realidad externa y, por tanto, no está con-
trolada. La computación depende de la realidad ya conocida y por eso no 
puede descontrolarse. El virtual testing siempre estará dentro de un conjun-
to acotado de resultados posibles.
Permítanme un último ejemplo ilustrativo del premio Nobel de Quími-
ca del año 2011, Dan Shechtman. En 1982, observando muestras con el 
TEM descubrió un estado de organización de la materia prohibido por las 
reglas de la cristalografía. Su trabajo fue rechazado en las prestigiosas revis-
tas científicas y durante años fue relegado y recibió ataques de personas de 
gran prestigio, como el dos veces galardonado Linus Pauling. Finalmente, 
años más tarde, se demostró que existían simetrías que la cristalografía 
ortodoxa había fijado como prohibidas durante más de setenta años. She-
chtman había encontrado los cuasicristales con su observación experimen-
tal. Sinceramente, se me hace difícil pensar que si alguien programa las leyes 
de la cristalografía en una computadora esta le muestre un estado diferen-
te del que ya es conocido. ¿Podrá el ordenador violar las leyes programadas? 
Con la tecnología actual de ordenadores y programación la respuesta es no. 
Es la vieja regla de la programación que comentamos garbage in, garbage out 
o la adaptación moderna de “el fútbol te devuelve lo que le das”.
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INFRADETERMINACIÓN DE 
TEORÍAS Y EL DERRUMBE DE 
LOS MITOS CUÁNTICOS
ALBERT SOLÉ
1. INTRODUCCIÓN
Uno de los principales cometidos de la filosofía de la ciencia es analizar 
la relación entre las teorías científicas y los datos de la experiencia. Di-
cha relación tiene muchas facetas. Así, por ejemplo, cabe preguntarse si 
existe un método seguro para construir teorías científicas y modificarlas 
a medida que se amplía el acervo de datos o fenómenos conocidos. 
Cabe preguntarse, también, si una predicción no corroborada por la 
experiencia supone, irremisiblemente, el fin de una teoría. O en qué 
grado resultaría confirmada la teoría si, por el contrario, la predicción 
fuera exitosa. En este ar tículo, voy a ocuparme de una cuestión no tan 
conocida pero que también tiene que ver con la relación entre las teo-
rías científicas y los hechos. Se trata de la infradeterminación de las teo-
rías por los datos. 
Bajo esta denominación alambicada se esconde la tesis de que, para 
cualquier conjunto finito de datos empíricos, hay más de una teoría que 
puede dar cuenta de dichos datos. Vista desde un ángulo diferente, la tesis 
de la infradeterminación sugiere que siempre hay más de una explicación 
de un mismo conjunto de fenómenos. Así pues, por más minuciosos que 
seamos en nuestro conocimiento de lo empírico, siempre queda un margen 
para la imaginación del teórico.
Suele pensarse que nuestras teorías científicas, apoyadas en la sólida 
base de la observación, nos permiten ir más allá de lo observable, revelán-
donos los secretos ocultos de la naturaleza. Esto es, al menos, lo que defien-
de el realista científico. Quizás algunos sostengan que se trata de una tesis 
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ingenua, pero una actitud ciertamente generalizada ante algunas teorías 
como el modelo estándar en física de partículas o la biología molecular 
consiste en creer que, mediante el postulado del ADN o el rico acervo de 
partículas elementales, dichas teorías aciertan en revelar lo real. Ahora bien, 
la tesis de la infradeterminación implica que, como posibilidad lógica, exis-
ten teorías alternativas que dan cuenta de los mismos fenómenos observa-
bles, sin postular la existencia del ADN o las partículas elementales. Si esto 
es así, ¿cómo podemos estar seguros de que las teorías que hemos conce-
bido son aquellas que capturan con precisión las junturas de lo real?
La discusión acerca de la infradeterminación de las teorías por los datos no 
constituye una elucubración abstracta y, de hecho, la historia de la ciencia pro-
porciona varios ejemplos de teorías empíricamente equivalentes, esto es, teorías 
que predicen exactamente el mismo conjunto de hechos y que, por tanto, no 
son susceptibles de ser distinguidas en virtud de experimento alguno. Sin lugar 
a dudas, el caso más relevante se da en el ámbito de la mecánica cuántica no 
relativista. Es lugar común considerar que esta teoría impone un cambio dramá-
tico en nuestra concepción de la naturaleza, cuyas leyes resultan ser indetermi-
nistas y cuyas entidades fundamentales exhiben propiedades paradójicas, pues 
a veces se comportan como ondas y otras, como partículas. Sin embargo, en 
1952, el físico David Bohm propuso una teoría alternativa –conocida como 
mecánica bohmiana– que es indistinguible de la teoría cuántica en virtud de su 
contenido empírico pero que sugiere una imagen del mundo distinta y, en algu-
nos aspectos, diametralmente opuesta. 1 Así, por ejemplo, de acuerdo con la 
teoría de Bohm nuestro universo es determinista y contiene partículas que 
describen trayectorias bien definidas. Ambas teorías predicen lo mismo y, por lo 
tanto, están infradeterminadas por los datos que predicen. Siendo esto así, ¿está 
justificado conformar nuestra concepción de la naturaleza según lo sugerido 
por la mecánica cuántica? ¿Deberíamos, por el contrario, recurrir a la mecánica 
bohmiana como fundamento para forjar nuestra cosmovisión? ¿O quizás lo más 
sensato sea mantenerse escéptico y creer solo en el contenido empírico que 
ambas teorías comparten, pero no en las diferentes hipótesis que cada teoría 
introduce para explicar dicho contenido?
En las páginas que siguen, motivaré la tesis de la infradeterminación de 
las teorías por los datos, explicando su relevancia en el debate sobre el 
realismo científico (sección 2). Aunque, en primera instancia, la tesis parece 
poner en aprietos al realista, veremos que este puede tener buenas razones 
para preferir una u otra teoría de un conjunto de teorías empíricamente 
equivalentes. Discutiré con algo más de detalle el caso de la infradetermina-
ción cuántica, esbozando las imágenes del mundo que cabe derivar de la 
teoría cuántica (sección 3) y de la mecánica bohmiana (sección 4). Conclui-
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ré con unos breves comentarios a modo de respuesta tentativa a las 
preguntas planteadas en el párrafo anterior (sección 5).  
2. REALISMO CIENTÍFICO E INFRADETERMINACIÓN
2.1 El debate sobre el realismo científico
Aunque presumimos de que nuestras teorías científicas están basadas en 
los hechos, estas no son meras colecciones de asertos empíricos y se 
refieren a todo tipo de entidades y propiedades teóricas, que no son 
susceptibles de ser observadas. Dichas entidades y propiedades se intro-
ducen por su poder explicativo e unificador pues generalmente permiten 
dar cuenta de fenómenos muy variados que, de otra manera, no podría-
mos relacionar. 
Pensemos, por ejemplo, en la teoría electromagnética. Esta teoría ex-
plica un amplísimo conjunto de fenómenos: que ciertos objetos se atraen 
y otros se repelen; que las virutas de hierro se reorganizan ante la presen-
cia de un imán; que la aguja de una brújula se mueve cuando se acerca a 
un circuito conductor cuya corriente varía, etc. Todos estos fenómenos 
son observables, pues tienen que ver con el movimiento de objetos ma-
croscópicos, bien se trate de cuerpos cargados, virutas de hierro, la aguja 
de una brújula o los punteros de aparatos tales como voltímetros y am-
perímetros. Lo relevante aquí es que todos estos fenómenos pueden an-
ticiparse y explicarse con admirable detalle si suponemos la existencia de 
campos electromagnéticos que se propagan de acuerdo con las leyes de 
Maxwell y de unas minúsculas partículas –los electrones– que producen 
dichos campos y que pueden encontrarse confinadas o circular a través de 
ciertos materiales. Ni los electrones ni los campos electromagnéticos que 
estos generan pueden ser observados directamente –solo conocemos sus 
efectos. Sin embargo, su postulado permitió no solo dar cuenta de fenóme-
nos conocidos, sino predecir otros nuevos, y hacerlo con una precisión 
numérica pasmosa. Es por ello que muchos defienden que, aunque no po-
damos observar directamente ni electrones ni campos electromagnéticos, 
estamos legitimados en pensar que están ahí, que forman parte de lo real. 
Los realistas defienden que, con generalidad, podemos creer en la existen-
cia de las entidades teóricas postuladas por nuestras mejores teorías cien-
tíficas. Alternativamente, los antirrealistas o instrumentalistas defienden que 
nuestras teorías son meros instrumentos para la predicción de hechos em-
píricos, y que no hay que creer en la existencia de las entidades y los meca-
nismos inobservables que estas postulan.
La tesis de la infradeterminación es muy relevante para el debate en-
tre realistas y antirrealistas. Si consideramos de nuevo el caso de la teoría 
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electromagnética y la hipótesis del electrón, la tesis de la infradetermina-
ción nos asegura que otras muchas teorías podrían dar buena cuenta de 
los fenómenos ‘electromagnéticos’ observados hasta ahora, sin tener que 
recurrir al postulado de los electrones y los campos electromagnéticos. Si 
esto es así, nuestra convicción acerca de la existencia de estos últimos 
parece quedar seriamente menoscabada. Nótese que, en general, el re-
alista pretende hacer una inferencia a la mejor explicación, esto es, de la 
constatación de un fenómeno, pretende inferir la existencia de aquello 
que explica mejor el fenómeno. Ahora bien, si existen varias explicacio-
nes incompatibles pero igualmente satisfactorias de un fenómeno, dicha 
inferencia parece inviable. En lo que sigue motivaré la tesis de la infrade-
terminación y argumentaré que, en un gran número de circunstancias, 
es plausible mantener una actitud realista a pesar de que las teorías 
nunca estén completamente determinadas por el conjunto de datos en 
que se fundamentan. 
2.2 La tesis de la infradeterminación
La infradeterminación no solo es relevante en el contexto de la filosofía de 
la ciencia, sino también en epistemología. Dicha tesis está detrás de muchos 
argumentos escépticos respecto de la posibilidad del conocimiento e, inclu-
so, en la trama de varias películas de ciencia ficción. En filosofía, se han dis-
cutido hasta la saciedad las implicaciones de escenarios del tipo “cerebro en 
una cubeta”, en que se asume que un pérfido científico mantiene en vida 
un cerebro dentro de un recipiente, induciéndole artificialmente los mis-
mos impulsos electroquímicos que tendría el cerebro de un ser humano 
que vive una vida normal. Así pues, el cerebro en la cubeta podría tener una 
vida fenoménica idéntica a la mía, si el pérfido científico así lo desea. Cabe 
concluir, entonces, que todos los datos de mi experiencia son insuficientes 
para discriminar entre dos hipótesis, pues dicha experiencia es compatible 
tanto con la suposición de que soy un ser humano normal viviendo las 
experiencias que creo vivir como con la suposición de que soy un cerebro 
en una cubeta a merced de los designios de nuestro pérfido científico.
Cuando se trata de teorías científicas, hay varios trucos lógicos que 
permiten generar, dada una teoría T, otra teoría T* distinta de T pero empí-
ricamente equivalente. Uno de estos trucos consiste, por ejemplo, en per-
mutar las apariciones de los términos teóricos en T. Otra forma, sin duda 
más iluminadora, de motivar por qué, dado un conjunto finito de datos, 
existe siempre más de una teoría que da cuenta de los mismos, consiste en 
recurrir a una analogía geométrica. 
De acuerdo con dicha analogía, los datos se representan mediante 
puntos en un plano y las teorías, mediante curvas. Consideraremos que 
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una teoría da cuenta de (o predice) un dato si contiene el punto corres-
pondiente. Supongamos, en primer lugar, que tenemos un dato, represen-
tado en la figura 1 por el punto A. Claramente, hay una infinidad de cur-
vas que pasan por dicho punto, bien se trate de líneas rectas, círculos u 
otros tipos de curva (obviamente, no todas pueden ser dibujadas). Si 
añadimos un segundo dato, representado en la figura 2 por el punto B, la 
situación cambia. Muchas de las curvas (teorías) consideradas anterior-
mente no contienen B y quedan, por tanto, descartadas. Ahora, por ejem-
plo, solo hay una línea recta que pase por ambos puntos. Sin embargo, 
sigue habiendo una infinitud de círculos y otras curvas que siguen pasan-
do tanto por A como por B. Si añadimos un tercer dato, representado por 
el punto C en la figura 3, descartamos de nuevo un conjunto infinito de 
curvas (aquellas que, si bien contienen los puntos A y B, no contienen el 
punto C), pero sigue siendo posible construir un número finito de curvas 
que pasan por los tres puntos considerados. La moraleja, ahora, debería 
ser clara: mediante la adición de un nuevo dato, se invalida siempre un 
conjunto infinito de las teorías previamente aceptadas, pero sigue restan-
do un número infinito de teorías capaces de dar cuenta de la nueva res-
tricción. En definitiva, para cualquier conjunto finito de puntos, hay un 
número infinito de curvas distintas que los contienen y, por tanto, de 
acuerdo con la analogía a la cual estamos recurriendo, para un conjunto 
finito de datos, siempre hay un número finito de teorías distintas de las 
que cabe deducir dicho conjunto.
2.3 Infradeterminación y realismo científico
¿Supone el hecho de que las teorías están infradeterminadas por los datos 
de la experiencia el fin del sueño realista de que mediante nuestras mejores 
teorías científicas podemos llevar nuestro conocimiento más allá de esos 
mismos datos? Ciertamente, la tesis de la infradeterminación parece dar al 
traste con dicha aspiración pero, como hemos indicado anteriormente, hay 
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ciertos aspectos a tener en cuenta que permiten menoscabar el alcance de 
la tesis de la infradeterminación teórica como argumento contra el realismo.
En primer lugar, debe notarse que nuestro conocimiento de lo empírico 
aumenta continuamente. Así pues, dos teorías que son empíricamente equi-
valentes en relación con la evidencia actual, pueden dejar de serlo en el 
futuro, cuando dicha evidencia aumente. Si bien esto es cierto, no parece 
ser de mucha ayuda para el realista pues, a pesar de que la evidencia expe-
rimental aumente, siempre seguirá siendo finita y, en cada etapa del proce-
so, la tesis de la infradeterminación garantiza que son lógicamente posibles 
un sinnúmero de teorías que dan cuenta por igual de la evidencia aceptada. 
En segundo lugar, hay que señalar que el apoyo confirmatorio que reci-
be una teoría puede depender no solo del conjunto de datos que dicha 
teoría predice con éxito, sino de otros factores. Así, muchos filósofos de la 
ciencia defienden que el grado de confirmación de una teoría depende 
tanto de la evidencia favorable como del modo en que la teoría incorpora 
dicha evidencia. Supongamos, por ejemplo, que una teoría va rezagada res-
pecto de los datos: una vez se ha hallado evidencia en contra o se han es-
tablecido nuevos datos, la teoría se corrige de forma claramente ad hoc y 
con el mero propósito de incorporar las novedades factuales. Parece bas-
tante plausible pensar que el hecho de que esta teoría acabe acertando en 
sus predicciones no es muy meritorio ni ha de contribuir a aumentar nues-
tro grado de confianza en ella. Por el contrario, una teoría que haya sido 
capaz de anticipar los hechos, e incluso de predecir la ocurrencia de fenó-
menos nuevos, verá claramente reforzado su grado de confirmación. 
El grado de confirmación de una teoría puede depender también de las 
relaciones de esta con otras teorías que tengan un contenido empírico diferen-
te. Por ejemplo, pensemos en dos teorías, T1 y T2, empíricamente equivalentes 
y en una tercera teoría, T3, que da cuenta de modo exitoso de un dominio de 
fenómenos distintos. Supongamos, además, que solo T1 (pero no T2) es com-
patible con T3. En tal caso, a pesar de que T1 y T2 son empíricamente equiva-
lentes, puede concluirse que T1 está mejor confirmada por la totalidad de la 
evidencia disponible que T2, pues T1 puede integrarse junto con T3 en una red 
de teorías que, globalmente, dan mejor cuenta de toda la evidencia disponible.
Si, como parece, el grado de confirmación de una teoría no depende 
solamente de la evidencia favorable, puede darse el caso de teorías que 
sean empíricamente equivalentes pero que, sin embargo, tengan grados 
de confirmación distintos. En tal caso, se rompe la simetría introducida 
por la tesis de la infradeterminación y el realista puede argumentar que 
tiene buenas razones para preferir la teoría que está mejor confirmada. 
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Es esta teoría –y no sus rivales empíricamente equivalentes– la que 
constituye la mejor explicación de los fenómenos y, por tanto, esta es la 
teoría en que debemos confiar para construir nuestra imagen de la 
realidad.
Por último, es interesante señalar que, para demostrar con generalidad 
la tesis de la infradeterminación, se utilizan siempre construcciones lógicas 
o matemáticas como la esbozada anteriormente. Todas estas pruebas
presuponen que cualquier conjunto de proposiciones del que se pueda 
derivar un conjunto dado de proposiciones factuales cuenta como una 
buena teoría científica. Esto está bien para una prueba lógica, pero lo 
cierto es que las teorías científicas reales satisfacen requisitos mucho más 
exigentes. Nuestras teorías científicas no son meros agregados inarticula-
dos de proposiciones, sino que, para ser consideradas aceptables e inclu-
so inteligibles, deben ser sistemáticas y relativamente simples, expresables 
mediante un vocabulario que incluya unos pocos términos naturales. Así 
pues, aunque dada una teoría T siempre sea lógicamente posible construir 
una teoría T* empíricamente equivalente, nada garantiza que T* constitu-
ya una teoría científica aceptable. Por consiguiente, los realistas no debe-
rían turbarse demasiado ante posibilidades abstractas y sí preocuparse 
por los casos históricos en que dos o más teorías científicas auténticas 
aparecen como infradeterminadas por la evidencia. Una mirada a la histo-
ria de la ciencia certifica que estos casos son más bien escasos pero, 
como hemos señalado en la introducción, uno de ellos –la infradetermi-
nación en mecánica cuántica– es enormemente significativo. En las seccio-
nes siguientes trataremos de este caso.
3. LA COSMOVISIÓN CUÁNTICA
Sin lugar a dudas, tanto la mecánica cuántica como la teoría de la relatividad 
(en sus dos versiones, general y especial) han supuesto una transformación 
radical en nuestra imagen del mundo. Así, por ejemplo, es común pensar que 
la teoría cuántica ha destronado para siempre la cosmovisión clásica, funda-
mentada en una ontología de partículas que evolucionan de modo determi-
nista describiendo trayectorias precisas bajo la acción de fuerzas. El tópico 
suele rezar que la mecánica cuántica nos ha revelado que las entidades bási-
cas de la naturaleza no son propiamente partículas, sino que se comportan, 
como ondas o como partículas, según la circunstancia experimental; que di-
chas entidades no describen trayectorias precisas, pues el principio de incer-
tidumbre de Heisenberg las excluye, y que su evolución es indeterminista y 
holista, en un sentido fundamental.1
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Todas estas novedosas características de la cosmovisión mecánico-
cuántica tienen que ver, de un modo u otro, con la función de onda. En 
mecánica cuántica, un sistema físico cualquiera –un electrón, por ejemplo– 
se representa mediante su función de onda, Ψ, que se obtiene como solu-
ción de la conocida ecuación de Schrödinger:
(1)
( , ) H ( , )x ti x t
t
∂Ψ
= Ψ
∂

(en esta ecuación, i es la unidad imaginaria;   es la conocida como “constante
de Planck” dividida por el factor 2π  y H es un operador relacionado con la
energía del sistema considerado). Matemáticamente, la función de onda es un 
campo que asigna un número complejo a cada punto del espacio.2 En este 
sentido, suele atribuirse una significación física más inmediata al cuadrado del 
módulo de la función de onda 
2 ∗Ψ = Ψ Ψ , que toma como valores núme-
ros reales y nos da una medida de la intensidad de la función de onda. Los 
gráficos siguientes muestran posibles funciones de onda de un electrón:
Aquí omitiremos los aspectos técnicos de la función de onda y su evolución 
temporal, y nos bastará con considerar sucintamente el modo en que la función 
de onda representa un sistema físico y sus propiedades. La primera idea impor-
tante al respecto es que, de acuerdo con la interpretación estándar de la me-
cánica cuántica, la función de onda provee una representación completa de un 
sistema físico, esto es, dicha función captura todas y cada una de las propiedades 
del sistema en cuestión. Se sigue que, si dos sistemas tienen la misma función de 
onda, son físicamente idénticos y no difieren en ninguna de sus propiedades.
En primera instancia, la función de onda suministra la probabilidad de 
obtener un resultado u otro cuando hacemos una medición sobre el sistema 
considerado. Así, uno de los postulados fundamentales de la teoría es la 
“regla de Born”, que nos dice que la densidad de probabilidad de presencia 
ρ   viene dada por el módulo al cuadrado de la función de onda:
(2) 
2( , ) ( , )x t x tρ = Ψ
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La idea que encierra esta regla es sencilla: en un instante cualquiera T, la 
probabilidad de hallar el sistema en la vecindad de un punto del espacio X 
es tanto mayor cuanto mayor sea el valor del módulo de la función de onda 
en dicho punto, 
2(X,T)Ψ . Si, por ejemplo, consideramos en la función de 
onda representada en la figura 4, se sigue de la regla de Born que hay un 
100 % de probabilidades de encontrar el electrón en la región A, puesto 
que la función de onda está concentrada por completo en dicha región y 
adquiere valores prácticamente iguales a cero en los puntos fuera de la 
misma. En tal caso, puede establecerse, sin la mayor objeción, que el elec-
trón está localizado en A. De modo similar, la función de onda de la figura 
5 representa un electrón localizado en la región B. En ambos casos, la natu-
raleza del electrón podría asimilarse a la de una partícula, pues puede atri-
buírsele una localización bien determinada.
La primera dificultad interpretativa surge a causa del principio de super-
posición. Clásicamente, dos ondas pueden combinarse dando lugar a una 
onda distinta. Este principio de superposición también es válido para las 
funciones de onda de la mecánica cuántica, de modo que, si tenemos dos 
funciones de onda que representan sendos estados del electrón, la suma de 
dichas funciones representa también un estado empíricamente realizable 
del electrón. De este modo, la función de onda ABΨ  de la figura 6, que es 
igual a la suma de las dos funciones AΨ  y BΨ  representadas en las figuras 
a su izquierda, representa un estado empíricamente realizable del electrón. 
La primera cuestión que cabe plantearse es dónde está el electrón cuyo 
estado es ABΨ . En principio, no es posible sostener que el electrón se 
halla determinadamente en la región A o que este se halla determinada-
mente en la región B, puesto que tales casos se corresponden más bien con 
las situaciones descritas por las funciones de onda AΨ  y BΨ  , respectiva-
mente, y no por ABΨ . Tampoco parece plausible sostener que el electrón 
se halla determinadamente en ambas regiones, puesto que ningún experi-
mento revela que un electrón pueda estar en dos lugares a la vez. De este 
modo, la interpretación estándar de la mecánica cuántica resuelve la cues-
tión sancionando que un electrón caracterizado por la función de onda 
ABΨ  sencillamente no tiene ninguna posición determinada.4  El desplaza-
miento frente a la cosmovisión clásica, que asume que cualquier sistema fí-
sico tiene siempre todas sus propiedades bien definidas, es notable.
Algunos intérpretes de la teoría consideran que especular acerca de la 
posición de un electrón que se encuentra en un estado como ABΨ  no 
tiene interés y que, para utilizar correctamente la mecánica cuántica, basta 
con considerar las predicciones experimentales que se desprenden de asu-
mir que la función de onda del electrón es
 AB
Ψ . En este sentido, el conte-
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nido empírico de dicha función no admite ambigüedad: de acuerdo con la 
regla de Born, si se mide la posición de un electrón cuyo estado viene ca-
racterizado por
 AB
Ψ , hay un 50 % de probabilidades de encontrar el elec-
trón en la región A y un 50 % de probabilidades de hallarlo en la región B. 
Esta predicción probabilística no es inocua y encierra también un significa-
tivo desplazamiento respecto de la cosmovisión clásica, pues, en conjunción 
con la tesis de la completitud de la función de onda, implica que el electrón 
–y, en general, cualquier sistema cuántico– evoluciona de modo indetermi-
nista. 
Para evaluar las implicaciones del indeterminismo cuántico, resulta con-
veniente contrastarlo con el determinismo clásico. De acuerdo con la me-
cánica clásica, el estado de una partícula queda caracterizado por completo 
si se especifican su posición y su velocidad. Esto significa que todas las 
propiedades dinámicas de la partícula –momento lineal, angular, energía, 
etc.– quedan determinadas al determinar su posición y velocidad. Además, 
si conocemos la posición y la velocidad de la partícula en un instante arbi-
trario, aplicando las leyes de Newton podemos determinar la posición y la 
velocidad de la partícula en cualquier otro instante, pasado o futuro. De 
este modo, la especificación del estado del sistema clásico en un instante y 
las leyes de Newton determinan la historia entera del sistema y hay un 
único curso de eventos compatible con dicha especificación.5 En esto con-
siste el determinismo clásico.
Del mismo modo que la posición y la velocidad determinan las demás 
propiedades dinámicas de un sistema clásico, de acuerdo con la interpreta-
ción estándar de la mecánica cuántica, es la función de onda la que deter-
mina todas las propiedades dinámicas de un sistema cuántico. Sin embargo, 
la especificación de la función de onda en un instante de tiempo, junto con 
las leyes mecánico-cuánticas, no establece generalmente una única historia 
futura del sistema como posible. Por ejemplo, acabamos de ver que, si se 
mide la posición de un electrón cuya función de onda es , ABΨ  dicho elec-
trón puede ser encontrado tanto en la región A como en la región B. Por 
tanto, hay dos cursos de eventos accesibles para dicho electrón y su evolu-
ción es claramente indeterminista. 
4. LA COSMOVISIÓN BOHMIANA
Sigamos, por un momento, con la cuestión del indeterminismo cuántico. 
Acabamos de ver que este redunda en que una medición realizada so-
bre sistemas caracterizados por una misma función de onda puede 
arrojar resultados distintos. De acuerdo con la interpretación mecánico-
cuántica estándar, estos sistemas son idénticos y su evolución es, por 
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tanto, indeterminista. Ante esta situación, cabe plantearse una alternati-
va. Podríamos pensar que quizás existe un elemento en la realidad que 
no está convenientemente capturado por la función de onda y que da 
cuenta de la diferencia de resultados. Este hipotético elemento consti-
tuiría lo que históricamente se ha denominado una variable oculta, pues-
to que no aparece –no está previsto– en la teoría mecánico-cuántica 
estándar. Desde la perspectiva de una teoría de variables ocultas, la 
función de onda no proporciona una representación completa de un 
sistema físico y sus propiedades dependen tanto de su función de onda 
como de las variables ocultas. No sorprende, entonces, que una medi-
ción realizada sobre dos sistemas con la misma función de onda arroje 
resultados diferentes porque, al fin y al cabo, dichos sistemas pueden 
estar caracterizados por variables ocultas diferentes y tener diferentes 
propiedades.6
La hipótesis de la variable oculta es explotada precisamente por la 
mecánica bohmiana, la teoría ideada por David Bohm que hemos men-
cionado al inicio del ar tículo. De acuerdo con esta teoría, un sistema fí-
sico como un electrón está compuesto por un campo y una partícula. El 
campo está generalmente extendido en el espacio y no es otro que la 
función de onda. La partícula tiene siempre una posición bien definida, 
que constituye, precisamente, la variable oculta. La posición de la partí-
cula, junto con la función de onda, determina por completo el resto de 
propiedades del sistema. Así, por ejemplo, la velocidad de la partícula 
depende de la función de onda y de la posición, de acuerdo con la ecua-
ción guía: 
(3) 
( , )v Im
m ( , )
dx x t
dt x t
 ∇Ψ
≡ =  
Ψ 


 
(En esta ecuación, m representa la masa de la partícula.)
Intuitivamente, podemos imaginar que, de acuerdo con la mecánica 
bohmiana, la función de onda “mueve” la partícula de modo análogo a 
cómo un campo electromagnético “mueve” una partícula cargada que se 
encuentra en su seno. Puesto que las partículas bohmianas tienen una 
posición y una velocidad bien definidas en todo momento, describen tra-
yectorias bien definidas, que se obtienen resolviendo la ecuación (3). Su 
evolución –como la de las partículas clásicas– es completamente determi-
nista. En la figura 7 (extraída de Philippidis et al., 1979), pueden verse las 
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trayectorias bohmianas que se obtienen en el célebre experimento de la 
doble rendija,7 para el caso en que ambas rendijas están abiertas. Puede ob-
servarse que las trayectorias del electrón dependen de la función de onda y 
de su posición inicial en el plano de las rendijas (a la izquierda en la figura). 
Según venimos comentando, la mecánica bohmiana es una teoría empí-
ricamente equivalente a la teoría cuántica. Puesto que ambas teorías postu-
lan ontologías tan distintas, surge inmediatamente la pregunta de cómo 
puede ser posible que hagan exactamente las mismas predicciones y no 
puedan ser distinguidas en virtud de experimento alguno. La respuesta a 
dicha cuestión pasa por considerar el «postulado estadístico» de la mecánica 
bohmiana. De acuerdo con dicho postulado, a pesar de que las partículas 
bohmianas tienen siempre una posición bien definida, nunca la podemos 
conocer con exactitud. Nuestro conocimiento de la posición de las partícu-
las queda constreñido por una distribución de probabilidad epistémica eρ
que coincide con la regla de Born:
(4) 
2( , ) ( , )e x t x tρ = Ψ
El truco de la teoría radica en que la evolución dinámica sancionada por 
la ecuación guía (3) preserva, en todo momento, dicha distribución de pro-
babilidad epistémica. En otras palabras, si en un instante inicial T0 nuestro 
conocimiento de la posición de una partícula bohmiana se ajusta a la distri-
bución 
2
0( ,T )e xρ = Ψ y solo sabemos que las trayectorias de dicha par-
tícula son soluciones de la ecuación (3), entonces la distribución (4) repre-
sentará adecuadamente nuestro conocimiento de la posición de la partícu-
la en cualquier instante de tiempo posterior, 0Tt ≥ . Este resultado es cru-
cial para demostrar la equivalencia empírica entre el enfoque mecánico-
cuántico estándar y la teoría de Bohm. Conviene recordar, a este respecto, 
que la herramienta predictiva de la mecánica cuántica es precisamente la 
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regla de Born. Puesto que esta misma regla, interpretada como un límite a 
nuestra posibilidad de conocer, opera también en mecánica bohmiana, de 
ello se sigue que ambas teorías predicen lo mismo y son, por tanto, equiva-
lentes desde el punto de vista empírico.8
El lector avezado puede argüir que una de las consecuencias fundamen-
tales de la mecánica cuántica es el principio de incertidumbre de Heisen-
berg; como este principio es incompatible con la noción misma de trayec-
toria, no puede ser, de ningún modo, que una teoría como la de Bohm, que 
postula que existen partículas que describen trayectorias bien definidas, sea 
equivalente en sus predicciones a la teoría cuántica. Esta objeción no tiene 
fuerza porque, en realidad, el principio de incertidumbre no es incompatible 
con la noción de trayectoria. Dicho principio establece un límite a la preci-
sión con que podemos medir a la vez la velocidad y la posición de una 
partícula. Se trata, pues, de un principio que limita nuestro conocimiento. Sin 
embargo, que no podamos conocer cuáles son la posición y la velocidad de 
una partícula en un instante no implica necesariamente que dichas propie-
dades no estén bien definidas. Así, la mecánica bohmiana da perfecta cuen-
ta de las relaciones de incertidumbre gracias al postulado estadístico. De un 
modo intuitivo, el acomodo de las relaciones de incertidumbre en dicha 
teoría se explica porque, en mecánica bohmiana, las mediciones tienen un 
carácter altamente perturbativo. Toda medición de la posición de la partícu-
la supone un cambio en la función de onda que, a su vez, redunda en una 
modificación de su velocidad. Alternativamente, la medición de la velocidad 
modifica irremediablemente la posición de la partícula. De ello, se sigue que 
nunca podemos conocer ambas a la vez y la medida cuantitativa de esta 
incertidumbre es la dada por las relaciones de Heisenberg.
5. ¿MITOS CUÁNTICOS, MITOS BOHMIANOS?
Acabamos de ver un caso real de dos teorías –la teoría cuántica, en su 
versión no relativista, y la mecánica bohmiana– que son equivalentes desde 
el punto de vista de sus predicciones empíricas. El número de fenómenos 
explicados por dichas teorías es apabullante y la precisión de sus prediccio-
nes no tiene parangón. Aunque ambas teorías coinciden en los hechos 
(esto es, respecto a qué indican nuestros aparatos en el laboratorio, cuándo 
hace clic un detector, etc.), sin embargo, utilizan hipótesis muy distintas para 
dar cuenta de dichos hechos. Asoma aquí el espectro de la infradetermina-
ción: el rico acervo de los fenómenos cuánticos no es suficiente para deter-
minar una sola hipótesis explicativa, y dos conjuntos de hipótesis incompa-
tibles pueden, sin embargo, dar cuenta de los mismos hechos.
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El realista científico defiende que el éxito predictivo de una teoría es ga-
rantía de que esta acierta a la hora de desentrañar la estructura de lo real. De 
hecho, dado el extraordinario desempeño predictivo de la teoría cuántica, 
parece muy natural pensar que lo que esta teoría nos dice sobre las entidades 
microscópicas y las leyes que estas obedecen tiene que ser cierto. Pero la 
mecánica bohmiana se desempeña igual de bien en sus predicciones y, sin 
embargo, dice cosas radicalmente distintas acerca de las entidades microscó-
picas y sus leyes. Ambas teorías no pueden ser ciertas a la vez. En la sección 
2, hemos visto que, de todos modos, el realista puede tener buenas razones 
para preferir una teoría frente a otra teoría rival empíricamente equivalente. 
Hacer un estudio detallado de estas consideraciones en el caso de la infrade-
terminación en mecánica cuántica desborda el propósito de este artículo, 
pero concluiremos con un par de breves apuntes al respecto.
De acuerdo con lo discutido en la sección 2, dos teorías empíricamen-
te equivalentes pueden tener grados distintos de confirmación. Por ejem-
plo, hemos señalado que es muy relevante para el grado de confirmación 
de una teoría si esta es capaz de predecir hechos nuevos o si meramente 
incorpora lo que ya se conoce de un modo ah hoc. En el caso que nos 
ocupa, la teoría cuántica se desarrolló prácticamente en su totalidad en la 
década de los años veinte del siglo pasado, mientras que la mecánica bo-
hmiana fue planteada por Bohm en 1952. Si bien esta última teoría apare-
ció después, no creo que sea justo acusarla de acomodar los hechos de 
un modo ad hoc. Para decidir si este es el caso, debe evaluarse la justifica-
ción del postulado estadístico. Podría argüirse que la distribución de pro-
babilidad epistémica (4) se introduce en mecánica bohmiana con el solo 
propósito de que la teoría coincida, en sus predicciones, con las del enfo-
que mecánico-cuántico estándar y que, en este sentido, se trata de una 
maniobra ad hoc. Sin embargo, la distribución (4) es la única distribución 
preservada por la dinámica de las partículas bohmianas (3) y, por tanto, 
tiene un estatuto privilegiado dada la misma arquitectónica de la teoría 
que puede motivar su postulación.
Otra cuestión relevante –también mencionada en la sección 2– tiene 
que ver con el engarce de las teorías en lid con otras teorías. Tanto la 
mecánica cuántica ortodoxa como la mecánica bohmiana son incompati-
bles con la teoría de la relatividad. Sin embargo, existe una versión relati-
vista de la mecánica cuántica –la teoría cuántica de campos–, que ha mos-
trado su valor y está bien consolidada. En el caso de la mecánica bohmia-
na, se han hecho varias propuestas en relación con una extensión relati-
vista de la teoría, pero no hay consenso al respecto y sí la certeza de que 
las dificultades para hallar una “teoría bohmiana de campos” son mayores. 
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Sin lugar a dudas, esta es una de las claves que explican por qué el enfo-
que bohmiano tiene menor reconocimiento y aceptación en la comuni-
dad científica. Por este motivo, parece prudente considerar la mecánica 
cuántica como una guía mejor hacia lo real. Sin embargo, para que este 
sea un argumento definitivo contra la mecánica bohmiana, debería mos-
trarse que todo intento de hallar una versión relativista de esta última 
teoría está abocado al fracaso y, en este punto, el realista bohmiano pue-
de confiar aún en futuros progresos.
De acuerdo con lo dicho hasta ahora, la balanza parece que se incline a 
favor del enfoque mecánico-cuántico estándar. Sin embargo, el realista pue-
de encontrar buenas razones para preferir el enfoque bohmiano, apoyán-
dose tanto en las virtudes epistémicas de este último enfoque como en 
notables deméritos de la teoría cuántica. Así, por ejemplo, cabe argumentar 
que la mecánica bohmiana tiene un mayor poder explicativo y que consti-
tuye, por tanto, una mejor explicación de los hechos. Por otro lado, la teoría 
cuántica es considerada por muchos una teoría ambigua e incluso inconsis-
tente.9 Además, ciertos criterios de adecuación pueden llevar a preferir la 
ontología bohmiana –en clara continuidad con la ontología clásica– antes 
que la rupturista ontología cuántica.
El veredicto final de un realista ante el caso de la infradeterminación 
cuántica dependerá del peso que atribuya a uno u otro de los puntos 
que acabamos de considerar. En cualquier caso, el mero hecho de que 
exista una teoría como la mecánica bohmiana, capaz de dar cuenta de 
los fenómenos cuánticos basándose en la hipótesis de partículas que 
describen trayectorias bien definidas y evolucionan de modo determi-
nista, constituye sin duda una llamada a la humildad epistémica, una invi-
tación a poner en cuarentena afirmaciones tales como que ha sido pro-
bado que nuestro mundo es indeterminista y las partículas elementales 
son extrañas entidades que pueden no estar determinadamente en 
ningún lugar, etc. Acaso lo más prudente sea asumir que, siendo tantas 
las hipótesis alternativas que pueden dar cuenta de los mismos fenóme-
nos cuánticos, no podemos ir más allá de los fenómenos mismos y co-
nocer la estructura de la realidad subyacente. En el dominio cuántico, 
más allá de los hechos, todo son mitos.
1 Véase Bohm (1952). Una presentación muy intuitiva de la teoría de Bohm se encuentra en Albert 
(1992, capítulo 5). Para una discusión en español de dicha teoría, puede consultarse Solé (2012).
2  La mecánica cuántica es una teoría que ha sido objeto de muchas y muy variadas interpretaciones, y no 
todas ellas se amoldan a los tópicos que acabo de caracterizar. Este es el caso, por ejemplo, de la inter-
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pretación de los “muchos mundos”, que recientemente ha adquirido un cierto ascendente en el imagina-
rio colectivo. Aquí, por simplicidad, ignoraremos tal variedad de interpretaciones y nos referiremos sola-
mente a lo que suele conocerse como la interpretación estándar de la mecánica cuántica. Dicha interpre-
tación es la fuente de muchos de los lugares comunes sobre la imagen del mundo mecánico-cuántica 
mencionados, y técnicamente se caracteriza por (1) la asunción de la completud de la función de onda, 
(2) el vínculo valor propio - vector propio y (3) el postulado del colapso de la función de onda. 
3  A lo largo de este artículo, estamos asumiendo el caso sencillo de un sistema de una sola partícula. En 
un sistema de N partículas, la función de onda está definida en el espacio de configuración del sistema, el 
espacio 3N-dimensional en que cada uno de los puntos representa una posible configuración de todas 
las partículas del sistema. Obviamente, el hecho de que la función de onda esté definida en el espacio de 
configuración complica notablemente su interpretación, pero aquí dejaremos de lado este asunto.
4 La regla de atribución de propiedades de la interpretación mecánico-cuántica estándar es conocida 
como el vínculo valor propio - vector propio (en inglés, eigenvalue-eigenstate link). De acuerdo con esta 
regla, un sistema físico en un estado Ψ tiene una propiedad determinada O si y solo si Ψ es un vector 
propio del operador autoadjunto Ô que representa dicha propiedad. En el texto, suponemos que ΨA 
y ΨB son, aproximadamente, estados propios de la posición.
5 Obviamente, para determinar la historia del sistema también hay que especificar, junto con la posición 
y la velocidad de una partícula, parámetros característicos de la misma como su masa (o carga, si la 
tuviera).
6 Como nota histórica, puede apuntarse que la posibilidad de que el indeterminismo cuántico fuera 
aparente y se debiera meramente a que la función de onda no constituye una representación comple-
ta de un sistema fue apuntada por Max Born, Albert Einstein y otros, en cuanto surgió la teoría cuán-
tica. Sin embargo, dicha posibilidad fue rechazada enseguida debido a que Von Neumann (1932) ase-
guró demostrar que ninguna teoría de variables ocultas puede reproducir los resultados empíricos de 
la teoría cuántica. Gracias, en gran parte, al trabajo del físico J.S. Bell, hoy sabemos que la prueba de Von 
Neumann solo muestra que ciertos tipos de teorías de variables ocultas –las teorías de variables 
ocultas no contextuales– no pueden reproducir los resultados de la mecánica cuántica. El propio J.S. 
Bell desarrolló nuevos teoremas que prueban que las teorías de variables ocultas locales tampoco 
pueden reproducir las predicciones de la teoría cuántica. Puesto que la mecánica bohmiana es contex-
tual y no local, consigue con éxito evitar la carga refutadora de dichos teoremas.
7 Para un análisis detallado de dicho experimento desde la perspectiva del enfoque mecánico-cuántico 
estándar, recomendamos la celebrada exposición de Feynman (1963, cap. 37). Para un análisis del 
mismo desde una perspectiva bohmiana, véase Philippidis et al. (1979).
8  El argumento completo que prueba la equivalencia empírica es un poco más complejo. Tal como he-
mos visto, en mecánica cuántica la regla de Born (2) se utiliza para hacer predicciones acerca del resul-
tado de mediciones de la posición. Así pues, el hecho de que la mecánica bohmiana también incorpore 
dicha regla garantiza, en primera instancia, que la mecánica bohmiana y la mecánica cuántica coincidirán 
en las predicciones relativas a la posición. Sin embargo, esto garantiza la equivalencia empírica comple-
ta, pues la medición de cualquier propiedad siempre puede expresarse en términos de la posición del 
puntero del aparato que realiza la medición.
9  Todo ello tiene que ver con el problema de medida, que no puedo discutir aquí. Véase Bell (1990).
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METAFÍSICA
El capítulo de Adán Sus (“La materia oscura y las hipótesis científicas”) se 
mueve entre la metodología y la fundamentación metafísica. Sus discute 
acerca del estatus de las hipótesis ad hoc. En muchas ocasiones se añaden 
hipótesis a diversas teorías científicas con el propósito expreso de “salvar” 
la teoría frente a datos u observaciones que parecen contradecirla. ¿Son 
todas las hipótesis ad hoc ilegítimas, o hay forma de diferenciarlas? El capítu-
lo de Sus se adentra también en cuestiones metafísicas, pues las hipótesis 
en cuestión a menudo son acerca de los compromisos teóricos sobre la 
constitución de la naturaleza, sobre lo que hay –ya sean epiciclos o materia 
oscura.
Y por último, en “Azar o pseudoazar : ¿cuál es la diferencia?” Carl Hoefer 
examina el papel que tiene el azar como herramienta de investigación y de 
cálculo en las ciencias. Su reflexión se organiza en torno a una pregunta 
metodológica: Para que los usos del azar como herramienta sean justifica-
dos ¿es necesario que el azar sea parte objetiva de la naturaleza? O ¿es 
igualmente fiable el pseudoazar, por ejemplo, de los programas informáticos 
que generan números aleatorios? Hoefer considera varios casos concretos 
en distintas disciplinas y argumenta que el pseudoazar puede servir igual-
mente bien, y en algunos casos mejor, que el azar objetivo (si es que lo hay) 
en las técnicas de las ciencias.
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LA MATERIA OSCURA Y LAS 
HIPÓTESIS CIENTÍFICAS
ADÁN SUS
En este artículo, introduzco brevemente el problema popperiano de 
identificar algunas estrategias para evitar la refutación de las hipóte-
sis científicas, a la luz de las predicciones no confirmadas, como an-
ticientíficas (ad hoc en su lenguaje), y lo ilustro con el caso de una 
hipótesis de gran relevancia en la física de los últimos años: la materia 
oscura. Al final ofrezco algunas consideraciones que espero puedan 
ayudar a iluminar el problema: principalmente, la necesidad de aplicar 
la noción de ad hoc en el nivel apropiado.
1. INTRODUCCIÓN
Los principales problemas de la filosofía de la ciencia tienen que ver 
con la cuestión de cómo justificar el conocimiento científico. Este 
problema central, la pregunta acerca de qué hace que los enunciados 
científicos tengan cierto estatuto de validez (partimos del supuesto ini-
cial, cuestionable a posteriori, de que la ciencia proporciona un conoci-
miento especialmente fiable o cierto), ha sido abordado, en la historia 
de la filosofía, atendiendo distintas dimensiones.
Una forma particular en que aparece esta pregunta es bajo el epígrafe 
del problema de la demarcación introducido por el filósofo vienés Karl 
Popper. Dicho problema consiste en saber qué hace que ciertas hipótesis 
puedan considerarse científicas frente a otras que no lo son. Parece claro, 
ya desde las primeras reflexiones acerca del método científico introducidas 
por Francis Bacon, que el elemento distintivo central del conocimiento 
científico es su peculiar conexión con lo empírico; todo conocimiento del 
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mundo ha de partir de la experiencia, pero el conocimiento científico pare-
ce que tiene una relación especialmente sistemática con la experiencia. Para 
Bacon y muchos filósofos posteriores, esta relación particular entre la ex-
periencia y las hipótesis científicas está relacionada con lo que después se 
ha denominado método inductivo: un procedimiento válido de generar hi-
pótesis (enunciados generales) a partir de la evidencia empírica (enuncia-
dos empíricos que expresan estados de cosas particulares). Así, mediante el 
método científico se ampliaría el conocimiento de manera justificada. No 
obstante, la validez de las inferencias inductivas sigue siendo uno de los 
grandes problemas abiertos en torno a la ciencia. Hume formuló de mane-
ra especialmente clara el problema de la inducción: no parece haber justifi-
cación racional para pasar de la creencia en lo que se ha observado a la 
creencia en lo que todavía no se ha observado. Así, si la validez particular 
del conocimiento científico radica en el uso sistemático de la inducción 
(aunque sea en sentido amplio), este problema indicaría que este conoci-
miento está en entredicho.
Popper elaboró una conocida alternativa que pretendía dar res-
puesta a este problema.1 Para él, la ciencia no procede de manera in-
ductiva, sino mediante la formulación de hipótesis que posteriormente 
son sometidas a posibles refutaciones empíricas. De esta manera, tanto 
el problema de la identificación del conocimiento científico (el proble-
ma de la demarcación) como el problema de su justificación no estarían 
amenazados por el hecho de que las inferencias inductivas puedan no 
ser válidas. La solución debe buscarse en la lógica de las conjeturas y 
refutaciones que, según Popper, da forma a la práctica científica. Y aten-
diendo dicha lógica, lo que caracteriza las hipótesis científicas, lo que las 
distingue de otras que no son tales, es precisamente que puedan ser 
sometidas a su posible refutación mediante su confrontación con la 
experiencia. Esta propiedad es la que Popper denomina con el tér-
mino falsabilidad. En resumen, para Popper, como para cualquier em-
pirista, la ciencia viene validada gracias a su relación con lo empírico, 
pero, a diferencia de la mayor parte de los empiristas, su validez no 
procede de ser confirmada inductivamente por la experiencia, sino 
de su posibilidad de ser falsada empíricamente: una hipótesis es más 
científica cuantas más posibilidades ofrece de probar empíricamente 
su falsedad.
2. EL PROBLEMA DE LAS HIPÓTESIS AD HOC
La estrategia popperiana para responder a la cuestión de la demarcación 
requiere identificar algunos rasgos de las hipótesis científicas que indiquen 
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de qué manera estas podrían ser contrastadas empíricamente y rechazadas 
en caso de resultado negativo. Naturalmente, los rasgos buscados tienen 
que consistir, de una u otra manera, en que las hipótesis científicas hacen 
predicciones que pueden ser comprobadas empíricamente. Pero, en este 
punto, las cosas empiezan a complicarse: de la mayoría de enunciados cien-
tíficos uno no puede extraer predicciones concretas de manera directa, 
sino que se necesitan algunas hipótesis adicionales (que muchas veces ope-
ran solo implícitamente) para derivar sus consecuencias empíricas.2
2 Eso significa que, cuando la predicción derivada de la hipótesis original (H) 
no se cumple, el fallo se debe atribuir no solo a dicha hipótesis, sino a esta 
en conjunción con las hipótesis auxiliares (H.A.); dicho de otro modo, lo que 
quedaría falsado empíricamente sería la hipótesis en cuestión, junto con 
otras necesarias para derivar la predicción y que, en principio, no se preten-
dían falsar. Aquí puede verse un esquema de cómo operaría el procedi-
miento de la falsación de una hipótesis científica:
  H + H.A. → P
 ¬P
¬(H + H.A.)
Esta lógica sugiere una forma simple de escapar de los resultados adver-
sos de un test empírico: si una hipótesis hace una predicción que no resulta 
confirmada, siempre es posible atribuir el error a las hipótesis auxiliares que 
los científicos han utilizado para derivar la predicción y, en consecuencia, 
modificar las hipótesis auxiliares en lugar de considerar que la hipótesis ha 
quedado falsada. Pero esto es, prima facie, el tipo de movimiento que no 
debería ser permitido en la ciencia: se puede argumentar, además, que este 
tipo de respuesta forma parte de la estrategia habitual que las pseudocien-
cias utilizan para eludir las refutaciones empíricas. Deberemos indagar más 
a fondo qué son las hipótesis auxiliares para decidir si dicha estrategia pue-
de tener cabida en la práctica científica.
Pensemos en ello mediante un ejemplo que después será tratado con 
más detalle. Podemos tomar la teoría newtoniana de la gravitación universal 
como nuestra hipótesis científica. Para poder derivar predicciones de esta 
teoría con respecto a algún sistema empírico –por ejemplo, el sistema so-
lar– es necesario introducir un número indeterminado de hipótesis: si uno 
pretende derivar la trayectoria de un planeta usando las leyes de Newton, 
es imprescindible contemplar alguna hipótesis acerca de la cantidad de ma-
teria que tiene influencia sobre el planeta en cuestión, además de otras hi-
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pótesis acerca de cómo relacionar las observaciones astronómicas con las 
predicciones teóricas. Tras lo dicho, no cabe duda de que si la trayectoria 
predicha no es observada, los científicos pueden y deben considerar la 
posibilidad de que la discrepancia proceda de la incorrección de algunas de 
esas hipótesis auxiliares. Como veremos, este movimiento ha resultado 
fructífero en algunos episodios de la historia de la ciencia.
La consecuencia principal de lo anterior con relación a la propuesta de 
Popper es que la lógica científica no puede funcionar de forma tan simple 
como se desprendería de una lectura inicial del falsacionismo: no es sufi-
ciente decir que una hipótesis ha de ser falsable para ser científica, porque 
lo que siempre queda falsado en una contrastación es un conjunto de hipó-
tesis que incluye algunas que no había la intención de contrastar. De esto se 
deriva que los científicos siempre pueden modificar esas otras hipótesis, de 
manera que el espíritu de la propuesta de Popper parece quedar traiciona-
do. Recordemos que la pretensión era encontrar un criterio para poder 
señalar las hipótesis científicas, y nos encontramos con que parte de la 
práctica científica, avalada por la propia historia de la ciencia, consiste en 
proteger las hipótesis científicas de los resultados empíricos adversos.
La forma que tiene Popper de abordar esta dificultad inherente a su 
propuesta pasa por introducir y discutir la noción de hipótesis ad hoc. Pop-
per necesita algún procedimiento para distinguir las modificaciones de las 
hipótesis auxiliares que son legítimas de otras modificaciones que forman 
parte de estrategias meramente defensivas. Nótese que no tener un crite-
rio de este tipo tiene implicaciones devastadoras para el proyecto de Pop-
per: o bien hay que declarar que toda modificación de las hipótesis auxilia-
res es ilegítima –y declarar, de paso, como ilegítimas muchas de las modifi-
caciones que la historia ha mostrado como muy productivas– o permitir 
que el uso de estrategias defensivas anule la potencia de la falsabilidad 
como criterio de demarcación. La pretensión es que este trabajo pueda 
hacerse a través de la introducción del concepto de hipótesis ad hoc.
Inicialmente, una hipótesis es ad hoc si ha sido diseñada para solucionar 
alguna discrepancia particular entre las predicciones de la teoría y lo obser-
vado (este sentido débil proviene de una lectura literal de la expresión lati-
na ad hoc). No obstante, no hay que profundizar demasiado para darse 
cuenta de que tal criterio no puede hacer el trabajo que de él se espera. 
Para que una definición de ad hoc funcione, es necesario que permita dis-
tinguir modificaciones de hipótesis auxiliares científicamente respetables de 
otras que no lo son, sin echar mano de si, a posteriori, estas han funcionado 
o no. Además, el que una hipótesis sea ad hoc no puede depender de cuál
fuera la intención de los científicos cuando la formularon; como muestra la 
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historia de la ciencia, muchas hipótesis diseñadas para solventar discrepan-
cias concretas posteriormente resultaron de gran utilidad científica.
Parece claro que, para poder jugar el papel central que tiene en el cri-
terio de demarcación, Popper necesitaría una caracterización mucho más 
fuerte de ad hoc. Algunos autores defienden que, en la obra del filósofo, no 
se encuentra ninguna caracterización definitiva de este concepto y que esto 
es debido a que tal criterio no puede darse. El argumento es que cuando 
uno intenta producir un criterio sustantivo de hipótesis ad hoc, o este co-
lapsa en otras características que indican que las hipótesis son anticientíficas 
(como, por ejemplo, que las hipótesis sean circulares) o es vacío (cuando se 
dice que una hipótesis es ad hoc si no hace más predicciones empíricas que 
aquellas que su introducción pretendía producir). Según esto, ad hoc sería 
un concepto artificial vacío que no serviría para señalar de manera sustan-
tiva ninguna estrategia como no científica. Y esto, a su vez, sería una mani-
festación del fracaso del programa falsacionista popperiano.3
Más allá de su función central en la filosofía de Popper, la idea de que 
ciertas estrategias destinadas a blindar las hipótesis científicas ante posibles 
resultados adversos sean ilegítimas parece tener cierta plausibilidad inicial. 
Tal vez el fracaso en la caracterización de tales movimientos como ad hoc 
radica no tanto en la vacuidad del concepto como en la pretensión de lle-
varlo a cabo considerando las hipótesis científicas como entidades aisladas. 
Intentaremos presentar esta tesis a través del ejemplo de la materia oscura.
3. EL FRACASO DE LA CARACTERIZACIÓN FORMAL DE LAS
HIPÓTESIS AD HOC
Desde que Popper iniciara la discusión acerca de las hipótesis ad hoc, distin-
tos autores han abordado el problema de manera más o menos explícita. 
Cabe destacar los trabajos de Adolf Grünbaum4 en los que, por un lado, 
muestra cómo los intentos de Popper para dar una caracterización de hi-
pótesis ad hoc en términos del contenido empírico de una teoría fallan y, 
por otro lado, el propio Grünbaum ofrece sentidos alternativos de la no-
ción en cuestión. Todos estos intentos, no obstante, pueden agruparse bajo 
una estrategia común: la elucidación formal de la noción de hipótesis ad hoc. 
Grünbaum también hace referencia a la postura de Hempel con respecto 
a este proyecto y, en último término, parece estar de acuerdo con ella: no 
es posible dar una caracterización meramente formal de hipótesis ad hoc.
La pregunta entonces es: ¿Existe alguna otra manera de capturar la idea 
intuitiva de que algunas modificaciones de las hipótesis auxiliares son más 
legítimas que otras? Referirnos a estas alternativas como no formales ya in-
dica que se habrá de hacer referencia a componentes pragmáticos o contex-
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tuales de la dinámica científica. Esto es lo que puede desprenderse de la 
discusión que ofrece la noción de programa científico progresivo de Laka-
tos. Según este autor hay series de teorías científicas sucesivas que pueden 
considerarse progresivas; esto es así cuando cada nueva teoría tiene un 
exceso de contenido empírico con respecto a su predecesora, lo cual se da 
cuando la nueva teoría predice algún hecho empírico no predicho por las 
anteriores. En este contexto, no serían ad hoc aquellas modificaciones que 
dieran lugar a teorías que son parte de un programa científico progresivo.
Si esto fuera todo lo que aporta Lakatos, parece evidente que no ha-
bríamos ganado mucho. De hecho, estamos de nuevo en la situación en que 
nos deja la crítica de Hempel. Esta caracterización de la propuesta de Laka-
tos no es más que un intento –uno de los que discute Grünbaum– de 
formalizar la noción de ad hoc. Y, si estamos de acuerdo con Hempel, este 
está condenado al fracaso. Pero, por otro lado, parece discutible defender 
que esto es todo lo que pretende Lakatos con su noción de programa 
progresivo. De hecho, para Lakatos, la idea de que un programa sea progre-
sivo es parte de lo que él denomina heurística positiva: un conjunto de reglas 
que impulsan a los científicos a modificar sus teorías auxiliares de manera 
que el programa sea progresivo. Si esto es así, la noción de progreso no 
puede contener únicamente el incremento del contenido empírico, pues 
difícilmente podría actuar efectivamente como una regla heurística. Para 
ejercer dicha función, la idea de progreso ha de hacer referencia a la pro-
mesa, para la comunidad científica, de que las modificaciones que se lleven 
a cabo producirán teorías que, eventual y globalmente, ampliarán las posibi-
lidades empíricas de sus predecesoras.
Introducir este componente en la discusión modifica radicalmente la 
caracterización de las hipótesis ad hoc. Si uno hace referencia solo al conte-
nido empírico de las teorías en juego (la teoría original y la que se produce 
a partir de ciertas modificaciones), o bien la caracterización es confusa o 
bien tenemos una caracterización formal que no funciona. Si, además de 
esto, pensamos que hay modificaciones que, aunque no den como resulta-
do nuevas predicciones inmediatamente, pueden ser prometedoras por-
que, quizás en conjunción con otras teorías, abren nuevas posibilidades de 
experimentación, tal vez escapemos de la disyuntiva. Esto, naturalmente, 
significa introducir factores que dependerán de las teorías existentes en 
torno a la hipótesis original, así como de los medios experimentales dispo-
nibles en el momento.
A continuación, pretendo mostrar que la dinámica de la hipótesis de la 
materia oscura refuerza la idea de que el citado componente contextual es 
necesario para discutir el estatuto de las hipótesis ad hoc.
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4. LA HIPÓTESIS DE LA MATERIA OSCURA
La materia oscura es un ingrediente esencial de la teoría cosmológica 
que es aceptado casi unánimemente por parte de los físicos actuales.5 
Dicha teoría (a veces denominada modelo cosmológico estándar) toma 
la relatividad general de Einstein como la teoría física que gobierna la 
gravitación (interacción que domina a escalas cosmológicas) y el big 
bang como modelo que mejor explica el conjunto de datos astrofísicos 
y astronómicos disponibles (entre ellos, el corrimiento al rojo de la ra-
diación procedente de galaxias distantes y la radiación de fondo CMB6). 
Como parte de este modelo cosmológico, se introduce la materia os-
cura para dar cuenta de un número de observaciones que no podrían 
explicarse sin ella:
A escala astronómica, es necesario introducir la materia oscura para 
que la teoría de la gravitación sea consistente con las curvas de rotación 
galáctica y la dinámica de los cúmulos de galaxias observadas.
A escala cosmológica, hay una serie de observaciones y fenómenos que, 
dado el modelo cosmológico presente, pueden ser explicados si se intro-
duce la materia oscura en cantidades adecuadas: que la estructura observa-
da en nuestro universo se haya formado a partir de las anisotropías de la 
CMB, las cantidades relativas de elementos en las estrellas…
En ambos casos, para que la teoría sea compatible con los datos 
observados, es necesario que haya mucha más masa de la que es ob-
servada (visible). El resultado es un modelo cosmológico que describe 
un universo en que el 96 % de su contenido es desconocido: solo el 4 % 
del contenido de materia-energía estaría formado por materia ordina-
ria. El 96 % restante estaría compuesto por materia oscura (23 %) y 
energía oscura (73 %).
Pero, ¿qué es la materia oscura? En principio, es materia cuya única evi-
dencia de su presencia proviene de los efectos gravitatorios que ejerce 
sobre los sistemas visibles. Esto permitiría que la materia oscura fuera ma-
teria ordinaria difícilmente detectable, es decir, que estuviera compuesta 
principalmente por bariones. No obstante, una combinación de datos ob-
servacionales y modelos teóricos indica que este no puede ser el caso: la 
materia oscura ha de ser no bariónica y fría (esto significa que es no relati-
vista en el momento del desacoplo y excluye también los neutrinos como 
candidatos). Debido a esto, el modelo cosmológico estándar es llamado 
también ΛCDM (Λ indica presencia de energía oscura y CDM son las siglas 
de cold dark matter). La hipótesis de trabajo principal entre los físicos es que 
la materia oscura no puede estar formada por ninguna de las partículas que 
forman parte del modelo estándar de partículas elementales. Hay una serie 
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de candidatas a partículas de materia oscura, pero todas ellas requieren ir, 
de una manera u otra, más allá de las teorías físicas que se consideran más 
corroboradas en la actualidad. Luego, el modelo cosmológico estándar re-
quiere introducir elementos que no quedan explicados por la física actual.
Naturalmente, la materia oscura no es la única explicación posible al 
problema de la masa ausente. Una alternativa que han pensado distintos 
físicos consiste en modificar la teoría de la gravitación, de manera que haga 
predicciones consistentes con las observaciones. Se han propuesto distintas 
ideas en esta línea; la más notable es una modificación de la gravitación 
newtoniana, conocida como MOND, y sus generalizaciones relativistas, en 
particular TeVeS. Estas teorías han sido capaces de reproducir la mayor par-
te de las observaciones astronómicas, aunque tienen más problemas para 
dar cuenta de la formación de estructura y las anisotropías del CMB. Los 
defensores de estas alternativas, una minoría en la comunidad de cosmólo-
gos, piensan que al menos debería dedicarse más atención a la posibilidad 
de que la hipótesis de la materia oscura no sea correcta.
4.1 El descubrimiento de Neptuno.
Para ver plenamente la relación de la hipótesis de la materia oscura con 
la discusión previa acerca del estatuto de las hipótesis ad hoc, es necesario 
atender, aunque sea de paso, su dimensión histórica. Probablemente, una de 
las primeras instancias en que se utilizó la hipótesis de la materia oscura fue 
en el episodio del descubrimiento del planeta Neptuno.7
Hacia la mitad de la década de 1840, no había duda de que la teoría 
newtoniana, una vez que se tenían en cuenta las perturbaciones de los 
planetas conocidos hasta el momento, no podía dar cuenta de la trayec-
toria observada del planeta Urano, descubierto unos sesenta años antes 
por el astrónomo William Herschel. Según nuestra discusión previa, está 
claro que cualquier intento de defender que esto debería considerarse 
una falsación de la teoría newtoniana, sin más, omite el hecho relevante 
de que se necesitaban hipótesis auxiliares para derivar la trayectoria de 
Urano utilizando las leyes de Newton. En particular, es necesario conocer 
el inventario de fuerzas que actúan sobre el planeta, y los cálculos que se 
realizaban incluían la asunción de que todas las fuerzas gravitatorias pro-
venían de los planetas interiores a Urano y excluían implícitamente la 
existencia de planetas exteriores.
En este caso, pues, no parece haber motivo para decir que la teoría 
newtoniana estaría, prima facie, falsada (como afirma Popper a veces), al 
menos no más que la hipótesis que asume la no existencia de planetas 
exteriores; hay que tener en cuenta que, dado el instrumental disponible en 
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ese momento, no era nada fácil observar un planeta e identificarlo como tal 
sin haberlo buscado antes. Así pues, la idea que se desprendería de la pro-
puesta de Popper, en el sentido de que habría que buscar alguna explicación 
de por qué este caso de falsación no resultó en una modificación de la 
teoría, aunque la hipótesis introducida fuera en cierto sentido ad hoc, mues-
tra la debilidad de su criterio de demarcación.8 Pero, incluso si se está de 
acuerdo con esta conclusión, se puede pensar que, de alguna manera, se 
debe diferenciar la estrategia seguida en este caso de otras similares que no 
producen los mismos resultados. Nos ocuparemos de esto en el contexto 
de la discusión de la hipótesis de la materia oscura.9
4.2 La materia oscura como hipótesis ad hoc.
El concepto moderno de materia oscura fue introducido inicialmente en 
dos contextos relacionados pero distintos. Las galaxias están agrupadas gra-
vitacionalmente en cúmulos: en el estudio de la dinámica de las galaxias, 
realizado en la década de 1930, el astrónomo Fritz Zwicky introdujo la 
materia oscura (en forma de fluido intergaláctico) para reconciliar la teoría 
newtoniana con las observaciones relativas a la dinámica de las galaxias en 
los cúmulos (de la cual no se podía dar cuenta si se tenía presente solo la 
masa visible). En la misma época, el también astrónomo Jan Oort introdujo, 
de manera independiente, una idea similar para explicar cómo la teoría 
newtoniana podía reproducir el movimiento de las estrellas en la Vía Láctea 
(era necesario incluir materia que Oort pensó que sería materia conven-
cional no detectada). Más adelante, las discrepancias entre las curvas de 
rotación de las galaxias observadas y las reproducidas mediante la mecánica 
newtoniana teniendo en cuenta la masa visible, se convertirían en una de las 
principales evidencias aducidas para defender la presencia de materia oscu-
ra; materia que, para que cumpla su propósito, tiene que suponerse agru-
pada principalmente en un halo exterior de la galaxia. Nótese que, en estos 
dos usos, la hipótesis de la materia oscura desempeña un papel totalmente 
análogo al que tenía la hipótesis de la existencia del planeta Neptuno.
La hipótesis de la materia oscura también se introduce en un contexto 
de fenómenos totalmente distinto, tanto que podría pensarse inicialmente 
que se trataba de una hipótesis independiente. En el modelo cosmológico 
estándar, intervienen distintas teorías mediante las cuales pueden derivarse 
la mayoría de las observaciones disponibles en el presente. En estas deriva-
ciones entra de una u otra manera la cantidad de materia existente en el 
universo, y es aquí donde aparece de nuevo la hipótesis de la materia oscu-
ra: se necesita más materia de la que es directamente observable. Pero, 
además, en este contexto se puede concretar más la hipótesis: los datos 
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indican no solo que es necesaria la materia oscura, sino también que hay 
que descartar que esta esté compuesta de materia ordinaria: ello tiene la 
consecuencia de haber de descartar, como principal componente de este 
tipo de materia, los candidatos naturales iniciales (estrellas muertas, plane-
tas, gas intergaláctico) así como los bariones, las partículas elementales que 
son los constituyentes de la materia (en el sentido habitual que le damos a 
ese término) y, ulteriormente, los neutrinos (que, sin ser bariones, son par-
tículas masivas del modelo estándar).
Podemos reconstruir, aunque no sea totalmente preciso desde el punto 
de vista histórico, la dinámica de la hipótesis de la materia oscura como 
hipótesis, en principio, ad hoc. Primero se observa una discrepancia entre las 
predicciones de la teoría gravitatoria y las observaciones, y, como conse-
cuencia, de ello se introduce la hipótesis de la materia oscura. Hasta aquí, la 
situación es análoga a la del planeta Neptuno; se esperaría, por tanto, que la 
presencia de materia oscura pudiera ser confirmada como lo fue en ese 
caso. Pero no es eso lo que sucede: distintos razonamientos a partir de los 
datos y ciertos modelos teóricos llevan a la conclusión de que la materia 
oscura ha de ser de naturaleza exótica. Así, la hipótesis original ha de ser 
modificada a la luz de nueva evidencia, cosa que, además, habría de hacerse 
en varias ocasiones. Por tanto, la diferencia principal con respecto a la situa-
ción de la hipótesis de Neptuno es que ahora parece haber cierta persis-
tencia en la formulación o modificación de las hipótesis que pretenden 
corregir las discrepancias iniciales. Por un lado, podría pensarse, pues, que 
estamos ante una situación clara de estrategia ad hoc. Si fuera así, sería difí-
cil comprender cómo los físicos están tan convencidos de la conveniencia 
de la hipótesis de la materia oscura. Por otro lado, en cambio, parece que 
igual que estaba justificado conjeturar la existencia del planeta Neptuno, 
debería estarlo conjeturar la materia oscura para ajustar las predicciones 
teóricas a las observaciones.
5. CONCLUSIÓN
¿Existe algún criterio que permita decidir si este tipo de estrategias ad hoc 
es recomendable antes de saber si funcionan? ¿Se pueden diferenciar, de 
alguna manera, las hipótesis aquí discutidas de otras que se mostraron con-
traproducentes o meramente defensivas? Aunque dar respuesta a estas 
preguntas sobrepasa ampliamente la pretensiones de este artículo, conclui-
ré con algunos comentarios que apuntan en la que creo que es la dirección 
adecuada para su discusión.
Gran parte del problema de la perspectiva popperiana, y de la formalis-
ta en general, para la búsqueda de un criterio que permitiera distinguir hi-
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pótesis científicas de las que no lo son, radica en que parecen presuponer 
que esta diferencia debe manifestarse en la consideración de las hipótesis 
aisladas: un criterio formal es precisamente aquel que atiende las caracterís-
ticas de la hipótesis sin tener en cuenta el contexto en que se formula. Pa-
rece razonable afirmar que los intentos de proporcionar caracterizaciones 
meramente formales de los rasgos asociados con las hipótesis ad hoc, tales 
como ausencia de incremento del contenido empírico o la incapacidad de 
ofrecer predicciones nuevas, son fácilmente trivializables.
Por otro lado, se puede argumentar que si Popper introduce la noción de 
ad hoc es porque pretende capturar algo más allá de esas características forma-
les. En ese caso, es inevitable referirse a una entidad más amplia que las hipóte-
sis (o las teorías) mismas: los programas de investigación de Lakatos o las tradi-
ciones de Laudan. Se puede pensar entonces que el nivel relevante en que se 
ha de preguntar por el carácter ad hoc de la práctica científica no es el de las 
hipótesis (o teorías entendidas como un conjunto de ellas), sino ciertas estrate-
gias en que se generan hipótesis. Atendiendo a este nivel, parece que los movi-
mientos prima facie ad hoc (destinados a eludir las refutaciones de manera sis-
temática) pueden ser muy productivos, en la medida que conlleven cierto refi-
namiento empírico de las nuevas hipótesis. Con esto último se quiere decir que 
las nuevas hipótesis, además de evitar las refutaciones, pueden ser entendidas 
como formas de proporcionar posibles concreciones de la estrategia general y, 
con ello, nuevas maneras en que la hipótesis original podría ser testada empíri-
camente. Y la expresión de esta dualidad de las modificaciones de las hipótesis 
auxiliares difícilmente puede tener cabida en un esquema en el que solo se haga 
referencia a la estructura formal de las teorías.
Esto se ve claro en la hipótesis de la materia oscura: cada refutación 
de la hipótesis es entendida como una guía para generar nuevos modelos 
teóricos y test empíricos asociados a ellos. Naturalmente, que los científi-
cos consideren que dicha estrategia sigue siendo viable depende de su 
confianza en que esos test puedan ser llevados a cabo y de cómo esos 
modelos encajan con otras teorías vigentes. Y todo ello no puede decidir-
se atendiendo los rasgos formales de la hipótesis aislada: las formulaciones 
de modelos alternativos, en que tendrían cabida partículas candidatas a 
ser parte de la materia oscura, están en consonancia con las propuestas 
que se exploran para solucionar otros problemas del modelo estándar de 
partículas y que esperan ser testados en los grandes aceleradores de 
partículas en funcionamiento.
En resumen, si se aplica la noción de ad hoc al nivel adecuado, puede 
verse que ciertas estrategias, lejos de ser regresivas, forman parte de la di-
námica más progresiva de la práctica científica.
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1 Véase, por ejemplo, Popper (1962, 1995).
2 Esto sin mencionar que los enunciados científicos suelen estar agrupados en entidades más complejas, 
las teorías, lo cual cuestiona este modelo simplista de la contrastación empírica.
3 Véase Bamford (1993).
4 A. Grünbaum (1976).
5 Sanders (2010) ofrece una buena introducción histórica a la hipótesis de la materia oscura.
6 CMB son las siglas de la denominación inglesa Cosmic Microwave Background.
7 Véase Bamford (1996).
8 Bamford (1996), sección 4.
9 Nótese que Lakatos desarrolla una posible explicación de cómo los científicos evitan los casos de fal-
sación mediante la heurística negativa que les hace proteger el núcleo teórico. No obstante, la respues-
ta de Lakatos (1983) presupone, como Popper, que lo racional sería cambiar la teoría.
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AZAR O PSEUDOAZAR: 
¿CUÁL ES LA DIFERENCIA?
C. HOEFER
1. INTRODUCCIÓN: AZAR Y ALEATORIEDAD
Parte de mi trabajo como filósofo consiste en analizar el concepto de pro-
babilidad (o azar) objetivo. En ese trabajo, utilizo las palabras azar y aleatorio 
en sus sentidos vinculados a la probabilidad numérica, que manejamos con la 
herramienta del cálculo de la probabilidad. Si decimos que la probabilidad 
de lluvia mañana es del 75 %, o que la probabilidad de conseguir un doble 
6 en un tiro de un par de dados es 1/36, estamos invocando la probabilidad 
o el azar en este sentido matematizado. 
Desde que por primera vez concebimos el universo como algo some-
tido a leyes naturales estrictas, casi como un mecanismo de relojería, nos 
interesa esta pregunta: ¿existe azar o aleatoriedad objetivamente en la natu-
raleza, en el mundo físico? Para sorpresa de muchos, la respuesta correcta 
es ¡no lo sabemos! La razón es que nuestras mejores teorías físicas no son 
capaces de darnos una respuesta definitiva. Por ejemplo, hay versiones de 
la mecánica cuántica (MC) que postulan un papel para el azar en los suce-
sos. Pero también hay versiones de la MC que cumplen la más estricta de-
finición de determinismo, lo cual significa que no hay azar objetivamente en 
la naturaleza, y que nuestra percepción de que algunos sucesos son aleato-
rios es solamente el producto de nuestra ignorancia.
Además, hay teoremas matemáticos que parecen indicar que para cual-
quier serie de observaciones empíricas (datos de experimentos), habrá 
tanto teorías deterministas como teorías estocásticas, probabilísticas, com-
patibles con los datos, cosa que motiva al filósofo Patrick Suppes a decir 
que el determinismo es una cuestión transcendental.1
Antes de empezar a discutir sobre el azar y la aleatoriedad, es impor-
tante distinguir entre aleatoriedad de proceso y aleatoriedad de producto.
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 –Aleatoriedad de proceso: el proceso que genera una serie de datos 
o números es, en sí, estocástico, azaroso.
 –Aleatoriedad de producto: una serie de datos o números parecen 
“aleatorios”, parecen ser producto de un proceso genuinamente 
aleatorio.
La aleatoriedad de proceso corresponde a nuestra idea común del in-
determinismo de la MC: que la naturaleza en sí misma es caprichosa, impre-
decible incluso con toda la información posible sobre el estado inicial de un 
sistema. No es posible dar una definición exacta, pero al menos se puede 
decir que si las leyes más fundamentales de la naturaleza especifican proba-
bilidades para sucesos elementales, entonces hay aleatoriedad de proceso. 
Como no conocemos las leyes más fundamentales, no sabemos si existe 
realmente aleatoriedad de proceso.
La aleatoriedad de producto, en cambio, es algo que podemos discernir 
con pruebas estadísticas bien diseñadas; y es susceptible de definiciones 
precisas, por ejemplo, la aleatoriedad de Kolmogorov. Un conjunto de datos, 
o una serie de datos (típicamente una serie de números, por ejemplo 1, 3,
3, 9, 0, 2, 5, 4…) posee aleatoriedad de producto si la serie supera la prue-
ba estadística o cumple con la definición. Las pruebas y las definiciones in-
tentan captar la idea de que no hay una regla que permita calcular/explicar 
la serie de datos con un algoritmo más corto que la propia serie.
Curiosamente, un proceso aleatorio (si lo hay –acaso la desintegración 
atómica) podría darnos una serie así:
 – 01010101010101010101010101010101010101010…
(u otra serie regular y predecible, pero menos sencilla), durante un largo 
periodo. 
Y un proceso determinista puede darnos el mismo producto que una 
serie supuestamente aleatoria, como:
 –100111111101110001100111011111011111111000111011
Por ejemplo, existen sistemas deterministas pero “caóticos” cuyo pro-
ducto es capaz de superar todas las pruebas estándares de aleatoriedad. 
Por eso podemos decir que la aleatoriedad genuina es una propiedad 
“transcendental”. (Volveremos sobre este punto más adelante).
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2. PROBABILIDAD/AZAR/ALEATORIEDAD EN LAS CIENCIAS
El cálculo de la probabilidad es la segunda herramienta más indispensable 
de la modernidad (la primera es el cálculo diferencial). Sus usos son ubicuos 
en las ciencias. En la física, en la biología y en casi todas las ciencias, sería casi 
imposible llevar a cabo un experimento, o analizar una serie de observacio-
nes, sin utilizar las técnicas estadísticas basadas en el cálculo de la probabili-
dad. Por ejemplo, en casi cada experimento que tiene como resultado una 
serie de datos tomados de medidas, de temperatura, por ejemplo, o de 
peso, se puede (y se debe) asumir que las medidas no son perfectas; en los 
valores habrá un factor o un componente de error (introducido por el apa-
rato de medición, o la preparación de la cosa medida, o fallos en su aisla-
miento, etc.). Para analizar bien los datos con el fin de extraer conclusiones, 
es necesario tener en cuenta estos componentes de error (o “ruido”), y 
esto se hace casi siempre ofreciendo un modelo probabilista de los compo-
nentes de error. En muchos experimentos científicos el efecto que uno 
quiere medir u observar es tan sutil que se puede decir que está casi “en-
terrado” en el ruido, pero con un buen análisis probabilista es posible des-
enterrar el efecto con un buen nivel de fiabilidad.
La lista de los usos de la probabilidad en el diseño y el análisis de experi-
mentos científicos sería asombrosamente larga. Pero la utilidad de la probabi-
lidad no acaba ahí. Desde mediados del siglo xx, también es ubicuo el uso de 
la aleatoriedad como herramienta en los modelos, las simulaciones, los cálculos 
y los experimentos científicos. Es decir, utiliza la propiedad de aleatoriedad o 
estocasticidad, presente en varios fenómenos (por ejemplo, en tiradas de 
dados o en señales de “ruido puro”), para llevar a cabo experimentos o cál-
culos que serían prácticamente imposibles sin su uso. En el resto de esta nota 
examinaremos dos usos de la aleatoriedad como herramienta:
 – Los métodos Monte Carlo
 – Las RCT en medicina (randomized controlled trials o pruebas con-
troladas aleatorias en medicina)
a) Los métodos Monte Carlo
La idea de los métodos Monte Carlo (MMC) es utilizar grandes cantidades 
de números “aleatorios” como una herramienta para llevar a cabo una tarea 
científica, como por ejemplo:
 –simulación de un proceso supuestamente (pero no necesaria-
mente) estocástico
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 –solución numérica de ecuaciones e integrales imposibles de resol-
ver con métodos analíticos
Ejemplo: Calcúlese (aproximar numéricamente) el valor de π. El gráfico 
siguiente ilustra cómo se puede emplear un sencillo método Monte 
Carlo para calcular el valor de π. Primero, hay que escoger un gran 
número de puntos del cuadrado unitario aleatoriamente; a continua-
ción, se cuenta la proporción que caen dentro del cuarto de círculo y se 
multiplica por 4. El resultado nos da una aproximación a π. Por razones 
obvias, la aproximación mejora a medida que aumenta el número de 
puntos escogidos.
Este ejemplo ilustra bien la técnica básica de los MMC, aunque de 
hecho no es una aplicación real de ellos. Hay maneras mucho más efi-
cientes y fiables de calcular π hasta el nivel de precisión deseado (por 
ejemplo, hasta cinco dígitos significativos). Pero la situación es otra cuan-
do se trata de aproximar integrales altamente complejas, como las que 
surgen en la mecánica cuántica en su aplicación a procesos de fisión y 
fusión nuclear. 
De hecho, los MMC fueron inventados (y bautizados) por John von 
Neumann y Stanislaw Ulam, para hacer factibles los cálculos que tenían que 
realizar al diseñar la bomba atómica. 
62/ Figura 1. Cálculo del 
número π con MMC
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Obviamente, usar los MMC para generar aproximaciones precisas y 
fiables requiere grandes cantidades de números aleatorios. ¿De dónde sa-
car tantos números aleatorios?
En la década de 1940 existían libros con tablas enormes de números 
aleatorios (genuinamente aleatorios, se suponía, generados por proce-
sos que supuestamente tenían aleatoriedad de proceso). Y de hecho, en 
los primeros ensayos de los MMC se emplearon estas tablas. Pero no 
era práctico usar esas tablas; se necesitaba una fuente inexhaustible, 
automática.
La solución no tardó mucho en llegar : los ordenadores (que se desarro-
llaron simultáneamente, y en cuyo primer uso von Neumann también tuvo 
un gran papel) podrían generar números pseudoaleatorios: números gene-
rados por mecanismos deterministas (funciones, programas, etc.) pero que 
pasaban todas (o bastantes de) las pruebas estadísticas de aleatoriedad. 
Casi toda aplicación de los métodos MC usa números pseudoaleatorios, y 
no números genuinamente aleatorios (si los hay… recordemos que la exis-
tencia de genuina aleatoriedad de proceso en la naturaleza es imposible de 
probar o refutar).
Algunos estadísticos criticaban el uso de números pseudoaleatorios 
en los MMC, y tenían un argumento prima facie plausible. El hecho es que 
todas las justificaciones de los MMC se basan en teoremas del cálculo de 
la probabilidad; pero la aplicabilidad de estos teoremas presupone que la 
estocasticidad de la fuente de los números es real. Los números pseudoa-
leatorios carecen de estocasticidad real; aparentemente, se necesita una 
justificación diferente para sustentar los MMC que los usan –o quizás 
simplemente no tienen justificación. Y sin embargo, casi siempre, los cál-
culos MC con números pseudoaleatorios funcionaban perfectamente. Los 
63/ Figura 2. El valor de 
una integral correspon-
de al área que queda 
por debajo de la línea 
de la función f(x); por 
tanto, utilizando un 
método similar al que 
hemos visto con el 
cálculo de π, se puede 
calcular una aproxima-
ción del valor de 
cualquier integral.
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físicos, siempre pragmáticos (comparados con los 
filósofos o los matemáticos, al menos), usaban y 
usan sus MMC sin preocuparse por las cuestiones 
filosóficas sobre la aleatoriedad de sus números 
pseudoaleatorios.
Pero lo peor (para los críticos del uso de núme-
ros pseudoaleatorios) vino después: el uso de nú-
meros cuasialeatorios en los cálculos MC para obte-
ner resultados más precisos con menos esfuerzo. 
Los números cuasialeatorios ni siquiera parecen 
venir de una fuente aleatoria; su distribución en el 
espacio es demasiado regular. A continuación ve-
mos claramente la diferencia entre una colección 
de números pseudoaleatorios y una colección de 
números cuasialeatorios. 
64-65/ Puntos pseudoalea-
torio vs. cuasialeatorio
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¿Por qué funcionan los MMC con números pseudoaleatorios, e incluso 
con números meramente cuasialeatorios?
La clave es la ausencia de correlaciones indeseables. Un cálculo con MMC 
podría darnos un resultado bastante equivocado si, por ejemplo, hay un 
número sorprendentemente alto de puntos escogidos que caen por deba-
jo de la línea de la función f(x) (v. fig. 2 arriba), justo donde f(x) tiene un 
valor bajo. Con números genuinamente aleatorios, tal ocurrencia tendría 
que ser una coincidencia desafortunada (y de bajísima probabilidad), aun-
que podría suceder. Lo mismo se puede decir de los números pseudoalea-
torios, pero el riesgo es diferente con ellos. En los números pseudoaleato-
rios generados por funciones/programas sencillos, suele haber “orden su-
mergido” en ellos – no aparente a simple vista en un uso directo como el 
de la figura 2– que, en cálculos muy complejos y multidimensionales, puede 
dar pie a correlaciones entre la forma de la función a integrar y la distribu-
ción de los puntos o números pseudoaleatorios. Si ocurre esto, los resulta-
dos pueden ser erróneos. 
Pero hay técnicas para evitar tales correlaciones entre los números 
pseudoaleatorios y las funciones cuyos valores se calculan, y en todo caso 
con las sofisticadas fuentes actuales se puede tener mucha confianza en la 
fiabilidad de los resultados de los MMC.
Lo mismo pasa con el uso de números cuasialeatorios: con un poco de 
cuidado y una buena elección del algoritmo que genera los números, es 
posible estar muy seguro de la ausencia de correlaciones indeseables. Pero 
hay más a favor de los números cuasialeatorios: precisamente su regularidad 
permite alcanzar resultados fiables más rápidamente y con menos cálculos.
El argumento a favor de usar solo números aleatorios genuinos en los 
MMC se basa en los teoremas del cálculo de la probabilidad, que nos asegu-
ran que la probabilidad de un resultado incorrecto “por accidente”, es decir, 
por una correlación indeseable que ocurre al azar, es muy baja. Pero no po-
demos olvidar que baja probabilidad no es probabilidad cero; un error pro-
ducido por correlación es perfectamente posible. Por otra parte, podemos 
decir que cuando elegimos con cuidado el algoritmo que nos proporcionan 
números cuasi o pseudoaleatorios, también hay una baja probabilidad de 
error por correlación. Y si además recordamos el estatus “transcendental” de 
la aleatoriedad de proceso, vemos que la situación real podría ser la siguiente: 
los números aleatorios “genuinos” pueden ser, de hecho, simplemente una 
subclase de números pseudoaleatorios: la clase que tiene una fuente deter-
minista, pero no diseñada por nosotros. En total, la actitud apropiada es la 
actitud pragmatista de los físicos, que crearon y expandieron las técnicas de 
los MMC sin preocuparse mucho por la existencia del azar puro.
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b) Los RCT en la medicina
En este campo de uso de la aleatoriedad, que trata brevemente, vemos una 
dialéctica similar. Cuando queremos comprobar la efectividad de un nuevo 
medicamento, por ejemplo, muchas veces hacemos un RCT. Los RCT tie-
nen dos grupos: el grupo de prueba, que recibirá el medicamento, y el 
grupo de “control”, que recibirá un placebo, o, en muchos casos, el medica-
mento estándar para la enfermedad. La clave de los RCT, lo que hace que 
sean consideradas el mejor tipo de prueba clínica (el “estándar de oro”), es 
la asignación aleatoria de pacientes al grupo de tratamiento y al grupo de 
control. Utilizando una moneda, un dado u otro tipo de mecanismo azaro-
so, se divide el grupo de pacientes de manera azarosa, y así es imposible 
que los investigadores hagan trampa (consciente o inconscientemente), por 
ejemplo, asignando al grupo de prueba los pacientes más fuertes o más 
sanos en general. 
Pero hay más ventajas: con la asignación aleatoria, muchos investigado-
res creen que se elimina cualquier posible factor de sesgo en la prueba, 
tanto los conocidos como los no conocidos. Por ejemplo, puede ser que ante 
pacientes con un cierto tipo de gen G (no conocido todavía por los biólo-
gos), tanto el nuevo medicamento como el estándar sean inefectivos. En-
tonces si muchos pacientes con el gen G están asignados al grupo de prue-
ba, y pocos o ninguno al grupo control, el medicamento nuevo saldrá per-
judicado; quizás lo rechazaremos como un fracaso, cuando en realidad es 
más efectivo que el tratamiento estándar. Pero esto no va a ocurrir si asig-
namos pacientes a los dos grupos aleatoriamente (genuinamente) –o, mejor 
dicho, es muy improbable que ocurra. 
Lamentablemente, la fe de algunos investigadores en este argumento es 
un error. Con la multiplicidad de posibles factores relevantes, conocidos y 
desconocidos, y con los bajos números de pacientes típicos en muchas prue-
bas (rara vez hay más de mil pacientes en cada grupo), es altamente probable 
que haya un desequilibrio entre los grupos en el número de pacientes con 
cierta característica potencialmente muy relevante. De hecho, suele ocurrir 
con algún que otro de los factores obvios (edad, sexo, peso, etc.). Lo normal 
es que después del primer sorteo azaroso, para corregir un desequilibrio 
obvio se adopte una de las siguientes medidas: volver a repetir el sorteo, o 
cambiar pacientes de un grupo a otro para corregir el problema. Esto es una 
buena práctica, pero, obviamente, no podemos corregir los desequilibrios en 
la distribución de factores que desconocemos (como el gen G). 
Es decir, es un mito que la asignación aleatoria elimine todos los posibles 
factores de sesgo. Pero aparte de este error, algunos investigadores en me-
dicina incurren en otro error, el mismo que vimos en la sección anterior : 
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creen que solo es legítimo utilizar fuentes de “genuina” aleatoriedad (p. ej., 
tirar dados) para hacer la asignación de pacientes a los grupos. Rechazan el 
uso, por ejemplo, de números pseudoaleatorios sacados de un programa 
de ordenador. 
Sin embargo, el uso de números pseudoaleatorios es hoy en día están-
dar, e incluso los números cuasialeatorios se usan a veces –aunque normal-
mente no hay ventaja en su uso con los RCT.
El gran problema de los RCT es que, como ya hemos indicado, los nú-
meros (de pacientes que participan en los estudios) son casi siempre peque-
ños, y con números bajos es elevado el riesgo de error en los resultados, ya 
sea por desequilibrios entre los dos grupos en factores importantes desco-
nocidos, o bien simplemente “por azar”. Aquí también, lo imprescindible es 
evitar las correlaciones no deseables. Pero la complejidad de la medicina es 
mucho mayor que la complejidad de una bomba atómica, y en la práctica 
no hay garantías con los RCT. En este caso, el pragmatismo ha de triunfar 
sobre el dogma filosófico: se deben permitir otros tipos de prueba clínica, 
cuando las circunstancias indiquen que pueden ser útiles.
3. CONCLUSIÓN
Las aplicaciones del azar, de lo aleatorio, en las ciencias son ubicuas, impres-
cindibles y exitosas. Pero lo importante, lo que da resultados, es la aleato-
riedad de producto, no la aleatoriedad de proceso (si es que existe). En la 
práctica lo pseudoaleatorio, y en muchos casos incluso lo cuasialeatorio, es 
todo lo que necesitamos para nuestros fines.     
1 Suppes, Patrick. Models and methods in the philosophy of science: selected essays. Kluwer, Boston. 1993
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5 
A MODO DE CONCLUSIÓN
GENOVEVA MARTÍ
En los diversos ensayos que componen esta colección hemos tenido oca-
sión de considerar algunos de los temas fundamentales que importan a 
toda persona interesada en la ciencia (del ingeniero al filósofo). Por supues-
to, quedan otros muchos en el tintero. Por citar unos pocos, no hemos 
tratado de cuestiones éticas acerca de la práctica científica y la investigación 
biomédica como la eutanasia, la investigación con células madre, la clona-
ción; ni tampoco hemos tratado de muchas cuestiones sociales relacionadas 
con la ciencia, como por ejemplo la influencia de consideraciones puramen-
te económicas en la producción científica, el papel de la investigación básica 
(la investigación que se realiza por el puro afán de saber) frente a la inves-
tigación altamente dirigida a la consecución de objetivos predeterminados. 
Quedan también muchos temas en el ámbito metodológico, como 
por ejemplo el papel del error en el progreso científico, o el impacto de 
las consideraciones puramente estadísticas en los casos individuales. 
Cada una de estas cuestiones es de interés tanto para la ciencia empíri-
ca como para la filosofía. No solamente eso, es de interés para otras áreas 
de las humanidades y de las ciencias sociales. Tratar todas estas cuestiones 
en profundidad requiere una labor multidisciplinaria. Cada vez resulta más 
evidente que las cuestiones a las cuales nos enfrentamos, como científicos, 
como pensadores y como miembros de la sociedad, son complejas, no son 
monotemáticas; tienen aspectos diversos e interrelacionados cuyo trata-
miento completo requiere la perspectiva de áreas del saber diversas. 
Los ingenieros diseñan puentes y edificios, pero diseñar una ciudad ha-
bitable exige pensar en muchos aspectos que van más allá de las cuestiones 
técnicas. Los oncólogos irán descubriendo tratamientos individualizados 
contra el cáncer; pero tratar a un paciente dentro de un contexto humano 
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y social va más allá del puro tratamiento oncológico. Todo eso requiere la 
labor conjunta de especialistas de muchas áreas. Los ensayos recogidos en 
este volumen muestran –esperamos– que incluso en áreas tan aparente-
mente dispares como la ingeniería y la filosofía hay temas de interés común 
cuyos aspectos técnicos y filosóficos podrían pasar desapercibidos a los 
especialistas de una y otra disciplinas.
Algunos de los ensayos recogidos en este volumen pretenden funda-
mentalmente proporcionarnos un mapa clarificador de los tipos de activi-
dad científica, la metodología tradicional, y la importancia de situar el avance 
de la ciencia en el marco de importantes cuestiones éticas y sociales. Pro-
porcionar esos mapas es una de las tareas de la filosofía.
Pero muchas veces la filosofía también cuestiona, propone preguntas y 
articula problemas en temas en que nos podría parecer que todo está claro, 
que no queda nada que discutir. Otros capítulos de este volumen abordan 
estas cuestiones más incómodas. ¿Cómo evolucionarán en el futuro, en los 
próximos diez años, por ejemplo, estos temas? ¿Podemos esperar respues-
tas a las preguntas planteadas, soluciones a los problemas señalados? 
¿Podremos, por ejemplo, finalmente determinar si existen límites a lo 
que las simulaciones nos permiten descubrir? ¿O llegaremos a tener un 
criterio que nos permita distinguir hipótesis ad hoc plausibles de puros 
epiciclos? ¿Podremos determinar el conjunto de características que hacen 
que un método de investigación sea correcto y fiable?
Muchas de las preguntas y de los problemas presentados en este volu-
men seguirán siendo discutidos durante muchos años. Conforme avanza-
mos, la reflexión sobre la ciencia y la práctica científica asentarán algunas de 
las distinciones y clarificaciones fundamentales, pero presentarán nuevos 
desafíos que obligarán a reexaminar cuestiones que ya dábamos por zanja-
das. La filosofía es, por eso, tan irritante: los filósofos no parecen avanzar, 
siempre están discutiendo sobre los mismos temas. 
Es cier to que en cier tas áreas del saber los problemas se resuelven, 
las cuestiones se zanjan y raramente se vuelven a reabrir. En eso consis-
te el progreso. Pero el progreso en la reflexión filosófica toma cuerpo 
de forma distinta. El filósofo reflexiona sobre cuestiones que afectan 
todas las ciencias, pero no pertenecen propiamente al ámbito de ningu-
na ciencia en concreto. Y hay cuestiones filosóficas que no han dejado 
de discutirse en siglos, pero su discusión ha ido iluminando aspectos 
distintos de nuestras concepciones y ha sido sensible a la actividad y al 
progreso científicos.  
Por ejemplo, es innegable que todos los científicos, en cualquier discipli-
na, se preguntan por las causas de lo que sucede. El oncólogo se pregunta 
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por las causas del cáncer. Un ingeniero se pregunta qué hace que ciertas 
estructuras sean más o menos resistentes. El historiador se pregunta qué 
hizo que ciertos hechos provocasen ciertos tipos de movimientos sociales. 
Todos ellos buscan las causas de las cosas. El filósofo, en cambio, adopta otra 
perspectiva y se pregunta: ¿qué es una causa? Esa es una pregunta que afec-
ta todas las ciencias pero no corresponde propiamente a ninguna ciencia. 
David Hume, un filósofo escocés del siglo xviii, reflexionando sobre la 
práctica científica argumentó que la relación causa-efecto es simplemente 
algo que derivamos de la observación de la conjunción constante. Cuando 
un evento de tipo C es siempre seguido por un evento de tipo E, decimos 
que C es la causa de E. No hay que empeñarse en buscar poderes causa-
les ocultos en el evento de tipo C. Durante mucho tiempo la concepción 
de la causalidad de Hume reflejó la concepción científica de la relación 
causa-efecto. Pero el progreso ha obligado a volver a pensar en esa cues-
tión. En biomedicina y en física, nuevas teorías empezaron a manejar una 
concepción de la relación causa-efecto que cuestiona la idea de la cons-
tancia. La concepción de la causalidad de Hume, muy apropiada a su 
momento de desarrollo científico, es determinista: una causa siempre tie-
ne que ir seguida de su efecto. Si ello no es así, nos hemos equivocado al 
considerar que habíamos encontrado la causa de un cierto resultado. 
Pero hoy nos cuestionamos esta concepción, pues es muy posible que las 
leyes que rigen la naturaleza sean probabilísticas, en cuyo caso la presen-
cia de una causa no significa la presencia inexorable del efecto. Qué con-
cepción de la relación causa-efecto es la correcta solo se podrá respon-
der cuando se despejen nuestras dudas acerca de la naturaleza probabi-
lística de las leyes científicas.
El debate sobre la causalidad sigue abierto después de más de dos si-
glos. Y como este, podemos encontrar muchos otros debates de interés 
filosófico que siguen abiertos después de muchos años. Y siguen abiertos 
porque el progreso científico y la reflexión sobre la ciencia nos permiten 
iluminar aspectos de temas que antes no habíamos podido prever. Reabrir 
cuestiones, replantearnos de nuevo lo que dábamos por sentado no es el 
problema de la filosofía. Es su virtud. 
Solo nos cabe esperar que los ensayos aquí recogidos representen una 
buena muestra de algunos temas de interés interdisciplinario. Que las pre-
guntas abiertas inciten a una discusión fructífera, y que los temas que aún 
quedan por tratar ilustren la necesidad de continuar colaborando para 
avanzar en nuestra compresión de la actividad científica y para ir contestan-
do –o, al menos, clarificando–, las preguntas fundamentales que interesan 
tanto a científicos como a filósofos. 
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