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For n positive definite operators A1, . . . , An, Ando–Li–Mathias de-
ﬁned geometric mean of n-operators G(A1, . . . , An) by symmetric
procedure. It has many nice properties, and is studied by many
authors. But the process is so complicated to compute. In this paper,
we shall attempt to make a new construction of geometric mean of
n-operators which we can compute it easier than geometric mean
by Ando–Li–Mathias.
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1. Introduction
The theory of means is one of the most important branches in mathematics. Mean was just an
internally dividing point in the sense of geometry. But it includes many deep theories, for example,
convex analysis. Usually, we call “mean” as arithmetic mean, but there are some types of means,
geometric mean, harmonic mean and so on. Arithmetic mean is useful for Euclidean geometry, but
geometric mean is useful for one of non-Euclidean geometry. So onemight think that somemeans are
correspond to a suitable geometry.Mean theory has applications inmany areas. For example,Maxwell’
principle for a parallel circuit is a closely related to mean theory (see [2]). Mean theory is also very
important in interpolation theory, and it applied to several branches in natural and social sciences.
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By the way, as in the book of Hardy et al. [9], theory of means is closely related to theories of
inequalities and convex functions. In other words, study of means is equivalent to the studies of
inequalities or convex functions.
In 1975, theory of operator means has been introduced in [14], where operator means a bounded
linear operators ona complexHilbert spaceH. In theoperator case, arithmetic andharmonicmeans are
easily deﬁned (whose definitions will be introduced later), but since operators are not commutative,
geometricmean is not easy to deﬁne. In [14], geometricmeanof twooperators is deﬁned as follows: Let
A and B be positive invertible operators. Then the geometric mean A  B between A and B is deﬁned by
A  B = A1/2(A−1/2BA−1/2)1/2A1/2.
If A and B are not invertible, we consider geometricmean A  B as limε↘0(A + εI)  (B + εI), strongly.
As amore important result, Kubo–Ando [10] obtained that every operatormean of two positive opera-
tors has one to one connection with an operator monotone function. Hence theory of operator means
is closely related to one of operator monotone function.
On the other hand, characterization of operator monotone functions has been already shown by
Löwner in [12], especially, tp is operatormonotone forp ∈ (0, 1]which is calledLöwner–Heinz inequal-
ity. Then, Furuta has shown a very interesting operator inequality called Furuta inequality in [6].
Recently, many authors study operator inequalities, and there are a lot of papers related to operator
inequalities andmeans because Furuta inequality has a good relationshipwith geometric mean of two
operators.
To extend operator means of two operators to more than three operators case is quite natural, and
many authors have discussed the problem. Of course, arithmetic and harmonic means of n-operators
are easily deﬁned as follows: LetA1, . . . , An be positive operators. Then arithmeticmeanA(A1, . . . , An)
of A1, . . . , An is deﬁned as follows:
A(A1, . . . , An) = A1 + · · · + An
n
.
If A1, . . . , An are all invertible, we can deﬁne harmonic meanH(A1, . . . , An) by
H(A1, . . . , An) = A(A−11 , . . . , A−1n )−1.
But to deﬁne geometric mean of n-operators is not easy. Recently, some authors have deﬁned it by
several ways, for example [1,16] and also see [3], especially, Ando–Li–Mathias [3] have given a very
good definition of geometric mean of n-operators. It needs so-called symmetric procedure as follows:
n = 2 case. Deﬁne geometric meanG(A, B) by
G(A, B) = A  B = A1/2(A−1/2BA−1/2)1/2A1/2.
n = 3 case. Let An = Bn−1  Cn−1, Bn = Cn−1  An−1, Cn = An−1  Bn−1. Then there exist
limn→∞ An, limn→∞ Bn, limn→∞ Cn in the Thompson metric (Thompson metric will be introduced
later), and all the same. Hence we can deﬁne the geometric meanG(A, B, C) by
G(A, B, C) = lim
n→∞ An = limn→∞ Bn = limn→∞ Cn.
n = 4 case. Let An = G(Bn−1, Cn−1,Dn−1), Bn = G(An−1, Cn−1,Dn−1), Cn = G(An−1, Bn−1,Dn−1),
Dn = G(An−1, Bn−1, Cn−1). Then there exist all limits of operator sequences {An}, {Bn}, {Cn}, {Dn} in
the Thompson metric, and all the same. We deﬁne the geometric meanG(A, B, C,D) by
G(A, B, C,D) = lim
n→∞ An = limn→∞ Bn = limn→∞ Cn = limn→∞Dn.
We can deﬁneG(A1, . . . , An) in the case n 5 by the same way.
It is a very natural definition and interesting. But it is not good for concrete computation since
it requires an enormous calculation. In this paper, we shall discuss a new construction of geometric
mean of n-operators which can be obtained easier than the geometricmean by Ando–Li–Mathias. This
paper consists the following sections; In Section 2, we shall introduce some properties of geometric
mean by Ando–Li–Mathias and Thompson metric, brieﬂy. In Section 3, we shall introduce a new idea
for construction of geometric mean of n-operators. In Section 4, we shall discuss relations between
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arithmetic mean and our idea deﬁned in Section 3. Lastly, we will construct a new geometric mean of
4-operators which can be calculate easier than that of Ando–Li–Mathias.
2. Primarily
In what follows, a capital letter means a bounded linear operators on a complex Hilbert space H.
An operator is said to be positive (resp. strictly positive) if and only if 〈Ax, x〉 0 (resp. 〈Ax, x〉 > 0) for
all x ∈ H. For self-adjoint operators A and B, A B means that A − B is positive.
Firstly,we shall introduce somebasic properties of geometricmeanbyAndo–Li–Mathias as follows:
Let A1, . . . , An be positive operators. Then the following properties (P1)–(P10) hold [3]:
(P1) If A1, . . . , An commute with each other, then
G(A1, . . . , An) = (A1 · · · An)1/n.
(P2) Joint homogeneity
G(a1A1, . . . , anAn) = (a1 · · · an)1/nG(A1, . . . , An)
for positive numbers ai > 0 (i = 1, . . . , n).
(P3) Permutation invariance. For any permutation π ,
G(A1, . . . , An) = G(Aπ(1), . . . , Aπ(n)).
(P4) Monotonicity. For each i = 1, 2, . . . , n, if Bi  Ai, then
G(B1, . . . , Bn)G(A1, . . . , An).
(P5) Continuity from above. For each i = 1, 2, . . . , n, if operator sequences {A(k)i }∞k=1 are monotone
decreasing with A
(k)
i ↘ Ai as k → ∞, then
G(A
(k)
1 , . . . , A
(k)
n ) ↘ G(A1, . . . , An) as k → ∞.
(P6) Congruence invariance. For any invertible operator S,
G(S∗A1S, . . . , S∗AnS) = S∗G(A1, . . . , An)S.
(P7) Joint concavity
G(λA1 + (1 − λ)A′1, . . . , λAn + (1 − λ)A′n)
 λG(A1, . . . , An) + (1 − λ)G(A′1, . . . , A′n) for 0 λ 1.
(P8) Self-duality
G(A−11 , . . . , A−1n )−1 = G(A1, . . . , An).
(P9) Determinant identity
det (G(A1, . . . , An)) = {(detA1) · · · (detAn)}1/n .
(P10) Arithmetic–geometric–harmonic means inequality
H(A1, . . . , An)G(A1, . . . , An)A(A1, . . . , An).
We shall deﬁne geometric mean which satisﬁes the two conditions: (i) not require an enormous
calculation, and (ii) satisfying all properties as above.
Next, we shall introduce an important theory of the cone of positive operators, brieﬂy. For positive
operators A and B, Thompson metric d(A, B) [15] between A and B is deﬁned by
d(A, B) = max{logM(A\B), logM(B\A)},
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whereM(A\B) = inf{λ > 0; A λB} = ‖B−1/2AB−1/2‖. We note that the cone of positive operators
will be complete in Thompson metric [15]. By the definition of Thompson metric, we can obtain
d(X∗AX , X∗BX) = d(A, B) for any invertible operator X. (2.1)
The following properties are important [4,11]:
d(A1 t A2, B1 t B2)(1 − t)d(A1, B1) + td(A2, B2), (2.2)
where A t B means weighted geometric mean deﬁned by
A t B = A1/2(A−1/2BA−1/2)tA1/2.
3. A new construction of geometric mean
In this section, we shall consider an operator mean of n-operators which is deﬁned by only using
geometric mean of 2-operators. Throughout the paper, we will consider two operators as follows: Let
A1, . . . , An be positive operators on a Hilbert spaceH, and K be a its direct sum, that is,
K = · · · ⊕ H⊕ H⊕ H⊕ · · ·
Let U be a bilateral shift and P be a positive operator on K deﬁned by
U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
. . .
. . .
I 0
I 0
I 0
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
P =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
An−1
An
A1
A2
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.1)
on K = · · · ⊕ H⊕ H ⊕ H⊕ · · ·, where X means the (0, 0) element in the operators.
Theorem 1. Let A1, . . . , An be positive operators on a Hilbert spaceH, and let U and P be deﬁned in (3.1).
Assume
Pi = Pi−1  UPi−1U∗ and P0 = P.
Then there exists a positive operator L onH such that
lim
i→∞ Pi = I ⊗ L.
in the Thompson metric.
To prove Theorem 1, we prepare the following notion of a kind of convex set.
Deﬁnition 1 (Convex set under geometric mean). LetM be a subset of all positive operators.M is said
to be a convex set under geometric mean if
A, B ∈ M implies A t B ∈ M for all t ∈ [0, 1].
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For positive operators A and B, [A, B] = {A t B; t ∈ [0, 1]} is a typical example of convex set under
geometric mean. For positive operators A1, . . . , An, [A1, . . . , An] means a convex set under geometric
mean which is generated by {A1, . . . , An}.
Proof of Theorem 1. Noting that by concrete computation, we have
UPU∗ = diag
(
. . . , An−1, An , A1, . . . , An, A1, . . .
)
.
Then we have P = UnPUn∗.
By the definition of Pi, we have[
P1,UP1U
∗, . . . ,Un−1P1Un−1
∗] ⊂ [P,UPU∗, . . . ,Un−1PUn−1∗] .
Hence there exists a convex set under geometric meanM such that
M =
∞⋂
i=0
[
Pi,UPiU
∗, . . . ,Un−1PiUn−1
∗]
.
Here we shall prove thatM is a singleton of a positive operator. To prove this, we have to prove
lim
i→∞ d(Pi,U
kPiU
k∗) = 0 for all k = 1, 2, . . . , n − 1,
since the cone of positive definite operators is complete under the Thompson metric.
Since U is unitary, (2.1) and (2.2), we have
n−1∑
k=1
αkd
(
P1,U
kP1U
k∗)=
n−1∑
k=1
αkd
(
P  UPU∗,UkPUk∗  Uk+1PUk+1∗
)

n−1∑
k=1
αk
2
{
d
(
P,Uk+1PUk+1∗
)
+ d
(
UPU∗,UkPUk∗
)}
=
n−1∑
k=1
αk
2
{
d
(
P,Uk+1PUk+1∗
)
+ d
(
P,Uk−1PUk−1∗
)}
= α2
2
d
(
P,UPU∗
)+
n−2∑
k=2
αk−1 + αk+1
2
d
(
P,UkPUk
∗)
+αn−2
2
d
(
P,Un−1PUn−1∗
)
for positive numbers α1, . . . ,αn−1.
By this procedure, the n − 1-tuple of coefﬁcients (α1, . . . ,αn−1) changes into(
α2
2
,
α1 + α3
2
,
α2 + α4
2
, . . . ,
αn−3 + αn−1
2
,
αn−2
2
)
.
This operation can be represented by an n − 1-by-n − 1 matrix A as follows:
A = 1
2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
1 0 1
1 0 1
. . .
. . .
. . .
. . .
. . . 1
1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence we only prove limi→∞ Ai = 0.
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Deﬁne an n − 1-by-n − 1 matrix T by
T =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 1
0 1
. . .
. . .
. . . 1
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We note that the numerical radius w(T) of T is known as w(T) = cos π
n+1 < 1 (see [13], also [8, p. 8,
Example]). Moreover,
w(A)
1
2
(w(T) + w(T∗)) = w(T) = cos π
n + 1 .
Hence we have
1
2
‖Ai‖w(Ai)(w(A))i  cosi π
n + 1 −→ 0 (as i → ∞),
that is, limi→∞ Ai = 0. HenceM is a singleton.
Next, we shall prove limi→∞ Pi = I ⊗ L. SinceM is a singleton, there exists a positive operator X
on K such thatM = {X} and
lim
i→∞ Pi = limi→∞UPiU
∗ = · · · = lim
i→∞U
n−1PiUn−1
∗ = X.
Since U is a bilateral shift and every UkPiU
k∗ is diagonal for k = 0, 1, 2, . . . , n − 1, X must be the form
X = I ⊗ L. It completes the proof.
As in the proof, Theorem 1 can be rewritten as the following form:
Theorem 1′. Let A1, . . . , An be positive operators on a Hilbert spaceH. Assume
A
(i)
k = A(i−1)k  A(i−1)k+1 and A(i)n = A(i−1)n  A(i−1)1 .
Then there exists a positive operator L onH such that
lim
i→∞ A
(i)
k = L forall k = 1, 2, . . . , n
in the Thompson metric.
In what follows, for positive operators A1, . . . , An, we denote the above limit L byL(A1, . . . , An). Of
course, for positive operators A, B, C, G(A, B, C) = L(A, B, C). Next, we shall check that L(A1, . . . , An)
satisﬁes properties (P1)–(P10) which is introduced in the second section. Obviously, L(A1, . . . , An)
satisﬁesproperties (P4)–(P8).Weobtain thatL(A1, . . . , An) satisﬁes (P1), (P2) and (P9) by the following
proposition:
Proposition 2. Let A1, . . . , An be positive operators such that they commute with each other. Then
L(A1, . . . , An) = (A1 · · · An)1/n.
Proof. Let P and U be deﬁned in (3.1). Since P = diag
(
· · · An, A1 , A2, . . . , An, . . .
)
,UPU∗ =
diag
(
. . . An−1, An , A1, . . . , An, . . .
)
. Hence we have
P1 = diag
(
. . . , An  An−1, A1  An , A2  A1, . . . , An  An−1, . . .
)
= diag
(
. . . ,
√
AnAn−1,
√
A1An ,
√
A2A1, . . . ,
√
AnAn−1, . . .
)
.
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Here we note that
√
A1An
√
A2A1 · · ·√AnAn−1 = A1 · · · An holds. Then, for
lim
i→∞ Pi = diag
(
. . . ,L(A1, . . . , An), L(A1, . . . , An) ,L(A1, . . . , An), . . .
)
,
we have
L(A1, . . . , An)
n = A1 · · · An,
that is, L(A1, . . . , An) = (A1 · · · An)1/n. 
We shall discuss (P3) and (P10) in the later.
4. Arithmetic and harmonic means
In the previous section, we consider a kind of operator mean via geometric mean of 2-operators.
But we have not known whether it is the same of geometric mean by Ando–Li–Mathias or not. In this
section, we will give a new construction of arithmetic mean of n-operators by using the samemethod
of the previous section.
Theorem 3. Let A1, . . . , An be positive operators on a Hilbert space H. Let U and P be deﬁned in (3.1).
Assume
Pi = Pi−1 + UPi−1U
∗
2
and P0 = P.
Then
lim
i→∞ Pi = I ⊗
A1 + A2 + · · · + An
n
in the norm topology.
Proof. Noting that by concrete computation, we have
UPU∗ = diag
(
. . . , An−1, An , A1, . . . , An, A1, . . .
)
.
Hence we have P = UnPUn∗.
Let
Pi = α(i)1 P + α(i)2 UPU∗ + · · · + α(i)n Un−1PUn−1∗.
Then
UPiU
∗ = α(i)n P + α(i)1 UPU∗ + · · · + α(i)n−1Un−1PUn−1∗
and we have
Pi+1 = Pi + UPiU
∗
2
= α
(i)
n + α(i)1
2
P + α
(i)
1 + α(i)2
2
UPU∗ + · · · + α
(i)
n−1 + α(i)n
2
Un−1PUn−1∗.
By this procedure, the n-tuple of coefﬁcients (α
(i)
1 , . . . ,α
(i)
n ) changes into⎛
⎝α(i)n + α(i)1
2
,
α
(i)
1 + α(i)2
2
, . . . ,
α
(i)
n−1 + α(i)n
2
⎞
⎠ .
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This operation can be represented by an n-by-nmatrix A as follows:
A = 1
2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 · · · · · · 0 1
1 1 0 · · · · · · 0
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
. . . 0
1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= I + N
2
,
where N is a unitary matrix such that
N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0 1
1 0 · · · · · · · · · 0
. . .
. . .
...
. . .
. . .
...
. . .
. . .
...
1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Let U be an n-by-n unitary matrix with the following form:
U = 1√
n
⎛
⎜⎜⎝
1
... ∗
1
⎞
⎟⎟⎠
such that U∗NU = diag
(
1,ω, . . . ,ωn−1
)
, where ω means the nth root of 1 with ω /= 1. Then
Ai =
(
I + N
2
)i
= U
⎛
⎜⎜⎜⎜⎜⎜⎝
1 (
1+ω
2
)i
. . . (
1+ωn−1
2
)i
⎞
⎟⎟⎟⎟⎟⎟⎠
U∗
−→U
⎛
⎜⎜⎜⎝
1
0
. . .
0
⎞
⎟⎟⎟⎠U∗ =
1
n
⎛
⎜⎜⎝
1 · · · 1
...
. . .
...
1 · · · 1
⎞
⎟⎟⎠ (as i → ∞).
Hence for each k = 1, 2, . . . , n, we have
lim
i→∞α
(i)
k =
α
(0)
1 + α(0)2 + · · · + α(0)n
n
.
Here, by P0 = P, we have α(0)k =
{
1 (k = 1),
0 (k /= 1), and
lim
i→∞α
(i)
k =
1
n
for all k = 1, 2, . . . , n.
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Hence we have
lim
i→∞ Pi =
1
n
(P + UPU∗ + U2PU2∗ + · · · + Un−1PUn−1∗) = I ⊗ A1 + · · · + An
n
,
that is, the proof is complete. 
By the same way, we can deﬁne harmonic mean H(A1, . . . , An) of n-operators. Moreover we can
see that L(A1, . . . , An) satisﬁes (P10) (arithmetic-geometric-harmonic means inequality) by using
H(A, B) A  BA(A, B)
for all positive invertible operators A and B.
Theorem 3 can be rewritten as the following form, too:
Theorem 3′. Let A1, . . . , An be positive operators on a Hilbert spaceH. Assume
A
(i)
k =
A
(i−1)
k + A(i−1)k+1
2
and A(i)n =
A
(i−1)
n + A(i−1)1
2
.
Then
lim
i→∞ A
(i)
k =
A1 + · · · + An
n
for all k = 1, 2, . . . , n
in the norm topology.
Next, we shall show Kantorovich type inequality as follows:
Theorem 4. Let A1, . . . , An be positive invertible operators such that σ(Ak) ⊆ [m,M] (k = 1, . . . , n) for
some positive numbers 0 < m < M. Then
A(A, . . . , An)
(M + m)2
4mM
L(A1, . . . , An).
Theorem 4 can be shown by the same way as [5, Theorem 7]. But for the reader’s convenient, we
give a proof. To prove this result, we need the following lemma [7, Theorem 1.32]:
Lemma 5. LetΦ be a positive linear map on the algebra B(H) of all bounded linear operators on a Hilbert
spaceH such that Φ(I) = I. Then
Φ(A)
(M + m)2
4mM
Φ(A−1)−1
holds for all positive operators A such that 0 < mI  AMI for some positive numbers 0 < m < M.
Proof of Theorem 4. Let a map Ψ be deﬁned by
Ψ
⎛
⎜⎜⎝
A1
. . .
An
⎞
⎟⎟⎠ = I ⊗ A(A1, . . . , An).
Then Ψ is a positive linear map such that Ψ (I) = I. Since
m
⎛
⎜⎜⎝
I
. . .
I
⎞
⎟⎟⎠
⎛
⎜⎜⎝
A1
. . .
An
⎞
⎟⎟⎠M
⎛
⎜⎜⎝
I
. . .
I
⎞
⎟⎟⎠ ,
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it follows from Lemma 5 that
Ψ
⎛
⎜⎜⎝
A1
. . .
An
⎞
⎟⎟⎠ (M + m)
2
4mM
Ψ
⎛
⎜⎜⎝
A
−1
1
. . .
A−1n
⎞
⎟⎟⎠
−1
,
that is,
A(A1, . . . , An)
(M + m)2
4mM
H(A1, . . . , An).
Therefore by (P10), we have
A(A1, . . . , An)
(M + m)2
4mM
H(A1, . . . , An)
(M + m)2
4mM
L(A1, . . . , An).
We have not obtained whether the constant
(M+m)2
4mM
is optimal or not.
5. On permutation invariant
We have already obtained that L(A1, . . . , An) satisﬁes properties (P1)–(P10) except (P3). We hope
that L(A1, . . . , An) satisﬁes (P3), i.e., permutation invariant. But there is a counterexample for the
problem as follows:
Theorem 6. There exist positive matrices A, B, C and D such that
L(A, B, C,D), L(A, B,D, C) and L(A, C, B,D)
are all different from each other.
Proof. Let U(θ) be a unitary matrix deﬁned by
U(θ) =
(
cos θ − sin θ
sin θ cos θ
)
and let A, B, C and D be positive matrices as follows:
A =
(
1 0
0 1
)
,
B = U
(
π
6
)(
1 0
0 100
)
U
(
π
6
)∗
,
C = U
(
10
9
π
)(
1 0
0 20
)
U
(
10
9
π
)∗
,
D = U
(
7
9
π
)(
10 0
0 4
)
U
(
7
9
π
)∗
.
Then concrete computing by MATLAB says that
L(A, B, C,D) =
(
7.830092 1.614080
1.614080 2.480581
)
,
L(A, B,D, C) =
(
8.201878 1.882447
1.882447 2.482545
)
,
L(A, C, B,D) =
(
7.773366 1.675709
1.675709 2.534766
)
.
Hence the proof is complete. 
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Since L(A1, . . . , An) does not satisfy permutation invariant, we obtain G(A1, . . . , An) /=
L(A1, . . . , An) for n 4, generally. Moreover we obtain the following fact:
Theorem 7. There exist positive matrices A, B, C and D such that
G(A, B, C,D) = G(A  B, B  C, C  D,D  A) (5.1)
does not hold.
Proof. If (5.1) holds for all positive operators, since the definition of L(A, B, C,D), we have
G(A, B, C,D) = G(A  B, B  C, C  D,D  A)
= G((A  B)  (B  C), (B  C)  (C  D), (C  D)
 (D  A), (D  A)  (A  B))
= · · ·
= G(L(A, B, C,D),L(A, B, C,D),L(A, B, C,D),L(A, B, C,D))
= L(A, B, C,D).
Hence L(A, B, C,D) satisﬁes (P3). It is a contradiction to Theorem 6. 
Hence we have
G(A1, . . . , An) /= G(A1  A2, . . . , An  A1)
for n 4, generally.
At the end of the paper, we construct a new geometric mean of 4-operators which satisﬁes (P1)–
(P10).
Deﬁnition 2. Let A, B, C and D be positive operators. The geometric meanGL(A, B, C,D) is deﬁned by
GL(A, B, C,D) = L(L(A, B, C,D),L(A, B,D, C),L(A, C, B,D)).
Theorem 8. Let A, B, C andDbe positive operators. The geometricmeanGL(A, B, C,D) satisﬁes (P1)–(P10).
Proof. We have only to prove that GL(A, B, C,D) satisﬁes (P3). By the definition of L(A, B, C,D), it
invariants under some permutation, exactly, rotation and reﬂection. So we only consider the case
L(A, B, C,D),L(A, B,D, C) and L(A, C, B,D). Since L(X , Y , Z) = G(X , Y , Z) for each positive operators
X , Y , and Z ,L(X , Y , Z) satisﬁes (P3). HenceGL(A, B, C,D) is so. 
Weremark thatGL(A, B, C,D) is different fromG(A, B, C,D), for example, letA, B, C andDbedeﬁned
in the proof of Theorem 6. Then MATLAB says
GL(A, B, C,D) =
(
7.931468 1.723281
1.723281 2.494825
)
,
G(A, B, C,D) =
(
7.935831 1.722989
1.722989 2.493326
)
.
In the number case, geometric mean is only deﬁned by (a1 · · · an)1/n. But since operators are non-
commutative, geometricmean can be deﬁned by some forms. So onemight think that some geometric
means of n-operators are useful in some cases, but some ones also useful in other cases. We can apply
geometric mean of n-operators according to the situation. The above geometric meanGL(A, B, C,D) is
better for computing than the geometric mean by Ando–Li–Mathias.
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