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Abstract
Twitter is one of the most popular microblogging and social networking services. Many people
from a wide range of backgrounds use Twitter to contribute their thoughts on different topics
through postings, known as “tweets”. Analysts collect and analyze tweets to extract knowledge.
To rely on tweets, it is crucial to assess Twitter users’ credibility. In recent years, researchers
have proposed various techniques, especially data analytics models, for evaluating Twitter users
and analyzing their behaviour; however, these techniques do not engage analysts in the process,
leading to a lack of understanding and trust in results. In this thesis, an exploratory visual
analytics system is designed and implemented to help with triaging Twitter users. To this end,
the system can leverage analysts’ expertise and knowledge through interactive visualization
to assist them in understanding the underlying information within data. Subsequently, a case
study demonstrates the capabilities of the system in identifying Twitter users.

Keywords: visual analytics, triage, twitter data, twitter user group association
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Summary for Lay Audience
As one of the most popular microblogging and social media services, Twitter has millions
of monthly active users who publish an abundance of daily postings. This platform allows
users from a wide range of backgrounds to publish their thought and opinion on various topics.
Analyzing Twitter users’ behaviour in terms of contributions to different topics and their group
association is an integral part of investigating tweets. For instance, many automatic accounts,
known as bots, are being used to propagate different content on Twitter. In addition, some
associated accounts may publish fake news on Twitter. Therefore, to rely on tweets as a source
of information, a journalist who aims to collect tweets for news and stay updated has to analyze
and identify the users who posted about specific topics. The current approaches for identifying
Twitter users do not engage the analysts in the process, leading to a lack of understanding and
trust in results. This thesis proposes a system that represents information through interactive
visualizations. Besides, the system takes advantage of data analysis models to support users’
identification process. A case study shows that the system assists analysts in understanding
Twitter users’ information and detect the hidden patterns and potential similarities between the
users.
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Chapter 1
Introduction to the Study
1.1

Introduction

With the advent of micro-blogging services, a massive amount of data has been generated by
users of them. According to their nature, micro-blogging services allow users to express their
thoughts and communicate with other users through texts, images, and video links. Among all
micro-blogging platforms in today’s world, Twitter is one of the most popular ones [1]. This
service has attracted millions of monthly users from a variety of backgrounds who exchange
up to 500 million tweets per day, in a wide range of topics [2]. Therefore, Twitter has become
an invaluable source of data from which analysts can extract patterns and knowledge. Many
researchers have conducted studies to make sense of tweets and their characteristics; however,
only a few research has considered an exploratory approach to create a mental model of Twitter
users.

As a type of social media service, micro-blogging enables users from different backgrounds
to share their daily experiences, commentary, and perspectives toward various topics in the
form of short postings [3]. These services facilitate their users’ communication within a private network or in public, by exchanging brief messages. Compared to traditional blogging,
micro-blogging limits the size of posts, which provides faster investment of generated content,
and the users tend to publish updates with higher frequency [4, 5]. Several services provide
micro-blogging, including Tumblr, Jaiku, Pownce, and Twitter.
1
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Twitter is one of the most influential micro-blogging services launched in the Fall of 2006,
and to date, it has attracted over 330 million monthly active users. Twitter allows its users to
publish their posts, known as “tweets”, or to republish the others’ tweets. These posts would
be accessible to their followers or the public, based on the users’ privacy setup. Besides, these
tweets may appear as a result of a search conducted on Twitter’s searching tool for finding
tweets that match certain words, keywords, dates, or places. Moreover, the results that return from search engines, such as Google, automatically include live updates of micro-blogs
content; therefore, any post through Twitter can be available as public knowledge [4]. Accordingly, Twitter has become a principal medium for broadcasting information and communicating
messages, which has attracted attention from the popular press and scholars [6, 7] either for
publishing new content or for taking advantage of existing ones.

For analysts, Twitter is an invaluable resource that provides them with data on a wide range
of topics. Users with different backgrounds such as health-care practitioners, politicians [7],
humanitarian assistants [8, 9], activists [10], journalists [11–13], scholars [7, 14, 15], or employees in a workplace [16] can use Twitter for announcing events and sharing thoughts and
resources with others. Simultaneously the users can read the others’ tweets to gain insight
into a topic of interest or to contact or follow other contributors. In the case of journalism,
Twitter is considered as a news environment that allows professional and non-professional citizen journalists to broadcast news tweets. Many professional journalists publish the content
or hyperlink to a news website on Twitter, and other users can retweet that content. On the
other hand, the public may be involved in news production and propagation by sharing what
is going on around them or retweeting the others’ posts. Observing those tweets, professional
journalists may choose to contact the authors for probing more information and covering the
news [15, 17]. These are just a few examples of the indisputable role of Twitter in the dissemination of diverse information. An integral part of acquiring a high-level overview from
potential knowledge among this massive data is to investigate Twitter users as the authors of
tweets.

1.1. Introduction
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Exploring Twitter users’ behaviour over time and in different topics is essential for making sense of information space and trusting tweets as a source of information. Along with all
of its advantageous data, Twitter can play the role of a misinformation propagation platform
[10, 18, 19] which contains unreliable content, as well. This content can be generated either
unintentionally or intentionally by users, including bots, parody accounts, or real users that are
possibly associated with a particular group. Therefore, an exploratory system is required to
extract and assess tweets’ features. Regarding the journalism, a journalist who attempts to collect information from tweets and produce credible content has to go over a large set of tweets
to evaluate parameters [20] such as novelty [21], credibility, and the group association of the
users. Thus, an exploratory system is required for enabling analysts to perform cognitive tasks
on data for identifying Twitter users.

Accessing Twitter users and their tweets is a prerequisite for knowledge extraction from
Twitter data; however, to accomplish a cognitive task based on this data, an analyst needs to
go further and explore the information space for underlying patterns and evidence [22, 23]. To
this end, analysts have to examine each user individually or within a group of users to detect
any pattern. Generally, analysts seeking information among a large set of available documents,
such as returned documents from search tools, sort through many documents to arrange them
based on their relevance to a desired information. This time-constrained assessment, which
usually takes place based on insufficient knowledge, is known as “triage” [24, 25]. The word
“triage” originates from the French verb “trier”, which means to sift or to sort. A triage process
categorizes individuals from a large set of documents to facilitate grouping and cognitive activities process [26]. Accordingly, it is essential to develop a triaging system for investigating
Twitter users’ behaviour in terms of their contributions.

According to distributed cognition theory, rather than taking place on an individual’s brain,
cognitive activity ensues through a collaboration of the human and environment. This collaboration occurs over time and is the result of interactions among internal and external resources
[27, 28]. For instance, an analyst aiming to make sense of Twitter users has to go through a
dataset, process and interact with data, observe the results, use the background knowledge to
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analyze, and understand laying patterns or features. If any new information is found, the analyst may upgrade background knowledge with this new piece of information, and presumably,
start over the procedure to gain more insight from data. Accordingly, the cognitive activity
of sense-making does not merely happen in the analyst’s mind; instead, it takes place through
a combination of factors such analytical reasoning ability and background knowledge of the
analyst, computational and representational power of computers, and the interactions that the
analyst has with the represented information. Therefore, to achieve a cognitive activity, a system must balance between internal and external resources.

Developing an analytical system for identifying Twitter users and their group association
is challenging. Twitter users are identified with their usernames, screen names, and arbitrary
profile attributes, as well as their tweets’ contents and features. So the information about their
behaviour, relationships, and associations should be extracted based on the patterns in this
information [29]. For transferring this information to analysts, data visualization techniques
are essential to thoroughly represent the massive Twitter data in different levels of granularity.
However, it would not be feasible to find some patterns and features within the represented raw
data, so the analysts need to take advantage of proper analytical models. For instance, to find
relationships among Twitter users, their attributes should be aggregated and compared, which
can barely take place without analytical models. In addition, it is crucial to design an interaction protocol that helps analysts work with visualizations.

Most studies on Twitter users exploration and identification have focused on different analytical models to detect patterns and users’ attitudes, identification, and associations [12, 30–
34]. Even though these approaches can extract behavioural patterns of Twitter users, as the
analysts are not engaged in the process, these techniques lead to a lack of understanding, control on the process, and trust in the results. On the other hand, some research has considered
information visualization techniques together with analytical models [35–37], yet these approaches do not offer a comprehensive interactive visualization for different aspects of data.
This would limit analysts’ ability to investigate and create a mental model of Twitter users’
information.

1.2. Questions and Objectives
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Visual analytics (VA) is a body of knowledge that supports analytical reasoning through
information visualization, human-information interaction, and data analysis techniques [38].
Deriving insight from massive multidimensional data is challenging, so information visualization offers techniques to transfer complex information into comprehensible representations and
shift the burden from the cognition system to the perception system [39]. On the other hand,
data analytical models can extract hidden patterns and behaviours from data; however, due to
their non-transparent processing nature, these methods lead to a lower degree of comprehensibility for analysts, and a lack of confidence in the results [40]. VA systems support analysts to
execute complex cognitive activities on a large set of data [29, 40, 41] by applying information
visualization techniques along with analytical models on data to represent and extract patterns
and features that otherwise cannot be obtained. Based on how humans interact with the information space, these systems provide interactive interfaces.

This thesis aims to develop a system for helping analysts delve into Twitter users’ information to make sense of their behaviour and group association. The information is represented
based on information visualization principles, and the interactions are built on the EDIFICEAP framework epistemic action patterns [42]. This framework supports analysts to create a
mental model of the information space through interactive visualizations. Besides, the thesis
shows how analytical models can obtain and represent information that analysts cannot easily
extract by interacting with data. The system is developed as a part of an existing VA system
that supports real-time monitoring, analyzing, and making sense of tweet streams [43].

1.2

Questions and Objectives

Analysts, including scholars, journalists, and anyone intending to extract knowledge out of
Twitter data, need to examine the Twitter users. These users are the agents who generate and
determine the tweets’ characteristics that affect the result of the analysis. To this end, analysts
need to employ an exploratory system that provides them with information space visualization,
the ability to interact with those visuals, and computation assistance for deriving attributes
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and patterns. This system enables analysts to create a mental model of the users’ behaviours
during the time and their association and similarities to other users. Intending to design such
an exploratory system, this research poses and addresses the following research questions:
1. How would VA be employed to implement a triaging system for exploring Twitter users?
2. How would the VA system analysts engage in a triaging procedure?
3. How would the analysts use the system to determine tweets novelty, determine a user’s
credibility, and select a set of users?

1.3

Definition of Terms

Some of the terms in this research may seem ambiguous as they can describe different concepts,
or there may be multiple terms to define the same concept. So to avoid confusion, selected
terms and meanings are clarified as follows.
− Tweet: refers to a post made on Twitter.
− User: also known as Tweeter and Twitterer, refers to one who posts tweets.
− Analyst: refers to a potential user of the VA system.
− User’s behaviour: refers to contributions of a specific user during the time and within
different topics.
Hereafter, these words will be used for referring to the mentioned concepts.

1.4

Overview of the Structure

This research is organized as follows: Chapter 2 gives a brief overview of the background
on Twitter data analysis, cognitive activities, and VA systems. The third chapter describes a
new exploratory system for triaging Twitter users and, through a case study, illustrates how
the designed VA system assists analysts to fulfill the cognitive tasks. Subsequently, chapter 4
presents a discussion on the triaging Twitter users system and suggests some ways to extend
the research.

Chapter 2
Literature Review
In the literature, there has been a variety of experiments on Twitter users’ identification. Even
though most of these experiments use data analytics models, some research debate the capability of the sheer use of these techniques to address the need for information exploration when
more investigation is required. In this regard, the focus of the review is on exploratory, specifically triage systems. According to the literature, visual analysis is an indispensable part of
implementing an exploratory system. Therefore, this chapter presents an overview of research
on Twitter users, exploratory systems, and the principles of visual analytics.

2.1

Twitter Data

To retrieve Twitter data, analysts such as researchers, companies, and developers can access
or purchase public data through Twitter’s application programming interface (API) or existing
repositories. The source of the dataset may affect the quality of data. For instance, mostly the
datasets provided by free services are noisy and untidy [43]; however, different techniques such
as data cleaning methods can be employed to identify incomplete or irrelevant parts of data and
modify or remove it [44] based on the requirements of the problem that has to be solved.

An important parameter of Twitter streams is their content topic. Using this attribute, analysts can filter the massive amount of data and focus on tweets in a field of interest, which is
crucial for both analyzing real-time and historical data. Therefore several techniques are sug7
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gested to detect the underlying topic of tweets. In a survey, Ibrahim et al. [45] studied different
systems and approaches for detecting topics of data from Twitter streams. Pointing out the use
cases of this attribute in different analyses, the authors claim each technique has different outcomes and performance. They introduce a taxonomy of the existing techniques. As the survey
suggests, one of the conventional approaches for topic detection is to describe each topic by a
set of keywords.

2.2

Twitter Users’ Identification

In recent years there has been substantial interest in studying Twitter users as the agents that
generate or propagate content on Twitter. Many researchers attempted to classify Twitter users
based on criteria such as users’ demographic information or association with a specific group
[15]. According to the literature, the most prominent characteristics of the users are their
network (such as following and follower accounts), their behaviour (contributions in different
topics during the time), and their association to potential groups. The first characteristic is
accessible within Twitter’s API dataset; however, the available Twitter data does not contain
many aspects of the users’ behaviours and background. Hence, for accessing these features, a
more in-depth investigation is required. The existing literature indicates that identifying Twitter users is crucial for analysts; therefore, many researchers endeavour to develop approaches
to extract this information.

Most studies have focused on data analytics models for attaining Twitter users’ derived
attributes; however, along with using such techniques, a considerable number of approaches
need to explore the information space and compare the individual entities by human agents.
For instance, to use scientific contents on Twitter, Hadgu and Jäschke [14] developed a classification approach to distinguish researcher users from non-researchers ones. For training their
model, they collected a set of researcher users by filtering and finding relevant tweets based
on their profile information and tweet contents. They mentioned that for extending the work,
a group of researchers would help to distinguish researchers association to different research
areas and identify expertise and connections between disciplines. So exploring Twitter users
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and their tweets is inevitable.

Likewise, various approaches have been proposed algorithms to detect the bots. Since using bots for distributing information has been widespread among news and information services
[46], detecting such automated accounts is critical. Exploring bots helps to understand their
intention and group association and differentiate between malicious and safe bots. Referring
to the possible harms of malicious bots, Chavoshi et al. [30] suggest a real-time unsupervised
approach for detecting bots by correlating their activities. The authors demonstrate a video capture of two unrelated users and a group of bot accounts. The authors indicate that the agents’
highly correlated activities can only be justified as if they are controlled automatically as bots.
Later, for verification of their method, the researchers asked human judges to compare and find
the relationships and patterns in their detected bots.

As a further example, Lokot and Diakopoulos [46] studied the role of journalism bots in
information dissemination on Twitter. They manually collected a set of known bots, based
on the account titles, handles, and bios, to examine these automated accounts’ functionality.
The samples were limited to a set of known bots that did not hide their identity, and the existing bot detector classifier they used failed to detect most of the actual bots. Indicating the
non-transparency of news bots and their creator’s intention, the authors emphasize the necessity of understanding the credibility of these automated accounts by journalists and other news
consumers. In another work, Chen and Subramanian [32] developed a bot detector that filters
Twitter users based on the keywords in their tweets. According to the duplication of contents,
the algorithm classifies the users and subsequently inspect their URL to discover the source.
These strategies can help analysts ascertain aspects of underlying information about the users;
however, as mentioned by Kahng et al. [47], understanding these methods’ functionality, interpreting the results, and trusting them remains a challenge for the analysts.

Accordingly, to rely on Twitter data analysts need to identify Twitter users and their association. To address this concern, most of the reviewed studies offered data analysis models.
Some of these works required human agents to explore the users’ information individually at
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different stages, such as collecting a set of training data or validating the results. Whereas some
other methods defined criteria and thresholds to automatically collect the users, the absence of
analysts in the process may lead to an inadequate understanding of the process, misinterpreting
the results for them, and lack of trust and adaptability [40]. Besides, these techniques do not
take advantage of analysts’ expertise in the process. Many researchers have studied the role of
analysts and approaches to involve them in the process concerning these challenges. The next
section discusses these experiments and systems for exploring Twitter data and making sense
of them in the context of a triaging task.

2.3

Exploratory Systems

White and Roth [48] defined exploratory search as a type of information seeking and a sensemaking activity concentrated on gathering and using information when analysts are unfamiliar
with a domain of interest or unsure of how to achieve it. Explaining the essential information
activities, the authors assert that information visualization is “an important element in hypothesis and insight generation and learning information landscape.” In another study on Twitter
users’ exploratory search behaviour on social media and the web, Choi et al. [21] claimed that
exploring social media provides analysts with a more focused set of relevant documents and
resources. They classified other scholars’ work into two categories: some scholars investigated
the nature of exploratory searches, including uncertainty, innovation, knowledge discovery,
learning, and investigation, while others evaluated information with measures such as mean
reciprocal and novelty.

Referring to the role of investigative searches in achieving a high-level mental model, Marchionini [49] declares three main search activities, including lookup search, learning search,
and investigating search. Lookup searches are closed-ended for retrieving known information,
and question/answering. Exploratory search is more akin to the learn and investigating search
[21]. Learning search involves returning sets of objects in multiple iterations that require cognitive processing and interpretation, and investigate search takes place to accomplish a complex
cognitive activity. As Dimitrova et al. mentioned [50], the relationship among these phases
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is not linear. Instead, analysts go through a combination of stages to extract discoveries from
presented information, and the goal is to help analysts build relationships among discovered
items. For instance, in an exploratory search, an expert has to sort through a set of documents
and determine which resource may be useful, and meanwhile, the expert may wish to change
the exploratory style into a more effective one. Therefore, in the design of exploratory systems, there should be a certain degree of flexibility to give analysts more control over moving
between stages. This idea is well examined in the distributed cognition theory and employed
in visual analytics. In the following, the exploratory search is discussed in the form of triage,
and then there is a brief overview of distributed cognition theory.

Twitter users create an invaluable online repository of data with their tweets. According
to Chang et al. [51] to make sense of this available online data, analysts need to sift through a
large set of documents, explore based on desired aspects, and find documents that meet their
criteria. This procedure is known as triage. In this process, the analysts should be able to employ additional criteria. To this end, the researchers suggested employing visual explanation
and a more in-depth exploration of search results to help analysts gain insight into the information space. For designing an exploratory system, distributed cognition theory is discussed after
a brief overview of triage.

2.3.1

Triage

A plethora of digital documents are accessible online. Even though these documents have created a useful repository to find information on a topic of interest, one has to go through a myriad
of documents to find the most relevant. To do so, analysts have to rapidly skim, scan, possibly
compare, evaluate, and select different documents. This process is known as document triage.
Bae et al. [24] define document triage as “the practice of quickly determining the merit and
disposition of relevant documents”. The authors make a distinction between triage activity and
other document findings. They point out that in a triage process, there are sets of focal and peripheral relevant documents, and the analysts seek the document sets to find the most relevant.

12
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Figure 2.1: Document triage sets
The documents classified as triaged (T) or Non-triaged (N). The moment the triage process
begins, the document set that the analyst works with would be classified as triaged. During the
triage process each document would be categorized as accepted, rejected, or uncertain [25] 1

The authors show that analysts mostly evaluate the documents based on their content in comparison with metadata, so when they find a set of useful documents, they spend more time on it.

With a focus on manual processes in document triage, Loizides and Buchanan [25] employ
a set theory perspective to illustrate the process. As they describe, the process begins when
documents are presented to the information seeker. Initially, all documents belong to the not
triaged set. While triaging, documents move to the triaged set, partied in three possible sets:
accepted for the relevant document, rejected for the irrelevant document, or uncertain documents for documents that need further examination (Figure 2.1) 1 . The process ends when all
documents are examined, and the documents that are never evaluated are implicitly considered
as rejected. During the triage process, if a change in knowledge status leads to a change in
information needs, the process starts over.
1

The publisher’s permission for reusing the figure is granted.
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The first level of document evaluation in Loizides and Buchanan [25] study is “multiple
document” triage [52]. First, an initial document set is selected without an in-depth examination, usually as a result of a query. In this level, the documents would be accepted as relevant
or rejected. The next level is “within-document”, also known as “individual document” [52], in
which analysts rapidly inspect some parts of individual accepted documents’ properties. After
passing these two levels, the analysts need to read the relevant documents thoroughly to extract
and decide on the documents’ relevance to the needed information. The authors introduce this
stage as the “Further-Reading” level. While the analysts update their knowledge, they may
circulate through these levels to explore documents. For developing a system to triage Twitter
users according to their tweets, the system has to support analysts to move between these levels and gain insight into the information. To this end, distributed cognition theory should be
adopted as a framework for design.

2.3.2

Distributed Cognition

In their seminal article, Hollan et al. [27] describe distributed cognition theory as an essential
means of understanding human cognitive activity and designing effective interactions among
humans and technologies. The challenges of supporting complex tasks, designing interaction, and managing exploitation of information have arisen with the advancement of humancomputer interactions. To address the challenges, researchers require a theoretical foundation
for an effective design of a human-centred interaction. The authors distinguished distributed
cognition from the traditional view and emphasized that a cognitive process involves functional
relationships among internal and external resources in the distributed cognition view. Moreover, a cognitive process may be distributed over time, as an external resource, in that the result
of earlier events in a process affects the next events.

Distributed cognition has been proposed [28] as a robust framework for information visualization systems. Liu et al. point out that the traditional view of human-information processing
encompasses three stages of perception, cognition, and action. Based on this view, cognition is
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a process inside an individual’s brain, and environment elements are acknowledged as a source
of content. These elements are stored in memory as representations to assist the thinking process and associate with the perception stage. Therefore, in the traditional view, visual systems
are considered as cognition amplifiers but do not take part in the cognitive process. However,
in the distributed cognition view, cognition is an emergent property of interaction that couples
external representations such as visual systems with the internal representations. Based on this
view, in an information visualization system, individuals have to gain a mental model of the
information space through interaction with visualizations. An exploratory visual analytics system built on distributed cognition can balance the internal and external resources of cognition.

2.4

Visual Analysis

Visual analytics is a body of knowledge that expedites analytical reasoning through interactive visual interfaces [29]. This multidisciplinary field encompasses information visualization, human-information interaction, and data analysis techniques for supporting analysts to
accomplish a complex cognitive activity [40, 42, 53, 54]. A cognitive activity is considered as
complex, provided it deals with complex information in complex circumstances [42], such as
making sense of massive, dynamic, and uncertain data on Twitter. According to a survey by
Wu et al. [54], numerous studies are exploring visual analytics methods for social media data.
Examining various types of systems, the authors classify these studies in two classes of information gathering, including information retrieval and triage [43], and understanding users’
behaviour.

If employed suitably, Information visualization techniques can transform unsuited complex raw information to comprehensible representations into which analysts can gain insight
[55] and detect underlying facts and patterns. In recent years, information visualization has
received a great deal of attention. Many studies have implemented visualization designs that
are focused on specific purposes. The examples include Rotta et al. s’ [56] work on visualizing
Twitter users’ clusters to support rumour detection and the graph visualization offered by Jus-
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sila et al. [57] for representing the behaviour of scholar Twitter users attending a conference.
These works show the information in a more comprehensible manner to analysts; however,
they do not support researchers and developers in designing coherent visual analytics systems
for various information spaces and scenarios.

On the other hand, the same data could be visualized in different ways that afford different
levels of understanding. In his introductory to information visualization, Spence [55] presents
some of the available representation techniques. He claims that if the techniques are not used
appropriately, they can lead to misunderstanding. In addition to attempts to develop systems
for specific scenarios, some researchers have endeavoured to develop frameworks for supporting analysts from different backgrounds to obtain a thorough view of a domain [58]. In their
work on the design of visualizations for human-information interactions book, Sedig and Parsons [59] introduced a pattern-based framework. This framework allows designers to identify
appropriate visual marks for representing information, along with describing the syntax for
blending patterns, based on the objectives. These techniques can be applied to both static and
interactive visualization. The hidden information should be visualized in two respects: externally, to transform information into understandable representations and visualizations, and
internally as a mental model for the analysts who work with the VA system. A challenge for
designing practical visualizations is to know how human works with information and reasons.
These subjects are discussed in the human-information interaction field.

To accomplish a complex cognitive activity, analysts need to engage with visualization
interfaces to control, modify, and transfer visualizations where needed. According to distributed cognition theory, complex cognitive activities such as decision making, problemsolving, sense-making, knowledge discovery, interpreting, planning, and investigating would
be attained by the interaction of analysts with information visualizations. Even though interaction has an indisputable role for visualization approaches, literature shows that interaction
did not receive enough attention in comparison with visualization techniques. Yet, as Tominski
[60] reviews, there are some studies suggesting frameworks such as Sedig and Parson’s [42, 59]
EDIFICE-AP framework. This framework allows designers to predict interaction needs, and
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creatively design and develop interactive interfaces applicable to different technologies, analysts, activities, and visualization. The authors illustrate that to accomplish a cognitive activity,
analysts should engage the visual representation of information space for perception, and then,
as tentacles apply actions to interact with information space and modify it as desired. So with
breaking down a complex cognitive activity into more straightforward cognitive tasks and then
into interactive and visual tasks, the framework introduces a comprehensive pattern-oriented
list of interactions and visual marks.

In the case of Twitter users triage, analysts should be able to move among triage process
levels. As analysts improve their knowledge, they may change their direction and strategy of
exploration. To this end, a robust system is required to enable them to interact with information.
The combination of information visualization and human-information interaction is useful in
offering the opportunity to develop such potent systems that enable analysts to gain insight
into the information; nonetheless, there still might be some aspects of information that analysts cannot attain without the help of data analytics methods. Therefore, VA systems leverage
data analytics models to extract underlying information that analysts cannot achieve without
them. In the triage process, after filtering all documents, analysts need to compare multiple
documents and assess their relevance to the topic of interest, yet there is no explicit attribute
in Twitter data to allow analysts to accomplish such an assessment. Accordingly, VA systems
employ data analytics models such as machine learning methods together with information
visualization and human-information interaction to empower analysts to create a high-level internal picture of information [40, 42].

In recent years there has been a growing interest in developing exploratory systems for
analyzing Twitter data. The majority of research tended to focus on tweets sentiment and the
users’ networks based on their following and follower accounts, and there is not much work on
using the VA system to triage Twitter users. In a survey on VA systems for social media [54],
the authors introduce some works on extracting networks, social-temporal, and textual information. These works focused on extracting aspects of underlying information on Twitter data.
In another study by Sana et al. [61], researchers developed a VA system that leverages linear
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discriminant analysis (LDA) method for topic modelling and showing discussed topics and the
trends on Twitter. This system provides analysts with an overview of the topic flow, though
the approach does not consider contributor users in visualization. Likewise, Abdelsadek et al.
[62] proposed a VA system for detecting users’ communication. This system visualizes Twitter
users’ clusters based on topics they contribute in and provides interactions that allow analysts
to drill down into the information visualizations to learn more; however, this work does not
consider the time parameter of tweets, which is an essential parameter in detecting Twitter
users’ group association.

In a study on tweets analysis, Haghighati and Sedig [43] present a visual analytics system
for monitoring and sense-making of real-time Twitter data (VARTTA). This system empowers
analysts to gain insight into the tweet topics, content theme, and users’ group. Further, since
any analysis technique provides a different result [45], the system allows the analysts to apply
various machine learning algorithms for sentiment analysis and topic detection, and compare
the outcomes. As mentioned, VARTTA provides interactions to assist analysts in gaining insight into the most influential Twitter users, their groups, and tweets sentiments; however, the
relationships of individual users with topics and the pattern of contributions over time remain
ambiguous. Even though this information is available through different representations in the
system, the required element for triaging tasks are scattered on different screens. Accordingly,
designing a VA system to triage Twitter users for understanding their behaviour and group
association is essential.

Chapter 3
Methodology
Delivering the underlying information within the Twitter data to analysts through interactive
external and internal visualizations is challenging. First of all, Twitter users’ behaviour toward
different topics and their group associations are not explicitly available in the original data;
instead, they are reflected in the contributions and actions of the users. Therefore, a Twitter
user’s behaviour must be defined according to the user’s tweets as a whole. Another challenge
in this regard is that due to a large number of available Twitter users’ data and metadata, extracting and using such information requires techniques for assigning values to the users. This
value would equip analysts with the ability to compare the users. Information visualization
techniques can potentially engage the analysts in the process of knowledge extraction and take
advantage of analytical models to address the challenges and create a deeper understanding of
the information space and trust in the results.

In this thesis, an exploratory system is designed and implemented based on a framework
for visualizations of human-information interaction techniques [59]. The framework provides
conceptual aids for systematically designing systems, bringing the analysts in the process,
and allowing them to apply their knowledge and to change representations as desired. Respectively, the system employs the comprehensive list of interactions presented in the EDIFICE-AP
framework [42] for predicting the possible interaction that an analyst might need. Besides, the
system is implemented as a part of VARTTA [43], since the design of VARTTA is compatible with the Twitter users’ triaging system design. In addition, in a body, these systems can
18
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serve analysts to achieve the ultimate goal of sense-making and understanding the information
space. Eventually, to determine whether the developed system would assist the analysts in accomplishing cognitive activities, a case study is designed to illustrate how the system would
help analysts identify Twitter users and their associations.

This chapter presents the design of triaging Twitter users system. The first section describes
data as well as the steps for extracting attributes that are not available in the initial data. The
next section illustrates the stages of constructing a VA system that translates the data into
knowledge. Subsequently, the implementation description is provided in the following section.
Finally, a showcase of the system provided to demonstrate how the designed system helps the
analysts gain insight into Twitter users’ behaviour.

3.1

Data

Having an overview of the literature, to explore Twitter users’ behaviour, analysts need to
consider their activities on different topics over time and possibly compare them with other
relevant users. For this purpose, analysts require pertinent features with which they can assess
and identify Twitter users. This research has used free samples of Twitter API data, available
in the form of JavaScript Object Notation (JSON) files. These files encompass different types
of features and metadata that show aspects of data such as location and description; however,
these are arbitrary attributes determined by the Twitter users and may remain void or contain
unreal values. So in this study, the focus is on the given attributes that are relevant to the Twitter
users’ behaviour and affiliation.

In general, tweets are identified with features such as id, release time, content, used symbols and hashtags, author, and other metadata (Figure 3.1). Likewise, the available features
for identifying authors are id, screen name, network information (e.g. number of followers
and followings accounts), profile information, joining date, and other metadata regarding the
account. Other features such as Twitter users similarity and the topic of contributions are implicitly available in the content and features of the dataset and can be extracted with analytical
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Figure 3.1: The format of Twitter data, a screen shot from some features

techniques [43].

3.1.1

Tweet Topics

As mentioned in the previous chapter, different approaches have been suggested to extract
tweet topics. One of these approaches is to describe each topic by a set of keywords [45].
The focus of this research is not on the topic detection technique; instead, it focuses on how to
represent each topic’s connection to the Twitter users. So with this general design, regardless of
the employed topic extraction method, topics are assigned to the tweets and the corresponded
Twitter users. In this thesis, topics have been assigned to the tweets based on the used keywords
in the content. In other words, each topic group contains some keywords so that a topic is
assigned to a tweet, provided any corresponded keyword has appeared in the tweet content.

3.1.2

Twitter Users’ Similarity

To analyze Twitter users, the other essential derived attribute is a criterion for comparing them.
In this thesis, each Twitter user is treated as a document that contains all of the user’s tweets.
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Hence, the analysts can compare the users by comparing their corresponded documents. In the
thesis, the TF-IDF method has been used to calculate the users’ similarity measure; however,
other applicable methods can be used, alternatively.

TF-IDF is one of the most popular methods for reflecting each term’s importance in a document corpus. To more precisely evaluate each term in a document, TF-IDF weights the term
based on the number of its appearance in a document divided by the number of documents in
the corpus that contain the term. Accordingly, this approach declines the importance of the
terms that appear in most of the documents, such as propositions. TF-IDF assigns a vector to
each document, and the vectors’ entries are the measured weights of the terms in a document.
The similarity of the two documents can be determined by calculating the similarity of their
vectors. For this purpose, the cosine similarity metric is used [63].

Wm,i

N
= f reqm,i × log
nm

!
(3.1)

TF-IDF calculation, freq(m, i) is the frequency of term t in document i. N is the number of
documents in the collection, and n is the number of documents containing the term t. Also, the
equation for cosine similarity of two document p and q with n words is as follows:
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It should be noted that in comparison with other document similarity metrics, TF-IDF is
relatively simple and easy to measure. However, Since the design is modular, other methods are
applicable as well. For this, the documents’ vectors and their similarity should be calculated
based on the algorithm and assigned to the data.

3.2

Triaging System Design

As mentioned before, a triage process takes place in three stages. The first stage is filtering
a large number of available documents to collect a smaller set of relevant ones. This set can

22

Chapter 3. Methodology

Figure 3.2: Triage process levels
(1) filtering multiple Twitter users with some criteria (2) inspecting selected Twitter users
based on their attributes (3) scanning individual Twitter users’ profile and tweet contents

be obtained after querying Twitter users by different attributes, such as Twitter users’ profile
attributes or a specific topic they have written about. At this stage, some documents would
be rejected, and another part would be passed to the next level for a more in-depth inspection.
Since this information is digital, the analysts need an interface to interact with the information
so that by reviewing and changing the information, they can decide to reject some documents
and select the others for further review. Seeking for more detailed information, the analysts
scan each document to understand actual contents (Figure 3.2). This step takes place by displaying and interacting with document text.

Displaying a myriad of available tweets and Twitter user’s data on limited screens is not
feasible on one shot. Besides, interacting with this amount of information is challenging and
can barely lead to knowledge extraction. So on the first stage of Twitter user triage, the analyst
has to filter data before displaying it. Therefore, based on criteria such as time and subject, a
reasonable amount of data would be displayed, and the analyst can limit selected documents
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by applying more filters. Creating such an environment requires visualization techniques along
with appropriate interactions. In the final stage, the analyst needs to drill down and actually
read the text of a user’s tweets to decide on the concept and its relevance to other documents.

Literature shows that to determine the Twitter users’ group affiliation, patterns of activity
in different topics, contributions during a time frame, and their similarity with each other are
essential factors to be considered. Therefore, the relevant components are designed and illustrated in this section. As mentioned, the design of these components is based on the patternbased framework suggested by Sedig and Parsons [59]. First, the information space, activities,
and tasks that the analysts are likely to perform are discussed. According to this stage, three
major components can represent the Twitter user’s activities. Next, the process of adopting visualization techniques for representing information as well as designing interactions for moving within visualizations and changing them are explained respectively for each component. It
should be noted that theses stages are interrelated, and the decisions made on each stage affect
the others. So even though it is presented sequentially, the designing process took place by
moving back-and-forth between the stages.

3.2.1

Information Space and Task Space

In the dataset, each tweet is sent by a Twitter user, so there may exist multiple tweets of the
same user on different topics and time. If a tweet has particular keywords, it can be assigned
to the corresponded topic category. Therefore, according to the information space, each topic
may contain several keywords, and each keyword has been used in several tweets (Figure 3.3).
For instance, the Twitter users who used the keyword “Dems” in their tweets are implicitly associated with the “democratic” topic. Accordingly, information entities are topics, keywords,
and tweets, and the relationship between them. The attributes regarding creation time and similarity measures are attributed to the tweets. The initial data is heterogeneous and contains
features with various types such as images, texts, and numerical values; however, non-textual
information is not the concern of this thesis. The information space is open to new tweets, and
upcoming data could be visualized and analyzed.
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Figure 3.3: Information space
Each topic encompasses some keywords, each keyword is associated to a number of tweets,
and each tweet is published by a user.

Three major components are designed to separately represent the underlying information
about Twitter users’ relationship with the mentioned attributes, including topic-user association, time-user association, and user-user similarity. These components would lead to a more
concentrated observation of an attribute to find potential patterns. However, the components
are not fully detached, and while the analysts interact with each component, the other components would update, respectively. To explore the relationships, analysts require an interactive
visualization that enables them to perform associating, comparing, detecting, discriminating,
finding, focusing, identifying, observing, recognizing, and scanning the entities. The next sections describe these components.

3.2.2

Topic-User Association

To explore Twitter users based on the tweets’ content, analysts need to extract patterns within
the relationship of each user to a topic or keyword. So this information should be accessi-
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ble through the represented information. In this regard, individual information items such as
entities, attributes, relationships, and systems are assigned to appropriate visual marks. The
patterns of components are selected based on the offered visual patterns list [59]. Accordingly,
each of the topics, keywords, and Twitter users must be displayed individually onto a single
unitized visual representation, known as a token. Also, the relationship between Twitter users
with contributed topics and keywords and the connection between topics and corresponded
keywords have to be reflected.
Visualization
As Meirelles [58] suggests, there are different ways to demonstrate the hierarchy in information space. One of these visualization techniques is using a sunburst, also known as a radial
icicle. Figure 3.4 shows the designed component for representing information of Twitter users
and topic association, with a sample data of political tweets. Information items (i.e. Twitter users, topics, and keywords) are visualized with tokens. The relationship between a user
and contributed topics is depicted with links. Also, colours discriminate each topic group and
their keywords, and the size of the corresponded arc has a direct relation with the number of
tweets in that subject. Therefore, the keywords and topics popularity is demonstrated by their
arc portion, so by observing the diagram, an analyst can identify the most popular topics and
keywords. As discussed, the topic-user association is represented as well as the keywords that
a topic encompasses. To go further and see the related keywords to a Twitter user, the analyst requires to interact with information space and filter it. The next part discussed the list of
designed interactions.
Interaction Design
For working with represented information, the analyst has to interact with visualizations to
change or modify them. In this thesis, the list of possible interactions is designed according to
the proposed catalog of epistemic action patterns by Sedig and Parsons [42]. For predicting the
required interactions to accomplish the triage task, different scenarios have been considered.
For instance, an analyst might want to see the relationship between the Twitter users and the
used keywords. Also, the analyst might need to create a pile of Twitter users for more inves-

26

Chapter 3. Methodology

Figure 3.4: Topic-User component for exploring contributions in topics/keywords
Topics and keywords are depicted as arc with different colours, and the ribbons connects them
with the Twitter user tokens.
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tigation in other components. Besides, an analyst should be able to select all Twitter users
associated with a topic or a keyword.

Likewise, the other required epistemic actions to accomplish the triaging task are determined. Before explaining the predicted interactions for the topic-user component, it should be
noted that Twitter users are the communal parameter in all the components. Therefore an additional component is designed to aggregate the interactions regarding Twitter users’ behaviour
and profiles that are mutual among all three components. Interactions that are merely related to
a single component are explained for this component. Subsequently, the design of communal
interactions is discussed separately. Another important statement is that the interactions are not
independent and may overlap. So an interaction may serve several epistemic actions.

The predicted interactions for the topic-user component involve the epistemic actions, including comparing, drilling, storing/ retrieve, selecting, arranging, and filtering. The first four
actions are communal and are discussed in the next sections. As mentioned, the analysts may
want to see the direct relationship between the keywords and the users. That can be accomplished by rearranging the place of topics and keywords. As shown in Figure 3.5, the Twitter
users are directly linked to the keywords.

In this component, selecting and filtering actions overlap. The analyst can move the mouse
cursor on the topics, to highlight all associated keywords and Twitter users, and dim the rest
visuals (Figure 3.6). The same interaction is possible for keywords and Twitter users. By selecting any of these visuals, the analyst selects all related entities, and by repeating the action,
the analyst can deselect them. Filtering is defined as “displaying a subset of visual representation elements according to certain criteria”. Accordingly, filtering Twitter users based on the
topics/keywords they used and filtering topics/keywords based on the Twitter users who used
them can happen through selecting entities.
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Figure 3.5: Topic-user component, arranging topics and keywords
By arranging the place of keywords and topics, analysts can change the level of granularity.

Figure 3.6: Topic-User component, selecting and filtering actions
The analysts can hover the mouse pointer on the entities to select them or filter data based on
selected topic/keyword.
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Time-User Association

The other critical attribute of tweets for the triaging process is the time factor, according to
which important conclusions such as novelty or association with other tweets and Twitter users
can be inferred. As mentioned in the previous chapter, examining analysts’ behaviour patterns
over time can help analysts conclude group association detection, especially for bots. As a result, the analysts need to examine the time of tweets during different time slots and on different
scales. This section explains the design of such a component.

In this component, Twitter users are information entities, that scatter on different time based
on the tweet’s creation time. The users are atomic entities; however, the time factor has different scales. For instance, working with the component, an analyst might notice a correlation
between two accounts over the past year and may wish to inspect the tweet’s time more precisely and focus on the pattern of tweets on a day. So the system should enable the analyst to
change the time scale and see how Twitter users acted on a day. The goal of this component is
to display a potential relationship between users in terms of tweeting time. Therefore, the track
of a Twitter user’s activity during a time slot should be detectable. In the design, for a specific
time slot, each tweet is assigned to a track, and the Twitter user’s activities are coordinated
based on tweets’ creation time. The next part explains the visualization of this structure.

Visualization
The topic-User component is designed as a circular diagram that encompasses several stacks
of tracks. Each stack is associated with a particular time slot (e.g. this year, last year, etc.);
however, all the stacks have the same number of tracks associated with each Twitter user. In
other words, for each Twitter user, there is an imaginary track in each of the time slots. Twitter
users are diagnosable with their colour and their relative position towards other Twitter users.
Each token on a Twitter user’s track is associated with a tweet sent by that Twitter user.

Figure 3.7 demonstrates the sample of the topic-user component for two users. For each
year, tweets of each user are located on an imaginary circular track. As shown, the red user
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Figure 3.7: Time-User component for exploring Twitter users’ activity over time
The component consists of several time tracks, and on each one, Twitter users’ tracks are
stacked. Each Twitter user is assigned to a specific colour.

3.2. Triaging System Design

31

Figure 3.8: Designed options for interacting with information representation
Analysts can increase the number of tracks to see farther years. However, due to the screen
display limitation to show all available information, the maximum number of stacks is
limited. Also, analysts can select different time unit scales.

contributed one tweet in February 2018 and one in May 2019, and six tweets in 2020. It is
noticeable that all three black Twitter user’s tweets are concurrently posted with some of the
red user’s tweets.

Interaction Design
Similar to the topic-user component, different scenarios have been considered to predict required interactions with this component for a triage activity. For instance, in the previous
example, the analyst may notice the correlation between the two users and want to inspect their
behaviour on the scale of hours or minutes. Or the analyst might want to check the users’ activity in more than three years. So the component should empower the analyst to interact and
change the representation to see the information as needed. As mentioned, possible communal
interactions are discussed separately in the next parts.

The designed component enables analysts to control the represented information through
interactions (Figure 3.8). For instance, analysts can insert new time slots to see the information
about Twitter users’ activity at a farther time. On the other hand, analysts may want to focus
on new time slots. For that purpose, they can remove additional stacks (Figure 3.9). Besides,
after observing Twitter users behaviour in the past years, the analyst may want to see the
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Figure 3.9: Time-User component, inserting/removing additional stacks
analysts can see additional information about the Twitter users’ background by inserting
information of more years.
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Figure 3.10: Time-User component, collapsing/expanding
By interacting, analyst can change the time scale from year to day.

behaviour over the past month, weeks, days or hours. Therefore, the analyst can interact with
the component to expand the scale and see the tweets’ distribution on a more precise scale.
Since the data is coming in real-time, so the focus is on recent times. In turn, if the analyst did
not find any pattern, they can collapse the time scale into a more broad scale unit (Figure 3.10).

3.2.4

User-User Similarity

Due to a massive amount of available data, analysts have to filter the dataset based on the mentioned criteria; however, this may lead to losing potential Twitter users that are similar in terms
of other attributes. For instance, a bot may propagate fake news in a topic with the same temporal pattern, but in different keywords; if on the early stages analysts filter the data based on one
of those keywords, they may overlook the underlying correlation. Therefore, employing data
analysis techniques to find and select similar Twitter users is essential. The similarity component is designed to demonstrate analogous Twitter users resulted from analytical techniques.
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In the users’ similarity component, information entities are the Twitter users with different

distances to a particular user. These entities are atomic. The component represents the result of
an analytical model, to complement other interactive information visualizations and to support
the analysts in finding similar users. Therefore, the similarity between users and a selected user
should be distinguishable.

Visualization
The similarity component is designed as a list of Twitter users. Each row is associated with
a user, distinguishable by their screen name and profile pictures. Besides, for each user, the
degree of similarity to a particular user is mentioned. Figure 3.11 demonstrates a sample of
the designed component for a selected Twitter user. In this component, Twitter users are sorted
based on their similarity to the selected user.

Interaction Design
Likewise, various scenarios have been considered to predict the required interactions for this
component. These interactions involve selection, arranging, drilling, filtering, composing, storing, and collapsing/ expanding epistemic actions. For instance, the analyst may want to select
a user and the most similar users to it and store the users to drill down for more exploration. To
this end, interactions are designed to support analysts in accomplishing the tasks. Again, the
collective epistemic actions regarding Twitter users are described in the next section.

3.2.5

Components Aggregation

In a Twitter users triaging process, the analysts work with the three described components to
examine the information space. According to the triage process stages, the analyst has to select
a set of related Twitter users by examining different attributes. Therefore, these three components must work together and enable the analyst to see how changing one parameter affects
the others. To this end, this section explains how to sync the components. Furthermore, the
communal interactions between the three components are discussed.
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Figure 3.11: Twitter users’ similarity component
For a selected Twitter user, the value of cosine similarity with other users is determined based
on their TF-IDF vectors.
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Figure 3.12: Twitter users’ similarity component, expanding and rearranging the Twitter users.
By interacting with the visualization, the user can rearrange the order of users, extend the
number of users in the list, and see more users’ similarity value.
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Figure 3.13: Pile of selected Twitter users
By selecting any Twitter user, their names would be shown in a pile. The analysts can interact
with the pile to remove, select for inspecting similar users, and drill down for a more in-depth
inspection.

As explained, the tasks that an analyst might need to perform triaging were predicted. That
was done by examining the interaction list and considering different scenarios. Specific actions
for each component were described in the previous parts, and in this section, the collective
epistemic actions involved in all three components are discussed. These interactions include
selecting, comparing, drilling, and storing/retrieving. For more integration between the three
components, these interactions are considered and designed together. To perform each action,
the analyst has to select one or multiple Twitter users. So by selecting each user, the corresponded tokens would simultaneously be highlighted in all three components.

Performing a triage process, the analysts can compare the Twitter users on each component
based on the corresponded attributes. However, to examine and compare those Twitter users
situation in terms of other attributes, the components should be sync with each other. Therefore,
a component is designed that allows the analyst to store Twitter users or remove them from the
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Figure 3.14: Drill down to see tweets
The analyst can use the second icon on the pile to drill down and read a Twitter user’s tweets.
This is considered as the third level of the triage process.

list. As shown in Figure 3.13, the designed component contains the list of selected Twitter
users along with three buttons. The first button allows the analysts to select a user and inspect
its similar users in the user-user similarity component; the similarity measures will be shown
based on the last selected user. By clicking the second button for a user, analysts can drill
down and see the tweets content of the corresponded user (Figure 3.14). Using the third button,
analysts can remove the user from the pile and consequently deselect the user from all other
components.

3.3. Implementation

3.3
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Implementation

The triage process is sequential; however, on each level, the components of the designed abstract system work concurrently. The system is implemented as a part of a visual analytics
system for making sense of real-time Twitter data, VARTTA. This system aims to enable analysts to understand the underlying information within the tweets, such as the tweet topics,
content theme, and Twitter users group. The system allows analysts to apply various ML techniques for topic detection and compare the outcomes. Also, analysts can drill down through
interactions with the system and see the tweets of a Twitter user. VARTTA is adaptable with
real-time analysis of tweets in different domains such as public health, smart city, or U.S. elections.

Even though VARTTA provides the analysts with some aspects of Twitter users information, as mentioned in the previous chapter, the system does not offer a triaging component
with a focus on Twitter users and their attributes. Therefore, a triage system is required to
collect different aspects of users’ information and allow analysts to explore this information.
Consequently, VARTTA, together with the designed Twitter user triaging system, can reach
the analysts to the ultimate goal of gaining insight into the Twitter information and accomplish
their cognitive activity.

VARTTA analyzes real-time Twitter data and is robust to the incoming data streams and
gets updated dynamically. Also, it provides high-quality interactions, so the analysts can easily
navigate between the pages to analyze data. For this, VARTTA has been implemented as a
progressive web application (PWA) and uses the Vue.js framework. Vue.js is a programming
framework developed in JavaScript that supports building high-performance web applications.
This framework manages the reactivity of the components. Also, VARTTA takes advantage of
Nuxt.js package structure, which provides code efficiently, and makes it possible to add new
pages and components. As a page on VARTTA, the designed Twitter user triaging system is
implemented using vue.js and nuxt.js, and the diagrams are drawn using the d3.js library.
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3.4

Case Study

In this section, a case study is presented to illustrate the effectiveness of the designed and implemented VA system. In this case study, the focus is on demonstrating the triage process
levels for collecting, analyzing, and identifying Twitter users and their group association. To
this end, tweets regarding the U.S. 2020 presidential election are collected and their topics and
similarity measures have been assigned to them. The data of these tweets is visualized, and the
analysts are able to accomplish each level of the triaging process through interactions.

Referring to the journalism example in the first chapter, an analyst (a journalist in this case)
should be able to analyze Twitter users’ behaviour and create a collection of related users for
further investigation. As mentioned, the analyst has to go through three stages of multiple documents, within-documents, and further reading to accomplish a triaging process. Therefore,
the VA system has to enable analysts to perform tailored tasks and actions. This section examines the required activities that an analyst has to accomplish at each level.

Level One: Multiple Documents
In the first level of triage, all the documents are available to the analyst (Figure 3.16). So the
analyst has to filter data to create a subset of relevant users based on different criteria. For
instance, the analyst looks for users whose tweets are associated with democrats or the ones
who tweeted last month. As shown in Figure 3.17, the analyst can select the users based on
their topic or the creation time of the tweets.

3.4. Case Study

Figure 3.15: Triage Page on VARTTA
The analyst has to select one of the scenarios and navigate to the Triage page.

Figure 3.16: Multiple Documents
All of the Twitter users on the sample are shown on the components.
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Figure 3.17: Multiple Documents - Filter
The analysts can filter the users with the topics/keywords they have contributed.

Level Two: Within Documents
In the second level of triage, the analysts interact with the Twitter users’ information to select
a set of related users. For this, the analysts go through different components and set the criteria to limit the users set. Shown of Figure 3.18, the analyst has chosen the three users who
have tweeted about the current president of the U.S. in the last month. By investigating the
similarity component (Figure 3.19), the analyst finds a high degree of similarity between two
users. So the analyst decides to remove the irrelevant user from the pile and drill down for
more investigation.

3.4. Case Study
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Figure 3.18: Within Document Triage - Similar Users

Figure 3.19: Within Document Triage - Using Similarity Component
The analyst uses different aspects of the information to determine related users.
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Figure 3.20: Further Investigation
The analysts can drill down to scan the content of the selected users’ tweets on the previous
level.

Level Three: Further Investigation
In the last level of triage, the analysts need to scan the documents, which are the tweets of each
user. To this end, the analyst can create a list of users to inspect their tweets. At this level, the
analyst can determine whether the tweets and their authors are related to the topic of interest
or not. According to this, the analyst may keep the user in the list of selected users or remove
the user as a rejected document.

Chapter 4
Conclusion
According to the literature, identifying twitter users is an integral part of analyzing tweets.
Therefore, this thesis proposed and illustrated an exploratory VA system for triaging Twitter
users. This system integrates data visualization, human-data interaction, and data analytics,
and empowers analysts to triage real-time Twitter users’ data through interaction and detect
potential correlations among them. Also, the thesis showed that an abstract level design for
analyzing Twitter users’ information is a pragmatic strategy to form an exploratory VA system.
Subsequently, a case study demonstrated that the implemented VA system could address the
challenges of Twitter users’ data analysis and understanding the relationship among the users.

4.1

Discussion

There are some considerations to be taken into account, which can potentially affect the system’s performance and effectiveness. First of all, while designing, the triage process levels
should be considered so that the analysts can appropriately work with the information at each
level and move between them. Also, it is crucial to represent the information simple enough
to minimize perception load; yet, the representations need to enable analysts to accomplish
complex cognitive activities through appropriate interactions. For this purpose, it is essential
to anticipate and create a comprehensive list of required interactions. The other salient point
to consider is that due to a large amount of data, leveraging data analysis models for extract45
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ing patterns out of data is inevitable. Therefore, the system should provide analysts with the
ability to use analytical methods along with interactions with data. Creating a balance between
these resources would equip the analysts with a wide range of analytical resources to perform
cognitive activities.

4.2

Future Work

There are several limitations to this research. First of all, the free Twitter API data contains
only a brief part of actual tweets, so the presented thesis has only investigated a small sample
of tweets. Nevertheless, this could be the basis for future work on the information visualization
design of a massive amount of Twitter user data along with high-performance techniques for
processing it. The other limitation is that for analyzing Twitter users’ behaviour, the study
has only investigated their similarity based on their individual parameters. Future experiments
have to examine the impact of considering different parameters, such as users’ behaviour in a
network in terms of followers and following. Finally, in designing the interaction list, diverse
scenarios have been considered in order to create a comprehensive list. However, the list is
open to new scenarios, and the future works may consider other interactions.
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and André Pase. Visualization techniques for the analysis of twitter users’ behavior.

BIBLIOGRAPHY

53

Proceedings of the 7th International Conference on Weblogs and Social Media, ICWSM
2013, pages 748–749, 2013.
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