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Abstract
In their seminal paper [11] R. DiPerna and A. Majda introduced the
notion of measure-valued solution for the incompressible Euler equations
in order to capture complex phenomena present in limits of approximate
solutions, such as persistence of oscillation and development of concentra-
tions. Furthermore, they gave several explicit examples exhibiting such
phenomena. In this paper we show that any measure-valued solution can
be generated by a sequence of exact weak solutions. In particular this
gives rise to a very large, arguably too large, set of weak solutions of the
incompressible Euler equations.
1 Introduction
The incompressible Euler equations
∂tv + div(v ⊗ v) + ∇p = 0
div v = 0
describe the motion of an inviscid fluid with constant density in d dimensions,
d ≥ 2. If we are given an initial velocity field v0 ∈ L
2(Rd) with div v0 = 0 weakly
and a positive time 0 < T ≤ ∞, then the weak formulation of these equations
reads ˆ T
0
ˆ
Rd
(v ⋅ ∂tφ + v ⊗ v ∶ ∇φ)dxdt +
ˆ
Rd
v0(x)φ(x,0)dx = 0; (1)
that is, we say that v ∈ L2loc(R
d × [0, T ];Rd) is a weak solution if it is weakly
divergence-free and satisfies (1) for every φ ∈ C∞c (Rd× [0, T );Rd) with divφ = 0.
Whereas classical solutions, if they exist, are unique in the class of dissipa-
tive solutions (see [19] pp. 153-158) and moreover conserve energy, it has been
known since the seminal work of Scheffer and Shnirelman that weak solutions
are not unique and need not conserve energy. In [21] V. Scheffer constructed
a weak solution in two dimensions with compact support in space and time,
thus disproving uniqueness even for zero initial data (see also [22] for a different
proof). A. Shnirelman in [23] later showed that there exist weak solutions with
decreasing energy. In [8] and [9] these results were put in a unified framework
based on convex integration and Baire category techniques. In particular in [9]
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the authors show that various admissibility criteria, like energy conservation
or energy dissipation, are neither sufficient to restore uniqueness nor can they
provide for any regularity higher than L∞t L2x.
Several weaker concepts of solutions for Euler have arisen in the literature,
for example Brenier’s generalised flows [4, 5], Lions’ dissipative solutions [19],
and DiPerna-Majda’s measure-valued solutions [11]. The latter can be briefly
described as follows: Given a sequence of velocity fields vn(x, t), it is known
from classical Young measure theory (see e.g. [2,15,20,25,26]) that there exists
a subsequence (not relabeled) and a parametrised probability measure νx,t on
R
d such that for all bounded test functions f ,
f(vn(x, t)) ∗⇀
ˆ
Rd
fdνx,t
weakly* in L∞. One can interpret the measure νx,t as the probability distri-
bution of the velocity field at the point x at time t when the sequence (vn)
exhibits faster and faster oscillations as n → ∞. Since we only have an L2
bound on (vn), concentrations could occur for non-bounded f , in particular for
the energy density f(v) = 1
2
∣v∣2. DiPerna and Majda addressed this issue in [11],
providing a framework in which both oscillations and concentrations can be de-
scribed. To this end they introduced a generalised Young measure and defined
a measure-valued solution for Euler to be a generalised Young measure that
satisfies the Euler equations in an average sense (see Section 2.3 below). By
considering sequences of Leray solutions for the Navier-Stokes equations with
viscosities tending to zero, they show global existence of measure-valued so-
lutions for arbitrary initial data. In the context of the calculus of variations
Alibert and Bouchitte´ later introduced a modified version of these generalised
Young measures [1], which we will work with.
Our main result is the following (the relevant definitions can be found in the
next section):
Theorem 1. A Young measure (ν,λ, ν∞) on Rd with parameters in Rd × [0, T ]
is a measure-valued solution of the Euler equations with bounded energy if and
only if there exists a sequence (vn)n∈N of weak solutions to the Euler equations
bounded in C ([0, T ];L2w(Rd;Rd)) which generate the Young measure (ν,λ, ν∞)
in the sense that
f(vn)dxdt ∗⇀ (
ˆ
Rd
fdν)dxdt + (
ˆ
Sd−1
f∞dν∞)λ
in the sense of measures for every f ∶ Rd → R that possesses an L2-recession
function f∞.
The proof relies on the techniques developed in [8, 9], in particular on the
notion of subsolution. As a byproduct of our analysis, we establish a link between
Euler subsolutions and measure-valued solutions in Section 2.4.
Theorem 1 shows that in a sense measure-valued solutions and weak solutions
are essentially the same for the incompressible Euler equations in dimension
2
d ≥ 2. In other words, we see that in the absence of any regularity, that is,
on the level of L2 or L∞ solutions, the notion of weak solution is too weak to
yield any information on the correlations of the velocities at different space-
time points. Indeed, measure-valued solutions merely describe the one-point
statistics νx,t of the velocity field in a weakly convergent sequence.
This is in contrast with weak and measure-valued solutions in other con-
texts, such as hyperbolic conservation laws in one space dimension, where the
two defining aspects of a measure-valued solution – the microscopic nonlinearity
and the macroscopic conservation laws – are strong enough to lead to compen-
sated compactness, see e.g. [10]. In such situations the equations are usually
complemented by a suitable entropy condition. As is well known, for the incom-
pressible Euler equations a possible entropy condition is related to the kinetic
energy 1
2
´ ∣v∣2 dx. Indeed, imposing the admissibility condition, that the energy
should be bounded by the initial energy for all times, leads to the weak-strong
uniqueness for the Euler equations: any weak solution with this initial data that
satisfies the weak energy inequality is a dissipative solution in the sense of P.-
L. Lions and therefore coincides with the smooth solution as long as the latter
exists. For the admissibility condition in the context of hyperbolic conserva-
tion laws see [7,10]. The weak-strong uniqueness for admissible measure-valued
solutions for the Euler equations (see Section 2.3) was proved in [6]. Here we
prove:
Theorem 2. Suppose that (ν,λ, ν∞) is an admissible measure-valued solution
with initial data v0 ∈ L
2(Rd;Rd) (div v0 = 0). Then the generating sequence (vn)
as in Theorem 1 may be chosen such that in addition
∥vn(t = 0) − v0∥L2(Rd) < 1n
and
sup
t∈[0,T ]
1
2
ˆ
Rd
∣vn(x, t)∣2dx ≤ 1
2
ˆ
Rd
∣vn(x,0)∣2dx.
The following existence result can be easily deduced from the proof of this
theorem and the existence of admissible measure-valued solutions for arbitrary
L2-initial data (cf. e.g. [6]):
Corollary 3. There exists an L2-dense subset E of the set of solenoidal L2-
vectorfields on Rd such that for every initial data in E, there exist infinitely
many admissible weak solutions of Euler.
This is shown at the end of this work. Whether one can improve on the
set E of such “wild” initial data, and obtain an existence result for admissible
weak solutions for a larger set of initial data, seems to be a very delicate issue.
In particular, such an initial data needs to be highly irregular, for otherwise
we would contradict the weak-strong uniqueness and classical local existence
theorems (see e.g. Section 2.3 in [9]). Without the admissibility condition,
existence of weak solutions has been shown in [24] for all initial data.
3
Finally, it should be mentioned that generalised Young measures are of im-
portance not only in fluid mechanics, where they emerged, but have also been
recognised a useful tool in the calculus of variations. In particular, the question
has been of some interest how Young measures that arise from certain con-
strained sequences can be characterised: The prototypic result is the theorem
of Kinderlehrer and Pedregal [16] which states that a (classical) Young mea-
sure is generated by a sequence of gradients if and only if it satisfies a certain
Jensen-type inequality. The result has been generalised to so-called A-free se-
quences [13] and to generalised Young measures [12, 14, 17]. Theorem 1 also
gives a characterisation of Young measures that are generated by a constrained
sequence (namely a sequence of Euler solutions), but it differs from the previ-
ously known results in two important respects: First, our problem does not fit
into the A-free framework since the constant rank condition is not satisfied; and
second, our sequence not only satisfies a linear system of PDE’s, but in addition
a nonlinear pointwise constraint. More concretely, not only do we generate the
Young measure with an A-free sequence, but with a sequence of exact solutions
of the Euler equations.
The rest of this paper is organised as follows: In Section 2 we recall the no-
tion and key properties of generalised Young measures and admissible measure-
valued solutions. Section 3 is devoted to the proof of Theorems 1 and 2. It is
split into several independent parts: First we apply the results of [9] to reduce
the problem to finding appropriate subsolutions in Section 3.1, and we then use
some more or less standard Young measure techniques in Section 3.2 to reduce
to discrete homogeneous oscillation Young measures. In Section 3.3, we present
an explicit construction of a generating sequence for discrete oscillation Young
measures. Finally, in Section 3.4 we complete the proofs of Theorem 2 and
Corollary 3 using an argument from [9].
2 Preliminaries
2.1 Basic Notation
Given a locally compact separable metric space X , we denote by Cc(X) the
space of continuous functions with compact support and C0(X) the Banach
space obtained from the completion of Cc(X) with respect to the supremum
norm. Using the Riesz representation theorem the space of finite Radon mea-
sures, denoted M(X), can be identified with the dual space of C0(X). We
denote by M+(X) and M1(X) the subspaces of positive finite measures and
probability measures, respectively.
For an open or closed subset U ⊆ Rm, µ ∈M+(U) and an open or closed sub-
set V ⊆ Rl, we denote by L∞w (U,µ;M1(V )) the space of µ-weakly*-measurable
maps from U into M1(V ). That such a map ν is µ-weakly*-measurable means
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that for each bounded Borel function f ∶ V → R, the map
x↦ ⟨νx, f⟩ ∶=
ˆ
V
f(z)dνx(z)
is µ-measurable. In case µ is the Lebesgue measure we omit the specification of
the measure.
We will denote by L2x the space L
2(Rd), by L∞t L2x the space L∞ ([0, T ];L2x),
and by CL2w the space C ([0, T ];L2w(Rd)) of functions that are weakly continu-
ous in time and L2 in space; more precisely, it is the space of maps v ∶ [0, T ]→
L2(Rd) such that the map
t↦
ˆ
Rd
v(x, t)φ(x)dx
is continuous for each test function φ ∈ L2(Rd).
We shall write A ∶ B for the scalar product of two matrices in Rd×d, that
is, A ∶ B = ∑i,j AijBij , and v ⊗ w for the tensor product of two vectors in Rd,
which is defined as a (d × d)-matrix with entries (v ⊗w)ij = viwj . Moreover we
define for v ∈ Rd
v # v ∶= v ⊗ v − 1
d
∣v∣2Id,
where Id is the d × d identity matrix. Note that v # v is symmetric and has
zero trace. The space of symmetric (d × d)-matrices is denoted by Sd and
the space of traceless symmetric (d × d)-matrices by Sd0 . If φ ∶ Rd → Rd×d is
a differentiable matrix-valued function, then divφ is a vector field defined by(divφ)i =∑j ∂xjφij .
If f ∶ X → R and g ∶ Y → R are maps from some sets X , Y into, say, R, then
f ⊗ g is a map X × Y → R defined by f ⊗ g(x, y) = f(x)g(y), whereas for two
measures µ and ν living on two measurable spaces X and Y respectively, µ⊗ ν
is a measure on X × Y defined by (µ ⊗ ν)(A × B) = µ(A)ν(B) for measurable
subsets A ⊆X , B ⊆ Y .
Finally, Sd−1 ⊂ Rd is the (d − 1)-dimensional unit sphere.
2.2 Generalised Young Measures
In this section we recall the notion of generalised Young measure as introduced
in [11], [1]. For a more detailed and exhaustive discussion of (generalised) Young
measures, see e.g. [2, 6, 15, 17, 20].
Let Ω ⊆ Rm be an open or closed set, p ∈ [1,∞), and (wn)n∈N a sequence
of maps Ω → Rl bounded in Lp(Ω). We want to study the limit behaviour of
sequences of the form (f(wn(y)))n∈N and, more generally, (f(y,wn(y)))n∈N for
a certain class of test functions f . Given f ∈ C(Ω×Rl), its Lp-recession function
f∞ is defined as
f∞(y, z) = lim
y′→y
z′→z
s→∞
f(y′, sz′)
sp
,
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provided the limit exists. Observe that in this case f∞ is p-homogeneous, i.e.
f∞(y,αz) = αpf∞(y, z) for all α ≥ 0, y ∈ Ω, z ∈ Rl. In this paper we consider
test functions in the class
Fp ∶= {f ∈ C(Rl) ∶ f∞ exists and is continuous on Sl−1},
and more generally
Fp(Ω) ∶= {f ∈ C(Ω ×Rl) ∶ f∞ exists and is continuous on Ω × Sl−1}.
Examples of functions in Fp(Ω) are given by continuous functions satisfying∣f(y, z)∣ ≤ C(1 + ∣z∣q) with 0 ≤ q < p, in which case f∞ = 0, or by continuous
functions which are p-homogeneous in z, in which case f∞ = f . Of course,
functions in Fp(Ω) always satisfy a bound ∣f(y, z)∣ ≤ C(1 + ∣z∣p) (where C may
depend on y, however).
A generalised Young measure on Rl with parameters in Ω is defined as a
triple (ν,λ, ν∞) such that
ν ∈ L∞w (Ω;M1(Rl)),
λ ∈M+(Ω),
and
ν∞ ∈ L∞w (Ω, λ;M1(Sl−1)).
Observe that ν is only defined Lebesgue-a.e. on Ω and ν∞ is defined only λ-a.e.
on Ω. Classical Young measures are simply those where λ = 0 (in which case
ν∞ is immaterial). In this case we simply write ν instead of a triple.
We are now able to state the following important result of Alibert and Bouch-
itte´, which is a refinement of the construction in [11] (for proofs, see [1], [17], [6]):
Theorem 4. (Fundamental Theorem for Generalised Young Measures.)
For p ∈ [1,∞) let (wn)n∈N be a sequence of maps Ω → Rl bounded in Lp(Ω).
Then there exists a subsequence (not relabeled) and a generalised Young measure(ν,λ, ν∞) such that, for every f ∈ Fp(Ω),
f(y,wn(y))dy ∗⇀ ⟨νy , f(y, ⋅)⟩dy + ⟨ν∞y , f∞(y, ⋅)⟩λ
in the sense of measures, where ⟨νy, f(y, ⋅)⟩ = ´Rl f(y, z)dνy(z) and ⟨ν∞y , f∞(y, ⋅)⟩ =´
Sl−1
f∞(y, z)dν∞y (z).
Moreover, we then have that
´
Ω
⟨νy, ∣ ⋅ ∣p⟩dy <∞.
In the situation of the theorem, we say that the subsequence (wn) generates
the Young measure (ν,λ, ν∞) in Lp(Ω), and write
wn
Yp
Ð→ (ν,λ, ν∞). (2)
With the notation
⟪ν,λ, ν∞;f⟫ ∶=
ˆ
Ω
⟨ν, f⟩dy +
ˆ
Ω
⟨ν∞, f∞⟩dλ,
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we can write this asˆ
Ω
f(y,wn(y))dy → ⟪ν,λ, ν∞;f⟫ for all f ∈ Fp(Ω).
In the same manner we define convergence of generalised Young measures: we
say that (νk, λk, ν∞,k) YpÐ→ (ν,λ, ν∞) if
⟪νk, λk, ν∞,k;f⟫→ ⟪ν,λ, ν∞;f⟫ for all f ∈ Fp(Ω). (3)
Indeed, (2) is a special case of (3), since the function wn can be identified with
the classical Young measure δwn .
The following proposition collects some well-known properties of generalised
Young measures. The proofs for the case p = 1 can be found for instance in [17],
but can easily be modified for general p ∈ [1,∞).
Proposition 5. a) There exists a countable set of functions fk = φk ⊗ hk,
k ∈ N, with φk ∈ Cc(Ω), hk ∈ Fp such that
⟪ν,λ, ν∞;fk⟫ = ⟪ν˜, λ˜, ν˜∞;fk⟫ ∀k Ô⇒ (ν,λ, ν∞) = (ν˜, λ˜, ν˜∞).
b) If wn
Yp
Ð→ (ν,λ, ν∞), w˜n YpÐ→ (ν˜, λ˜, ν˜∞) and wn−w˜n → 0 locally in measure,
then ν = ν˜.
c) If wn
Yp
Ð→ (ν,λ, ν∞) and wn − w˜n → 0 in Lploc, then w˜n YpÐ→ (ν,λ, ν∞).
d) wn → w strongly in L
p
loc
if and only if wn
Yp
Ð→ δw.
e) Suppose wn
Yp
Ð→ (ν,λ, ν∞) and let w ∈ Lp(Ω). Then wn+w YpÐ→ (Twν,λ, ν∞),
where Twν is the oscillation measure defined by
⟨(Twν)y, f⟩ ∶=
ˆ
Rl
f(z +w(y))dνy(z) for f ∈ C0(Rl), a.e. y ∈ Ω
In general the Young measure records the defect from strong convergence,
this is signified by d). In our case the defect can come from oscillation, recorded
by the oscillation measure ν or from concentration, recorded by the concentra-
tion measure λ and the concentration-angle measure ν∞.
In e) the Young measure (Twν,λ, ν∞) is said to be the shift of the Young
measure (ν,λ, ν∞). This operation is useful in separating the microscopic oscil-
latory or concentration behaviour from the macroscopic coarse-grained state.
Part a) of the proposition implies that it suffices to test the convergence
with functions f ∈ Fp, i.e. those which are independent of y ∈ Ω. A further
consequence of part a) is that the convergence notion in (3) is metrizable on
bounded sets. This immediately leads to the following diagonal-sequence ex-
traction principle, which we prefer to state explicitly as a proposition:
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Proposition 6. Suppose that for each k ∈ N,
(νk,n, λk,n, ν∞,k,n) YpÐ→ (νk, λk, ν∞,k) as n→∞
and moreover
(νk, λk, ν∞,k) YpÐ→ (ν,λ, ν∞) as k →∞.
Then there exists a sequence n(k)→∞ with k →∞ such that
(νk,n(k), λk,n(k), ν∞,k,n(k)) YpÐ→ (ν,λ, ν∞) as k →∞.
2.3 Measure-Valued Solutions of the Euler Equations
Ameasure-valued solution to the Euler equations is a generalised Young measure
on Rd with parameters in Rd × [0, T ] which satisfies the Euler equations in an
average sense. This means that
ˆ T
0
ˆ
Rd
∂tφ ⋅ ⟨ν, ξ⟩ +∇φ ∶ ⟨ν, ξ ⊗ ξ⟩dxdt +
ˆ
Rd×(0,T )
∇φ ∶ ⟨ν∞, θ ⊗ θ⟩dλ = 0 (4)
for all φ ∈ C∞c (Rd × (0, T );Rd) with divφ = 0, and
ˆ
Rd
∇ψ ⋅ ⟨νx,t, ξ⟩dx = 0 (5)
for all ψ ∈ C∞c (Rd) and for almost every t. Here, the quantity
v¯(x, t) ∶= ⟨νx,t, ξ⟩ (6)
is called the barycentre of νx,t and signifies the coarse-grained, or macroscopic,
flow. As usual, we have written ⟨ν, ξ ⊗ ξ⟩ = ´ ξ ⊗ ξν(dξ) etc.
In light of the energy bound for weak solutions of the Navier-Stokes equa-
tions, it is natural to restrict attention to measure-valued solutions to the Euler
equations which inherit this bound.
Proposition 7 ( [6]). Let (vn(x, t)) be a sequence of functions Rd × [0, T ] →
R
l which is bounded in L∞ ([0, T ];L2 (Rd)) and generates a Young measure
(ν,λ, ν∞) in L2 (Rd × [0, T ]). Then
esssupt (
ˆ
Rd
⟨νx,t, ∣ ⋅ ∣2⟩dx) <∞, (7)
and the concentration measure λ admits a disintegration of the form
dλ(x, t) = λt(dx)⊗ dt, (8)
where t ↦ λt is a bounded (w.r.t. the total variation norm) measurable map
from [0, T ] into M+ (Rd).
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In particular, in this case Jensen’s inequality implies that v¯(x, t) ∈ L∞t L2x. A
well-known consequence of (4) is then that v¯ can be re-defined on a set of times
of measure zero so that it belongs to the space CL2w (see Appendix A of [9]), and
therefore, the initial average v¯(⋅,0) is a well-defined L2 function that is assumed
in the sense that v¯(⋅, t) ⇀ v¯(⋅,0) weakly in L2 as t → 0. Thus, we may write
equation (4) as
ˆ T
0
ˆ
Rd
∂tφ ⋅ ⟨ν, ξ⟩ + ∇φ ∶ ⟨ν, ξ ⊗ ξ⟩dxdt+
ˆ T
0
ˆ
Rd
∇φ ∶ ⟨ν∞, θ ⊗ θ⟩λt(dx)dt
= −
ˆ
Rd
φ(x,0)v¯(x,0)dx
(9)
for all φ ∈ C∞c (Rd × [0, T );Rd) with divφ = 0.
Finally, the energy of the measure-valued solution can be defined for almost
every time t as
E(t) ∶= 1
2
ˆ
Rd
⟨νx,t, ∣ ⋅ ∣2⟩dx + 1
2
λt(Rd). (10)
Definition 8. (Measure-Valued Solutions.)
a) A Young measure (ν,λ, ν∞) on Rd with parameters in Rd× [0, T ] is called
a measure-valued solution of the Euler equations with barycentre v¯ ∶= ⟨ν, ξ⟩
if it satisfies (4)-(5).
b) A Young measure (ν,λ, ν∞) on Rd with parameters in Rd× [0, T ] is called
an admissible measure-valued solution of the Euler equations with initial
data v0 ∈ L
2(Rd) if it satisfies (7)-(8), the equations (9) and (5) hold, and
moreover
E(t) ≤ 1
2
ˆ
Rd
∣v0(x)∣2dx for a.e. t > 0.
Proposition 9. Let (ν,λ, ν∞) be an admissible measure-valued solution of the
Euler equations and v¯ its barycentre as in (6). Then
v¯(⋅, t) → v¯(⋅,0) = v0
strongly in L2(Rd) as t → 0.
Proof. We have already seen that v¯ ∈ CL2w and therefore
lim inf
t→0
∥v¯(t)∥L2 ≥ ∥v¯(0)∥L2 .
On the other hand, ˆ
∣v¯(t)∣2dx =
ˆ
∣⟨νx,t, ξ⟩∣2 dx
≤
ˆ
⟨νx,t, ∣ξ∣2⟩dx + λt(Rd)
= 2E(t) ≤
ˆ
∣v¯(0)∣2dx,
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where we used the weak energy inequality in Definition 8. Combining both
inequalities yields ∥v¯(t)∥L2 → ∥v¯(0)∥L2 as t → 0, and since weak convergence
together with convergence of the norms implies strong convergence, we are done.
2.4 Subsolutions
We recall from [8] that the Euler equations can be written in a way that separates
them into a linear differential constraint and a nonlinear constitutive relation.
Lemma 10. Let v ∈ L∞ ([0, T ];L2loc(Rd;Rd)), u ∈ L∞ ([0, T ];L1loc(Rd;Sd0 )) and
q be a distribution such that
∂tv + divu +∇q = 0
div v = 0.
(11)
If it also holds that
u = v # v (12)
for almost every (x, t) ∈ Rd × [0, T ], then v and p ∶= q− 1
d
∣v∣2 are a weak solution
to the Euler equations. Conversely, if (v, p) is a weak solution of Euler, then(v, u, q) with u ∶= v # v and q ∶= p + 1
d
∣v∣2 solve (11) and (12).
A pair (v(x, t), u(x, t)) for which there exists a pressure q(x, t) such that (11)
is satisfied is called a subsolution for the Euler equations. Thus, a subsolution
is a solution precisely if a certain pointwise nonlinear equation, namely (12),
holds.
2.4.1 Measure-Valued Subsolutions
The concept of subsolution easily leads to the corresponding measure-valued
notion. For the concentration-angle measure we define the set
S
d−1 = {(v, u) ∈ Rd × Sd0 ∶ 1d ∣v∣2 + ∣u∣∞ = 1} ,
where ∣u∣∞ denotes the operator norm of the matrix u. Notice that (v, v # v) ∈
S
d−1 whenever v ∈ Sd−1. Motivated by Lemma 10, consider a sequence
wn = (vn, un) ∶ [0, T ] ×Rd → Rd × Sd0
bounded in L∞ ([0, T ];L2(Rd) ×L1(Rd)). Analogously to Section 2.2 we define
the space of test-functions
F2,1 ∶= {f ∈ C(Rd × Sd0 ) ∶ f∞(v, u) ∶= lim
v′→v
u′→u
s→∞
f(sv′, s2u′)
s2
∈ C(Sd−1) exists},
and similarly also the (x, t)-dependent version F2,1(Rd × [0, T ]). We have the
obvious analogue of the Fundamental Theorem for Young measures:
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Theorem 11. Suppose wn = (vn, un) is a sequence bounded in L∞([0, T ];L2 ×
L1(Rd)), and f ∈ F2,1(Rd × [0, T ]). Then there exists a subsequence (not rela-
beled) and a Young measure (ν,λ, ν∞), with ν ∈ L∞w (Rd × [0, T ];M1(Rd ×Sd0 )),
λ ∈M+(Rd × [0, T ]), ν∞ ∈ L∞w (Rd × [0, T ], λ;M1(Sd−1)), such that
f(x, t;wn(x, t))dxdt ∗⇀ ⟨νx,t, f(x, t; ⋅)⟩dxdt + ⟨ν∞x,t, f∞(x, t; ⋅)⟩λ
in the sense of measures for all f ∈ F2,1(Rd × [0, T ]).
In this case we write
wn
Y2,1
Ð→ (ν,λ, ν∞).
Proof. Consider the homeomorphism Sd0 → S
d
0 , u ↦ ∣u∣∞u, with inverse u ↦
u√∣u∣∞ . Given f ∈ F2,1 define
g(v, u) ∶= f (√dv, ∣u∣∞u) .
It is easy to see that g ∈ F2. Indeed, let (v, u) such that ∣v∣2 + ∣u∣2∞ = 1. Then(√dv, ∣u∣∞u) ∈ Sd−1 and
lim
(v′,u′)→(v,u)
s→∞
g(sv′, su′)
s2
= lim
(v′,u′)→(v,u)
s→∞
f(√dsv′, s2u′∣u′∣∞)
s2
= f∞(√dv, u∣u∣∞).
Applying Theorem 4 to ( vn√
d
, un√∣un ∣∞ ) in L2 yields a generalised Young measure(ν˜, λ˜, ν˜∞) such that
f(vn, un)dxdt =g ( vn√
d
, un√∣un ∣∞ )dxdt
∗
⇀⟨ν˜, g⟩dxdt + ⟨ν˜∞, g∞⟩λ˜
=⟨ν, f⟩dxdt + ⟨ν∞, f∞⟩λ,
where λ˜ = λ andˆ
Rd×Sd
0
f(ξ, ζ)dν(ξ, ζ) =
ˆ
Rd×Sd
0
f (√dξ, ∣ζ ∣∞ζ) dν˜(ξ, ζ),
ˆ
Sd−1
f∞(ξ, ζ)dν∞(ξ, ζ) =
ˆ
{∣ξ∣2+∣ζ∣2∞=1}
f∞ (√dξ, ∣ζ ∣∞ζ) dν˜∞(ξ, ζ).
Let (ν,λ, ν∞) be a Young measure on Rd×Sd0 with parameters in Rd×[0, T ].
Its barycentre w¯ = (v¯, u¯) is defined by
v¯(x, t) ∶= ⟨νx,t, π1⟩ (13)
u¯(x, t) ∶= ⟨νx,t, π2⟩dxdt + ⟨ν∞x,t, π2⟩λ (14)
for a.e. x, t, where π1 and π2 are the canonical projections from R
d × Sd0 onto
R
d and Sd0 , respectively. Note that u¯(x, t) is only a measure. Such a Young
measure is called a measure-valued subsolution if (v¯, u¯) is a subsolution in the
sense of distributions, i.e. if it satisfies (11) for some distribution q.
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2.4.2 Energy and Admissibility
Definition 12. For (v, u) ∈ Rd × Sd0 we define the generalised energy by
e(v, u) ∶= d
2
λmax(v ⊗ v − u),
where λmax denotes the largest eigenvalue.
Lemma 13 (Lemma 3.2 in [9]). a) e ∶ Rd × Sd0 → R is convex.
b) For every (v, u) ∈ Rd × Sd0 , 12 ∣v∣2 ≤ e(v, u), with equality if and only if
u = v # v.
c) For every (v, u) ∈ Rd×Sd0 , ∣u∣∞ ≤ 2 d−1d e(v, u), ∣u∣∞ being the operator norm
of the matrix u.
In particular e(v, u) ≥ 0. Observe moreover that e ∈ F2,1 with e∞ = e. Then
the energy of a Young measure on Rd × Sd0 is defined by
E(t) =
ˆ
Rd
⟨νx,t, e⟩dx +
ˆ
Rd
⟨ν∞x,t, e⟩λt(dx). (15)
If for a measure-valued subsolution E(t) ≤ 1
2
´ ∣v¯(x,0)∣2dx for a.e. t ≥ 0, we call
it an admissible measure-valued subsolution.
2.4.3 Lifting
Finally, we “lift” measure-valued solutions to the space of measure-valued sub-
solutions, i.e. Young measures from Rd to Rd × Sd0 . Let Q ∶ R
d → Rd × Sd0 be
defined by
Q(ξ) = (ξ, ξ # ξ).
It is easy to see that
f ∈ F2,1 ⇒ f ○Q ∈ F2 with (f ○Q)∞ = f∞ ○Q.
Given now a Young measure (ν,λ, ν∞) on Rd, we define a Young measure(ν˜, λ, ν˜∞) on Rd × Sd0 by
⟨ν˜x,t, f⟩ = ⟨νx,t, f ○Q⟩ for f ∈ C0(Rd × Sd0 ) for a.e. (x, t),
⟨ν˜∞x,t, g⟩ = ⟨ν∞x,t, g ○Q⟩ for g ∈ C(Sd−1) for λ-a.e. (x, t).
Then we have
Proposition 14. Let (ν,λ, ν∞) be a measure-valued solution with bounded
energy and (ν˜, λ, ν˜∞) be defined as above. Suppose (vn, un) is bounded in
L∞t (L2x ×L1x) and (vn, un) Y2,1Ð→ (ν˜, λ, ν˜∞). Then
a) the barycentre (v¯, u¯) of (ν˜, λ, ν˜∞) forms an Euler subsolution, i.e. satisfies
(11) for some distribution q;
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b) if E˜(t) denotes the energy of the Young measure (ν˜, λ, ν˜∞) in the sense of
(15) and E(t) the energy of (ν,λ, ν) in the sense of (10), then E˜(t) = E(t)
for a.e. t;
c) vn
Y2
Ð→ (ν,λ, ν∞);
d) ∣un − vn # vn∣→ 0 in L1loc(Rd × [0, T ]).
Proof. a) follows straightforwardly by the definition of (ν˜, λ, ν˜∞) and the fact
that (ν,λ, ν∞) is a solution to (4)-(5).
b) By definition of (ν˜, λ, ν˜∞), and applying Lemma 13,
E˜(t) =
ˆ
⟨ν˜x,t, e⟩dx +
ˆ
⟨ν˜∞x,t, e⟩λt(dx)
=
ˆ
⟨ν, e(ξ, ξ # ξ)⟩dx +
ˆ
⟨ν∞, e (ξ, ξ # ξ)⟩λt(dx)
=
1
2
ˆ
⟨ν, ∣ξ∣2⟩dx + 1
2
ˆ
⟨ν∞, ∣ξ∣2⟩λt(dx)
=
1
2
ˆ
⟨ν, ∣ξ∣2⟩dx + 1
2
λt(Rd) = E(t),
where we used that ν∞ is supported on Sd−1.
c) Let f ∈ F2 and define g ∶= f ○ π1. Then g ∈ F2,1 with g
∞(ξ, ζ) = f∞ (ξ).
Therefore
f(vn)dxdt =g(vn, un)dxdt
∗
⇀⟨ν˜, g⟩dxdt + ⟨ν˜∞, g∞⟩λ
=⟨ν, f⟩dxdt + ⟨ν∞, f∞⟩λ
by definition of (ν˜, λ, ν˜∞) and since g ○Q = f .
d) Note that the function f(ξ, ζ) = ∣ζ − ξ # ξ∣ belongs to F2,1 with f∞ = f .
We can thus apply Theorem 11 with f to obtain
∣un − vn # vn∣dxdt ∗⇀ ⟨ν˜, f⟩dxdt + ⟨ν˜∞, f∞⟩λtdt = 0
because the set {(ξ, ξ # ξ) ∶ ξ ∈ Rd} contains the supports of ν˜ and ν˜∞, respec-
tively, and on this set, f and f∞ vanish.
3 Proof of Theorems 1 and 2
First of all observe that whenever a sequence of weak Euler solutions bounded in
L∞t L2x generates a generalised Young measure, then this will be a measure-valued
solution with bounded energy in the sense of Definition 8 a). If the generating
sequence consists of admissible weak solutions with initial data v0, then the
measure-valued solution will be admissible as in Definition 8 b). This follows
directly from the Fundamental Theorem of Young measures (see also [11], [6])
as well as the discussion in Section 2.3.
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Before we begin to prove the converse, we state a weaker version of Theorem
2 that we can prove along with Theorem 1. In Section 3.4 we then conclude
from this weaker statement the full assertion of Theorem 2.
Proposition 15. Let (ν,λ, ν∞) be an admissible measure-valued solution with
initial data v0 ∈ L
2(Rd). Then the generating sequence (vn) as in Theorem 1
may be chosen such that in addition
∥vn(t = 0) − v0∥L2(Rd) < 1n
and
sup
t∈[0,T ]
1
2
ˆ
Rd
∣vn(x, t)∣2dx ≤ 1
2
ˆ
Rd
∣v0(x)∣2dx + 1
n
.
We prove this Proposition in three steps: In Section 3.1 we use a result of [9]
to show that it suffices to generate measure-valued subsolutions by sequences of
subsolutions. Section 3.2 adapts various well-known Young measure techniques
to our framework to show that it suffices to construct generating sequences for
discrete homogeneous oscillation measures. This is rather general and does not
use any specific properties of the Euler equations. Finally, in Section 3.3 we
show how to generate discrete homogeneous Young measures from subsolutions,
where the plane wave analysis of the system (11) is exploited to give an explicit
construction of the generating sequence.
3.1 From Subsolutions to Exact Solutions
The goal of this section is to prove
Proposition 16. a) We can generate (ν,λ, ν∞) as required in Theorem 1
provided we can generate the lifted Young measure (see Subsection 2.4)(ν˜, λ˜, ν˜∞) in the sense of Theorem 11 by a sequence (vn, un) bounded in
L∞t (L2x ×L1x) with the properties
• (vn, un) are smooth in Rd × [0, T ];
• (vn, un) is a subsolution.
b) If (ν,λ, ν∞) is admissible with initial data v0 and energy E, then we can
generate it as required in Proposition 15 if the sequence (vn, un) addition-
ally satisfies
• lim supn supt
´
e(vn, un)dx ≤ esssuptE(t);
• vn(⋅,0) → v0 strongly in L2.
Proof. Suppose now (vn, un) generates the Young measure (ν˜, λ˜, ν˜∞) as in part
a) of the proposition. We choose for each n a function e¯n ∈ C (Rd × (0, T );R)∩
C ([0, T ];L1(Rd;R)) such that e¯n > en ∶= e(vn, un) on Rd × [0, T ] and
sup
t
ˆ
Rd
(e¯n − en) dx +
ˆ T
0
ˆ
Rd
(e¯n − en)dxdt < 1
n
. (16)
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For fixed n, let qn be a pressure field such that (vn, un, qn) satisfies (11).
Consider now vectorfields v ∈ C ([0, T ];L2w) that are smooth on Rd × (0, T ) and
for which there exists a smooth matrix field u ∈ C∞ (Rd × (0, T )) ;Sd0 ) such that
∂tv + divu +∇qn = 0
div v = 0,
(17)
v(⋅,0) = vn(⋅,0), (18)
v(⋅, T ) = vn(⋅, T ), (19)
and
e (v(x, t), u(x, t)) < e¯n(x, t) (20)
for a.e. x ∈ Rd and all t ∈ (0, T ). We then define the function space Xn0 by
Xn0 ={v ∈ C∞ (Rd × (0, T ))∩C ([0, T ];L2w) ∶
v satisfies (17),(18),(19),(20)}
and we denote the closure of Xn0 under the C ([0, T ];L2w)-topology by Xn. Note
that Xn0 is non-empty, since (vn, un) ∈ Xn0 . The following result is Proposition
3.3. in [9] (the density of the set of solutions in Xn is not explicitly stated in
the Proposition, but is an immediate consequence of its proof):
Theorem 17. The set of solutions v ∈ Xn to the Euler equations with energy
density
1
2
∣v(x, t)∣2 = e¯n(x, t)
for every t ∈ (0, T ) and a.e. x and pressure
p = qn −
1
d
∣v∣2
is dense in Xn (w.r.t. the C ([0, T ];L2w)-topology). In particular, there are
infinitely many such solutions.
Therefore, for n ∈ N, we can find a sequence (vkn)k∈N ⊂ CL2w of weak solutions
with vkn → vn as k →∞ in the CL
2
w-topology, i.e.
sup
t∈[0,T ]
ˆ
(vkn − vn) ⋅ φdx → 0 ∀φ ∈ L2(Rd) .
Since vn ∈ C
∞(Rd × [0, T ]), we can then choose k = k(n) so large that
sup
t∈[0,T ]
∣
ˆ
vn ⋅ (vkn − vn)dx∣ < 1n .
Next, since 1
2
∣vkn∣2 = e¯n for a.e. (x, t) by Theorem 17, we have
∣
ˆ ˆ
∣vkn∣2 − ∣vn∣2dxdt∣ ≤ 2 ∣
ˆ ˆ
(e¯n − en)dxdt∣ + 2 ∣
ˆ ˆ
(en − 1
2
∣v2n∣)dxdt∣ ,
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where, by choice of e¯n, the first expression is less than
1
n
. Concerning the last
term we have
∣
ˆ ˆ
(en − 1
2
∣v2n∣)dxdt∣ = ∣
ˆ ˆ
d
2
λmax(vn ⊗ vn − un) − 1
2
∣vn∣2dxdt∣
= ∣
ˆ ˆ
d
2
λmax (vn # vn − un + 1
d
∣vn∣2Id) − 1
2
∣vn∣2dxdt∣
= ∣
ˆ ˆ
d
2
λmax(vn # vn − un)dxdt∣
≤ C
ˆ ˆ
∣vn # vn − un∣dxdt → 0
as n→∞, by Proposition 14. We also used in this calculation that for a matrix
A, λmax(A + αId) = λmax(A) + α.
Sinceˆ ˆ
∣vkn − vn∣2dxdt =
ˆ ˆ
∣vkn∣2 − ∣vn∣2dxdt − 2
ˆ ˆ
vn ⋅ (vkn − vn)dxdt,
we deduce that there exists a subsequence v
k(n)
n of Euler solutions such that
vn − v
k(n)
n → 0 in L
2
loc(Rd × [0, T ]). Hence by Propositions 14c) and 5c), this
yields that the sequence (vk(n)n ) generates the Young measure (ν,λ, ν∞) in L2.
This proves part a) of Proposition 16.
For part b), recall that in fact 1
2
∣vk(n)n ∣2 = e¯n for a.e. x ∈ Rd for all t ∈ (0, T ).
Therefore by (16) and the assumption about the energy in part b) of Proposition
16 we have
limsup
n
sup
t
1
2
ˆ
∣vk(n)n ∣2dx ≤ esssuptE(t) ≤ 12
ˆ
∣v0∣2dx. (21)
Since v
k(n)
n (⋅,0) = vn(⋅,0), we also get
∥vk(n)n (⋅,0) − v0∥L2x = ∥vn(⋅,0) − v0∥L2x → 0
as n→∞, which, together with (21), completes the proof of the proposition.
3.2 Approximation of Generalised Young Measures
In this section we reduce the problem of generating an arbitrary measure-valued
solution (ν,λ, ν∞) to generating discrete homogeneous (i.e. independent of x
and t) oscillation measures, i.e. where λ = 0 and
νx,t =
N∑
i=1
µiδ(vi,ui) (22)
for all x, t, with µi > 0, ∑Ni=1 µi = 1, and (vi, ui) ∈ Rd × Sd0 . This reduction is
achieved by approximating measure-valued solutions by a coupling of discrete
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oscillation measures and smooth subsolutions. The latter represents the macro-
scopic flow whereas the former amounts to the microscopic oscillations encoded
by the Young measure. The general techniques for such an approximation are
well known, see for instance [17].
Given k ∈ N let Qk be the collection of open cubes Qki ⊂ R
d × (0, T ) of
sidelength 1
k
, whose vertices are neighbouring points on the lattice 1
k
Z
d+1. Our
precise statement is the following:
Theorem 18. Let (ν,λ, ν∞) be a measure-valued subsolution with bounded en-
ergy E(t). Then there exists a sequence of
• discrete oscillation measures νkx,t on R
d × Sd0 with zero barycentres which
are piecewise constant with respect to Qk,
• smooth subsolutions (v¯k, u¯k) bounded in L∞t (L2x ×L1x),
such that
T(v¯k,u¯k)νk
Y2,1
Ð→ (ν,λ, ν∞) (23)
and ˆ
Rd
⟨T(v¯k,u¯k)νk, e⟩dx ≤ esssuptE(t) + 1k ∀ t ∈ [0, T ]. (24)
Furthermore, if (ν,λ, ν∞) is an admissible measure valued subsolution with ini-
tial data v0, then in addition
∥v¯k(t = 0)− v0∥L2(Rd) < 1k . (25)
Proof. Using Proposition 6 we can reduce the proof of the theorem to a series
of approximation steps.
First of all we show that a homogeneous Young measure can be approximated
by discrete oscillation measures. More precisely, let (ν,λ, ν∞) be homogeneous
in the sense that ν and ν∞ are independent of x, t and λ is a constant multiple of
Lebesgue measure Ld+1. The approximability is then equivalent to the following
Claim 1. Let
ν ∈M1(Rd × Sd0 ), α ∈ [0,∞), ν∞ ∈M1(Sd−1)
such that ⟨ν, e⟩ <∞, where e is the generalised energy from Definition 12, and
assume that ⟨ν, π1⟩ = 0, ⟨ν, π2⟩ + α⟨ν∞, π2⟩ = 0. (26)
We claim that there exists a sequence νk ∈M1(Rd ×Sd0 ) of discrete probability
measures of the form (22) with zero barycentre, such that
⟨νk, f⟩→ ⟨ν, f⟩ + α⟨ν∞, f∞⟩ for all f ∈ F2,1 . (27)
Step 1. From classical to generalised measures.
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Let us assume that ν, ν∞ are discrete probability measures, i.e.
ν =
N∑
i=1
µiδ(vi,ui), ν∞ =
M∑
i=1
τiδ(v∞
i
,u∞
i
)
with (vi, ui) ∈ Rd × Sd0 , (v∞i , u∞i ) ∈ Sd−1, such that
N∑
i=1
µivi = 0,
N∑
i=1
µiui + α
M∑
j=1
τju
∞
j = 0.
Define a sequence (νm) of probability measures by
νm = (1 − 1
m
) N∑
i=1
µiδ(vi,ui) +
1
m
M∑
j=1
τjδ(√αmv∞
j
,αmu∞
j
) ,
A direct calculation shows that the barycentre (v¯m, u¯m) of νm satisfies (v¯m, u¯m)→
0 as m→∞. Moreover, for any f ∈ F2,1
⟨νm, f⟩ = (1 − 1
m
) N∑
i=1
µif(vi, ui) + 1
m
M∑
j=1
τjf (√αmv∞j , αmu∞j )
m→∞
Ð→
N∑
i=1
µif(vi, ui) + α M∑
j=1
τjf
∞(v∞j , u∞j ) = ⟨ν, f⟩ + α⟨ν∞, f∞⟩ .
Therefore also the shifted measure T−(v¯m,u¯m)νm satisfies
⟨T−(v¯m,u¯m)νm, f⟩→ ⟨ν, f⟩ + α⟨ν∞, f∞⟩ for all f ∈ F2,1 . (28)
Step 2. From discrete to general measures with compact support
More generally, assume that ν, ν∞ are probability measures with compact
support. By standard measure theory (see e.g. [3], §30), we find sequences of
discrete measures νk with uniformly compact support and νk,∞ such that
νk
∗
⇀ ν in M(Rd × Sd0 ), νk,∞ ∗⇀ ν∞ in M(S).
It follows easily that
⟨νk, f⟩ + α⟨νk,∞, f∞⟩→ ⟨ν, f⟩ + α⟨ν∞, f∞⟩ for all f ∈ F2,1 . (29)
Step 3. From compact support to finite energy
First of all note that the assumption ⟨ν, e⟩ < ∞ implies ⟨ν, f⟩ < ∞ for any
f ∈ F2,1. Indeed, any f ∈ F2,1 satisfies a bound of the form ∣f(ξ, ζ)∣ ≤ C(∣ξ∣2+∣ζ ∣),
therefore by Lemma 13 we have ∣f ∣ ≤ C′e. Using an idea from [18], we may then
approximate ν by compactly supported measures in the following way:
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For ρ ∈ N, let rρ ∶ Rd × Sd0 → R be a smooth function which is 1 on Bρ, zero
on (Rd × Sd0 ) /Bρ+1 and 0 ≤ r ≤ 1 everywhere. Define also a number sρ by
sρ = ⟨ν,1 − rρ⟩,
which measures how much mass ν carries outside of Bρ(0). We then define
νρ ∶= rρν + sρδ0,
which is a probability measure with support in Bρ+1. Heuristically, we obtain
νρ by cutting off ν outside of Bρ+1 and concentrating the remaining mass at
zero. Since rρ → 1 pointwise as ρ→∞, by dominated convergence we have
⟨ν, (1 − rρ)f⟩→ 0 for all f ∈ F2,1, (30)
in particular sρ → 0 and hence also
⟨ν − νρ, f⟩ = ⟨ν, (1 − rρ)f⟩ − sρf(0)→ 0 as ρ→∞.
In order to keep the condition (26), let v¯ρ = ⟨νρ, π1⟩ and u¯ρ = ⟨νρ, π2⟩ +
α⟨ν∞, π2⟩ and consider the shifted measure T−(v¯ρ,u¯ρ)νρ. Using (30) we see that(v¯ρ, u¯ρ)→ 0 as ρ →∞, hence
⟨T−(v¯ρ,u¯ρ)νρ, f⟩→ ⟨ν, f⟩ for all f ∈ F2,1. (31)
Claim 1 then follows by choosing a diagonal sequence in the three approxi-
mations (28),(29),(31).
Next, we show how to discretize a measure-valued subsolution so that Claim
1 can be applied to each homogeneous part separately.
Claim 2. Let (ν,λ, ν∞) be a measure-valued subsolution with bounded energy
and barycentre (v¯, u¯). Then there exists a sequence of smooth subsolutions(v¯k, u¯k) and a sequence of generalised Young measures (νk, λk, νk,∞) with zero
barycentre which are piecewise constant with respect to Qk, such that
(T(v¯k,u¯k)νk, λk, νk,∞) Y2,1Ð→ (ν,λ, ν∞) (32)
and, if Ek(t) denotes the generalised energy of (T(v¯k,u¯k)νk, λk, νk,∞), then
esssuptEk(t) ≤ esssuptE(t) + 1k . (33)
Moreover, if (ν,λ, ν∞) is an admissible measure-valued subsolution with initial
data v0, then in addition
∥v¯k(t = 0)− v0∥L2(Rd) < 1k . (34)
Step 4. Regularizing.
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Let ψ ∶ Rd → R be a standard mollification kernel, that is, smooth and non-
negative, supported on B1(0), and ´ ψdx = 1. Let furthermore χ ∶ R → R be
another mollification kernel with the same properties as ψ, but whose support
is required to be contained in (−1,0). Define now ψǫ(x) = 1ǫdψ (xǫ ) and χǫ(t) =
1
ǫ
χ ( t
ǫ
), so that the mass is still 1 and the supports are in Bǫ(0) and (−ǫ,0)
respectively. Set φǫ(x, t) = ψǫ(x)χǫ(t). We can now define for every t ∈ [0, T −ǫ]
and x ∈ Rd another Young measure (νǫ, λǫ, νǫ,∞) by
⟨νǫ, f⟩ = ⟨ν, f⟩ ∗ φǫ for all f ∈ C0(Rd × Sd0 ),
λǫ = λ ∗ φǫ,
⟨νǫ,∞, g⟩ = (⟨ν∞, g⟩λ) ∗ φǫ
λǫ
for all g ∈ C(S).
Observe that ∣⟨ν∞, g⟩∣ ≤ sup ∣g∣, so that with the above definition ⟨νǫ,∞, g⟩ ∈
L∞(Rd×(0, T −ǫ)), whereas ⟨νǫ, f⟩, λǫ ∈ C∞(Rd× [0, T −ǫ]). Also, the mollified
Young measure is only defined for t ∈ [0, T − ǫ]. However, a simple rescaling of
time t↦ T
T−ǫ t can then restore the original domain t ∈ [0, T ]. Therefore, we may
as well assume that (νǫ, λǫ, νǫ,∞) is defined for (x, t) ∈ Rd × [0, T ]. Moreover,
we have
(νǫ, λǫ, ν∞,ǫ) Y2,1Ð→ (ν,λ, ν∞) as ǫ→ 0, (35)
since µ ∗ φǫ
∗
⇀ µ in M as ǫ → 0 for any µ. Moreover, letting
Eǫ(t) =
ˆ
Rd
⟨νǫ, e⟩dx +
ˆ
Rd
⟨ν∞,ǫ, e⟩λǫt(dx) for t ∈ [0, T ],
we easily see that
Eǫ(t) = E ∗ χǫ(t) for all t ∈ [0, T ].
In particular for every t ∈ [0, T ] we have
Eǫ(t) =
ˆ
E(t − s)χǫ(s)ds ≤ esssuptE(t)
ˆ
χ = esssuptE(t). (36)
For the barycentre (v¯ǫ, u¯ǫ) of this measure we have
v¯ǫ = v¯ ∗ φǫ, u¯ǫ = u¯ ∗ φǫ, (37)
so the barycentre is smooth and, by linearity, is a subsolution.
Finally, assume that (ν,λ, ν∞) is an admissible measure-valued subsolution
with initial data v0. We claim that in this case
v¯ǫ(0)→ v¯(0) in L2(Rd), (38)
where we write v¯(t) ∶= x↦ v¯(x, t). Indeed, we have
v¯ǫ(x,0) =
ˆ ǫ
0
ˆ
Rd
v¯(x − y, s)ψǫ(y)dy χǫ(−s)ds
=
ˆ ǫ
0
[v¯(s) ∗ψǫ]χǫ(−s)ds,
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and moreover
∥v¯(s) ∗ ψǫ − v¯(0)∥L2 ≤ ∥v¯(s) ∗ ψǫ − v¯(0) ∗ ψǫ∥L2 + ∥v¯(0) ∗ ψǫ − v¯(0)∥L2
≤ ∥v¯(s) − v¯(0)∥L2 + ∥v¯(0) ∗ψǫ − v¯(0)∥L2.
Therefore
∥v¯ǫ(0) − v¯(0)∥L2 ≤ sup
0<s<ǫ
∥v¯(s) − v¯(0)∥L2 + ∥v¯(0) ∗ψǫ − v¯(0)∥L2.
The right hand side converges to zero as ǫ → 0 by Proposition 9. This proves
our claim (38).
Step 5. Averaging.
Next, fix ǫ > 0 and consider the shifted regular Young measure
(ν˜, λ˜, ν˜∞) ∶= (T−(v¯ǫ,u¯ǫ)νǫ, λǫ, νǫ,∞)
with barycentre zero, together with the “macroscopic” state
(v˜, u˜) ∶= (v¯ǫ, u¯ǫ).
We use the well-known technique of averaging, see also Lemma 4.22 in [20] and
Proposition 7 in [17]. For l ∈ N let Ql = {Qli}i be the collection of open cubes
in Rd × (0, T ) of sidelength 1
l
with vertices on the lattice 1
l
Z
d+1. We define
(ν˜l, λ˜l, ν˜l,∞) by
⟨ν˜l, f⟩ =
 
Ql
i
⟨ν˜x,t, f⟩dxdt for all f ∈ C0(Rd × Sd0 ),
λ˜l =
λ˜(Qli)
Ld+1(Qli)L
d+1
↾Ql
i
,
⟨ν˜∞,l, g⟩ =
 
Ql
i
⟨ν˜∞x,t, g⟩dλ˜(x, t) for all g ∈ C(Sd−1)
for all (x, t) ∈ Qli for every i, where fflQl
i
gdµ ∶= 1
µ(Ql
i
)
´
Ql
i
gdµ for any measure µ
and any g ∈ L1(Qli;µ).
Then (ν˜l, λ˜l, ν˜∞,l) is homogeneous on each Qli, and also has zero barycentre
for a.e. (x, t). Moreover, it follows from Proposition 8 in [17] that
(ν˜l, λ˜l, ν˜∞,l) Y2,1Ð→ (ν˜, λ˜, ν˜∞) as l →∞ . (39)
Concerning the energy, we claim that
sup
t
ˆ
Rd
⟨T(v˜,u˜)ν˜l, e⟩dx ≤ sup
t
ˆ
Rd
⟨T(v˜,u˜)ν˜, e⟩dx + o(1) as l →∞. (40)
To this end define
(v˜l, u˜l)(x, t) ∶=
 
Ql
i
(v˜, u˜) for (x, t) ∈ Qli
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and for a.e. t ∈ (0, T ):
F0(t) =
ˆ
Rd
⟨T(v˜,u˜)ν˜, e⟩dx, F1(t) =
ˆ
Rd
⟨T(v˜l,u˜l)ν˜, e⟩dx,
F2(t) =
ˆ
Rd
⟨T(v˜l,u˜l)ν˜l, e⟩dx, F3(t) =
ˆ
Rd
⟨T(v˜,u˜)ν˜l, e⟩dx.
By the definition of ν˜l and since (v˜l, u˜l) is constant onQli, we have ⟨T(v˜l,u˜l)ν˜l, f⟩ =ffl
Q
⟨T(v˜l,u˜l)ν˜x,t, f⟩dxdt. Hence
sup
t
F2(t) ≤ sup
t
F1(t).
On the other hand e satisfies the pointwise estimate
∣e(ξ1, ζ1) − e(ξ2, ζ2)∣ ≤ C(∣ξ1∣∣ξ1 − ξ2∣ + ∣ξ1 − ξ2∣2 + ∣ζ1 − ζ2∣), (41)
from which we obtain for a.e. t
∣F0(t)−F1(t)∣ ≤ C (
ˆ
Rd
⟨ν˜, ∣ξ∣2⟩ + ∣v˜∣2dx)1/2 (
ˆ
Rd
∣v˜l − v˜∣2dx)1/2+
ˆ
Rd
∣v˜l−v˜∣2+∣u˜l−u˜∣dx.
Since (v˜, u˜) ∈ L∞t (L2x × L1x) ∩ C∞(Rd × (0, T )), the right hand side converges
to zero as l → ∞, uniformly in t. Similarly supt ∣F2(t) − F3(t)∣ can be made
arbitrarily small. Combining these estimates yields
sup
t
F3(t) ≤ sup
t
F0(t) + o(1) as l →∞
as claimed in (40).
Combining the approximations (35)-(37) and (39) leads to the approximation
as claimed in (32). The bound on the energy (33) follows from (36) and (40),
and (34) follows from (38). This proves Claim 2.
Step 6. Conclusion of the argument.
Given a measure-valued subsolution (ν,λ, ν∞), by Claim 2 there exists a
sequence of generalised Young measures (νk, λk, νk,∞) which are piecewise con-
stant with respect to Qk, and there exist smooth subsolutions (v¯k, u¯k) such
that
(T(v¯k,u¯k)νk, λk, ν∞,k) Y2,1Ð→ (ν,λ, ν∞) as k →∞
and (33) holds. Then, using Claim 1 we can approximate the homogeneous
Young measure on each cube Qki ∈ Q
k separately by a discrete oscillation mea-
sure as in (27). In this way we obtain a sequence of piecewise constant discrete
oscillation measures νk,l such that
νk,l
Y2,1
Ð→ (νk, λk, νk,∞) as l →∞.
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In particular we have for any fixed k ∈ N and j = 0,1, . . .
ˆ (j+1)
k
j
k
ˆ
Rd
⟨T(v¯k,u¯k)νk,l, e⟩dxdt →
ˆ (j+1)
k
j
k
ˆ
Rd
⟨T(v¯k,u¯k)νk, e⟩dxdt +
ˆ (j+1)
k
j
k
ˆ
Rd
⟨νk,∞, e⟩λt(dx)dt
as l →∞, and since νk,l and (νk, λk, νk,∞) are t-independent in the time interval( j
k
,
j+1
k
) and (v¯k, u¯k) is smooth, we conclude (analogously to (40) and after
passing to a subsequence) that for a.e. t ∈ (0, T )ˆ
Rd
⟨T(v¯k,u¯k)νk,l, e⟩dx ≤ esssupt
ˆ
Rd
⟨T(v¯k,u¯k)νk, e⟩dx +
ˆ
Rd
⟨νk,∞, e⟩λkt (dx) + 1
k
for all k and l = l(k) large enough. Together with (33) this implies (24). If the
measure-valued solution is admissible, we have (34), from which (25) follows.
This concludes the proof.
3.3 Discrete Homogeneous Young Measures
Let Q = (0,1)d+1. In light of Theorem 18 it remains to show the following:
Proposition 19. Let
ν =
N∑
i=1
µiδwi (42)
be a probability measure on Rd × Sd0 with zero barycentre. Then there exists a
sequence wk = (vk, uk) ∈ C∞c (Q;Rd × Sd0 ) of smooth subsolutions such that
∥wk∥L∞(Q) ≤ C⟨ν, e⟩ (43)
for some fixed constant C, for any f ∈ C(Rd × Sd0 )
f(wk) ∗⇀ ⟨ν, f⟩ in L∞(Rd × (0, T )) (44)
and moreover if f is convex, then
lim sup
k→∞
sup
t∈[0,1]
ˆ
[0,1]d
f(wk(x, t))dx ≤ ⟨ν, f⟩. (45)
Concerning the above proposition we remark that (44) is the classical Young
measure convergence for bounded sequences. In particular it follows thatx
Q
f(wk(x, t))dxdt → ⟨ν, f⟩.
The crucial point about estimate (45) is that it is uniform in t.
In order to construct generating sequences consisting of subsolutions, we use
the localized plane-wave construction developed in [8].
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Proposition 20. Let w¯ = (v¯, u¯) ∈ Rd × Sd0 with v¯ ≠ 0.
1. There exists η ∈ Sd ∖ {ed+1} such that
w(x, t) ∶= w¯ h((x, t) ⋅ η)
is a subsolution for any profile h ∈ C∞(R).
2. There exists a second order homogeneous linear operator Lw¯ such that
w ∶= Lw¯[ϕ]
is a solution of (11) for any ϕ ∈ C∞(Rd ×R).
3. Moreover, if ϕ(x, t) =H((x, t) ⋅ η) for H ∈ C∞(R), then
Lw¯[ϕ](x, t) = w¯H ′′((x, t) ⋅ η)
Proof. Recall that we defined subsolutions as pairs (v, u) such that there exists
a distribution q so that (11) holds.
Therefore statement 1. of the proposition follows immediately from the
plane-wave analysis of the Euler equations performed in Section 2 of [8] and
Remark 1 therein. Statements 2. and 3. follow directly from Lemma 3.2 and
Lemma 3.3 in [8] using the identification
(v, u, q)↦ U = ( u + qId v
v 0
) .
For the proof of Proposition 19 we start with the following sharpened variant
of Proposition 2.2 from [8]:
Proposition 21. Let µi ≥ 0 and wi = (vi, ui) ∈ Rd×Sd0 for i = 1,2 with µ1+µ2 = 1
and µ1w1 + µ2w2 = 0. Assume also that v1 ≠ v2. Moreover, let f ∈ C(Rd × Sd0 )
be convex. For any ǫ > 0 there exists
w ∈ C∞c (Q;Rd × Sd0 )
such that
(i) w = (v, u) is a subsolution;
(ii) ∥w∥L∞(Q) ≤maxi ∣wi∣ + ǫ;
(iii) There exist open subsets A1,A2 ⊂ Q such that for i = 1,2
w(x, t) = wi for (x, t) ∈ Ai, and ∣Ld+1(Ai) − µi∣ < ǫ;
24
(iv) For the convex function f we have
ˆ
[0,1]d
f(w(x, t))dx ≤ µ1f(w1) + µ2f(w2) + ǫ for all t ∈ [0,1].
Furthermore, concerning property (iii) we even have for i = 1,2
∣Ld{x ∈ [0,1]d ∶ (x, t) ∈ Ai} − µi∣ < ǫ for all t ∈ (ǫ,1 − ǫ). (46)
Proof. Fix δ > 0 small. Let h ∶ R → R be the 1-periodic extension of
h(s) =
⎧⎪⎪⎨⎪⎪⎩
µ1 if s ∈ [0, µ2),
−µ2 if s ∈ [µ2,1)
and let hδ = h ∗ ζδ, where ζ ∈ C
∞
c (−1,1) is a standard mollifying kernel. Since
hδ is 1-periodic with mean zero, there exists Hδ ∈ L
∞(R) ∩ C∞(R) such that
H ′′δ = hδ.
Let w¯ = w2 − w1 and consider the wave direction η ∈ S
d ∖ {ed+1} as well as
the operator Lw¯ obtained from Proposition 20. For any k ∈ N set
ϕk(x, t) ∶= 1
k2
Hδ(k(x, t) ⋅ η).
Next, let φ ∈ C∞c (Q) be a cutoff function, i.e. such that
0 ≤ φ ≤ 1 in Q and φ = 1 in [δ,1 − δ]d+1,
and set wk ∶= Lw¯[φϕk]. Then
wk ∈ C∞c (Q;Rd × Sd0 ) and (vk, uk) = wk is a subsolution.
Furthermore, let
W k(x, t) ∶= w¯ h(k(x, t) ⋅ η) .
Since Lw¯ is a homogeneous second order differential operator, Lw¯[φϕk]−φLw¯[ϕk]
can be written as a sum of products of first order derivatives of φ with first order
derivatives of ϕk and of second derivatives of φ with ϕk. Therefore
∥wk − φLw¯[ϕk]∥L∞(Q) ≤ C(δ)
k
.
Also, by Proposition 20 we have Lw¯[ϕk](x, t) = w¯ hδ(k(x, t) ⋅ η), whence we
conclude using the definition of h and the form of Lw¯[ϕk] that
∥wk∥L∞(Q) ≤max
i
∣wi∣ + C(δ)
k
. (47)
Moreover, since φ = 1 on [δ,1 − δ]d+1, we actually have
wk(x, t) = w¯ hδ(k(x, t) ⋅ η) in (δ,1 − δ)d+1.
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Since h = hδ on (δ, µ2 − δ) as well as on (µ2 + δ,1− δ), it follows that wk = wi on
Aki , defined by
Ak1 = {(x, t) ∈ (δ,1 − δ)d+1 ∶ k(x ⋅ η) ∈ (δ, µ2 − δ) +Z}
Ak2 = {(x, t) ∈ (δ,1 − δ)d+1 ∶ k(x ⋅ η) ∈ (µ2 + δ,1 − δ) +Z}
and furthermore
∣Ld{x ∈ [0,1]d ∶ wk(x, t) = wi} − µi∣ ≤ Cδ for i = 1,2
for any t ∈ (δ,1 − δ), where the constant is independent of t and δ.
Next, let us write η = (η′, ηd+1) for η′ ∈ Rd and observe that by Proposition
20 and the assumption v1 ≠ v2 we have η
′ ≠ 0. Fix t ∈ [0,1] and let
a = ηd+1
η′
∣η′∣2 , x′ = x + at
so that (x, t) ⋅ η = x′ ⋅ η′. We can then write for any f ∈ C(Rd × Sd0 )ˆ
[0,1]d
f(φ(x, t)W k(x, t))dx =
ˆ
Rd
f(φ(x, t)W k(x, t))dx
=
ˆ
Rd
f(w¯ φ(x′ − at, t)h(kx′ ⋅ η′))dx′
=
ˆ
Rd
f(w¯ φt(x′)h(kx′ ⋅ η′))dx′,
where we have written φt(x′) = φ(x′ − at, t). Now, standard Young measure
theory implies that for any fixed tˆ
Rd
f(w¯ φt(x′)h(kx′ ⋅ η′))dx′ k→∞Ð→
ˆ
Rd
[µ1f(w1 φt(x′)) + µ2f(w2 φt(x′))]dx′ .
Moreover, since the family {φt}t∈[0,1] is equicontinuous with ∥φt − φt′∥L∞(Rd) ≤
C ∣t−t′∣ for some fixed constant C, the convergence above in fact holds uniformly
in t ∈ [0,1]. Furthermore, if f is convex, then, since ∣φt(x′)∣ ≤ 1 for all x′,ˆ
Rd
[µ1f(w1 φt(x′)) + µ2f(w2 φt(x′))]dx′ ≤
ˆ
Rd
φt(x′)[µ1f(w1) + µ2f(w2)]dx′
=
ˆ
[0,1]d
φ(x, t)[µ1f(w1) + µ2f(w2)]dx
≤ µ1f(w1) + µ2f(w2).
Since any continuous convex function is locally Lipschitz, the L∞ bound (47)
together with the uniform L∞-boundedness of φW k and the fact that wk = φW k
on Ak1 ∪ A
k
2 implies that, by choosing first δ > 0 sufficiently small and then k
sufficiently large, we can ensure that
∣
ˆ
[0,1]d
f(wk(x, t))dx −
ˆ
[0,1]d
f(φ(x, t)W k(x, t))dx∣ ≤ ǫ/2 for all t ∈ [0,1].
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Consequently, for k sufficiently large we obtain
ˆ
[0,1]d
f(wk(x, t))dx ≤ µ1f(w1) + µ2f(w2) + ǫ.
This concludes the proof.
Proof of Proposition 19. Let
N∑
i=1
µiδwi
with wi = (vi, ui) ∈ Rd × Sd0 be a probability measure with barycentre zero, and
such that
span(v1, . . . , vN) has maximal rank (48)
subject to the constraint ∑i µivi = 0, i.e. dimension=min(d,N − 1).
We prove by induction on N that for any ǫ > 0 and a given convex function
f ∈ C(Rd × Sd0 ) there exists a smooth subsolution w = (v, u) ∈ C∞c (Q;Rd × Sd0 )
such that
(i) w = (v, u) is a subsolution;
(ii) ∥w∥L∞(Q) ≤maxi ∣wi∣ + ǫ;
(iii) There exist open subsets Ai ⊂ Q for i = 1, . . . ,N such that
w(x, t) = wi for (x, t) ∈ Ai, and ∣Ld+1(Ai) − µi∣ < ǫ;
(iv) ˆ
[0,1]d
f(w(x, t))dx ≤ N∑
i=1
µif(wi) + ǫ for all t ∈ [0,1].
Proposition 19 then follows easily. Indeed, the non-degeneracy assumption (48)
can be achieved by perturbing vi slightly, and then (ii),(iii),(iv) implies (43), (44)
and (45), respectively. Observe in particular that we can find a fixed sequence
wk as required in Proposition 19 so that (45) holds for all convex f ; indeed, this
can be obtained by a diagonal argument and the observation that it suffices to
show (45) for a countable set of convex functions.
The case N = 1 is trivial, since then ν = δ0 and we can simply take w ≡ 0.
The case N = 2 is directly handled by Proposition 21, since the non-degeneracy
condition (48) implies v1 ≠ v2.
Induction step. Let ν = ∑N+1i=1 µiδwi for N ≥ 2. Using condition (48) and by
a reordering of the vectors v1 . . . vN+1 if necessary, we may assume without loss
of generality that
vN+1 ≠ 0 and (v1, . . . , vN) satisfies (48).
27
Define the probability measures
ν1 ∶= µN+1δwN+1 + (1 − µN+1)δw¯
ν2 ∶=
N∑
i=1
µi
1 − µN+1
δwi−w¯,
where
w¯ ∶=
N∑
i=1
µi
1 − µN+1
wi .
Observe that both ν1 and ν2 have zero barycentre. Moreover, by a direct cal-
culation we check that vN+1 ≠ v¯. Therefore ν1 satisfies the assumptions of
Proposition 21 and ν2 satisfies the induction hypothesis. Therefore, given ǫ > 0
we obtain two subsolutions
W1,W2 ∈ C
∞
c (Q;Rd × Sd0 )
satisfying properties (i)-(iv) with respect to the measures ν1, ν2, and moreover
W1 satisfies the time-slice estimate (46).
Let A,B ⊂ Q be the open sets from property (iii) forW1, with B correspond-
ing to the value w¯, i.e. such that
W1(x, t) = w¯ for (x, t) ∈ B, and ∣Ld+1(B) − (1 − µN+1)∣ < ǫ, (49)
and let
Bǫ = {(x, t) ∈ B ∶ ǫ < t < 1 − ǫ}.
Fix a finite family of disjoint cubes
B˜ =
M⋃
j=1
((xj , tj) + αjQ), (xj , tj) ∈ Q, αj > 0,
such that
B˜ ⊂ Bǫ, L
d+1(Bǫ/B˜) < ǫ, (50)
and set
w(x, t) =W1(x, t) + M∑
j=1
W2(x−xjαj , t−tjαj ).
We claim that w satisfies (i)-(iv) for the measure ν.
To start with, it is easy to see by linearity that w ∈ C∞c (Q;Rd × Sd0 ) and
(i),(ii) hold. Concerning (iii), let AN+1 = A and Ai ⊂ Q for i = 1, . . . ,N be
defined by
Ai =
M⋃
j=1
((xj , tj) + αjA˜i),
where A˜i are the open sets from property (iii) for W2. Then
w(x, t) = wi for (x, t) ∈ Ai for i = 1, . . . ,N + 1,
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and moreover, for i = 1, . . . ,N
L
d+1(Ai) = M∑
j=1
αd+1j Ld+1(A˜i).
On the other hand ∑j αd+1j = Ld+1(B˜), hence from (50) and the definition of Bǫ
we deduce ∣Ld+1(B)−∑j αd+1j ∣ < 5ǫ. Combined with (49) this yields ∣1− µN+1 −∑j αd+1j ∣ < 6ǫ, therefore we obtain
∣Ld+1(Ai) − µi∣ ≤ ∣∑
j
αd+1j (Ld+1(A˜i) − µi1−µN+1 )∣ + µi1 − µN+1 ∣1 − µN+1 −∑j α
d+1
j ∣
≤ Cǫ
for some fixed constant C. Thus, by replacing ǫ by ǫ/C in the above we can
ensure property (iii) for w.
Next, recall the convex function f ∈ C(Rd×Sd0 ). Concerning property (iv) for
w, assume first that t ∈ [0, ǫ]∪ [1−ǫ,1]. Note that in this case w(x, t) =W1(x, t)
for all x, hence using property (iv) for W1 and the convexity of f we obtain
ˆ
[0,1]d
f(w(x, t))dx =
ˆ
[0,1]d
f(W1(x, t))dx
≤ µN+1f(wN+1) + (1 − µN+1)f(w¯) + ǫ
≤ µN+1f(wN+1) + N∑
i=1
µif(wi) + ǫ.
Next, let t ∈ (ǫ,1 − ǫ), and recall that by Proposition (21) the function W1
satisfies additionally the time-slice estimate (46). Define the sets
At = {x ∶ (x, t) ∈ A}, Bt = {x ∶ (x, t) ∈ B}, B˜t = {x ∶ (x, t) ∈ B˜}.
By estimate (46) we have
∣Ld(At) − µN+1∣ < ǫ, ∣Ld(Bt) − (1 − µN+1)∣ < ǫ,
hence Ld([0,1]d ∖ (At ∪Bt)) < 2ǫ. We can therefore estimate
ˆ
[0,1]d
f(w(x, t))dx
≤
ˆ
At
f(w(x, t))dx +
ˆ
Bt∖B˜t
f(w(x, t))dx +
ˆ
B˜t
f(w(x, t))dx +O(ǫ)
=Ld(At)f(wN+1) +Ld(Bt ∖ B˜t)f(w¯) +
ˆ
B˜t
f(w(x, t))dx +O(ǫ).
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For the third integral we calculateˆ
B˜t
f(w(x, t))dx = ∑′
j
ˆ
xj+αj [0,1]d
f(w¯ +W2(x−xjαj , t−tjαj ))dx
= ∑′
j
αdj
ˆ
[0,1]d
f(w¯ +W2(x, t−tjαj ))dx
≤ Ld(B˜t) N∑
i=1
µi
1 − µN+1
f(wi) + ǫ,
where ∑′j denotes summation over those j for which t ∈ tj + (0, αj), and in the
last inequality we have used property (iv) for W2. Furthermore, by convexity
of f we also have f(w¯) ≤ ∑Ni=1 µi1−µN+1 f(wi). It follows thatˆ
[0,1]d
f(w(x, t))dx ≤ N+1∑
i=1
µif(wi) +O(ǫ),
implying property (iv) for w as required.
3.4 Proof of Proposition 15 and Theorem 2
3.4.1 Proof of Proposition 15
Let (ν,λ, ν∞) be an admissible measure-valued solution with initial data v0.
By Proposition 16 it suffices to generate the lifted admissible measure-valued
subsolution by a suitable sequence of subsolutions. By abuse of notation, let us
still denote the lifted Young measure by (ν,λ, ν∞), and its energy by E(t).
By Theorem 18 we obtain a sequence of smooth subsolutions w¯k = (v¯k, u¯k)
uniformly bounded in L∞t (L2x ×L1x) and a sequence of discrete oscillation mea-
sures νk that are piecewise constant with respect to Qk, such that (23), (24)
and (25) hold.
Let us fix Q ∈Qk for the moment. By Proposition 19 there exists a sequence
w˜k,n = (v˜k,n, u˜k,n) ∈ C∞c (Q;Rd × Sd0 )
of subsolutions such that
∥w˜k,n∥L∞(Q) ≤ ⟨νk ∣Q, e⟩
and generating νk on Q. Next, for l ≥ 1, let w¯k,l = (v¯k,l, u¯k,l) be defined as the
average of (v¯k, u¯k) over cubes of size 2−l 1
k
, i.e.
(v¯k,l, u¯k,l)(x, t) ∶=
 
Ql
i
(v¯k, u¯k) for (x, t) ∈ Qli for all Qli ∈Q2lk.
Since (v¯k, u¯k) ∈ L∞t (L2x ×L1x) ∩C∞(Rd × [0, T ]), we have
sup
t
ˆ
Rd
∣v¯k,l − v¯k ∣2 dx + sup
t
ˆ
Rd
∣u¯k,l − u¯k∣dx → 0 as l →∞.
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Consequently, from (41) we deduce
sup
t
∣
ˆ
Qt
e(w¯k(x, t) + w˜k,n(x, t))dx −
ˆ
Qt
e(w¯k,l(x, t) + w˜k,n(x, t))dx∣ → 0
as l → ∞, where Qt = {x ∶ (x, t) ∈ Q}, and the convergence is uniform in k,n,
owing to the L∞ bound on w˜k,n as well as the energy bound (24) on νk. On
the other hand, since e ∈ C(Rd × Sd0 ) is convex, from (45) we have
limsup
n→∞
sup
t
ˆ
Qt
e(w¯k,l + w˜k,n(x, t))dx ≤ ⟨Tw¯k,lνk ∣Q, e⟩ .
Thus, given any δ > 0 we can first choose l and then n sufficiently large, so that
sup
t
ˆ
Qt
e(w¯k + w˜k,n(x, t))dx ≤ ⟨Tw¯kνk ∣Q, e⟩ + δ .
Summing over all cubes inQk and taking a suitable diagonal subsequence, we
obtain (v˜k, u˜k) such that (v¯k+ v˜k, u¯k+ u˜k) is uniformly bounded in L∞t (L2x×L1x)
(this follows from (24) and (43)), consists of subsolutions, and
(v¯k + v˜k, u¯k + u˜k) Y2,1Ð→ (ν,λ, ν∞) .
Furthermore,
sup
t
ˆ
Rd
e(v¯k + v˜k, u¯k + u˜k)dx ≤ esssuptE(t) + 1
k
and, by (25),ˆ
Rd
∣v¯k(x,0) + v˜k(x,0) − v0(x)∣2 dx =
ˆ
Rd
∣v¯k(x,0) − v0(x)∣2 dx→ 0
as k → ∞. Therefore the sequence (v¯k + v˜k, u¯k + u˜k) satisfies the conditions
in Proposition 16b). Proposition 15 follows, since (ν,λ, ν∞) is admissible and
therefore esssuptE(t) = 12 ´Rd ∣v0∣2 dx.
3.4.2 Proof of Theorem 2
As above, let (ν,λ, ν∞) be an admissible measure-valued solution, and, by abuse
of notation, let us denote by (ν,λ, ν∞) also the corresponding lifted Young
measure on Rd×Sd0 as in Section 2.4.3. In the proof of Proposition 15 above, we
showed that for every k ∈ N there exists a subsolution (vk, uk) ∈ C∞(Rd×[0, T ])
such that
(vk, uk) Y2,1Ð→ (ν,λ, ν∞) as k →∞ (51)
∣1
2
ˆ
∣vk(x,0)∣2dx − 1
2
ˆ
∣v0(x)∣2dx∣ < 1k (52)
sup
t∈[0,T ]
ˆ
Rd
e(vk, uk)dx < 1
2
ˆ
∣v0∣2dx + 1k (53)
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In this final step, we want to deduce from this the full statement of Theorem
2. We will do so by using the argument from [9] for the construction of wild
initial data. A slight modification of the proof of Proposition 5.1 in [9] yields
the following statement:
Proposition 22. Let (v, u) ∈ L∞t (L2x ×L1x)∩C∞(Rd × [0, T ]) be a subsolution,
and let
e¯ ∈ C(Rd × [0, T ]) ∩C([0, T ];L1(Rd))
such that e(v(x, t), u(x, t)) < e¯(x, t) for all (x, t) ∈ Rd × [0, T ]. Then there exists
a sequence of subsolutions (vn, un) ∈ C∞(Rd × (0, T ]) such that
vn → v in C([0, T ];L2w(Rd)),
e(vn(x, t), un(x, t)) < e¯(x, t) ∀ (x, t) ∈ Rd × (0, T ]
and
1
2
∣vn(x,0)∣2 = e¯(x,0) for a.e. x ∈ Rd. (54)
Indeed, the proof follows along the lines of the proof of Proposition 5.1 in [9],
by iterating the Claim from there with the functional
´
Ω0
1
2
∣v(x,0)∣2 − e¯(x,0)dx
instead of
´
Ω0
1
2
∣v(x,0)∣2 − 1dx, and only considering the functions for times
t ≥ 0.
With this assertion at hand, we proceed as in the proof of Proposition 16.
Choose e¯k ∈ C(Rd × [0, T ]) ∩C([0, T ];L1(Rd)) so that
• e(vk(x, t), uk(x, t)) < e¯k(x, t) for all (x, t) ∈ Rd × [0, T ];
• supt
´
Rd
e¯k − e(vk, uk)dx < 1k ;
•
´
Rd
e¯k(x, t)dx ≤ ´Rd e¯k(x,0)dx for all t ∈ [0, T ].
Such a choice is possible because of (52)-(53).
Then, apply Proposition 22 to each (vk, uk) with e¯k. We obtain sequences(vk,n, uk,n), and as in the proof of Proposition 16 we can extract a diagonal
subsequence n = n(k) such that
vk,n(k) − vk → 0 in L2loc(Rd × (0, T )) .
Moreover, we have that vk,n(k)(t = 0) → v0 strongly in L2 if n(k) is chosen
sufficiently large: Indeed, on the one hand, we know that vk,n(k)(t = 0)⇀ vk(t =
0) weakly (cf. Proposition 22). On the other hand, by (54), the choice of e¯k,
(53), and (52), we have
∥vn,k(t = 0)∥2
2
− ∥vk(t = 0)∥2
2
<
8
k
.
These two facts imply that vk,n(t = 0) → vk(t = 0) strongly as n → ∞, and
hence, if n(k) is suitably chosen, (52) yields vk,n(k)(t = 0) → v0 strongly in L2
as k →∞.
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Finally, with each vk,n(k) we argue as in the proof of Proposition 16b) to find
exact Euler solutions close to vk,n(k) in C([0, T ];L2w(Rd)) and hence, due to the
choice of e¯k, in L2loc(Rd × (0, T )). Therefore these Euler solutions generate the
same Young measure. Furthermore, their initial values vk,n(k)(t = 0) are close to
v0, and because v
k,n(k) satisfies (54), they are admissible. This proves Theorem
2.
3.4.3 Proof of Corollary 3
As observed by DiPerna and Majda in [11], given any initial data v0 ∈ L
2(Rd),
a sequence of Leray solutions with viscosity → 0 generates a measure-valued
solution of Euler. Moreover, such a measure-valued solution has initial data
v0, and it is easy to see from the energy bound that it will be admissible.
Hence, as in the previous Subsection 3.4.2, we find a sequence of subsolutions(vk,n(k), uk,n(k)) such that (passing to a subsequence if necessary)
∥vk,n(k)(t = 0) − v0∥
2
<
1
k
,
1
2
∣vk,n(k)(x,0)∣2 = e¯k(x,0) for a.e. x ∈ Rd,
and
e (vk,n(k)(x, t), uk,n(k)(x, t)) < e¯k(x, t) for a.e. x ∈ Rd and all t > 0.
Hence, by virtue of Theorem 17 (which is Proposition 3.3. in [9]), for each
such (vk,n(k), uk,n(k)) there exist infinitely many solutions for Euler with initial
data vk,n(k)(t = 0) and energy density e¯k for all times t ≥ 0. By choice of
e¯k (see Subsection 3.4.2), these solutions are admissible. This shows that in
every L2-neighbourhood of v0 there exists initial data admitting infinitely many
admissible solutions of Euler and thus the corollary is proved.
Finally we remark that if we choose e¯k such that
´
e¯kdx is constant in time,
then the Euler solutions obtained in this way will conserve energy. This shows
the existence of energy-conserving weak solutions for a dense subset of initial
data.
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