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Введение. Задачи сопряжения эллиптических уравнений возникают при описании многих 
стационарных процессов в средах с резко отличающимися физическими свойствами. Эти свой-
ства характеризуются тем, что при переходе от одной среды к другой искомые функции и их 
производные терпят резкие изменения, которые математически выражаются записью через 
условия сопряжения. В работах [1, 2] рассмотрены граничные задачи для уравнения Пуассона 
и других эллиптических уравнений второго порядка в областях с достаточно кусочно-гладкими 
границами. Используя методику этих работ, докажем разрешимость задач сопряжения уравне-
ний Пуассона.
1. Постановка задачи. Пусть Ω – ограниченная область n-мерного евклидова пространства 
¡
n переменных ( )1 2, ,..., nx x x=x  с кусочно-гладкой границей ∂Ω, для которой справедлива фор-
мула Остроградского. такой же гладкостью обладает и гиперповерхность γ, которая делит об-
ласть Ω на две подобласти Ω(1) и Ω(2).
Для функций ( ) ( ) ( ) ( ) 1:j j ju uΩ ∋ → ∈ = x x  рассмотрим уравнения типа Пуассона
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )j j j j j jA u u a u f= ∆ − =x x , ( )j∈Ωx , 1,2j = , (1)







ii i x= =
∂∆ = ∂ =
∂
∑ ∑ . Если ( ) 0ja ≡ , то уравнения (1) – уравнения 
Пуассона.
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6Обозначим через ( )kC G  множество непрерывно дифференцируемых функций до порядка 
k∈, заданных на G, где G – области Ω( j) или их замыкания ( ) ,  1,2j jΩ = . В уравнениях (1) функ-
ции ( )ju  принадлежат пересечению ( )( ) ( )2 1j jC C  Ω ∩ Ω  .
На границе ∂Ω области Ω к уравнениям (1) присоединяется одно из граничных условий
 ( ) ( )|u ∈∂Ω = ϕx x x , (2) 
 ( ) ( )|u∂ ∈∂Ω = ψx x xν , (3)
где ∂∂ = ∂ν ν – производная по единичной внешней относительно области Ω нормали ( )1 2, ,..., n= ν ν νν  
в точках ( )1 2, ,..., nx x x=x  гиперповерхности ∂Ω. На границе раздела ( ) ( )1 2γ = Ω ∩Ω  областей 
( ) ( )1,2j jΩ =  задаются условия сопряжения
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 0 2 0
1 1 2 1




∈γ − ∈γ = ψ ∈γ
∂ ∈γ − ∂ ∈γ = ψ
x x x x x x
x x x x xν ν
  (4)
где ν – единичная внешняя относительно подобластей Ω( j) нормаль в точках x гиперповерхности γ.
Таким образом, имеем две задачи сопряжения (1), (2), (4) и (1), (3), (4), которые условно назовем 
задачами D и N.
2. Вспомогательные утверждения. Обозначим через ( )( )2 jH Ω  пространство Соболева ква-
дратично суммируемых в ( )  функцийjΩ  вместе с квадратично суммируемыми обобщенными 
производными первого и второго порядков. Пусть ( )2 ΩH  – гильбертово пространство функ-
ций ( )ju u= , ( )j∈Ωx , ( 1,2j = ), где ( ) ( )( )2j ju H∈ Ω . Скалярное произведение ( ) ( )2,u v ΩH  элементов 
( )2,u v∈ ΩH  определяется следующим образом:
 
( ) ( )







u v D u D vΩ  Ω = α ≤  
= ∑ ∑ α αH . 




x xD u u
α α= ∂ ∂α , 1 2 ... n= α + α + + αα , 
sα  – целые неотрицательные из ℝ числа, s = 1, …, n, ( )( )2 jL Ω  – пространство квадратично сум-
мируемых на Ω( j) функций.
Для доказательства корректной постановки названных задач используем теорему Рисса о пред-
ставлении линейного непрерывного функционала в гильбертовом пространстве [3, п. 17; 4, п. 6.1.3]. 
Для этого задачи запишем в виде интегральных равенств. Наша цель доказать существование 
решений, имеющих все обобщенные производные второго порядка.
Рассмотрим задачи D и N, когда граничные условия (2), (3) и условия сопряжения (4) являют-
ся однородными. Если эти условия являются неоднородными, то путем продолжения заданных 
функций φ, ψ, ( )jψ  ( )1,2j =  и соответствующей замены искомой функции получим задачи D и N 
с однородными граничными условиями
 ( )| 0u ∈∂Ω =x x ,  ∈∂Ωx , (5) 
 ( )| 0u∂ ∈∂Ω =x xν ,  ∈∂Ωx , (6)
и однородными условиями сопряжения
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 0 2
1 1 2
| | 0, ,
| | 0, ,
u k u
u k u
∈γ − ∈γ = ∈γ
∂ ∈γ − ∂ ∈γ = ∈γ
x x x x x
x x x x xν ν
 (7)
где ( )jk  – некоторые константы, отличные от нуля, 0,1j =  .
7Таким образом, теперь рассматриваемые задачи (1), (5)–(7) с однородными граничными усло-
виями (5) или (6) и условиями сопряжения (7) отличаются друг от друга граничными условиями 
(5) и (6). Эти задачи условно будем называть задачей D0 и задачей N0.
Запишем задачу D0 в операторном виде
 ( ) ( )
DA u f=x x , (8)
где ( ) ( ) ( ) ( )j jDA u A u=x x , ( ) ( ) ( )ju u=x x , ( ) ( ) ( )jf f=x x , ( )j∈Ωx , 1,2j = , ( ) ( )( ) ( )2j j ju C C  ∈ Ω ∩ Ω  , 
функция u удовлетворяет однородным условиям (5), (7). В этом случае будем говорить, что 
u принадлежит области определения ( )DAD  оператора AD уравнения (8).
Аналогично задачу N0 рассматриваем как операторное уравнение
 ( ) ( )
NA u f=x x  (9)
с областью определения ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( )2 1| , ,j j j j jNA u u u u C C  = = ∈Ω ∈ Ω ∩ Ω    x x xD , 
где u удовлетворяет условиям (6), (7). Здесь ( ) ( ) ( ) ( )j jNA u A u=x x , ( )j∈Ωx , 1,2j = .
Обозначим через ( )2гр ,Ω 0DH   подпространство гильбертова пространства ( )2 ΩH  , элементы 
которого почти всюду удовлетворяют условиям (5), (7). Аналогично ( )2гр ,ΩH 0N  – подпростран-
ство ( )2 ΩH , элементы которого удовлетворяют условиям (6), (7).
Ус л о в и е 1. Граница ∂Ω и поверхность раздела γ таковы, что замыкание множества ( )DAD  
по норме пространства ( )2 ΩH  совпадает с пространством ( )2гр ,ΩH 0D  .
Ус л о в и е 2. Граница ∂Ω и гиперповерхность γ таковы, что замыкание множества ( )NAD  
по норме пространства ( )2 ΩH  совпадает с пространством ( )2гр ,Ω 0NH  .
Л е м м а 1. Для любых функций ( ), Du v A∈D  или ( ), Nu v A∈D  существует такое число ρ, что 
справедливо равенство
 
( ) ( )( ) ( ) ( ) ( )( ) ( )
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u v u v
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ρ∆ ∆ + ∆ ∆ =
= ρ∂ ∂ ∂ ∂ + ∂ ∂ ∂ ∂∑ ∑
 (10)
Д о к а з а т е л ь с т в о. Пусть функции u и v принадлежат множеству ( )DAD . В силу формулы 
Остроградского, интегрируя по частям, получим равенства
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Lk l
u v u v u v ds
u v j
 Ω  =  ∂Ω
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В точках ∈∂Ωx  и ∈γx  для функций ( )ju , ( )jv , 1,2j = , с помощью локальной декартовой систе-
мы ( ) ( ){ }1,..., n−, 1τ τν  доказываются равенства
 










n n nj j j j j j j j
x x
k k k
u v u v u v u v
− −
= = =
   
∂ ∆ − ∂ ⋅∂ ∂ = ∂ ∂ − ∂ ∂ ∂   
   
∑ ∑ ∑ ô ôô k kk
x xν ν ν ν ,      (12)
где векторы ( ) ( )1 1,..., n−τ τ  находятся в касательных гиперплоскостях к гиперповерхностям ∂Ω и γ 
с началом в точках ∈∂Ωx  или ∈γx .
8В силу условия (5) в точках ∈∂Wx  выражение (12) обращается в нуль.
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    (13)
Равенство (13) складываем с равенством (12) в случае j = 2. В результате получим соотношение
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ν ν ν ν
ν ν
  (14)
Число ρ в (14) выбираем таким, чтобы сумма ( ) ( )( )0 11 k k+ r  равнялась нулю. В результате соот-
ношение (14) тоже будет равно нулю для любого ∈gx .
Таким образом, отсюда в силу равенств (11)–(13) и получим доказываемое равенство (10) для 
любых функций ( ), Du v A∈D .
Равенство (10) для любых функций ( ), Nu v A∈D  доказывается аналогично, при этом исполь-
зуются соотношения (11)–(14) и условия (6) и (7).
З а м е ч а н и е  1. Утверждения леммы 1 путем предельного перехода распространяются 
на любые функции ( )2гр, ,u v∈ W 0DH   или ( )2гр, ,u v∈ W 0NH  .
3. Задача D0. Рассмотрим операторное уравнение (8) с областью определения ( )DAD . 
По скольку множество ( )DAD  является плотным в гильбертовом пространстве ( )2гр ,W 0DH  , 
то уравнение (8) по непрерывности можно продолжить для любой функции ( )2гр ,u∈ W 0DH  . 
Полученное продолжение запишем в виде операторного уравнения
 ( ) ( )
DA u f=x x ,  ( ) ( )2гр ,Du A = W∈ 0DD H  . (15)
Расширенный оператор  можноDA  рассматривать и как замыкание оператора AD из простран-
ства ( )2гр ,W 0DH  в пространство ( )2L W .
Существование решения уравнения (15) докажем на основании утверждения теоремы Рисса 
о представлении линейного непрерывного функционала в гильбертовом пространстве. Данный 
функционал введем следующим образом.
Введем оператор B = Δ – λ с областью определения ( ) ( ) ( )2гр ,DB A= = W 0DD D H  . Уравнение (15) 
умножим на функцию ( ),1= rr , где = rr , если ( )1∈Wx , и 1=r , если ( )2∈Wx . Число ( ) ( )0 1k kr = - . 
Полученный результат DAr ( )x  скалярно в ( )2L W  умножим на ( )Bv x , где ( )2гр, ,u v∈ W 0DH  . В ре-
зультате получим соотношение
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9Л е м м а  2. Пусть ( ) ( )1j jC  a ∈ W 
 
. Тогда для любых функций ( ), Du v A∈D  и ( ) ( )0 11 k kr = -  
справедливы равенства
 








u v u v
=
D = - ∂ ∂∑W
W
r , (17) 






, , ,k k k k
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x x x xL
k kL L
u v u v u v
= =
a D = - a∂ ∂ + ∂ a ∂∑ ∑W
W W
r , (18)
где ( ) ( ) ( )ju uD = Dx x , если ( )j∈Wx , и ( ) ( ) ( )k k
j
x xu u∂ = ∂x x , если ( )
j∈Wx , и т. д.
Д о к а з а т е л ь с т в о  леммы 2 аналогично доказательству леммы 1.
В силу леммы 1 и 2 значение ( ),a u v  запишется в виде
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где ( )jD u D u=a a , ( )ju uD = D , ( )k k
j




x x∂ a = ∂ a  и т. д., если 
( )j∈Wx , 1,2j = .
Справедливо следующее утверждение, которое сформулируем в виде теоремы.
Т е о р е м а  1. Пусть функция α удовлетворяет условиям леммы 2 и ( ) 0a ≥x . Если числа ( )jk , 
1,2,j =  не равны нулю и разных знаков, то существует такое положительное число 0l , что для 
всех 0l ≥ l  отображение
 ( ) ( ) ( )2 2гр гр: , , , ,a u v a u vW × W ∋ → ∈0 0D DH H  (20)
является скалярным произведением на декартовом произведении ( ) ( )2 2гр гр, ,W × W0 0D DH H  и на 
множестве ( )2гр ,W 0DH  порождает гильбертово пространство ( )2a 0DH  , эквивалентное про-
странству ( )2гр ,W 0DH  .
Д о к а з а т е л ь с т в о. На основании определения скалярного произведения проверим, что 
отображение (20) действительно удовлетворяет его условиям.
Согласно неравенству Коши – Буняковского в случае скалярного произведения в ( )2L W , су-
ществует константа 1 0C > , для которой, любого числа ε и каждого элемента ( )2гр ,u∈ W 0DH  вы-
полняется оценка
 





x x xLL L
k k
C
u u u uWW W
= =
- ∂ a ∂ ≤ ε + ∂
ε
∑ ∑ . (21)
Так как ( )jk  разных знаков, то 0r > . Следовательно, для любого 0ε >  за счет выбора 0l  существу-
ет константа 2 0C > , для которой и для элемента ( )2гр ,u∈ W 0DH   выполняется неравенство
 







a u v C u u uWW W=
≥ ∂ -ε + r l a∑ . (22)
Поскольку в (22) ε – любое положительное число, то ( ), 0a u v ≥  для достаточно большого по-
ложительного числа 0l . Здесь использован тот факт, что если ( ) 0kx∂ a ≠x , то в этих точках 
и ( ) 0a ≠x  почти всюду.












Отсюда следует, что все обобщенные производные функции и первого и второго порядков 
равны нулю в Ω. Таким образом, u = const. Но поскольку функция ( )2грu∈ ΩH  , то она удовлетво-
ряет однородному условию (5). Следовательно, u = const = 0 на Ω.
Остальные свойства проверяются непосредственной проверкой [4; 5, п. 6.1.2].
Далее, как известно, через квадратичную форму (18) вводится норма по формуле




u a u v=
 0DH
 . (23)
Таким образом, в отличие от пространства ( )2гр ,H Ω 0D   на множестве ( )2гр ,Ω 0DH  с помо-
щью нормы (23), (19) определяется новое гильбертово пространство ( )2aH 0D . Но пространства 
( )2гр ,Ω 0DH  и ( )2a 0DH  представляют фактически одно и то же пространство, так как их нормы 
эквивалентны, т. е. существуют положительные константы 3C  и 4C , для которых выполняются 
неравенства




C u u C uΩ Ω≤ ≤ H H H0 0D ,D   (24)
для любого элемента ( )2гр ,u∈ ΩH 0D  .
Доказательство неравенств (24) без принципиальных изменений проводится по схеме доказа-
тельства аналогичного утверждения в [4, п. 1.2] или в [5, п. 5].
Тем самым теорема 1 доказана.
О п р е д е л е н и е  1. Функция ( )2гр ,u∈ Ω 0DH  называется обобщенным решением задачи D0 
или задачи (1), (5), (7), если она удовлетворяет уравнению
 
( ) ( ) ( )2, , La u v f Bv Ω= ρ  (25)
для любой функции ( )2гр ,v∈ Ω 0DH  и некоторой заданной функции ( )2f L∈ Ω , 0λ ≥ λ .






A u f Bv
Ω
− =ρ . (26)
Очевидно, уравнения (15) и (26) будут эквивалентными, если множество значений ( )Bℜ  опера-
тора будетB   плотным в ( )2L Ω . Прежде чем доказывать последнее утверждение, рассмотрим 
сопряженную задачу для оператора B , т. е. 
 ( )Bw g= x  , ∈Ωx , ( )
2w∈ ΩH , (27) 
 ( )| 0w ∈∂Ω =x x , ∈∂Ωx , (28) 
 
( ) ( ) ( ) ( ) ( )







∈γ + ∈γ =
∂ ∈γ + ∂ ∈γ =
x x x x
x x x xν ν
 (29)
Для любых функций ( )2гр ,v∈ Ω 0DH   и ( )2w∈ ΩH , удовлетворяющих условиям (28) и (29), 
справедливо равенство
 
( ) ( ) ( ) ( )2 2, ,L LBv w v BwΩ Ω= . (30)
Обозначим через ( )1H Ω  гильбертово пространство квадратично суммируемых в ( )2L Ω  
функций вместе с квадратично суммируемыми обобщенными производными в ( )( )2 jL Ω  первого 
порядка. Скалярное произведение в ( )1H Ω  задается формулой
 
( ) ( )










u v D u D vΩ
 ≤ = Ω 
 




Т е о р е м а  2. Пусть коэффициенты ( )jk  ( 0,1j = ) в условиях (29) разных знаков. Для операто-
ра B, где 0l ≥ , справедливо энергетическое неравенство
 ( ) ( )2H L
w C Bw′ W W≤  (31)
для любой функции ( )2w∈ WH , удовлетворяющей условиям (28), (29), где постоянная C > 0 
не зависит от w, ( )1H W  – значение нормы элементов в пространстве ( )
1H W .
Д о к а з а т е л ь с т в о. Пусть функция ( )2w∈ WH  и удовлетворяет условиям (28), (29). 
Произведение ( ) ( )j jw Bw  проинтегрируем по области Ω( j), 1,2j = . В результате получим соотно-
шения
 









, kj j j
j
nj j j j j j
x
L L Lk
Bw w w w ds w w
     W W W     =  ∂W    
= ⋅ ∂ - ∂ - l∑∫ ν  , 1,2j = . (32)
Равенство (32) в случае 2j =  умножаем на число ( ) ( )0 11 k kr = - . Полученные новые равенства 
для 1,2j =  складываем друг с другом. Используя условия (28) и (29), в результате будем иметь 
соотношение
 







w w w BwWW W
=
 
∂ + l = - 
 
∑r r , (33)
где 1=r , ( )1k kx xw w∂ = ∂  , 
( )1Bw Bw= , если ( )1∈Wx ; = rr , ( )2k kx xw w∂ = ∂ , 
( )2Bw Bw= , если ( )2∈Wx  
и т. д. Для оценки сверху правой части (33) применяем неравенство Коши – Буняковского с ε. 
После несложных преобразований получаем доказываемое неравенство (31).
Рассмотрим оператор B из пространства ( )1гр ,W 0DH  в ( )2L W  с областью определения 
( ) ( )2гр ,B = W 0DD H  , где ( )1гр ,W 0DH  – подпространство пространства ( )1 WH  и является попол-
нением множества ( )2гр ,W 0DH  по норме
 ( )
( ) ( ) ( ) ( )1 1 1
1 22
гр: , ,v v v vW W W
W ∋ → = 0DH H HH  . 
Согласно определению замыкаемых операторов [3], оператор ( ) ( )1 2: ,B v LW ∋ → W0DH  до-
пускает замыкание тогда и только тогда, если из условия 0mv →  в ( )1гр ,W 0DH  следует сходи-
мость к нулю последовательности { } 1m mBv
∞
=  по норме пространства ( )2L W , т. е. ( )2 0m LBv W →  
при m →∞, где { } 1m mv
∞
=  – последовательность функций ( )
2
гр ,mv ∈ W 0DH  .
То, что оператор ( ) ( )1гр 2: ,B LW → W0DH  допускает замыкание, доказывается непосредствен-
ной проверкой сходимости последовательности mBv  к нулю, если 0mv →  при m →∞ . Замкнутый 
оператор, полученный замыканием оператора ( ) ( )1гр 2: ,B LW → W0DH  , обозначим через B . Спра-
ведлива следующая
Теорема 3.  Для замкнутого оператора ( ) ( )1гр 2: ,B LW → W0DH  справедливо энергетиче-
ское неравенство
 ( ) ( )
1
2L
v C BvW W≤H , ( )v B∈D , (34)
где постоянная C не зависит от v, 0l ≥ .
Неравенство (34) доказывается сначала для гладких функций, например ( )2гр ,v∈ W 0DH  . 
Доказательство проводится по схеме доказательства энергетического неравенства (31). Затем 
с помощью предельного перехода неравенство (34) получаем для любой функции ( )v B∈D .
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На основании леммы 1 и схемы доказательства неравенства (31) доказывается энергетическое 
неравенство
 ( ) ( )
2
2L
v C BvΩ Ω≤H , ( )
2
гр ,v∈ Ω 0DH  , (35)
для оператора ( ) ( )2гр 2: ,B v Bv LΩ ∋ → ∈ Ω0DH   и 0λ ≥ . Если 0λ = , то следует воспользоваться 
методикой доказательства теоремы 1, где ( ) ( ) ( )2, , La u v u v Ω= ρ∆ ∆ .
Таким образом, оператор B можно рассматривать из пространств ( )2гр ,Ω 0DH  или ( )1гр ,Ω 0DH   
в ( )2L Ω . В первом случае он является непрерывным, а во втором – допускает замыкание B .
Докажем плотность множества значений ( )Bℜ  оператора B в пространстве ( )2L Ω .
Теорема 4.  Множество значений ( )Bℜ  оператора ( ) ( )1гр 2: ,B v Bv LΩ ∋ → ∈ ΩH 0D  являет-
ся плотным в ( )2L Ω .
Д о к а з а т е л ь с т в о. Пусть w – произвольная функция из ( )2L Ω , к которой ортогональны все 
значения оператора B, т. е. выполняется равенство
 
( ) ( )2, 0LBv w Ω =  (36)
для любой функции ( )2гр ,v∈ Ω 0DH  . Поскольку имеется энергетическое неравенство (35), то, со-
гласно теореме 3.4.1 монографии [6], равенство (36) эквивалентно равенству
 
( )( ) ( )2, 0k LJ Bv w Ω = , (37)
где ( )kJ  – операторы осреднения с переменным шагом, сохраняющие граничные условия (6) на ∂Ω 
и условия сопряжения (7) на γ. В скалярном произведении (37) оператор осреднения ( )kJ  пере-
брасываем на функцию w. В результате получим равенство
 





∗  – сопряженный оператор по отношению к оператору ( )kJ . Функция ( )kJ w
∗  является глад-
кой. Поэтому, интегрируя по частям, равенство (38) представим в виде
 
( )( ) ( ) ( )
( )( )
2
*, , ; , 0.jk kL
v BJ w M v J w∗
Ω
∂Ω γ =   (39)
В результате интегрирования по частям в левой части соотношения (39) присутствуют слагаемые, 
заданные на ( )j∂Ω  и без γ, из которых следуют граничные условия. Поскольку (38) выполняется для 
любой функции v из плотного в ( )2L Ω  множества ( )2гр ,Ω 0DH  , то эти граничные условия обраща-
ются в нуль, и для функций ( )kJ w
∗  получаем однородное уравнение (27) и однородные условия 
(28) и (29). В результате предельного перехода равенство (39) распространяется для любых функ-
ций ( )2v L∈ Ω . Полагаем ( )kv J w∗=  в соотношении (39). Полученное равенство
 




порождает неравенство (31), из которого следует, что w = 0 в ( )2L Ω .
Тем самым теорема 4 доказана.
Как было сказано ранее, из теоремы 4 следует, что уравнения (15) и (26) равносильны, где 
уравнение (26) выполняется для любой функции ( )2гр ,v∈ Ω 0DH  .
Правая часть уравнения (29)
 
( ) ( ) ( )2,
f
L
f Bv l v
Ω
ρ =  
представляет собой линейный функционал относительно ( )2гр ,v∈ Ω 0DH  . Если ( )2f L∈ Ω , то 
этот функционал является непрерывным, так как
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 ( ) ( ) ( )22
f
Ll v C f vΩ Ω≤ H . 
В силу теоремы 1 и теоремы Рисса существует единственный элемент ( )2гр ,u∈ Ω 0DH  , через 
который и скалярное произведение ( ),a u v  единственным образом представляется значение функ­
ционала ( )fl v , т. е. справедливо уравнение (25) или, в силу теоремы 4, уравнение (1). 
Результат сформулируем в виде теоремы.
Те о р е м а 5. Пусть ( ) ( )( )1j jCα ∈ Ω  и коэффициенты ( )0k  и ( )1k  условий сопряжения (4) 
не равны нулю и разных знаков. Тогда существует единственный элемент ( )2гр ,u∈ Ω 0DH  , кото-
рый является обобщенным решением задачи D0 ((1), (5), (7)) в смысле определения 1 или решением 
этой задачи.
З а м е ч а н и е 2. Теоремы 3, 4 и неравенство (35) позволяют утверждать, что для любой функ­
ции ( )2g L∈ Ω  существуют единственные сильные решения задачи (27)–(29) из пространств 
( )гр ,i Ω 0DH  , 1,2j = .
4. Задача (1), (2), (4). Данная задача отличается от D0 тем, что здесь граничные условия и ус­
ловия сопряжения неоднородные. Задача (1), (2), (4) сводится к D0 следующим образом. Сначала 
рассмотрим задачу (1), (2), (7). Если граница ∂Ω принадлежит классу C2 и находится на положи­
тельном расстоянии от границы раздела γ, функция ϕ из класса ( )2C ∂Ω  (см. [5, гл. III, § 4]), то 
тогда существует продолжение Ф функции ϕ на все области Ω таким образом, что ( )2CΦ∈ Ω  
и 0Φ =  для всех ∈γx . С помощью замены w u= −Φ задача (1), (2), (7) сведется к задаче D0.
В общем случае задачи (1), (2), (4) автору не известны результаты о продолжении функций, ко­
торые прямо указывали бы на продолжение, которое при подстановке в условия (2), (4) давало бы 
значения функций ϕ, ( )0ψ  и ( )1ψ . Здесь требуются дополнительные исследования, и особенно в слу­
чае, когда пересечение ∂Ω с γ не пустое множество.
5. Задача N0. С помощью формы a(u, v), определяемой правой частью (18), изучается и задача 
сопряжения N0 с однородным условием Неймана (6).
Обозначим через ( )2гр ,Ω 0NH  подпространство пространства ( )2 ΩH , элементы которого удов­
летворяют однородным условиям (6), (7). Для данного множества ( )2гр ,Ω 0NH  справедлив аналог 
теоремы 1.
Теорема 6.  Пусть функции ( )jα  уравнения (1) таковы, что ( ) ( )1j jC  α ∈ Ω 
 




α ≠∫ x x , (40)
для чисел ( )jk , 1,2j = , произведение ( ) ( )1 2 0k k < . Тогда существует такое положительное число 0λ , 
что для всех 0λ ≥ λ  отображение
 ( ) ( ) ( )
2 2
гр гр: , , , ,a u v a u vΩ × Ω ∋ → ∈0 0N NH H   
является скалярным произведением на декартовом произведении ( ) ( )2 2гр гр, ,Ω × Ω0 0N NH H  , 
а на множестве ( )2гр ,Ω 0NH  порождает гильбертово пространство ( )2a 0NH , эквивалентное 
пространству ( )2гр ,Ω 0NH  .
Д о к а з а т е л ь с т в о  данной теоремы проводится по схеме доказательства теоремы 1. Однако 
в отличие от того доказательства здесь используется условие (40), чтобы показать, что a(u, u) = 0 
тогда и только тогда, когда u = 0 в ( )2L Ω .
Для оператора ( ) ( )2гр 2: ,B v Bv LΩ ∋ → ∈ Ω0NH  справедлива теорема 4.
О п р е д е л е н и е 2.  Функция ( )2гр ,u∈ Ω 0NH  называется обобщенным решением задачи N0 
или задачи (1), (6), (7), если она удовлетворяет уравнению (25) для любой функции ( )2гр ,v∈ Ω 0NH  , 
0λ ≥ λ  и некоторой заданной функции ( )2f L∈ Ω .
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Те о р е м а 7. Пусть выполняются условия теоремы 6. Тогда существует единственный эле-
мент ( )2гр ,u∈ W 0NH  , который является обобщенным решением задачи N0 ((1), (6), (7)) в смысле 
определения 2 или решением задачи (1), (6), (7).
Д о к а з а т е л ь с т в о теоремы 7 является фактически доказательством теоремы 5.
Пусть теперь ( ) 0a ≡x , т. е. условие (40) не выполняется. В этом случае квадратичная фор-
ма (19) для функций ( )2гр, ,u v∈ W 0NH  не будет скалярным произведением, так как не будет вы-
полняться условие: значение a(u, u) = 0 тогда и только тогда, когда u = 0 в ( )2гр ,W 0NH  .
Видоизменим соотношение (19) путем прибавления и вычитания слагаемого ( ) ( )2, Lu v W . В ре-
зультате получим новую форму ( ) ( ) ( ) ( )2, , , La u v a u v u v W= + , через которую определяется решение 
задачи N0 как решение уравнения
 
( ) ( ) ( ) ( ) ( )2 2, , ,L La u v u v f BvW W- =  (41)
для некоторой заданной функции ( )2f L∈ W , если v – любая функция из ( )2гр ,W 0NH  . В данном 
случае форма ( ),a u v  будет скалярным произведением, которое на множестве ( )2гр ,W 0NH  порож-
дает гильбертово пространство ( )2a 0NH , норма которого эквивалентна норме пространства 
( )2гр ,W 0NH  .
Рассматривая отображения ( ) ( )2, Lv u v W→  и ( ) ( )2, Lv f Bv W→  как линейные непрерывные 
функ ционалы, получим равенства
 
( ) ( ) ( ) 22, , aLu v u vW = HK ,  ( ) ( ) ( ) 22, , aLf Bv vW = HF , (42)
где K – вполне непрерывный оператор в ( )2a 0NH , элемент ( )2a∈  0NF H  определяется единствен-
ным образом через элемент ( )2f L∈ W . Согласно (41) и (42), задачу N0 можно рассматривать как 
решение уравнения в пространстве ( )2a 0NH  или в ( )2гр ,W 0NH  :
 u u- =K F  (43)
с вполне непрерывным оператором K. Согласно альтернативе Фредгольма, уравнение (43) разре-
шимо тогда и только тогда, когда F ортогонально решению однородного уравнения
 0w w
∗- =K , (44)
где ∗ = -K K  сопряженный по отношению к K оператор. Решая уравнение (44), получим 
( ) ( )( )0 0 ,1w k= .
Таким образом, уравнение (43) разрешимо тогда и только тогда, когда
 
( )( ) ( )
( )( ) ( )
( ) ( ) ( )
( )




0 0 0 1 2, , 0.
a L
w f Bw k f d f d
W
W W
= = + =∫ ∫

0N
x x x x
H
F  (45)
Теорема 8.  Если ( )2f L∈ W , ∂W и g – кусочно-гладкие гиперповерхности, Ω( j) – ограниченные 
в ¡ n области, коэффициенты ( ) ( ) 0ja ≡x  уравнения (1), то обобщенное решение ( )2гр ,u∈ W 0NH  
в смысле определения 2 задачи N0 тогда и только тогда, когда f удовлетворяет условию (45).
Д о к а з а т е л ь с т в о следует из предыдущих рассуждений. Более подробно аналогичное до-
казательство для задачи Неймана уравнения Пуассона можно найти в [4, п. 6.2] или в [5].
В общем случае задачу (1), (3), (4) можно свести к задаче N0, если предварительно найти про-
должение ( )Φ x  , которое удовлетворяло бы неоднородным условиям (3) и (4). Но для этой задачи 
можно ввести обобщенное решение в другом пространстве.
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6. Задача (1), (2), (4). Обозначим через ( )1гр , NWH  подпространство пространства ( )1 WH , 
элементы которого удовлетворяют первому условию сопряжения из (7). Для функций 
( ) ( )1 2гр, ,u v N∈ W WH H   рассмотрим скалярные произведения
 
( ) ( ) ( )( ) ( ) ( ) ( )
( )
( ) ( )( ) ( )
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Первое уравнение ( j = 1) (46) умножаем на ( ) ( )0 11 k kr = -  и складываем со вторым ( j = 2). 
В результате получим соотношение
 
( ) ( ) ( ) ( ) ( )
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Л е м м а  3. Пусть выполняются условия теоремы 6. Тогда квадратичная форма левой части 
(47) представляет скалярное произведение на множестве ( )1гр , NWH  .
Д о к а з а т е л ь с т в о проводится непосредственной проверкой условий скалярного произве-
дения.
Обозначим через ( )11 ,a NWH  подпространство пространства ( )
1 WH , норма которого опре-
деляется через скалярное произведение ( )1 ,a u v . Нетрудно поверить, что нормы пространств 
( )1гр , NWH  и ( )11 ,a NWH  эквивалентны. Отсюда следует
Ут в е р ж д е н и е  1. Пространства ( )1гр , NWH  и ( )11 ,a NWH  с точностью до эквивалентных 
норм являются одним пространством.
Для д о к а з а т е л ь с т в а необходимо установить эквивалентность норм. Это легко делается, 
если выписать значения норм и применить неравенство Коши – Буняковского.
Введем обозначение
 
( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( )2 22
0 1 2, , ,L LL
v v k v f v∂W Wg
= ψ -r ψ -F r r  . (48)
Соотношение (48) можно рассматривать как значение линейного непрерывного функционала 
в пространстве ( )11 ,a NWH  или ( )
1
гр , NWH  , если ( )2Lψ∈ ∂W , ( ) ( )1 2Lψ ∈ g  и ( )2f L∈ W .
О п р е д е л е н и е  3. Обобщенным решением задачи (1), (3), (4), где первое условие сопряжения 
в (4) является однородным, называется функция ( )1гр ,u N∈ WH  , которая удовлетворяет урав-
нению
 ( ) ( )
1 ,a u v v=F   (49)
для любой функции ( )1гр ,v N∈ WH  .
Те о р е м а 9. Пусть выполняются условия теоремы 6 и, кроме этого, заданные функции 
( )2Lψ∈ ∂W , ( ) ( )1 2Lψ ∈ g  и ( )2f L∈ W . Тогда существует единственное из пространства 
( )1гр , NWH  обобщенное в смысле определения 3 решение u справедлива оценка
 
( ) ( )
( )





u C fW ∂W Wg
 
≤ ψ + ψ + 
 H
. (50)
Д о к а з а т е л ь с т в о. Выражение (48) рассматривается как значение линейного функционала. 
Доказывается путем критерия непрерывности, что функционал
 ( ) ( )1
1: ,
a
N v vΩ ∋ →F H F  
является непрерывным. В силу теоремы Рисса существует единственный элемент ( )11 ,au N∈ ΩH , 
для которого выполняется равенство (49) и оценка (50).
Те о р е м а 10. Если ( ) 0α ≡x  и функции ( )2Lψ∈ ∂Ω , ( ) ( )1 2Lψ ∈ γ , ( )2f L∈ Ω , то обобщенное 
решение ( )1гр ,u N∈ ΩH   существует тогда и только тогда, когда выполняется условие
 
( ) ( ) ( ) ( ) ( )0 1ds k ds f d
∂Ω γ Ω
ψ −ρ ψ =∫ ∫ ∫ρ ρx x x x . (51)
При этом решение определяется с точностью до константы C в том смысле, что ( ) ( )( )1 2,C C=C , 
где ( ) ( )1 0C k C= , ( )2C C=  и ( )jC=C , если ( )j∈Ωx .
Если и первое условие сопряжения (4) является также неоднородным, то этот случай сводится 
к предыдущему случаю. Пусть ( ) ( )0 1Cψ ∈ ∂Ω . Тогда существует [5] продолжение ( ) ( )1Ψ x  ∈ ( )( )11C Ω
на Ω(1) значения ( ) ( )01 2ψ x . Аналогично существует продолжение ( ) ( )2Ψ x  на Ω(2) функции 
( ) ( ) ( )0 01 2k− Ψ x , ∈γx . Очевидно, функция ( ) ( ) ( ) ( ) ( )( )1 2,Ψ = Ψ Ψx x x  удовлетворяет неоднород-
ному условию
 
( ) ( ) ( ) ( ) ( ) ( ) ( )1 0 2 0| |kΨ ∈γ − Ψ ∈γ = ψx x x x x  . 
Делая замену ( ) ( ) ( )w u= −Ψx x x  относительно функции w, приходим к только что рассмотрен-
ному случаю, так как
 
( ) ( ) ( ) ( ) ( )1 0 2| | 0w k w∈γ − ∈γ =x x x x . 
Заключение. Рассмотрены задачи сопряжения уравнений Пуассона. Условия сопряжения 
являются неоднородными и представляют собой резкое изменение решения и его производной 
по нормали на границе раздела подобластей. Эти изменения представляют собой конечные раз-
рывы. На границе заданных областей задается либо условие Дирихле, либо условие Неймана. 
Для указанных задач рассмотрены обобщенные решения в пространствах Соболева. Ме­
тодами функционального анализа с использованием операторов осреднения с переменным ша-
гом доказываются теоремы существования и указываются условия, при которых эти решения 
существуют. Обобщенные решения имеют все обобщенные производные до второго порядка 
включительно. 
Такого рода задачи возникают в электродинамике и других областях в средах с резко отлича-
ющимися физическими свойствами.
Легко делаются следующие обобщения:
1) вместо операторов Лапласа могут быть операторы второго порядка эллиптического типа, 
где вместо производных по нормали берутся производные по конормали;
2) условия на разных частях границы и поверхности раздела подобластей могут быть заданы 
смешанного типа.
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