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Introduction
Electromagnetic optimization problems generally involve a large number of parameters. This parameters can be either continuous, discrete, or both, and often include constraints in allowable values. The goal of the optimization is to find a solution that represents a global minimum. In addition, the solution domain of electromagnetic optimization problems often has non differentiable or discontinuous regions, and often utilizes approximations or models of the true electromagnetic phenomena to conserve computational resources [1] . In the last ten years, the electromagnetic (EM) community has shown a growing interest for the EM optimization of electromagnetic devices. As a consequence, significant efforts were deployed to develop competitive optimization algorithms such as genetic algorithms.
Preisach modeling [2] and it's more proposed modifications [3] [4] [5] have been discussed and applied successfully to predict the hysteretic behavior of some magnetic materials. One important point that generally allows a satisfactory fitting of the curves B-H or M-H determined by the numerical modeling with the experimental ones, is the identification of the model, i.e., the determination of the so-called Preisach function, as described in the theory. To the best of our knowledge the prediction of magnetic field H using the flux density B or M, it's never been studied. This modeling is called inverse problem.
In this paper, we propose to inverse various statistical distribution functions found in literature, for calculating the magnetic field strength H from the flux density B through the Preisach model. And we will involve genetic algorithms to optimize the parameters for each function.
Inverse Distribution Function
The inverse distribution function can be obtained by the similar way as the case of the distribution function in the direct Preisach's model presented by [6] . (1) The variation in the excitation H is then given by:
The distribution function is a function of inverse H, it can be obtained by the same calculus as the case of the distribution function in the direct model.
• The inverse of modified Lorentzian distribution ( )
With: a : Coefficient identified to the material coercive field (H c ). K: normalization coefficient. α' and β' are the variables of the distribution function.
And:
• The inverse of the Gaussian distribution
H S : Represents the saturation induction. σ c , σ i , σ cm ,: The Gaussian distribution Constants.
(b i ,b c ) Represent the new variables that correspond to a change of reference in the Preisach's plane ( ', ') α β [8] . The correspondence between the two references is given by:
• The inverse of Factorized-Lorentzian distribution
.
With: N: normalization coefficient, σ : standard deviation, 0 B : Induction of polarization.
• The inverse of Gauss-Gauss distribution function
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• The inverse of Lognormal-Gauss distribution function
Genetic Algorithm (GA) is a robust stochastic based search method that can handle the common characteristics of electromagnetic which can't be handled by other optimization techniques like hill climbing method, indirect and direct calculus based methods, random search methods etc. The first step of evolutionary computations is the creation of the initial population. The initial population size, although a general preference criterion does not exist, is set to 50 individuals that are in the range of those common values used by researchers [7] .
The crossover operator iteratively chooses two random parents and the genetic patrimony of the generated offspring corresponds to a weighted mean of the corresponding parents genes. In this way, the generated offspring is more similar to the higher-fitness parent. The fitness function used is the sum of the differences between calculated and experimental of the magnetic field strength along the lower branch of the major loop:
Where i m H the i th is measured value of the magnetic induction, i c H is the i th computed value of the magnetic induction in the hysteresis loop, and N is the value of the measured points. Proceedings of the 4th International Conference on Materials and Applications for Sensors and Transducers carried out were subjected to a definite experimental procedure in order to obtain different mechanical, metallurgical modifications in the material. The information contained in the signal received offers the possibility to define many parameters in the aim of analyzing the material. The interpretation of the signal is more difficult in the case where it is always difficult to link the signal to a mechanical or metallurgical event.
In order to compare the effectiveness hysteresis modeling for ferromagnetic materials by using the inverse Preisach technique, we have optimized the parameters of each inverse distribution function. And we have compared the experimental hysteresis curve with the predictions of the inverse model for three materials as showing in figures [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . These examples demonstrated a good agreement between the experimental measurements and the simulated model. In Table 1 we present the mean squared relative error (MSE) for each inverse function, from this we can say that the inverse function of the Factorized-Lorentzian presented better results. The objective function minimized corresponds to the total MSE between experimental and simulated magnetic field curves as presented in equation (9). The suitable ranges for the parameter must be provided to the program. These ranges can be obtained by satisfaction the conditions of parameters for each proposed inverse distribution function. Finally, the results of those parameters after the optimized iteration are listed in Table 2 . The optimization procedure was executed several times. In the most cases, the algorithm found the same best individual. This demonstrates the convergence of the applied methodology. For stochastic optimizations methods, the final solution can only be considered optimal by repetition of the results [8] . In the continuation of this paper, the best solution found for the proposed examples is presented. Fig.16 . Comparison between the cycles sample (C) experimental and simulated by the Lognormal-Gauss function N=4.56, σ=0.26, B0=0.09. By application of this study to experimental work, we note that whatever the type of steel or coatings "thin coating"..., the results show that NDT methods allow to determine with great accuracy all the parameters of the hysteresis loop. Moreover the function shows that the accuracy is better.
Conclusions
Five kinds of inverse distribution functions used for calculating H from B through the Preisach model are discussed. It is shown that the newly conceived "inverse distribution function" is give satisfactory results. Finally, the best results of GA optimization for identification of parameters are obtained by using the inverse Factorized-Lorentzian distribution function.
This work is very beneficial in the simulation because it allows to determine the hysteresis cycle of materials. It is probably impossible to trace experimentally hysteresis loop especially in the case of nano or treatment in extreme conditions.
