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1 Introduction
Stolarsky [23, p. 581] asserts the existence for any natural numberN of a partition of
the unit sphere Sd ⊂ Rd+1 into N regions of equal volume and small diameter, that
is, diameter smaller than κN−1/d for some fixed constant κ.
A practical means to achieve such a partition is the recursive zonal equal volume
(EQ) sphere partitioning algorithm [13, Section 3], which extends to any dimension
the algorithm studied in [17,26] (see also [20]) for the case of the two-dimensional
sphere. In these works, particular attention is devoted to obtaining a constant κ as
small as possible.
Feige and Schechtman [9] give a constructive proof of the following lemma,
which can also be used to prove Stolarsky’s assertion.
Lemma 1 [9, Lemma 21, pp. 430–431] For each 0 < γ < π/2 the sphere Sd−1 can
be partitioned into N =
(
O(1)/γ
)d
regions of equal volume, each of diameter at
most γ.
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The Feige-Schechtman construction can be modified to give an equal volume
partition of the sphere Sd with a diameter bound of order O(N−1/d) [14]. It can
also be modified to give a construction which yields an equal measure partition of a
compact connected Riemannian manifold, as suggested in [15]. The key observation
is that for such a manifold X with measure µ(X) < ∞, the measure of metric
balls is bounded both from below and from above. More precisely, there are positive
global constants c1 < c2 and d such that all open metric balls B(x, r) with x ∈ X ,
0 < r 6 diam(X) satisfy the bounds
c1r
d
6 µ
(
B(x, r)
)
6 c2r
d.
In other words, a compact connected Riemannian manifold is a special case of an
Ahlfors regular metric measure space [8, Chapter 1]. Therefore, given a positive in-
teger N sufficiently large, if r := (c1N)−1/d then all balls of radius r will have
measure at least N−1. The construction on a compact manifold X of finite measure
therefore starts with a saturated packing of balls of radius r and then proceeds as per
the construction on the sphere. We omit the details, since our main result includes the
case of compact connected Riemannian manifolds.
In this paper, we describe yet another modified construction that gives a diame-
ter bounded equal measure partition of a connected Ahlfors regular metric measure
space with a finite measure. The construction also yields a partition containing a well
separated set of points, that is each region contains a ball with radius comparable to
the diameter of the region. The main modification in the construction is the use of
David and Christ’s dyadic cubes [5,6,7,8] in place of Voronoi cells.
Small diameter equal measure partitions are often used to prove results related to
discrepancy. Recently, M. Skriganov [22] has given a constructive proof of the exis-
tence of equal measure partitions with small average diameter for compact d−rectifiable
metric spaces. He has then used this construction to prove a generalization of Sto-
larsky’s invariance principle.
This type of partition is also essential in the proof of the existence of point dis-
tributions with small discrepancy with respect to properly chosen collections of sets
(think, for example, of the discrepancy with respect to metric balls in compact mani-
folds). See [2, Theorems 24A and 24D, pages 181–182] for the case of spherical cap
discrepancy on the sphere, or [3] for more general sets and metric spaces.
Some applications to numerical integration on metric spaces are described in Sec-
tion 4.
2 Dyadic cubes on an Ahlfors regular space
Definition 1 ([8, Chapter 1], [11, page 413]) An Ahlfors regular metric measure
space of dimension d > 0 is a complete metric space X with a Borel measure µ
with the property that there are two positive constants c1 and c2 such that all open
metric balls B(x, r) with x ∈ X , 0 < r 6 diam(X) satisfy the bounds
c1r
d
6 µ (B(x, r)) 6 c2r
d. (2.1)
Diameter bounded equal measure partitions of Ahlfors regular metric measure spaces 3
Definition 2 A collection of open subsets of X ,
{
Qkα ⊂ X : k ∈ Z, α ∈ Ik
}
is a
family of dyadic cubes of X if there exist three constants δ ∈ (0, 1) and 0 < a0 6
a1, such that the following properties hold
µ
(
X \
⋃
α∈Ik
Qkα
)
= 0 for all k. (2.2)
Qkα ∩Q
k
β = ∅ for each k and α 6= β. (2.3)
If ℓ > k then either Qℓβ ⊂ Qkα or Qℓβ ∩Qkα = ∅. (2.4)
Each Qkα contains a ball B(zkα, a0δk). (2.5)
Each Qkα is contained in the ball B(zkα, a1δk). (2.6)
In [6,7] (see also [8]), G. David shows that Ahlfors regular metric measure spaces
contained in Euclidean spaces admit a dyadic cube decomposition. By means of As-
souad embedding theorem [1] this decomposition holds for general Ahlfors regular
metric measure spaces. Later, M. Christ [5, Section 3] gave a direct construction of
a dyadic cube decomposition for the more general case of spaces of homogeneous
type.
In fact, both David and Christ’s dyadic cubes also have the property
µ({x ∈ Qkα : ρ(x,X \Q
k
α) 6 tδ
k}) 6 Ctηµ(Qkα) ∀k, α, ∀t > 0,
which means that the mass of each cube is concentrated away from its boundary, and
its boundary has measure zero. We shall not use this property.
Finally, it is easy to see that by carefully attaching part of its boundary to each
Qkα, property (2.2) can be replaced by the stronger property⋃
α∈Ik
Qkα = X for all k,
maintaining all other properties (of course the cubes will no longer be open in gen-
eral).
Theorem 1 ([5, Theorem 11], [6, Lemma 11 ], [7, p. 86], [8, p. 22])(Dyadic cubes).
Let X be an Ahlfors regular metric measure space of dimension d. Then there exists
a family of dyadic cubes as in Definition 2.
The above construction immediately provides a partition of X into N regions
of size approximately N−1/d, and therefore of measure approximately N−1. Notice
that X is not required to be connected.
Corollary 1 Let X be an Ahlfors regular metric measure space of dimension d and
finite measure. Then there exist positive constants c3, c4 such that for every positive
integer N there is a partition of X into N regions each contained in a ball of radius
c3N
−1/d and containing a ball of radius c4N−1/d.
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Proof For any integer n such that a0δn 6 diam(X), let Nn be the cardinality of the
set In, that is the number of cubes of generationnwithinX.By the Ahlfors regularity
of X and the properties of the dyadic cube partition,
Nnc1 (a0δ
n)
d
6
∑
α∈In
µ (B (znα, a0δ
n)) 6 µ (X)
6
∑
α∈In
µ (B (znα, a1δ
n)) 6 Nnc2 (a1δ
n)d ,
so that
µ (X)
c2ad1δ
nd
6 Nn 6
µ (X)
c1ad0δ
nd
.
Let us now take the integer n such that
Nn 6 N < Nn+1.
Observe that
N
Nn
<
Nn+1
Nn
6
µ (X)
c1ad0δ
nd+d
c2a
d
1δ
nd
µ (X)
=
c2a
d
1
c1ad0δ
d
=: H.
Let now k be any integer such that
Hc2a
d
1δ
kd
6 c1a
d
0.
Since every cube of generation n + k has measure bounded above by c2ad1δ(n+k)d,
while every cube of generation n has measure bounded below by c1ad0δnd, it follows
that every cube Qnα contains at least H cubes of generation n+ k, each containing a
ball of radius
a0δ
n+k
>
a0δ
k
a1
(
µ (X)
c2Nn
)1/d
>
a0δ
k
a1
(
µ (X)
c2
)1/d
1
N1/d
.
Furthermore, every cube Qnα is contained in a ball of radius
a1δ
n =
a1
δ
δn+1 6
a1
δa0
(
µ (X)
c1Nn+1
)1/d
6
a1
δa0
(
µ (X)
c1
)1/d
1
N1/d
By taking unions of cubes of generation n+ k contained in the same cube of gener-
ation n, divide X into exactly N regions satisfying the required properties. This can
be done because there are Nn 6 N cubes of generation n and at least NnH > N
cubes of generation n+ k.
The construction of dyadic cubes as per Definition 2 ensures that each cube of
a fixed generation is contained in a ball of a fixed radius (2.6). A similar property
also holds for each cube and its immediate neighbours in a fixed generation, in the
following sense.
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Corollary 2 For all k and all β ∈ Ik, the union of cubes
Qkβ ∪
⋃
B(zkα,a1δ
k)∩B(zk
β
,a1δk) 6=∅
Qkα (2.7)
is contained in the ball B(zkβ , 3a1δk).
Proof By the triangle inequality, the distance between two centre points zkα, zkβ of
the pair of overlapping balls B(zkα, a1δk), B(zkβ , a1δk) is at most 2a1δk. By property
(2.6) of dyadic cubes, each cubeQkα is contained in the ballB(zkα, a1δk), and thus, by
the triangle inequality, the union of cubes (2.7) is contained in the ball B(zkβ , 3a1δk).
Ahlfors regularity of X implies immediately that the measure µ is non-atomic.
By a result due to Sierpinski [21], non atomic measures take all values between 0 and
µ (X) . The proof in the general case is based on Zorn’s lemma or functional analysis
techniques (see [10, p. 38]), but in our case it follows immediately from the above
dyadic decomposition.
Corollary 3 Let X be an Ahlfors regular metric measure space of dimension d, and
let S be a measurable subset of X with finite measure. Then for any 0 6 t 6 µ(S),
there exists a subset T ⊆ S with µ(T ) = t.
Proof The result is trivial for t = 0 and for t = µ(S). Assume therefore 0 <
t < µ(S) and let T0 = ∅, S0 = S, and t0 = t. For every integer n > 1, let
kn be the smallest integer such that for all cubes Qknα of generation kn we have
µ
(
Sn−1 ∩Q
kn
α
)
6 tn−1. Let Tn be the union of sets of the form Sn−1 ∩ Qknα ,
in such a way that its measure is less than or equal to tn−1, but if we attach one
more such set, its measure becomes greater than tn−1. Let tn = tn−1 − µ (Tn) , and
Sn = Sn−1 \Tn. Notice that all the sets Tn are pairwise disjoint, and tn 6 c2ad1δknd.
Now let
T = ∪+∞n=1Tn.
Finally, µ (T ) =
∑+∞
n=1 µ (Tn) =
∑+∞
n=1 (tn−1 − tn) = limn→+∞ (t0 − tn) = t.
3 The construction of the equal measure partition
In this section, we describe the construction of the equal measure partition, and state
its key properties. The construction is a modified version of the construction given in
the proof of [9, Lemma 21]. The main modification is the use of David and Christ’s
dyadic cubes in place of Voronoi cells. The description of the construction is con-
tained in the proof of the main theorem of this paper, as follows.
Theorem 2 Let (X, ρ, µ) be a connected Ahlfors regular metric measure space of
dimension d and finite measure. Then there exist positive constants c3 and c4 such
that for every sufficiently large N , there is a partition of X into N regions of measure
µ (X) /N , each contained in a ball of radius c3N−1/d and containing a ball of radius
c4N
−1/d
.
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Note that the requirement that X be connected is essential, even if we give up
the condition on the small ball contained in each region. Indeed, observe first that
X is a totally bounded complete metric space, and is therefore compact. If X is not
connected then it is the disjoint union of two open sets Y and W, both with positive
measure by Ahlfors regularity. Clearly Y and W are also closed, and therefore com-
pact. It follows that the distance inf{ρ(y, w) : y ∈ Y, w ∈ W} between them is
positive, say ε. Let’s now take N large enough that c3N−1/d < ε. If a partition as in
the theorem exists for one such N , then each region is contained either in Y or in W .
It follows that µ (Y ) and µ (W ) are integer multiples of µ (X) /N , and this cannot
be true for all such N.
Proof Let (X, ρ, µ) be a connected Ahlfors regular metric measure space of dimen-
sion d with constants 0 < c1 < c2 as per Definition 1. In addition, let{
Qkα : k ∈ Z, α ∈ Ik
}
be a family of dyadic cubes on X, as per Theorem 1, with properties as per Definition
2. For the sake of simplicity, assume without loss of generality that µ (X) = 1. We
construct a partition of X into N regions of measure 1/N as follows.
1. Assume
N >
2
c1δddiam (X)
d
and let n be the only integer such that
a0δ
n+1 <
(
2
c1N
)1/d
6 a0δ
n. (3.1)
In particular,
µ(Qnα) > µ(B(z
n
α, a0δ
n)) > c1a
d
0δ
nd
> 2/N
for all α ∈ In.
2. Create a graph Γ with a vertex corresponding to each index α ∈ In and an edge
(α, β) corresponding to each pair of centre points znα, znβ such thatB(znα, a1δn)∩
B(znβ , a1δ
n) 6= ∅. Observe that this graph is connected. Indeed, assume by con-
tradiction that it is not. Then In can be decomposed into the disjoint union of
two sets I1n and I2n, such that for any α ∈ I1n and β ∈ I2n we have B(znα, a1δn) ∩
B(znβa1δ
n) = ∅.But thenX1 = ∪α∈I1nB(z
n
α, a1δ
n) andX2 = ∪β∈I1nB(z
n
β , a1δ
n)
are two disjoint open sets that cover X, and this is a contradiction because X is
connected.
3. Take any spanning tree S of Γ [16, Section 6.2]. The tree S has leaves, which are
nodes having only one edge, and either a single centre node, or a bicentre, which
is a pair of nodes joined by an edge. The centre or bicentre nodes are the nodes
for which the shortest path to any leaf has the maximum number of edges [19,
Chapter 6, Section 9]. If there is a single centre, mark it as the root node. If there
is a bicentre, arbitrarily mark one of the two nodes as the root node.
Create the directed tree T from S by directing the edges from the leaves towards
the root [19, Chapter 6, Section 7]. In other words, (α, β) ∈ T means that T
contains an edge directed from the child node α towards the parent node β.
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4. Set
M :=
2c2 (3a1)
d
c1(δa0)d
.
By Corollary 2, for all β ∈ In,
Qnβ ∪
⋃
(α,β)∈T
Qnα ⊂ B
(
znβ , 3a1δ
n
)
,
so that
µ

Qnβ ∪ ⋃
(α,β)∈T
Qnα

 6 µ (B (znβ , 3a1δn)) 6 c2 (3a1δn)d ,
but by (3.1)
δnd <
2
c1 (δa0)
d
N
, (3.2)
and therefore
µ

Qnβ ∪ ⋃
(α,β)∈T
Qnα

 < 2c2 (3a1)d
c1 (δa0)
d
N
=
M
N
. (3.3)
5. Let m := n+ k, where k is a positive integer such that δk 6 3M−2/d. By (3.2),
this ensures that for all η ∈ Im
µ(Qmη ) 6 µ
(
B
(
zmη , a1δ
m
))
6 c2
(
a1δ
n+k
)d
<
2c2a
d
1δ
kd
c1 (δa0)
dN
6
1
MN
. (3.4)
6. For each leaf node β, define Nβ := ⌊µ(Qnβ)N⌋. This is the maximum number of
sets of measure 1/N that fit inside Qnβ . Choose Nβ cubes of generation m inside
Qnβ to be the nuclei of each region of the partition. This can be done because
the bounds (3.3) and (3.4) ensure that the total measure of the Nβ cubes is at
most 1/N , while Qnβ has measure at least 2/N . By Corollary 3, extend each
nucleus into a region of measure 1/N within Qnβ . Call Wβ the remainder set
inside Qnβ . Clearly µ (Wβ) < 1/N . For future reference, for leaf nodes β we will
set Xβ := Qnβ .
7. For each nonleaf node β other than the root, define Xβ := Qnβ ∪
⋃
(α,β)∈T Wα,
that is, we add all the remainders of the children of β in T to Qnβ to obtain Xβ .
We can recursively assume that if (α, β) ∈ T , then Wα ⊂ Qnα. Since Xβ ⊂
Qnβ ∪
⋃
(α,β)∈T Q
n
α, then µ (Xβ) 6 M/N. Now define Nβ := ⌊µ(Xβ)N⌋ and
once again choose Nβ cubes of generation m inside Qnβ to be the nuclei of each
region of the partition. This can be done because the bounds (3.3) and (3.4) ensure
that the total measure of the Nβ cubes is at most 1/N , while Qnβ has measure at
least 2/N . By Corollary 3, take a subset Wβ of Qnβ, disjoint from the previously
chosen nuclei, of measure µ (Xβ)−Nβ/N < 1/N . This is again possible because
µ(Qnβ) > 2/N and the total measure of the nuclei is at most 1/N . Finally, once
again by Corollary 3, extend each nucleus into a region of measure 1/N within
Xβ \Wβ .
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8. For the root node γ, we define Xγ := Qnγ ∪
⋃
(β,γ)∈T Wβ . We have µ(Xγ) =
Nγ/N , where
Nγ := N −
∑
α6=γ
Nα
is an integer. Since Xγ ⊂ Qnγ ∪
⋃
(β,γ)∈T Q
n
γ , then µ (Xγ) 6 M/N. Once again
choose Nγ cubes of generation m inside Qnγ to be the nuclei of each region of
the partition. This can be done because the bounds (3.3) and (3.4) ensure that the
total measure of the Nγ cubes is at most 1/N , while Qnγ has measure at least
2/N . Finally, once again by Corollary 3, extend each nucleus into a region of
measure 1/N within Xγ .
By the definition of the graph Γ used to create the tree T , if (α, β) ∈ T then
the two balls B(znα, a1δn) and B(znβ , a1δn) overlap. Therefore, by Corollary 2, the
union of cubes Qnβ ∪
⋃
(α,β)∈T Q
n
α is contained in the ball B(znβ , 3a1δn). Since steps
6, 7 and 8 of the construction have ensured that
Xβ ⊂ Q
n
β ∪
⋃
(α,β)∈T
Qnα,
and that each region is contained in some Xβ , each region is therefore contained in a
ball of radius 3a1δn. But by (3.2)
δn <
1
δa0
(
2
c1N
)1/d
,
so that each region is contained in a ball of radius c3N−1/d, where
c3 :=
3a1
δa0
(
2
c1
)1/d
.
Steps 6, 7 and 8 of the construction also ensure that each region contains a dyadic
cubeQmη of generationm = n+k. By property (2.5) of Definition 2 this implies that
each region contains a ball B(zmη , a0δm) of radius a0δm. From (3.1), we have
δm = δnδk >
(
2
c1ad0N
)1/d
δk,
so that each region contains a ball of radius c4N−1/d, where
c4 :=
(
2
c1
)1/d
δk.
As mentioned in the Introduction, in the original argument of Feige and Schecht-
man for the case of the sphere or a manifold, one can start with a saturated packing of
balls of radius r = (c1N)−1/d, and then use the Voronoi cells relative to the centres
of the balls as “pre-regions” to be split into regions of measure 1/N plus a remainder.
Unfortunately, in the case of an Ahlfors regular space, two Voronoi cells may overlap
on a set of non-zero measure and the argument cannot be applied.
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Consider for example the set X := {(x, y) ∈ R2 : xy = 0, |x| 6 1, |y| 6 1}with
distance ρ((x1, y1), (x2, y2)) := max(|x1 − x2|, |y1 − y2|), and the 1-dimensional
Hausdorff measure. This is an Ahlfors regular space of dimension 1. The Voronoi
cells relative to the two points (1, 0) and (−1, 0) are V1 := {(x, y) ∈ R2 : xy =
0, 0 6 x 6 1, |y| 6 1} and V−1 := {(x, y) ∈ R2 : xy = 0,−1 6 x 6 0, |y| 6 1},
and the 1-dimensional Hausdorff measure of their intersection is 2.
4 Applications to numerical integration
The above Corollary 1 and Theorem 2 have interesting applications to numerical in-
tegration on manifolds or more general metric spaces. For example, in [4, Corollary
2.15] the following result is proven. Let X be a smooth compact d-dimensional Rie-
mannian manifold without boundary, with Riemannian distance ρ and Riemannian
measure µ. For any 1 6 p 6 +∞, α > d/p and κ > 1/2, there exists a constant c
such that if {zj}Nj=1 is a distribution of points on X with
supx∈X minj ρ(x, zj)
mini6=j ρ(zi, zj)
6 κ
then there exist positive weights {ωj}Nj=1 such that∣∣∣∣∣∣
N∑
j=1
ωjf(zj)−
∫
X
f(x)dµ(x)
∣∣∣∣∣∣ 6 cN−α/d ‖f‖Wα,p
for all functions f ∈ Wα,p. Here Wα,p denotes the Sobolev class of functions f with
(I +∆)α/2f ∈ Lp(X). If we take the nodes {zj}Nj=1 to be exactly the centres of the
inner balls of each of the N regions of Corollary 1 or Theorem 2, then clearly
supx∈X minj ρ(x, zj)
mini6=j ρ(zi, zj)
6
2c3N
−1/d
2c4N−1/d
=
c3
c4
,
and we obtain a quadrature rule for every N, with optimal decay exponent −α/d
of the error on Sobolev classes (see [4, Corollary 2.15 and Theorem 2.16] for the
details).
After the observations of Mandelbrot that nature can often be represented more
faithfully by structures more general than manifolds, in the last decades there has
been an increasing interest in analysis on fractals (see R. Strichartz’s survey [24] and
the references therein, especially J. Kigami’s book [12]).
In this context, numerical integration also plays a useful role, for example, in
the search of approximate solutions to fractal differential equations by means of
analogs of the finite-element method (see again [24, Page 1204]). Observe that in
[25] Strichartz and Usher develop efficient numerical integration methods on certain
types of fractals, analogous to Simpson’s method.
An application of Corollary 1 and Theorem 2 to general metric measure spaces
can be found in [3]. There the authors study the error of numerical integration on met-
ric measure spaces adapted to a partition of the space into N disjoint subsets having
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diameter approximatelyN−1/d and measure approximatelyN−1. Without going into
details, integrals are approximated with Riemann sums with nodes randomly taken
from each region of the partition, and weights equal to the measure of the subsets.
Once again, Corollary 1 and Theorem 2 guarantee the existence of one such decom-
position under appropriate hypotheses on the metric measure space. For example, the
Sierpinski gasket is a connected Ahlfors regular metric measure space of dimension
d = log 3/ log 2 (see [8]), and Theorem 2 applies. In particular, the decomposition
obtained with Theorem 2 provides quadrature rules with weights equal to 1/N.
5 Final remarks
The above results can be slightly generalized to the case where the measure of the
balls is controlled above and below by some function Φ(r) of the radius that satisfies
a doubling condition, as in [18]. More precisely,
Theorem 3 Let (X, ρ, µ) be a connected metric measure space with finite measure.
Assume that Φ is a continuous non-negative strictly increasing function on (0,+∞)
such that Φ(r) → 0 as r → 0+ and satisfying the strict doubling property, i.e. for
some constants b1, b2 > 1 and r0 > 0 and for any r 6 r0 it holds that
b1Φ(r) 6 Φ(2r) 6 b2Φ(r).
Assume also that there exist positive constants c1, c2 such that for all x ∈ X and for
all r 6 r0,
c1Φ(r) 6 µ(B(x, r)) 6 c2Φ(r).
Then there exist positive constants c3 and c4 such that for every sufficiently large N ,
there is a partition of X into N regions of measure µ (X) /N , each contained in a
ball of radius c3Φ−1(µ(X)/N) and containing a ball of radius c4Φ−1(µ(X)/N).
We sketch the proof of this result. Observe first that Christ’s dyadic decomposition
holds under the weaker hypotheses that ρ is a metric (actually, it suffices that ρ
be a quasi-metric such that the balls {x : ρ(x, y) < r} are open) and that µ is
a doubling measure, i.e. µ(B(x, 2r)) 6 cµ(B(x, r)). This immediately allows to
extend Corollaries 2 and 3 to the new general context described in Theorem 3. The
construction of the partition follows the lines of the Ahlfors regular case, with a few
slight modifications that we leave to the reader.
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