Abstract-This letter describes a robust state estimator based on the solution of a mixed integer program. A tolerance range is associated with each measurement and an estimate is chosen to maximize the number of estimated measurements that remain within tolerance (or equivalently minimize the number of measurements out of tolerance). Some small-scale examples are given which suggest that this approach is robust in the presence of gross errors, is not susceptible to leverage points, and can solve some pathological cases that have previously caused problems for robust estimation algorithms.
I. INTRODUCTION

R
OBUST estimation algorithms are required in power systems to allow accurate estimation of the operating state when the measurement set is corrupted by one or more gross errors. Various robust estimators have been proposed, including weighted least squares with hypothesis testing, iteratively re-weighted least squares, weighted least absolute values, least median of squares, least trimmed squares, and various others [1] , [4] , [5] . A different approach has been proposed by the present author and has been implemented in reference [2] . This approach associates a tolerance range (or uncertainty range) with each measurement. So for example, if we have a power flow measurement of 103 MW, based on our knowledge of the accuracy of the metering system, we might define a tolerance range of MW to MW. The implication being that if the measurement is "good," then estimated flow should lie within the stated range (100.5 to 104.5). An estimated flow outside this range would imply that the measurement is "suspect." The proposed estimation principle is then very simple: we search for a state estimate that minimizes the number of measurements that are regarded as suspect (or equivalently, maximizes the number of estimated measurements within their tolerance).
In [2] , this formulation was termed "maximum constraint satisfaction" and the problem was solved using a genetic algorithm. Here, the solution is obtained via mathematical programming and some further insight into the behavior of the method is presented. If all the measurement errors were within the allowable tolerance range, it would be possible to find a solution that satisfies the above inequalities for all measurements. However, if some measurements have unexpectedly large errors, it may be necessary to violate the corresponding measurement inequalities in order to find an estimate . Inequalities (1) and (2) can therefore be generalized by including binary variables to effectively "switch off" the inequality when necessary The binary variable is expected to be 0 for "good" measurements. When necessary, a measurement can be ignored, or "switched off," by choosing . The scalar value M is chosen to be large enough to eliminate any influence on the solution from switched-off measurements. It is not necessary to be able to switch off the upper limit and the lower limit independently, and therefore, only a single variable is defined for each measurement.
The criteria for estimation is to select a state estimate which necessitates as few measurements as possible being ignored, i.e. (5) where is the number of measurements. Numerical experience to date is based on linear estimation examples, and in such cases, the formulation is a mixed integer linear program. The problem can be readily solved using standard mathematical programming software, such as that available via the NEOS web-service [3] .
III. RESULTS AND ANALYSIS
The robustness of the proposed method has been tested on a number of small-scale linear problems, such as the example proposed by Mili et al. [4] , which is designed to illustrate the problems caused for many estimators by "leverage points." These are measurements that have an undue influence on the solution, due to their relatively greater distance from other measurements in the factor space [1] . Bad leverage points are particularly difficult as they are hard to detect and reject. Table I shows the results obtained with the proposed estimator on this example with two state variables and seven measurements (of which five are good measurements and two are bad leverage points). Mili et al. [4] show that various estimators fail on this example, giving estimates that fit the bad measurements. Table I shows that for tolerance ranges up to , the proposed method rejects the last two measurements , which are the bad leverage points. Very high tolerance ranges ( and above) allow the bad leverage points to influence the estimation. Note that the state variables, here and , are referred to as parameters and in [4] .
A further illustrative example has been introduced by Ryan [5] , which includes some good measurements that happen to be co-linear with the bad measurements. This can cause leastmedian-of-squares estimators to "accept" the bad data points, producing anomalous estimation results. This example has two state variables and nine measurements. There are two bad measurements and three of the good measurements happen to be co-linear with these. Table II shows that for a wide range of tolerances, from to , the proposed method is able to reject the bad data measurements ( . [1, p. 133] . This is a four-bus network with three state variables and nine measurements. Two of the measurements are leverage points. Experience with various combinations of measurement errors has shown that the proposed algorithm can identify bad data simultaneously on both leverage points, provided the gross errors are sufficiently large (e.g., simultaneous sign errors on the measurement of flow 1-2 and injection at bus 1). Smaller errors can be more difficult to identify, however.
A limitation of the proposed method is that an estimate is found which fits the stated tolerance ranges, but there is little or no noise filtering effect among the good measurements. This limitation could be overcome by applying a two-stage process of applying the proposed estimator to identify and eliminate bad data, followed by least squares estimation on the good measurements only.
Further work is required to investigate the application to full scale ac estimation problems, but it may be noted that mixed integer programs with thousands of variables can now be solved routinely in less than one minute [3] .
IV. CONCLUSION
A new approach to robust estimation has been investigated and is shown to work well for some small-scale test problems, which have proven difficult for some previous methods. Further work is needed to test the feasibility of the approach on largescale problems.
