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Abstract Models often need to be constrained to a certain size for them to be considered interpretable, for
e.g., a decision tree of depth 5 is much easier to make sense of than one of depth 30. This suggests a trade-off
between interpretability and accuracy. Our work tries to minimize this trade-off by suggesting the optimal
distribution of the data to learn from, that surprisingly, may be different from the original distribution. We
use an Infinite Beta Mixture Model (IBMM) to represent a specific set of sampling schemes. The parameters
of the IBMM are learned using a Bayesian Optimizer (BO). While even under simplistic assumptions a
distribution in the original d-dimensional space would need to optimize for O(d) variables - cumbersome
for most real-world data - our technique lowers this number significantly to a fixed set of 8 variables at
the cost of some additional preprocessing. The proposed technique is model-agnostic; it can be applied to
any classifier. It also admits a general notion of model size. We demonstrate its effectiveness using multiple
real-world datasets to construct decision trees, linear probability models and gradient boosted models.
Keywords Interpretable Machine Learning
1 Introduction
As Machine Learning (ML) becomes pervasive in our daily lives, the need to know how models reach specific
decisions has significantly increased. In certain contexts this might not be as important, as long as the ML
model itself works well, e.g., in product or movie recommendations. But for certain others, such as medicine
and healthcare (Caruana et al., 2015; Ustun and Rudin, 2016), banking (Castellanos and Nash, 2018),
defence applications (Gunning, 2016) and law enforcement (Angwin et al., 2016; Larson et al., 2016) model
transparency is an important concern.Very soon, regulations governing digital interactions might necessitate
interpretability (Goodman and Flaxman, 2017).
All these factors have generated a lot of interest in the area of Model Interpretability or Explainable AI
(XAI). Approaches in the area can be broadly divided into two categories:
1. Build interpretable models, e.g., rule lists (Angelino et al., 2017; Letham et al., 2013), decision trees
(Breiman et al., 1984; Quinlan, 1993, 2004), sparse linear models (Ustun and Rudin, 2016), decision
sets (Lakkaraju et al., 2016), pairwise interaction models that may be linear (Lim and Hastie, 2015) or
additive (Lou et al., 2013).
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2. Explain black box models, e.g., locally interpretable models such as LIME, Anchors (Ribeiro et al., 2016,
2018), visual explanations for Convolutional Neural Networks such as Grad-CAM (Selvaraju et al., 2017),
influence functions (Koh and Liang, 2017).
Our interest is in the first category of techniques since this enables continued use of the existing vast pool
of learning algorithms in applications requiring interpretability.
Interpretable models are preferably small in size: this is referred to as low explanation complexity in
Herman (2017), is seen as a form of simulability in Lipton (2018) and is often listed as a desirable property
(Angelino et al., 2017; Lakkaraju et al., 2016; Ribeiro et al., 2016) . For instance, a decision tree of depth = 5
is easier to understand than one of depth = 50. Similarly, a linear model with 5 non-zero terms might be
easier to comprehend than one with 50 non-zero terms. This indicates an obvious problem: an interpretable
model is often small in its size, and since the size is usually inversely proportional to the bias, a model often
sacrifices accuracy for interpretability.
We propose a novel adaptive sampling technique to minimize the trade-off between size and accuracy.
Our approach is model agnostic: it may be applied to minimize the size/accuracy trade-off for any model
that a user decides is interpretable for her problem. This is made possible by the fact that we ignore the
model specification completely and rely solely on modifying the training data to improve accuracy.
We would like to point out that even though there is no standard notion of size across model families, or
even within a model family, we assume the term informally denotes some model attribute(s) that influence its
bias. In practice, the same model family may have multiple definitions of size depending upon the modeler,
e.g., depth or number of leaves for a tree - or the size might even be decided by multiple attributes in
conjunction, e.g., maximum depth of each tree and number of boosting rounds in the case of a gradient
boosted model (GBM). It’s also possible that while users of a model might agree on a definition of size they
might disagree on the value for the size up to which the model stays interpretable, e.g., are decision trees
interpretable up to a depth of 5 or 10? Clearly, the definition of size and its admissible values may vary
across individuals and applications. However, irrespective of this subjectivity, as long as the notion of size
is inversely proportional to the bias, the discussion in this paper remains valid. With this general notion in
mind, we say that interpretable models are typically small.
Let’s begin with a quick demonstration of the effectiveness of using a modified distribution for learning.
We have the binary class data, shown in Figure 1, that we wish to classify with decision trees with depth ≤ 5.
We refer to the data distribution provided as the original distribution.
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Fig. 1: binary class dataset for classification.
Our training data is a subset of this data (not shown). The data is approximately uniformly distributed
in the input space - see the 2D histogram in the top-left panel in Figure 2. The bottom-left panel in the
figure shows the regions a decision tree of depth 5 learns. The top-right panel shows a modified distribution
of the data, and the regions of the corresponding decision tree of depth 5 is shown in the bottom-right panel.
Both decision trees used the same learning algorithm - CART (Breiman et al., 1984) - and both trees have
a depth = 5. As we can see, the accuracies are vastly different.
Where does this additional accuracy come from?
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Fig. 2: Changing the input distribution can significantly affect model accuracy.
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Fig. 3: Our workflow compared with the standard workflow.
All classification algorithms use some heuristic to make learning tractable, e.g.:
– Decision Trees - one step lookahead (note that the CART tree has a significantly smaller number of leaves
than the possible 25 = 32, in our example)
– Logistic Regression - local search techniques, e.g., Stochastic Gradient Descent (SGD)
– Artificial Neural Networks (ANN) - local search based optimizer e.g. SGD, Adam
Increasing the size works around the shortcomings of the heuristic by over-parameterizing the model till
it is satisfactorily accurate: increasing depth, terms, hidden layers or nodes per layer. In being restricted to
use a model of a specific size, the possible gap between the effective and representational capacities affects
model accuracy. Modifying the density to better focus the model on regions of the input space that are most
valuable in terms of accuracy, enhances the effective capacity, thus decreasing this gap.
Figure 3 depicts the modified model building workflow indicating how the sampling technique is used. In
the standard workflow, we feed the data into a learning algorithm to obtain a model. In our setup, the data
is presented to a component that subsumes both the learning algorithm and our sampling algorithm; this
component - represented by the dashed box - produces the final model.
Using a distribution different from the one provided to learn from, is not unprecedented. We see this
commonly in the case of learning on data with class imbalance where over/under-sampling is used (Japkowicz
and Stephen, 2002). Seen from this perspective, we are positing that modifying the original distribution is
helpful in a wider set of circumstances.
Our key contributions in this work are:
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1. Proposing and demonstrating the effect that the ideal distribution for learning a small model may be
different from the original distribution. This challenges the general wisdom that the training
data must come from the original distribution.
2. Proposing a sampling based technique that utilizes this effect to learn accurate small models. Although
we believe this effect exists for all ML models, it finds utility in applications requiring interpretability,
since preferred models tend to be small. The effectiveness of this technique is shown on different learning
algorithms and multiple real world datasets.
While the focus of this paper is our technique, we hope that the effect itself prompts a larger discourse.
We are aware of no prior work that studies the relationship between data density and accuracy in the
small model regime. In terms of the larger view of modifying density to influence learning, parallels may be
drawn to active learning (Settles, 2009), and the identification of coresets (Bachem et al., 2017; Munteanu
and Schwiegelshohn, 2018).
The rest of the paper is organized as follows: in Section 2 we describe in detail two formulations of the
problem of learning the optimal density. Section 3 reports experiments we have conducted to evaluate our
technique. It also presents our analysis of the results. We conclude with Section 4 where we discuss possible
extensions and additional applications of our technique.
2 Methodology
In this section we describe our sampling technique. We start with a simple formulation to motivate discussion
around the challenges of our broader approach. Subsequently, we detail the actual technique we use.
2.1 A Naive Formulation
We phrase the problem of finding the ideal density (for the learning algorithm) as an optimization problem.
We represent the density over the input space with the pdf p(x;Ψ), where Ψ is a parameter vector. Our
optimization algorithm runs for a budget of T time steps. We loosely express sampling from p(x;Ψ) as
x ∼ Ψ . Algorithm 1 lists the execution steps.
Algorithm 1: Naive formulation
Data: Input data (X, y), iterations T
Result: Optimal density Ψ∗, accuracy on test set
1 Create test and validation datasets (Xval, yval), (Xtest, ytest) representing the original distribution;
2 for t← 1 to T do
3 Ψt ← suggest(st−1, ...s1, Ψt−1, ..., Ψ1) // randomly intialize at t = 1
4 (Xt, yt) ∼ Ψt;
5 Mt ← train((Xt, yt)) ;
6 st ← accuracy(Mt(Xval), yval) ;
7 end
8 t∗ ← arg maxt {s1, s2, ..., sT−1, sT };
9 Ψ∗ ← Ψt∗ ;
10 (X∗, y∗) ∼ Ψ∗;
11 M∗ ← train((X∗, y∗)) ;
12 stest ← accuracy(M∗(Xtest), ytest);
13 return Ψ∗, stest
In Algorithm 1:
1. Our objective function is denoted by accuracy(). This may specifically measure F1-score, AUC, lift etc
as needed. It is evaluated on the validation set Xval. The result of a call to accuracy() is represented by
s.
2. train() denotes the learning algorithm we are interested in, e.g., a decision tree or a sparse linear model
learner.
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3. suggest() is a call to the optimizer that accepts all past values of the objective function s and the density
parameter Ψ . Note that not all optimizers need this information, but we refer to a generic version of
optimization in our pseudo code.
4. Although the training happens on a sample drawn from the current density Ψt, the validation dataset
(Xval, yval) isn’t modified by the algorithm and always reflects the original distribution. Hence, st repre-
sents quality of a model on the original distribution.
5. For a sample Xt, where do the yt come from? For now, we assume that we have kept aside a training set
(Xtrain, ytrain), from which we draw samples based on p(x;Ψt).
Algorithm 1 represents a general framework to discover the optimal density within a time budget T . The
key aspects to consider in an implementation are :
1. The optimizer to use for suggest().
2. The precise representation of the pdf p(x;Ψ).
We look at these next.
2.1.1 Optimization
Having a good optimizer suggest() is a crucial requirement for Algorithm 1 to be useful, especially since we
work within a fixed time budget of T . Here are some characteristics we need our optimizer to possess:
1. Requirement 1: it should be able to work with a black-box objective function. Our objective
function is accuracy(), which depends on a model produced by the learning algorithm train(). Since
our interest is to propose a technique that is universally applicable across learning algorithms, we want
the optimizer to make no assumptions about the form of train(). This effectively makes accuracy() a
black-box function.
2. Requirement 2: should be robust against noise. Results of accuracy() may be noisy. There are
multiple sources of noise, e.g.:
(a) the model itself is learned on a sample (Xt, yt) ∼ Ψt
(b) the classifier might use a local search method like SGD whose final value for a given training dataset
depends on various factors like initialization, order of points etc.
3. Requirement 3: minimizes calls to the objective function. Since calls to train() per iteration
are expensive, we want the optimizer to avoid them as much as possible, instead shifting the burden of
computation to the optimization strategy.
The class of optimization algorithms referred to as Bayesian Optimization (BO) satisfy all of the above
criteria (Brochu et al., 2010). They build their own model of the response surface over multiple evaluations of
the objective function; this model serves as a surrogate for the actual, possibly black-box, objective function,
and the BO only relies on this (requirement 1 above). The model gets better with successive iterations since
it has an increasing number of evaluations to generalize from. It is also probabilistic; this helps it to quantify
uncertainties in the evaluations, leading it to account for reasonable amounts of noise (requirement 2). Since
every call to suggest() is informed by this model, it focuses on only the most promising regions in the input
space in a principled manner, thus minimizing trial and error (requirement 3) 1.
For more details refer Brochu et al. (2010).
The family of BO algorithms is fairly large (Bergstra et al., 2011; Hutter et al., 2011; Letham et al., 2017;
Li et al., 2017; Malkomes and Garnett, 2018; Rana et al., 2017; Snoek et al., 2012, 2015; Wang et al., 2013).
We use the Tree Structured Parzen Estimator (TPE) algorithm (Bergstra et al., 2011) since it scales linearly
with the number of evaluations and has a mature library: Hyperopt (Bergstra et al., 2013).
2.1.2 Density Representation
Our pdf , p(x;Ψ), must possess the following characteristics:
1. It must be able to represent an arbitrary density function.
1 This makes BO an attractive candidate for hyperparameter tuning.
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2. Have a fixed set of parameters. This is required since most optimizers cannot handle a setup where the
number of variables to optimize for depends on the specific values of certain variables. For instance,
this happens to be the case for the popular Gaussian Mixture Model (GMM); assuming k components
in d dimensions, and allowing the covariance matrix to be an identity matrix, we have O(kd) density
parameters; thus, the total number of parameters depends on the value of k.
The Infinite Gaussian Mixture Model (IGMM) (Rasmussen, 1999), which is a non-parametric Bayesian
extension to the standard GMM, satisfies these criteria. It side-steps the problem of explicitly denoting the
number of components by representing it using a Dirichlet Process (DP). The DP is characterized by a
concentration parameter α, which determines both the number of components (also known as partitions or
clusters) and association of a data point to a specific component. The parameters for these components
are drawn from prior distributions; the parameters of these prior distributions comprises our (fixed set of)
variables.
Since our data is limited to a finite region or “bounding box” within Rd (this region is easily found
by determining the min and max values across points, for each dimension, ignoring outliers if needed), we
replace the Gaussian mixture components with a multivariate generalization of the Beta distribution over
this region and refer to the mixture model as an Infinite Beta Mixture Model (IBMM) 2.
This is how we sample N points from the IBMM:
1. Determine partitioning over the N points induced by the DP . Let’s assume this step produces k partitions
{c1, c2, ..., ck} and quantities ni ∈ N where
∑k
i=1 ni = N . Here, ni denotes the number of points that
belong to partition ci.
2. For point x associated with partition ci, we make the simplifying assumption of independence across
dimensions3, and let p(x|ci) =
∏d
j=1Beta(x
j |Aij , Bij), where xj is the jth dimension of x. We as-
sume the priors for these Beta are also represented by Beta distributions: Aij ∼ Beta(aj , bj) and
Bij ∼ Beta(a′j , b′j), where j ∈ {1, 2, ..., d}. Thus we have two prior Beta distributions associated with a
dimension.
3. For a partition ci, we sample based on p(x|ci). The sampled values are scaled to be commensurate with
the bounding box previously determined.
For d dimensional data, we have Ψ = {α, a1, b1, a′1, b′1, ..., ad, bd, a′d, b′d}. This is a total of 4d+1 parameters
for representing our pdf.
Note that we use the IBMM purely for representational convenience. Here, all 4d + 1 parameters are
learned by the optimizer, so we ignore the standard associated machinery for estimation or inference.
For further details about this form of the pdf, the interested reader is referred to Rasmussen (1999).
2.2 Challenges
Our primary challenge with this formulation is the size of the parameter search space. For most real world
datasets, optimizing over 4d+ 1 variables leads to an impractically high run-time even using a fast optimizer
like TPE. We successfully tried out Algorithm 1 on small toy datasets as proof-of-concept.
One could also question the independence assumption for dimensions, but that doesn’t address the larger
problem that learning the density directly would need at least O(d) variables for optimization.
2.3 An Efficient Approach using Decision Trees
The key question to address is improving the efficiency of the density determination process. Recall that we
want to eventually solve a classification problem on our validation set. An interesting possibility to consider
is, given we already have the data, can we restrict the search space of the parameters of the pdf?
One form of information important to the classifier is the location of the class boundaries. We need to
also account for the fact that the learning algorithm might focus on a certain subset of the boundary region.
Hence, we consider speeding up the optimization by:
2 We justify this name by noting that there is no one multivariate generalization of the Beta: the Dirichlet distribution is a
popular one, but there are others, e.g., Olkin and Trikalinos (2014)
3 We do this to minimize the number of parameters; this is similar to using a diagonal covariance matrix in GMMs.
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1. Explicitly representing boundary locations. Compare this to Algorithm 1, where the optimizer needs to
discover these.
2. Parameterizing the problem in a way that a subset of these locations may be ignored.
How do we represent boundary locations?
We consider an interesting property of decision trees (DT) here. A DT fragments its input space into
axis-parallel rectangles. Figure 4 shows what this looks like when we learn a CART tree on the dataset from
Figure 1.
Fig. 4: Tessellation of space produced by leaves of a decision tree.
Note how regions with relatively small areas almost always occur near boundaries. This happens here
since none of the class boundaries are axis-parallel and the DT, in being constrained in representation to
axis-parallel rectangles, must use multiple small rectangles to approximate the curvature of the boundary
for regions adjacent to it. Figure 5 shows a magnified view of the interaction of leaf edges with boundaries.
The first panel shows how trapezoid leaves might closely approximate boundary curvature. However, since
the DT may only use axis-parallel rectangles, we are led to multiple small rectangles as an approximation,
as shown in the second panel.
boundary boundary
Fig. 5: We see leaves of small areas because DTs are forced to approximate curvature with them.
We exploit this geometrical feature; in general, leaf regions with relatively small areas (volumes, in higher
dimensions) produced by a DT, represent regions close to the boundary. Instead of determining an optimal
pdf on the input space, we now do the following:
1. Learn a DT on the data (Xtrain, ytrain). Assume the tree produces m leaves, where the region in the
input space encompassed by a leaf is denoted by Ri, 1 ≤ i ≤ m.
2. Define a pmf over the leaves, that assigns mass to a leaf in inverse proportion to its volume. Let L ∈
{1, 2, ...,m} be a random variable denoting a leaf. Our pmf is PL(i) = P (L = i) = f(Ri) where f(Ri) ∝
vol(Ri)
−1.
3. To sample a point, sample a leaf based on the pmf first, and then sample a point from within this leaf
assuming a uniform distribution:
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(a) Sample a leaf, i ∼ PL.
(b) Sample a point within this leaf, x ∼ U(Ri).
The probability of sampling outside any Ri is set to 0. Since leaves are characterized by low entropy over
the label distribution, we can assign the majority label k(i) for a leaf i, to points sampled from it. Let
Si = {yj : xj ∈ Xtrain, xj ∈ Ri}. Then,
k(i) = arg max
k
pˆik
where, pˆik =
1
|Si|
∑
Si
I(yj = k)
We refer to such a DT, along with a suitably defined pmf over its leaves, as a density tree, since it helps
us define a pdf over the input space Rd.
While this simple scheme represents our approach at a high-level, it raises a few questions; we discuss
these below:
1. What function f must we use to construct our pmf ? One could just use f(Ri) = c · vol(Ri)−1 where c is
the normalization constant c = 1/
∑m
i=1 vol(Ri)
−1. However, this quantity changes rapidly with volume.
Consider a hypercube with edge-length a in d dimensions; the difference in the (non-normalized) mass
between this and another hypercube with edge-length a/2 is 2d. Not only is this change drastic, but it
also has potential for numeric underflow.
An alternative is to use a “milder” function like the inverse of the length of the diagonal, f(Ri) =
c ·diag(Ri)−1 where c = 1/
∑m
i=1 diag(Ri)
−1. Since DT leaves are axis-parallel hyperrectangles, diag(Ri)
is always well defined. In our hypercube example, the the probability mass is ∝ 1/(a√d) when the
edge-length is a. The difference in the non-normalized masses between the two cubes is now 2.
We use the inverse of the diagonal length in our experiments.
2. The previous point begs the question: is there a better pmf we could use? Instead of finding the optimal
pmf, we propose a simpler solution: given a pmf, allow the sampling scheme to modify it to some extent.
In our case, we allow for Laplace smoothing, with the smoothing coefficient λ. This modifies our pmf
thus:
f ′(Ri) = c
(
f(Ri) +
λ
m
)
Here, c is the normalization constant. Our algorithm discovers the optimal value for λ.
We pick Laplace smoothing because it is fast. Our framework, however, is general enough to admit a
wide variety of options (discussed in Section 4).
3. An obvious flaw in our geometric view is if a boundary is axis-aligned, there are no leaf regions of small
volume along this boundary. An easy way to address this problem is to transform the data by rotating or
shearing it, and then construct a decision tree. See Figure 6. The image on the left shows a DT with two
leaves constructed on the data that has an axis-parallel boundary. The image on the right shows multiple
leaves around the boundary region, after the data is slightly rotated.
Fig. 6: Axis parallel boundaries don’t create small regions. This can be addressed by rotating the data.
The idea of transforming data by rotation is not new (Blaser and Fryzlewicz, 2016; Rodriguez et al.,
2006). However, a couple of significant differences in our setup are:
(a) We don’t require a specific transformation; any transformation that produces small leaf regions near
the boundary works for us. As mentioned, this needn’t only be rotation.
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(b) Since we are sampling points to learn a classifier that we eventually want to interpret in the original
input space, we need to transform back our sample. This would not be required, say, if our only goal
is increase classification accuracy.
The need to transform back introduces an additional challenge: we cannot drastically transform the data
since sampled points in the transformed space might become outliers in the original space. Figure 7
illustrates this idea. The first panel shows data in the transformed space. The solid rectangle bounds the
region at the root node; since this must have axis-parallel sides, it is defined by the extremities of the
region occupied by the transformed data. Any point within this region becomes part of some leaf when
the DT is grown. Consider point P - it is valid for our sampler to pick this. The second panel shows what
the training data and leaf-regions look like when they are transformed back to the original space. Clearly,
the leaves may extend well beyond the region occupied by the data, and here, P becomes an outlier.
Transformed data Data and leaves transformed back
P
P
Fig. 7: Left: rotated+sheared data. Right: the leaves in the inverse transformation contain regions outside
the region occupied by the original dataset.
An efficient solution to this problem is to restrict the extent of transformation using a “near identity”
matrix A: this has 1 as its diagonal elements, and the other elements are close to 0; we sample the
off-diagonal elements from U([0, ]), where  ∈ R+ and small. This only slightly transforms the data, so
that we obtain small volume leaves at class boundaries, but also, all valid samples are within the original
data region or close to it. The tree is constructed on AX, where X is the original data, and samples from
the tree, X ′, are transformed back with A−1X ′. Figure 6 is actually an example of such a near-identity
transformation.
How do we know when to transform our data, i.e., when do we know we have axis-aligned boundaries?
Since this is hard to determine, we create multiple trees, each on a transformed version of the data (with
different transformation matrices A), and randomly pick a tree to sample from its leaves. It is highly
unlikely that all trees from this bagging step simultaneously see axis-aligned boundaries in the respective
transformed space. We denote this bag of trees and their corresponding transformations by B. Bagging
also provides the additional benefit of low variance. Algorithm 2 details how B is created. We set  = 0.2
for our experiments.
4. Since we rely on geometric properties alone to define our pmf, all boundary regions receive a high prob-
ability mass irrespective of how much they contribute to classifier accuracy. This is not desirable when
the classifier is small and must focus on a few high impact patterns. In other words, the problem is that
while the pmf reflects how close a region is to a boundary, it completely ignores its impact on learning.
Figure 8 suggests a solution. It shows two trees of different depths learned on the same data. The data
has a small green region, shown with a dashed blue circle in the first panel. A smaller tree, shown on the
left, automatically ignores this, while a larger tree, on the right, identifies a leaf around it.
One way to utilize this property would be to construct density trees of different depths, and then learn
a distribution over these trees to sample from. But since learning trees of different depths (actually we
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Algorithm 2: Create bag of density trees, B
Data: (Xtrain, ytrain), size of bag n
Result: B = {(T1, A1), (T2, A2), ..., (Tn, An)}
1 B = {};
2 for t← 1 to n do
3 Create matrix Ai ∈ Rd×d s.t. [Ai]pq = 1, if p = q, else [Ai]pq ∼ U([0, ]);
4 X′train ← AiXtrain;
5 Ti ← learn tree on (X′train, ytrain);
6 B ← B ∪ {(Ti, Ai)}
7 end
8 return B
Fig. 8: A region of low impact is shown in the first panel with a dashed blue circle. The first tree ignores
this while a second, larger, tree creates a leaf for it.
require multiple trees at a given depth, for the bagging effect discussed in the previous point) can be
time consuming, we instead learn a “depth distribution” over fully grown density trees.
depth sampling distribution density tree
depth 0
depth 1
depth 2
depth 3
density tree
sampling at depth 0
A
B C
D E
F G
sampling at depth 1
sampling at depth 2
sampling at depth 3
(a) (b)
Fig. 9: (a) The set of nodes at a depth have an associated pmf to sample from. A depth is picked based on
the IBMM. (b) In case of an incomplete binary tree, we use the last available nodes closest to the depth
being sampled from, so that the entire input space is represented. The red dotted lines show the nodes the
pmf for a particular depth uses.
A sample from a depth-distribution tells us the depth in the density tree at which we should consider
nodes to sample points from. We treat these nodes as our leaves, constructing our smoothed pmf over
them as before. This distribution is represented as a IBMM on one dimension - the depth. Figure 9(a)
illustrates this idea. Similar to the representation described in Section 2.1.2, the depth-distribution has
a parameter α for the DP and parameters for its Beta priors: a, b, a′, b′.
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Since we use CART to learn our density trees, we have binary trees that are always full, but not necessarily
complete i.e. the nodes at a certain depth alone might not represent the entire input space. To sample
at such depths, we “back up” to the nodes at the closest depth. Figure 9(b) shows this: at depth = 0
and depth = 1, we can construct our pmf with only nodes available at these depths, {A} and {B,C}
respectively, and still cover the whole input space. But for depth = 2 and depth = 3, we consider nodes
{B,D,E} and {B,D,F,G} respectively. The dotted red line connects the nodes that contribute to the
pmf for a certain depth.
Note that when we were sampling only from the leaves of a density tree, we decided that we could just
assign the majority label to the samples given low label entropy. This is not true at nodes at intermediate
levels which may have high label entropies. We deal with this problem by defining an entropy threshold E.
If the label distribution at a node has entropy ≤ E, we sample uniformly within the region encompassed
by the node (which may be a leaf or an internal node) and use the majority label. This potentially
generates new points. However, if the entropy > E, we sample from the training data points that the
node covers. E can be set to a reasonably low value like 0.15 and need not be learned.
This completes the description of our sampling technique. Summarizing the parameters mentioned above,
we have:
1. λ, regularization coefficient for Laplace smoothing.
2. α, the DP parameter.
3. {a, b, a′, b′}, the parameters of the Beta priors for the IBMM depth distribution. A cluster/partition is
described by Beta(A,B), where A ∼ Beta(a, b), B ∼ Beta(a′, b′).
Additionally, we propose the following parameters:
1. Ns ∈ N, sample size. The sample size can have a significant effect on model performance. We let the
optimizer determine the best sample size to learn from. We constrain Ns to be larger than the minimum
number of points needed for statistically significant results.
2. po ∈ [0, 1] - proportion of the sample from the original distribution. Given a value for Ns, we sample
(1 − po)Ns points from the density tree(s) and poNs points from our training data (Xtrain, ytrain). The
sample from (Xtrain, ytrain) is stratified based on ytrain. Recall that our hypothesis is that learning a
distribution might help when the model is small ; but at larger sizes we expect learning to be optimal
on the original distribution. This parameter helps the optimizer to gracefully transition to the original
distribution, by setting po = 1, as we run our algorithm on increasing model sizes. In fact, observing a
gradual transition would empirically validate our hypothesis.
See section A.1 for additional details.
We have a total of 8 parameters in this technique. The parameters relevant to picking the right depth are
collectively denoted by Ψ = {α, a, b, a′, b′}. The complete set of parameters is denoted by Φ = {Ψ,Ns, λ, po}.
Although our bag of density trees, B, has more than one tree, the parameter Ψ is shared; we sample a
value i ∼ Ψ, i ∈ [0, 1], and scale and discretize it to reflect a valid value for depth for the density tree being
considered. For instance, if we want to sample from tree T where depth(T ) = 10, i = 0 implies we must
sample at depthT (i) = 0 i.e. at the root, and i = 0.5 implies we must sample at depthT (i) = 5. Algorithm 3
shows how sampling from B works.
This is a welcome departure from our naive solution: the number of optimization variables does not
depend on the dimensionality d at all! We have a fixed set of 8 variables for any data. Of course, there is a
hidden cost we incur in learning the bag of density trees, but the total run time is still much lower than the
previous solution.
As before, we discover the optimal Φ using TPE. We begin by splitting our dataset into train, validation
and test sets - (Xtrain, ytrain), (Xval, yval), (Xtest, ytest) respectively. We then construct our bag of density
trees, B, on transformed versions of (Xtrain, ytrain), as described in Algorithm 2. At each iteration in the
optimization, based on the current value of po, we sample data from B and (Xtrain, ytrain), train our model
on this sample, and evaluate it on (Xval, yval). Algorithm 4 lists these steps.
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Algorithm 3: Sampling from a bag of density trees, B
Data: # points to sample N , bag of density trees B, depth distribution Ψ , smoothing parameter λ
Result: D = {(x1, y1), (x2, y2), ..., (xN , yN )}
1 D = {};
2 for t← 1 to N do
3 i ∼ Ψ ;
4 T,A← randomly pick a tree and the corresponding transformation from B;
5 Θ ← construct pmf over the nodes at depthT (i), smooth with λ;
6 L ∼ Θ // L is a node at depthT (i)
7 SL = {(xj , yj) : xj ∈ Xtrain, xj ∈ RL};
8 (x, y) ∼ U(L) or (x, y) ∼ SL, based on E;
9 D ← D ∪ {(A−1x, y)}
10 end
11 return D
Algorithm 4: Adaptive sampling using density trees
Data: Input data (X, y), iterations T
Result: Φ∗
1 Create (Xtrain, ytrain), (Xval, yval), (Xtest, ytest), each reflecting the original distribution;
2 Construct bag B of density trees on (Xtrain, ytrain);
3 for t← 1 to T do
4 Φt ← suggest(st−1, ...s1, Φt−1, ..., Φ1) // randomly initialize at t = 1
5 No ← po ×Ns ;
6 NB ← Ns −No ;
7 Do ← sample No points from (Xtrain, ytrain);
8 Ddp ← sample NB points from B, using Algorithm 3;
9 (Xt, yt) = Do ∪Ddp;
10 Mt ← train((Xt, yt));
11 st ← accuracy(Mt(Xval), yval);
12 end
13 t∗ ← arg maxt {s1, s2, ..., sT−1, sT };
14 Φ∗ ← Φt∗ ;
15 return Φ∗
3 Experiments
This section discusses our experiments. In Section 3.1, we describe our setup: datasets, model families,
parameter settings, etc. Section 3.2 presents the results and our analysis.
3.1 Setup
We evaluate Algorithm 4 using different models on multiple real world datasets. The datasets were obtained
from the LIBSVM website (Chang and Lin, 2011). These are listed in Table I.
We use the following models:
1. DT : We use the implementation of CART in the scikit-learn library (Pedregosa et al., 2011). Our notion
of size here is the depth of the tree.
2. Linear Probability Model (LPM): This is a linear classifier. Our notion of size is the number of terms in the
model, i.e., features from the original data with non-zero coefficients. We use our own implementation that
heavily uses scikit-learn. Since LPMs inherently handle only binary class data, for a multiclass problem,
we construct a one-vs-rest (ovr) model, comprising of as many binary classifiers as there are distinct
labels. The given size is enforced for each binary classifier. For instance, if we have a 3-class problem, and
we specify a size of 10, then we construct 3 binary classifiers, each with 10 terms. We did not use the more
common Logistic Regression classifier because: (1) from the perspective of interpretability, LPMs provide
a better sense of variable importance (Mood, 2010) (2) we believe our effect is equally well illustrated by
either linear classifier.
We use the Least Angle Regression (Efron et al., 2004) algorithm, that grows the model one term at a
time, to enforce the size constraint.
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TABLE I: Datasets
dataset dimensions # classes
cod-rna 8 2
ijcnn1 22 2
higgs 28 2
covtype.binary 54 2
phishing 68 2
a1a 123 2
pendigits 16 10
letter 16 26
Sensorless 48 11
senseit aco 50 3
senseit sei 50 3
covtype 54 7
connect-4 126 3
3. Gradient Boosted Model (GBM): We use decision trees as our base classifier in the boosting. Our notion
of size is the number of trees in the boosted forest for a fixed maximum depth of the base classifiers. We
make use of the implementation provided by the LightGBM library (Ke et al., 2017).
We run two sets of experiments with the GBM, with maximum depths fixed at 2 and 5. This helps
us compare the impact of our technique across models (Mt in Algorithm 4) with inherently different
expressive powers, e.g., we would expect a GBM with 10 trees and a maximum depth of 5 to be more
accurate than a GBM with 10 trees and a maximum depth of 2.
The density trees themselves are built using the CART implementation from scikit-learn. We draw a sample
from the IBMM using Blackwell-MacQueen sampling (Blackwell and MacQueen, 1973).
We list the various settings for our experiments below:
1. Since TPE performs optimization with box constraints, we need to specify our search space for the various
parameters in Algorithm 4:
(a) λ: this is varied in the log-space such that log10 λ ∈ [−3, 3].
(b) po: We want to allow the algorithm to arbitrarily mix samples from B and (Xtrain, ytrain). Hence, we
set po ∈ [0, 1].
(c) Ns: We set Ns ∈ [1000, 10000]. The lower bound ensures that we have statistically significant results.
The upper bound is set to a reasonably large value.
(d) α: For a DP, α ∈ R+. We use a lower bound of 0.1.
We rely on the general properties of a DP to estimate an upper bound. For N points, the expected
number of components of a DP has an upper bound of O(αHN ), where HN is the N
th harmonic
sum (Teh, 2010). Since our distribution is over the depth of a density tree, we already know the
maximum number of components possible, kmax = 1 + depth of tree. Thus the upper bound for α
must be > kmax/HN . We estimate this upper bound with c · kmax/HN ′ , where c ≥ 1 and N ′ =
1 + depth of tree. We use this value of N ′ since we assume that the we would have enough points
(lower bound of the Ns parameter) to at least sample once from each depth; also, typically N
′  N ,
giving us a liberal upper bound.
Thus, we set α ∈ [0.1, c · kmax/Hkmax ], where kmax = 1 + depth of tree. We use c = 2.
(e) {a, b, a′, b′}: Each of these parameters are allowed a range [0.1, 10] to admit various shapes for the
Beta distributions.
2. Iterations: We need to provide a budget T of iterations for the TPE to run. In the case of DT, GBM and
binary class problems for LPM, T = 3000. Since multiclass problems in LPM require learning multiple
classifiers, leading to high running times, we use a lower value of T = 1000.
3. Model sizes:
(a) DT: For a dataset, we first learn an optimal tree Topt based on the F1-score, without any size con-
straints. Denote the depth of this tree by depth(Topt). We then try our algorithm for the these
settings of CART’s max depth parameter: {1, 2, ...,min(depth(Topt), 15)}, i.e., we experiment only up
to a model size of 15, stopping early if we encounter the optimal model size. Stopping early makes
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TABLE II: Decision Tree. Values indicate improvements δF1.
depth = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
datasets
cod-rna 0.67 - 0.34 1.84 0.00 0.00 0.70 0.00 0.46 0.00 - - - - -
ijcnn1 4.88 19.38 12.01 16.12 3.42 0.91 1.15 0.57 0.00 0.00 0.19 0.00 0.00 0.00 -
higgs 7.11 1.91 0.00 0.00 0.00 0.94 - - - - - - - - -
covtype.binary 0.00 0.00 0.01 0.68 0.47 0.00 0.00 0.55 1.89 1.44 - - - - -
phishing 0.00 0.71 0.00 0.00 0.46 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 - 0.00
a1a 0.00 2.50 7.23 - 4.91 3.06 4.75 0.88 0.87 - 0.85 - 2.35 - 0.92
pendigits 10.14 3.46 3.04 6.71 5.97 4.21 1.61 0.00 0.00 0.00 0.00 0.00 0.00 - -
letter 0.18 9.71 31.91 36.26 30.03 17.73 6.76 3.65 1.90 1.95 0.00 0.00 0.00 0.00 0.00
Sensorless 0.00 41.80 85.34 65.99 27.63 14.84 7.40 5.29 2.31 1.43 0.77 0.47 - 0.84 -
senseit aco 18.69 0.51 5.29 1.98 1.44 0.56 - - - - - - - - -
senseit sei 1.97 0.68 1.56 0.09 1.30 0.10 - - - - - - - - -
covtype 16.89 125.49 16.73 5.29 10.83 7.31 - 5.91 8.18 8.15 11.49 0.00 0.00 1.34 2.06
connect-4 181.76 22.50 18.55 25.13 - 23.79 - 4.20 0.00 3.08 2.21 1.92 0.00 0.00 0.68
sense since the model has attained the size needed to capture all patterns in the data; changing the
input distribution is not going to help much/at all beyond this point.
Note that since the actual tree depth is only guaranteed to be ≤ max depth, we might not see all
sizes in {1, 2, ...,min(depth(Topt), 15)}, e.g., max depth = 5 might give us a tree with depth = 5,
max depth = 6 might also result in a tree with depth = 5, but max depth = 7 might give us a tree
with depth = 7.
(b) LPM: For a dataset with dimensionality d, we construct models of sizes: {1, 2, ...,min(d, 15)}. Here,
the early stopping for LPM happens only for the dataset cod-rna, which has d = 8. All other datasets
have d > 15 (see Table I).
(c) GBM: If the optimal number of boosting rounds for a dataset is ropt, we explore the model size range:
{1, 2, ...,min(ropt, 10)}. We run two sets of experiments with GBM - one using base classification trees
with max depth = 2, and another with max depth = 5. Both experiments use the same range for
size/boosting rounds.
At each model size, we record the percentage relative improvement in the F1(macro) score on (Xtest, ytest)
compared to the baseline of training with the original distribution. This score is calculated as:
δF1 =
100× (F1new − F1baseline)
F1baseline
Since the original distribution is part of the optimization search space, e.g., po = 1, the lowest improve-
ment we report is 0%.
3.2 Observations
The DT results are shown in Table II. A series of unavailable scores, denoted by “-”, toward the right end of
the table for a dataset denotes we have already reached its optimal size. For ex in Table II, cod-rna has an
optimal size of 10. A missing value before the optimal size denotes that the corresponding actual size was
not obtained for any setting of the max depth parameter. An example is depth = 2 for cod-rna.
For each dataset, the best improvement across different sizes is shown in bold. The horizontal line sepa-
rates binary datasets from multiclass datasets.
This data is also visualized in Figure 10. The x-axis shows a “normalized size” for easy comparison;
actual model sizes for a dataset are divided by the maximum actual model size explored. This allows us to
compare a dataset like cod-rna, which only has models up to a size of 10, with covtype, where model sizes
go all the way up to 15.
We observe that aside from the datasets cod-rna, covtype.binary, phishing, we see significant improvement
in the F1-score for at least one model size. More so, these improvements seem to happen at small sizes: only
one best score - for covtype.binary - shows up on the right half of Table II. The best improvements themselves
vary a lot, ranging from 0.71% for phishing to 181.76% for connect-4.
It also seems that we do much better with multiclass data than with binary classes. Because of the large
variance in improvements, this is hard to observe in Figure 10. However, if we separate out the binary and
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Fig. 10: Improvement in F1 score on test with increasing size. Data in Table II.
multiclass results, as in Figure 11, we note that there are improvements in both the binary and multiclass
cases, and the magnitude in the latter are typically higher (note the y-axes). We surmise this happens because,
in general, DTs of a fixed depth have a harder problem to solve when the data is multiclass, providing our
algorithm with an easier baseline to beat.
binary multiclass
Fig. 11: We seem to do better on multiclass problems in general.
Figure 12 shows the behavior of po, only for the datasets where our models have grown to the optimal size
(the last column in Table II for these datasets are empty). Thus, we exclude phishing, a1a, letter, covtype,
connect-4. We observe that indeed po → 1 as our model grows to the optimal size. This empirically
validates our hypothesis that smaller models prefer a distribution different from the original distribution
to learn from, but the latter is optimal for larger models. And we gradually transition to it as model size
increases.
Demonstrating this effect is a key contribution of our work.
We are also interested in knowing what the depth-distribution IBMM looks like. This is challenging to
visualize for multiple datasets in one plot, since we have an optimal IBMM learned by our optimizer, for
each size setting. We summarize this information for a dataset in the following manner:
1. We identify a sample size of N points to use.
2. We allocate points to sample for the IBMM for a particular model size in proportion of the relative im-
provement in the F1 score. For instance, if we have experimented with 3 model sizes, where the improve-
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Fig. 12: po → 1 as model size increases..
ments seen in the F1-score are 7%, 11% and 2%, we sample 0.35N, 0.55N and 0.1N points respectively
from the IBMMs of these models.
3. We combine the points into one sample of size N , fit a Kernel Density Estimate (KDE) to it, and plot the
KDE curve. This plot represents the IBMM across model sizes for a dataset weighted by the improvement
seen for a size.
We use N = 10000. The value for the KDE bandwidth parameter was arrived at by trial and error.
Figure 13 shows such a plot for DTs. The x-axis represents the depth of the density tree normalized to
[0, 1]. The smoothing by the KDE causes some spillover beyond these bounds.
Fig. 13: Distribution over levels in density tree(s). Aggregate of distribution over different model sizes.
We observe that, in general, the depth distribution is concentrated either near the root of a density
tree, where we have little or no information about class boundaries and the distribution is nearly identical
to the original distribution, or at the leaves, where we have complete information of the class boundaries.
An intermediate depth is not used as much. Our best guess as to why this is so is that the information
provided at an intermediate depth - where we have moved away from the original distribution, but have not
yet completely discovered the class boundaries - might be relatively noisy to be useful. This pattern in the
depth distribution is surprisingly consistent across all the models we have experimented with.
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TABLE III: Linear Probability Model. Values indicate improvements δF1.
# terms = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
datasets
cod-rna 13.95 29.93 66.56 76.41 67.93 15.30 2.44 3.76 - - - - - - -
ijcnn1 19.68 7.09 0.00 2.06 0.20 1.15 0.20 0.41 1.03 0.87 0.41 1.61 2.20 0.15 3.45
higgs 0.00 0.11 0.21 0.11 1.08 1.29 1.12 2.87 1.17 1.39 4.11 2.92 4.37 3.36 4.96
covtype.binary 0.40 3.68 4.03 6.49 9.24 11.61 11.27 4.76 3.71 8.70 9.48 8.33 10.43 13.76 12.82
phishing 0.00 0.00 0.00 0.00 0.00 0.15 0.94 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.33
a1a 0.00 41.77 62.21 0.00 0.00 1.55 0.38 1.25 1.81 0.10 1.89 2.68 2.95 0.69 2.89
pendigits 11.36 9.94 10.38 4.82 9.06 2.36 3.10 0.95 1.40 0.96 0.58 0.43 0.82 0.00 0.35
letter 8.94 16.12 23.44 11.49 8.55 3.42 0.00 1.44 1.27 5.18 0.00 1.88 5.55 6.70 6.88
Sensorless 59.59 60.09 19.07 26.65 26.38 34.96 38.89 47.82 37.05 49.47 34.26 44.64 46.68 40.58 44.13
senseit aco 19.27 79.89 68.00 32.05 13.35 16.77 8.49 6.00 1.87 3.64 1.30 1.67 2.25 0.34 0.13
senseit sei 137.91 44.84 26.91 7.67 2.25 0.59 0.00 2.13 0.95 0.89 0.71 1.70 0.08 0.40 0.48
covtype 43.36 19.21 4.96 6.01 3.08 0.72 4.83 7.60 6.46 5.39 4.29 1.76 2.20 5.07 3.10
connect-4 0.00 38.59 50.94 30.86 8.71 6.57 5.31 13.10 10.80 4.98 1.68 1.98 0.00 0.00 2.33
The results for LPM are shown in Table III. The improvements look different from what we observed for
DT, which is to be expected across different model families. Notably, compared to DTs, there is no prominent
disparity in the improvements between binary class and multiclass datasets. Since the LPM builds ovr binary
classifiers in the multiclass case, and the size restriction - number of terms - applies to each one of them,
this intuitively makes sense.
Figure 14 shows the plots for improvement in the F1-score and the weighted depth distribution. Note
that unlike the case of the DT, we haven’t determined how many terms the optimal model for a dataset has;
we go up to 15 where possible, i.e., d ≤ 15. The depth distribution plot displays concentration near the root
and the leaves, similar to the case of the DT in Figure 13.
Fig. 14: Linear Probability Model: improvements and the distribution over depths of the density trees.
An interesting question to ask is how, if at all, the strength of the model family of Mt in Algorithm 4,
influences the improvements in accuracy. We cannot directly compare DTs with LPMs since we don’t know
how to order models from different families: a DT of what depth is best compared to a LPM with, say, 4
non-zero terms?
To answer this question we look at GBMs where we identify two levers to control the model size. We
constrain the max depth of the base classifier trees to 2 and 5, and vary the number of boosting rounds in
{1, 2, ..., 10}.
We recognize that qualitatively there are two factors at play:
1. A weak model family implies it might not learn sufficiently well from the samples our technique produces.
Hence, we expect to see smaller improvements than when using a stronger model family.
2. A weak model family implies there is a lower baseline to beat. Hence, we expect to see larger improvements.
We present an abridged version of the GBM results in Table IV. The complete data is made available in
Table V in the Appendix. We present both the improvement in the F1 score, δF1, and its new value, F1new.
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TABLE IV: GBM, F1new and δF1
boosting rounds = 1 2 3 4 5 6 7 8 9 10
datasets max depth score type
Sensorless 2 F1new 0.78 0.79 0.80 0.82 0.82 0.82 0.82 0.82 0.82 0.83
δF1 5.21 6.61 5.34 6.24 3.89 3.21 4.32 3.67 3.61 4.83
5 F1new 0.90 0.91 0.92 0.93 0.93 0.93 0.94 0.94 0.94 0.94
δF1 0.00 0.00 0.46 1.13 0.00 0.00 1.55 0.71 0.00 0.74
senseit aco 2 F1new 0.22 0.30 0.40 0.41 0.54 0.61 0.62 0.63 0.64 0.64
δF1 0.00 34.07 81.50 86.58 141.87 9.49 4.16 6.97 3.77 1.49
5 F1new 0.22 0.29 0.45 0.54 0.63 0.63 0.66 0.68 0.68 0.69
δF1 0.00 30.06 101.82 54.52 16.52 1.99 0.00 0.00 0.00 0.00
senseit sei 2 F1new 0.61 0.59 0.61 0.62 0.61 0.62 0.62 0.62 0.62 0.61
δF1 173.64 167.01 174.07 176.79 176.20 157.16 178.51 62.46 32.67 17.33
5 F1new 0.64 0.65 0.66 0.66 0.67 0.67 0.67 0.67 0.66 0.66
δF1 189.62 194.02 194.71 188.23 73.50 37.07 16.51 8.44 1.89 0.00
See Table V for complete data, Fig 15 and Fig 16 for plots.
Figure 15 and Figure 16 show the improvement and depth distribution plots for the GBMs withmax depth =
2 and max depth = 5 respectively.
Fig. 15: GBM with max depth = 2. Size is the number of rounds.
Fig. 16: GBM with max depth = 5. Size is the number of rounds.
The cells highlighted in blue in Table IV are where the GBM with max depth = 2 showed a larger
improvement than a GBM with max depth = 5 for the same number of boosting rounds. The cells high-
lighted in red exhibit the opposite case. Clearly, both factors manifest themselves. Looking at the relative
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improvement plots in Figure 15 and Figure 16 it would seem that a weaker model typically shows larger
improvements.
Observe that in Table IV (and Table V), irrespective of the improvements, δF1, the new scores F1new
for the weaker base classifier with max depth = 2 is up to as large (within some margin of error) as the score
for the GBMs with max depth = 5 for the same number of rounds. This is to be expected since our sampling
technique diminishes the gap between representational and effective capacities (when such a gap exists); it
does not improve the representational capacity. However, this opens up an interesting line for future enquiry:
is the effectiveness of diminishing the gap same/similar across different model families? In the case of our
GBM experiments, where the only difference between the two experiments is the size of the base classifiers,
the effectiveness might be reasonably assumed to be the same. But how about disparate model families like
LPM and DTs?
The depth distribution plots for the GBMs show a familiar pattern: high concentration at the root or
the leaves.
In Figure 17, we compare the depth distributions of all our models. The y-axes are scaled to have the
same range.
It appears that stronger model families, in general, tend to prefer a concentration near leaves compared
to weaker model families. Compare DT and LPM, where DT is the stronger model family. There is a clear
higher concentration near the leaves for the DT, and a clear higher concentration near the root for the LPM.
Between the two categories of GBM models, we see a milder version of this phenomena: the models with
max depth = 2 prefer the root, and while the models with max depth = 5 do not entirely prefer the leaves,
there is a distinct shift away from the root. We believe this happens because low bias classifiers are relatively
better able to assimilate the richer information at the leaves.
decision tree linear probability model
gbm_2 gbm_5
Fig. 17: Weighted depth distributions: simpler classifiers tend to not use boundary information.
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4 Discussion and Conclusion
The previous section exclusively looked at experiments that validate our hypothesis; however, given that our
algorithm is reasonably abstracted from low level details, there are various useful extensions and applications
possible, some of which we list below:
1. We had mentioned in Section 2.3 that there are alternatives to Laplace smoothing that may be used.
We discuss one possibility here. Let S ∈ Rn×n denote a similarity matrix for our density tree with n
nodes. Here, Si,j is the similarity score between nodes i and j. Let M ∈ R1×n denote the initial (i.e.
before smoothing) probability masses for the nodes. Appropriately normalizing M × Sk, k ∈ Z≥0 gives
us a smoothed pmf that is entirely determined by our understanding of similarity, S, between nodes. For
instance, S might be determined based on the Wu-Palmer distance (Wu and Palmer, 1994).
This view of characterizing the smoothing step with a node similarity matrix opens up a wide range of
possibilities.
2. Our sampling operates within a bounding box around the data in Rd, where d is the dimensionality.
There is no reason that the bounding box must contain all the data: we may arbitrarily shrink it to a
region that we want to focus on, and construct our interpretable model in this region. This can help in,
say, segment analysis of purchase behavior, where we want to learn about people only in the age group
30− 40 years and having salaries greater than $70000 per annum. We construct a bounding box around
data satisfying these criteria.
In the limit, shrinking the bounding box makes our algorithm functionally similar to the LIME technique
(Ribeiro et al., 2016), which constructs an interpretable model for a single test point by sampling points
in its neighborhood.
3. We have not explicitly discussed the case of categorical features. There are a couple of ways to handle
data with such features:
(a) The density tree can directly deal with categorical variables. When uniformly sampling from a node
that is described by conditions on both continuous and categorical variables, we need to use both
a continuous uniform sampler (which we use now) and a discrete uniform sampler (i.e. multinomial
with equal masses) for the respective features.
(b) We could create a version of the data with one-hot encoded categorical features to construct the density
trees and sample from them. To train the small model in each optimizer iteration, we transform back
the sampled data by identifying values for the categorical features to be the maximums in their
corresponding sub-vectors. Since the optimizer already assumes a black-box train() function, this
transformation would be modeled as a part of it.
4. The notion of size need not be a scalar. Our GBM experiments touch upon this possibility. The definition
of size only influences how the call to train() in Algorithm 4 internally executes. This is makes our
technique fairly flexible. For ex it is easy in our setup to vary both max depth and number of boosting
rounds for GBMs, thus defining a bivariate size, and assess the effect of our algorithm.
5. Since the range of the sample size parameter Ns is fixed by the user, the possibility of oversampling is
subsumed by the optimization. For instance, if our dataset has 500 points, and we believe that over-
sampling till up to 4 times might help, we need not separately explore this possibility and instead set
Ns ∈ [500, 2000].
6. An interesting possible use-case is model compression. Consider the column for 1 boosting round for
the senseit sei dataset in Table IV. Assuming the base classifiers have grown to their max depths, the
“storage size” in terms of nodes for the GBMs with max depth = 2 and max depth = 5 are 22 + 1 = 5
and 25 + 1 = 33 respectively.
Going from the second model to the first, the decrease in F1 score is (0.61 − 0.64)/0.64 = −4.7%, but
the reduction in model size is (33−5)/33 = 85%! And this is after the accuracy for the second model has
already been improved by our algorithm; if we look at its original score F1baseline = 0.64/(1 + 1.8962) =
0.22, our score improves by ∼ 177% (comparing the original score of the second model with the improved
score of the first) for the same model size decrease of 85%, and we make an even stronger case for using our
algorithm to enhance small models and use them in-lieu of larger ones in memory sensitive applications.
7. Since our parameter search space has no special structure, the workings of the optimizer is decoupled
from the larger sampling framework. This makes it easy to use a different optimizer. However, we still
insist on using BO because of the reasons presented in Section 2.1.1.
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The optimizer we use, TPE, in fact supports conditional parameter spaces, but we have purposefully used
a distribution with a fixed number of parameters so we don’t need to rely on optimizer-specific features.
In summary, we have demonstrated how changing the density in the small model regime can dramatically
influence model accuracy. In doing so, we have additionally shown that this phenomenon exists for multiple
model families, and is therefore general, and have proposed a practical algorithm for finding the optimal
density for learning. Our algorithm also has the surprising property that beyond a preprocessing step, the
number of optimization variables does not depend on the dimensionality of the data. We have also discussed
how our algorithm may be extended in some useful ways.
We believe that the results presented here are valuable in terms of their utility in building interpretable
models, and hope they would prompt a larger discussion around the effect itself.
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A Appendix
A.1 Implementation Details
Setting the lower bound of the Ns parameter (see Section 2.3) to ensure statistical significance is not sufficient in itself. Since
our sample comes from both the density trees and the original training data, we must ensure these samples lead to statistically
significant results individually.
In order to do so the our implementation internally adjusts the quantity po. Recall that po ∈ [0, 1]. A low value of po can
result in a small sample of size poNs from the original training data, while a high value of po might result in a small sample of
size (1 − po)Ns from the density trees. Interestingly however, po = 0 and po = 1 should be allowed as valid values, since the
sample is then drawn from only one of the sources and is therefore not small!
The adjustment we make is shown in Figure 18. The x-axis shows the current value of po, the y-axis shows what the sampler
sees.
Below a user specified threshold for po, it is adjusted to po = 0. Beyond a certain user specified threshold, it is adjusted to
po = 1.
Fig. 18: Adjustments to po.
An additional consideration is the possible variance in model performance due to training on a sample from the current Φt
in Algorithm 4. We address this issue by taking multiple samples at each iteration, training one model per sample and then
reporting the average accuracy across the models. For our experiments, we sampled 3 times per iteration.
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TABLE V: GBM, F1new and δF1
boosting rounds = 1 2 3 4 5 6 7 8 9 10
datasets max depth score type
cod-rna 2 F1new 0.40 0.57 0.70 0.70 0.71 0.71 0.76 0.76 0.85 0.86
δF1 0.00 42.67 74.63 3.16 3.38 3.21 6.66 8.40 19.72 19.51
5 F1new 0.46 0.83 0.85 0.85 0.87 0.88 0.88 0.89 0.89 0.90
δF1 15.46 106.29 29.37 0.63 0.00 0.00 0.00 0.00 0.00 0.53
ijcnn1 2 F1new 0.71 0.72 0.72 0.72 0.72 0.73 0.73 0.73 0.73 0.73
δF1 5.42 7.38 7.43 5.64 7.60 6.73 6.54 8.66 6.87 7.78
5 F1new 0.77 0.77 0.77 0.77 0.78 0.79 0.79 0.80 0.80 0.80
δF1 7.95 4.62 3.66 2.02 4.06 5.58 4.41 4.51 2.76 3.58
higgs 2 F1new 0.62 0.61 0.62 0.63 0.62 0.63 0.62 0.63 0.64 0.63
δF1 42.29 39.00 21.85 11.11 6.64 3.83 2.22 1.22 2.50 5.19
5 F1new 0.62 0.62 0.64 0.64 0.65 0.65 0.67 0.65 0.67 0.67
δF1 30.09 13.80 3.53 0.65 0.57 0.00 0.00 0.75 0.61 0.00
covtype.binary 2 F1new 0.72 0.72 0.72 0.72 0.72 0.72 0.73 0.73 0.72 0.72
δF1 0.00 0.40 0.53 0.96 0.91 1.14 1.54 1.19 0.43 1.14
5 F1new 0.74 0.75 0.76 0.75 0.76 0.76 0.76 0.77 0.77 0.77
δF1 0.00 0.00 0.00 0.00 0.00 0.87 0.48 0.00 0.51 0.00
phishing 2 F1new 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91
δF1 153.69 9.67 0.18 0.09 0.00 0.14 0.27 0.37 0.28 0.16
5 F1new 0.92 0.92 0.92 0.92 0.92 0.93 0.94 0.93 0.93 0.93
δF1 156.10 1.65 0.48 1.16 1.16 0.20 0.00 0.00 0.95 0.41
a1a 2 F1new 0.71 0.72 0.72 0.73 0.73 0.73 0.73 0.72 0.73 0.73
δF1 5.75 5.59 6.58 6.90 7.33 7.43 2.12 6.97 5.98 7.56
5 F1new 0.75 0.76 0.75 0.75 0.76 0.75 0.77 0.76 0.77 0.77
δF1 1.76 2.56 2.04 2.49 1.69 1.73 1.83 1.79 4.54 4.46
pendigits 2 F1new 0.76 0.80 0.81 0.81 0.82 0.83 0.82 0.83 0.83 0.83
δF1 0.78 1.58 1.42 0.00 1.39 1.42 0.00 0.00 1.34 0.89
5 F1new 0.92 0.94 0.94 0.95 0.96 0.95 0.95 0.96 0.96 0.96
δF1 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00
letter 2 F1new 0.52 0.58 0.60 0.62 0.62 0.62 0.63 0.63 0.64 0.64
δF1 0.00 0.00 0.00 0.00 1.16 0.00 0.00 0.00 1.73 0.91
5 F1new 0.71 0.76 0.78 0.77 0.78 0.80 0.80 0.80 0.82 0.81
δF1 2.51 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Sensorless 2 F1new 0.78 0.79 0.80 0.82 0.82 0.82 0.82 0.82 0.82 0.83
δF1 5.21 6.61 5.34 6.24 3.89 3.21 4.32 3.67 3.61 4.83
5 F1new 0.90 0.91 0.92 0.93 0.93 0.93 0.94 0.94 0.94 0.94
δF1 0.00 0.00 0.46 1.13 0.00 0.00 1.55 0.71 0.00 0.74
senseit aco 2 F1new 0.22 0.30 0.40 0.41 0.54 0.61 0.62 0.63 0.64 0.64
δF1 0.00 34.07 81.50 86.58 141.87 9.49 4.16 6.97 3.77 1.49
5 F1new 0.22 0.29 0.45 0.54 0.63 0.63 0.66 0.68 0.68 0.69
δF1 0.00 30.06 101.82 54.52 16.52 1.99 0.00 0.00 0.00 0.00
senseit sei 2 F1new 0.61 0.59 0.61 0.62 0.61 0.62 0.62 0.62 0.62 0.61
δF1 173.64 167.01 174.07 176.79 176.20 157.16 178.51 62.46 32.67 17.33
5 F1new 0.64 0.65 0.66 0.66 0.67 0.67 0.67 0.67 0.66 0.66
δF1 189.62 194.02 194.71 188.23 73.50 37.07 16.51 8.44 1.89 0.00
covtype 2 F1new 0.40 0.41 0.42 0.40 0.39 0.40 0.40 0.40 0.41 0.40
δF1 34.86 36.52 39.49 20.04 32.86 32.39 16.78 21.76 21.05 17.97
5 F1new 0.46 0.48 0.49 0.48 0.49 0.49 0.51 0.49 0.50 0.51
δF1 3.41 10.79 0.00 4.51 3.30 0.00 5.87 3.61 0.00 0.00
connect-4 2 F1new 0.44 0.45 0.46 0.47 0.47 0.48 0.48 0.49 0.48 0.48
δF1 19.33 20.09 28.08 34.54 22.94 20.19 12.55 20.14 12.07 13.53
5 F1new 0.47 0.48 0.49 0.51 0.51 0.53 0.52 0.52 0.53 0.53
δF1 3.33 7.32 3.72 5.57 1.96 9.38 9.23 4.05 7.51 4.31
A.2 GBM Results
Table V represents the improvements seen using GBMs where we have max depth = 2 or max depth = 5 for the base classifier
trees. This is an expanded version of data presented in Table IV.
