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ABSTRACT
In recent years we have observed a convergence of the fields of robotics and machine
learning initiated by technological advances bringing AI closer to the physical
world. A prerequisite, however, for successful applications is to formulate reliable
and precise oﬄine algorithms, requiring minimal tuning, fast and adaptive online
algorithms and finally eﬀective ways of rectifying corrupt demonstrations. In this
work we aim to address some of those challenges.
We begin by employing two oﬄine algorithms for the purpose of Learning by
Demonstration (LbD). A Bayesian non-parametric approach, able to infer the
optimal model size without compromising the model’s descriptive power and a
Quantum Statistical extension to the mixture model able to achieve high precision
for a given model size. We explore the eﬃcacy of those algorithms in several one-
and multi-shot LbD application achieving very promising results in terms of speed
and and accuracy.
Acknowledging that more realistic robotic applications also require more adaptive
algorithmic approaches, we then introduce an online learning algorithm for quantum
mixtures based on the online EM. The method exhibits high stability and precision,
outperforming well-established online algorithms, as demonstrated for several
regression benchmark datasets and a multi-shot trajectory LbD case study.
Finally, aiming to account for data corruption due to sensor failures or occlusions, we
propose a model for automatically rectifying damaged sequences in an unsupervised
manner. In our approach we take into account the sequential nature of the data, the
redundancy manifesting itself among repetitions of the same task and the potential
of knowledge transfer across diﬀerent tasks. We have devised a temporal factor
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model, with each factor modelling a single basic pattern in time and collectively
forming a dictionary of fundamental trajectories shared across sequences. We have
evaluated our method in a number of real-life datasets.
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1
INTRODUCTION
The purpose of this chapter is threefold: We first wish to broadly introducethe fields of robotics and machine learning, as well as their coevolutionduring the past few years. This part may be safely skipped by readers
already familiar with both fields. Second, we wish to present the motivating factors
that initiated this research and the choices we made along the way. Finally, we
present an outline of this thesis and its contributions from both a theoretical and
a practical perspective, with the purpose of facilitating the reading of this thesis.
1.1 introduction
During the past two decades we have seen a technological revolution in intelligent
systems, artificial intelligence and machine learning, three terms that literally
speaking refer to very similar but nevertheless diverse fields. The need for intelligent
algorithms was recognised many years ago, when the foundations of several relevant
mathematical fields were laid; it was made practically possible only after the advent
of computer systems and has now (in the past decade or so) infiltrated our everyday
lives attracting a huge amount of interest by the scientific community.
Not surprisingly, the advent of computer intelligence began in the "virtual world"
and, more importantly, online. Google’s search engine revolutionised the web
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by employing a simple notion that lies at the core of the concept of intelligent
machines, learning by example; more specifically, harvesting human knowledge in
the web and thus helping us find the webpages we are looking for. More recently, we
have seen many examples of computer vision, speech recognition and recommender
systems (i.e. opponent matching) used in a large variety of computer applications,
smartphones, cameras and gaming consoles.
The field of robotics is the receptor of all those technologies aiming to translate
them into the physical world. Robotics is the ultimate step for machine intelligence,
breaching the limits of the virtual world and becoming an active physical entity. Of
course, the theoretical and practical adversities of such an endeavour are daunting
and for many years the technological advances were simply insuﬃcient to make it
possible.
Prior to addressing the challenges posed by robotic agents, scientists need to utilise
solutions to problems that are subject to rigorous research, stem from a variety of
disciplines and, even today, remain open. More specifically, a physical AI would
most certainly rely upon:
• Advanced computer computer vision capabilities.
• A variety of reliable sensors.
• Accurate and reliable mechanical systems.
• Compact, but powerful enough hardware.
Most of those requirements remain challenging, but just a few years ago used
to pose an almost impossible to breach barrier for robotics. As an example we
could refer to Boston Dynamics, who have recently managed, with significant eﬀort,
increase the mean-time-between-failures of their mechanical systems from 3 minutes
to around 3 hours.
We can speculate that these challenges may be the reason that robotics research
became decoupled from research in machine intelligence, although they are funda-
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mentally so profoundly inseparable. However, the technological gap between the
two fields was so large that it used to be practically impossible to bridge, leading
researchers to consider the two problems separately.
As is usually the case, research precedes technology and we are now very fortunate
to live in an exciting time where the science fiction is gradually becoming everyday
reality. The simplest intelligent robotic applications are already widely available
and aﬀordable, such as toy robots and robotic vacuum cleaners. But more excitingly,
huge advances are at the verge of becoming commercially available. For instance,
Google’s fully autonomous car and Boston Dynamics quadruped robots would look
like fiction just a few years ago.
From an academic perspective, the aforementioned technological advances have
triggered a profound change. They have gradually began to reestablish the long lost
link between machine intelligence and robotics, in the sense that modern Machine
Learning algorithms find use in real-life applications with physical agents.
1.2 motivation
In this section we briefly present the sources of our inspiration for the research
presented in this thesis.
why machine learning? It is peculiar that computers are so brilliant in
playing chess, even beating the world’s best chess player, and yet they are unable
to recognise what we are saying; a toddler is better in recognising everyday objects
than the world’s fastest supercomputer. The fundamental reason that computers
are so eﬀective in chess is that we can find a solution to the optimal next move by
applying a set of logical rules. This solution is exact and precise, it just requires
raw computational power.
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Logic has played an important part in computer intelligence throughout the years.
However, it is not applicable to all situations. For instance, let us consider a
basic pattern recognition problem, such as distinguishing cats and dogs from some
given images. The first approaches to solving this problem in the 70’s were to
employ expert systems consisted of a set of logical rules in order to reach a decision.
That is indeed a natural choice, attempting to imprint human expertise into a
machine. For instance, we can argue that a cat is usually smaller than a dog, or a
cat usually has shorter fur. Scientists, however, quickly realised that for every rule
they could think of, there was an exception and on top of that the whole process of
hard-coding, hand-crafted rules into a machine was a tedious and time consuming
task. The problem was simply too complicated to be modelled by a set of rules
and that is the reason that rule-based systems, although performing very well
in some tasks, have been largely abandoned for pattern recognition applications.
Machine learning techniques gave a solution to this problem, by accounting for the
innate uncertainty and enabling the computer to extract the underlying pattern
from the example data and then being able to generalise the acquired knowledge
in diﬀerence circumstances.
Our world is ever-changing, imprecise, full of uncertainty and exceptions. There
are phenomena that we cannot fully explain in analytical form or with rule-based
systems, because they are simply beyond our reach in terms of complexity.
why learning by demonstration? Another instance of this vast com-
plexity is the so called "curse of dimensionality", defined in [Bellman, 1961] as "the
severe diﬃculty that can arise in spaces of many dimensions".
For instance, let us consider a NAO robot academic edition with 25 degrees-of-
freedom [Gouaillier et al., 2009] and for simplicity we shall assume that each joint
motor requires just 3 diﬀerent commands (forwards, backwards and zero). There
are 325 ≃ 847 · 109 possible actions at every moment and for an iCub with 54
degrees-of-freedom [Sandini et al., 2007] the number of possible actions is even
larger, 354 ≃ 5.8 · 1025. Of course, searching such vast action spaces for a good
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solution, by means of Reinforcement Learning (RL) for instance, may be a very
challenging and time-consuming problem (for a broader discussion on this subject
we refer to Chapter 3).
In this case, one or more demonstrations might facilitate our eﬀort, by providing
the areas of interest in this vast multidimensional space and the constrains of the
skill we wish to learn. For example, with multiple demonstrations in our possession
we would typically be able to identify areas of motion where precision is crucial and
others where we need not be so precise. We would also be able identify acceptable
variations of the motion in question.
why machine learning in robotics? As we have mentioned before,
robotics became decoupled from AI due technological adversities. For the same rea-
son Machine Learning, as a relatively new field within AI, evolved as an autonomous
field with sparse connections to the fields of potential application, including but
not limited to robotics.
The field has revolved for a long time around a limited set of benchmark datasets
and as is maturing in the past few years has received a great deal of criticism for
neglecting the importance of practical applicability. On that account, we believe
that impactful contributions can only be achieved by closing the feedback loop
between theory and application. We also believe that this is a viable aspiration
given the latest technological developments.
why mixture models? Gaussian Mixture Model (GMM), along with
HMMs, were two of the first statistical models to be used in trajectory LbD
applications, i.e. in [Calinon & Billard, 2007; Calinon, 2008, 2007]. Throughout
the years the model has proven its resilience by being used:
• In a large variety of diﬀerent settings [Malekzadeh et al., 2013; Calinon et al.,
2014; Kormushev et al., 2011; Rozo et al., 2014]
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• In interesting medical applications [Mylonas et al., 2013]
• In conjunction with Reinforcement Learning (RL) [Calinon et al., 2012b,
2013]
• In conjunction with Dynamical Systems [Pistillo et al., 2011]
As a result, the GMM has become a classical approach in trajectory LbD and
despite the fact that it may not be the best suited model for sequential data, it
is nevertheless widely used, in one form or another, sometimes as a component
to extensions that significantly enhance its eﬃcacy. The wide adoption of GMMs
by the robotics community and its widespread use means that the benefit of
improvements to the model performance is multiplied across the multitude of
practical applications.
why online methods? In an academic setting, it is usually suﬃcient to
provide proof of concept solutions and it is beyond the scope of academic research to
design commercially deployable products. As the problems addressed in academia
are highly challenging, researchers are often forced to make certain assumptions,
simplifications and compromises in order to be able to successfully tackle them.
Some of those assumptions, for instance, may be the following:
• Controlled and restricted laboratory environment.
It is common to setup a controlled laboratory environment for conducting
experiments, as it is diﬃcult to address unrestricted generic problems.
• Phenomena that do not evolve in time (static).
We may for instance assume that the ability of a player remains constant over
time, as taking this into account may significantly complicate our methods.
• Loose time contains.
A commercial solution usually requires strict time constraints in order to be
viable, as user patience cannot be guaranteed.
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On the contrary, in real-life scenarios, we often encounter highly diverse and/or
dynamic environments, time-evolving phenomena and long delays may render our
algorithms inapplicable. As a result, in order to integrate robotic applications
more eﬀectively and naturally into human everyday life, it may be preferable to
compromise in terms of representation accuracy, but achieve a more dynamic,
adaptive algorithmic behaviours.
For the aforementioned reasons, we envision adaptive, online training algorithms,
able to refine their estimates over time. An example can be seen in fig. 1.1, where
the estimate of a noisy surface is gradually refined as more and more training
data-points become available to us. The same concept can be employed for learning
dynamic phenomena that change over time.
why missing data? Accurate oﬄine and dynamic online algorithms lie at
the core of robot LbD. However, the assumption we implicitly adopt is that we
are able to successfully acquire enough example data in order to perform inference.
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(a) N = 64 (b) N = 256 (c) N = 576
(d) N = 1024 (e) N = 2304 (f) N = 4096
Figure 1.1: Online learning of a non-linear function from noisy data. The surfaces we
depict are calculated on a regular grid of test points that do not appear in
the training set. As N we denote the number of data-points used for model
training, prior to the testing phase. This classic benchmark first appears in
[Schaal & Atkeson, 1998].
Data collection does not pose a significant problem itself. Nowadays, it is easier
than ever, especially as aﬀordable sensor equipment becomes increasingly available.
As a result, there is a large amount of motion capture data of human demonstrations
freely available online.
The main issue, however, lies in the quality of those data. Despite the advances
in sensor equipment, it is sometimes impossible to avoid corruption. Even when
using highly expensive and precise motion capture systems in a highly controlled
environment, there is still a lot of eﬀort required in manually rectify corrupted
sequences or even discard data sequences that are beyond repair. The problem is
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(a) (b) (c)
Figure 1.2: Microsoft Research Action Recognition 3D Dataset. The dataset consists of 3D
joint positions and a metric showing the confidence of tracking for each joint.
With blackgreen and blackred we depict joints tracked with high and low
confidence respectively. A severe issue with this dataset is that the confidence
metric not always accurate itself. Source: [Li et al., 2010]
further intensified in case we only have low-cost equipment in our disposal, such as
the popular Kinect sensor.
Technological advances are not expected to eradicate this problem in the near
future for two main reasons. First, the demand for user-friendly and/or portable
tracking equipment does not allow for multi view tracking, which is necessary to
alleviate the detrimental eﬀects of occlusions. Second, as popular sensors become
more precise and reliable (i.e. Kinect 2), demand automatically shifts towards even
smaller, portable and aﬀordable sensors (i.e. Leap) which are expected to suﬀer
from similar reliability issues.
A specific instance that triggered our interest in getting involved into this issue is
the Microsoft Research Action Recognition 3D Dataset [Li et al., 2010], which is
captured with a Kinect sensor. As we can see in fig. 1.2, skeleton tracking is often
very problematic and this particular dataset suﬀers from extensive corruption.
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1.3 outline
1.3.1 Contributions
The application domain of robotics is irrefutably interesting, impactful and useful.
On the other hand, the field of machine learning, has triggered impressive advances
in machine intelligence in the past decade, it has however been less successful in
infiltrating into more practical disciplines that could directly benefit from those
advances, such as robotics.
It is our belief that inadequate attention has been paid towards formulating new
methods or tailoring existing ones to the unique needs of robotic applications,
rather than simply reusing decade-old models for novel purposes. Motivated by
this realisation, we have chosen, in this work, to focus and contribute towards
introducing improvements to 4 main areas of importance for robotic applications:
• Improving the accuracy of trajectory representation.
• Automatically determining the optimal model size.
• Formulating accurate online and adaptive learning algorithms.
• Handling the corruption of demonstration data.
The aforementioned contributions span across the full scale of main issues faced
by researchers in Learning by Demonstration (LbD) and thus we believe their
collective and cumulative impact is maximal.
Our main hypothesis is that it is possible to use recent advances in Machine
Learning theory, in order to introduce improvements across the spectrum and
consequently facilitate future advances and application in LbD. This is the single
unifying theme that dominates this work.
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From a purely practical point of view, roboticists interested in applying the methods
developed in this work can benefit from the following contributions:
• We demonstrate the facility in robotics of a non-parametric Bayesian model,
able to infer the optimal model size in a purely data driven manner. This
approach can substitute the Bayesian Information Criterion (BIC) and it has
been since then used by several other reserchers in robotics applications.
• We introduce a novel Gaussian Mixture Regression (GMR) method, inspired
from quantum statistics, able to achieve state-of-the-art representation accu-
racy, without significant increase in computational costs. This method can
substitute the conventional Gaussian Mixture Model (GMM) and introduce
performance gains in most typical applications.
• We propose a novel, online learning algorithm for Quantum Mixture Regres-
sion (QMR), thus we extend it’s applicability to large datasets and adaptive
learning scenarios. Again, this approach can substitute the online Gaussian
Mixture Model (oGMM) in most applications.
• Finally, we propose a novel method for unsupervised motion sequence com-
pletion. This approach is able to rectify severely damaged sequences, without
requiring any human intervention.
Our motivations for this work are discussed in detail in Section 1.2 of this chapter.
1.3.2 Publications
The main publications stemming from the work presented in this thesis are listed
as follows.
[4] Korkinof & Demiris, Multi-task and Multi-kernel Gaussian Process Dy-
namical Systems, IEEE Transactions Signal Processing, under review
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[3] Korkinof & Demiris, Online Quantum Mixture Regression for Trajectory
Learning by Demonstration, IROS, 2013
[2] Chatzis, Korkinof & Demiris, A Quantum-Statistical Approach Towards
Robot Learning by Demonstration. IEEE Transactions on Robotics, 2012
[1] Chatzis, Korkinof & Demiris, A Nonparametric Bayesian Approach To-
wards Robot Learning by Demonstration. Robotics and Autonomous Systems
2012
1.3.3 Roadmap
In this section, we present a rough outline of this thesis along with advice on how
to read it more eﬃciently.
• chapter 1 - introduction
Chapter 1 presents a general introduction to the thesis, along with the
motivation that inspired this research and an outline.
• part i - background
– chapter 2 - machine learning: contains a brief introduction
to Statistical Machine Learning and the mathematical concepts encoun-
tered in the rest of this thesis. It is meant to act as a tutorial and expert
readers may safely skip this chapter. It begins with the motivation
that led to the advent of statistical modelling and continues with a
tutorial-level introduction to important inference methods, models and
recent developments. The contents of this chapter are a prerequisite for
the rest of the thesis.
– chapter 3 - lbd: presents a brief review of Learning by Demonstra-
tion (LbD), the main open issues and approaches pertaining to Machine
Learning.
35
1.3 outline introduction
Begin
Sequence CompletionOnline Regression
Offline Regression
Learning by Demonstration
Machine Learning
Introduction
Conclusion
End
VB
MCMC
EM
GMM
GPLVM
FA
HAMMER Correspondence problem
Dirichlet process
Quantum Statistics
Kinesthetics
Online EM
Component 
Manipulation
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Inducing 
Variables
Multi-task 
Learning
Chapter I:
Chapter II:
Chapter III:
Chapter IV:
Chapter V: Chapter VI:
Chapter VII:
Figure 1.3: Thesis roadmap: Each node in this flow chart denotes a chapter in this thesis.
We also add a few title keywords for the main concepts in each chapter.
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• part ii - learning from complete data
– chapter 4 - offline learning: In this chapter we present the
empirical evaluation of two models, the Dirichlet Process Mixture Regres-
sion (DPMR) and the Quantum Mixture Regression (QMR), presented
in [Chatzis, Korkinof, and Demiris, 2012a] and [Chatzis, Korkinof, and
Demiris, 2012c] respectively. We experimentally investigate the eﬃcacy
of those methods in robot LbD applications, considering a number of
realistic scenarios.
– chapter 5 - online learning: In this chapter, we present the
online Quantum Mixture Model (oQMM), a method proposed in [Korki-
nof & Demiris, 2013], which combines the merits of quantum mechanics
and stochastic optimisation. Our method is suitable for complex robotic
applications, where data is abundant or where we wish to iteratively
refine our model and conduct predictions during the course of learn-
ing. We demonstrate its eﬃcacy in a number of benchmark and LbD
applications.
• part ii i - learning from incomplete data
– chapter 6 - multi-kernel gpds: In this chapter, we propose
a model for rectifying damaged sequences in an unsupervised manner.
We have devised a factor model consists of Gaussian Process Dynamical
Systems (GPDS), each one modelling a single basic pattern in time and
able to represent their sequential nature. Factors collectively form a
dictionary of fundamental trajectories shared among diﬀerent sequences
and thus able to capture redundancies and allow for optimal knowledge
transfer among similar tasks.
• chapter 7 - conclusion
This chapter concludes the thesis and provides a brief overview of its contri-
butions. We also discuss, in detail, the limitations of the proposed methods,
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along with directions for future research that we wish to pursue in order
to overcome these limitations. We consider this chapter very important,
especially so for researchers or professionals interested in using the proposed
algorithms in practice.
• part iv - appendices
– appendix a - multi-gpds supplementary results: In
this appendix we present some supplementary results pertaining to the
Multi-GPDS, the method proposed in Chapter 6.
– appendix b - tensor decomposition: We present some
background relevant to tensor algebra and decomposition. We also
conduct a brief review of relevant tensor completion approaches in the
literature.
– appendix c - bcd-lds: We present some preliminary results
for the Bayesian Canonical Decomposition Linear Dynamical Systems
(BCD-LDS) method, which is outlined in the conclusion of this thesis
and is part of our ongoing work.
– appendix d - bcd-lds: We present the Gibbs sampler equations
for the BCD-LDS for readers interested in implementing the method.
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BACKGROUND
2
STATIST ICAL MACHINE LEARNING
In this chapter we introduce Bayesian Machine Learning and explain its signifi-cance, as well as the main concepts and inference methods associated with it.We also provide a tutorial-level introduction into inference methods that are
used throughout this thesis.
2.1 bayesian inference
Bayesian statistics is one of many aspects of modern machine learning research.
There are, of course, many successful models that are not, strictly speaking,
Bayesian and still enjoy excellent performance. We could refer to the prior art in
Deep Learning and stochastic Neural Networks for relevant examples of popular
models employing optimisation rather than inference [Hinton & Salakhutdinov,
2006; Salakhutdinov & Hinton, 2009].
However, Bayesian inference exhibits traits that make it especially appealing both
to the academia and industry. For that reason rigorous research was initiated
towards formulating new such models [Griﬃths & Ghahramani, 2006] or translating
already existing ones into a Bayesian framework [Salakhutdinov & Mnih, 2008; Oh
et al., 2005].
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The main idea is to impose a prior distribution over the model parameters reflecting
our a-priori beliefs for their values. Note that we make the choice of priors before
conducting any estimates based on our observations, thus familiarity with the
underlying phenomena could facilitate our choice; otherwise in case we are unable
to make an educated guess, we can take an agnostic approach by simply choosing
non-informative priors1.
After obtaining some training data, we can refine our prior estimate and calculate
a probability distribution reflecting our a-posteriori knowledge. The advantages of
such an approach can be summarised as follows:
• It is consistent with the concept of learning-by-example and thus able to
extract patterns from the data unassisted, as opposed to logic-based systems
where a human would typically encode a set of rules.
• It enjoys a simple and elegant mathematical description, namely the Bayes
law, which is at the epicentre of the field. Although for most models applying
direct inference is intractable and for that reason we resort to complicated
approximations, the simplicity of the underlying concept remains.
• We can estimate a full posterior distribution of the parameters and predictions.
This is advantageous compared to conducting point-wise estimates as a full
posterior can first be multimodal and, second, it allows us to assess the
uncertainty of our estimates. This is definitely more informative and may be
especially valuable in case we wish to apply active learning [Chatzis, Korkinof,
and Demiris, 2011; Settles, 2010], novelty detection [Chandola et al., 2009],
etc.
• It enjoys a very advantageous asymptotical convergence property, according
to which the inference is guaranteed to asymptotically converge to the true
data distribution regardless of the possibly poor choice of priors. That holds
1 The term "non-informative prior" refers to distributions that assume no prior knowledge of the
parameter space. This is achieved by assigning either equal density to discrete parameter spaces
or zero-mean and high variance to continuous parameter spaces.
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as long as the prior does not allocate zero probability to any part of the
parameter space.
• Finally, Bayesian models are less prone to overfitting and in some cases can
automatically detect the optimal number of parameters required, either by
reducing them in case of Automatic Relevance Determination (ARD) or by
increasing them indefinitely in non-parametric models.
Let us now see how we progressed from the deceivingly simple concept formulated
in Bayes’ law, to a whole new field of statistics with such major contribution in
almost every aspect of modern science and technology.
Let us denote as D a general data-set of observations and M a postulated model
described using some parameter vector ϑ. Our main objective is to estimate the
underlying model responsible for the generation of the dataset.
In a Bayesian setting and prior to observing any actual data we need to choose
a prior probability distribution over the model parameters ϑ, denoted as p(ϑ),
which would reflect our prior beliefs and uncertainties about parameter values.
For instance, if we feel unsure about the possible values of our parameters, we
might choose a broad and not especially informative prior distribution over the
parameter space. We can then utilise the information in the observed data D in
order to come up with a rather more educated guess, which will be reflected in the
posterior distribution p(ϑ|D). On the contrary, the more strongly biased the prior
distribution we choose, the more evidence (conclusive data) will be required to
overturn this initial prejudice. A simple example is a prior distribution placed over
an ordinary six-sided dice (example taken from [Resnik & Hardisty, 2010]). Real
dice are not exactly uniformly weighted, due to the laws of physics and the reality
of manufacturing. A bag of dice manufactured using a crude process 100 years
ago will likely have probabilities that deviate wildly from the uniform distribution,
whereas a bag of state-of-the-art dice used by Las Vegas casinos may have barely
perceptible imperfections. If we place a prior that reflects a strong bias towards a
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highly unfair dice, a large number of observations will be needed to contradict this
prior belief.
Quantities of interest in Bayesian inference include the following:
• Posterior distribution p(ϑ|D).
The posterior distribution for any given model may be obtained by simply
applying Bayes rule for the aforementioned probabilities as follows:
p(ϑ|D) = p(D|ϑ)p(ϑ)
p(D) (2.1)
where p(D|ϑ) is the likelihood of the data given the model parameters and
p(ϑ) is the prior placed over the model parameters.
• Evidence of model M:
The evidence of the model, which appears in the denominator of eq. (2.1)
acting as the normalisation constant, is given as follows:
p(D|M) =
∫
p(D,ϑ|M)dϑ =
∫
p(D|ϑ)p(ϑ|M)dϑ (2.2)
• Predictive distribution
For a new data point x∗,
p(x∗|D) =
∫
p(x∗,ϑ|D)dϑ =
∫
p(x∗|ϑ)p(ϑ|D)dϑ (2.3)
Notice that the posterior distribution of the parameters p(ϑ|D) is needed to
calculate the predictive distribution.
A frequently encountered issue is that, in all but the simplest of models, the
posterior distribution of eq. (2.1) is not analytically tractable. This is certainly
the case in most interesting models, with the most notable exception being the
Gaussian Process (GP). The reason is that the integral required for obtaining
marginal likelihood p(D) can rarely be calculated analytically. Thus, we are usually
able to calculate the posterior distribution family up to the normalisation constant.
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To overcome this issue, we resort to approximate inference methods, with the main
ones being:
• Expectation Maximisation (EM) algorithm [McLachlan & Krishnan, 2000]
• Variational Bayesian (VB) inference [Bishop, 2007]
• Expectation Propagation (EP) [Minka, 2001]
• Sampling methods, including but not limited to:
– Importance Sampling (IS) [Murphy, 2012]
– Gibbs sampling [Resnik & Hardisty, 2010]
– Markov Chain Monte Carlo (MCMC) [Andrieu et al., 2003]
– Sequential Monte Carlo (SMC) [Doucet et al., 2001a]
It is also important at this point to distinguish between parameter learning and
state-space variable learning. From a theoretical perspective, we would be able to
apply most inference methods to both cases, however, state-space variables pose
unique diﬃculties mainly due to their spatio-temporal dependencies, and have
triggered the advent of several inference method tailored to eﬀectively addressing
those challenges. Some examples of state-space models are the Gaussian Mixture
Model (GMM), Factor Analyser (FA), Hidden Markov Random Field (HMRF),
Hidden Markov Model (HMM), and Dynamical Systems (DS).
For the scope of this thesis we will mainly focus on the EM, VB and Gibbs sampling;
however for reasons of brevity we present a brief introduction into other popular
methods as well.
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2.2 approximate inference
2.2.1 Maximum Likelihood Estimation (MLE)
Strictly speaking, we cannot consider Maximum Likelihood Estimation (MLE) as
one of the Bayesian inference methods. Nevertheless, we mention it here as it is
frequently used in conjunction with Bayesian inference for estimating intractable
parameters, an approach referred to as Type-II maximum likelihood. We can also
use MLE as a standalone optimisation scheme.
The concept is fairly simple and focuses on the direct optimisation of the model
evidence (likelihood) with respect to all parameters of interest. We would typi-
cally first attempt to find the stationary points of the likelihood by equating its
derivatives to zero. However, in case the solution is not analytical we can resort
to gradient ascend methods. In that perspective, MLE is applicable even for the
most cumbersome of models as long as the computational cost of calculating the
likelihood derivatives is not forbidding.
2.2.2 Expectation Maximisation (EM)
The Expectation Maximisation (EM) algorithm is perhaps one of the most widely
used optimisation algorithm in Machine Learning and comprises a very powerful
framework applicable in a variety of models employing latent variables. The
algorithm was originally introduced for fitting mixture models, a task previous very
diﬃcult in the general formulation of the problem. The EM has also been used for
inference in another established model, namely the Hidden Markov Model (HMM),
although a similar solution known as the Baum-Welch algorithm was proposed
before the emergence of the EM. For a comprehensive analysis of the EM and
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its extensions for finite mixture models and hidden Markov models we refer to
[McLachlan & Krishnan, 2000].
As we mentioned, the EM algorithm is particularly useful for models with implicit
or explicit hidden variables. For instance, the Gaussian Mixture Model (GMM),
in its original formulation of eq. (2.4), does not explicitly define any latent
variables and it used to be notoriously diﬃcult to obtain an estimate of the model
parameters ϑ = {πk,µk,Σk}Kk=1. However, if we augment the dataset with latent
cluster indicators z = {zn}Nn=1, the existence of which is implied in the model, the
problem can be formulated in a much more manageable form as in eq. (2.5).
p
(
Y | {πk,µk,Σk}Kk=1
)
=
N∏
n=1
K∑
k=1
πkp (yn|µk,Σk) (2.4)
p
(
Y , z| {πk,µk,Σk}Kk=1
)
=
N∏
n=1
K∏
k=1
[πkp(yn|µk,Σk)]δ(zn=k) (2.5)
where the prior distribution over the latent cluster indicators is p(zn = k|π) = πk
and p(yn|µk,Σk) = N (yn|µk,Σk).
Given the complete data model likelihood p (Y , z|ϑ), our aim is to optimise the
marginal likelihood p (Y |ϑ) with respect to the parameter vector ϑ. The EM is
able to achieve that by assuming a two-step optimisation as follows [Bishop, 2007]:
E-step:
Evaluate the posterior of the hidden indicators,
given the parameters:
p(zn = k|Y ,ϑold) = γnk
M-step:
Maximise the posterior expectation of the complete
log-likelihood with respect to the parameters:
ϑnew = argmaxϑQ
(
ϑ,ϑold
)
where
Q
(
ϑ,ϑold
)
= Ep(z|Y ,ϑold) [ln p(Y , z|ϑ)]
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In the example of the GMM we are considering, the posterior of the latent indicators
is:
p(zn = k|Y ,ϑold) ∝ p
(
zn = k|πold
)
p
(
yn|zn = k,ϑold
)
=
πkN (yn|µk,Σk)∑K
j=1 πjN
(
yn|µj ,Σj
)(2.6)
and the posterior expectation of the complete log-likelihood that is to be maximised
with respect of the parameters can be shown to be as follows:
Q
(
ϑ,ϑold
)
=
N∑
n=1
K∑
k=1
γnk [ln πk + ln p(yn|µk,Σk)] (2.7)
The E- and M-steps are repeated iteratively and convergence is theoretically
guaranteed, thus at every iteration the marginal likelihood is bound to increase
p(Y |ϑnew) ≥ p(Y |ϑold).
2.2.3 Variational Bayesian (VB)
We can trace variational methods’ origins in physics, statistics and control theory in
the form of the calculus of variations. In the recent past, variational methods have
been employed for approximate inference and estimation in probabilistic models
commonly found in machine learning.
Variational Mean Field Theory approximates the calculation of a complex posterior
distribution based on the assumption that it may be fully factorised into individual
independent component distributions. We can then optimise with respect to those
functionals according to the calculus of variations.
As an example and without loss of generality, let us consider the GMM again but
from a fully Bayesian perspective this time, defined as follows:
p (yn|zn = k) = N
(
yn|µk,Λ−1k
)
(2.8)
p (zn = k) = πk (2.9)
p (µk,Λk) = N
(
µk|mk, (βkΛk)−1
)
W (Λk|W k, νk) (2.10)
p (π) = Dir (π|a) (2.11)
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Bernoulli πz(1− π)1−z Beta Γ(α+β)Γ(α)Γ(β)πα−1 (1− π)β−1
Multinomial (
∑
k zk)!∏
k zk !
∏K
k=1 π
zk
k Dirichlet
Γ(
∑
k αk)∏
k Γ(αk)
∏K
k=1 π
αk−1
k
Univariate Normal N
(
x|µ,λ−1
)
Normal Gamma N
(
µ|µ0,λ−10
)
G (λ|α, β)
Multivariate Normal N
(
x|µ,Λ−1
)
Normal Wishart NW (µ,Λ|m0, β,Λ, ν,W )
Table 2.1: Examples of frequently used conjugate distribution pairs.
The diﬀerence to the EM algorithm is that we are imposing priors with respect to
all models parameters and consequently inference yields full posterior distributions
rather than point estimates for ϑ = {πk,µk,Λk}Kk=1.
Let us now denote the vector W = {z, πk,µk,Λk}Kk=1, containing all model
parameters and latent variables, upon which prior distributions have been imposed.
The selection of prior distributions has to be done such as to facilitate inference,
which can be achieved by selecting conjugate priors 2 to the parameter distributions.
Let us also define Θ = {ak,mk,W k, νk, βk}Kk=1 to be the set of the hyper-
parameters of all imposed priors.
In order to conduct variational inference for this model, we will introduce an arbi-
trary distribution denoted q(W) to approximate the real but intractable posterior
p(W|Θ,Y). Under this assumption, the marginal log-likelihood (log-evidence)
ln p(Y ) of the model can be analysed as follows [Jordan et al., 1999]:
ln p(Y ) = ln
∫
p(W|Y ,Θ)p(Y ,W|Θ)dW = (2.12)
= ln
∫
q(W)p(W|Y ,Θ)p(Y ,W|Θ)
q(W) dW = (2.13)
≥
∫
q(W) ln p(W|Y ,Θ)p(Y ,W|Θ)
q(W) dW = (2.14)
=
∫
q(W) ln p(Y ,W|Θ)
q(W) dW +
∫
q(W) ln p(W|Y ,Θ)
q(W) dW (2.15)
2 The term "conjugate prior" refers to a prior distribution selected in such a manner, that after
applying Bayes rule (eq. 2.1) the functional form of the posterior is expected to remain the same
as the prior. Conjugacy also depends on the likelihood structure and its existance cannot be
guaranteed for all models. Some examples of useful conjugate distribution pairs are given in
Table 2.1.
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where by transitioning from eq. (2.13) to eq. (2.14) we have made use of the
Jensen’s inequality 3.
This analysis finally yields the following result:
ln p(Y ) ≥ L(q) +KL(q∥p) (2.16)
where L(q) = ∫ q(W) ln p(Y ,W|Θ)q(W) dW and KL(q∥p) = − ∫ q(W) ln p(W|Y ,Θ)q(W) dW
stand for the Lower Bound and the Kullback-Leibler (KL) divergence respectively.
The latter is a measure of discrepancy between the (approximate) variational
posterior q(W) and the actual posterior p(W|Θ,Y ).
Since the KL divergence is non-negative, L(q) forms a strict lower bound of the
log-evidence and would become exact if the approximate posterior coincides with
the true posterior q(W) = p(W|Θ,Y ).
ln p(Y ) ≥ L(q) (2.17)
Consequently, by maximising this lower bound L(q) (variational free energy) so
that it becomes as tight as possible, we minimise the KL-divergence between the
true and the variational posterior.
By imposing conjugate priors over the parameters, the variational posterior q(W)
is expected to take the same functional form as the prior p(W), thus is expected
to factorise for example as:
q(W) =
K∏
k=1
q (ak)
N∏
n=1
K∏
k=1
q (znk)
K∏
k=1
q (µk,Λk) (2.18)
It should be noted that no further assumptions have been made as to what the
form of the approximate posterior distribution q(W) might be, other than that it
factorises w.r.t. its individual parameters. We will now proceed by optimising the
lower bound with respect to the factorised approximate posterior.
3 Given that X is a random variable and f(·) a convex function, Jensen’s inequality states that:
f (E [X ]) ≤ E [f (X)].
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The lower bound of the GMM can be found as follows:
L(q) =
∫
q(W) ln p(Y ,W|Θ)
q(W) dW = (2.19)
=
K∑
k=1
∫
q (µk,Λk) ln
NW (µk,Λk)
q (µk,Λk)
dµkdΛk + (2.20)
+
∫
q (π) ln Dir (π|a)
q (π)
dπ + (2.21)
+
N∑
n=1
K∑
k=1
q (zn = k)
∫
q (π) ln p (zn = k|π)
q (zn = k)
dπ + (2.22)
+
N∑
n=1
K∑
k=1
∫
q (zn = k) q (µk,Λk) lnN (yn|µk,Λk) dµkdΛk (2.23)
At this point we typically proceed by diﬀerentiating the lower bound with respect
to each approximate posterior functional and equating the derivatives to zero;
thus obtaining the optimal variational posteriors. This procedure yields analytical
updates for the model parameters in cases of conjugate models.
VB is nowadays very widely used in Machine Learning, mainly due to the fact that
it enjoys faster convergence than most sampling methods for instance. Typically, a
VB and a Gibbs iteration would have a complexity of the same order of magnitude,
however, we would need to execute many more Gibbs draws until convergence,
compared to VB iterations.
2.2.3.1 Non-conjugate Models
Despite its merits, a severe limitation of VB is that it is not applicable to models
exhibiting non-conjugacies. In that perspective, we may be restricted in our choice
of priors or likelihoods to distribution families that yield conjugate variational
posteriors. As a consequence, we would often need to compromise with respect to
the model descriptive power.
During the years, many researchers have tried to circumvent this restriction of
VB and device methods to extend it for inference in non-conjugate models. This
is achieved by introducing further approximations that however, apart from be-
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ing cumbersome, could introduce further (significant) computational cost and
convergence issues.
The relevant methods can be summarised as follows:
lower bounding A possible solution to the manifestation of analytically in-
tractable terms is to replace them with tractable lower bounds. Note that we
are already optimising with respect to the log-evidence’s lower bound and
this is not expected to significantly hamper inference as long as the bound of
the intractable term is tight enough.
In [Griﬃths & Ghahramani, 2006] for example, this approach is used in order
to derive variational inference for the Indian Buﬀet Process (IBP). However,
it is not always possible or easy to discover tight enough lower bounds.
type-i i maximum likelihood Another approach to non-conjugacy is to
exclude from the Bayesian inference parameters for which we are unable to
formulate analytical updates. In this case, we would typically choose not to
impose priors over those parameters and would use the derivatives of the
lower bound to perform gradient-based optimisation. This approach is usually
referred in the literature as Type-II Maximum Likelihood and is widely used
in models employing Gaussian Process (GP) or Gaussian Process Latent
Variable Model (GPLVM) priors to estimate the kernel parameters.
We would typically try performing Type-II MLE for a small enough number
of model parameters, as we are otherwise expected to encounter convergence
issues and high computational costs.
stochastic variational inference The stochastic variational frame-
work, is a more general treatment of non-conjugacy [Wang & Blei, 2013].
The authors propose either a Laplace or a Taylor approximation of the
non-conjugate terms with comparable performance.
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A similar approach can be found in [Paisley et al., 2012], where the non-
conjugate term is approximated by sampling and the sampler variance is
reduced by means of a control variate without introducing any bias.
Another very recent approach is the [Titsias & Lázaro-Gredilla, 2014].
stochastic relaxation According to stochastic relaxation, we may choose
to disregard the fluctuations of some variables causing non-conjugacy. There-
fore, we choose to simplify the problem by fixing those variables to their
expected values during part of the inference. This is an approach similar to
Maximum a-Posteriori (MAP) and has proven especially useful for Markov
Random Field (MRF) priors, such as [Chatzis, Korkinof, and Demiris, 2012b].
2.2.4 Sampling Methods
Inference using sampling methods is an approximation, but of diﬀerent kind to the
one employed in VB. In this particular case the objective is not to approximate the
true posterior with another density, but rather to draw suﬃciently many samples
from the true posterior in order to obtain an estimate of its density. Theoretically
speaking, using sampling methods we are able to approximate the true posterior
with arbitrary precision. However, this is guaranteed in the asymptotical case,
where we are able to draw an infinite number of samples. We typically need to
compromise with respect to the number of sample we can draw from the posterior.
The most generic of the sampling algorithms is the Markov Chain Monte Carlo
(MCMC), which allows sampling from a large class of distributions and scales well
with the dimensionality of the sample space. We can trace the MCMC methods
origin in physics [Metropolis & Ulam, 1949], and it was only towards the end of
the 1980s that they started having a significant impact in the field of statistics and
Machine Learning.
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A large number of extensions and variations have emerged, including the Metropolis,
Metropolis-Hastings algorithms [Bishop, 2007], sequential MCMC [Doucet et al.,
2001b], Elliptical Slice Sampling (ESS) [Murray et al., 2010], Hamiltonian Monte
Carlo (HMC) [Girolami & Calderhead, 2011] as well as Gibbs sampling [Resnik &
Hardisty, 2010], to mention just a few. An exhaustive analysis of those methods is
beyond the scope of this thesis, thus we shall briefly describe the basic idea and
will focus on Gibbs sampling. For more information we refer to [Bishop, 2007].
Let us consider an integral that is intractable to solve analytically:
p(y|D) =
∫
p(y|ϑ)p(ϑ|D)dϑ =
∫
f(z)p(z)dz = Ep(z)[f(z)] (2.24)
We have simplified the notation with the aid of a general function f(z) and the
corresponding probability distribution p(z), so the above integral can also be seen
as the expectation of function f(z) with respect to the distribution p(z). As z we
assume a vector of random variables.
If we suppose that we have a mechanism of producing samples z(t) from p(z), then
the expectation in question can be written as an infinite sum as follows:
Ep(z)[f(z)] = limN→+∞
1
N
N∑
t=1
f(z(t)) ≈ 1
N
N∑
t=1
f(z(t)) (2.25)
This infinite sum may be numerically approximated by a finite one, given that N
is suﬃciently large, otherwise we would not be able to retrieve the desired result.
For our purposes, the key concept is to perceive z’s as points in a multidimensional
state space and find ways to "walk around" the space - going from z(0) to z(1) to
z(2) and so forth - so that the likelihood of visiting any given point z is proportional
to p(z). We would prefer to spend our time adding values of f(z) to the sum where
p(z) is large. The transition from z(t) to the next state z(t+1) is done in accordance
with a transition probability distribution Ptrans(z(t+1)|z(0), z(1), · · · , z(t)), which
needs to ensure that this stochastic process exhibits ergodicity and reversibility.
More specifically ergodicity is ensured iﬀ the algorithm is able to "forget" the initial
starting point z(0) and reversibility iﬀ each transition z(t) → z(t+1) is possible to
be reversed z(t+1) → z(t).
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The fact that transitions are probabilistic makes this a Monte Carlo approach.
What will make it a Markov Chain Monte Carlo algorithm is defining the transition
probabilities so that the next state visited z(t+1) depends solely on the current one
z(t). That is:
Ptrans(z
(t+1)|z(0), z(1), . . . , z(t)) = Ptrans(z(t+1)|z(t)) (2.26)
Gibbs sampling is a special case of MCMC, where the transition probability is of a
specific form. Let us assume z = [z1, z2, . . . , zk], with k > 1. The basic concept
is that, rather than probabilistically choosing the next state all at once and then
deciding to accept or reject it, we make a separate partial transition choice for
each of the zk, where each choice depends on the state of all other k− 1 random
variables in the vector:
z
(t+1)
i ∼ P (Zi|z(t+1)1 , . . . , z(t+1)i−1 , z(t)i+1, . . . , z(t)k ) (2.27)
with
P (Zi|z(t+1)1 , . . . , z(t+1)i−1 , z(t)i+1, . . . , z(t)k ) =
=
P (z(t+1)1 , . . . , z
(t+1)
i−1 , z
(t)
i , z
(t)
i+1, . . . , z
(t)
k )
P (z(t+1)1 , . . . , z
(t+1)
i−1 , z
(t)
i+1, . . . , z
(t)
k )
(2.28)
Once we have obtained a new state z(t+1), following the aforementioned transition
scheme, this state is guaranteed to be a valid sample drawn from p(z) and thus
the transition z(t) → z(t+1) is always accepted. Note that this transition scheme
does not involve rejection of samples.
Let us now derive some of the conditional posteriors required to perform Gibbs
sampling for our Bayesian GMM example given by eq. (2.8)-(2.11):
p(zn = k|·) ∝ p(zn = k|π)N
(
yn|µk,Λ−1k
)
(2.29)
p(µk,Λk|·) ∝ N
(
µk|mk, (βkΛk)−1
)
W (Λk|W k, νk)
N∏
n=1
[
N
(
yn|µk,Λ−1k
)]δ(zn=k) (2.30)
p(π|·) ∝ Dir (π|a)
N∏
n=1
K∏
k=1
[p (zn = k|π)]δ(zn=k) (2.31)
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We iteratively draw samples from the above conditionals until convergence. We
would typically need many more samples until convergence, compared to VB
iterations,.
It should be noted that conjugacy is also a prerequisite for employing Gibbs
sampling. However, we can easily handle non-conjugacies by applying an MCMC
step along with the conjugate Gibbs updates; this is typically easier and more
natural than handling non-conjugacies in VB inference, although the performance
of the MCMC step may not always be satisfactory.
2.3 statistical models
The purpose of this section is twofold. First we wish to provide a brief introductory-
level overview of well-established models, so as to set a common reference frame
for the rest of the thesis, where we may refer to those models. Second, we aim to
provide a very brief review of important developments, highlighting approaches we
consider relevant for gaining an understanding of the current prior art. However,
this review however is by no means meant to be exhaustive or representative, but
rather of introductory nature. Also note that the prior-art pertaining to each of
the novel approaches proposed in this thesis is more formally presented in the
beginning of each of the corresponding chapters in Part II and III.
2.3.1 Mixture Models
The finite mixture model has been used in many occasions over the years with
Gaussian or other emission densities and has received numerous extensions and
modifications. A factor that renders it especially appealing is that a suﬃciently
large Gaussian Mixture Model (GMM) can approximate any probability density
with arbitrary precision.
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Figure 2.1: Plate diagrams of the GMM from the perspective of the EM algorithm and
from a Bayesian perspective. Filled square and circle nodes illustrate observed
and hidden random variables respectively.
We have mentioned the model in Chapter 2, introducing the complete eq. (2.5)
and incomplete eq. (2.4) data representation, as well as the Bayesian formulation
of eq. (2.8)-(2.11). We have also used this basic model as an example solution
under the EM algorithm, VB inference and Gibbs sampling. In fig. 4.5 we present
plate diagrams of the GMM. More specifically, fig. 2.1a shows the model from
the perspective of the EM algorithm, where there is no prior distribution imposed
on the cluster parameters {πk,µk,Λk}Kk=1. On the contrary, in the fully Bayesian
formulation those parameters are treated as random variables and we are able to
infer their posterior distributions.
2.3.1.1 Recent Developments
There have been several approaches to augment conventional mixture models in
order to achieve two main objectives (fig. 2.2) : 1) Enhancing the conventional
model or 2) Taking advantage of the data structure. Some approaches address
those two objectives simultaneously.
enhancing mixture models :
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Figure 2.2: An illustration of diﬀerent developments in Mixture Modelling and the rela-
tionships between them.
We can identify two main directions in enhancing conventional mixtures. One
is the imposition of non-parametric priors [Antoniak, 1974; Walker et al., 1999;
Neal, 2000] and the other is introducing quantum hidden states [Tanaka and
Tsuda, 2008; Chatzis, Korkinof, and Demiris, 2012c; Korkinof and Demiris,
2013].
The non-parametric formulations of mixture models are based on the postu-
lation of infinite states and they address the well documented diﬃculty of
selecting the optimal number of states. The number of components would
previous be estimated with ad-hoc methods, such as the Bayesian Infor-
mation Criterion (BIC) [Schwarz et al., 1978] or the Akaike Information
Criterion (AIC) [Posada & Buckley, 2004], which however yield notoriously
noisy estimates.
On the contrary, using non-parametric priors is equivalent to imposing a
prior distribution and inferring the optimal number of mixtures for a certain
realisation of the dataset. Another comparative advantage to parametric
models is that as we obtain more observations the number of mixtures will
typically grow, rather than remain fixed and constrain the descriptive power
of the model.
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The most widely used prior for infinite mixture models is the Dirichlet
Process (DP) and its hierarchical counterpart the Hierarchical Dirichlet
Process (HDP) [Teh et al., 2006]. An alternative for data exhibiting power
law behaviours is the Pitman-Yor Process (PYP) [Pitman & Yor, 1997; Teh,
2006].
It should be noted that non-parametric priors are not fundamentally new
mathematical concepts. It is rather that they have only recently been em-
ployed in Bayesian Machine Learning. The focus on such models has also given
rise to alternative representations (stick-breaking), facilitating VB [Kurihara
et al., 2007; Teh et al., 2007b] and MCMC inference.
On the other hand, quantum inspired approaches attempt to capture the
innate uncertainty in attributing data to clusters. Quantum clustering extends
the principle of soft clustering (in mixture models) in the same manner as soft
clustering extends the principle of hard-clustering (k-means algorithm). A
more detailed explanation of quantum mixture models is provided in Chapter
4.
exploiting data structure :
Conventional mixture models have been also extended to take into account
possible structure in the data. Extensive research has focused on formulating
finite or infinite mixture models with neighbourhood preserving properties.
Such models have proven especially useful in image and speech segmentation.
One of the most notable examples is the Hidden Markov Random Field
(HMRF) [Forbes & Peyrard, 2003] which is based on the assumption that the
cluster of the current datapoint is dependent on the clusters of its neighbours.
This assumption is especially useful for data consisted of concise segments.
The notion has been pursued in a wide variety of models extending the DP
and other similar stick-breaking processes to incorporate spatial information
through MRF priors [Chatzis, Korkinof, and Demiris, 2012b], kernels [Dunson
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a
πk z1 . . . zt−1 zt . . . zT
ϑk y1 . . . yt−1 yt . . . yT
Figure 2.3: Plate diagram of the Hidden Markov Model (HMM). Note that ϑk = {µk,Λk}
and πk = [πk1, πk2, . . . , πkK ] is a vector of transition probabilities from state
k to any other model state.
& Park, 2008; Ren et al., 2011] or explicit spatial information [Rodrıguez &
Dunson, 2011]. It is also interesting to observe models incorporating latent
spatial information such as the Discrete Infinite Logistic Normal (DILN)
distribution [Paisley et al., 2011].
2.3.2 Hidden Markov Model
The Hidden Markov Model (HMM) [Rabiner & Juang, 1986] can be simply viewed
as a straightforward extension of the mixture model using a markovian prior on
the cluster components. More specifically we can immediately retrieve the HMM
from eqs. (2.8)-(2.11) by simply replacing eq. (2.9) with a markovian prior such
as: p(zt = k|zt−1 = m) = πmk. The model’s plate diagram is given in fig. 2.3.
However, the HMM has been of great significance to Statistical Machine Learning
over the years, as it has not only opened new possibilities but has also posed new
challenges. For instance, we employ dynamic programming methods to infer the
optimal sequence of states, with algorithms referred to as forward-backward and
Vitterbi.
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2.3.2.1 Recent Developments
During the years the HMM has become an industry standard and has been in
the epicentre of vigorous research, giving rise to numerous improvements and
extentions.
We can briefly mention the segmental and semi- HMM [Yu, 2010], where each state
is also associated with a duration in time. The factorial HMM [Ghahramani &
Jordan, 1997] consisted of multiple markov chains and finally coupled [Brand et al.,
1997] and fused [Pan et al., 2004] HMMs formulated to incorporate information
from multiple data-streams.
With the advent of Bayesian non-parametrics the attention of the machine learning
community has shifted to the infinite counterparts of the aforementioned models.
Work towards this direction has given rise to the infinite HMM [Beal et al., 2001],
HDP HMM [Teh et al., 2006], infinite semi-HMM [Johnson & Willsky, 2013], the
infinite factorial HMM [Gael et al., 2009] and the sticky-HDP-HMM [Fox et al.,
2008] among others.
2.3.3 Linear Dynamical Systems
Linear Dynamical Systems (LDS) (fig. 2.4b) have been widely used in time-series
modelling as they are able to eﬀectively capture data dynamics in time. Let us
postulate the following time-invariant state-space (SS) system [Fox et al., 2009]:
xt = Axt−1 + ϵt, yt = Cxt +wt (2.32)
where yt ∈ RD is a multi-dimensional output in time, xt ∈ RM represents the
state variable, ϵt and wt represent Gaussian noise and A, C are the system loading
matrices.
The general LDS is a system of discrete-time diﬀerential equations, which, depending
on the loading matrices’ structure, represents a diﬀerential equation of up to M th
60
2.3 statistical models statistical machine learning
B
y1 y2 y3 . . . yT
(a) AR(m) process
A x1 . . . xt−1 xt . . . xT
C y1 . . . yt−1 yt . . . yT
(b) Linear Dynamical Systems (LDS)
Figure 2.4: Plate diagrams of the ARm process and the Linear Dynamical Systems (LDS).
Note that the in 2.4b xt represents a multidimensional continuous latent
variable, rather than a discrete state as in the case of the HMM.
order. In that perspective, an LDS is able to model a wide variety of complex
dynamical phenomena.
Auto-regressive (AR) processes (fig. 2.4a) are closely related and are in fact a
special case of the LDS we have previously described. More specifically an mth
order autoregressive process, referred to as ARm, is defined as follows:
yt =
m∑
k=1
Bkyt−k + ϵt (2.33)
The ARm can directly arise as a special case of the LDS in eq. (2.32), if we set the
loading matrices as follows:
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1 B2 · · · BM
0 I · · · 0
... . . . . . . ...
0 0 · · · I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C = [I, 0, · · · , 0] (2.34)
Every ARm model can be represented as an LDS, but not vice-versa.
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2.3.3.1 Recent Developments
The literature in LDS and AR processes has been prolific. Most notably we have
had the advent of Switching Linear Dynamical Systems (SLDS) [Oh et al., 2005]
and segmental SLDS [Oh et al., 2008], which are a combination of discrete and
continuous latent variables usually dependent upon time. The main concept is that
observations are emitted from diﬀerent discrete states in time, where each state
is modelled by a LDS or AR process thus representing diﬀerent signal dynamics.
SLDS have been extended in [Fox et al., 2009] using the sticky-HDP to form HMMs
with emission probabilities based on LDS priors and have been successfully used in
motion segmentation and modelling.
2.3.4 Factor Analyser
Factor Analyser (FA) is another standard model in Machine Learning. The
assumption is that the observations {yn}Nn=1 are governed by a set of latent
factors {fn}Nn=1, which are linearly combined according to a loading matrix W :
yn =Wfn + ϵ (2.35)
The concept has been extensively used for modelling purposes, as well as for
dimensionality reduction, visualisation and descriptive statistics. A typical Bayesian
FA would be described by the following priors on the model parameters:
yn ∼ N
(
Wfn +µy,Λ−1y
)
(2.36)
fn ∼ N
(
µf ,Λ−1f
)
(2.37)
W ∼MN (Mw,V w,Kw) (2.38)
where yn is a D× 1 vector of the nth observation, fn a K × 1 vector containing
the nth factor and W is a D×K loading matrix. As µy we denote a bias and Λy
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is the noise precision matrix. Finally, MN (·) is the matrix-Normal distribution
defined as follows:
MN (W |M ,V ,K) = |K|
D
2
|2πV |K2
e
− 12 tr
{
(W−M )TV −1(W−M )K
}
(2.39)
where V and K are row- and column-wise covariance matrices.
For a simplified model we could relax the dependancy structure of the prior over the
loading matrix and factorise the distribution either row- or column-wise depending
on the interdependencies we wish to capture in the data. Thus eq. (2.38) could be
replaced by either:
p(W |µw,Λw) =
K∏
k=1
N
(
wk|µw,Λ−1w
)
(2.40)
or
p(W |µw,Λw) =
D∏
d=1
N
(
wd|µw,Λ−1w
)
(2.41)
Factor models can also be viewed as a factorisation of the data matrix Y . It
should be noted that eq. (2.35) shows only one of many possible decompositions.
More specifically, it shows a decomposition where factors vary across observations,
but share common loadings. We could alternatively factorise the data into a set
(dictionary) of static factors, shared among all data-points as follows:
yn =W nf + ϵ (2.42)
The above formulation is used in Chapter 6 of this thesis.
2.3.4.1 Recent Developments
Recent developments in factor modelling focus predominantly on finding low-rank,
sparse representations of the data matrix. This eﬀect may be achieved by either
using an appropriate sparse prior on the factor loadingsW or by postulating binary
activation variables Z in which case eq. (2.35) takes the following form:
Y = (W ◦Z)F + ϵ (2.43)
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where Z is a binary activation matrix on which we could impose a parametric or
non-parametric prior and as ◦ we denote the element-wise or Hadamard product.
parametric priors :
The alternatives in the relevant literature are the following two:
1. The Automatic Relevance Determination (ARD) prior:
wk ∼ N
(
0, a−1k I
)
, ak ∼ G
(
a, 1
b
)
(2.44)
where we have imposed a factor-wise zero-mean Normal distribution on
the factor loadings. As the precision grows ak → ∞, the loadings of
factor k diminish wk → 0.
2. The "spike & slab" prior [Titsias & Lázaro-Gredilla, 2011]:
wk ∼ πkN
(
wk|0,σ2wI
)
+ (1− πk)δ(wk) (2.45)
or equivalently
wk = zkwˆk ∼ πzkk (1− πk)1−zkN
(
wˆk|0,σ2wI
)
(2.46)
This prior allows factor loadings to diminish, when the binary indicator
variable zk is inactive.
non-parametric priors :
In the case of non-parametric factor models, we stipulate an infinite possible
number of factors, only a finite subset of which is active. This eﬀect may be
achieved by three main prior distributions:
1. The Indian Buﬀet Process (IBP) [Griﬃths & Ghahramani, 2006, 2011]
and more specifically its stick-breaking representation [Teh et al., 2007a]:
zj ∼ Bernoulli(πj), πj =
j∏
k=1
uk, uk ∼ B(a, 1) (2.47)
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2. The Beta Process (BP) [Paisley & Carin, 2009] and its stick-breaking
representation [Paisley et al., 2010a]:
zj ∼ Bernoulli(πj), πj ∼ B
(
a
K
, K − 1
K
b
)
(2.48)
where K is the truncation level on the number factors; we usually impose
a high truncation level so as to achieve a good approximation.
3. And more recently the Multiplicative Gamma Process (MGP) [Bhat-
tacharya & Dunson, 2011]:
wj ∼ N
(
0, a−1j I
)
, aj =
j∏
k=1
ξk, ξk ∼ G
(
a, 1
b
)
(2.49)
2.3.5 Gaussian Processes
A Gaussian process is defined as a possibly infinite collection of random variables
[f(x1), f(x2), ...], any finite subset of which follows a joint Gaussian distribution
[Rasmussen & Williams, 2004].
More specifically, the training data D = (y,X) are consisted of an observation
vector y = [yn]Nn=1 and a covariate matrix X = [xn]
N
n=1, where, in general, xn
lies in a D-dimensional space, xn ∈ RD. The observations are modelled as follows:
yn ∼ N
(
f(xn),σ2
)
(2.50)
f ∼ N (0,K(X,X)) (2.51)
where f = [fn]Nn=1 and each random variable fn = f(xn) represents the value of
the function given input xn.
In that perspective, a Gaussian process can be viewed as a prior distribution over
the set of all possible functions f(x), with some characteristics dictated by the
functional form of the kernel matrix K(X,X).
65
2.3 statistical models statistical machine learning
For a set of test points X∗, direct inference is tractable for this model as follows:⎡⎢⎢⎣ y
f∗
⎤⎥⎥⎦ ∼ N
⎛⎜⎜⎝0,
⎡⎢⎢⎣ K(X,X) + σ2I K(X,X∗)
K(X∗,X) K(X∗,X∗)
⎤⎥⎥⎦
⎞⎟⎟⎠ (2.52)
E [f∗|D,X∗] =K(X∗,X)
[
K(X,X) + σ2I
]−1
y (2.53)
V [f∗|D,X∗] =K(X∗,X∗)−
[
K(X,X) + σ2I
]−1
K(X∗,X) (2.54)
This is a very convenient property, although inference does not scale well with
the size of the training set as it requires the inversion of an N ×N matrix with
complexity O
(
N3
)
.
In order to account for multiple dimensions, we could impose either a common
or independent GP priors per dimension, with the latter being preferable to the
former [Rasmussen & Williams, 2004].
2.3.6 Gaussian Process Latent Variable Model
Let us now suppose a multi-dimensional set of observed data Y ∈ RN×D and
no known corresponding covariates X. We may assume that the observed data
can be accurately represented by a latent covariate space X ∈ RN×Q of lower
dimensionality Q≪ D through a non-linear relationship, such as a GP kernel.
Given the latent covariate space X, the GPs are postulated to be independent
across dimensions, giving rise of the following factorisation.
p(Y |X) =
D∏
d=1
p (Y :d|X) (2.55)
where as Y :d we denote a vector consisted of the dth column of Y and its corre-
sponding probability distribution given by:
p (Y :d|X) = N
(
Y :d|K(X,X) + σ2I
)
(2.56)
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Note that the GPLVM is the generative counterpart of the GP. It has been success-
fully applied for the purpose of data visualisation [Lawrence, 2003], dimensionality
reduction [Lawrence, 2005], classification [Urtasun & Darrell, 2007] and time-series
modelling [Lawrence & Moore, 2007].
Estimating the latent covariates X may be achieved by directly optimising the
likelihood in eq. (2.56), yielding point estimates (MLE) [Lawrence, 2003]. A
Bayesian treatment of the model eqs. (2.57)-(2.59) was later proposed in [Titsias
& Lawrence, 2010] by means of VB.
Variational inference for the model is of course intractable, due to the non-linear
relationship between X and fd in eq. (2.58). However, tractable inference can be
achieved by introducing the concept of "inducing variables" [Titsias & Lawrence,
2010].
Y :d ∼ N
(
fd,σ2I
)
(2.57)
fd ∼ N (0,K(X,X)) (2.58)
xq ∼ N
(
µq,Σq
)
(2.59)
More specifically, we can augment our original problem by introducing M ≪ N
extra auxiliary sample points u drawn from the same prior distribution as the
original sample f , but located on a diﬀerent set of latent locations Z:
u ∼ N (0,K(Z,Z)) (2.60)
By doing so we do not need impose an explicit posterior on the original GP sample
f , but rather we can simply retrieve it it through the auxiliary sample u, making
use of eq. (2.61).
p (f |u,X,Z) = N (f |Bu,S) (2.61)
B =KNMK
−1
MM (2.62)
S =KNN −KNMK−1MMKMN (2.63)
where KNN =K(X,X), KNM =K(X,Z) and KMM =K(Z,Z).
Type-II maximum likelihood is now only necessary for the much smaller set of still
intractable latent locations Z, while inference becomes tractable for X.
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LEARNING BY DEMONSTRATION
Historically, the first robotic systems were designed for industrial pur-poses and more specifically in order to execute actions exhibiting highrepetitiveness, requiring extremely high precision or dexterity. These
industrial robots are deployed in static, controlled environments and therefore
could be deterministically programmed to performed desired tasks.
Although the field of industrial robotics is thriving today, recent technological
advances have been fuelled by our desire to utilise robotic assistance in our ev-
eryday life. However, the leap from static, controlled environments to a dynamic,
uncertain and imprecise world is significant and requires alternative methods of
skill acquisition, other than manual programming.
Modern ways of skill acquisition can be categorised as follows [Kormushev et al.,
2013]:
• Learning by Imitation
According to this concept, we can encode new skills by utilising human
demonstrations, acquired by means of:
– Kinesthetics
In this case, a human demonstrator is required to manually move the
robot joints to the desired positions. The demonstration is encoded in
the form of joint angle positions in time and recently also by means of
68
learning by demonstration learning by demonstration
force sensors located at the points of contact between human and robot.
Although the method has been proven highly eﬀective and is also exten-
sively used in the present thesis, it nevertheless exhibits certain limitation.
There are for instance actions that would be very diﬃcult or sometimes
impossible to demonstrate by kinesthetics, especially the ones requiring
balance, such as walking.
– Teleoperation
Teleoperation is an alternative way of introducing demonstrations and
highly popular in medical/surgical robotics. This way we can obtain
accurate demonstrations, provided that an appropriate teleoperation
interface exists.
Such approaches, however, are usually limited to end-eﬀector or end-
position motion and it is usually diﬃcult to directly teleoperate high
Degrees of Freedom (DoF).
– Observation
Finally, it is possible to encode skills acquired by direct observation
of the actions performed by a human demonstrator. Although purely
vision-based observation is still very challenging, it is possible to record
demonstrations using Motion Capture (MoCap) systems. This has be-
come increasingly accessible with the emergence of low-cost depth sensors,
such as the Microsoft Kinect, which nowadays enjoy high popularity in
the scientific community.
Learning by observation, however, remains challenging for two main
reasons. First of all, transferring actions among diﬀerent embodiments,
also known as the "correspondence problem" is certainly non-trivial. Sec-
ond, even when using highly expensive MoCap systems it is sometimes
impossible to avoid corruption due to occlusions. This problem is only
intensified when using single-view Kinect sensors.
• Policy-based Learning
Policy-based learning is a way to learn new tasks automatically, without
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necessarily providing any demonstration data and is usually performed by
means of Reinforcement Learning (RL). The main concept is to search the
action space for areas that comply with a certain reward function. The
method is very useful, especially in cases when human demonstration is
diﬃcult or impossible.
Although the RL is powerful and widely used in robotics it suﬀers from very
slow convergence in high dimensional action spaces.
Recent research attempts to narrow the search space of Reinforcement Learning (RL)
algorithms utilising human demonstration and thus eﬀectively combining RL and
LbD [Calinon et al., 2012b, 2013].
For the purposes of this thesis we shall primarily focus on kinesthetics Learning by
Demonstration (LbD) and handling data corruption in learning by observation.
3.1 imitation learning
After two decades of rigorous research, LbD is still a popular concept today, maybe
more than ever before, due to the advent of more precise and reliable robotic
platforms. The challenges however faced by researchers in realistic applications
still remain formidable and often overwhelming. The reason is that the underlying
problem in question entails severe practical adversities, stemming from theoret-
ical and technical challenges in several domains. To overcome these challenges
researchers have utilised various methodologies stemming from diverse research
areas such as machine learning, computer vision [Lopes & Santos-Victor, 2005],
and human-robot interaction [Demiris & Khadhouri, 2006].
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Figure 3.1: A pyramid illustration of Learning by Demonstration (LbD). Higher levels
in the pyramid, indicate higher levels of abstraction. Broader pyramid layers
indicate broader scope, in terms of more application- and platform-specific
solutions.
3.2 state-action mapping
In order to tackle the problem, researchers usually decompose the problem into
simpler sub-problems with diﬀerent levels of abstraction. Each level receives as
input the results of the one below it and expresses the problem in a semantically
higher level representation. In that sense, state-action mapping LbD can be
graphically represented as a pyramid with ascending levels of abstraction fig. 3.1.
The lower we are in the pyramid, the more application- and hardware-specific the
issues we encounter. The scope of the issues is also broader in the sense that they
are less platform and/or solution independent. On the contrary, as we ascend, we
can deal with higher-level semantic information, relevant to learning sequences
of actions for instance. The scope also becomes narrower in terms of application
independence.
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3.2.1 Data acquisition and processing
At the bottom level of abstraction lies the Data Acquisition. The process is very
platform and application specific as it is highly dependent on the robotic platform,
operating system and type of demonstration we wish to record.
It is followed by a Data Processing step, at which point our aim is to achieve the
following:
• Denoise the data, by filtering-out excessive noise.
• Extract features appropriate for the application in question.
• Fill in missing segments caused by occlusions or sensor failures.
It should be noted that the data processing does not necessarily have to be a
separate step, as incomplete or imperfect measurements can be dealt with in
conjunction with modelling the trajectory data.
3.2.2 Trajectory LbD
Trajectory LbD is learning the motion trajectories of simple tasks or subtasks
within a demonstration. It is a low-level skill representing. This may sometimes
require to simplify the trajectories we wish to model by either segmenting a complex
task into simpler actions or decomposing it into a linear superposition of simpler
trajectories. This can be done as a separate step and there are many examples in
the literature of either manual segmentation or decomposition, as well as machine
learning method able to accomplish that automatically. However, many established
Machine Learning models are implicitly segmenting or decomposing the data, as is
the case for instance with GMMs, HMMs and FAs.
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3.2.3 Symbolic level LbD
A successful segmentation and modelling of a demonstration could allow us to
focus on a higher, symbolic level of abstraction. In this case we are predominantly
interested in learning the sequence of actions and the order in which they occur. A
significant amount of research in non-related areas is almost directly applicable to
this problem. We can indicatively mention that logic, word sequence modelling
[Wood et al., 2011] and stochastic grammars [Lee et al., 2012, 2013] are methods
directly applicable to symbolic-level LbD. Alternatively, we could use algorithms
formulated for natural language modelling, which, at present, are quite mature.
A prerequisite for applying symbolic LbD in the first place, is to be able to
successfully segment large sequences into basic trajectories in order to generate
their symbolic representation. In that sense, symbolic level LbD is reliant on the
success of methods pertaining to the lower levels of abstraction.
There are two alternative approaches to achieving symbol generation stemming
from research in trajectory LbD:
• Unsupervised segmentation: In this purely unsupervised approach, we
could use statistical models that postulate a sequence of hidden states, such
as HMMs or switching Linear Dynamical Systems (LDS) [Fox et al., 2009;
Oh et al., 2005]. These models would be able to automatically generate a
sequence of symbols, which however would not necessarily be semantically
meaningful. This approach is used in [Lee et al., 2012].
• Segmentation and recognition: In case we wish to decompose our demon-
stration in semantically meaningful primitives, we need to first define the
desired actions, then segment our sequence and finally recognised the action
performed in each segment. As shown in [Lee et al., 2013], this can be done by
segmenting the sequence using the method proposed in [?] and then applying
standart classification algorithms such as an Support Vector Machine (SVM).
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In all of the above cases, we are usually required to restrict ourselves to an a-priori
fixed number of primitive actions, which is one of the most significant limitations of
this approach. This requirement may be relaxed in the case of unsupervised motion
segmentation by using modern non-parametric sequence segmentation methods,
such as the ones proposed in [Oh et al., 2005].
3.2.4 Task reproduction
Both trajectory and symbolic LbD representations have their comparative merits
and shortcomings [Billard et al., 2008]. The symbolic representation allows hier-
archical learning, but requires a predefined set of basic actions, which renders it
not especially versatile or adaptive. The trajectory-based method is a generic skill
representation, thus it can handle diﬀerent types of motion, however it does not
allow for the reproduction of high level skills.
A fundamental issue that arises when attempting to reproduce a learned skill is
transferring it across diﬀerent embodiments. This is widely known as the "corre-
spondence problem". The term was first introduced in [Nehaniv & Dautenhahn,
2000], although the issue was well-known long before. In the same work, the au-
thors also present an algebraic foundation for the correspondence along with some
necessary properties, however the formulation contributes little to none towards an
actual solution.
3.2.5 Machine Learning for LbD
Several attempts have been made to handle the correspondence problem in the past.
In [Alissandrakis et al., 2002], the authors’ approach is to simplify the problem
in a game of chess. Each piece is considered an agent with diﬀerent embodiment.
Another attempt on robotic imitation this time is presented in [Alissandrakis et al.,
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2007]. From a biological perspective mapping between diﬀerent embodiments was
proposed in [Johnson & Demiris, 2004] using the HAMMER architecture [Demiris &
Khadhouri, 2006], a powerful framework proven very eﬀective in action recognition.
Several researchers have considered statistical machine learning algorithms as an
eﬀective means to extract trajectory patterns underlying a set of demonstrated
skills. Indeed, previous approaches in trajectory-based robot LbD focus on GMMs
[Ghahramani & Jordan, 1994; Calinon & Billard, 2009], HMMs [Calinon et al.,
2010; Lee & Nakamura, 2007; Calinon et al., 2007], Locally Weighted Projection
Regression (LWPR) [Vijayakumar et al., 2005; Peters & Schaal, 2008], GPs [Grimes
et al., 2006; Nguyen-Tuong & Peters, 2008] and online Gaussian Process Regression
(GPR) [Soh & Demiris, 2013].
A comprehensive approach towards the introduction of statistical Machine Learning
in LbD using trajectory based skill representation, was presented in the Ph.D. thesis
of Sylvain Calinon [Calinon, 2007]. Simple and well established models were used
in this case for both learning and reproduction of tasks. In most cases these are
GMMs and HMMs. More statistical machine learning approaches in robotics can
be seen in the work presented in the following theses: [Ting, 2009] and [Plagemann,
2008].
For comprehensive reviews of Learning by Demonstration (LbD) in robotics we
refer to [Schaal, 1999] and [Billard et al., 2008].
3.2.5.1 Gaussian Mixture Regression
Gaussian Mixture Regression (GMR) has been a statistical method especially
popular in modern LbD either in conjunction with GMMs or HMMs. We briefly
introduce the concept in this section.
Let us suppose that we have a set of training trajectories in our possession pertaining
to motion in either end-eﬀector or joint angle space. Let us also suppose each
trajectory is expressed by means of its corresponding positions and velocities in
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time D = {xt,vt}Tt=1. At each time-step, we may perceive the position xt as a
predictor variable and the corresponding velocity as a response variable. Under
this assumption, we would be able to predict the desired velocity, given the current
position and using that information we may retrieve the next time-step position
xt+1. We should note that this setting is not exclusively used in LbD, but is also
adopted in other unrelated application, such as traﬃc flow modelling [Kim et al.,
2011].
Under a GMR setting we may jointly learn a generative model from the set of
position and velocities, then use it to make predictions regarding the response
variable, given a value of the predictor variable by means of the model conditional
predictive distribution. Note that contrary to [Kim et al., 2011] or other discrimi-
native methods, we do not make any direct assumptions regarding the form for the
regression function.
The so obtained GMM can be given as follows:
p([xt,vt]|π, {µk,Σk}Kk=1) =
K∑
k=1
πkN ([xt,vt]|µk,Σk) (3.1)
where π = (πk)Kk=1 are the prior weights of the mixture components, andN (·|µk,Σk)
is a Gaussian density with mean µk and covariance Σk. We can typically obtain
parameter estimates for this model by directly applying the Expectation Maximi-
sation (EM) algorithm [McLachlan & Krishnan, 2000].
After obtaining the parameters of the density p([xt,vt]|π, {µk,Σk}Kk=1), we may
retrieve a trajectory by obtaining, at each time-step, an estimate of the velocities,
given the current position with the following conditional expectation:
v¯t = E
[
vt|xt,π, {µk,Σk}Kk=1
]
(3.2)
More specifically, following the analysis of [Bishop, 2007] the required expectation
can be obtained by first expressing the means µk and covariance matrices Σk of
the component densities as µk =
⎡⎢⎢⎣ µxk
µvk
⎤⎥⎥⎦ and Σk =
⎡⎢⎢⎣ Σxxk Σxvk
Σvxk Σ
vv
k
⎤⎥⎥⎦.
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Then the conditional probability p
(
vt|xt,π, {µk,Σk}Kk=1
)
of vt given xt is as
follows [Bishop, 2007]:
p
(
v|x,π, {µk,Σk}Kk=1
)
= N (v|µ˜, Σ˜) (3.3)
µ˜ =
K∑
k=1
φk(x)
[
µvk + Σ
vx
k (Σ
xx
k )
−1 (x−µxk)
]
(3.4)
Σ˜ =
K∑
k=1
φ2k(x)
[
Σvvk − Σvxk (Σxk)−1 Σxvk
]
(3.5)
φi(x) =
πkN (x|µxk,Σxxk )∑K
m=1 πmN (x|µxm,Σxxm )
(3.6)
The required conditional expectation is the mean of the above distribution:
v¯t = E
[
vt|xt,π, {µk,Σk}Kk=1
]
= µ˜ (3.7)
And the predictive variance:
Σ˜ = V
[
vt|xt,π, {µk,Σk}Kk=1
]
(3.8)
This quantity can be used to assess prediction uncertainty continuously along the
generated trajectories.
3.2.5.2 Models with dynamics and kinematics
Although GMR is a very popular and general method, applicable in a large variety
of applications, however it does not account for motion dynamics or kinematics con-
straints. There are however several approaches in the Machine Learning literature
that do and they range from simple to highly complicated ones.
One of the simplest approaches is to use Linear Dynamical Systems (LDS), and more
specifically switching LDSs. Although inference becomes slightly more complicated,
such methods exhibit high infiltration in robotics [Calinon et al., 2012a] and more
complex non-parametric variants have been successfully employed for the purpose
of motion segmentation [Fox et al., 2009; Oh et al., 2005].
Assuming linear dynamics may be restrictive in many occasions and that has
motivated the advent of non-linear dynamical models that are frequently used
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in conjunction with GPs. There are several such models, as, for instance, the
following:
• Gaussian Process Dynamical Systems (GPDS) [Damianou et al., 2011]: This
is a simple non-linear dynamical system, dependent on time and modelled by
means of a Gaussian Process Latent Variable Model (GPLVM). The model
is explained and extended in Chapter 6 of this thesis.
• Gaussian Process Dynamical Models (GPDM) [Wang et al., 2005, 2008]: This
is again a dynamical system, where the non-linear transfer function of the
state-space variable is modelled by means of a GP.
• Latent Force Models (LFM) [Alvarez et al., 2009a, 2010]: The assumption
in this case is that the system is modelled through a first or second order
Ordinary Diﬀerential Equation (ODE) with some latent input governed by
a GP. Inference for the model has also been formulated by means of SMC
[Hartikainen & Sarkka, 2012] and it has been successfully utilised in motion,
as well financial applications.
Although the aforementioned models are more powerful and tailored for modelling
motion, they are also rather cumbersome and pose significant challenges in terms
of inference.
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LEARNING FROM COMPLETE
DATA
4
OFFLINE LEARNING
Modern approaches towards trajectory LbD focus on utilising probabilis-tic models in order to encode demonstrations, extract their underlyingconstraints and reproduce smooth generalised motor trajectories. Pop-
ular model choices include either generative (GMM [Ghahramani & Jordan, 1994],
HMM [Billard et al., 2006]) or discriminative (GPR [Argall et al., 2009]) regression
models and their extensions [Nguyen-Tuong & Peters, 2008; Vijayakumar et al.,
2005].
The GMM in particular, has been shown to be very eﬀective in trajectory LbD
[Lee & Nakamura, 2007; Billard et al., 2008] and is especially popular due to
one appealing property according to which it is guaranteed that every probability
density can be approximated with arbitrary precision by a Gaussian Mixture
Model (GMM) of a suﬃcient number of components.
There are two main aspects of any statistical algorithm that may be identified as
being critical for practical applications and especially so in the field of robotics.
These factors are the accuracy of representation and the computational complexity
induced. The former specifies the quality of learning and the latter the cost in time
or computational resources. However, achieving a good compromise between the two
is diﬃcult and notoriously elusive. Increasing the number of model parameters is
expected to increase accuracy, but induce higher computational burden. Moreover,
after a certain threshold, the benefit of adding more parameters would diminish
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and model generalisation is expected to suﬀer due to overfitting. In the case of
GMR, both in terms of computational complexity and accuracy, it is imperative to
choose the optimal number of mixture components for a given task.
In this chapter we present the empirical evaluation of the following two oﬄine LbD
methods:
dpmr : The Dirichlet Process Mixture Regression (DPMR) method is a Bayesian
non-parametric model proposed in [Chatzis, Korkinof, and Demiris, 2012a],
with two key attributes. First, it constitutes a fully Bayesian treatment
of mixture regression using Variational Bayesian (VB) posterior inference.
Second, it employs a non-parametric Dirichlet Process (DP) prior (such as
in [Walker et al., 1999; Neal, 2000]) with a component shrinkage property
for the purpose of automatically determining the optimal number of states.
The main advantage of this method is that, by dynamically inferring the
optimal number of states, it enjoys low computational complexity without
compromising the model descriptive power.
qmr : The Quantum Mixture Regression (QMR) method is an extension of
the conventional Gaussian Mixture Regression (GMR) inspired by quantum
statistics, proposed in [Chatzis, Korkinof, and Demiris, 2012c]. The Quantum
Mixture Model (QMM) in general is first encountered in the literature in
[Tanaka & Tsuda, 2008], where the method has shown performance gains in
image segmentation applications. The main concept is the introduction of
composite, quantum states as a superposition of pure system states. It can
be viewed as an extension to soft-clusting as we shall explain later in this
chapter.
The remainder of this chapter is organised as follows: In Section 4.1, we present
the relevant theoretical background on model selection, Dirichlet processes, infinite
mixtures, quantum statistics and quantum mixtures. In Section 4.2, we provide
the empirical evaluation for both models, including a comprehensive analysis of
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their comparative advantages and limitations in one- and multi-shot LbD scenario
applications. The final section contains a conclusion and future directions.
4.1 background
4.1.1 Model Selection
It is crucial in most typical applications to select the right model that represents the
observed dataset. Too simple models will suﬀer from poor accuracy of representation
and too complex ones will exhibit overfitting and poor generalisation on the test
set.
To clarify the term "model complexity", it usually refers to the number of model
parameters. Learning more model parameters, leads to higher algorithmic com-
plexity within the same model family. Note however, that, although we usually
quantify the model complexity in terms of the number of model parameters, this
does not always apply across model families. In this case model complexity can
only be qualitatively assessed. For instance, we could state that Linear Dynamical
Systems (LDS) are less complex than non-linear Dynamical Systems with the same
number of parameters, it would be diﬃcult however to quantify this assessment.
In pursuit of an educated guess regarding the utility of a model for a particular
dataset, we may use the marginal likelihood (or model evidence) as a selection
criterion:
p(D|M) =
∫
p(D|ϑ;M)p(ϑ|M)dϑ (4.1)
where as p(D|ϑ;M) is the likelihood of a dataset D given a model M with a set
of parameters ϑ and p(ϑ|M) is the prior distribution of that set of parameters.
Therefore, the marginal likelihood is eﬀectively providing information regarding the
suitability of a particular model, regardless of the quality of parameter estimation.
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In that sense it may be interpreted as the probability of the data, given the model
M, but averaging across all possible model parameter configurations.
Although the marginal likelihood can be very useful, it is unfortunately rarely
tractable for any but the simplest of models. For that reason, alternative approxi-
mations have been proposed in the literature and used for model selection, most
notably the Bayesian Information Criterion (BIC) [Schwarz et al., 1978].
More specifically, instead of solving the integral in eq. 4.1, which may be problem-
atic, we could obtain the marginal likelihood from Bayes rule:
p(D|M) = p(D|ϑ;M))p(ϑ|M))
p(ϑ|D;M) (4.2)
This itself is not any easier, as it requires the posterior distribution p(ϑ|D;M).
In the case of the BIC, we first approximate the posterior using the Laplace
approximation:
p(ϑ|D;M) ! N
(
ϑ|ϑ∗,H−1
)
(4.3)
where ϑ∗ is the MLE solution w.r.t. the parameters andH = ∇2ϑp(ϑ|D;M)|ϑ=ϑ∗
is the Hessian of the posterior evaluated at the MLE solution ϑ∗.
We may then substitute eq. 4.3 in eq. 4.2 and evaluating the result at the stationary
point ϑ∗ yields the following result:
ln p(D|M) ! ln p (D|ϑ∗;M) + ln p (ϑ∗|M) + D2 ln 2π−
1
2 ln |H| (4.4)
where D is the dimensionality of ϑ.
In the case of the BIC, we also adopt the assumption that the Hessian is full
rank, which results to the following gross approximation of the marginal likelihood,
penalising models with large number of parameters:
ln p(D|M) ! ln p (D|ϑ∗;M)− D2 lnN (4.5)
In brief, the main underlying concept of BIC is to penalise the likelihood of models
with a large number of parameters. In practice, the BIC requires certain conditions
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[Leroux et al., 1992], which are not necessarily met in all occasions [McLachlan &
Krishnan, 2000].
In the case of GMR, the model complexity/number of parameters is directly
analogous to the number of mixture components. Also note that we shall henceforth
use the following three equivalent terms when referring to the number of mixture
components of a Gaussian Mixture Model (GMM): a) mixture components, model
components or just components, b) model states or states and c) mixtures.
4.1.2 Non-parametric models
Non-parametric models, such as the DPM described in this chapter, provide an
alternative, more principled, view to the model selection problem.
More specifically, an a-priori fixed number of parameters acts as a bottleneck
when we increase the number of available training data, restricting our models’
descriptive power and not allowing them to capture the additional information
that becomes available. Addressing this key issue, non-parametric models assume
an a-priori infinite number of parameters, out of which, only a finite set manifests
itself given a particular dataset.
Most of the highly successful models in the literature are, in fact, non-parametric;
for instance, we may mention the Dirichlet process, the Gaussian process, kNN etc.
4.1.3 Dirichlet Process
The Dirichlet process was first introduced in [Ferguson, 1973] and is a non-
parametric prior over distributions, in the same sense that the Dirichlet distribution
is a parametric prior over polynomial distributions. The process is also dubbed the
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"Chinese restaurant" in the literature, referring to an analogy with the selection of
popular dishes in a Chinese restaurant.
A DP is denoted as DP(G0,α), where G0 is a base distribution and α is a positive
scalar refered to as the innovation parameter. We can draw parameters ϑn ∼ G0
pertaining to a parametric density. In the case of Gaussians ϑn = {µn,Σn} and
then G0 is the normal-Wishart.
We can draw samples from a DP as follows:
• The first sample ϑ∗1 ∼ G0 drawn from the base measure with probability 1.
• For drawing the N th sample let us suppose that we have already drawn K
unique parameter vectors {ϑk}Kk=1 henceforth referred to as atoms. Then our
N th draw will be either selected from the set of existing atoms with discrete
probabilities proportional to each atom’s popularity or will be a new draw
from G0 with probability proportional to the innovation parameter α.
This procedure can be formally expressed as follows:
p(ϑ∗N |{ϑ∗n}N−1n=1 ,G0,α) = αα+N−1G0 +
∑K
k=1
mN−1k
α+N−1δϑk (4.6)
where with δϑk we denote the distribution centred at a single unique atom ϑk and
mN−1k =
∑N−1
n=1 I (ϑ
∗
n = ϑk) with I (·) being 1 iﬀ the input condition is true and 0
otherwise.
Note that the DP does not a-priori limit the number of atoms drawn {ϑk}Kk=1, but
rather postulates that, after a finite number of draws from the process, we will
have a finite number of unique atoms that would additionally exhibit a clustering
eﬀect. In other words, more popular atoms will tend to be drawn more often.
An alternative formulation of the DP, which facilitates inference is provided by
the stick-breaking construction of Sethuraman [Sethuraman, 1991]. Let us consider
two infinite collections of independent random variables {uk}∞k=1, {ϑk}∞k=1, where
uk is drawn from the Beta distribution B(1,α) and ϑk from the base distribution
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G0. The stick-breaking representation of the DP is then given by [Sethuraman,
1991] as:
DP =
∞∑
k=1
πk(u)δϑk , πk(u) = uk
k−1∏
j=1
(1− uj) (4.7)
This representation of the DP makes clear that the parameter support consists of
a countably infinite sum of discrete atoms ϑk, drawn independently from G0. It
can also be observed that the innovation parameter α controls the mean value of
the stick variables, uk, as a hyper-parameter of their prior distribution; hence, it
regulates the eﬀective number of atoms [Sethuraman, 1991].
Under the stick-breaking representation of eq. (4.7) of the Dirichlet process, the
atoms ϑk can be seen as the parameters of the component distributions of a mixture
model consists of an unbounded number of component densities, with mixing
proportions πk(v). In this way, DP mixture models are formulated [Antoniak,
1974].
4.1.4 Infinite Mixtures
Let us suppose a multidimensional set of observations D = {yn}Nn=1 modelled by
a DP mixture. Then, each observation yn is assumed to be drawn from its own
probability density function p(yn|ϑ∗n) parametrised by a parameter vector ϑ∗n, with
ϑ∗n drawn from a common DP prior. Observations may be assigned to a unique
atom ϑk with probability πk(u). Introducing indicator variables z = {zn}Nn=1,
with zn = k denoting that ϑ∗n = ϑk the model likelihood and prior specifications
are given as follows [Blei & Jordan, 2006]:
yn|zn = k,ϑk ∼ p(yn|ϑk) (4.8)
p(zn = k|π(u)) = πk(u) (4.9)
uk|α ∼ B(1,α) (4.10)
ϑk|G0 ∼ G0 (4.11)
where π(u) = {πk(u)}∞k=1 is given in eq. (4.7).
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Figure 4.1: Model evolution in time (vertical arrows) and the main underlying concepts
associated with each one.
4.1.4.1 Posterior Inference
As mentioned in Chapter 2, inference for Bayesian models can typically be conducted
by means of Variational Bayesian (VB) or Markov Chain Monte Carlo (MCMC)
methods. In this chapter, we have used VB inference, but we could equivalently
employ Gibbs sampling as described in Section 2.2.4. For an introduction to VB
inference we refer to Section 2.2.3 of this thesis. For detailed parameter updates of
the aforementioned model we refer to [Chatzis, Korkinof, and Demiris, 2012a], a
work which follows exactly the derivations first appearing in [Blei & Jordan, 2006].
4.1.5 Quantum Statistics
The generalisation of conventional probability theory has given rise to a whole new
field of mathematics with particular applicability in physics, namely the field of
quantum statistics. According to the concept of quantum probability, a classical
probability density can be generalised by a density matrix, let us denote it as F ,
with the following properties:
• xTFx ≥ 0, ∀x: Positive semi-definite.
• F = F †: Hermitian (or self-adjoint)1.
1 With † we denote the conjugate transpose of a matrix.
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• tr {F } = 1: Normalized.
For instance, a conventional probability density of an event u having K distinct
outcomes with probabilities p(u = k) = πk,∀k = 1, . . . ,K can be described by the
following diagonal probability matrix:
F = diag ([π1, ...,πk]) =
K∑
k=1
πkeke
T
k (4.12)
with {ek}Kk=1 being a set of basis vectors of pure states, such as:
[ek]i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, i = k
0, i ̸= k
(4.13)
and [ek]i is the ithelement of vector ek.
In quantum statistics we are able to extend the probability matrix F so as to allow
the manifestation of non-diagonal elements. This, in turn, gives rise to composite
states, formed as a superposition of the system’s pure states:
F =
K∑
k=1
πkuku
T
k (4.14)
where a basis vector uk =
[ √
2
3
2
3
√
3
3
]T
, would mean that this state corresponds
to a mixture of the three system pure states with probabilities 29 ,
4
9 and
3
9 respectively.
More specifically, the square of elements of the normalised basis vector for each
direction corresponds to the membership probabilities of each state.
4.1.5.1 Numerical Example
Let us suppose a conventional mixture of two components with probability vector:[
π1 π2
]T
=
[
0.3 0.7
]T
(4.15)
Under a quantum statistical perspective the system’s probability matrix is expressed
as follows: ⎡⎢⎢⎣ π1 0
0 π2
⎤⎥⎥⎦ = π1e1eT1 + π2e2eT2 (4.16)
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(a) Pure probability state-space system consists of a mix-
ture of two distributions with probabilities 0.3 and
0.7.
(b) Quantum probability state-space system constructed by applying a quan-
tum disturbance γ = 0.1 to the pure state system. We have expressed
the non-diagonal probability matrix using it’s eigenvectors.
(c) Alternative view of the same non-diagonal probability matrix, in
this case not by means of it’s eigenvectors. It should be noted that
the number of alternative representations is unbounded.
Figure 4.2: Illustrative numerical example of the relation between quantum and conven-
tional statistics.
where e1 =
[
1 0
]T
and e2 =
[
0 1
]T
.
We shall now "disturb" this conventional probability space, in order to transform it
to, an almost equivalent, quantum probability space, by introducing a non-diagonal
coeﬃcient γ, which we dub a "quantum disturbance". We add the quantum
disturbance to the oﬀ-diagonal elements of the log probability matrix of the pure
system and exponentiating the result yields a quantum system that is able to
capture richer data dependancies, as we show later in this chapter.
A = −
⎡⎢⎢⎣ 1.204 0.1
0.1 0.357
⎤⎥⎥⎦⇒ eA =
⎡⎢⎢⎣ 0.302 −0.05
−0.05 −0.703
⎤⎥⎥⎦ (4.17)
It should be noted that adding non-diagonal elements in this manner always results
in positive semi-definite probability matrices, due to the fact that A is symmetric.
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The latter quantum state system can be analyzed with respect to the probability
matrix eigenvectors (fig. 4.2b) as follows:
eA = 0.297
⎡⎢⎢⎣ −0.993
−0.116
⎤⎥⎥⎦
⎡⎢⎢⎣ −0.993
−0.116
⎤⎥⎥⎦
T
+ 0.708
⎡⎢⎢⎣ 0.115
−0.993
⎤⎥⎥⎦
⎡⎢⎢⎣ 0.115
−0.993
⎤⎥⎥⎦
T
The resulting system consists of two quantum classes, with probabilities 0.297
and 0.708. Each quantum class is composite and formed by linear superposi-
tion of the system’s pure classes with probability vectors
[
0.987 0.013
]T
and[
0.013 0.987
]T
(squares of elements of the normalised basis vector). Of course,
the probability matrix can also be expressed in any other alternative way (fig.
4.2c).
Concluding the quantum statistical extension of the conventional mixture model
can also be viewed as an elegant mixture of mixtures. Succeeding the concepts
of hard clustering (k-means algorithm) and the soft clustering (mixture model),
the quantum extension can be viewed as the next evolutionary step in mixture
modeling (fig. 4.1).
4.1.6 Quantum Mixtures
The following formal introduction to quantum mixture models is a summary of the
analysis first presented in [Tanaka & Tsuda, 2008]:
We first define the following probability density matrices:
F " −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ln π1 0 . . . 0
0 ln π2 . . . 0
... ... . . . ...
0 0 . . . ln πK
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.18)
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and
G(yn) "
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ln p (yn|ϑ1) 0 . . . 0
0 ln p (yn|ϑ2) . . . 0
... ... . . . ...
0 0 . . . ln p (yn|ϑK)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.19)
where {πk}Kk=1 is a normalised set of discrete probabilities, Y = {yn}Nn=1, yn ∈ RD
is a set of multidimensional observations and p(·) is some set of appropriate density
functions, which without loss of generality shall be henceforth assumed Gaussians,
but could be any other density:
p (yn|ϑk) = N (yn|µk,Σk) (4.20)
with ϑk = {µk,Σk} being its parameter vector. Under this scheme, the model
log-likelihood is simply:
H(yn) = F −G(yn) (4.21)
The above construction is a quantum statistical equivalent to the conventional
GMM. We have eﬀectively expressed the GMM likelihood as a function of a
quantum density matrix of a special form, namely diagonal. Introducing quantum
eﬀects to the density matrix F can be achieved by adding a quantum perturbation
to the conventional system in the form of non-diagonal elements γ. This formulation
yields the following generalisation towards a quantum mixture model:
F = −
⎡⎢⎢⎢⎢⎢⎢⎣
ln π1 · · · γ
... . . . ...
γ · · · ln πK
⎤⎥⎥⎥⎥⎥⎥⎦ (4.22)
H(yn) = −
K∑
k=1
K∑
k′=1
B
(n)
kk′Xkk′ = −
⎡⎢⎢⎢⎢⎢⎢⎣
ln (π1p (yn|ϑ1)) · · · γ
... . . . ...
γ · · · ln (πKp (yn|ϑK))
⎤⎥⎥⎥⎥⎥⎥⎦(4.23)
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B
(n)
kk′ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ln (πkp (yn|ϑk)) , k = k′
γ , otherwise
(4.24)
(Xkk′)ij =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 , i = j
0 , otherwise
(4.25)
The likelihood of the data under the aforementioned model can be formulated as
follows:
L(Y ) = p
(
Y | {πk,ϑk}Kk=1
)
!
N∏
n=1
tr
{
e−H(yn)
}
tr
{
e−F
} (4.26)
where the exponential exp(A) of a matrix A is defined as:
exp(A) "
∞∑
ρ=0
1
ρ!
Aρ (4.27)
and the logarithm log(A) is given by:
log(A) " −
∞∑
ρ=1
1
ρ
(I −A)ρ (4.28)
The quantum perturbation γ is considered as a model hyper-parameter related
to the prior probability of a composite model state comprising of pairs of pure
model states. We propose a gradient-based scheme to optimise with respect to this
parameter in one of the following sections.
A GMM with likelihood expression of the form of eq. (4.26), includes quan-
tum eﬀects and is based on states constructed by superposing the model states
corresponding to the mixture components of a classical GMR model.
Ultimately the introduction of the quantum disturbance achieves a more elaborate
model structure, accounting for richer data dependencies. As a result, the QMM
has been shown to outperform conventional mixture models in image segmentation
applications [Tanaka & Tsuda, 2008] and in regression as presented later in this
chapter.
92
4.1 background offline learning
4.1.6.1 Model Inference
Considering a dataset consisting of N samples Y = {yn}Nn=1, model parameter
estimation is possible for this model by means of MLE. More specifically, by
directly optimising the model likelihood of eq. (4.26) with respect to its parameters.
The necessary extrema conditions are given as follows [Tanaka & Tsuda, 2008]:
πk !
1
N
N∑
n=1
φnk, µk =
∑N
n=1 φnkyn∑N
n=1 φnk
(4.29)
Σk =
∑N
n=1 φnk (yn −µk) (yn −µk)T∑N
n=1 φnk
(4.30)
where
φnk =
∂ ln tr
{
e−H(yn)
}
∂Bkk
=
tr
{
Xkke
−H(yn)
}
tr
{
e−H(yn)
} (4.31)
The above derivative follows directly due to linear response theory [Hertel, 2001]
and the matrices Xkk are given by eq. (4.25).
Although during the course of this thesis we have frequently advocated in favour of
Bayesian solutions (rather than MLE), that is nevertheless not always an achievable
goal. The MLE, although not expected to be the optimal solution, is our only
choice in this case. Note that many other successful models employ MLE and more
notably the Boltzmann Machine.
4.1.6.2 Estimating the quantum disturbance γ
Estimating the quantum disturbance is very important for the algorithm’s perfor-
mance. Although in our experiments we have not employed optimisation of this
parameter, we propose a gradient descent estimation for future applications of this
method. The necessary likelihood derivative can be found as follows:
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∂L
∂γ =
∑
k,k′
⎡⎣ N∑
n=1
∂
∂B
(n)
kk′
ln tr
{
e−H(yn)
} ∂B(n)kk′
∂γ
−N ∂
∂Dkk′
ln tr
{
e−F
} ∂Dkk′
∂γ
⎤⎦
=
∑
k,k′
⎡⎣ N∑
n=1
tr
{
Xkk′e
−H(yn)
}
tr
{
e−H(yn)
} ∂B(n)kk′
∂γ
−N tr
{
Xkk′e
−F }
tr
{
e−F
} ∂Dkk′
∂γ
⎤⎦ =
=
∑
k ̸=k′
⎡⎣ N∑
n=1
tr
{
Xkk′e
−H(yn)
}
tr
{
e−H(yn)
} −N tr
{
Xkk′e
−F }
tr
{
e−F
}
⎤⎦ (4.32)
with
Dkk′ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ln πk , k = k′
γ , otherwise
(4.33)
Note that the quantum disturbance γ is a positive small number and has a profound
eﬀect on the model, thus it is necessary to employ constrained gradient descent
with a small learning rate.
4.1.6.3 Predictive Density
Following model training and for the purpose of utilising the model for predictions
in a LbD setting, it is required to also obtaine a predictive probability density. For
the predictive density of conventional GMMs we refer to Section 3.2.5.1 and for
Quantum Mixture Regression (QMR) to [Chatzis, Korkinof, and Demiris, 2012c].
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Figure 4.3: Aldebaran’s NAO robotic platform academic edition. It has 27 DoF and is
equipped with two cameras, microphones, speakers, ultrasound and touch
sensors.
4.2 empirical evaluation
In this section, we present an empirical evaluation of the models presented in this
chapter, namely the Dirichlet Process Mixture (DPM) model and the Quantum
Mixture Model (QMM), in a series of applications pertaining to robot LbD. We
compare both approaches to state-of-the-art methods in the field of robotics,
such as EM-GMR [Ghahramani & Jordan, 1994] and local Gaussian Process
Regression (LGPR) [Nguyen-Tuong & Peters, 2008]. We have considered three
distinct application scenarios with potential practical applicability under a one-
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(a) Left arm joint specifications. (b) Left leg joint specifica-
tions.
Figure 4.4: NAO robot joint specifications and corresponding ranges of movement, presented
in degrees. (See also nao) and Table 4.2
and multi-shot learning setting. In all experiments, we have utilised joint angle
data, which present a greater challenge for learning algorithms (compared, e.g., to
end-eﬀector data). Our source codes have been developed in Matlab and run on a
PC with an Intel Core i7 3.4 GHz CPU, 16 GB RAM, running Ubuntu Linux.
robotic platform: For the purposes of our experimental evaluation, we
have employed the NAO robotic platform academic edition, a humanoid robot
with 27 DoF [Gouaillier et al., 2009] (fig. 4.3). The robot is equipped with two
cameras, one looking downwards and one forwards. There are 3 microphones
located asymmetrically on the head and two speakers, as well as ultrasound and
touch sensors. It is small and quite portable and able to walk. The robot is not
especially well-suited for manipulation as it only has 1-DoF grippers on each hand.
The training trajectories were presented to the robot by means of kinesthetics;
that is manually moving the robot’s arms and recording the joint angle positions.
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During this procedure, joint position sampling was conducted, with the sampling
rate set to 20 Hz. The robot joints actively participating in each experiment varied
according to the specification of the performed motion types (for details see Table
4.2 and fig. 4.4). The aforementioned joint angle data were collected using a fully
threaded NAO-Matlab communication protocol developed in Python.
One-shot Multi-shot
Units
Task #Points #Dims #Points #Dims
Block 445 11 2175 8 rad
Ph.Ed. 355 5 849 5 rad
LF8s 242 6 717 5 rad
Table 4.1: Datasets of the utilised datasets for one- and multi-shop LbD.
4.2.1 Experimental Setup
In our experiments, joint angle positions serve as the predictor variable xn, whereas
as a response variable we have used the velocity vector vn that should be imposed
on the robot joints so as to remain on the learnt trajectory.
multi-shot learning :
In this experiment, we used multiple demonstrations of each task, so as to
capture the variability of human action and evaluate our model’s ability to
generalise learned trajectories. Training was conducted using three out of the
four available sequences, and the generalisation capabilities of the compared
methods were evaluated using the fourth demonstration for testing.
Due to the temporal misalignment across demonstrations, we pre-processed
the sequences using Dynamic Time Warping (DTW) [Myers & Rabiner, 1981],
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a method first used in speech recognition for signal alignment. Subsequently,
we used a low-pass filter to smooth out anomalies resulting from the alignment.
one-shot learning :
In the case of the one-shot learning scenario, the aim is to evaluate our
approach under a sparser setting. Testing was conducted by adding uniformly
distributed noise U(0, 1) to the initial points of the training data sequence and
running the algorithms so as to regenerate the learnt trajectories. Considering
the maximum joint ranges presented in Table 4.2, it becomes apparent that
the induced noise levels give rise to a substantial deviation from the initial
trajectory starting points, thus constitute a significant disturbance. For the
purpose of this experiment we have regarded one demonstration from each
task prior to applying temporal alignment.
In Table 4.1, we present some details regarding the number of data-points and the
dimensionality of the datasets utilised.
In order to measure the performance of the evaluated algorithms, we utilise the
Mean Square Error (MSE) along the entire sequence length as our error metric.
We have excluded the time component from the MSE calculation, due to its trivial
form.
We have repeated our experiments for various number of model states K to examine
how models’ performance is aﬀected by this selection. We experimented with values
of K greater than 25, and low enough to ensure that the number of estimated
model parameters (i.e. µk and Σk, and the πk) does not exceed the number of
training data points. This is done so as to avoid the possibility of overfitting for
the GMM, as suggested in [McLachlan & Krishnan, 2000]. Note that in the case
of DPMR, K represents the truncation threshold, thus the maximum number of
model states, rather than the final number of states which is inferred. We refer to
the final number of states inferred by the DPM as "Active Components".
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Joints/Tasks Lazy figure 8 Ph.Education Blocking Range (rads)
LShoulderPitch
√
[−2.0857,+2.0857]
LShoulderRoll
√ √
[−0.3142,+1.3265]
LElbowYaw
√ √
[−2.0857,+2.0857]
LElbowRoll
√ √
[+1.5446,+0.0349]
RShoulderPitch
√
[−2.0857,+2.0857]
RShoulderRoll
√
[−0.3142,+1.3265]
RElbowYaw
√
[−2.0857,+2.0857]
RElbowRoll
√
[+1.5446,+0.0349]
LHipPitch
√
[−1.7739,+0.4841]
LAnklePitch
√
[−1.1895,+0.9228]
RHipPitch
√
[−1.7739,+0.4841]
RAnklePitch
√
[−1.1895,+0.9228]
Table 4.2: NAO robot active joints in each experiment and corresponding range of move-
ment.
In order to account for the eﬀect of random initialisations on the model performance
and to accumulate statistics, we repeat training and testing multiple times for
each number of model states K. When possible the evaluated algorithms receive
common initialisation at the beginning of each execution. We present means and
standard deviations of the MSE accumulated over 100 runs for one-shot and 50
runs for multi-shot for each K.
We briefly describe the conducted experiments below:
lazy figure 8s :
In this experiment, we evaluate the considered methods in terms of their
applicability to teaching a robot by demonstration how to draw a complex
figure. The considered figure comprises a lazy figure 8 (fig. 4.5b), a task which
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(a) Ph.E. (b) Drawing lazy figure 8’s.
(c) Communicative gesture for the violation “Blocking”
Figure 4.5: Illustration of the motion trajectories utilised.
is perceived as a classical benchmark for pattern generation methodologies
[Pearlmutter, 1995; Zegers & Sundareshan, 2003]. Each demonstration consists
of joint angle data from drawing 3 consecutive L8s.
upper body motion :
In the case of upper body motion, our experiments involve a higher number
of joints, thus further increasing the dimensionality and, consequently, the
complexity of the addressed problem. We examine learning and reproduction
of a communicative gesture used by Basketball oﬃcials, with potential appli-
cability in the case of a robotic referee. We have chosen a gesture that poses
a challenge to the LbD algorithm in terms of the implied motion complexity,
namely the sign concerning the violation “blocking” (fig. 4.5c).
lower body motion :
Finally, we examine an experimental case involving movement of the lower
robot body, simulating a lower abdominal muscle exercise (fig. 4.5a). This
is one of the scenarios under investigation of the ALIZ-E EU FP7 project
(http://www.aliz-e.org/), where robots are used as companions to diabetic
and/or obese children in paediatric ward settings over extended time periods,
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and learn along with the children various sensorimotor activities (e.g. dance,
games, and physical exercises) so that they can practice and improve together.
4.2.2 Model Accuracy Results
Examining the accuracy of representation for all evaluated methods we present
analytical results for diﬀerent choices of the number of component densities K in
figs. 4.6 and 4.7 for the one and multi-shot scenarios respectively. In Tables 4.3 and
4.4 we present the best achieved MSE results for all evaluated methods. Results
were accumulated over 100 for the one-shot and 50 repetitions for the multi-shot
scenario with diﬀerent random initialisation across repetitions but common among
methods.
one-shot lbd :
Regarding the one-shot learning experiment, we can observe that the QMM
and LGPR are the best performing methods. Comparing the two methods,
LGPR achieves the best performance in the "Blocking" experiment, around
10% better than the QMM. In the Ph. Education experiment the QMM
achieves approximately 20% higher accuracy. Finally, the diﬀerence between
the two methods is significant in the case of the Lazy Figure 8s experiment,
where the QMM performs around 3 times better than the LGPR.
As far as the GMM and DPM are concerned, we can observe that the latter
generally outperforms the former achieving as much as 2 times better accuracy.
An exception is the "Blocking" experiment, where the GMM performs better.
Both methods are outperformed by the LGPR and QMM by up to an order
of magnitude.
multi-shot lbd :
In the multi-shot LbD scenario, the QMM achieves again the best performance
in two out of the three experiments, followed this time by the DPM which
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(c) Blocking gesture
Figure 4.6: One-shot LbD: MSE plots of all evaluated methods against the number of
components. Note that in the case of the DPMR the x-axis represents the
truncation threshold as the number of components is determined dynamically.
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performs very well under this setting. We should note that the DPM achieves
the best performance in the "Blocking" dataset.
As far as the other evaluated methods are concerned, LGPR performs generally
better than the GMM in all experiments, apart from the "Blocking" where
we have a reversal of roles.
From a theoretical perspective, the DPM’s higher accuracy compared to the GMM
can be attributed to the fully Bayesian treatment of the mixture model employed
in this case. It should be noted that the Variational Bayesian (VB) inference
yields full posterior estimates for all model parameters and some hyper-parameters,
which should be a significant advantage over the Expectation Maximisation (EM)
algorithm. The use of a Dirichlet Process (DP) prior on the other hand, is not theo-
retically expected have a significant impact on the accuracy, but is rather employed
for its component shrinkage property and would result in reduced computational
complexity. The aforementioned theoretical considerations are supported by our
findings in most experiments.
Commenting on the performance of the LGPR, we observed better performance
under the sparser one-shot LbD setting. This could be explained by the fact that
LGPR is eﬀectively a model employing simpler inference and as such it may be
more eﬀective in data deprived settings.
Finally, the introduction of quantum states is highly beneficial as illustrated by the
consistent performance of the QMM under both one- and multi-shot settings. We
can observe that the QMM provides a significant improvement to the conventional
GMM and also outperforms the fully Bayesian DPM in most occasions. We can
therefore conclude that the method’s robustness and reliability in a variety of
settings, renders it especially well-suited and appealing for robotic applications.
103
4.2 empirical evaluation offline learning
vbDPM
EMGMM
QGMM
LGPR
M
ea
n 
Sq
ua
re
 E
rro
r
0.004
0.006
0.008
0.010
#States
30 31 32 33 34 35 36 37 38 39 40
(a) Lazy figure 8s.
vbDPM
EMGMM
QGMM
LGPR
M
ea
n 
sq
ua
re
 e
rro
r
0
0.05
0.10
0.15
0.20
#States
30 35 40 45 50 55 60
(b) Ph. E. exercise.
vbDPM
EMGMM
QGMM
LGPR
M
ea
n 
sq
ua
re
 e
rro
r
0.020
0.025
0.030
0.035
#States
30 32 34 36 38 40 42 44 46 48 50
(c) Blocking gesture.
Figure 4.7: Multi-shot LbD: MSE plots of all evaluated methods against the number
of components. Note that in the case of the DPMR the x-axis represents the
truncation threshold as the number of components is determined dynamically.
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One-shot LbD MSE
(
10−4
)
Task/Method EMGMM vbDPM LGPR QMM
Blocking 3.83± 2.6 4.71± 1.0 0.85 0.96± 0.12
Ph. Education 18.44± 10.2 6.88± 3.6 1.03 0.83± 0.24
Lazy figure 8s 3.79± 0.26 3.19± 0.88 2.40 0.74± 0.04
Table 4.3: One-shot LbD: Best mean and std of MSE results for all evaluated methods.
Multi-shot learning MSE
(
10−2
)
Task/Method EMGMM vbDPM LGPR QMM
Blocking 2.15± 0.24 1.83± 0.07 3.43 1.94± 0.19
Ph. Education 9.27± 6.71 1.60± 0.032 4.73 0.75± 0.029
Lazy figure 8s 0.64± 0.098 0.56± 0.013 0.60 0.36± 0.013
Table 4.4: Multi-shot LbD: Best mean and std of MSE results for all evaluated methods.
4.2.3 Generalisation
In this section we aim at evaluating the robustness of the proposed approaches to
training data deprivation and their knowledge generalisation capabilities on wider
testing sets. We do so by increasing the number of demonstrations available for
testing and correspondingly decreasing the number of training demonstrations.
More specifically, we have first segmented the demonstrated trajectories to include
one L8 draw per demonstration, rather than 3 as in the previous section. This
gives rise to a dataset which consists of 12 demonstrations containing a single L8
draw each, in contrast to 4 demonstrations containing 3 L8s each. Note that the
resulting dataset is much simpler than the one we have utilised in the previous
section.
We then gradually decrease the amount of available training information and
simultaneously increase the testing information. This setting is meant to assess
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Figure 4.8: Multi-shot L8s: In this figure we depict the test MSE, as we gradually
increase the testing set (and decrease the training set). For the purpose of
this experiment, we have separated the draws of the L8s from 3 to 1 per
demonstration giving rise to simpler trajectories.
the robustness of the evaluated algorithms under training data deprivation and
their generalisation ability on a wider testing set at the same time.
Our results are presented in fig. 4.8. As we can observe, increasing the testing set
results in a slow, but gradual, increase of the test MSE, up to the point where the
training set becomes insuﬃcient for the algorithms to learn from. The DPM and
QMM perform similarly and we do not perceive the performance diﬀerences of the
previous section due to the simplicity of the task. However, the QMM has a clear
advantage under severe training data deprivation. This may be attributed to the
large number of parameters of the Bayesian DPM, which makes it especially data
savvy. Finally, the conventional GMM performs slightly worse, but comparably, to
the LGPR, and both methods perform significantly worse that the DPM and the
QMM.
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4.2.4 Computational Costs
In the following paragraphs we aim to outline the computational costs introduced
by the algorithms we have considered in this chapter. This analysis is by no means
meant to be strict or accurate, but rather to serve as a rough guideline on the
expected cost of each algorithm.
The exact complexity and computational cost is heavily dependent on the particular
implementation choices of Matlab and other libraries we have used during the
development of our source code. For instance, matrix multiplication or inversion
has a nominal complexity of O(N3), but can be reduced to O(N2.373) by using
highly optimised alternative numerical algorithms. As Matlab is not an open-source
software we would not be able to know such implementation details.
In the analysis that follows we also distinguish between training and testing cost.
The former is an indication of the time spent for training and reflects an oﬄine use
of resources. The latter, on the contrary, aﬀects the applicability of our algorithms
after they have been deployed in a robotic system with limited on-board resources.
training cost
• LGPR:
LGPR is the model with the lowest number of parameters in this case.
Updating the local GPs involves the computation of a kernel similarity with
respect to each cluster center and subsequently adding this point to the Gram
matrix of the most likely local model. A computationally eﬃcient way to
perform this action is proposed in [Nguyen-Tuong & Peters, 2008] and is
dominated by a Cholesky decomposition of complexity O(N2k ), where Nk is
the number of data-points assigned to the kth local model.
• EM-GMM:
The EM parameter update equations for the GMM are given in eq. 4.29-4.30.
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They are as well dominated by a vector outer product per datapoint of
complexity O(D2), where however D is the dimensionality of the modelled
data-point. However, the parameter vector ϑk = {πk,µk,Σk} contains
(1+D+D2 +N) elements per mixture component, which is typically higher
than LGPR with the same number of components. This in brief means that
in typical situations we expect the EM-GMM to induce higher computational
cost during training than LGPR. This however may be reversed if Nk >> D.
• EM-QMM:
The EM updates for the QMM, exhibit almost identical complexity to the
ones for conventional GMMs. The diﬀerence is an extra matrix exponential
that adds a moderate computational cost to the algorithm. In the case of very
eﬃcient matrix exponential calculations this cost is expected to be minimised.
In practice, we have observed a slightly higher (∼ 25%) training time for the
QMM, compared to the GMM.
• DPM:
In contrast to the aforementioned models the DPM is a fully Bayesian model
and we employ VB rather than EM. As a result, the DPM typically enjoys
higher accuracy, which however comes at a higher computational cost. This
is because the number of parameters of the DPM is typically larger.
More specifically, the VB update equations for the DPM are given in [Chatzis,
Korkinof, and Demiris, 2012a]. The corresponding parameter updates are
dominated again by a vector outer product of complexity O(D2), but the
parameter vector has the following dimensionality: 3+K(4+ 2D+ 2D2+N).
For the aforementioned reason the DPM is typically expected to exhibit higher
computational costs, roughly twice as high as the EM-GMM (also depending
on other factors).
testing cost During testing, we perform an estimate of the response, given
the predictor variable. More specifically we use the conditional predictive distribu-
tion of the response variable, given the predictor variable.
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• EM-GMR & DPMR:
For GMR, the predictive distribution is given in eq. 3.3-3.6 and for the DPM
in [Chatzis, Korkinof, and Demiris, 2012a]. In both cases, the computational
cost of the predictive distribution is almost identical and dominated by
a matrix inversion, with nominal complexity O(KD3p), where Dp is the
dimensionality of the predictor variable and K is the number of mixture
components.
• EM-QMR:
Similarly to the case of training, the testing cost of the QMR is identical
to the one of conventional GMR with the addition of a matrix exponent
per mixture component. This slightly increases the computational time we
experience during training again by ∼ 25%.
• LGPR:
The use of the LGPR during testing is not as favourable from a computational
point of view as in training. Direct inference is performed, which however
does not scale well with the number of data-points per local model. More
specifically, prediction requires a kernel computation and a matrix inversion
per local model. Complexity is dominated by the matrix inversion of O(N3k )
and scales cubically with the number of data-points assigned to each local GP
Nk, which would typically be higher than the dimensionality of the predictor
variable Dp of GMR. Thus the model is expected to require more resources
during testing than GMR.
benefit from using the dpm The benefit of using the DPM stems from
the shrinkage property of the Dirichlet process prior, which achieves automatic
model selection and eﬀectively reduces the number of components. More specifically,
after training the model, we can easily identify "active" and "inactive" components
based on their component membership posteriors. The resulting "active" compo-
nents are dynamically estimated in a data-driven manner, as we have previously
mentioned.
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Figure 4.9: One-Shot LbD: Number of DPMR active components, with their correspond-
ing standard deviation.
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Figure 4.10: Multi-Shot LbD: Number of DPMR active components, with their corre-
sponding standard deviation.
In fig. 4.9 and 4.10, we present the inferred number of active components for
the one- and multi-shot learning cases respectively. We can observe that rising
the VB truncation threshold (x-axis) results in an increase of the number "active"
components only up to a certain extent, beyond which their number exhibits
saturation.
The benefit in terms of the testing computational cost is exactly analogous to the
decrease in the number of model components achieved, as depicted in fig. 4.11,
where we have plotted both quantities in common axis.
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Figure 4.11: Prediction time plotted in common scale with the number of active components.
As expected, the quantities are exactly analogous.
4.2.5 Accuracy VS computational time
As we have previously detailed, the DPM achieves good accuracy in generally
lower computational time during testing. For that reason it is to be preferred in
applications where the execution time is a critical factor.
It is worth, however, to consider in more detail the benefits of QMR against the
computational costs it induces compared to conventional GMR. Let us, for that
purpose, consider the setting employed in Section 4.2.3. We have recorded the
mean testing time resulting from 50 runs of GMR and QMR, as presented in fig.
4.12, using a MacBook Pro, dual-core Intel Core i7 2.8GHz, 8GB of RAM, running
Matlab 2014b under OSX 10.10.
We can observe that the extra computational time of QMR is ranging from 22%-
25% compared to GMR. Increasing the size of the testing set, amounts to increased
test time, however the percentage of diﬀerence between QMR and GMR remains
the constant.
The 25% extra computational cost, compared to the roughly twice better per-
formance, results in around 2% increase in accuracy for every 1% of additional
computational cost.
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Figure 4.12: Comparison of prediction (testing) computational time for GMR and QMR.
4.3 conclusion
In this chapter, we have empirically evaluated two promising approaches that aim
at more eﬀective real-life applications of robot LbD by addressing two key issues,
namely the model size selection and the accuracy of representation. We have
compared the models with established methods frequently employed in similar
settings. We are able, on one hand using the DPM to achieve a more parsimonious
task representation, without compromising results in terms of the model predictive
power. On the other hand, with the QMM we achieve state-of-the-art reconstruction
accuracy for an insignificantly higher computational burden. We demonstrated
those attributes in a variety of one- and multi-shot Learning by Demonstration
(LbD) scenarios using the NAO robot academic edition and on tasks with potential
practical applicability.
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ONLINE LEARNING
Online and big-data solutions have become increasingly popular in the pastfew years, with a rekindled interest in stochastic optimisation [Bottou,1998, 2010]. This may be attributed to the huge abundance of data
triggered by advances in sensor equipment, surveillance techniques and the logging
of human behaviour, i.e. social media. Pattern extraction from big amounts of data
necessitates a more adaptive approach to conventional oﬄine learning algorithms.
Thus, rather than regarding the available data in its entirety, which would induce
significant computational costs and long delays, we need inference algorithms able
to progressively refine the model estimates by processing a small subset of the data
at a time. The benefit of such an approach is twofold. We are first able to use
the so obtained model almost immediately to perform predictions and we expect
that those predictions will become more accurate with time. Second, we are able
to capture time evolving phenomena with a more dynamically adaptive approach.
An important trade-oﬀ with online approaches is that we are frequently forced to
compromise in terms of accuracy.
In the field of robotics, in particular, where the amount of available data is usually
manageable, the importance of online approaches lies into their dynamic nature.
Indeed, there is a strong demand in the field for algorithms that would adaptively
learn and refine their model of reality so as to be able to integrate robotic application
more successfully and naturally into human life.
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Nevertheless, online versions of complex algorithms still remain a formidable
challenge, as well as a field of vibrant research. In this regard, we believe that
robotics could highly benefit from recent advances in stochastic optimisation and
that online methods could provide the momentum needed towards more eﬀective
real-life robotic applications. This belief is reinforced by an increasing amount
of work towards formulating online algorithms for robotic applications, such as
learning robot dynamics [De La Cruz et al., 2012] and kinematics [Damas &
Santos-Victor, 2012; Droniou et al., 2012].
Motivated by the aforementioned points, we present a novel online training algo-
rithm for the Quantum Mixture Model (QMM). The proposed approach builds
upon recent advances in several fields, such as machine learning, quantum statis-
tics and stochastic optimisation, to yield a powerful framework for incremental
learning and prediction from multiple demonstrations. We also present an eﬀective
component production and pruning scheme to facilitate learning, in cases when
the data depart form the iid1 assumption.
We demonstrate the eﬃcacy of our algorithm in a synthetic example, a series of
benchmark datasets and a learning by demonstration task.
5.1 online learning for quantum models
We envision an online training algorithm for the Quantum Mixture Model (QMM)
with the following key traits:
• Capacity to processes data on-the-fly.
• No need to store processed data-points.
• No need to iterate through the dataset.
1 iid: independent and identically distributed.
114
5.1 online learning for quantum models online learning
To achieve this purpose we shall orient ourselves towards stochastic gradient
descent methods, known to posses the desirable traits mentioned. More specifically,
averaged and second-order stochastic gradient algorithms have been shown to be
asymptotically eﬃcient, even after a single pass through the training set [Bottou,
1998] and data-points may be discarded as soon as they have been used for training.
The basic notion is that we move towards the direction of steepest ascend of the
objective function L on the parameters manifold, and this is captured by the
following updates:
ϑ(t+1) = ϑ(t) + ηt∇ϑL(yt,ϑ(t)) (5.1)
where as ϑ(t) and yt we denote the parameter and data vectors at time t respectively,
and L(·) is the model log-likelihood in the case of probabilistic models, but can also
be any other objective function with respect to which we wish to optimise. The
algorithm is guaranteed to asymptotically converge, provided that the stochastic
weights satisfy the following necessary conditions [Bottou, 1998]:
+∞∑
t
ηt = +∞ (5.2)
+∞∑
t
η2t < +∞ (5.3)
As the gradient of the objective function is evaluated at a single data point, it
constitutes a noisy estimate of direction. For that reason, second-order stochastic
gradient ascend algorithms are employed to speed-up convergence. They utilise
higher order information regarding the parameter space manifold. A popular choice
is to normalise the gradient with the Fisher Information Matrix (FIM) [McLachlan
& Krishnan, 2000], a quantity also known as the natural gradient [Amari, 1998]:
ϑ(t+1) = ϑ(t) + ηtI−1ϑ (ϑ(t))∇ϑL(yt,ϑ(t)) (5.4)
where the FIM is defined as follows:
Iϑ(ϑ) " Ep(yt)
[
(∇ϑL(yt,ϑ)) (∇ϑL(yt,ϑ))T |ϑ
]
(5.5)
or under certain regularity conditions coincides with the expectation of the Hessian:
Iϑ(ϑ) " −Ep(yt)
[
∇2ϑL(yt,ϑ)|ϑ
]
(5.6)
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Natural gradient ascend algorithms have been popular lately and successfully
employed in formulating online training algorithms for a few well-established
statistical models, such as the Latent Dirichlet Allocation (LDA) [Hoﬀman et al.,
2010] and the Hierarchical Dirichlet Process (HDP) [Wang et al., 2011]. The reason
is that the natural gradient captures the Riemannian structure of the parameter
space of a statistical model and the FIM is the only invariant measure of that
structure.
The online EM outlined in the next section yields updates of similar form to the
above, which have been proven to asymptotically converge to the natural gradient
descent updates.
5.1.1 Proposed Approach
5.1.1.1 Online EM
However, a shortcoming of stochastic gradient ascend is that the updates may
not necessarily meet all constraints and enforcing certain constraints may be very
diﬃcult. The main problem is focused on the covariance matrix, whose positive
semi-definiteness is not guaranteed at each time-step and is very diﬃcult to enforce
through regularisation, a fact that severely impairs learning.
For that reason we shall employ a similar stochastic update algorithm, based on
the EM algorithm, which guarantees that all constraints imposed are in fact met
at each time step. The online EM was first introduced in [Sato & Ishii, 2000] for
the NGN. It was subsequently generalised in [Cappé & Moulines, 2009], where the
authors present a proof convergence and asymptotic equivalence to natural gradient
ascend. Moreover, the algorithm performs simple and eﬃcient updates, utilising the
suﬃcient statistics of the exponential family so as to avoid redundant calculations.
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The online EM for conventional GMMs is summarised by the following set of
equations:
E − step :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
s
(k,1)
t = ϕkt = p(k|yt;Θ(t))
s
(k,2)
t = ϕktyt ,∀k
s
(k,2)
t = ϕktyty
T
t
(5.7)
Updates :
{
S
(k,p)
t = (1− ηt)S(k,p)t−1 + ηts(k,p)t ,∀k, p (5.8)
M − step :
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
πk = S
(k,1)
t , µk =
S
(k,2)
t
S
(k,1)
t
Σk =
S
(k,3)
t −S(k,1)
−1
t S
(k,2)
t S
(k,2)T
t
S
(k,1)
t
(5.9)
where as p(k|yt,Θ(t)) we denote the responsibility of cluster k for data-point yt.
The algorithm is guaranteed to asymptotically converge, provided that the stochas-
tic weights ηt satisfy the conditions in eqs. 5.2 and 5.3.
During our empirical evaluation we have also compared against the more robust
Student-t mixture model, for which we have adapted the online EM algorithm
accordingly. The formulation is presented in eq. 5.11 for brevity and since it does
not, to the best of our knowledge, appear elsewhere in the literature.
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E − step :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
s
(k,1)
t = ϕkt =
πkt(yt|ϑk)∑K
j=1 πjt(yt|ϑj)
ukt =
νk+D
νi+∆(yt;µk,Σk)
s
(k,2)
t = ϕtiukt
s
(k,3)
t = ϕktuktyt
s
(k,4)
t = ϕkt ln ukt
s
(k,5)
t = ϕktuktyty
T
t
(5.10)
Updates :
{
S
(k,p)
t = (1− ηt)S(k,p)t−1 + ηts(k,p)t (5.11)
M − step :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
πk = S
(k,1)
t , µk =
S
(k,3)
t
S
(k,2)
t
Σk =
S
(k,5)
t −S(k,2)
−1
t S
(k,3)
t S
(k,3)T
t
S
(k,1)
t
νi : ln
(
νk
2
)
− ψ
(
νk
2
)
+ ψ
(
νn−1k +D
2
)
− ln
(
νn−1k +D
2
)
+ S
(k,4)
t −S(k,2)t
S
(k,1)
t
+ 1 = 0
(5.12)
where
t(yt|ϑk) =
Γ
(
νk+D
2
)
|Σk|−
1
2
(πνk)
D
2 Γ
(
νk
2
) [
1+ ν−1k ∆(yt;µk,Σk)
] νk+D
2
(5.13)
and νk are the degrees of freedom, D the dimensionality of the observations and
∆(·) the Mahalanobis distance.
A proof of convergence for the online EM is provided in [Cappé & Moulines, 2009],
which covers all non-quantum models, namely the oGMM and oSMM.
In the case of the online Quantum Mixture Model (oQMM), we propose for the
point-wise responsibilities ϕtk to be approximately updated using the derivative
shown Chapter 4, eq. 4.31. We have observed that this proposal works very well
in practice, empirically establishing that the algorithm converges at least as fast
and outperforms conventional models, in most occasions.
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Concluding, all algorithms require an inhibition phase, equivalent to bootstrapping
or warm-up. A period during which we update the global statistics, but suppress
the M-step until suﬃcient information has been accumulated. The stability of each
subsequent update can also be facilitated by processing the data in mini-batches,
which accounts for a notable speed-up and is also reported to lead to performance
gains [Liang & Klein, 2009].
5.1.2 Component Manipulation (cm)
Manipulating the number of components is important in online algorithms, es-
pecially so, when we depart from the assumption that the data are presented
independently and identically distributed (i.i.d.) to the algorithm. An eﬀective
mechanism of component birth and decay can not only account for a substantial
speed-up, by pruning unneeded components, but also for a performance boost, by
adding components in areas misrepresented by the model.
Following the analysis in [Sato & Ishii, 2000], we propose the following mechanism.
5.1.2.1 Component Pruning and Reset
In case the mass of a component diminishes, we need to act to remove it or reset it.
Deleting components is straightforward, however we note that it is necessary to
re-normalise global statistics S(k,1).
Resetting a component involves resetting it’s mixing coeﬃcient and covariance
matrix. The mixing coeﬃcient is set to 1K , where K is the number of components,
and the covariance is set broad enough. We have randomly initialised the covariances
to diagonal matrices drawn from a uniform distribution U [0, 0.1], however this is
expected to diﬀer according to the data variance.
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In this case, we also perform an inverse E-step to update global statistics as follows:
inverse
E − step
:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
S
(k,1)
t = π
(new)
k ,∀k
S
(k,2)
t = S
(k,1)
t µk
S
(k,3)
t = S
(k,1)
t Σk+
+S(k,1)
−1
t S
(k,2)
t S
(k,2)T
t
(5.14)
5.1.2.2 Component Generation
If one, or more, data-points are not represented with suﬃciently large likelihood
by any of the existing components, we create a new one centred at the mean of the
misrepresented points and with a suﬃciently large default covariance.
To be more specific, a data-point is considered as misrepresented by the current
mixture model, when its likelihood, under all current components, is below a certain
threshold. Similar to the previous case, the threshold has to be chosen wisely and
depends on the model. We have used a likelihood threshold of 0.001 for Gaussian
densities and 1 for Student-t densities.
The initial mixing coeﬃcient is set to 1K .
5.2 empirical evaluation
5.2.1 Implementation and Setting
Among the models evaluated, we have implemented the online versions of the
GMM and SMM, LWPR and the oGP. For the Locally Weighted Projection
Regression (LWPR) [Vijayakumar et al., 2005], we have used the authors’ LWPR
library [Klanke et al., 2008; Vijayakumar & Klanke]. For the online Gaussian
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M Nm α γ Ni
Synthetic 10 1 0.6 0.09 100
S.-A. [Schaal & Atkeson, 1998] 30 1 0.8 0.09 50
pumadyn [Corke, 1996] 30 1 0.8 0.09 50
L8s (t,x) 30 30 0.8 0.09 170
L8s (t,x) + cm - 30 0.85 0.09 30
L8s ( .x,x) 30 20 0.8 0.09 170
Table 5.1: Main hyper-parameters used in all experiments.
Process (oGP), we utilise a Matlab version of the OTL library that appears in [Soh
& Demiris, 2012; Soh et al., 2012]. Testing was conducted in Matlab 2012b on an
Ubuntu Linux PC, i7 3.4GHz, 16GB RAM.
Parameters for LWPR and the oGP were fixed to the recommended defaults. For the
oGP, we have chosen a moderate number of 50 basis vectors for all experiments. All
other methods are run with common parametrisation and initialisation for impartial
comparisons. The main hyper-parameters for each experiment are presented in
Table 5.1, where M is the number of components, Nm is the mini-batch size, α is
the parameter of the stochastic coeﬃcients ηt = n−α, γ is the quantum parameter
and Ni is the length of the inhibition phase.
5.2.2 Synthetic Experiment
During our experimental evaluation and besides the performance gains achieved
by the oQMM, we have also observed consistently higher numerical stability. This
could be attributed to the more balanced component weighting induced by the
quantum eﬀects, as illustrated in the following synthetic example.
For the purpose of the experiment, we have randomly generated 20 datasets of
5000, 2D data-points, sampled from an equally weighted mixture of 3 Gaussians
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(a) Online GMM. (b) Online QMM.
# Spurious Clusters
0 125 250 375 500
oGMM
oQMM
(c) Number of spurious clusters.
Figure 5.1: Synthetic: Component #8 has a low rank covariance matrix leading to
numerical instabilities in higher dimensional datasets.
Method/Dataset Schaal-Atkeson
LWPR 5.44± 0.72
oGP 40.7± 7.96
oGMM 4.55± 1.34
oSMM 5.20± 0.99
oQMM 4.02± 1.32
Table 5.2: Function approximation: Test-set MSE for the Schaal-Atkeson [Schaal &
Atkeson, 1998] benchmark. Scale of results is 10−3.
with randomly chosen covariances and deterministically chosen means suﬃciently
far apart. We have repeated training over 10 independent runs for each dataset to
accumulate statistics and reduce variance attributed to random initialisations. The
model was purposely over-specified with the number of components set to K = 10.
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Method/Dataset
pumadyn [Corke, 1996] (10−2)
8fm 8fh 8nm 8nh
LWPR 1.36 8.87 9.71 12.8
oGP 2.34 13.77 5.65 14.32
oGMM 4.59± 1.000 9.20± 0.76 8.79± 3.16 12.33± 1.77
oSMM 3.64± 0.980 9.37± 0.91 7.31± 1.50 10.86± 1.07
oQMM 2.31± 0.280 8.38± 0.27 5.33± 1.0 9.77± 0.65
Table 5.3: Robot dynamics: Test-set mean square error for the pumadyn [Corke, 1996]
dataset.
Figure 5.2: Function approximation: Best surfaces for all evaluated methods.
Under this setting, we observe that the oGMM tends to be more prone to producing
unstable, spurious clusters with a typical case shown in fig. 5.1. Examining the
components with regard to the largest eigenvalue of their covariance, we found
that the oGMM produced 445 components with maximum eigenvalue below 10−4,
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while the oQMM produced only 2. This eﬀect becomes more intense in higher
dimensional datasets and can lead the oGMM to numerical instability, whereas the
oQMM remains less aﬀected.
5.2.3 Benchmark Data
5.2.3.1 Noisy Function Approximation
The first benchmark is a non-linear function approximation problem under the
presence of noise, proposed in [Schaal & Atkeson, 1998] and also adopted in [Sato
& Ishii, 2000] and [Vijayakumar et al., 2005].
y = max
{
e−10x
2
1, e−50x
2
2, e−5(x
2
1+x
2
2)
}
+N (0, 0.01) (5.15)
Points drawn from the noisy function, the form of the noisy surface and the original
surface can be seen in the first 3 subplots of fig. 5.2 respectively.
We have randomly generated 20 training datasets using eq. 5.15, by drawing 5000
points x from a uniform distribution U [−1, 1]. In order to account for diﬀerent
random initialisations, we execute each of the oGMM, oSMM and oQMM 10 times
for each dataset with common parametrisation and initialisation. LWPR and the
oGP are executed once for every dataset, as they exhibit an almost deterministic
behaviour.
The accumulated statistics are presented in Table 5.2. By applying the student-t
test we have established that the diﬀerences of all presented results are statistically
significant at the confidence level of 5% or less. The best predicted surface for each
evaluated method is presented in fig. 5.2.
The quantum mixture achieves the best results in this experiment, around 13%
better than the conventional mixture, 29% better than the Student-t mixture and
over 35% better than LWPR. The online Gaussian process performs poorly in this
experiment.
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Figure 5.3: Experimental setup of NAO robot drawing lazy figure 8s.
5.2.3.2 Puma Robot Dynamics
For our second experiment we consider 4, 9-dimensional datasets from the well-
known Puma robot dynamics benchmark (pumadyn) [Corke, 1996]. The task is to
learn the simulated forward dynamics of a Puma 560 robot arm.
Specifically, the 8 first dimensions are used as inputs, consisting of joint angular
positions and velocities for 3 links and torque values for two joints. The last
dimension is the target variable and represents the angular acceleration of the third
link. The name of each dataset starts with an integer indicating dimensionality,
followed by two letters denoting the non-linearity and noise levels respectively
(with f standing for “fairly linear”, n “non-linear”, m “medium noise” and h “high
noise”).
Out of 8192 available data-points, we use the first 7192 for training and the rest
for testing. We have executed 50 repetitions of the oGMM, oSMM and oQMM to
accumulate statistics and account for random initialisation. LWPR and the oGP
were executed once for each dataset, as their performance is almost deterministic.
Our results can be seen in Table 5.3. We can observe that LWPR proves especially
eﬀective in fairly linear datasets, regardless of their noise levels, while the oGP
is eﬀective in cases of moderate noise, regardless of the level of non-linearity. On
the contrary, the oQMM seems to perform well in both aforementioned cases,
exhibiting invariant performance regardless the non-linearity or noise level,thus
constituting a more generally applicable method. It should be noted that, at the
least challenging dataset 8fm, LWPR performs better than the oQMM. Despite
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(a) Training data: Upper left: Joint positions
with respect to the experiment’s drawing plane.
Lower left: Angular velocities (rad/s) for each
joint. Right: Angular positions (rad) for each
joint. (figure best viewed in colour)
(b) Predicted trajectories obtained by all eval-
uated methods. X-Y is the drawing plane
of our experiment. (figure best viewed in
colour)
Figure 5.4: Multi-shot LbD: Case-study training dataset of NAO drawing lazy figure 8s.
that, in all remaining datasets the oQMM achieves equivalent or superior results
to all rival methods.
5.2.4 Case Study: Multi-Shot Trajectory LbD
Our case study is a multi-shot LbD task, namely drawing lazy figure 8s, as shown
in fig. 5.3. The task might appear trivial, however in the high dimensional joint
space it entails severe challenges for learning algorithms and for that reason is
regarded a classical benchmark [Vijayakumar et al., 2005].
In our experiments, we make use of the NAO robotic platform (academic edition);
a humanoid robot with 27 DoF, a subset of which is employed in this case. We have
obtained 12 distinct demonstrations of lazy figure 8s presented to the NAO robot
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(t,x) (t,x) + cm (x, v)
LWPR 4.221 3.558
oGP 5.947 4.774
oGMM 2.902± 0.6 2.517± 0.6 2.850± 1.7
oSMM 2.986± 0.7 4.240± 0.1 2.214± 0.7
oQMM 2.688± 0.4 2.296± 0.4 2.173± 0.8
Table 5.4: Multi-shot LbD: Test-set trajectory reconstruction MSE. (10−3)
by means of kinesthetics. Extra care has to be devoted so as each demonstration to
be performed in consistent speed or alternatively the trajectories could be subjected
to online time warping. Each demonstration is consisted of 170, 5-dimensional
data-points: 4 joint angle positions x and the time component t. We have used the
first 11 demonstrations for training and the last for testing. As can be seen in fig.
5.4a, the dataset is severely ridden with noise. Furthermore, each demonstration
has diﬀerent points of origin and relatively few data-points. All those characteristics
combined constitute a formidable challenge for any algorithm.
We consider two diﬀerent learning scenarios. According to the first, the predictor
variable is the time component of the demonstrated task t and joint angle positions
x serve as response variables. This setting is frequently employed with Gaussian
processes, where time is considered the free variable of the experiment. The second
scenario is a more challenging one and consists of predictions regarding the next
step velocities v, given previous step joint angle positions x. This is because
the velocities are considerably noisier (fig. 5.4a) and task reproduction requires
predictions of higher precision. In this case the error metric we employ is the
trajectory reconstruction error, calculated from the predicted velocities.
The results, as shown in Table 5.4, reveal that for the first scenario (t,x), the
oQMM performs better than both oSMM and oGMM from around 8%− 11% and
much better than LWPR and oGP. Regarding the component manipulation (cm)
scheme, we have found that it performs reasonably well, achieving around 17%
higher accuracy with lower computational costs.
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In the case of the second scenario (x, v), the best method is still the oQMM, with
the oSMM also performing at the same level. In fig. 5.4b we can see an example
of the best fit of reconstructed trajectories for the oGMM, oSMM and oQMM.
We can see that the shape of the trajectory yielded by the oQMM is considerably
better. Although generally achieving low reconstruction errors, the component
manipulation scheme was not consistent enough in this scenario.
5.2.5 Generalisation
Following a similar setting to Section 4.2.3, we aim at assessing the proposed
algorithms under data deprivation and on a wider testing set. However, this is
more diﬃcult here for the following reasons:
• The online algorithms evaluated in this section are not designed to train from
small dataset, rather the oposite.
• All evaluated algorithms do not iterate through the datasets, but consider
each datapoint only once. This fact is expected to severely diminish their
eﬀectiveness under the presence of very few training examples.
• In the present setting the dataset is already much smaller than required by
online algorithms and further reducing it is expected to cause stability issues.
Nevertheless, we shall attempt to push our algorithms to the limit and try to
tentatively draw some conclusions.
Our results are presented in fig. 5.5. We have only reached up to 4 sequences for
testing and 8 for training, until we observed severe instability of the evaluated
algorithms. From fig. 5.5 we may observe that all methods disintegrate rapidly
when less than 10 demonstrations are available for training. More specifically, the
oGP is the most sensitive to the reduction of the training set. The rest of the
methods perform similarly, with the LWPR being quite stable for small training
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Figure 5.5: Multi-shot LbD: In this figure we depict the median test MSE, as we
gradually increase the testing set (and decrease the training set).
sets. The oSMM also performs quite well and finally the oGMM and oQMM
achieve average performance.
5.2.6 Note on Computational Cost
The fastest method is the oGP as it enjoys simple gradient update equations. It is
followed by the conventional mixture model, whose cost is dominated by a vector
outer product with complexity O(D2), where as D we denote the dimensionality
of the data. The oQMM is more computationally intensive than the oGMM, due
to the fact that it requires one extra matrix exponential. Finally, LWPR and
especially the oSMM are the most computationally intensive. In the former this
can be due to the fact that a large number of local linear models is needed in order
to eﬀectively model data exhibiting high degree of non-linearity. In the case of
the oSMM, we cannot analytically solve w.r.t. the Degrees of Freedom (DoF) of
the Student-t distribution and thus we resort to costly numerical methods, which
introduce high computation burden.
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5.2.7 Accuracy VS computational time
In this section, following the similar discussion of Section 4.2.5, we shall comment
upon the benefits of the oQMM in contrast with the computational costs it induces
compared to the conventional mixture model (oGMM). More specifically, we focus
on the velocity-position experiment of Section 5.2.4. We have recorded the mean
model update and prediction time resulting from 50 runs as follows:
• GMR: 9.66± 0.45
• QMR: 12.1± 0.66
In order to obtain the aforementioned timings, we have used a MacBook Pro,
dual-core Intel Core i7 2.8GHz, 8GB of RAM, running Matlab 2014b under OSX
10.10.
We can observe that the extra computational time of the oQMM is 30.8%, while
the oGMM error is 31.1% higher. This means that 1% of error reduction comes at
a cost of approximately 1% increase in computational time.
5.3 conclusion
In this chapter, we have presented the online quantum mixture model, a powerful
framework for robot learning by demonstration. Our approach is based on quantum
mixture regression and recent advances in stochastic optimisation. We also provide
a component manipulation scheme, which can result in higher performance and
lower computational costs.
Our method is especially suited for large, complex datasets. It exhibits higher
numerical stability and is generally applicable regardless the noise or the non-
linearity level of the data. We have also shown that it performs very well in a
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demanding multi-shot learning by demonstration application, where it enjoys higher
accuracy of prediction and trajectory reconstruction.
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Part III
LEARNING FROM INCOMPLETE
DATA
6
MULTI -KERNEL GPDS
Although sensor equipment is becoming increasingly precise and reliablenowadays, it is sometimes impossible to avoid the manifestation ofmissing data. Even when using highly expensive motion capture systems
or surveillance equipment, the data may suﬀer from severe corruption and/or may
require manual rectification. The problem is intensified in case we only have low-
cost equipment in our disposal, such as the popular Kinect sensors. As technological
advances facilitate the data collection process, it becomes progressively easier to
collect large amounts of data and make them publicly available. Very few of those
datasets however are free of corruption and manually rectifying them may be costly
or even impossible.
In data completion problems the main approaches in the literature employ either
supervised or unsupervised learning. In the case of supervised methods, learning is
performed on a set of complete training sequences and rectification of incomplete
sequences is performed by means of the posterior predictive distribution of the
trained model. This is rather more restrictive scenario, as it may be diﬃcult to
obtain a suﬃciently large set of complete training sequences. There are many
relevant example in the literature employing a plethora of models, such as the
Gaussian Process (GP), the Hidden Markov Model (HMM), Linear Dynamical
Systems (LDS) etc.
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On the contrary, unsupervised learning, which is performed solely on the incom-
plete data, pertains to a more realistic situation for practical applications. In
this case missing data prediction may also be achieved by means of the model
predictive distribution, however this frequently intractable. In order to overcome
the intractability of the predictive posterior, we may resort to approximations such
as Variational Bayesian (VB) [Opper & Archambeau, 2009], sampling methods
[Brooks et al., 2011] or Maximum a-Posteriori (MAP) predictions [Zhou et al.,
2011]. The latter, although being a rough approximation, is applicable in a wider
range of models than VB, it is less computationally intensive than sampling and
often provides a good enough estimate. Similar approaches are widely adopted in
image processing, such as inpainting1 [Paisley et al., 2010b].
In the non-sequential unsupervised case, the missing data problem in question
has previously been approached from a matrix completion perspective [Ma et al.,
2014]. A variety of algorithms have been proposed over the years, the great
majority of which focus on point-wise optimisation imposing various types of
regularisation constraints for more eﬀective learning [Marjanovic & Solo, 2012;
Candès & Tao, 2010] and with many successful applications [Kalogerias & Petropulu,
2014; Parhizkar et al., 2013]. Statistical approaches, on the contrary, enjoy a number
of comparative merits stemming mainly from the fact that inference, rather than
optimisation, is employed. As a result, such methods are less prone to overfitting
and have also been reported to achieved superior performance [Babacan et al.,
2012].
Modern statistical methods usually focus on image processing [Zhou et al., 2010,
2012] or collaborative filtering [Yang et al., 2012; Sun et al., 2014] and few have been
formulated to explicitly model temporal data. Furthermore, although unsupervised
missing data completion is common in image inpainting, this concept has not been
extensively employed for sequential data, where learning is usually performed in a
supervised manner.
1 Interpolation of the pixels removed from random locations in the image.
134
multi-kernel gpds multi-kernel gpds
A model that is widely adopted for the purpose of data completion in general
is the GP [Rasmussen & Williams, 2004]. This is mainly due to the fact that
GPs are powerful non-parametric models, allowing us to impose high level data
characteristics, such as smoothness, trend or periodicity. This is possible by
selecting the appropriate functional form of the kernel matrix. This convenient
property of the GP has been successfully used, for example, in [Duvenaud et al.,
2013] for the purpose of creating the “automated statistician” by selecting and
interpreting the characteristics of the most probable kernel structure for a given set
of data. Alternatively to using single GPs, some researchers have explored models
consisting of linear superpositions of GPs [Titsias & Lázaro-Gredilla, 2011], which
is shown to increase the model’s descriptive power, with further relevant examples
found in [Wilson et al., 2012] and [Luttinen & Ilin, 2009].
An interesting generalisation to the conventional GP for the unsupervised case
(where no observed covariates are available) is the Gaussian Process Latent Variable
Model (GPLVM). The model assumes lower-dimensional latent input covariates,
giving rise to a powerful non-linear factor model. The GPLVM has been applied
with considerable success in data visualisation [Lawrence, 2003], dimensionality
reduction [Lawrence, 2005], classification [Urtasun & Darrell, 2007] and time-series
modelling [Lawrence & Moore, 2007]. Its eﬃcacy has also been previously shown
in data completion applications [Zhou et al., 2010].
The underlying concept of the GPLVM has initiated vigorous research in the field
of Gaussian processes, giving rise to a variety of models able to capture data
dynamics in motion and financial time-series [Alvarez et al., 2009b; Hartikainen
et al., 2012]. Recently a Bayesian formulation of the GPLVM has been devised in
[Titsias & Lawrence, 2010] by using the concept of inducing variables in order to
ameliorate some of the intractabilities encountered during inference.
Further extending the notion of latent covariates towards modelling temporal data,
Damianou et. al. [Damianou et al., 2011] introduced a hierarchical model with
an intermediate latent layer and a kernel governed by time, dubbed the Gaussian
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Process Dynamical Systems (GPDS) and later developed the deep GP [Damianou
& Lawrence, 2013] by introducing multiple such intermediate latent layers.
In this chapter, we propose a multi-task, multi-kernel model consisting of GPDS
factors that we shall dub the Multi-GPDS. We form a dictionary of non-linear
temporal factors shared among multiple tasks in order to achieve information
transfer across tasks with significant merits in terms of reconstruction accuracy.
We have observed considerable performance gains compared to popular methods
in the literature. More specifically, we compare against the following methods:
Interpolation, SVT [Cai et al., 2010], FPC [Ma et al., 2011], VBMC [Babacan
et al., 2012], SS-GP [Titsias & Lázaro-Gredilla, 2011], as well as some variations
of the aforementioned models. For more information we refer to the experimental
section of this chapter.
6.1 theoretical background
6.1.1 Gaussian Processes
A Gaussian process is formally defined as a possibly infinite collection of random
variables [f(x1), f(x2), ...], any finite subset of which follows a joint Gaussian
distribution [Rasmussen & Williams, 2004].
More specifically, the training data D = (y,X) consist of an observation vector
y = [yt]
T
t=1 and a covariate matrix X = [xt]
T
t=1, where, in general, xt lies in a
Q-dimensional space, xt ∈ RQ. The observations are modeled as follows:
yt ∼ N
(
f(xt),σ2
)
(6.1)
f ∼ N (0,K(X,X)) (6.2)
where f = [ft]Tt=1 and each random variable ft = f(xt) represents the value of
the function given input xt.
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In that perspective, a Gaussian Process (GP) can be viewed as a prior distribution
over the set of all possible functions f(x), with some characteristics dictated by
the functional form of the kernel matrix K(X,X).
For a set of test points X∗, direct inference is tractable for this model as follows:⎡⎢⎢⎣ y
f∗
⎤⎥⎥⎦ ∼ N
⎛⎜⎜⎝0,
⎡⎢⎢⎣ K(X,X) + σ2I K(X,X∗)
K(X∗,X) K(X∗,X∗)
⎤⎥⎥⎦
⎞⎟⎟⎠ (6.3)
E [f∗|D,X∗] =K(X∗,X)
[
K(X,X) + σ2I
]−1
y (6.4)
V [f∗|D,X∗] =K(X∗,X∗)−
−K(X∗,X)
[
K(X,X) + σ2I
]−1
K(X,X∗)
The ability to conduct direct inference is very convenient, although it does not
scale well with the size of the training set as it is dominated by the inversion of an
T × T matrix with complexity O
(
T 3
)
.
In order to account for multiple dimensions, we could either impose a common
or independent GP priors per dimension, with the latter being preferable to the
former [Rasmussen & Williams, 2004].
6.1.2 Gaussian Process Latent Variable Models
Let us now consider a multi-dimensional set of observed data Y ∈ RT×D and no
known corresponding covariates X. We may still assume that the observed data
can be accurately represented by a latent covariate space X ∈ RT×Q of lower
dimensionality Q≪ D through a non-linear relationship.
Given the latent covariate space X, the GPs are postulated to be independent
across dimensions, giving rise of the following factorisation.
p(Y |X) =
D∏
i=1
p (yi|X) (6.5)
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where as yi we denote a vector consisting of the ith column of Y . Note that we
follow a completely analogous notation for the rest of this chapter.
The corresponding probability distribution of yi is given by:
p (yi|X) = N
(
yi|K(X,X) + σ2I
)
(6.6)
6.2 proposed approach
6.2.1 Motivation
Let us now consider the case we have multiple sequences in our disposal, but
perhaps none of which are complete. Each sequence Y n ∈ RT×D consists of
multi-dimensional observations and we constrain them to be of fixed length T . The
sequences may be of either the same or diﬀerent tasks, with the assumption that
there is at least some redundancy to be harnessed among them.
We envision a model able to take into account the sequential nature of the data
and the redundancies that manifest themselves among repetitions of a single task
as well as those across diﬀerent tasks. This could be achieved by supposing that
our sequences are a linear superposition of a finite dictionary of not necessarily
linear basis functions, shared among all instances. Indeed, this notion is frequently
encountered in the literature for the purpose of modeling both image [Zhou et al.,
2011, 2012] and motion data [Vollmer et al., 2012].
In the past, researchers have considered imposing either spherical Gaussian priors
[Babacan et al., 2012] or full GP priors [Titsias & Lázaro-Gredilla, 2011] in the
context of matrix completion and collaborative filtering with great success. Indeed,
it has been well documented that certain datasets, such as motion and sound, may lie
in much lower dimensional manifolds than those they are presented in [Vijayakumar
et al., 2005]. Nevertheless, the assumption that this manifold coincides with the
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T
j ∈ 1 : Nh
n ∈ 1 : N
i ∈ 1 : D
t
Xj
γj φij ηj
wnj f ij
yni
Figure 6.1: Simplified plate diagram of the proposed model (Multi-GPDS), showing roughly
the dependence between variables. Note that yni,f ij ,φij ∈ RT×1 and Xj ∈
RT×Q, with Q being the dimensionality of the latent covariate space.
time component could be a bit restrictive. In fact, it is quite possible that the
optimal manifold is not one dimensional and, even if it is, it might be represented
by more complex one-dimensional trajectories.
6.2.2 Model Formulation
As we have described in the previous section, the training set D = {Y n}Nn=1
consists of N sequences of D-dimensional data in time, denoted as Y n ∈ RT×D.
We postulate that they can be represented by a dictionary of non-linear basis
factors denoted as f ij ∈ RT×1 shared among all sequences as follows:
yni ∼ N
⎛⎝yni| Nh∑
j=1
wnjf ij , β−1I
⎞⎠ (6.7)
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We define the aggregate loadings matrix W ∈ RN×Nh, with [W ]nj " wnj on
which we impose a spherical Gaussian prior with column-wise sparsity as follows:
wj ∼ N (wj |0, γ−1j I) (6.8)
where as wj we denote the jth column of the loading matrix W .
As for the basis functions, we choose a Gaussian Process Dynamical Systems (GPDS)
prior distributions, one for each latent basis matrix and with a diﬀerent latent
set of covariates Xj " {xtj}Tt=1, with xtj ∈ RQ. This choice was made so as to
achieve a rich non-linear structure.
f ij |φij ∼ N
(
f ij |φij , η−1j I
)
(6.9)
φij |Xj ∼ N
(
φij |0,K(j)xx (Xj ,Xj)
)
(6.10)
xqj |t ∼ N
(
xqj |0,K(j)tt (t, t)
)
(6.11)
Finally, we impose Gamma priors on the precision parameters {γj , ηj}Nhj=1:
γj ∼ G
(
aγ ,
1
bγ
)
(6.12)
ηj ∼ G
(
aη,
1
bη
)
(6.13)
and a standard Jeﬀrey’s prior for the precision of the likelihood β:
p(β) = β−1 (6.14)
A simplified plate diagram of the proposed model is presented in fig. 6.1.
6.2.3 Variational Posterior Inference
6.2.3.1 Inducing Variables
Variational inference is, of course, intractable for this model due to the non-linear
relationship between Xj and φij in eq. 6.10. However, tractable inference can be
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achieved by introducing the concept of “inducing variables” [Titsias & Lawrence,
2010], as shown in [Damianou et al., 2011] for the conventional GPDS. This concept
is directly applicable to our case as well. More specifically, we can augment our
original problem by introducing M ≪ T extra auxiliary sample points drawn from
the same prior distribution as the original sample φij , but located on a diﬀerent
set of latent locations Zj :
uij ∼ N (0,K(j)xx (Zj ,Zj)) (6.15)
For notational simplicity and in order to explicitly indicate the dimensionality of the
corresponding kernel covariance matrices, we shall make the following notational
replacements:
• K(j)xx (Xj ,Xj)→KTT
• K(j)xx (Xj ,Zj)→KTM
• K(j)xx (Zj ,Zj)→KMM .
Note that we have also dropped the factor indices from the kernel matrices
{KTT ,KTM ,KMM} and will henceforth assume they refer to factor j although
not explicitly indicated.
Given the inducing variables udj , our initial sample can be directly retrieved as
follows:
p(φij |uij ,Xj ,Zj) = N (φij |Bjuj ,Sj) (6.16)
Bj =KTMK
−1
MM (6.17)
Sj =KTT −KTMK−1MMKMT (6.18)
by doing so, we do not need to impose an explicit posterior on the original GP
sample φij , but rather we can simply update it through the auxiliary sample uij .
Type-II maximum likelihood is now only necessary for the much smaller set of still
intractable latent locations Zj , while inference becomes tractable for Xj .
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6.2.3.2 Variational Factorisation
Given the aforementioned augmented set of variables, the variational posterior for
our model is factorised as follows:
q(W ,H ,F ,Φ,U ) =
N∏
n=1
q(wn)
T∏
t=1
D∏
i=1
q(f ti)
·
D∏
i=1
Nh∏
j=1
p(φij |uij ,Xj)q(uij)
·
Nh∏
j=1
Q∏
q=1
q (xqj) q (γj) q (ηj) q (β)
It should be noted that, similar to [Babacan et al., 2012], we have chosen a row-wise
factorisation for the loadings W and factors F i, diﬀerent from the column-wise
factorisation used in the prior. This would not be the natural choice since we
normally aim to capture dependancies among data-points in time (rows), rather than
among factors (columns) [Luttinen & Ilin, 2009]. However, variational inference
for the column-wise factorisation yields diagonal posterior covariance matrices and
fails to represent the intended relationships, while a row-wise factorisation allows
for a richer dependency structure.
6.2.3.3 Variational Posterior Distributions
factors and loadings posteriors Optimising the lower bound yields
analytical updates for most of the random variables in our model. We present our
results in this section.
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The posterior of the factor loadings wn is formulated as follows:
q(wn) = N (wn|µwn,Σwn) (6.19)
Σwn = [Γ+ V n]
−1 (6.20)
µwn = Σwncn (6.21)
V n = ⟨β⟩
∑
(t,i)∈On
[
⟨f ti⟩ ⟨f ti⟩T + Σfti
]
(6.22)
cn = ⟨β⟩
∑
(t,i)∈On
ynit ⟨f ti⟩ (6.23)
with Γ = diag [⟨γ⟩].
As On we denote the set consisting of the dyads of indices (t, i) which are observed
in sequence Y n.
Note that V n is a full Nh ×Nh, rather than diagonal, matrix and consequently so
is the posterior covariance Σwn.
The posterior of the intermediate factor variables f ti can be formulated as follows:
q(f ti) = N
(
f ti|µfti,Σfti
)
(6.24)
Σfti = [H +Ln]
−1 (6.25)
µfti = Σfti [H ⟨φti⟩+ zn] (6.26)
Lti = ⟨β⟩
∑
n∈Oti
[
⟨wn⟩ ⟨wn⟩T + Σwn
]
(6.27)
zti = ⟨β⟩
∑
n∈Oti
ynit ⟨wn⟩ (6.28)
with H = diag [⟨η⟩].
Equivalently, as Otd we denote the set consisting of the indices of sequences Y n
for which the time-step t of dimension d is observed.
gaussian process dynamical system posteriors The posteriors
of the GPDS variables are slightly more complicated to formulate. An eﬃcient
solution for the conventional GPDS is presented in [Damianou et al., 2011], where
the authors are able to re-parametrise the problem according to [Titsias & Lawrence,
143
6.2 proposed approach multi-kernel gpds
2010]. We follow similar principles in devising our own solution, which is outlined
later on, in the section describing hyper-parameter optimisation.
More specifically, we only need to formulate the posterior of the inducing variables
udj , through which we are able to retrieve a posterior estimate for the φij ’s.
Following that, we may then completely disregard the uij ’s.
Let us denote the following expectations of the various kernel matrices w.r.t. the
latent locations:
ψ0 = tr
{
⟨KTT ⟩q(Xj)
}
Ψ1 = ⟨KTM ⟩q(Xj)
Ψ2 = ⟨KMTKTM ⟩q(Xj)
As shown in [Titsias & Lawrence, 2010], these expectations are tractable for certain
kernel functions. For notational simplicity we have dropped the factor index from
quantities {ψ0,Ψ1,Ψ2} and assume they all refer to factor j although not explicitly
indicated.
Optimising the lower bound yields the following solution for the posterior of the
inducing variables:
q (uij) = N
(
uij |µuij ,Σuij
)
(6.29)
Σuij =K
T
MMAjKMM (6.30)
µuij =K
T
MMAjΨ
T
1 µfij (6.31)
Based on the posterior of uij , we obtain the mean of φij , as follows:
µφij = ⟨ηj⟩Ψ1AjΨT1 µfij (6.32)
with Aj = (KMM + ⟨ηj⟩Ψ2)−1.
Another quantity necessary for the rest of the inference is the full posterior expec-
tation of
〈
φTijφij
〉
, which is as follows:〈
φTijφij
〉
= ψ0 − tr
{
K−1MMΨ2
}
+ tr {Ψ2Aj}
+ ⟨ηj⟩2µTfijΨ1ATj Ψ2AjΨT1 µfij
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For the above result we have used eq. 6.16 as well as the following:
⟨Bj⟩ = Ψ1K−1MM (6.33)〈
BTj Bj
〉
=K−TMMΨ2K
−1
MM (6.34)
tr {⟨Sj⟩} = ψ0 − tr
{
K−1MMΨ2
}
(6.35)
precision variables posteriors The posterior expectations of the
precision variables β, {γj}Nhj=1 and {ηj}Nhj=1 are given as follows:
⟨β⟩ = #O∑
(n,t,i)∈O
〈
(ynit −wTnf ti)2
〉 (6.36)
where O is the set of triplets (n, t, i) of observed data and #O is the cardinality of
this set.
⟨γj⟩ = 2a+N2b+
〈
wTj wj
〉 (6.37)
and
⟨ηj⟩ = 2a+ TD
2b+∑Di=1 〈(f ij −φij)T (f ij −φij)〉 (6.38)
The posterior expectations required for the above updates are given eq. (33)-(35).〈(
ynit −wTnf ti
)2〉
=
(
ynit − ⟨wn⟩T ⟨f ti⟩
)2
+ (6.39)
tr
{
µwnµ
T
wnΣfti + Σwnµftiµ
T
fti + ΣwnΣfti
}
(6.40)
〈
wTj wj
〉
=
N∑
n=1
(
[µwn ]
2
j + [Σwn ]jj
)
(6.41)
〈
fTijf ij
〉
=
T∑
t=1
([
µfti
]2
j
+
[
Σfti
]
jj
)
(6.42)
6.2.3.4 Hyper-parameter Optimisation
The hyper-parameters that are optimised rather than inference are the ones pertain-
ing to the individual GPDS factors. In order to estimate them, we follow closely
the approach introduced in [Damianou et al., 2011].
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The optimisation itself involves Type-II maximum likelihood with respect to:
1. The kernel hyper-parameters of latent kernel matrices KTT , KTM and
KMM .
2. The time kernel matrix Ktt.
3. The inducing locations Zj .
4. The parameters of the latent locations posterior distribution q(Xj) =
N (Xj |·).
As the posteriors q(Xj) are also Gaussian, we typically need to estimate means
and covariances, which involves O
(
T 2
)
number of parameters per factor. Due to
the high number of parameters this is both computationally intensive and slow
to converge. For that reason, the authors in [Damianou et al., 2011] have re-
parametrised the problem using a Gaussian approximation [Opper & Archambeau,
2009], involving O(T ) number of parameters and as a result the approach scales
much better with the number of training data.
In brief, the parameters to be estimated by gradient ascent methods are Θj ={
θ
(x)
j ,θ
(t)
j ,Zj ,λj ,µXj
}
. The likelihood terms dependent on those parameters can
be computed by integrating out all other random variables analytically.
To be more specific we begin by considering only the terms containing Θj . Then
we compute the expectation w.r.t. f ij , after which we can integrate out the rest
of the variables yielding the likelihood to be optimised in eq. 6.44. Finally, the
Gaussian integral Iij is given in eq. 6.45.
L(Θj) ∝ (6.43)
∝
Ny∑
i=1
∫
q(φij ,uij ,Xj) ln
N
(
f ij |φij , η−1j I
)
p(f ij ,uij ,Xj |t)
q(φij ,uij ,Xj)
dfdφdudX
=
Ny∑
i=1
ln Iij − 12 ⟨ηj⟩
∑
∀(t,i)
[
Σfti
]
jj
− 12 ⟨ηj⟩ψ0 +
1
2 ⟨ηj⟩ tr
{
K−1MMΨ2
}
−KL(q(Xj) ∥ p(Xj)) (6.44)
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#Sequences #Actions #Repetitions #Timepoints #Dimensions
Drawing 8s 24 1 24 121 4
Dance Primitives 449 6 {57,83,84} 73 69
HDM05 168 8 {16,20,52} 70 93
Table 6.1: Dataset details.
Iij =
∫
e
〈
lnN
(
µfij |Bjuij ,⟨ηj⟩−1I
)〉
N (uij |0,KMM )duij =
=
⟨ηj⟩
N
2 |KMM |
1
2
|KMM + ⟨ηj⟩Ψ2|
1
2
e
− 12µTfij
[
⟨ηj⟩I−⟨ηj⟩2Ψ1(KMM+⟨ηj⟩Ψ2)−1ΨT1
]
µfij(6.45)
6.3 empirical evaluation
6.3.1 Experimental Setting
6.3.1.1 Comparisons
For the purpose of empirically evaluating our approach we have compared against
popular models in the literature, some used as originally proposed and others
adapted to unsupervised sequence completion.
To be more specific, we aim at quantitatively assessing the eﬃcacy of two main
aspects of our model:
• The imposition of GPDS priors for dictionary components
• The coupled prior on factors and loadings (section 6.2.3.2)
For that purpose we compare against the following methods:
• Interpolation: The simplest way to conduct missing data reconstruction.
This method is aimed to serve as a baseline for all evaluated methods and
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highlight the necessity of more sophisticated approaches under the current
setting. The particular interpolation method we have used involves solving
an approximation to one of several partial diﬀerential equations in order to
interpolate or extrapolate the missing segments.
• SVT [Cai et al., 2010] and FPC [Ma et al., 2011]: The methods are dubbed
singular Singular Value Thresholding (SVT) and Fixed Point Completion
(FPC). They are both non-Bayesian and non-sequential models employing
point-wise optimisation for the purpose of matrix completion.
• SS-GP [Titsias & Lázaro-Gredilla, 2011]: This model relies on a likelihood
of the same functional form as the Multi-GPDS (eq. 6.7), with the diﬀerence
of a spike-and-slab prior on the loading weights and simple GPs in time
on the factors. Note that this method is the first one to employ a coupled
variational posterior of the type q(wˆnj ,hnj) = q(hnj)q(wˆnj |hnj), which
according to the authors in [Titsias & Lázaro-Gredilla, 2011] and our own
experience introduces performance benefits. Note also that this model employs
a fully factorized variational posterior of the type ∏n∏j q(wnj) rather than
a partially factorised one ∏n q(wn) as in the case of the VBMC, Multi-GP
and Multi-GPDS. For that reason this method is expected to capture less
dependancies, which may in some cases translate to lower performance.
wnj = wˆnjhnj
wˆnj = N (wnj |0, γ−1j )
hnj = Bernoulli(πj)
f ij ∼ GP(f ij |0,K(t, t))
• IBP-GP: A model otherwise identical to the SS-GP with the diﬀerence that it
assumes an Indian Buﬀet Process (IBP) prior [Griﬃths & Ghahramani, 2006]
on the factor loadings to induce sparsity. We have not found an equivalent
method in the bibliography (using GP priors on the factors), however the
extension is straightforward. Note that we adopt the same principle to the
SS-GP during inference by adopting a coupled variational posterior, which
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resulted in some performance gains. Due to the non-parametric IBP prior we
expect this method to perform better compared to its parametric counterpart
(SS-GP).
wnj = hnjwˆnj
hnj |u ∼ Bernoulli(πj(u))
πj(u) =
j∏
k=1
uk
uk ∼ Beta(γ, 1)
wˆnj ∼ N (wˆnj |0, γ−1j )
• VBMC [Babacan et al., 2012]: Variational Bayesian Matrix Completion
(VBMC) is a model assuming spherical Gaussian priors for the purpose of
general matrix completion. In order to use this method in our setting we
have concatenated along the time and joints dimensions. This model is able
to capture richer dependency structures by coupling the factors and loadings
in the posterior as discusses in Section III. This is achieved by factorising
the prior row-wise and the posterior column-wise, leading to full, instead of
diagonal, posterior covariance matrices. Note that although this is not an
explicitly sequential model, it implicitly models all dependancies by means of
a joint posterior distribution over time and joints. We expect it to work well,
but not better than the Multi-GPDS, due to the fact that spherical Gaussian
priors are generally less expressive that GPDS priors.
• Multi-GP: A model otherwise the same as the Multi-GPDS with the diﬀer-
ence that it assumes GP, instead of GPDS priors, on the factors. We have
compared against this model in order to illustrate the benefits of introducing
a more complex GPDS prior on the factors.
• AR1: A model otherwise the same as the Multi-GPDS with the diﬀerence
that it assumes an auto-regressive prior AR1 on the factors. We also impose
a joint Normal-Gamma prior on the mean and precision of the autoregressive
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prior. This model has been chosen for comparison in order to highlight the
necessity of non-linear GPDS priors on the factor components.
f1ij ∼ N
(
f1ij |µij ,λ−1ij
)
ftij ∼ N
(
ftij|f(t−1)ij ,λ−1ij
)
µij ,λij ∼ N
(
µij |µ0, (β0λij)−1
)
G
(
λij |a0, 1b0
)
6.3.1.2 Data Removal Scheme
Throughout this chapter we have utilised complete data sequences from which we
remove consecutive segments in a manner that is designed to be as realistic and
challenging as possible. Our sole purpose in using complete sequences is to have
access to the corresponding ground truth necessary for quantitatively assessing the
reconstruction accuracy.
In the data removal scheme we aim at removing a variable random number of
segments, of variable random length. More specifically, throughout our experimental
evaluation, we perform data removal according to the scheme presented in Algorithm
1.
description of algorithm 1
• [line 2] Calculate the total number of data-points Nr to be remove from
sequence n according to the desired missing data ratio r.
• [line 3] Draw the number of missing segments qn according to a truncated
(strictly positive) Poisson distribution with intensity λ.
• [line 4] Draw a vector ℓ of length qn of uniformly distributed numbers.
• [line 5] Normalize ℓ so that it sums to one: ∑qnk=1 ℓk = 1. ℓk now represents
the proportion of Nr that will be removed.
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Algorithm 1 Random data removal algorithm.
Inputs:
– N : Number of sequences.
– r ∈ R: Desired missing data ratio.
– λ ∈ N: Intensity of Poisson distribution for the number of missing data
segments.
– T ∈NN : Vector of length N , where each element Tn containing the number
of datapoints in the nth data sequence.
Outputs:
– q ∈NN : Vector, each element qn of which, contains the number of missing
segments in each sequence.
– {mn ∈Nqn}Nn=1: Vectors containing the lengths of missing data segments.
– {sn ∈Nqn}Nn=1: Vectors containing the starting points of the missing data
segments.
Begin:
1: for n=1. . . N do
2: Nr = rTn
3: p(qn|λ) ∝ δ(qn > 0)Poisson(λ)
4: ℓ ∼ U([0, 1])
5: ℓ = normalise(ℓ)
6: for k=1. . . qn do
7: mnk = ⌊Nrℓk⌋
8: bk = ⌈Tnℓk⌉
9: sk ∼ U [0, bk −mnk]
10: end for
11: end for
End
Return: q,{mn}Nn=1,{sn}Nn=1
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• [line 7] Calculate the length of the missing data segment mnk. Note that
as ⌊·⌋ we denote the ’floor’ operator.
• [line 8] Estimate the length bk of a bounding box for the missing segment.
Note that as ⌈·⌉ we denote the ’ceiling’ operator and that both bk and mnk
represent the same proportion of Tn and Nr respectively: bkTn =
mnk
Nr
= ℓk.
• [line 9] Draw a starting position sk, uniformly at random, within the
bounding box of length bk to place the kth missing segment within it. In
order to guarantee the non-overlapping placement of all segments we enforce
the following constraint on the starting points: 0 ≤ sk < bk −mnk.
6.3.1.3 Data Processing
In order to ensure a realistic experimental scenario we conduct processing of the
sequences only after the data removal.
All evaluated algorithms require sequences of fixed length, hence we fix the sequences
to their average length by subsampling the longer or interpolating the shorter
ones. During the subsampling we simply remove data on regular intervals in order
to shorten the sequence to the required length. In the case of short sequences,
we infuse values in regular intervals by means of interpolation so as to achieve
the desired length. In case the interpolation is not possible due to missing data,
we simply flag the new datapoint as missing. Note that this procedure achieves
an eﬀect similar to demonstration speed normalisation, but does not align the
sequences in time.
Finally, prior to presenting the data to each algorithm, we have normalised the
incomplete sequences by removing their mean per dimension and scaling according
to their total standard deviation. The normalisation is performed based only on
the observed data-points.
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Param. SVT FPC VBMC AR1 SS-GP Multi-GP IBP-GP Multi-GPDS
Robotic
λ 2
Nh 32 16
NGD 1000 NA 10
Nfreq NA 10
K
(j)
tt NA compound(RBF,White,Bias)
K(j)xx NA SE
Q NA 2
MoCap
λ 2
Nh 64
NGD 1000 NA 10
Nfreq NA 5
K
(j)
tt NA compound(RBF,White,Bias)
K(j)xx NA SE
Q NA 1
Table 6.2: Main hyper-parameters needed to reproduce all experiments: λ: Poisson intensity,
Nh: Number of latent factors or initial rank, Q: Dimensionality of the GPDS
latent covariate space, NGD: Maximum number of gradient descent iterations,
Nfreq: Kernel update frequency. As ’NA’ we have denoted parameters that are
’Not Applicable’ for a certain algorithm.
6.3.1.4 Implementation and Setting
In our implementation we attempt to ensure consistency, impartiality and repro-
ducibility by following a number of principles as outlined below.
For the purpose of consistency, we have used the same GP library2 and the same
kernel structure in time for all methods (given in Table A.1).
In order to account for the influence of random initialisation, all presented results
are calculated by accumulating statistics over 30 independent repetitions, with
diﬀerent random initialisations and random data removal per repetition. In order
2 The GP library used is the one developed and maintained by Prof. Neil Lawrence and his team
[Lawrence, 2003]. We have modified their code as well as the visualisation tools provided for the
purpose of our experiments.
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to ensure impartiality, we seed the random number generators identically across
methods and use the same or completely analogous random initialisation schemes.
For all experiments we present our results for missing data ratios ranging from 50%
to 80% with increments of 5%. With bold lettering we mark the best statistically
significant results, determined by applying the Student-t test.
We provide all hyper-parameters necessary for reproducing our experiments in
Table A.1, which may briefly be described as follows:
• λ: Poisson intensity, or else the expected number of missing data segments.
• Nh: Number of latent factors or initial rank for the VBMC, SVT and FPC
methods.
• Q: Dimensionality of the GPDS latent covariate space X. Not applicable for
other algorithms.
• NGD: Maximum number of gradient descent iterations. This is applicable for
all gradient-based algorithms (SVT and FPC) and those employing gradient
descent for kernel hyper-parameter optimisation (SS-GP, IBP-GP, Multi-GP
and Multi-GPDS).
• Nfreq: Kernel update frequency. We update the kernel hyper-parameters
every Nfreq iterations in order to reduce computational costs.
• As ’NA’ we denote parameters that are ’Not Applicable’. ’RBF’ stands for
radial basis function kernel, ’White’ for white Gaussian noise, ’Bias’ for a
constant term and ’SE’ for square exponential kernel.
Note that the in the case of the robotic experiment, we observed that the evaluated
methods performed better when optimising the kernel parameters more rarely,
every 10 instead of every 5 VB iterations. Also, due to the relatively simpler
nature of the robotic data, less factors were suﬃcient and most methods achieved
optimal performance for 32 factors, whereas the Multi-GPDS performed best with
16 factors.
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Figure 6.2: Drawing lazy figure 8s: Upper left: End eﬀector position on the experiment’s
drawing plane. Lower left: Angular velocities (rad/s) per joint. Right: Angular
positions (rad) per joint. (figure best viewed in colour)
Finally, our results and source code necessary to reproduce all experiments are avail-
able through the first author’s website http://www.korkinof.com and the Personal
Robotics Lab website http://www3.imperial.ac.uk/personalrobotics.
6.3.2 Robotic Data
This dataset consists of joint angle positions of a NAO humanoid robot (academic
edition) recorded while drawing lazy figure 8s. The dataset includes 24 distinct
demonstrations presented to the NAO robot by means of kinesthetics3. As can
be seen in fig. 6.2, the dataset is noisy, each demonstration has diﬀerent points
of origin and there is significant variation among demonstrations. The task itself
entails challenges for learning algorithms and for that reason is widely considered
a classical benchmark [Vijayakumar et al., 2005].
3 Manual movement of the joints in the desired positions during the demonstration.
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50% 55% 60% 65% 70% 75% 80%
Interp. 5.85(0.24) 7.08(0.36) 9.71(0.52) 10.7(0.50) 11.1(0.63) 12.3(0.96) 13.1(1.18)
SVT 4.24(0.55) 4.95(0.75) 5.56(0.78) 6.98(1.21) 7.86(1.26) 8.49(1.81) 9.54(1.30)
FPC 4.29(0.55) 4.97(0.73) 5.54(0.76) 6.92(1.16) 7.80(1.24) 8.44(1.82) 9.54(1.27)
SS-GP 2.73(0.24) 3.06(0.36) 3.47(0.52) 4.20(0.50) 4.79(0.63) 5.29(0.96) 6.56(1.19)
IBP-GP 2.92(0.54) 3.53(0.90) 3.73(0.79) 4.37(0.68) 4.87(0.75) 5.24(0.51) 5.79(0.81)
Multi-GP 2.66(0.30) 2.96(0.28) 3.29(0.37) 3.69(0.37) 4.07(0.42) 4.29(0.34) 4.66(0.32)
VBMC 2.89(0.28) 3.29(0.31) 3.71(0.37) 4.41(0.47) 5.30(0.98) 6.02(0.84) 7.05(0.90)
AR1 2.50(0.25) 2.79(0.28) 3.00(0.31) 3.38(0.37) 3.64(0.43) 3.90(0.38) 4.24(0.31)
Multi-GPDS 2.20(0.24) 2.44(0.18) 2.59(0.28) 2.91(0.31) 3.32(0.49) 3.64(0.47) 4.28(0.42)
Table 6.3: Drawing lazy figure 8s: Reconstruction root mean square error for all evalu-
ated methods. Each column represents results for a diﬀerent missing data ratio.
The scale of the results is 10−2.
The results pertaining to this experiment are presented in Table A.4. As may be
observed, the Multi-GPDS achieves overall the best reconstruction accuracy, with
the exception of the highest missing data ratio (80%) where its performance is
statistically equivalent to the AR1. In all other cases the Multi-GPDS outperforms
the AR1 by 10%-14%.
With regard to the rest of the evaluated algorithms, we may observe that the
Multi-GP performs quite well in this experiment, followed by the SS-GP and the
VBMC. The IBP-GP under-performs for this dataset, as the number of factors
selected appears to be too low for the non-parametric prior. Finally, the SVT and
FPC perform almost identically and significantly better than interpolation, but
worse that all other methods.
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(a) LHRB (b) RHRB (c) LHE
(d) RHE (e) ATR (f) CTR
Figure 6.3: Dance primitives: Figures (a)-(f) show each separate action, which include
the following: (a): Left hand rotation (LHR), (b): Right hand rotation (RHR),
(c): Left hand extension (LHE) (d): Right hand extension (RHE) (e): Anti-
clockwise torso rotation (ATR) and (f): Clockwise torso rotation (CTR) (figures
best seen in colour)
6.3.3 Motion Capture Data
6.3.3.1 Dance Primitives
This dataset consists of 6 human dance motion primitives and has previously been
used in learning dance sequences by means of context-free stochastic grammars
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50% 55% 60% 65% 70% 75% 80%
Interp. 2.75(0.20) 3.31(0.28) 4.06(0.36) 4.73(0.35) 5.63(0.32) 6.44(0.43) 7.01(0.31)
SVT 2.17(0.05) 2.38(0.05) 2.73(0.06) 3.09(0.06) 3.58(0.08) 4.20(0.06) 4.90(0.11)
FPC 1.45(0.05) 1.62(0.05) 1.93(0.07) 2.24(0.06) 2.72(0.08) 3.36(0.09) 4.18(0.12)
SS-GP 1.10(0.03) 1.19(0.04) 1.34(0.04) 1.49(0.04) 1.71(0.06) 1.99(0.09) 2.47(0.18)
IBP-GP 1.07(0.03) 1.15(0.03) 1.30(0.04) 1.44(0.05) 1.62(0.06) 1.85(0.07) 2.30(0.19)
Multi-GP 1.08(0.03) 1.20(0.04) 1.43(0.05) 1.65(0.06) 1.99(0.06) 2.48(0.09) 3.11(0.10)
VBMC 1.02(0.02) 1.11(0.03) 1.27(0.04) 1.44(0.06) 1.66(0.05) 1.99(0.06) 2.50(0.07)
AR1 1.08(0.02) 1.19(0.03) 1.38(0.04) 1.56(0.05) 1.78(0.05) 2.04(0.06) 2.34(0.07)
Multi-GPDS 1.00(0.02) 1.07(0.03) 1.20(0.04) 1.32(0.05) 1.47(0.05) 1.65(0.08) 1.84(0.08)
Table 6.4: Dance Primitives Dataset: Reconstruction RMSE for all evaluated methods.
Column represents results for a diﬀerent missing data ratios.
[Lee et al., 2012, 2013]. The data is recorded as time-series using an OptiTrack
8-camera motion capture system.
There are 449 sequences in total, belonging to 8 distinct actions with not necessarily
the same number of repetition per action class. The data is given in raw 3D
positions in time and includes only upper body motion. We illustrate the actions
in fig. 6.3, where we also provide a short task description and corresponding
abbreviation for quick reference. For a better understanding of the dataset we
refer to the following video shared by the authors in [Lee et al., 2013]: http:
//www.youtube.com/watch?v=S99ViThK050.
Reconstruction errors for all evaluated methods are presented in Table 6.4. We
observe that the diﬀerences among algorithms tend to be more prominent in higher
missing data ratios, whereas their performance almost converges in lower ratios.
Compared to the second best performing method, the Multi-GPDS achieves the
globally best reconstruction accuracy, with diﬀerences ranging from 2.5% in lower
missing data ratios, up to 20% for the highest ratio of 80%.
As far as the other methods are concerned, the IBP-GP and SS-GP perform very
well in this experiment; their performance is being matched and surpassed in lower
missing data ratios by the VBMC. It becomes obvious that the GP prior has an
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(a) BHRB (b) BHRF (c) LHRB (d) RHRB
(e) LHRF (f) RHRF (g) SoC (h) SHE
Figure 6.4: HDM05 Dataset: Figures (a)-(h) show each separate action, which include
the following: (a): Both hand rotation backwards (BHRB), (b): Both hand
rotation forwards (BHRF), (c): Left hand rotation backwards (LHRB), (d):
Right hand rotation backwards (RHRB), (e): Left hand rotation forwards
(LHRF), (f): Right hand rotation forwards (RHRF), (g): Sitting down on chair
(SoC) and (h) Squat with both hands extended (SHE) (figures best seen in
color)
advantage in more severely corrupt sequences. Finally, the gradient-based methods
SVT and FPC perform considerably worse, with the FPC outperforming the SVT
by a large margin.
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50% 55% 60% 65% 70% 75% 80%
Interp. 0.71(0.05) 0.88(0.05) 1.04(0.06) 1.26(0.06) 1.46(0.08) 1.73(0.07) 2.00(0.11)
SVT 0.70(0.01) 0.80(0.01) 0.92(0.01) 1.07(0.02) 1.27(0.03) 1.56(0.02) 1.90(0.03)
FPC 0.67(0.01) 0.78(0.01) 0.90(0.02) 1.06(0.02) 1.27(0.03) 1.57(0.02) 1.92(0.03)
SS-GP 0.46(0.01) 0.51(0.01) 0.55(0.02) 0.61(0.02) 0.69(0.02) 0.81(0.02) 1.04(0.05)
IBP-GP 0.45(0.01) 0.48(0.01) 0.53(0.02) 0.58(0.02) 0.64(0.02) 0.76(0.02) 0.96(0.04)
Multi-GP 0.44(0.004) 0.49(0.01) 0.55(0.01) 0.62(0.01) 0.71(0.01) 0.85(0.01) 1.03(0.02)
VBMC 0.52(0.004) 0.59(0.01) 0.67(0.01) 0.78(0.01) 0.94(0.02) 1.20(0.02) 1.53(0.03)
AR1 0.52(0.01) 0.57(0.01) 0.61(0.01) 0.66(0.01) 0.71(0.01) 0.78(0.01) 0.85(0.01)
Multi-GPDS 0.39(0.01) 0.42(0.01) 0.45(0.01) 0.49(0.01) 0.53(0.01) 0.59(0.02) 0.71(0.04)
Table 6.5: HDM05 Dataset: Reconstruction RMSE for all evaluated methods. Each
column represents results for a diﬀerent missing data ratio.
6.3.3.2 HDM05 Dataset
The HDM05 database [Müller et al., 2007] contains motion capture data recorded
at the Hochschule der Medien (HDM) in the year 2005 under the supervision
of Bernhard Eberhardt. It consists of around 70 motions classes, with up to 50
repetitions of each action from a variety of actors and recorded using a Vicon
system. In its entirety, the database contains over 1500 systematically recorded
and documented motion sequences with a total duration of over 3 hours.
For the purpose of this experiment we have selected the 8 actions illustrated in
fig. 6.4. We have included primitive actions closely related to the ones used in our
“dance primitives” experiment, such as LHRB, RHRB, LHRF and RHRF (for these
abbreviations we refer to fig. 6.4), as well as more complex actions consisting of a
combination of those primitive actions and involving both hands, such as BHRB
and BHRF. Finally, two actions involving full body motion (SoC and SHE) have
been included in order to increase the diﬃculty of the experiment. Additionally, as
tasks (g) and (h) are relatively unrelated to tasks (a)-(f), we expect limited factor
sharing to take place across those two groups.
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We present our results in Table 6.5. We may observe that the Multi-GPDS is able
to achieve the best reconstruction accuracy by a margin ranging from 11%-23%
compared to the second best performing method.
As for the other methods, the autoregressive model (AR1) performs best in highest
missing data ratio, but is outperformed by the IBP-GP for lower ratios. The IBP-
GP exhibits consistently better performance than the SS-GP, revealing the benefits
of the non-parametric prior employed. Finally, the Multi-GP is also consistently
better than the VBMC in this experiment indicating the importance of the GP
prior. Finally, the gradient-based methods, SVT and FPC, achieved similar but
considerably worse performance.
6.3.4 Discussion
6.3.4.1 Model Properties
In this section we comment upon the properties of the Multi-GPDS, as they
manifest themselves during our empirical evaluation, and investigate the extent to
which our model meets its aims.
temporal factors The purpose of employing GPDS priors on the model
factors was to achieve a non-linear sequential structure with high descriptive power.
In order to illustrate the eﬀect of the GPDS prior, we have formed a set F consisting
of the single most dominant factor per sequence. That means that factor index
j ∈ F iﬀ ∃n such that j = argmax
k
[
w2nk
]
. We have then randomly chosen 4 factors
from F to depict them in fig. 6.5. We observe that the latent covariates Xj form
smooth trajectories generally more complex than linear. The resulting temporal
factors φij are considerably more non-linear and complex. Their functional form
resembles the one achieved by time-varying length-scales.
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(a) Dance primitives
dataset.
 	 









 
 
 	 







	
	

	
(b) HDM05 dataset.
Figure 6.5: Illustration of several dominant posterior Multi-GPDS covariates and factors
in time. We can see that the GPDS prior yields highly non-linear factor and is
ultimately a significantly more descriptive prior on the temporal factors.
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Figure 6.6: Factor sharing confusion matrices. In order to avoid cluttering these two
subfigures, we have numbered the action classes in the order they appear in
figures 6.3 and 6.4.
factor sharing and multi-task learning Our aim of utilising the
redundancies that manifest themselves among repetitions of the same task, as
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50% 55% 60% 65% 70% 75% 80%
fig. 6.4a: Both hand rotation backward (BHRB)
STL 0.63(0.08) 0.70(0.07) 0.81(0.09) 0.93(0.10) 1.09(0.15) 1.13(0.15) 1.22(0.19)
MTL 0.12(0.01) 0.15(0.01) 0.17(0.01) 0.20(0.01) 0.24(0.02) 0.30(0.02) 0.45(0.07)
fig. 6.4g: Sit-down on chair (SoC)
STL 0.78(0.04) 0.85(0.04) 0.93(0.05) 1.03(0.07) 1.15(0.10) 1.44(0.17) 1.63(0.12)
MTL 0.49(0.04) 0.57(0.04) 0.67(0.04) 0.77(0.06) 0.87(0.06) 1.11(0.10) 1.61(0.22)
Table 6.6: HDM05 Dataset: Reconstruction RMSE per action class for the Multi-GPDS
trained under a Single-task learning (STL) and Milti-task learning (MTL)
settings.
well as across diﬀerent tasks, are addresses by learning a dictionary shared among
all sequences. This choice allows for multi-task learning and ad-hoc component
sharing determined by the magnitude of the factor loading weights. Note that the
same property is shared by all evaluated multi-task models.
In this section we attempt to quantify the factor sharing achieved by the Multi-
GPDS in specific and present our results in fig. 6.6. We do so by measuring
the mean square error of the absolute factor loadings wn between tasks. More
specifically the factor sharing between task i and task j, denoted as 1/dij is
quantified as follows:
dij =
1
|Ii| |Ij |
∑
n∈Ii
∑
n′∈Ij
||wn|− |wn′|| (6.46)
where Ii is the set of all sequence indices belonging to task i and |Ii| is the
cardinality of this set. The similarities are then normalised by dividing with their
maximum value and are presented in the form of a confusion matrix in fig. 6.6.
The factor sharing property the Multi-GPDS, not only leads to smaller, more eﬃ-
cient models taking advantage of commonalities, but also to significant performance
gains as may be seen in Table 6.6. More specifically, we observe an impressive 3-5
times better reconstruction accuracy in task BHRB (fig. 6.4a) and up to 40% in
task SoC (fig. 6.4g).
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Tasks for which we present results were purposefully chosen in order to highlight
the fact that those with higher level of commonality to others (such as BHRB,
fig. 6.6b) have naturally benefitted more by the multi-task learning employed.
In contrast, for relatively more unique tasks (such as SoC, fig. 6.6b) this benefit
diminishes, but is nevertheless still significant.
6.4 conclusion
In this chapter we propose a novel multi-kernel GPDS factor model for rectifying
severely damaged sequences. Our aims are threefold: 1) To utilise the redundancy
manifesting itself among diﬀerent demonstrations of the same task, 2) To allow
multi-task learning among similar tasks and 3) To take into account the sequential
nature of the data. We have devised eﬃcient variational Bayesian inference and
have subjected our model to rigorous empirical evaluation on one robotic and
two motion capture datasets. We achieve significant improvements in terms of
reconstruction accuracy compared to popular methods in the literature. Finally we
investigate the properties of out model as they arise from the empirical evaluation.
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7
CONCLUS ION
This chapter concludes the current thesis. We begin with a quick overviewincluding the main achievements of this work. This is followed by adiscussion on the limitations of the presented methods, along with a
description of our current work towards extending the proposed methods and
directions for future research.
7.1 overview
As previously mentioned, the main sources of motivation and inspiration for this
research have been the following:
• The convergence of the fields of robotics and machine learning initiated by
technological advances bringing AI closer to the physical world.
• The belief that the opportunity for more impactful research lies in the
intersection of fields.
• Fine-tayloring widely utilised methods can multiply the impact of this re-
search.
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• Closing the feedback loop between theory and practice, something that the
field of machine learning has neglected for years, can only be beneficial in
terms of formulating algorithms that are more eﬀective in practice.
We began by focusing on the following oﬄine LbD algorithms:
• DPM [Chatzis, Korkinof, and Demiris, 2012a]: A fully Bayesian approach
towards LbD, which inherits all the merits of conducting inference rather
than optimisation (i.e. minimal overfitting). The approach also employs a
non-parametric DP prior, which allows for minimal tuning and automatic
data-driven model size estimation.
• QMM [Chatzis, Korkinof, and Demiris, 2012c]: In this case we are able to
achieve significantly enhanced reconstruction accuracy for a given model size.
We demonstrated the eﬃcacy of both in one- and multi-shot learning by demon-
stration scenarios, such as drawing Lazy Figure 8s and other motions. With the
DPM we are able to achieve smaller models without compromising the model
descriptive power. With the QMM, we observe state-of-the-art reconstruction
accuracy, outperforming the GMM, LGPR and DPM in most occasions.
However, we acknowledged that more promising practical applications in robotics
require a more adaptive and flexible learning algorithms, able to refine and adapt
their estimates of the phenomena they model. For that purpose, we introduce an
online learning algorithm for quantum mixtures based on the online EM. In this
case we are able to formulate a stable online algorithm, that outperforms many
of its widely used counterparts, such as the LWPR, the oGP, oGMM and oSMM
in a series of benchmark datasets, as well as a LbD case study involving a NAO
robot drawing Lazy Figure 8s.
Still, LbD is not possible without a suﬃcient amount of example data from which
to learn. That is not an issue in itself as data collection is nowadays relatively
eﬀortless, cheap and fast. There is a multitude of datasets demonstrating a variety
of diﬀerent human behaviours freely available online; a prolific source of information
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to be harvested for the purpose of machine intelligence. What is problematic,
however, is that few of those datasets are "clean" and readily usable. It is, in
fact, not the cost or eﬀort of collecting the data that inhibits our progress, but
rather the eﬀort of "cleaning". For that purpose we devised a sequential factor
model to rectify severely damaged sequences in a multi-task, multi-kernel, totally
unsupervised manner. We demonstrated the eﬃcacy of the proposed method in
a series of applications including human motion (Motion Capture) and robotic
joint data. We have shown that the proposed approach can perform very well
even with severely damaged sequences and outperforms many relevant gradient- or
inference-based methods, such as the SVT, FPC, SS-GP, IBP-GP, Multi-GP and
VBMC.
7.2 model limitations
In this section we discuss some of the limitations associated with the methods
presented in this thesis.
To begin with, we should acknowledge that there is no one-solution-fits-all in
machine learning; each method is formulated with certain assumptions and postu-
lations in mind, which happen to be often mutually exclusive. This does not mean
that general and multi-purpose methods do not exist. However, such approaches
usually represent a family or a combination of methods and/or employ appropriate
structure learning or model selection in order to accommodate many possible data
attributes.
Second, we should note that the purpose of the experimental evaluations presented
in this thesis is comparative. We have not necessarily chosen our experiments with
regard to their suitability to the evaluated methods or the evaluated methods with
regard to their suitability to the experiments. Most experiments were chosen so
as to provide a common, but challenging and realistic benchmark allowing us to
reveal comparative merits and expose shortcomings in the evaluated algorithms.
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Thus, the models considered do not necessarily provide the best possible solution
to the settings in which they were evaluated, but rather the experimental settings
pose a significant challenge for our models
7.2.1 Limitations of Gaussian Mixtures
The most important limitation of Gaussian mixtures, regardless of whether they
are infinite or quantum or spatially constrained, stems from the assumption of
i.i.d. data emission. This attribute makes all relevant models less suitable for
sequential data, than HMMs for instance, and/or less suitable for position-velocity
trajectories than Dynamical Systems. This innate limitation is intensified in the
case of the online versions of those algorithms.
However, this well-documented limitation should be considered in the right per-
spective. More specifically:
• Our contributions do not exclude, but rather pave the way towards quantum
mixtures of Dynamical Systems or HMMs with quantum mixture emission
densities for instance.
• In the online case, inference for HMMs and/or Dynamical Systems would
require Particle Filtering (PF) or Sequential Monte Carlo approaches which
are not guaranteed to converge and would also require a significant warm-up
period, also referred to as bootstrapping.
• There is a plethora of LbD approaches where the i.i.d. property is desirable.
• There are instances where non-sequential models were eﬀectively used in
situations where sequential models would be more appropriate, for example
in [Vijayakumar et al., 2005] or this interesting medical application [Mylonas
et al., 2013].
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As with the quantum mixtures, we do observe significant performance gains ac-
companied by higher numerical stability, which may be attributed to smoother
mixing weights as a result of the quantum disturbance. A restrictive factor for
those models is that they cannot be easily extended due to non-conjugacy issues.
7.2.2 Limitations of GPDS factor models
We can identify three main limitations of using GPDS in dynamic factor models.
First of all, they are expected to work well in situations where the data may be
analysed into a low or a moderate number of relatively complex non-linear factors
(as in the MoCap dataset). This means that in the case of simpler trajectories
(Spoken Arabic Digits dataset) or when the data can be represented as a Linear
Dynamical Systems (LDS) (Lazy Figure 8s dataset) the benefit of the model is
minimised. This is reflected in our experiments, where however the Multi-GPDS
still outperforms simpler methods, as the trajectories are complex enough in order
to benefit from the model’s complexity.
Second, the computational complexity of the approach, although manageable due
to its eﬃcient formulation using inducing variables, is nevertheless still significant.
This means the computational burden induced would be forbidding in case we wish
to increase the size of the model to more than 200 factors for instance.
Third, using GPs limits us to VB inference and the problem is mainly focused on the
process of learning the kernel hyper-parameters. Although methods for sampling
the GP hyper-parameters do exist in the literature, i.e. Hamiltonian Monte Carlo
(HMC) and Elliptical Slice Sampling (ESS), type-II maximum likelihood within
VB remains by far the most eﬀective learning strategy, according to our experence.
This means that pursuing alternative decompositions remains problematic.
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7.2.3 Limitations of VB inference
Variational inference has been very popular in recent years, mainly due to the fact
that it is an elegant approximate inference method yielding analytical, iterative
updates for model parameters. One of its biggest advantages is that it scales well
in terms of complexity. More specifically the computational costs induced are of
the same order of magnitude with Gibbs, but VB typically requires much fewer
iterations to converge. More generic sampling schemes pose a significantly higher
computational burden.
The main shortcoming of VB is that it requires posterior conjugacy and it is very
awkward to handle non-conjugate models within this framework, if at all possible.
For that purpose there have been numerous extensions to VB for non-conjugate
models. The proposed approaches tend to induce significant computational burden
and require a great deal of fine tuning inhibiting their widespread adoption.
Sampling algorithms on the contrary tend to deal with non-conjugate models more
naturally, but more generic methods may suﬀer from slow mixing and convergence
issues.
7.3 work in progress
For the purpose of sequence completion, we are currently exploring alternative
tensor factorisations, such as the Canonical Decomposition (CD) and the Tucker
decomposition in combination with temporal factors consisting of general Linear
Dynamical Systems (LDS). Our aim is to alleviate the computational complexity
of the GPDS factors.
In this case we have observed that VB is not an eﬀective inference method, espe-
cially so for the CD, but is also not to be preferred in learning LDS parameters.
Consequently, we employ Gibbs sampling, which enjoys rapid mixing and rela-
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tively small computational complexity. Preliminary results show very promising
performance in terms of the quality of sequence reconstruction.
7.3.1 Proposed Approach
Motivated by relevant approaches in the literature, we proceed to formulate a
model with the following main attributes:
• A fully Bayesian approach to temporal tensor decomposition.
• A more scalable and compact representation, using the Canonical Decompo-
sition (CD).
• A deeper hierarchical structure allowing us to achieve a better representation
of our data.
For more information on tensor algebra and the related approaches in the literature,
we refer to Appendix B.
7.3.2 Model Formulation
Let us assume a tensor viewpoint of our dataset, which we denote as Y ∈
RN×NT×Ny . We begin by applying a Canonical Decomposition (CD), such as
the one suggested in [Xiong et al., 2010], with the diﬀerence that we assume
heteroscedastic noise, with diﬀerent precision per demonstration which as we have
observed amounts for performance gains:
ynit ∼
N∏
n=1
NT∏
t=1
Ny∏
i=1
N
⎛⎝ynit| Nh∑
j=1
wnjgijztj , β−1n
⎞⎠ (7.1)
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with the following prior specifications:
wn ∼ N
(
wn|µw,Λ−1w
)
(7.2)
gi ∼ N
(
gi|µg,Λ−1g
)
(7.3)
µw,Λw ∼ N
(
µw|µ0, (β0Λw)−1
)
W (Λw|W 0, ν0) (7.4)
µg,Λg ∼ N
(
µg|µ0, (β0Λg)−1
)
W (Λg|W 0, ν0) (7.5)
where W(·) is the Wishart distribution, defined as follows:
W (Λ|W 0, ν0) = 1C |Λ|
1
2 (ν0−D−1) e−
1
2 tr{W−10 Λ} (7.6)
As for the temporal loadings zt, we choose to extend the approach in [Xiong et al.,
2010] and place a full LDS prior on them as follows:
zt ∼ N
(
zt|Cxt,Λ−1z
)
(7.7)
x1 ∼ N
(
x1|µx,Λ−1x
)
(7.8)
xt ∼ N
(
xt|Axt−1,Λ−1x
)
(7.9)
C ∼MN (C|MC ,Λz,KC) (7.10)
A ∼MN (A|MA,Λx,KA) (7.11)
Λz ∼W (Λz|W 0, ν0) (7.12)
µx,Λx ∼ N
(
µx|ρ0, (β0Λx)−1
)
W (Λx|W 0, ν0) (7.13)
where as MN (·) we denote the matrix-Normal distribution defined as follows:
MN (A|M ,Λ,K) = |K|
d
2 |Λ|m2
|2π|m2
e
− 12 tr
{
(A−M )TΛ(A−M )K
}
(7.14)
Note that with the aforementioned formulation we have achieved the following
objectives:
• We have placed a general LDS prior on the temporal CD loadings which can
express any ARm process.
• We achieve a deeper level representation than the one in [Rogers et al.,
2013], allowing us to progressive decrease the dimensionality of the temporal
loadings.
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• We employ a full matrix prior for the transfer matrices A and C able to
capture dependencies among rows and columns.
• We formulate a fully conjugate, fully Bayesian model for which Gibbs inference
is tractable.
• As posterior calculations for zt can be done in parallel and xt is a variable of
much lower dimensionality, thus inference scales very well with the size of
the dataset.
We present our preliminary results in Appendix C and the conditional posteriors
necessary to implement the Gibbs sampler in Appendix D.
7.4 future work
7.4.1 Quantum Mixtures
As we have previously mentioned, one of the main shortcomings of the QMM is
that its awkward mathematical form is an inhibiting factor for applying the concept
to diﬀerent settings. Gradient based methods are applicable in this case, but yield
point estimates w.r.t. the parameters, instead of full posterior distributions.
Consequently, we shall orient our future work towards MCMC sampling algorithms,
which are becoming widely popular with the advent of progressively more complex
models. Although the general Metropolis-Hastings algorithm could be used to
sample from the QMM, we plan to also consider the Hamiltonian Monte Carlo
(HMC), which could be readily applied by using the MLE derivatives shown in
Chapter 4. For the oQMM we would like to explore the promising sequential
MCMC approaches, such as particle filtering, which are known to be able to handle
model non-conjugacies.
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7.4.2 Completing Misaligned Sequences
One issue that we have frequently encountered is the diﬃculty of machine learning
algorithms to handle (temporally or spatially) misaligned demonstrations. In that
case models that usually appear in the literature, would not be able to capture
reoccurring patters, ultimately leading to poor utilisation of redundant information.
To ameliorate this issue we frequently resort to patio-temporal sequence alignment
as a preprocessing step.
We plan to address the issue of temporally misaligned sequences in our future
research by employing shift-invariant convolutional factor models. This approach
could lead to very powerful models, as shown in convolutional Boltzmann Machines,
able to extract recurring or misaligned factors. A severe disadvantage, in the
Bayesian case, is the multi-modality of the corresponding posterior distributions.
For that purpose, the only relevant Bayesian approach towards convolutional FAs
[Chen et al., 2013], employs a scheme known as max-pooling.
Finally, handling spatial misalignment is slightly easier, as we need only learn a
static translation and rotation for each sequence. However, in a Bayesian setting, it
is non-trivial to ensure that the constrains associated with the rotation matrix are
met, especially so in the case of MCMC. Constraints, may however be introduced
in VB by employing a gradient-ascent step, similar to the approach in [Luttinen &
Ilin, 2010], but for a diﬀerent purpose.
7.4.3 Action Recognition from Incomplete Data
Further extending the concept of missing data, we wish to integrate action recog-
nition into our sequence completion approach. The main concept is that the
demonstration-specific loading weights of the decomposition are representative of
each action/task and can be utilised in order to perform classification on severely
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damaged sequences. For that purpose we have formulated a max-margin dynamical
tensor CD for simultaneous sequence completion and classification. We believe this
model could provide an automated and integrated approach towards the problem
in question.
7.5 concluding remarks
Despite the limitations we have outlined here, we believe that the significance of
this work lies in the following achievements stemming from this thesis:
• We have introduced oﬄine methods that address important issues in trajectory
LbD and can be beneficial for enhancing the methods’ practical applicability;
such as representation accuracy and optimal model selection.
• We have formulated an agile and highly adaptive algorithm for online learning,
which achieves state-of-the-art performance and can readily be applied in a
plethora of practical applications replacing popular GMM-based methods.
• We have proposed an approach towards completing severely damaged se-
quences in an unsupervised manner, which can eﬀortlessly be used to "clean"
large amounts of recorded motion data from corruption.
Overall, we believe that this work paves the way for numerous extensions and
useful applications of the proposed methods. We hope that it is going to provide
new directions for us and other researchers to pursue in the future and will initiate
interesting developments in both robotics and machine learning.
175
Part IV
APPENDICES
A
MULTI -GPDS SUPPLEMENTARY RESULTS
In this appendix we present some supplementary results pertaining to theMulti-GPDS, the method proposed in Chapter 6.
More specifically, two of the experiments presented here are the same as the ones
presented in Chapter 6 (Robotics dataset and Dance Primitives dataset). The
third experiment presented (speech dataset) is not included in the main body of
this thesis.
It should be noted that all results presented here use a diﬀerent data removal
scheme to the one presented in Algorithm 1 of Section 6.3.1.2. This alternative
scheme, outlined in the next section, is simpler, but provides less control on the
final percentage of removed data and for that reason it was not preferred in the
main body of this thesis. Nevertheless, we choose to include those results here for
the purpose of brevity.
a.1 data removal
The data removal scheme we followed in order to obtain the results presented
in this Appendix is outlined in pseudocode in Algorithm 2. In more detail data
removal takes place as follows:
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description of algorithm 2
• [line 1] Draw the number of missing segments q according to a Poisson
distribution with intensity λ.
• [line 2] Calculate the mean length of the missing data segments µ, based
on the ration r, the length of the sequence T and the number of missing
segments q.
• [line 3] Calculate the variance of the noise we are going to add to the
segment length σ2.
• [line 4] Draw a vector m of dimension q of normally distributed segment
lengths, with mean µ and variance σ2.
• [line 5] Search for a non-overlapping segment of length mk to remove, in a
random order.
• [line 8] If found, then remove the corresponding data points.
• [line 10] Otherwise remove a random overlapping segment.
a.2 results
a.2.1 Speech Data: Spoken Arabic Digits
For the purpose of this experiment, we have used a dataset containing short time
series of Mel-frequency Cepstrum Coeﬃcients (MFCC) corresponding to spoken
Arabic digits, which has previously been used in [Hammami & Sellam, 2009;
Hammami & Bedda, 2010]. It includes a total of 8800 (10 digits x 10 repetitions x
88 speakers) time-series of 13 cepstral coeﬃcients. The sound data are collected
from 44 male and 44 female native Arabic speakers between the ages of 18 and 40.
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Algorithm 2 Random data removal algorithm.
Inputs:
– r ∈ R: Desired missing data ratio.
– λ ∈ N: Intensity of Poisson distribution for the number of missing data
segments.
– T ∈N: The number of data-points in the data sequence.
Outputs:
– q ∈N: The number of missing segments in the sequence.
– m ∈Nq: Vector containing the lengths of missing data segments.
– s ∈Nq: Vector containing the starting points of the missing data segments.
Begin:
1: q|λ ∼ Poisson(λ)
2: µ = rTq
3: σ2 = 0.1µ
4: m ∼ round
(
N (µ1,σ2I)
)
5: for k=1. . . q do
6: Search randomly for any non-overlapping segment of length mk to remove
7: if found then
8: Remove data-points
9: else
10: Remove data-point from a random overlapping segment
11: end if
12: end for
End
Return: q,m,s
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Figure A.1: Drawing lazy figure 8s: Reconstruction root mean square error for all
evaluated methods. The scale of the results in this graph is 10−2.
We have discarded sequences containing 20 data-points or less and have subjected
the remaining 5320 series to mild preprocessing. More specifically, we have applied
a low-pass filter across time, with cut-oﬀ frequency set at 25%, and have fixed the
sequence length without synchronising them in time1. Finally, we have reduced
the number of sequences to 280 (200 training + 80 testing) by taking one every 20
and have respected the training-testing segmentation provided by the authors.
In fig. A.3, we present a mean across repetitions of each digit and for the groups of
male and female speakers separately. As we may observe, the frequency footprint
is significantly diﬀerent for each digit. Across male and female subjects it appears
to be similar, but with the peaks and troughs being generally more prominent in
male speakers. Finally, it should be noted that there is significant variability across
demonstrations of the same digits and for the same speaker gender, something that
is not depicted in the diagrams we present.
1 We do so, by first calculating the mean length of all sequences, then we under-sample the longer
and interpolate the shorter ones.
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SVT FPC ssGP! ibpGP mGP VBMC mGPDS!
Robotic
λ 2 2 2 2 2 2 2
Nh 32 32 32 32 32 32 16
NL - - - - - - 1
NGD 500 500 50 50 50 50 50
Speech
λ 4 4 4 4 4 4 4
Nh 32 32 32 32 32 32 32
NL - - - - - - 2
NGD 500 500 10 10 10 10 10
MoCap
λ 5 5 5 5 5 5 5
Nh - - - - - - 1
NL 64 64 64 64 64 64 64
NGD 500 500 10 10 10 10 10
Table A.1: Main hyper-parameters used for each experiment: λ: Poisson mean number of
gaps. Nh: number of latent factors or initial rank. NGD: Maximum number of
gradient iterations. NL: Latent covariate dimensionality (GPDS).
Our purpose in this experiment is twofold, first we wish to evaluate the reconstruc-
tion error for each method and second to establish whether trajectory reconstruction
also translates into higher classification rates. For that reason, we have used two
classifiers, namely a k-nearest neighbors (k-NN) and a Gaussian Process Classifica-
tion (GPC). Applying a 1-NN classifier to the full preprocessed dataset performed
best with accuracy 92.63%, not far below the accuracy achieved by the authors’
proposed methods [Hammami & Sellam, 2009; Hammami & Bedda, 2010]. As for
the reduced dataset of 280 sequences, classification accuracy is 90% for a 3-NN and
91.25% for the GPC. It should be noted that evaluating the methods according
to the misclassification error of reconstructed data, introduces further random
fluctuations and for that reason we have accumulated statistics over 100 random
initialisations. For the same reason we have preferred a 3-NN classifier, which
performed more consistently in this case.
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Figure A.2: Spoken Arabic Digits: Graphical representation of some of the hidden space
inferred using the mGPDS. We have isolated the prevalent factors for each
sequence and plot the following: (a) Latent covariate against time: Xj(t),
(b)-(c) Latent factors against time for the first two spectral dimensions: φij(t)
and (d) All spectral dimensions against the latent covariate: φij(Xj). (figure
best seen in colour)
Our results are presented in Tables A.2 and A.3 for the root mean square error
(RMSE) and misclassification error respectively. The results of Table A.3 in
particular are presented as the excess error above the baseline performance of
the classifier achieved on fully observed bata. In fig. A.2, we present the latent
space inferred by the Multi-GPDS. We can observe that the latent covariates Xj
exhibit complex, but regular and symmetric trajectories. The actual GPDS factors
however are more complex in order to accommodate the data.
Regarding the reconstruction errors, we can observe that all methods perform
consistently, with results varying only slightly. The Multi-GPDS outperforms other
methods in all missing data ratios and the perceived diﬀerence is statistically
significant at the confidence level of 5% or lower. We can also observe that the
point-wise methods, namely the SVT and FPC, outperform the dictionary based
methods with “spike and slab” and IBP priors. Performance gains are generally
limited in this experiment, which may be attributed to the limited redundancy
and high variability of the data, however they translate into notable gains in
classification accuracy.
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Figure A.3: Spoken Arabic digits: Mean of the first 5 out of 13 MFCC spectral dimen-
sions in time for male (line one) and female (line two) speakers separately.
Columns from left to right represent spoken digits 0-9. (figure best seen in
colour)
As far as the misclassification error of the reconstructed sequences is concerned, we
can observe that the GPC performs better than the k-NN, both in terms perfor-
mance and consistently. For brevity, we present both results in our analysis. We can
see in Table A.3, that the Multi-GPDS reconstructed trajectories enjoy generally
higher classification accuracy, which indicates that more precise reconstruction of
the missing data can also translate into classification performance gains.
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59% 64% 68% 71% 74%
Interp. 0.703(0.060) 0.845(0.077) 1.004(0.090) 1.182(0.119) 2.759(0.368)
SVT 0.616(0.009) 0.672(0.009) 0.730(0.012) 0.778(0.011) 0.860(0.012)
FPC 0.608(0.009) 0.663(0.009) 0.722(0.012) 0.771(0.011) 0.852(0.012)
SS-GP 0.616(0.008) 0.678(0.009) 0.749(0.012) 0.808(0.012) 0.900(0.016)
IBP-GP 0.587(0.007) 0.644(0.008) 0.715(0.012) 0.785(0.013) 0.883(0.014)
Multi-GP 0.564(0.008) 0.604(0.008) 0.650(0.010) 0.692(0.014) 0.788(0.017)
VBMC 0.568(0.006) 0.607(0.007) 0.652(0.008) 0.696(0.011) 0.779(0.013)
Multi-GPDS 0.541(0.007) 0.572(0.010) 0.610(0.0152) 0.644(0.012) 0.737(0.013)
Table A.2: Spoken Arabic Digits: Reconstruction root mean square error for each
evaluated method.
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3-NN Classifier (baseline: 10%)
59% 64% 68% 71% 74%
None +15.7(3.3) +18.6(3.9) +21.2(3.7) +23.9(4.2) +28.3(5.0)
Interp. +8.04(3.8) +11.3(3.3) +15.9(4.2) +21.9(4.7) +39.2(4.7)
SVT +7.39(2.7) +8.39(3.3) +9.9(3.6) +12.6(4.0) +17.9(4.0)
FPC +7.33(2.7) +8.34(3.4) +10.1(3.6) +12.5(3.6) +17.5(4.3)
SS-GP +5.91(2.6) +8.71(3.7) +11.2(3.3) +14.9(3.8) +23.9(4.5)
IBP-GP +5.72(2.5) +7.39(3.0) +10.3(3.8) +14.5(4.3) +23.0(4.2)
Multi-GP +5.51(2.4) +6.66(3.2) +8.22(3.4) +9.22(3.3) +14.5(4.3)
VBMC +5.44(2.6) +6.85(3.4) +8.21(3.3) +9.94(2.8) +15.1(4.0)
Multi-GPDS +5.17(2.7) +6.98(2.7) +7.47(3.4) +9.23(3.1) +13.7(4.0)
GP Classifier (baseline: 8.75%)
59% 64% 68% 71% 74%
None - - - - -
Interp. +4.66(3.0) +6.17(2.9) +9.54(3.1) +12.9(3.7) +27.8(4.7)
SVT +2.96(1.9) +3.61(2.6) +5.64(2.7) +6.72(2.9) +10.8(3.4)
FPC +3.03(2.0) +3.64(2.4) +5.35(2.6) +6.76(2.9) +10.1(3.1)
SS-GP +3.42(2.5) +4.95(3.0) +7.70(2.9) +11.0(3.7) +17.6(4.0)
IBP-GP +3.44(2.3) +4.22(2.7) +6.58(3.3) +10.2(3.3) +17.1(4.1)
Multi-GP +3.11(2.4) +3.84(2.6) +5.03(2.8) +5.98(2.6) +10.0(3.7)
VBMC +3.35(2.0) +3.60(2.2) +4.70(2.6) +6.40(2.4) +9.80(3.6)
Multi-GPDS +3.21(2.0) +3.26(2.3) +4.39(2.5) +5.49(2.5) +9.06(3.0)
Table A.3: Spoken Arabic Digits: Misclassification error achieved for reconstructed data
with each evaluated method and under diﬀerent missing data ratios. We present
the results as the excess error above the baseline classification achieved for fully
observed data.
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a.2.2 Robotics Dataset
The setting of this experiment is identical to the one shown in Section 6.3.2 of this
this thesis. As we have mentioned the main diﬀerence is that we have followed a
diﬀerent data removal scheme.
40% 44% 49% 53%
Interp. 4.31(1.10) 5.68(1.96) 7.29(3.33) 9.93(5.28)
SVT 4.60(0.76) 4.99(0.91) 5.99(1.55) 6.39(1.63)
FPC 4.51(0.76) 4.90(0.92) 5.92(1.56) 6.31(1.64)
ssGP 4.87(2.36) 5.33(2.63) 4.94(1.49) 5.82(3.41)
ibpGP 3.80(0.74) 4.09(0.56) 4.39(0.52) 4.47(0.55)
mGP 2.84(0.43) 3.01(0.35) 3.46(0.39) 3.68(0.43)
VBMC 3.63(0.51) 3.81(0.45) 4.50(0.83) 4.66(1.23)
mGPDS 2.80(0.44) 2.98(0.32) 3.30(0.42) 3.49(0.34)
56% 59% 62% 64%
Interp. 10.7(3.8) 13.1(5.8) 13.3(4.2) 15.7(3.9)
SVT 6.90(1.74) 7.49(1.93) 8.80(2.30) 9.80(3.06)
FPC 6.86(1.77) 7.51(2.00) 8.80(2.33) 9.84(3.09)
ssGP 4.75(0.36) 5.07(0.70) 5.42(1.82) 5.83(2.07)
ibpGP 4.53(0.54) 4.82(0.48) 5.08(0.64) 5.47(1.43)
mGP 3.87(0.36) 4.07(0.41) 4.46(0.64) 4.81(0.84)
VBMC 4.94(0.99) 5.36(1.20) 6.04(1.98) 6.47(2.72)
mGPDS 3.64(0.32) 3.81(0.46) 4.16(0.45) 4.43(0.53)
Table A.4: Drawing lazy figure 8s: Reconstruction root mean square error for all
evaluated methods. Each column represents results for a diﬀerent missing data
ratio. The scale of the results is 10−2.
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a.2.3 Dance Primitives Dataset
The setting of this experiment is identical to the one shown in Section 6.3.3.1 of
this this thesis. Again, here we have followed a diﬀerent data removal scheme.
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Figure A.4: Dance primitives: Root mean square errors for all evaluated methods.
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60% 64% 67% 70%
STL 1.270(0.069) 1.395(0.075) 1.555(0.078) 1.664(0.073)
MTL 0.837(0.030) 0.911(0.050) 1.008(0.052) 1.098(0.069)
72% 74% 76% 77%
STL 1.824(0.098) 1.941(0.103) 2.064(0.107) 2.161(0.131)
MTL 1.192(0.059) 1.296(0.078) 1.403(0.078) 1.491(0.062)
Table A.5: Dance primitives: Reconstruction RMSE for action LHR (fig. 6.3a) achieved
by the Multi-GPDS when trained jointly with all available tasks and separately
with data from task LHR only.
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Figure A.5: Dance primitives: Root mean square errors for all evaluated methods.
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60% 64% 67% 70%
Interp. 3.35(0.29) 4.58(1.19) 6.05(2.04) 9.47(3.55)
SVT 1.433(0.015) 1.554(0.018) 1.697(0.023) 1.862(0.026)
FPC 0.936(0.014) 1.062(0.019) 1.218(0.025) 1.406(0.029)
SS-GP 0.962(0.030) 1.018(0.029) 1.065(0.024) 1.143(0.033)
IBP-GP 0.942(0.029) 1.001(0.041) 1.058(0.039) 1.128(0.036)
Multi-GP 0.766(0.008) 0.836(0.010) 0.918(0.012) 1.015(0.016)
VBMC 0.761(0.008) 0.821(0.010) 0.896(0.010) 0.978(0.013)
Multi-GPDS 0.693(0.007) 0.745(0.010) 0.803(0.012) 0.867(0.013)
72% 74% 76% 77%
Interp. 11.35(4.29) 14.15(4.27) 17.98(4.45) 21.31(5.05)
SVT 2.050(0.041) 2.272(0.039) 2.523(0.060) 2.763(0.084)
FPC 1.626(0.065) 1.905(0.055) 2.222(0.075) 2.569(0.153)
SS-GP 1.215(0.025) 1.297(0.028) 1.399(0.028) 1.489(0.025)
IBP-GP 1.206(0.031) 1.270(0.028) 1.371(0.042) 1.452(0.031)
Multi-GP 1.121(0.018) 1.231(0.027) 1.361(0.032) 1.506(0.051)
VBMC 1.064(0.014) 1.157(0.015) 1.253(0.019) 1.346(0.020)
Multi-GPDS 0.935(0.015) 1.011(0.018) 1.096(0.021) 1.173(0.025)
Table A.6: Dance primitives: Reconstruction root mean square error for all evaluated
methods. Each column represents results for a diﬀerent missing data ratio.
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TENSOR DESOMPOSIT ION
In this Appendix we briefly present some theoretical background on tensoralgebra and decomposition. We also include a brief overview of the relevantmethods that appear in the literature.
b.1 tensor algebra
Following a similar notation to [Rogers et al., 2013] let us denote asN andR the sets
of natural and real numbers respectively. Let us also suppose that I ∈NM denotes
an index vector space such that I ≡ [i1, . . . , iM ]T : ik ∈ Ik ⊆N, ∀k ∈ [1,M ]. A
tensor space on the index space we have defined shall be denoted as Y ∈ RI or
with respect to the individual index spaces as Y ∈ RI1×···×IM , also referred to as
an M -way array.
We shall refer to a single element of tensor Y using a set of indices as yi1i2···iM ∈ R.
Sub-tensors constructed by fixing the index of the kth dimension will be refereed to
as Yik ∈ RI1×···×Ik−1×Ik+1×···×IM . Equivalently, by omitting the index of the kth
dimension, we denote a vector containing tensor elements along the corresponding
slice yi1···ik−1ik+1···iM ∈ RIk .
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Finally, we shall use two main reshaping operators to “vectorise” or “tensorise”
equivalent to wrapping and unwrapping the corresponding data structures. More
specifically as y = vect(Y) we denote the operation of unwraping tensor Y ∈
RI1×···×IM into a vector y ∈ RI1I2···IM . “Tensorisation”, on the contrary, Y =
ten(y) is precisely the inverse of the previous operation so that applying it to
vector y ∈ RI1I2···IM yields the original tensor data structure Y ∈ RI1×···×IM .
b.1.1 Multilinear Tensor Decompositions
Tensor decomposition may be regarded as a generalisation of its matrix counterpart.
In the most general case, we refer to a multilinear decomposition by denoting it as
follows:
Y = A#F +Q (B.1)
where Y is the observations tensor, A a loading tensor, F is a core tensor, the
multilinear equivalent to a factor matrix and Q is a noise tensor. As # we denote
the generalised tensor multiplication operator with the following eﬀect:
yi1···iM =
J1∑
j1=1
· · ·
JM∑
jM=1
ai1···iM ,j1···jMfj1···jM + ϵi1···iM (B.2)
In practice we would typically resort to some necessary simplifications to the
general case. For instance by assuming homoscedastic noise and a loading tensor
A decomposable as A = A(1) ×A(2) × · · ·×A(M) eq. (B.2) yields the following
formulation:
yi1···iM =
J1∑
j1=1
· · ·
JM∑
jM=1
a
(1)
i1j1 · · · a
(M)
iM jM
fj1···jM + ϵ (B.3)
One of the first methods proposed was the Canonical Decomposition (CD) of an
M -way tensor Y defined as follows:
yi1···iM =
J∑
j=1
a
(1)
i1ja
(2)
i2j · · · a
(M)
iM j
+ ϵ (B.4)
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It constitutes an analysis into individual rank − 1 components or factors. This
reconstruction is suitable for expressing tensors of rank up to J .
A generalisation to the CD was proposed in [Tucker, 1966] and is also consid-
ered as the generalisation of factor analysis in tensor spaces. A full-rank Tucker
decomposition can be defined as in eq. (B.3).
As we may observe this formulation involves M factor loading matrices and a
single core tensor factor F ∈ RJ1×···×JM of typically much lower dimensionality
compared to Y . The main incentive is that the factor tensor F acts as a compact
latent representation of the original tensor space.
Note that vectorising eq. (B.3) yields the following equivalent representation:
vect(Y) = Avect(F) + ϵ (B.5)
where A = A(1) ⊗A(2) · · ·A(M) and as ⊗ we denote the Kronecker product.
The full Tucker decomposition is also referred to as TuckerM , to indicate that we
decompose our original tensor intoM −way factors. In that sense the CD may also
also be referred to as Tucker1 and is a special case of the Tucker decomposition by
setting the core factor tensor to a super-diagonal identity matrix. Along the same
lines, using a super-diagonal core tensor gives rise to the following decomposition
to which we shall refer later in this chapter:
yi1···iM =
J∑
j=1
rja
(1)
i1ja
(2)
i2j · · · a
(M)
iM j
+ ϵ (B.6)
The above formulation conveniently allows us to control the rank of our tensor
decomposition by imposing prior with component shrinkage on r, such as an ARD,
IBP or BP priors.
Nevertheless, depending on the structure of the data we wish to model it may be
more appropriate to use one of the intermediate decompositions lying between
between Tucker1 and TuckerM . For instance if we consider tensor time-series it
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may be beneficial to choose a time-varying core factor tensor and a Tucker(M−1)
decomposition as follows:
y
(t)
i1···iM−1 =
J1∑
j1=1
· · ·
JM−1∑
jM−1=1
a
(1)
i1j1 · · · a
(M−1)
iM−1jM−1f
(t)
j1···jM−1 (B.7)
b.1.2 Related Approaches
Various tensor-based models have recently emerged in the literature addressing
issues such as automatically selecting the optimal tensor rank or dealing with
temporal data. They all seem to agree however that manipulating the data
in tensor form is beneficial to aggregating across dimensions and using matrix
decomposition algorithms; which may be attributed to the fact that we respect the
innate structure of the data.
In tensor decomposition in particular, estimating the rank in a data driven manner
becomes even more important than in matrix decomposition problems. That is
due to the fact that finding the tensor rank is an ill-posed problem [De Silva &
Lim, 2008]. For an [N ×M ] matrix, its rank is r ≤ min(N ,M), whereas in the
case of a tensor [J1 × J2 × · · ·× JM ] the rank is always r > min(J1, J2, . . . , JM ),
which does not help set an upper rank bound in our algorithms.
Similar to the matrix factorisation literature, tensor factorisation approaches can be
categorised according to the parameter estimation method utilised. More specifically
whether parameter estimation is conducted through optimisation [Cichocki et al.,
2014; London et al., 2013] or inference [Xiong et al., 2010; Rai et al.]. There have
been numerous optimisation-based methods that explore almost the full scale of
possible tensor decompositions. Especially interesting and thorough is the analysis
in [Phan & Cichocki, 2010], where the authors explore decompositions that also
facilitate multidimensional data classification.
Again, as in the matrix decomposition case, to which we have referred in Chapter
6, authors have reported that a probabilistic [Mnih & Salakhutdinov, 2007] and
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full Bayesian [Mnih & Salakhutdinov, 2007] treatment is preferable to point-wise
optimisation [Zhao et al., 2014; Xiong et al., 2010; Rai et al.].
Extending the concept of Bayesian matrix factorisation the authors in [Tao et al.,
2008] present a Bayesian tensor decomposition based on the CD. Subsequent
publications address the issues of automatically inferring the optimal tensor rank
by decomposing as in eq. (B.6) and utilising either ARD eq. (B.9) [Zhao et al.,
2014] or a Multiplicative Gamma Process (MGP) prior eq. (B.10) [Rai et al.]
respectively. Similarly to using the MGP prior, one could use other non-parametric
priors for automatic rank estimation, such as the Indian Buﬀet Process (IBP) or
the Beta Process (BP).
yi1···iM =
J∑
j=1
rja
(1)
i1ja
(2)
i2j · · · a
(M)
iM j
(B.8)
rj ∼ N
(
0,α−1j
)
, αj ∼ G
(
a, 1
b
)
(B.9)
rj ∼ N
(
0,α−1j
)
, αj =
j∏
k=1
ξk, ξk ∼ G
(
a, 1
b
)
(B.10)
Although, rank estimation is valuable for finding sparse representations of the data,
we have observed that they lack in performance compared to approaches which do
not employ model reduction, even when extending those approached for temporal
data.
Bayesian tensors for time-series data are first introduced in [Xiong et al., 2010] by
placing an autoregressive prior AR1 of a special form on the temporal loadings of
the Canonical Decomposition (CD). (this special form AR1 can be retrieved from
eq. (2.33) by setting m = 1 and B1 = I).
The concept is then extended for the TuckerM decomposition in [Rogers et al.,
2013]. In this case the authors in have considered a general decomposition, more
specifically a Tucker(M−1) decomposition for temporal data and have modelled
the output tensor Yt as a multi-way Linear Dynamical Systems (LDS) as follows:
Yt = C #Zt +Q (B.11)
Zt = A#Zt−1 +R (B.12)
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Now, let us take a closer look at the aforementioned formulation. From the
viewpoint of Yt, the construction constitutes a general multilinear dynamical
system as mentioned in [Rogers et al., 2013]. However it could also be viewed as
a Tucker(M−1) decomposition, where we have set an AR1 prior on the temporal
core factor tensor. Note also that it is a probabilistic, but not a Bayesian method
as it employs Kalman EM to estimate Zt, Q and R, along with gradient ascent
MLE estimation of A and C. Finally, note that in eq. (B.11) we make the following
transition RI → RJ , through C, which allows for (substantial) dimensionality
reduction. This, however is not the case, in the hierarchically second layer of eq.
(B.12), where we transfer within a space of the same dimensionality RJ → RJ .
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BCD-LDS RESULTS
In this Section we present some preliminary results pertaining to our ongoingwork on tensor completion, outlined in Section 7.3.
c.1 preliminary evaluation
For the purpose of empirically evaluating the proposed approach we employ the
exact same setting used in Appendix A. More specifically, in addition to Section A,
we introduce comparisons with the following methods:
• PCD-AR1: Probabilistic Canonical Decomposition (CD) with AR1 prior
on the time-dependent loadings. This practically corresponds to the method
proposed in [Xiong et al., 2010] where we employ spherical Gaussian priors,
instead of full Gaussians for all continuous random variables. This approach
is probabilistic, but not fully Bayesian.
• BCD-AR1: Bayesian Canonical Decomposition (CD) with AR1 prior on the
time-dependent loadings. This corresponds exactly to the method proposed
in [Xiong et al., 2010].
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• BCD-LDS: Bayesian Canonical Decomposition (CD) with LDS prior on the
time-dependent loadings. This is the method proposed in this work.
In order to achieve impartial comparability among the evaluated methods, we
have run all new algorithms with the same number of factors as the Multi-GPDS,
namely 64. We have generated 2000 Gibbs samples from the posteriors of the
sampling-based methods and for our results we have considered the 500 last samples.
Finally we have repeated model training for 20 random initialisations to accumulate
statistics.
Our preliminary results are presented in Table C.1. By inspecting them, we can
observe that the BCD-LDS appears to be the most eﬀective in reconstructing
the 4 most severely damaged sequences, closely followed by the Multi-GPDS. In
moderately damaged sequences the main methods we consider, namely the Multi-
GPDS, PCD-AR1, BCD-AR1 and BCD-LSD are statistically equivalent. And
finally the Multi-GPDS achieves the best reconstruction for the 2 least damaged
sequences.
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60% 64% 67% 70%
Interp. 3.35(0.29) 4.58(1.19) 6.05(2.04) 9.47(3.55)
SVT 1.433(0.015) 1.554(0.018) 1.697(0.023) 1.862(0.026)
FPC 0.936(0.014) 1.062(0.019) 1.218(0.025) 1.406(0.029)
SS-GP 0.962(0.030) 1.018(0.029) 1.065(0.024) 1.143(0.033)
IBP-GP 0.942(0.029) 1.001(0.041) 1.058(0.039) 1.128(0.036)
Multi-GP 0.766(0.008) 0.836(0.010) 0.918(0.012) 1.015(0.016)
VBMC 0.761(0.008) 0.821(0.010) 0.896(0.010) 0.978(0.013)
Multi-GPDS 0.693(0.007) 0.745(0.010) 0.803(0.012) 0.867(0.013)
PCD-AR1 0.710(0.008) 0.752(0.008) 0.804(0.012) 0.869(0.015)
BCD-AR1 0.713(0.008) 0.752(0.009) 0.803(0.010) 0.865(0.013)
BCD-LDS 0.752(0.008) 0.781(0.007) 0.822(0.010) 0.866(0.011)
72% 74% 76% 77%
Interp. 11.35(4.29) 14.15(4.27) 17.98(4.45) 21.31(5.05)
SVT 2.050(0.041) 2.272(0.039) 2.523(0.060) 2.763(0.084)
FPC 1.626(0.065) 1.905(0.055) 2.222(0.075) 2.569(0.153)
SS-GP 1.215(0.025) 1.297(0.028) 1.399(0.028) 1.489(0.025)
IBP-GP 1.206(0.031) 1.270(0.028) 1.371(0.042) 1.452(0.031)
Multi-GP 1.121(0.018) 1.231(0.027) 1.361(0.032) 1.506(0.051)
VBMC 1.064(0.014) 1.157(0.015) 1.253(0.019) 1.346(0.020)
MultiGPDS 0.935(0.015) 1.011(0.018) 1.096(0.021) 1.173(0.025)
PCD-AR1 0.945(0.016) 1.032(0.019) 1.159(0.030) 1.294(0.043)
BCD-AR1 0.934(0.016) 1.017(0.017) 1.115(0.023) 1.231(0.027)
BCD-LDS 0.924(0.013) 0.988(0.012) 1.057(0.016) 1.137(0.019)
Table C.1: Dance primitives: Reconstruction root mean square error for all evaluated
methods. Each column represents results for a diﬀerent missing data ratio.
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BCD-LDS GIBBS SAMPLER
In this section we present the conditional posteriors necessary for implement-ing the Gibbs sampler and performing posterior inference for the proposedapproach, part of our ongoing work, outlined in Section 7.3.
The derivation are more or less standard, but do not necessarily appear elsewhere
in the literature. We present out final results here for brevity. Thus readers not
interested in implementing the sampler may safely skip this Appendix.
d.1 gibbs sampler
d.1.1 Sampling Loadings wn
wn ∼ N
(
wn|µ˜wn, Λ˜
−1
wn
)
(D.1)
Λ˜wn = Λw + V n (D.2)
µ˜wn = Λ˜
−1
wn (Λwµw + bn) (D.3)
V n =
∑
(t,i)∈On
βn (zt ◦ gi) (zt ◦ gi)T (D.4)
bn =
∑
(t,i)∈On
βnynti (zt ◦ gi) (D.5)
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d.1.2 Sampling Time-dependant Factors zt
zt ∼ N
(
zt|µ˜zt, Λ˜
−1
zt
)
(D.6)
Λ˜zt = Λz + V t (D.7)
µ˜zt = Λ˜
−1
zt (ΛzCxt + bt) (D.8)
V t =
∑
(n,i)∈Ot
βn (gi ◦wn) (gi ◦wn)T (D.9)
bt =
∑
(n,i)∈Ot
βnynti (gi ◦wn) (D.10)
d.1.3 Sampling State-space Variable xt
xt ∼ N
(
xt|µ˜xt, Λ˜
−1
xt
)
(D.11)
Λ˜xt = Λx + V t (D.12)
µ˜xt = Λ˜
−1
xt bt (D.13)
V t =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ATΛxA+C
TΛzC , ∀t ∈ [1,NT )
CTΛzC , t = NT
(D.14)
bt =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Λxµx +A
TΛxx2 +C
TΛzz1 , t = 1
ΛxAxNT−1 +C
TΛzzNT , t = NT
ΛxAxt−1 +ATΛxxt+1 +CTΛzzt , t ∈ (1,NT )
(D.15)
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d.1.4 Sampling Loadings gi
gi ∼ N
(
gi|µ˜gi, Λ˜
−1
gi
)
(D.16)
Λ˜gi = Λg + V i (D.17)
µ˜gi = Λ˜
−1
gi
(
Λgµg + bi
)
(D.18)
V i =
∑
(n,t)∈Oi
βn (wn ◦ zt) (wn ◦ zt)T (D.19)
bi =
∑
(n,t)∈Oi
βnynti (wn ◦ zt) (D.20)
d.1.5 Sampling Parameters µw,Λw and µg,Λg
Same as the ones in [Xiong et al., 2010].
d.1.6 Sampling Parameters C,Λz
C,Λz ∼MN
(
C|M˜C ,Λ−1z , K˜C
)
W
(
Λz|W˜ 0, ν˜0
)
(D.21)
K˜C =KC +
NT∑
t=1
xtx
T
t (D.22)
M˜C =
⎛⎝MCKC + NT∑
t=1
ztxt
⎞⎠ K˜−1C (D.23)
ν˜0 = ν0 +NT (D.24)
W˜
−1
0 =W
−1
0 +M
T
CKCMC − M˜TCK˜CM˜C +
NT∑
t=1
ztz
T
t (D.25)
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d.1.7 Sampling Parameters A,µx,Λx
A,µx,Λx ∼MN
(
C|M˜C ,Λ−1z , K˜C
)
N
(
µx|ρ˜0,
(
β˜0Λx
)−1) (D.26)
W
(
Λz|W˜ 0, ν˜0
)
(D.27)
K˜A =KA +
NT∑
t=2
xt−1xTt−1 (D.28)
M˜A =
⎛⎝MAKA + NT∑
t=2
xtx
T
t−1
⎞⎠ K˜−1A (D.29)
β˜0 = β0 + 1 (D.30)
ρ˜0 =
β0ρ0 + x1
β˜0
(D.31)
ν˜0 = ν0 +NT (D.32)
W˜
−1
0 =W
−1
0 +M
T
AKAMA − M˜TAK˜AM˜A +
NT∑
t=1
xtx
T
t(D.33)
+β0ρ0ρ
T
0 − β˜0ρ˜0ρ˜T0 (D.34)
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