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An analytical study of the pulsed thermography defect detection limit 
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Claverton Down, Bath BA2 7AY, United Kingdom 
(Received 6 December 2011; accepted 14 March 2012; published online 3 May 2012) 
A simple modiﬁcation of the one-dimensional expression for the thermal contrast of a layer 
provides a useful prediction of peak contrast temperature and contrast peak time for defects of all 
aspect ratios. The new analytical results have been shown to agree with numerical modelling. 
The thermographic nondestructive evaluation (NDE) rule-of-thumb that defects are detected if 
aspect ratio exceeds two is shown to have no general validity as peak contrast is found to depend 
critically on defect depth and absorbed excitation energy as well as defect aspect ratio. The 
effects of thermal diffusivity anisotropy are  included in the  analysis  and illustrated by  
simulations of defect image contrast in composite 
Physics. [http://dx.doi.org/10.1063/1.4704684] 
I. INTRODUCTION 
Pulse transient thermography or ﬂash thermography was 
the earliest developed1–3 and is now the most widely used 
form of thermographic nondestructive testing/evaluation. It 
involves ﬂash heating the surface of the part under inspection 
using a high energy optical ﬂash lamp, or lamps, and moni­
toring the subsequent surface cooling with an infrared cam­
era. Defects lying in a plane parallel to and below the 
surface block the conduction of heat into the part, causing a 
reduction in the cooling rate at surface above the defect that 
may be revealed by an IR camera. Proven applications of the 
technique include the detection of: adhesion failures of sur­
face coatings, particularly, thermal barrier coatings; delami­
nation defects in composite materials, including impact 
damage and bond-line defects between adhesively bonded 
parts. The technique has the attractions: of being rapid; non-
contacting; of providing a simple clear image of a defective 
area; of being applicable to a very wide range of materials; 
and of being largely unaffected by the geometry of the part 
under inspection. However, the technique is generally con­
sidered to be only suitable for “near surface” defects and 
there has been a long established “rule-of-thumb” that the 
“defect aspect ratio” (defect diameter/defect depth) should 
exceed two. Whilst there is general agreement amongst prac­
titioners that the above rule-of-thumb characterises the limi­
tations on defect detection sensitivity, there has been 
remarkably little research into its physical origins. The pur­
pose of this paper is to present a simple analytical formula­
tion that characterises the technique’s defect detection 
capabilities and that exposes the shortcomings of the rule-of­
thumb. 
II. THEORY 
The impulse heating response of a semi-inﬁnite half 
space is given by the well known expression4 
J0 �x2 
Tðx; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ :e 4at (1) 
pqckt 
Cmaterials. V 2012 American Institute of 
in which T(x,t) is the temperature rise at a depth x beneath 
the surface at a time t after a uniform impulse of energy J0 
on the surface, x ¼ 0, at time t ¼ 0. q, c, k, and a are density, 
heat capacity, thermal conductivity, and thermal diffusivity, 
respectively. 
The response at the surface, T(0,t), which may be moni­
tored by an IR camera is obtained by setting x ¼ 0 in Eq. (1). 
J0
Tð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ : (2) 
pqckt 
In a ﬂash thermography test, J0 is the optical energy intensity 
(J/m2) from the ﬂash lamp absorbed at the surface that is 
converted into heat. Equation (2) shows that the magnitude 
of the heating produced at the surface varies inversely with 
the effusivity (H(qck)) of the material being impulse heated 
and that this heat decays with time as t�0.5. Both the magni­
tude and the time dependence of the surface temperature, 
T(0,t), are altered by a defects lying beneath the surface in a 
plane parallel to the surface. Such defects usually take the 
form of air ﬁlled cracks or delaminations that block the con­
duction of heat from the surface, causing a slower cooling 
than indicated by Eq. (2). As a ﬁrst approximation, a region 
containing a delamination-like defect can be treated as a 
layer of thickness d, the depth of the defect below the sur­
face. The impulse heating response of such a layer may be 
obtained from the expression " # 
2 X ðndÞJ0 1 �Tð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 þ 2 Rne at : (3) 
pqckt 
n¼1 
Equation (3) was obtained5,6 from the inverse Laplace func­
tion of the convolution of the thermal response function of 
a layer of thickness d with a Dirac delta function impulse of 
magnitude J0. The thermal response function of the layer is 
given by the Bennett and Patty7 thermal wave interference 
expression. R is the effective thermal reﬂection coefﬁcient 
of the solid-air interface, which to a very good approxima­
tion ¼ 1. 
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Some insight is obtained by re-expressing Eq. (3) as " 
2 2ð2dÞ ð4dÞJ0 � �Tð0; tÞ ¼pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 þ 2 R:e 4at þ R2:e 4at 
pqckt !# 
2ð6dÞ
þR:3:e 4at þ � � � � �  : (4) 
Each of the terms in the inner bracket has the mathematical 
form of a pulse reﬂection from an interface a depth d below 
the surface having a thermal reﬂection coefﬁcient R. The 
successive terms correspond to the ﬁrst, second, third, …, 
reﬂections having round-trip paths of lengths 2d, 4d, 6d,…, 
respectively. 
The four equations presented above are analytical 
expressions obtained assuming uniform heating across the 
surface and subsequent uniform, one-dimensional, thermal 
conduction into the heated solid. Real defects are ﬁnite in 
their lateral dimensions and heat ﬂow in their vicinity cannot 
be assumed to be one-dimensional. Previous work by one of 
the authors8,9 focused on heat ﬂow around the tip of an in-
plane defect and the effect that this had on the apparent size 
of a defect that might be deduced from ﬂash thermography 
images. Figure 1(a) illustrates the thermal ﬂux around the tip 
of a sub-surface in-plane defect. Figure 1(b) shows represen­
tative examples8,9 of the ways that the temperature proﬁles 
above and below a ﬁnite defect differ from defect-free mate­
rial at the same depth at a time after the ﬂash heating of the 
surface. These temperature changes were shown8,9 to be a 
FIG. 1. (a) Schematic diagram of heat ﬂow around the tip of a sub-surface 
in-plane defect following ﬂash heating of the surface above the defect. (b) 
Temperature proﬁles along the upper and lower surfaces of a defect follow­
ing ﬂash heating of the surface above the defect. Temperature changes indi­
cated are with respect to a sound region beyond the defect tip at the same 
depth and at the same time. The reduced distance from the crack tip is x/l, 
where l ¼ 2H(at) the effective thermal diffusion length for a transient 
response. 
function of the reduced distance, x/l, from the crack tip, 
where l is the effective thermal diffusion length, which is 
2H(at) for a transient response to a Dirac delta function exci­
tation. Consequently, the actual range of the change in tem­
perature at a crack tip expands with time elapsed after ﬂash 
excitation. Figure 1(b) shows the thermal enhancement over 
a defect, caused by its blocking of thermal conduction, to be 
balanced by a reduction in heating below the defect, caused 
by the defect “shadowing” the heat being conducted from 
the surface. These phenomena result in high thermal gra­
dients around the tip of the defect that drive the lateral ther­
mal diffusion of the excess heat trapped between the surface 
and upper defect surface. This results in a cooling of the tem­
perature enhancement at the surface over the defect, which is 
observed as a thermal contrast in ﬂash thermography. This 
lateral conduction of heat to the defect tip is the dominant 
factor in determining the decay with time of a defect’s ther­
mal contrast. It also affects the magnitude of the peak ther­
mal contrast at the surface over a defect that has a particular 
size and aspect ratio. 
Until now, it has been assumed that heat ﬂow around a 
defect, following impulse surface heating, is a complex three-
dimensional problem that can best be dealt with using numeri­
cal modelling techniques.10–12 However, we will present here 
a simple analytical adaptation of Eq. (3) that appears to dupli­
cate numerical modelling results for the magnitude of the 
peak contrast at the surface over a defect and its occurrence 
time. The key physical assumption is that the evolution of the 
thermal contrast over the centre of a defect is limited by the 
rate of lateral diffusion of heat from the centre to the defect 
edge. For a circular defect of diameter D, the diffusion dis­
tance is D/2. This lateral diffusion process competes with the 
build up of thermal contrast, Tc1(0,t), caused by the through 
thickness thermal blocking of the defect 
" # 
2 X ðndÞ2J0 1 �Tc1ð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Rne at (5) 
pqckt 
n¼1 
obtained from Eq. (3). This is the thermal contrast that will 
be observed for defects having very large lateral extent (D 
� d), for which the lateral diffusion effects to the defect 
edges will be negligible. In the limit of an adiabatically iso­
lated layer of thickness d absorbing an impulse of energy J0, 
it is easy to see that its ultimate temperature rise, at long 
times will be J0/qcd. Expression (5) rises asymptotically 
towards this value with time if R is set ¼ 1 and a large num­
ber of the terms in the sum are computed. However, for 
lower aspect ratio defects, lateral thermal diffusion will 
reduce this thermal contrast signiﬁcantly. The central hy­
pothesis of this paper is that a better representation of the 
contrast at the surface over the centre of a circular defect, di­
ameter D, at a depth d is " # ! 
2 2 X ðndÞ ðD=2Þ2J0 1 � �Tc2ð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Rne at : 1 � e 4at : (6) 
pqckt 
n¼1 
In expression (6), the one-dimensional contrast term, Eq. (5), 
has been multiplied by a decay term to capture the physics of 
�  
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the diffusion of heat from the centre of the circular defect to 
the edge, a distance D/2 away. It assumes that the defect 
ðD=2Þ2 
4atedge acts as a heat sink, sweeping away heat (/ e ) 
reaching the edge around the high thermal gradients at the 
defect tip to the cool underside of the defect. Consequently, 
the heat remaining at the centre falls by the same amount. It 
is recognised that this is not a rigorous derivation, but it will 
be shown that the resulting expression, Eq. (6), provides a 
remarkably accurate approximation of the peak thermal con­
trast and its occurrence time after impulse heating. 
Setting defect aspect ratio, P ¼ D/d, Eq. (6) can be 
re-expressed as " #  ! 
2 2 X ðndÞ ðPdÞ2J0 1 � �RnTc2ð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ e at : 1 � e 16at : (7) 
pqckt 
n¼1 
Layered carbon or glass ﬁbre composites are important types 
of material that are inspected using ﬂash thermography. For 
these, in-plane and through thickness thermal properties may 
differ substantially. Typically, in-plane thermal diffusivity is 
several times larger than through thickness thermal diffusiv­
ity. If the ratio of in-plane to through thickness thermal diffu­
sivity is set ¼ m, Eq. (7) becomes " # ! 
2 2 X ðndÞ ðPdÞ2J0 1 � �Tc2ð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Rne at : 1 � e 16mat : (8) 
pqckt 
n¼1 
It can be seen from Eq. (8) that an enhanced of in-plane/ 
lateral diffusivity increases the diffusion rate of heat to the 
defect edge and, consequently, reduces the thermal contrast 
of a defect at a depth d of a particular aspect ratio P. 
It is well known10,12,13 that the contrast of small low as­
pect ratio defects peaks at a short time after ﬂash heating. At 
such short times, the ﬁrst n ¼ 1 term in the sum dominates 
the contrast given by Eq. (8). A useful indication of the way, 
in which the contrast of such small low aspect ratio defects 
changes with defect aspect ratio, P, and the anisotropy fac­
tor, m, can be obtained by taking the n¼1 term alone, and 
setting R ¼ 1. ! 
�d2 ðPdÞ2 2J0 �Tc1ð0; tÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ e at : 1 � e 16mat : (9)2 pqckt 
P2 From which, by setting y ¼ d2 and a ¼ , it can be seen at 16m
that 
�ayÞTc1ð0; tÞ / e �yð1 � e : (10) 2
This expression peaks where 
1�ay ¼e : (11) ð1 þ aÞ 
By inserting the resulting value of y in Eq. (10), it can be 
shown that peak contrast is a function of the term a 
a 
Tcpeak / TðaÞ ¼  1þa ; (12) ð1 þ aÞ a 
FIG. 2. Graph showing the variation of the peak thermal contrast function 
T(a), from Eq. (12), with defect aspect ratio P, for the anisotropies, m, 
indicated. 
where a < 1 
a P2 
TðaÞ �  ¼ ; (13)
2 32m 
i.e., peak contrast rises as the square of defect aspect ratio, P, 
and falls with thermal diffusivity anisotropy, m. 
The dependence of T(a) on aspect ratio, P, for three val­
ues of thermal diffusivity anisotropy, m, is shown in Figure 2. 
Whilst T(a) gives some insight into the low aspect ratio 
dependence of contrast, it is an incomplete description 
because it fails to include the t�0.5 term in Eq. (9). 
Equation (9) can be re-expressed as a function of y 
J0 2 pﬃﬃ J0
Tc1ð0; yÞ ¼  : pﬃﬃﬃ : y:½e �yð1 � e �ayÞ� ¼ :Tða; yÞ:2 dqc p dqc 
(14) 
In this expression, T(a,y) is the function that describes the 
extent of the deviation from the equilibrium isolated layer 
temperature rise, J0/dqc, caused by lateral diffusion and ther­
mal response time. It is an expression that peaks like T(a) at a 
values of y corresponding to the time at which there is a peak 
in thermal contrast, (y ¼ d2/at). These peak values of T(a,y) 
are functions of defect aspect ratio and thermal diffusivity ani­
sotropy and they give an estimation of peak thermal contrast 
for the case of low aspect ratio defects. The dependences of 
the peak values of T(a,y) on aspect ratio, P, for three values of 
thermal diffusivity anisotropy, m, are shown in Figure 3. The  
forms of these graphs are very similar to those of Figure 2, 
showing that the t�0.5 term has a rather minor effect. The 
quadratic dependence on aspect ratio and the inverse depend­
ence on diffusivity anisotropy, Eq. (13), are evident. 
The time at which peak contrast appears, tp, can be 
obtained from the values of y, yp, at which T(a,y)peak occurs 
d2 �1¼ :y : (15)tp pa 
�1The dependence of yp on aspect ratio, P, for three values of 
thermal diffusivity anisotropy, m, is shown in Figure 4. All 
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FIG. 3. Graph showing the variation of the peak thermal contrast function 
T(a,y)peak from Eq. (14), with defect aspect ratio P, for the anisotropies, m, 
indicated. 
three traces converge on a y�1 value of 0.67 at lowest defect p 
aspect ratios. 
Expressions (14) and (15) provide quantiﬁcations of the 
two most important parameters in pulsed thermographic non­
destructive evaluation (NDE): the peak contrast that can be 
expected for a defect of speciﬁc size and depth and the time 
after the pulse excitation that this should occur. The ﬁrst of 
these, peak contrast, provides an indication of the likelihood 
of detecting such a defect. Both expressions identify the 
ways, in which materials properties affect the performance 
of the inspection technique. The ﬁrst, Eq. (14), shows ther­
mal contrast to depend only on the density heat capacity 
product, qc, which varies rather little between material types. 
This accounts for the wide applicability that has been estab­
lished for the technique. The thermal conductivity, which 
varies enormously between material types does not affect the 
magnitude of thermal contrast. Its effect is in the determina­
tion of the time that contrast peaks, through the inverse diffu­
sivity relationship in expression (15). The dimensionless 
�1expressions T(a,y)peak and y incorporate the effects of p 
defect aspect ratio and thermal diffusivity anisotropy. How­
ever, it is important to note that defect depth, d, appears sep­
arately outside these expressions, indicating that it is not 
only defect aspect ratio that limits thermal contrast. This 
�1FIG. 4. Graph showing the variation of the peak contrast time function yp 
from Eq. (15), with defect aspect ratio P, for the anisotropies, m, indicated. 
draws into question the supposed universal validity of the 
ﬂash thermography rule-of-thumb that defect aspect ratio 
needs to exceed two. 
The analytical results that have been introduced in this 
section are based on the proposal that the one-dimensional 
layer model, Eq. (3), should be modiﬁed as Eq. (8) to 
account for the three-dimensional heat ﬂow effects that occur 
around a ﬁnite defect. The value of this analysis is tested in 
Sec. III by making a direct comparison between the analyti­
cal predictions and those obtained by detailed numerical 
modelling of the three-dimensional heat ﬂow around the 
same defects. 
III. NUMERICAL MODELLING 
The ﬁnite difference numerical modelling technique was 
used to compute the thermal response to impulse heating of a 
test piece containing circular plate-like air ﬁlled defects set in 
a plane parallel to the surface. The ﬁnite difference modelling 
code was written using cylindrical co-ordinates to enable the 
3-D heat conduction process to be solved using a 2-D numeri­
cal model.10 The implicit backward Euler method was used. 
7000 time steps were used across the time range considered (a 
cooling transient of 3 s for steel and 10 s for carbon ﬁbre com­
posite). The Dirac excitation pulse was simulated by a triangu­
lar impulse, three time steps in duration, to prevent oscillatory 
behaviour due to step heating derivatives. A spatial grid of 100 
radial steps and 300 through thickness steps was employed. 
Results were obtained for mild steel and a carbon ﬁbre 
composite material, representing relevant isotropic and ani­
sotropic materials that might be inspected using ﬂash 
thermography. 
A. Mild steel 
The thermal properties of mild steel used in the numeri­
cal modelling are shown in Table I. 
Modelling results were obtained for defects with diame­
ters between 0.25 and 30 mm all at a depth of 1mm below the 
surface, covering defect aspect ratios from 0.25 to 30. The 
surface was subjected to a uniform intensity of 106 Wm�2 for 
10 ms, approximating an impulse heating of 10 kJ m�2 that is 
comparable to impulse heating amplitudes employed in ﬂash 
thermography.13–15 The thermal contrast at the centre of the 
simulated defect images was obtained at 10 ms intervals for a 
period of 0.5 s after applying the impulse heating. 
The peak values for thermal contrast obtained by the nu­
merical modelling are shown in Figure 5. Values for  diame­
ters between 0.25 and 1 mm were obtained at intervals of 0.05 
mm. These values were used to generate the lower part of the 
graph and are shown without symbols for clarity. The predic­
tions of the analytical expression, Eq. (8), across the defect as­
pect ratio range 0.3 to 30 are also shown in the ﬁgure 
TABLE I. Thermophysical properties of mild steel. 
Density Specific heat Thermal conductivity 
(kg/m3) (J kg�1 K�1) (W m�1 K�1) 
7832 434 64 
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FIG. 5. Variation of peak thermal contrast with defect aspect ratio for circu­
lar defects 1 mm beneath the surface of a mild steel sample. Pulse intensity 
10 kJ m�2. 
FIG. 6. Variation of peak contrast time with defect aspect ratio for circular 
defects 1 mm beneath the surface of a mild steel sample. 
(Analytic 1) for comparison. The range 0.3 to 1.0 was covered 
in steps of 0.1 and again these points are plotted without sym­
bols for clarity and to allow comparison with the numerical 
modelling in this range, detailed as mentioned above. The val­
ues of Eq. (8) were obtained by including the ﬁrst six (n ¼ 1 
to 6) terms of the sum in Eq. (8) and the thermal reﬂection 
coefﬁcient R was set ¼ 1. It was found that no signiﬁcant 
increase in contrast was obtained on including more than the 
ﬁrst six terms of the sum for defect aspect ratios up to 30. 
Equation (8) reproduces the overall form of the dependence 
of contrast on defect aspect ratio obtained by numerical mod­
elling. It provides a very good approximation of numerical 
modelling results for defect aspect ratios below 2 and above 
�8. Between these values, it underestimates contrast, indicat­
ing that the decay expression Eq. (8) should be somewhat 
weaker for intermediate values of defect aspect ratio. 
The second analytical curve (Analytic 2) show in Figure 
5 was obtained by a minor modiﬁcation of Eq. (8). This  was  
to raise the diffusion distance from the point on the surface 
above the centre of the defect edge from D/2 to the true dis­
tance H[(D/2)2þd2]. The result is a better ﬁt to the numerical 
modelling results for all defect aspect ratios above �3, but a 
serious overestimation for low defect aspect ratios. This indi­
cates a subtle difference in thermal diffusion processes for 
small defects. 
The adiabatically isolated layer equilibrium temperature 
rise J0/qcd is shown at the top of Figure 5. This value is 
approached asymptotically as defect aspect ratio is increased 
in both the analytical and ﬁnite difference modelling and it 
provides a means of validating these models. The functional 
form of the peak contrast vs. defect aspect ratio graph is the 
equivalent of T(a,y)peak introduced above; representing the 
reduction in contrast from J0/qcd caused by lateral diffusion 
of heat to the crack edges. 
Peak contrast times obtained using the analytical model 
(Analytic 2) are compared with the values indicated by the 
ﬁnite difference modelling in Figure 6. The agreement is 
within 5%, across the 3 to 30 defect aspect ratio range, show­
ing the analytical model to provide a useful indication of 
both peak contrast and peak contrast time for a wide range of 
defect geometries. 
The developments of thermal contrast with time can also 
be obtained from the analytical model, Eq. (8). Examples, 
defect aspect ratios of 5, 10, and 15, are shown in Figures 
7(a)–7(c). The results in Figure 7 show that the modiﬁed form 
of Eq. (8) (Analytic 2) accurately predicts the time depend­
ence of contrast up to the peak. However, at longer times, the 
analytical expression for contrast decays less rapidly than 
indicated by numerical modelling. This is probably a result of 
the high thermal gradients driving lateral thermal diffusion 
receding towards the defect centre as the trapped heat is con­
ducted away from the defect edges with time. 
B. Carbon fibre composite material 
The thermal properties of a representative carbon ﬁbre 
composite material used in the numerical modelling are 
shown in Table II. 
Modelling results were obtained for defects with diame­
ters between 1 and 30 mm all at a depth of 1 mm below the 
surface, covering defect aspect ratios from 1 to 30. The sur­
face was again subjected to a uniform intensity of 106 Wm�2 
for 10 ms, approximating an impulse heating of 10 kJ m�2 
that is comparable to impulse heating amplitudes employed 
in ﬂash thermography. The thermal contrast at the centre of 
the simulated defect images was obtained at 10 ms intervals 
for a period of 10 s after applying the impulse heating. 
The peak values for thermal contrast obtained by the nu­
merical modelling and the two forms of the analytical model 
are shown in Figure 8. The characteristics of the three curves 
are similar to those for steel shown in Figure 5. However,  the  
rate of increase in peak contrast with defect aspect ratio is 
noticeably lower due to the anisotropy in thermal diffusivity 
of 3 that enhances the cooling of thermal contrast above a 
defect. The relative magnitudes of peak contrast for speciﬁc 
aspect ratio defects, compared with the isolated layer tempera­
ture rise, are lower than seen for steel for the same reason. 
There is a signiﬁcant discrepancy between the predictions of 
the ﬁrst analytical model, Eq. (8), (Analytic 1) and the ﬁnite 
difference modelling for aspect ratios between 3 and 12. The 
modiﬁed analytical model agrees well with the numerical 
modelling results for aspect ratios above 5. The discrepancies 
between the analytical and numerical modelling results are 
somewhat larger than found, Figure 5, for steel. It is notable 
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FIG. 8. Variation of peak thermal contrast with defect aspect ratio for circu­
lar defects 1 mm beneath the surface of a carbon ﬁbre composite sample. 
Pulse intensity 10 kJ m�2. 
thermal contrast magnitude depends only on the qc product 
and it is independent of thermal conductivity. 
Peak contrast times obtained using both analytical mod­
els (Analytic 1 & 2) are compared with the values indicated 
by the ﬁnite difference modelling in Figure 9. The agreement 
is fairly good across the 0 to 30 defect aspect ratio range, 
though not as good as found for isotropic steel. The times of 
the contrast peaks in the composite are very much longer 
than predicted for steel, supporting the inverse diffusivity in­
dication of Eq. (15). 
The developments of thermal contrast with time for 
defect aspect ratios of 5, 10, and 15 in a carbon ﬁbre com­
posite are shown in Figures 10(a)–10(c). The results in Fig­
ure 10 again show that the modiﬁed form of Eq. (8) 
(Analytic 2) reproduces the early part of the time dependence 
of thermal contrast indicated by the numerical modelling. As 
for steel at longer times, the analytical expression decays 
less rapidly than indicated by numerical modelling. 
IV. EXPERIMENTAL RESULTS 
A Thermal Wave Imaging Inc. thermoscope system16 
was used to measure the contrast produced by artiﬁcial 
defects in the form of circular ﬂat bottomed holes drilled to a 
FIG. 7. Thermal contrast vs. elapsed time for a (a) 5, (b) 10, and (c)15 mm 
diameter defects 1 mm beneath the surface of a mild steel sample calculated 
by ﬁnite difference modelling (FD) and the modiﬁed form of Eq. (8) (Ana­
lytic 2). Pulse intensity 10 kJ m�2. 
that there is rather little difference in the predicted magnitudes 
of peak contrast for steel and carbon ﬁbre composite, despite 
the huge difference in their thermal conductivities (a factor of 
100). This is in agreement with the assertion (Sec. II) that  
TABLE II. Thermophysical properties of a carbon ﬁbre composite material. 
Density Specific heat Thermal conductivity Diffusivity
 
K�1 K�1
(kg/m3) (J kg�1 ) (W m�1 ) anisotropy, m 
1500 1200 0.64 3 FIG. 9. Variation of peak contrast time with defect aspect ratio for circular 
defects 1 mm beneath the surface of a composite sample. 
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FIG. 10. Thermal contrast vs. elapsed time for a (a) 5, (b) 10, and (c) 
15 mm diameter defects 1 mm beneath the surface of a carbon ﬁbre compos­
ite sample calculated by ﬁnite difference modelling (FD) and the modiﬁed 
form of Eq. (8) (Analytic 2). Pulse intensity 10 kJ m�2. 
depth of 1 mm from the surface of a mild steel plate. The 
upper surface of the plate was painted black. It is appreciated 
that ﬂat bottomed holes differ from the true lamina defects 
illustrated in Figure 1 and that for these, there is no path for 
the heat to ﬂow to the cooler underside of the defect. How­
ever, numerical modelling comparisons of the two types of 
sub-surface feature indicate the ﬂat bottomed hole to act as a 
good approximation to the real lamina crack-like defect, in 
this case. For an aspect ratio 5 defect in steel at a depth of 1 
mm, the contrast over a ﬂat bottomed hole is 6.3% larger 
than over a lamina crack-like defect and for the aspect ratio 
of 10, the difference falls to 2.3%. Each of the artiﬁcial 
defects was positioned in the same place beneath the ﬂash 
hood to ensure that they received the same excitation inten­
sity. The experimental measurements of the peak value of 
contrast obtained from each of the artiﬁcial defects are 
shown in Figure 11(a). The holes had diameters in the range 
1 to 18 mm to cover the defect aspect ratio range 1 to 18. 
The analytical curve through the experimental data was 
obtained from Eq. (8), setting the absorbed thermal ﬂux, J0, 
to 3.3 kJ m�2. Note, no image of the 1 mm diameter hole 
was obtained. The times of occurrence of peak contrast are 
shown in Figure 11(b). The analytical curve through the data 
was obtained from the analytical model using a value of 
K�145 Wm�1 for the thermal conductivity of the mild steel 
plate. This is lower than the nominal value shown in Table I, 
but within the range of values expected for carbon steels. 
V. DISCUSSION 
The comparison of analytical and numerical modelling 
results presented in Sec. III shows that the simple analytical 
expression, Eq. (8), introduced in Sec. II provides good esti­
mates of the magnitude of the thermal contrast, and its 
FIG. 11. Experimental measurements of: (a) peak contrast in a mild steel 
plate of circular ﬂat bottomed holes of diameters in the range 2 to 18 mm all 
at a depth of 1 mm from the surface and (b) times of peak contrast compared 
with the predictions of the analytical expression. 
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occurrence time, for a wide range of defect aspect ratios. The 
variation in thermal contrast with defect aspect ratio is smooth 
and systematic and it can be related in a simple and clear way 
to materials properties. The analytical model has been shown 
to provide a rapid and simple means of assessing the likely 
performance of the ﬂash thermography NDE technique. It 
reproduces the salient features of more detailed numerical 
modelling, which requires considerable expertise to ensure 
reliability of results. The analytical model has also revealed 
systematic dependencies of contrast and peak contrast time on 
defect geometry and materials properties that had not been 
noticed in previous numerical modelling studies. 
In this work, it has been assumed that the defects have 
very high thermal contact resistances preventing heat from 
being conducted through the defects to the underlying bulk. In 
the analytical model, the effective thermal reﬂection coefﬁ­
cient at the defect surface R was set equal to 1. In this case, 
the results show the effects on contrast of the lateral diffusion 
of heat to the defect edge alone. The contrast predictions are 
consequently an upper limit of what might be observed in 
practice where some defects may have very small openings 
and associated small thermal contact resistances. In such 
cases, there will be little trapping of heat at the surface above 
the defect and a much reduced thermal contrast at the surface. 
An important question that must be answered to deter­
mine the suitability of ﬂash thermography for a speciﬁc 
inspection application is whether the technique will reveal 
the presence a defect of a required minimum size within a 
component of a particular thickness made of a speciﬁed ma­
terial. For such a defect to be detected, it is necessary for the 
peak contrast, it produces to exceed the noise level of the IR 
camera to be employed in the inspection. The intrinsic noise 
levels of the IR cameras typically employed in ﬂash thermo­
graphic NDE are quoted as �0.02 �C. However, practical ex­
perience indicates that contrasts of �0.1 �C are necessary to 
produce reliable distinguishable images of sub-surface 
defects. Equation (8) provides a simple means of making this 
assessment, provided the pulse excitation energy, J0, is  
known. The value of 10 kJ m�2 employed in the simulations 
here is representative of the magnitude of J0 achieved by the 
type of ﬂash lamps used for ﬂash thermography. The actual 
value of J0 in a particular application can be obtained by ﬁt­
ting Eq. (2) to the thermal decay observed in a defect free 
region of the test piece of interest. 
Examination of the contrasts predicted for steel and com­
posite shown in Figures 5 and 8 appears to conﬁrm the ﬂash 
thermography rule-of-thumb as peak contrasts fall below 
above mentioned minimum required contrast of 0.1 �C where  
the defect aspect ratio falls below about 2. However, this is 
coincidental and a consequence of performing the simulations 
for defects set at a depth of 1 mm. The amplitude of contrast 
is expected to scale as a fraction of the equilibrium isolated 
layer temperature rise J0/dqc, i.e., inversely with defect depth 
d. If the defect depth was 10 mm, the magnitudes of the con­
trasts shown in Figures 5 and 8 would be reduced by a factor 
of 10. For this depth, only defects with aspect ratios above �5 
would exhibit contrast exceeding the reliability threshold of 
0.1 �C. Defects of aspect ratio 2 would show a contrast of 
only �0.03 �C. This inverse depth relationship has been 
conﬁrmed by ﬁnite difference modelling. Similarly, the d2 
increase in peak contrast time, Eq. (15), has  also  been  con­
ﬁrmed by independent numerical modelling. 
The effect of the inverse depth relationship and the con­
sequent general incorrectness of the rule-of-thumb have been 
exposed by attempts at imaging the artiﬁcial defects in the 
test piece shown in Figure 12. Whilst the rule-of-thumb 
would suggest that all these defects would be imaged, only 
the shallowest, 2 mm deep, was imaged very weakly. The 
predictions of the peak contrasts for the test piece that take 
account of the defect depth and actual absorbed pulse energy 
are shown at the foot of the ﬁgure. Only the shallowest, 2 
mm deep, defect is predicted to produce a contrast signiﬁ­
cantly above camera noise level (�0.02 �C), explaining the 
absence of images of the other deeper defects. The 2 mm di­
ameter, 1 mm deep, defect was found to exhibit a peak con­
trast of �0.1 �C in the study of 1 mm deep defects in mild 
steel, results shown in Fig. 11(a). 
The value of the analytical expression, Eq. (8), is  that  it  
provides the key information about the ﬂash thermography 
technique in a simple and accessible form. The alternative of 
using numerical modelling is time consuming and its reliabil­
ity and validity is highly dependent on the experience and ex­
pertise of the modeller. The analytical model provides the 
basis for an expert system that could be developed to be used 
by non-specialists to assess the suitability of ﬂash thermogra­
phy for a particular inspection application. System inputs 
would be defect depth, minimum required detectable defect 
size, and material properties. The principal output would be 
peak defect image contrast that could be compared directly 
with a system noise threshold, such as 0.1 �C, to ascertain the 
suitability of the technique for the required inspection. 
Whilst the analysis presented here has focussed on the 
ﬂash thermography NDE technique, the impulse response 
that has been obtained can be used to model other modes of 
excitation. It is a simple matter to integrate a series of 
impulse responses to simulate long pulse heating. A useful 
alternative to ﬂash lamp heating is to expose a test piece sur­
face to a high power lamp or a hot air blower for a number 
of seconds and then monitor the cooling with an IR camera. 
Similarly, the response to a periodically modulated heat 
FIG. 12. Drawing of mild steel test piece with aspect ratio 2 defects at 
depths 2 to 5 mm from the surface. Thermal image below shows a weak 
image of only the 2 mm deep hole. 
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source, of the type used in lock-in thermography, can be 
modelled by the integration of a series of periodically modu­
lated amplitude impulse responses. It is becoming common 
to process ﬂash thermography image ﬁles to generate ﬁrst or 
second time derivative images17–19 as these images have 
been shown to be clearer than the raw ﬂash thermography 
images and to reveal defects that do not appear in the raw 
images. These time derivative imaging methods make partic­
ular use of the early part, pre-contrast-peak part, of the ther­
mal response. Figures 7 and 10 show that this is where the 
analytical model produces the most accurate agreement with 
the full numerical modelling predicted response. Conse­
quently, the model can be used with some conﬁdence to 
investigate the characteristics of the time derivative imaging 
methods. There have been no systematic investigations, of 
the type presented here for ﬂash thermography, of these other 
thermographic NDE methods but these will be dealt with in 
future publications. 
VI. CONCLUSIONS 
A simple analytical expression has been discovered that 
has been shown to model the dependence of ﬂash thermogra­
phy image contrast on defect aspect ratio. This expression 
shows that the defect detection sensitivity of the technique 
does not depend on aspect ratio alone. It increases with the 
absorbed excitation pulse energy J0 and it is inversely pro­
portional to defect depth d. Consequently, it is concluded 
that the long established thermographic NDE rule-of-thumb 
that links defect detection sensitivity to aspect ratio alone is 
incorrect. Furthermore, it has been shown experimentally 
that the rule-of-thumb is misleading, providing compelling 
J. Appl. Phys. 111, 093510 (2012) 
evidence for its abandonment in light of the far more com­
plete analytical treatment of defect detection sensitivity pre­
sented here. 
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