Abstract-In this paper, we introduce a sequential autoencoder framework using long short term memory (LSTM) neural network for computer network intrusion detection. We exploit the dimensionality reduction and feature extraction property of the autoencoder framework to efficiently carry out the reconstruction process. Furthermore, we use the LSTM networks to handle the sequential nature of the computer network data. We assign a threshold value based on cross-validation in order to classify whether the incoming network data sequence is anomalous or not. Moreover, the proposed framework can work on both fixed and variable length data sequence and works efficiently for unforeseen and unpredictable network attacks. We then also use the unsupervised version of the LSTM, GRU, Bi-LSTM and Neural Networks. Through a comprehensive set of experiments, we demonstrate that our proposed sequential intrusion detection framework performs well and is dynamic, robust and scalable.
data is malicious or not. Hence, the learning framework is unsupervised [9] for the network data in this case.
In this paper, we propose a sequential autoencoder framework using Deep Neural Networks (DNNs) [10] . However, the DNNs can provide only limited performance in modelling time series and processing temporal data [11] . As a result, recurrent neural networks (RNNs) [12] are introduced, which not only handle the temporal data but also handle the time dependencies in the data. In order to cope and handle the variable length data sequence, RNNs are used to first convert the variable length data to fixed length data. Autoencoders [13] work on the fixed length data sequence in an unsupervised framework and detect subtle anomalies in the data. The use of sequential autoencoders is two-fold. First, it helps in reducing the dimension of the input data [14] . Second, autoencoders work as a feature extraction block that extracts the useful and more reliable features out of the data. Although, regular autoencoder can work on sequential data by fixing the data size, usually by padding all sequences with zero vectors to the length of the longest sequence [13] - [14] . In contrast, recurrent auto encoders can compress variable length sequences into fixed length representations [15] . Moreover, recurrent networks reuse their weight matrix for all time steps. Therefore, they can generalize dependencies between nearby frames to other positions in the sequence. As a special case of the RNNs, we use sequential long short-term memory (LSTM) autoencoders.
B. Related Work
Artificial Neural Networks (ANNs) are used in the design of intrusion detection system (IDS) [16] employing efficient backpropagation. Support Vector Machines (SVM) [17] , SelfOrganized Maps (SOM) [18] and Random Forests [19] are used as efficient classifiers to perform network intrusion detection. Such classifiers suffer from the deficiency that they require a fixed length data sequence to work on [17] [18] [19] . A lot of work is done under the supervised as well as a semi-supervised framework [20] . Work on data set like NSL-KDD [21] is under the umbrella of the supervised and semi-supervised framework. While, in real-time, this is not such a scenario. Recently, long short term memory (LSTM) neural networks allow serendipitous discovery of important long and short-term features in time series. [22] made use of an LSTM autoencoder to reconstruct video frames. LSTM and CRF autoencoders are similar in that they are both sequential variants of the standard autoencoder [23] .
C. Contributions
Our main contributions are as follows:
• We developed an online sequential unsupervised framework for network intrusion detection using LSTMautoencoders.
• The proposed framework is dynamic and scalable as it works on both fixed as well as variable length network data sequences.
• The proposed framework works efficiently as a feature extractor and also make use of the past information in order to make correct decisions.
II. PROBLEM DESCRIPTION
In this paper, all vectors are column vectors and denoted by boldface lower case letters. Matrices are represented by boldface upper case letters. For a vector u, |u| is the ℓ1-norm and u T is the ordinary transpose. For a vector x t , x t,i and x ti are the i th element and the i th column of the vector x t , respectively. Similarly, for a matrix W , w ij is the i th row and j th column entry. We observe the input data sequence
, where n represents the total number of observations. Here, for each observation X t , we have
. . , n, where n t ∈ Z + is the length of the individual input sequence and may vary for each input sequence.
We use the RNN to process the variable length input, such as X t , to extract the sequential natured information from the data. For each X t , the framework for the generic RNN for the i th column of X t is given as follows [12] :
where h ti ∈ R m is the state vector and x ti ∈ R d is the input vector for i = 1, . . . , n t . The RNN coefficient weight matrices are R ∈ R m×m and W ∈ R m×d . The function κ(·) is commonly set to tanh(·) and apply pointwise to vectors. Now that we have the formulation of the RNN network, we extract the sequential information by driving each column of X t to the encoder part of the RNN network. For each X t , the output is given by
where h ti is the output of the i th RNN-encoder unit and φ is the parameter set of the RNN-encoder part. After whole of the sequence is passed through the RNN-encoder, we get
. We then perform three types of pooling operation on {h ti } ni i=1 , i.e., mean, max and last pooling. The mean, last and max pooling operations are computed as follows:
where j is the index for the number of rows of h ti . After the pooling operation, we pass h i to the RNN-decoder part which reconstructs the input as follows:
where
is the reconstructed input and ψ is the parameter set for RNN-decoder part. The function ρ(·) is commonly set to tanh(·) and apply pointwise to vectors. After we retrieve the reconstructed input, we evaluate the mean square loss, i.e., ni i=1 ||x ti −x ti || 2 and update the corresponding LSTMencoder and decoder parameters accordingly.
As a special case of the RNNs, we use the LSTM neural network with only one hidden layer defined as follows [24] :
where c t ∈ R m is the state vector, x t ∈ R p is the input vector and h t ∈ R m is the output vector. Here, i t , f t and o t are the input, forget and output gates, respectively. In (10) and (12),
The functions g(·) and l(·) apply to vectors pointwise and commonly set to tanh(·). Similarly, the sigmoid function σ(·) applies pointwise to the vector elements. The weight matrices are set to appropriate dimensions. Fig. 1 . The encoder and decoder equations for the LSTM network modifies as follows:
Remark 1: The RNN Autoencoder framework discussed in (1)-(6) also applies on the LSTM neural network defined in (7)-(12). The detailed description of the sequential LSTM autoencoder framework is shown in
where h i is the LSTM state vector obtained after pooling operation as mentioned in (2)
-(4).

A. Error Function and Threshold
During the reconstruction phase in the sequential LSTM autoencoder, there is an error associated with the reconstructed input. The reconstruction error for sequence X i = [x t1 , . . . , x tn i ] is given as follows:
where Error(i) is the reconstruction error for sequence X i . Based on this error measure, we update the corresponding weights of encoder and decoder part of the LSTM-autoencoder framework. 
III. EXPERIMENTS
In this section, we demonstrate the performance of our proposed algorithm using intrusion detection evaluation data set (ISCX IDS 2012) [25] . Network payloads are captured for seven days. There are around 1.8 millions of connections for FTP, SMTP, HTTP, SSH, IMAP, and POP3. Around five percent of connections are labelled as an anomaly. These anomalies come from a diverse set of multi-stage attacks. Some connections do not have packet payloads at the source or/and destination ports. Since packet payloads are used as input in our systems, we disregard the connections without payloads at both ports, regarding anomaly occurrence rate must remain almost the same after this operation.
Each network payload, captured at both source and destination ports, is regarded as sequential character-based input. The payloads are used in hexadecimal format, so we have a total of 64 characters to be considered as our vocabulary. By using one hot encoding, characters are converted to numerical features resulting in 64-dimensional vectors. We randomly split the data set into training and test sets with percentage 90 and 10, respectively. Among the training set, 20k of connections are chosen randomly to be used in our experiments. For all the splits, anomaly occurrence rate remains the same. As our training method, Adam [26] is employed with default parameters presented in the original work. The objective function is mean squared error. Batch size is chosen as 64. All the LSTM autoencoders have a unit size of 64 at both encoder and decoder layers. Sigmoid activation is used at the output layer. For all the experiments, 20k of data is split into training and test sets with size 16000 and 4000, respectively. The training set is further split into training and validation sets with 80/20 ratio. First, we compare various systems with the proposed LSTM autoencoders as shown in Fig. 2 . We also added more layers in the proposed algorithm, i.e., 2 layers each in encoder and decoder part, and call it Deep Auto-LSTM networks. For the case of the RNNs, the LSTM network, the GRU network, and the bidirectional LSTM networks all with one layer is applied separately with linear regression at the end. In addition, feed-forward neural networks with one layer are trained with the SGD algorithm [27] . We use the validation set to obtain the receiver operating characteristics (ROC) and choose the threshold τ corresponding to the best AUC score. Then, the test set is evaluated with the fixed threshold τ and f1 scores are evaluated as shown in Table. I. The receiver operating characteristics with the corresponding AUC scores for the proposed sequential LSTM autoencoders and other unsupervised algorithms is shown in Fig. 2 .
We carry out all the experiments using 5-fold crossvalidation. We show the ROC curve for one of the experiments for the LSTM autoencoder with mean pooling in Fig. 3 . The ROC and AUC scores for all the folds are shown in Fig. 3 . The average AUC score is 0.96 with a standard deviation of 0.01. 
IV. CONCLUSION
In this paper, we propose a sequential LSTM autoencoder for executing computer network intrusion detection in an unsupervised manner. We introduced three types of pooling layer in the proposed algorithm. We select a suitable threshold value that helps in achieving the best possible f1-score for our proposed algorithm. We validate the performance of our proposed algorithm on the ISCX IDS 2012 data set. We also carry out unsupervised network intrusion detection on the LSTM, GRU, Bi-LSTM and feed-forward neural networks. Through an extensive set of experiments, we demonstrate that our proposed algorithm manages to achieve best f1 and AUC score. Out of the proposed algorithms, the LSTM autoencoder with max pooling and Deep Auto LSTM networks showed the best f1-score.
