We consider positive de nite and radial functions. After giving general results concerning the smoothness of general positive de nite and radial functions, we investigate the class of compactly supported, positive de nite, and radial functions, where every function consists of a univariate polynomial within its support. Especially, we show that these functions necessarily possess an even number of continuous derivatives. Finally, we provide a general construction technique which we use to construct a new family of compactly supported basis functions of arbitrary smoothness.
Introduction
Interpolation by shifts of a radial basis function has proved to be a very useful tool for the construction of surfaces from scattered data. To interpolate a function f 2 C( ), (1) with coe cients j determined by the interpolation conditions s f (x j ) = f(x j ); 1 j N:
In this case the interpolation matrix A ;X = ( (kx j ? x k k 2 )) (2) has to be non-singular, which is especially the case if is a positive de nite function (see De nition 3).
The shape of the generated surface s f is obviously determined by the choice of the basis functions , especially by its smoothness. But the smoothness of plays also an important role for estimates on the approximation error and for the stability of the interpolation process, i.e. the condition number of the interpolation matrix A ;X . In the rst case, to be more precise, it is important to know the smoothness of the even extension of to negative arguments. Having this in mind, we assume from now on to be an even function : R ! R, (? ) = ( ).
From the numerical point of view it is reasonable to want to be as simple as possible and to want to have a compact support. In this case the evaluation of s f in (1) on a given point x needs only few evalutations of and the interpolation matrices (2) 
with a univariate polynomial p. A di erent support can easily be achieved by scaling.
A more thorough investigation of the smoothness of both of these families of piecewise polynomial basis functions shows that each member possesses an even number of continuous derivatives. This gives rise to the following question:
Problem everywhere.
Motivated by the negative answer to Problem 1 and by the function given in 2], we shall also look for more general positive de nite functions than (3) having an odd number of derivatives.
The outline of this paper is as follows: After a short description of the general setting we draw conclusions from the positive de niteness of a general in odd dimensional spaces, which hold for 's of the form (3) also in even dimensional spaces. Next, we classify basis functions of the form (3) by their smoothness and show that there exists none with an odd number of continuous derivatives. Finally, we give a quite general but still simple technique for the construction of further positive de nite functions, which we use to construct a new family of compactly supported radial basis functions of arbitrary smoothness.
Preliminaries
In this section we give the de nition of a positive de nite function, collect some results concerning positive de nite functions, and introduce operators useful for our further analysis. 
is also radial and can be represented by If on the other hand is bounded and has a non-negative, non-vanishing Fourier transform the same arguments lead to b 2 L 1 (R d ). Thus can be recovered from its non-negative, non-vanishing Fourier transform, which means that must be positive de nite. 2 Furthermore, we need two operators, which were introduced in 7] and generalized in 4] to handle radial functions.
De nition 5 1) Let be given such that (t)t 2 L 1 (R 0 ), then we de ne for r 0 I (r) := 
Finally, we want to use the following notation for brevity: 2 C`(x 0 ) shall mean that there is an open surrounding U of x 0 with 2 C`(U).
General results derived from positive de niteness
Let us assume that the basis functions generate integrable functions on R d , which is given if they satisfy (r)r d?1 2 L 1 (R 0 ): We now want to derive our rst result on the smoothness of in odd space dimenisons, which also holds in even space dimensions, if is a function of the form (3). 
Using Leibniz' formula and the fact that the Bessel functions and their derivatives possess the asymptotic behaviour J Thus we can di erentiate`-times under the integral in (5) as long as` bd=2c.
In this case the integral in the representation of (`) can be bounded by
This means that we can form up to bd=2c derivatives of . 2
From the proof of the last theorem we see that the result holds also for even
But this does not help and we do not want to pursue it further.
We end this section with a version of Theorem 7 for basis functions of the form (3) and general space dimension. (1) = 0 we can iterate this process to derive nally I(r) PROOF. The statements on the positive de niteness of the functions I and D are consequences of Lemma 6 and Bochner's theorem. It is obvious that the smoothness around one behaves in the stated way. The proof for the smoothness around zero is not more complicated. In the rst case we have k 1 which allows us for 0 < r 1 to write (r) = P s j=0 a j r j where exactly the rst k odd coe cients vanish. Thus the application of D to yields D (r) = ? P s j=2 a j jr j?2 , and exactly the rst k ? 1 odd coe cients vanish, which means 2 C 2k?2 (0). The second assertion can be proved in the same way. 2
The proof of this lemma shows on the one hand that the results hold for more general 's and on the other hand that for 's of the form (3) I and D can be computed in a very elementary way. The latter is a real advantage for the construction of compactly supported, radial, and positive de nite functions.
Our main theorem shows that the smoothness of around zero determines the smoothness of everywhere. As said before, this can be seen as a generalization of Theorem 2. Once more, we have to distinguish whether p or n is larger. The case of n p can be dealt with in the same way as before. In case of n < p we form := D Actually, the quadratic form must be positive because otherwise the set of points where the integrand does not vanish must have measure zero. This is impossible since it contains the set U. 2
The result can be generalized by replacing the measure f(t)dt by any nonnegative, nite Borel measure on 0; 1) when the conditions on the set U are modi ed in an obvious way.
We want to apply the last theorem by setting K(t; r) = d;k (r=t), where d;k is any of the basis functions given in Theorem 14. Then K is well de ned, since K(t; r) = 0 whenever t < r. For f we choose the function f(t) = t m , t 2 0; 1], and f(t) = 0 elsewhere. In this case (7) which is important for a further analysis of these functions.
