In this paper, we consider a fractional optimal control problem governed by system of linear differential equations, where its cost function is expressed as the ratio of a convex function and a concave function. This optimal control problem can, in principle, be solved by applying Dinkhelbach algorithm. However, it will lead to solving a sequence of hard DC programming problems. To overcome this difficulty, we introduce the reachable set for the linear system. In this way, the problem is reduced to a quasiconvex maximization problem in a finite demensional space. Based on a global optimality condition, we propose an effective algorithm for solving this fractional optimal control problem and we show that the algorithm generates a sequence of local optimal controls with improved cost values. The proposed algorithm is then applied to several test problems, where the global optimal cost value is obtained for each case.
Introduction
Consider the fractional programming problem: The above problem, which is referred to as Problem (P1), has many applications in engineering and economic. There are numerous methods in the literature for solving Problem (P1). They include variable transformation [1] , direct nonlinear programming approach [2] , and parametric approach [3] . Problem (P1) has been considered in [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , where f is concave and g is convex. Problem (P1) can, in principle, be solved by Dinkhelbach algorithm [12] . But in this way, the algorithm requires solving DC programming at each step which may be harder than solving the original Problem 1. In this paper, we consider a fractional optimal control problem governed by system of linear differential equations, where its cost function is expressed as the ratio of a convex function and a concave function. We introduce the reachable set for the linear system. In this way, the problem is reduced to a quasiconvex maximization problem in a finite demensional space. Based on a global optimality condition, we propose an effective algorithm for solving this fractional optimal control problem and we show that the algorithm generates a sequence of local optimal controls with decreasing cost values. The
proposed algorithm is applied to several test problems, where the global optimal cost value is obtained for each case.
The rest of the paper is organized as follows. In Section 2, the formulation of the quadratic fractional optimal control problem is given. The algorithm and numerical results for several test problems are presented in Section 3. Some concluding remarks are stated in Section 4.
Fractional Optimal Control Problem
Consider the following system of linear differential equations over the time horizon
where 0 t and f t are given with 0 < < < , 
It is well known [20] that the solution of system (2) can be written as: 
D is called the rechable set of system (2) with respect to ∈ u V . Clearly,
is a convex and compact set. Problem (P2) can be written as
which is referred to as Problem (P3). Define 
Problem (P3) is a quasiconvex maximization problem. Now, we shall apply the global optimality conditions [1, 3] to Problem (P3).
Then,
holds for all ( ) ( )
and ∈ x D , where ϕ′ denotes the gradient. In addition,
. Then, condition (11) is a sufficient condition for ∈ z D to be a global solution to Problem (P3).
for all ( ) ( )
Lemma 2. Suppose that for any feasible points , ∈ x y D such that the inequality
Proof. On the contrary, assume that ( ) < ( ) ϕ ϕ x y . Since ϕ is quasiconvex, we have
By Taylor's formula, there is a neighborhood of the point y on which . This completes the proof.
Lemma 3. Let ( ) ϕ x be a function defined by (4) . Then, it holds that
Proof. The proof follows readily from the definition of the function ( ) ϕ x .
In the numerical computation, we need to find a point ( ) ( )
in order to check the validity of the optimality condition (11) . To do this, we prove the following assertion. 
In order to find an a satisfying ( ) ( )
, we need to solve the equation
where
Or equivalently,
Since 1 
Substituting (17) into (19), we obtain
Furthermore, since ( ) > 0 ϕ z and 2 < 0 D , it is clear that
This, in turn, implies that > 0 a . Thus, the proof is completed. 
Then, based on Theorem 1, we can derive the global optimality conditions for Problem (P2) in the following theorem.
Theorem 2.
A control * ∈ u V is a global optimal control to Problem (P2) if and only if
Proof. The validity of Theorem 2 is equivalent to that of the optilimality condition (11).
From Theorem 2, we can conclude that if there exist a process ( , ) x u   and ( ) ( )
then the control u is not a global optimal control to Problem (P2), where = ( ) (1)
or the equivalent problem ( ) The set of admissible control is defined by
We can easily check that this problem has three controls 0 = 2  2  2  1  1 2  2  2  1 2  1  1  1  2  2  2  2  1  2  1  2   2  8  2  4  4 Before we derive an algorithm to solving Problem (P2), we need to compute ( ) Π y for any n ∈ y R . First, we consider the linear optimal control problem, which is referred to as Problem (P4).
Consider the following system of differential equations
Corresponding to n ∈ y R . This system, which is known as the co-state system, has a unique piecewise differentiable solution ( ) = ( ) t t ψ y y , defined on 0
is referred to as the co-state. Problem (P4) can be solved by using the results presented in the following theorem. On the basis of Theorem 3, the value ( ) Π y can be computed by using the following algorithm.
Algorithm 1.
Step 1. Solve the co-state system (30) for a given n ∈ y R . Let ( ) = ( ) t t ψ ψ y be the solution.
Step 2. Find the optimal control ( ) = ( ) t t z z y as the solution of the problem
Step 3. Find a solution ( ) = ( ) t t x x z of system (2) for ( ) = ( ) t t u z y .
Step 4. Find ( ) = ( ) f f t t x x z by (5) with = f t t .
Step 5. Compute Then, it holds that
Proof. From Lemma 2, we have
This completes the proof. 
Numerical Examples
In this section, Algorithm 2 is used to solve two fractional optimal control problems. Based on the local optimal controls obtained by MISER 3, the two optimal control problems are solved using the optimization procedures listed in Algorithm 2. Global optimal solutions are found for both of the two problems, see Table 1 . 
Conclusions
Fractional optimal control problem has been considered. The problem was reduced to a quasiconvex maximization problem subject to linear constraints. Based on the global optimality conditions and properties of the quasiconvex function, we derived an effective algorithm for solving the problem globally. The numerical results are given to illustrate the applicability of the algorithm proposed.
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