INTRODUCTION
1.1. Background. Apparently the first recorded work about circle-valued Morse functions was Everett Pitcher's paper [16] , published in 1939. : E. Pitcher gave there lower bounds for the number of critical points of a Morse map f : M Ñ S 1 in terms of homology invariants of the corresponding infinite cyclic covering. His paper is much less known than more recent works of S. P. Novikov, so we outline E. Pitcher's work in Appendix 1. We show in particular that his inequalities are equivalent to the torsion-free part of the Novikov inequalities.
The circle-valued Morse theory as it exists today was initiated by S.P. Novikov [10] . In this work S.P. Novikov considered a Morse map f : M Ñ S 1 and outlined a construction of a chain complex generated by critical points of f . The base ring of this complex is the ring of integer Laurent series with finite negative part Zpptqq " Zrrtssrt´1s. The chain complex computes the semi-open homology H˚p x M , 8`q of the corresponding infinite cyclic covering x M . One immediate consequence is the Novikov inequality for the number of critical points of f of index r:
(1) m r pf q b r pM, ξq`q r pM, ξq`q r´1 pM, ξq, where we denote by b r and q r the rank and torsion number of the above homology in degree r, and ξ is the homotopy class of f in the group rM, S 1 s « H 1 pM, Zq. S.P. Novikov suggested also a generalization of this construction to the case of Morse forms (recall that a closed 1-form is called Morse form, if locally it is the differential of a Morse function). The ring Zpptqq is replaced in this case by a corresponding completion of the ring ZrZ k s, where k is the maximal number of rationally independent periods of the Morse form in question (i.e. the irrationality degree of the form). The details of the construction of the chain complex above were not clarified in [10] . Several authors suggested different approaches to construction of this chain complex and proof of its properties. In an influential work [4] M. Farber proved the exactness of the inequalities (1) for the case of manifolds of dimension 6 with fundamental group « Z. He also gave a proof of the Novikov inequalities without using the properties of the chain complex above. Instead of using the Laurent series ring, M. Farber works with a suitable localization of the polynomial ring Zrts; the numerical invariants derived from the localized homology of the infinite cyclic covering coincide with the Novikov numbers.
In his PhD thesis [20] J.-Cl. Sikorav suggested a generalization of the Novikov homology, replacing the free abelian covering of the manifold in question by the universal covering. This homology (called sometimes Novikov-Sikorav homology ) turned out to be sufficiently strong so as to detect 3-manifolds fibered over a circle.
: I am grateful to Andrew Ranicki for pointing out this paper to me.
A construction of the Novikov complex for a circle-valued Morse map based on the counting of the flow lines of the gradient of the Morse map was given in the author's work [15] . This method was inspired by E. Witten's framework for Morse theory [21] . In the work [15] the first complete proof of the properties of the Novikov complex was given. The proof uses the classical Morse theory on compact submanifolds of the infinite cyclic covering, and inverse limit arguments.
A different approach was developed in the articles of M. Pozniak (PhD thesis at the University of Warwick, 1994, published later in [17] ) and F. Latour [8] . Both use the Floer's method [6] . The proof splits into two parts. Firstly one proves that d 2 " 0 by studying the space of broken flow lines between critical points. M. Pozniak's argument [17] generalize the argument of D. Salamon [18] concerning the real-valued Morse functions. It is based on the theory of Fredholm operators in Sobolev spaces. F. Latour's argument [8] , §2 is based on the transversality properties of manifolds with singular boundary. The second step is the computation of the homology of the resulting complex. It is done by different versions of Floer's continuation method. One shows that the homology of the Novikov complex does not change while deforming the Morse form within its cohomology class. Afterwards one shows that in a given de Rham cohomology class there exists always a Morse form having the same Novikov complex as the completed Morse complex of a real-valued Morse function. This second step was carried out by M. Pozniak in his thesis [17] , and by F. Latour in the Chapter 2 of [8] .
1.2. Overview of the paper. The main object of study in this paper is the Novikov complex for Morse forms of irrationality degree k ą 1. Let ω be such form, and p : x M Ñ M a regular covering with structure group G, such that p˚pωq is cohomologous to zero. Let v be a transverse ω-gradient. Our approach to construction of the Novikov complex is based on approximation of ω by rational Morse forms (that is, multiples of differentials of circle-valued Morse maps). Choose rational Morse forms ω 1 , . . . , ω k approximating ω, so that v be an ω i -gradient for each i. The Novikov complex for ω is then defined over a ring that we call the conical completion of the group ring ZG. : This conical completion is a much smaller ring than the initial Novikov ring. For a case when the homology classes of the forms ω 1 , . . . , ω k form a regular family (see Sections 3, 4 for the definition) this ring is a subring of the ring of twisted Laurent series in k variables. This subring consists of Laurent series that we call special Laurent series (see Section 4 ) . Theorem 3.2 (Section 3) says that we can always find rational forms ω 1 , . . . , ω k arbitrarily close to ω, such that the family of their homology classes is regular. The argument is based on a suitable generalization of the classical algorithm of approximating irrational numbers by rationals.
The properties of the conical refinement of the Novikov complex are stated in the main theorem of the paper (Theorem 5.1); the proof is given in Section 7. The advantage of our approach is that the proof of the properties of the Novikov complex is reduced to the proof for the case of rational forms done in [15] . The section 6 contains the outline of this proof.
The paper contains two appendices. In Appendix 1 we give an overview of the E. Pitcher's work on circle-valued Morse theory (1939) . We show that Pitcher's lower bounds for the number of critical points of a circle-valued Morse map coincide with : These completions were present implicitly already in the author's paper [12] . the torsion-free part of the Novikov inequalities (1982) . In Appendix 2 we construct a circle-valued Morse map and its gradient such that its unique Novikov incidence coefficient is a power series in one variable with an arbitrarily small convergence radius.
1.3. Remarks on terminology. In this paper we work with three types of regular coverings of the manifold M : 1) infinite cyclic coverings, 2) covering with free abelian structure group, 3) coverings with a structure group G endowed with an epimorphism onto a free abelian group. The coverings of the first type will be denoted by M Ñ M (or M i Ñ M if we work with several such coverings). The coverings of the second type will be denoted by Ă M Ñ M . The coverings of the third type will be denoted by x M Ñ M . We assume that the structure groups act on regular coverings from the right, so that the singular chain complex of the covering is a right module over the group ring. The singular chain complex of a topological space X is denoted by S˚pXq, the simplicial chain complex of a simplicial space Y is denoted by ∆˚pY q. The end of a proof is marked by , the end of a remark or a definition is marked by △.
1.4. Acknowledgements. I am indebted to A. Ranicki for many discussions on circle-valued Morse theory. I am grateful to G. Ziegler for the references about integral cones and to J. Gubeladze for nice and helpful discussion about bases in integral cones. Thanks to anonymous referee, whose remarks have lead to a considerable improvement of the manuscript. Many thanks to F. Bogomolov for his constant support.
CONICAL COMPLETIONS OF GROUP RINGS AND CHAIN COMPLEXES
2.1. Completions of group rings. Let G be a group; we denote by Λ the group ring ZG. Let ξ : G Ñ R be a homomorphism. Intuitively, the Novikov completion p Λ ξ of the ring Λ consists of some special infinite linear combinations of the elements of G, namely the combinations that are infinite in the direction of decreasing of ξ. To give a precise definition let p p Λ be the set of all formal linear combinations (infinite in general) λ " ř gPG n g g, n g P Z. For λ P p p Λ put supp λ " tg | n g " 0u. For C P R put rλs ξ,C " tg P supp λ | ξpgq Cu.
n i g iˇni P Z, ξpg i q 0 for all i, and ξpg i q Ñ´8 as i Ñ 8
+
It is easy to see that p Λ ξ is a ring, and p Λξ is a subring of p Λ ξ . These rings will be called Novikov completions of the group ring Λ. △
The basic algebraic objects of the present paper are conical Novikov completions of the group rings, introduced in the next definition.
Remark 2.3. The definitions of the rings p
Λξ and p ΛΓ can be reformulated in terms of inverse limits of rings. Namely, for λ P Λ define the ξ-height h ξ pλq of λ as follows:
For a real number K put Λξ ,K " tλ P Λ | h ξ pλq Ku. We abbreviate Λξ ,0 to
Λξ . Then p Λξ is isomorphic to the inverse limit of the following sequence of ring projections
For a finite set Γ " tξ 1 , . . . , ξ k u of homomorphisms G Ñ R put ΛΓ ,K " Ş i Λξ i ,K . We abbreviate Λ Γ,0 to ΛΓ . Then p ΛΓ is isomorphic to the inverse limit of the following sequence of ring projections
Assume that all ξ i factor through an epimorphism ζ : G Ñ Z n , that is, there areξ i : Z n Ñ R, such that ξ i "ξ i˝ζ (this is always the case for some n, if G is finitely generated). Choose and fix such an epimorphism ζ. The extensions ofξ i to linear forms R n Ñ R will be denoted by the same symbols ξ i . Put (9) C Γ " x P R n |ξ i pxq 0 for every i ( .
Proof. Let λ P p Λ Γ . The set E " supp λ z ζ´1pC Γ q is finite. Since C Γ is a solid cone, there is a ball B Ă Int pC Γ q of any given radius. So we can assume that for some a P ζpGq we have ζpEq`a Ă Int pC Γ q. Therefore the support of ζ´1paq¨E is in C Γ , and the proposition is proved. Definition 2.5. We say that Γ is admissible, if C Γ is a solid cone.
: Recall [1] that a subset X Ă R n is called cone if for every a P X and θ 0 we have θa P X. A cone is called solid if it has a non-empty interior. Remark 2.6. Observe that C Γ is a solid cone if and only if there exists g P G such that ξ i pgq ă 0 for every i. Thus for a family Γ the property of being admissible does not depend on the choice of the epimorphism ζ. △
A basic example of an admissible cone is provided by the following obvious proposition. Proposition 2.7. Let ξ : G Ñ R be a homomorphism, that factors through ζ : G Ñ Z n . Then there is a neighbourhood U ofξ in LpR n , Rq such that any set Γ " tξ 1 , . . . , ξ k u with allξ i in U is admissible. If ||¨|| denotes the norm in LpR n , Rq associated to a scalar product in R n , then we can take U " tη | ||η´ξ|| ă ||ξ||u. We denote by p p S˚p x M q the set of all formal linear combinations (infinite in general) T " ř σ n σ σ, n σ P Z where σ ranges over singular simplices of x M . Let ξ : G Ñ R be a homomorphism factoring through some epimorphism G Ñ Z n . We have then a regular covering r p : Ă M Ñ M with structure group Z n , and a commutative diagram of Z n -coverings
The homomorphism ξ can be considered as an element of H 1 pM, Rq. We have ξ " ρ˚pξ 0 q for some class ξ 0 P H 1 pT n , Rq. Let ω 0 P Ω 1 pT n q be a closed 1-form with rω 0 s " ξ 0 , choose a function φ : R n Ñ R such that dφ " p0pω 0 q, and let F " φ˝r ρ.
Observe that F pgxq " F pxq`ξpgq, where g P G.
Definition 2.9. ( [10] , [20] ) For C P R and T "
These chain complexes will be called Novikov completions of the singular chain complex of x M . △ Observe that the completion (10) depends only on ξ but not on the particular choices of ω 0 in the de Rham cohomology class ξ 0 , neither on the choice of the function φ. Definition 2.10. Let ξ 1 , . . . , ξ k : G Ñ R be homomorphisms all factoring through ζ : G Ñ Z n . For each i choose the corresponding function φ i : R n Ñ R, and put F i " φ i˝r ρ. Write Γ " tξ 1 , . . . , ξ k u, and F " tF 1 , . . . , F k u. Put
We have obviously p S´p
We obtain a decreasing filtration F r " S˚p x M prin S˚p x M q and p S˚p x M , Γq is the inverse limit of the corresponding inverse system
Γq extends obviously to a homomorphism
Proposition 2.12. Assume that C Γ is a solid cone. Then
Proof. The proof of the first part and of surjectivity of I is similar to Proposition 2.4 and will be omitted. As for the injectivity of I, assume that for some non-zero element ξ " ř N j"1 g j b ξ j (with g j P G, ξ j P p S´p x M , F q ) we have Ipξq " 0. Pick g P G such that gg j P ΛΓ for every j. Then gξ " ř j gg j b ξ j P p S´p x M , F q, and
Ipgξq " gIpξq " 0, which is impossible since I | p S´p x M , F q is injective. We are going to prove that the homology modules of the cellular and singular versions of the conical completions are isomorphic. Let M rms be the m-skeleton of M . We have canonical ZG-equivalences: Φ :
M q with the filtration by the subcomplexes
(we call this filtration trivial ), then the map Φ induces the identity isomorphism in the homology of the quotient complexes:
Both vertical arrows are induced by the canonical ZG-equivalence Φ : C˚p x M q " S˚p x M q. The map p Φ is a homology equivalence by Proposition 2.14, therefore i is also a homology equivalence.
For infinite CW complexes the inclusion i above is not necessarily a chain equivalence. Example 2.16. Let X be an infinite wedge of 2-spheres and M " S 1 _ X. Let ξ be the generator of H 1 pM q and Γ " tξu. Then the map
is not epimorphic. In several later papers the authors use another version of the Novikov homology, defined via tensor products. The above proposition imply that both constructions are equivalent in the case of finite CW complexes. △
REGULAR CONICAL COMPLETIONS
In our applications we will be working with some special families of homomorphisms G Ñ R. For these families the corresponding conical completions are isomorphic to certain subrings of the ring of power series in several variables (non-commuting in general).
3.1. ξ-regular families. Definition 3.1. Let ξ : Z k Ñ R and ξ 1 , . . . , ξ k : Z k Ñ Z be group homomorphisms. We say that the family Γ " tξ 1 , . . . , ξ k u is ξ-regular, if 1) pξ 1 , . . . , ξ k q is a basis in the free abelian group HompZ k , Zq.
2) All the coordinates of ξ in the basis pξ 1 , . . . , ξ k q are strictly positive.
It is easy to see that for a ξ-regular family Γ the cone C Γ is a solid cone, and C Γ Ă ξ´1`s´8, 0s˘. For a vector v in a vector space we denote by lpvq the ray generated by v, that is, lpvq " ttv | t 0u. For two rays l 1 , l 2 in the Euclidean vector space R k we denote by dpl 1 , l 2 q the usual angular distance between l 1 and l 2 (recall that dpl 1 , l 2 q is defined as the distance between the intersection points l 1 X S and l 2 X S where S is the Euclidean sphere centered in 0 of radius 1, and the distance is with respect to the induced Riemannian metric on S). Theorem 3.2. Let ξ : Z k Ñ R be a monomorphism, and ǫ ą 0. Then there is a ξ-regular family Γ " tξ 1 , . . . , ξ k u such that dplpξq, lpξ iă ǫ for every i.
Choosing a Z-basis in the group Z k we identify the group HompZ k , Zq with Z k ; the vector space LpR k , Rq is then identified with R k . The theorem above follows from the next theorem dealing with vectors in R k . Proof. Let us start by constructing a family G satisfying the properties 2) -4) of Theorem 3.3. Let N P N be a natural number with N ą ? k´1 ǫ . Denote by H the hyperplane tx | x p1q " N u. Pick k vectors a 1 , . . . , a k P H X Z k such that the points a i form a pk´1q-simplex in H of diameter ? k´1, containing the point lpvq X H in its interior. It is obvious that the family G " pa 1 , . . . , a k q satisfies the properties 2) and 4) of Theorem 3.3. As for the property 3), recall that the central projection of a sphere onto its tangent hyperplane is a length-increasing map, therefore for any rays l 1 , l 2 having non-empty intersection with H we have dpl 1 , l 2 q ? k´1 N ||l 1 XH´l 2 XH||; the property 2) follows. Proceeding to the property 1), observe first that v being maximally irrational, the property 2) guarantees that the family G is a basis in R k . To achieve the property 1) we need to refine the above construction.
Recall that a family B of vectors in Z k is called unimodular if it is a Z k -basis. The cone CpBq is called unimodular if B is unimodular. The theorem 3.3 follows immediately from the following well-known fact (see the book of W. Bruns and J. Gubeladze [2] , Th. 2.72 for a proof of a more general result).
Theorem 3.4. For every family B of vectors in Z k the cone CpBq is a union of unimodular cones.
To make our exposition self-contained we will give the full proof of our theorem 3.3; the argument below is essentially equivalent to the proof of theorem 3.4 given in [2] . : For a family F " pv 1 , . . . , v k q of vectors in R k we denote by P pF q the parallelotope generated by F , that is
We denote by P 0 pF q the semi-open parallelotope generated by F , that is
Assume that F Ă Z k . A parallelotope P pF q is called empty if it contains no point of the lattice Z k except its vertices. We will use the following simple lemma (the proof is omitted).
Lemma 3.5. Let F be a family of k linearly independent vectors in Z k . The following properties are equivalent:
A family of vectors in Z k satisfying the conditions 2) -4) of Theorem 3.3 will be called admissible. In the set of all admissible families choose a family F 0 " pa 1 , . . . , a k q such that that | detpF 0 q| is minimal possible. I claim that this volume : After this article was completed, I became aware that a similar argument was also used by D. Schütz [19] in his work about K-theory of Novikov rings. equals 1. Indeed, assume that volp∆q ą 1. Then P 0 pF q contains at least one point q P Z k different from 0. Two possibilities can occur:
1) The point q is in one of the semi-open edges r0, a 1 r, . . . , r0, a k r of P pF 0 q, say in r0, a 1 r. In this case replacing the family F 0 by the family F " pq, a 2 , . . . , α k q diminishes the volume of the corresponding parallelotope.
2) The vector q is not collinear to any of the vectors a 1 , . . . , a k . Write q as a linear combination of vectors a 1 , . . . , a k and let r be the the number of non-zero coefficients in this linear combination. We can assume that q " β 1 a 1`. . .`β r a r with 1 ą β i ą 0 for every i. Observe that r 2. Replacing in the family F 0 the vector a j by q (here j r) we obtain a new family F j satisfying obviously the conditions 3) and 4) of Theorem 3.3. Lemma 3.6. 1) For every 1 j r the family F j is a basis in R k .
2) The union of the cones C Fj equals C F0 .
3) For every j we have | detpF j q| ă | detpF 0 q|.
Proof. The proof of the points 1) and 2) of the lemma is an easy argument from linear algebra and we will omit it. Let us just outline the geometric contents of the point 2. Consider the pk´1q-simplex K in H with vertices lpa 1 q X H, . . . , lpa k q X H. Adding one more vertex lpqqXH we obtain a simplicial subdivision of K containing r simplices of dimension k´1.
As for the point 3), let us show for example that | detpF 1 q| ă | detpF 0 q|. We have | detpq, a 2 , . . . , a k q| " β 1 | detpa 1 , a 2 , . . . , a k q| ă | detpa 1 , a 2 , . . . , a k q|, and the Lemma is proved.
Returning to the proof of the theorem, apply the part 1) of the Lemma to deduce that the ray lpvq is contained in one of the cones C Fi , therefore one of the families F i satisfies the condition 2) of Theorem 3.3. This family is therefore admissible, and | detpF i q| ă | detpF 0 q|, which contradicts to the assumption that | detpF 0 q| was minimal among admissible families. The theorem is proved.
CONICAL COMPLETIONS AND RINGS OF SPECIAL POWER SERIES
We will show in this section that the conical completions of group rings in the case of ξ-regular families admit a description in terms of power and Laurent series of special type. Let us start with the simplest case of free abelian group, where this description is easy to formulate. For a multi-index I " pi 1 , . . . , i k q P N k we denote by t I the monomial t i1 1¨. . .¨t ik k in variables t 1 , . . . , t k .
Definition 4.1. We say that a sequence of multi-indices I n " pi pnq 1 , . . . , i pnq k q P Z k strongly converges to 8 and we write I n ։ 8, if for every j with 1 j k we have i pnq j Ñ 8 as n Ñ 8. Let R be a commutative ring. A series of the form (17) λ " 8 ÿ n"0 a n t In , a n P R, I n P N k , and I n ։ 8
will be called special power series. The set of all special power series will be denoted by Rrrrt 1 , . . . , t k sss. It has a natural structure of a ring and the inclusions Rrt 1 , . . . , t k s Ă Rrrrt 1 , . . . , t k sss Ă Rrrt 1 , . . . , t k ss are ring homomorphisms. △ Remark 4.2. Let i P v1, kw. Any special power series λ can be considered as a power series in t i with coefficients in the ring Rrt 1 , . . . , t i´1 , t i`1 , . . . , t k s of polynomials in all other variables. That is, we have a natural inclusion
Similarly one defines the ring of special Laurent series with coefficients in R. The next proposition is obvious; it will be generalized to non-abelian case later on. Proposition 4.3. Let ξ : Z k Ñ R be a monomorphism, and Γ " pξ 1 , . . . , ξ k q be a ξ-regular family. Let t 1 , . . . , t k be the basis of Z k dual to the basis p´ξ 1 , . . . ,´ξ k q of HompZ k , Zq. Put Λ " ZrZ k s. The ring p ΛΓ is isomorphic to the ring of special power series in the variables t 1 , . . . , t k with coefficients in Z and the ring p Λ Γ is isomorphic to the ring of special Laurent series in the variables t 1 , . . . , t k with coefficients in Z.
4.1.
Twisted special power series. Now let us proceed to the non-commutative case. Apparently a first example of a polynomial ring in one variable that does not commute with the elements of the coefficient ring (a twisted polynomial ring) was considered by O. Ore [11] , see also a book of P.M. Cohn [3] , §2. These rings and their generalizations (twisted Laurent extensions of rings, skew power series etc.) were thoroughly studied from the point of view of their intrinsic structure (see for example [7] ), as well as from the point of view of their K-theoretic invariants (see for example [5] ). However these generalizations still do not cover the algebraic structures arising in our present work. So we begin by a brief account of the basic notions of the theory of twisted polynomial rings in the form suitable for our needs.
Let A be a ring with a unit, R a subring of A, and θ 1 , . . . , θ k P A. For I " pi 1 , . . . , i k q P N k we denote by θ I the element θ i1 1¨. . .¨θ ik k . If θ i are invertible, a similar notation will be used also for I P Z k . For I " p1, . . . , 1q we abbreviate θ I to θ. Let Σ " tσ 1 , . . . , σ k u be a family of automorphisms of R. Definition 4.4. We say that A is a Σ-twisted polynomial ring in variables θ 1 , . . . , θ k with coefficients in R (or simply twisted multivariable polynomial ring) if 1) For every i, j we have θ i θ j " r ij θ j θ i for some r ij P R.
2) For every i and every r P R we have θ i r " σ i prqθ i .
3) A is a free left R-module with basis pθ I q IPN k . These conditions determine the ring A up to an isomorphism. This ring will be also denoted by R Σ rθ 1 , . . . , θ k s. △
Observe that the conditions 1) and 2) imply that Rθ I¨R θ I " Rθ I`J for all I, J P N k . The next proposition is obvious. Proposition 4.6. Let A be is a Σ-twisted polynomial ring in variables θ 1 , . . . , θ k . Let n P N. Then the set θ n A is a two-sided ideal of A and the quotient A{θ n A is a free left R-module. Its basis is formed by the elements θ I with I P S n where (18) S n " tI " pi 1 , . . . , i k q P N k | at least one of i j is n´1u.
We will abbreviate A{θ n A to A{θ n . Definition 4.7. We say that A is a Σ-twisted Laurent polynomial ring in variables
A is a free left R-module with basis pθ I q IPZ k . These conditions determine the ring A up to an isomorphism. This ring will be also denoted by R Σ rθ1 , . . . , θk s. △
Similarly to the case of twisted polynomial rings we have Rθ I¨R θ I " Rθ I`J for all I, J P Z k .
Example 4.8.
A basic example of a twisted Laurent polynomial ring arises as follows. Let G be a group endowed with an epimorphism ζ : G Ñ Z k , let H " Ker ζ. Choose some free generators t 1 , . . . , t k of Z k and choose any elements θ i P G such that ζpθ i q " t i . Denote by σ i the automorphism of ZH defined by ζ i pxq " θ i xθ´1 i , and put Σ " pσ 1 , . . . , σ k q. Then the natural homomorphism ZH Σ rθ1 , . . . , θk s Ñ ZG is an isomorphism, so that the group ring ZrGs is isomorphic to a twisted Laurent polynomial ring in k variables.
The next proposition is obvious. Let A be a Σ-twisted Laurent polynomial ring in variables θ 1 , . . . , θ k . For j P v1, kw denote by A j the free left R-submodule generated by the elements θ I where the multi-index I " pi 1 , . . . , i k q P Z k satisfies the condition i j 0. It is clear that A j is a ring. Let n P N. The inclusion A 0 ã Ñ A j induces the map of quotient rings J n,j : A 0 {θ n Ñ A j {θ n j , Denote by J n the direct sum of these maps
Proposition 4.10. For any n the map J n is injective.
here the sum ranges over I P S n . Assume that x I " 0 for some I " pi 1 , . . . , i k q. By definition of S n there is an integer r P v1, kw such that i r ă n. Then the image of x in A r {θ n r is non-zero. Let us proceed to completions of twisted polynomial rings. of natural projections and denote by p A its inverse limit. For j P v1, kw consider the sequence
of natural projections and denote by x A j its inverse limit. We have then a natural ring homomorphism p
The next proposition is obvious.
Proposition 4.12. Let A be a twisted polynomial ring. Then the homomorphism p J j is injective for every j.
The completion of a twisted polynomial ring can be seen as a ring of special power series (in non-commuting variables). Consider the set of all series of the form (19) λ " 8 ÿ n"0 a n θ In , a n P R, I n P N k , and I n ։ 8.
This set has a natural ring structure determined by properties 1) and 2) of Definition 4.4. We call it Σ-twisted special power series ring in variables θ 1 , . . . , θ k or simply twisted sp-series ring (in order to distinguish it from the usual power series ring). We denote it by R Σ rrrθ 1 , . . . , θ k sss; the inclusion R Σ rθ 1 , . . . , θ k s Ă R Σ rrrθ 1 , . . . , θ k sss is a ring homomorphism. △
The next proposition is obvious. Replacing N k by Z k in the formula (19) we obtain the definition of Σ-twisted special Laurent series ring in variables θ 1 , . . . , θ k or simply twisted sl-series ring. We denote it by R Σ pppθ 1 , . . . , θ k; the inclusion R Σ rrrθ 1 , . . . , θ k sss Ă R Σ pppθ 1 , . . . , θ kis a ring homomorphism.
4.2.
Conical completions of group rings. Now we can give an interpretation of conical completions in terms of special power series. Let G be group. We denote by Λ the group ring ZG. Let ζ : G Ñ Z k be an epimorphism, and ξ : G Ñ R, ξ 1 , . . . , ξ k : G Ñ Z homomorphisms factoring through ζ, that is, there are homomorphismsξ : Z k Ñ R,ξ i : Z k Ñ Z such that ξ i "ξ i˝ζ , and ξ "ξ˝ζ. 
We abbreviate Λí ,0 to Λí . Then Λí is a ring with a unit, and Λí ,n is a two-sided ideal of Λí , generated as a left (or right) ideal by θ n i . The quotient ring Λí L Λí ,n will be denoted by Λ pnq i . 2) Put ΛΓ ,n " Ş i Λí ,n . We abbreviate ΛΓ ,0 to ΛΓ . Then ΛΓ is a ring with a unit, and ΛΓ ,n is a two-sided principal ideal of ΛΓ . The quotient ring ΛΓ L ΛΓ ,n will be
We denote by r J n the direct sum of these maps
The natural isomorphism from the example 4.8 induces the isomorphisms of the next proposition. We have natural isomorphisms (20) Λí « pZH i q σi rθ i s, Λ pnq i «`pZH i q σi rθ i s˘{θ n i ;
(21) ΛΓ « pZHq Σ rθ 1 , . . . , θ k s;
The next Corollary follows from 4.10.
Corollary 4.19. The direct sum r J n of the maps r J n,i :
is injective.
Now we can proceed to conical completions. We will use the following abbreviations: The isomorphisms (20) induce natural isomorphisms
Observe that the inclusion p ΛΓ Ă p Λí is an analog of the injective map p J j from Proposition 4.12.
Lemma 4.21. The natural homomorphisms
are injective for every i.
CONICAL REFINEMENT OF THE NOVIKOV COMPLEX: THE STATEMENT OF THE MAIN THEOREM
Let ω be a Morse form on a closed connected manifold M . Denote by ξ P H 1 pM, Rq its de Rham cohomology class. Let p : x M Ñ M be a regular covering with a structure group G, such that rp˚pωqs " 0. Then the cohomology class ξ can be considered as a homomorphism ξ : G Ñ R. Let us factor it as follows:
whereξ is a monomorphism and ζ is an epimorphism. Recall that k is called the irrationality degree of ω. Let Λ " ZG. Denote by Zpωq the set of all zeros of ω and by Z r pωq the set of all zeros of ω of index r.
Theorem 5.1. Let v be a transverse ω-gradient. Then there is a ξ-regular family Γ " tξ 1 , . . . , ξ k u of homomorphisms G Ñ R and a chain complex N˚pω, v, Γq of free p Λ Γ -modules, freely generated in degree r by Z r pωq, and chain equivalent to
The proof is done in Section 7. For the case k " 1 the theorem was proved in [15] . The next section contains a brief outline of this proof. The geometric part of the proof of Theorem 5.1 follows the lines of [15] .
THE CASE OF CIRCLE-VALUED MORSE FUNCTIONS
Assume that k " 1, that is, ω " λ¨df , where λ ą 0 and f : M Ñ S 1 is a Morse function non-homotopic to zero. Then ξ " λrf s and rf s P H 1 pM, Zq. We can assume that λ " 1 and that ξ is indivisible. In this section we give only brief indications for the proofs of Propositions and Lemmas, referring to [15] for full proofs.
Consider the infinite cyclic covering p : M Ñ M induced from the universal covering R Ñ S 1 by the map f : M Ñ S 1 . Lift the function f : M Ñ S 1 to a Morse functionf : M Ñ R. We have a commutative diagram
Assume that 0 is a regular value off and let
Denote by t the generator of the structure group « Z of the covering M Ñ M , satisfyingf ptxq "f pxq´1. In this section we will abbreviate p Λξ to p Λ´and p Λ ξ to p Λ. Let p Λń " tλ P p Λξ | supp λ Ă ξ´1ps´8,´nsqu,
6.1. Definition of the Novikov complex. We use the classical Witten's reformulation of the Morse theory [21] . Let v be a transverse f -gradient. Its lifts to x M and M will be denoted by the same letter v. It is clear that N pp,P p Λ´. Let Nḱ be the free p Λ´-module generated by Crit k pf q.
we obtain a homomorphism B k : Nḱ Ñ Nḱ´1. It is not difficult to prove that B k´1˝Bk " 0. Indeed, it suffices to check that the image of B k´1˝Bk ppq in Λ pnq vanishes for every natural number n and every critical point p in Crit k pf q, and this is proved by applying the classical Morse theory to the cobordism f´1pr´n, 0sq. We obtain therefore a chain complex N´of free p Λ´-modules, generated in degree k by Crit k pf q. Let θ P G be any element in G, such that ζpθq " t. To relate the chain complex N´to the completion of S˚p x M q we first construct a chain equivalence J n between S˚pY, Y n q and N´Lθ n N´« N´b p Λ´Λ pnq (see Subsection 6.2). Moreover these chain equivalences can be chosen to be compatible with each other for different values of n. In the second part of the proof (see Subsection 6.3) we use this compatibility to pass to the limit as n Ñ 8, and this determines the required chain equivalence.
t-ordered Morse functions.
In this subsection we outline the construction of the chain equivalence J n . Let W n "f´1ps´n, 0sq, and x W n " Q´1pW n q. Then W n is a cobordism, its boundary is the disjoint union of two manifolds B 0 W n "f´1p´nq, and B 1 W n "f´1p0q. Observe that the chain equivalence of ∆˚pY q{θ n and N´{θ n as chain complexes over Z follows from the classical Morse theory, since N´{θ n is the Morse complex of the Morse function p f : x W n Ñ R and ∆˚pY q{θ n is isomorphic to ∆˚p x W n , B 0 x W n q. To construct a chain equivalence respecting the Λ pnq -structure, we introduced in [15], Lemma 5.1 the notion of t-ordered Morse function. The existence of t-ordered functions was proved in [15] . : Pick a t-ordered Morse function Ψ and extend it to the whole of M in such a way that Ψ´1pr´1, msq " W n . Put p Ψ " Ψ˝Q and let Z r " tx | p Ψpxq ru, so that we have
Then the pair pY, Y n q is filtered by pairs pZ r , Y n q, where r ranges over integers in r´1, ms. The homology of the pair pZ r , Z r´1 q is computed via the classical Morse-theoretic procedure. Namely, for every critical point p of f in Z r zZ r´1 the intersection D p of the stable manifold of p with Z r zInt Z r´1 is homeomorphic to the r-dimensional closed disc and determines therefore a homology class ∆ p P H r pZ r , Z r´1 q. Then H r pZ r , Z r´1 q is a free abelian group generated by the classes ∆ p where p ranges over the set of critical points of p Ψ belonging to Z r zZ r´1 . Denote this group by F pnq r . The boundary operator of the exact sequence of the triple pZ r , Z r´1 , Z r´2 q endows the graded module F pnq with the structure of a chain complex. Lemma 6.2. The map p Þ Ñ ∆ p induces an isomorphism J pnq : N´{θ n Ñ F pnq of chain complexes over Λ pnq . Therefore H r pZ r , Z r´1 q is a free Λ pnq -module with basis Crit r pf q.
The proof of the Lemma is based on the equality ∆ pg " ∆ p¨g which holds for every g P Λ pnq . This equality follows from the fact that Ψ is a t-ordered Morse function.
Thus the filtration of the Λ pnq -chain complex S˚pY, Y n q by subcomplexes S˚pZ r , Y n q is cellular (or good in the terminology of [15] ). Applying the classical method of computing the homology of CW complexes from the complex of cellular chains we deduce that the homology of F pnq is isomorphic to H˚pY, Y n q. Moreover one can prove that there is a canonical chain equivalence between F pnq and S˚pY, Y n q (see [15] , §3). We obtain therefore a chain equivalence of Λ pnq -complexes J n : N´{θ n " / / S˚pY, Y n q.
: There is a minor difference between Definition 6.1 and the definition from [15] , namely, the image of t-ordered function in [15] can be any closed interval of R. Lemma 6.3. The following diagram is homotopy commutative (the horizontal arrows below are natural projections).
The basic observation for the proof of this lemma is that one can choose the ordered Morse function on the cobordism W n`1 to be compatible with a given ordered Morse function on W n (see [15] ), so that the projection map pY, Y n`1 q Ñ pY, Y n q preserves filtrations. 6.3. Inverse limit of the chain equivalences. Replacing the singular chain complex S˚pY, Y n q by simplicial chain complex ∆˚pY, Y n q we obtain a chain equivalence N´Lθ n N´I n / / ∆˚pY q{θ n ∆˚pY q, such that the following diagram is homotopy commutative. This last argument (see [15] , §3, part B) is purely algebraic. Observe that the diagram (25) does not imply immediately the required chain equivalence, since it is commutative only up to homotopy. Take the tensor product of the chain equivalence (26) by p Λ over p Λ´, replace the simplicial chain complex on the left by the singular chain complex, and we obtain the chain equivalence sought.
PROOF OF THE MAIN THEOREM
Let Ω " pω 1 , . . . , ω k q be a pω, vq-regular family; put ξ i " rω i s and let Γ " pξ 1 , . . . , ξ k q. We will construct the Novikov complex N˚pω, v, Γq defined over p Λ Γ .
For every i we have a commutative diagram of coverings
Here p i : M i Ñ M is the infinite cyclic covering corresponding to the integer cohomology class ξ i P H 1 pM, Zq, the map r p : Ă M Ñ M is a covering with structure group Z k , and Q i is a regular covering with structure group Z k´1 . Let pt 1 , . . . , t k q be the Z-basis of Z k , dual to the Z-basis p´ξ 1 , . . . ,´ξ k q of HompZ k , Zq. Choose θ i P G such that ζpθ i q " t i . Then p Λ ξi is isomorphic to the ring R i ppθ iof twisted Laurent series in θ i with coefficients in the group ring R i of the group Ker ξ i . The ring p Λ Γ is isomorphic to Rpppθ 1 , . . . , θ k, where R " ZrKer ξs and the ring p ΛΓ is isomorphic to Rrrrθ 1 , . . . , θ k sss. Let f i : M Ñ S 1 be a circle-valued Morse function such that df i " ω i ; then v is also an f i -gradient. Proof. The incidence coefficient N pa, b; vq belongs to the ring p Λ ξi by Lemma 2.1 of [15] , part (2). This holds for every i therefore we have N pa, b; vq P p Λ Γ " Ş i p Λ ξi , and the assertion of the lemma follows.
Let N r be the free p Λ Γ -module generated by Z r pωq. Using Lemma 7.2 we define a homomorphism N r Ñ N r´1 by
Lemma 7.3. We have B r˝Br`1 " 0 for every r, so that the graded p Λ Γ -module Ne ndowed with the operator B is a chain complex. Proof. For i P v1, kw Let τ i be the generator of the structure group « Z of the covering M i Ñ M , such that f i pτ i xq " f i pxq´1. Fix a natural number n; let
this is a cobordism with two boundary components:f´1 i p´nq andf´1 i p0q. Choose a τ i -ordered Morse function Ψ i : W n,i Ñ r´1, ms (where m " dim M ). It will be convenient to extend it to a function M i Ñ R (denoted by the same symbol Ψ i ) in such a way that Ψ´1 i`r´1 , ms˘" W n,i . Let
Put Z r " tx | Ψpxq ru phere r "´1, . . . , mq.
We will now compute the homology of pairs pZ r , Z r´1 q. Recall that we use the following notation ΛΓ ,n " λ P ZG | ξ i psupp λq Ăs´8,´ns for every i ( ,
Then ΛΓ is a ring with a unit isomorphic to the twisted polynomial ring pZHqrθ 1 , . . . , θ k s (where H " Ker ξ) and Λ pnq Γ is the principal ideal of Λ Γ generated by the element θ n where θ " θ 1¨. . .¨θ k . The ring Λ pnq Γ is a free left ZH-module generated by monomials θ I where the multi-index I P N k has at least one coordinate n´1.
Since the functions Ψ i are τ i -ordered, the homology of every pair pZ r , Z r´1 q is an Λ pnq Γ -module. Let σ be a zero of p˚pωq belonging to Z r zZ r´1 . It is easy to see that the intersection D σ of the stable manifold of σ with Z r zInt Z r´1 is homeomorphic to an r-dimensional disc, and the pair pD σ , BD σ q is homeomorphic to pD r , S r´1 q. A zero of p˚pωq belonging to Y zY n has index r if and only if it is contained in Z r zZ r´1 . The chosen orientations of the stable manifolds of the flow generated by v determine orientations of discs D σ , compatible with the action of the structure group of the covering p. For every σ the orientation of the disc D σ determines a homology class ∆ σ P H r pZ r , Z r´1 q. Using the fact that the functions Ψ i are t i -ordered it is easy to see that (30) ∆ σg " ∆ σ¨g for every g P Λ pnq Γ .
Lemma 7.5. The Λ pnq Γ -module F r " H r pZ r , Z r´1 q is free with the basis t∆ σ u σPKr .
Proof. A standard Morse-theoretic argument implies that the homology of the pair pZ r , Z r´1 q is non-zero only in degree r and in this degree it is a free abelian group generated by the elements ∆ σ where σ ranges over the set of zeros of p˚pωq in Z r zZ r´1 . It is easy to see that every such zero σ can be written uniquely in a form a¨θ I where a P K r and a multi-index I " pi 1 , . . . , i k q P N k has at least one coordinate n´1. Applying the equality (30) we complete the proof of the lemma. Proof. The assertion of the Lemma is equivalent to the statement that the boundary operator of the homology exact sequence of the triple pZ r , Z r´1 , Z r´2 q is given by the formula (28) modulo θ n . We will deduce this statement from the similar one concerning the filtrations discussed in Section 6 (the case of circle-valued Morse functions). Let
Recall from Section 6, (23), (24) the filtration of X i induced by the function p Ψ i ; denote the terms of this filtration by Z r,i to emphasize here the dependence of these sets on i P [1, k]. We have then X n,i " Z´1 ,i Ă Z 0,i Ă . . . Z m,i " X i . Both horizontal arrows are isomorphisms, and the lower one commutes with the differentials by Lemma 6.2 of Section 6. Denote by A, resp. B the direct sum of the maps A i and B i . We obtain the following diagram
Both horizontal arrows are isomorphisms, the bottom arrow commutes with differentials, as well as the maps A and B. It remains to observe that the map A is injective by Corollary 4.19 and the proof of our Lemma is complete.
The filtration of the chain complex S˚pY, Y n q by subcomplexes S˚pZ r , Y n q is therefore cellular. Similarly to the case of circle-valued Morse function (see Lemma 6.2 and the argument after it) we conclude that there is a chain equivalence J n : N pnq " / / S˚pY, Y n q as required by the first assertion of Proposition 7.4.
Proceed to the proof of commutativity of the diagram (29). Following §5 of [15] (see p. 324, and Proposition A. 9) it is easy to prove that the chain equivalence J n does not depend up to homotopy on the choice of τ i -ordered Morse functions Ψ i on W n,i . Let i be any integer in [1, k] . It is shown in §5 of [15] that for a given n we can choose τ i -ordered Morse functions Ψ i : W n,i Ñ r´1, ms and Φ i : W n`1,i Ñ r´1, ms in such a way that for every x P W n,i we have Φ i pxq Ψ i pxq, so that the inclusion of pairs pX i , X n`1,i q / / pX i , X n,i q is compatible with the filtrations in these pairs induced by Φ i , resp. Ψ i . Then the inclusion of pairs pY, Y n`1 q / / pY, Y n q is also compatible with the filtrations in these pairs induced by functions Φ " max i Φ i and Ψ " max i Ψ i . The homotopic commutativity of the square (29) follows now from Lemma 3.2 and Corollary 3.4 of [15] . The proof of Proposition 7.4 is now over.
Inverse limits of complexes and the end of the proof of Theorem 5.1.
We will now construct a chain equivalence between N˚and S˚p
. . , p f k q). We wish to apply Proposition 7.4 and build up the required chain equivalence from the maps J n . However the diagrams (29) commute only up to homotopy and we need some more homological algebra to achieve the goal. These algebraic tools will be developed in this section (following largely [15] , § 3B). 
be inverse sequences of chain complexes over a ring R. Let h i : A i Ñ B i be chain equivalences such that every square Proof. First off we would like to replace the arrow β by an epimorphism. Proof: Let κ k be the chain complex κ˚" t0 Ð F k id o o F k Ð 0u concentrated in degrees k´1, k. The maps id : F k Ñ F k and B : F k Ñ F k´1 determine chain maps µ k : κ k Ñ F˚. Put K˚" À k 1 κ k . We obtain a map µ : K˚Ñ F˚. Put φ 1 " pφ, µq. The required properties are easy to check. Lemma 7.11. Let α : A˚Ñ F˚and γ : E˚Ñ F˚be homology equivalences of chain complexes, such that γ is epimorphic and A˚is free. Then there is a chain map ξ : A˚Ñ E˚such that γ˝ξ " α.
Proof: The homomorphisms ξ r : A r Ñ F r commuting with boundary operators are constructed by induction in r. Assuming that we constructed ξ 1 , . . . , ξ r and let e be a free generator of A r`1 . Choose any element y P E r`1 such that γpyq " αpeq. Observe that ζ " By´ξ n pBeq is a cycle; moreover it is in the chain complex Z˚" Ker γ, which is acyclic. Therefore ζ " Bν with ν P Ker γ. Put ξ r`1 peq " y´ν; then ξ r pBeq " Bξ r`1 peq. Similarly we extend the map ξ r`1 to all the free generators of A r`1 . Proposition 7.8 is now easy to deduce.
APPENDIX 1. ON THE PITCHER INEQUALITIES FOR CIRCLE-VALUED MORSE MAPS
In the paper [16] Everett Pitcher obtained a lower bound for the number of critical points of a circle-valued Morse map. His remarkable work, dating back to 1939, is probably the first development in the circle-valued Morse theory. In this Appendix we give an exposition of Pitcher's work and relate it to the Novikov homology. We show in particular that the numbers Q k introduced by Pitcher equal Novikov Betti numbers, so that Pitcher's inequalities are equivalent to the torsion-free part of the Novikov inequalities. 8.1. Pitcher inequalities. We will use the terminology of E. Pitcher in order to stay as close as possible to his setup. Let L be a closed manifold, and θ : L Ñ S 1 " R{2πZ a Morse map. The image θ˚pH 1 pLqq Ă H 1 pS 1 q " Z is a subgroup αZ of Z, where α is a positive integer. Let us assume for simplicity of exposition that α " 1. Let K Ñ L be the corresponding infinite cyclic covering, and F˚: K Ñ R be a Morse function making the following diagram commutative
Denote by T the generator of the structure group of the covering, such that F˚pT xq " 2π`F˚pxq. Choose a regular value A of F˚and let B " A`2π. The set tx | F˚pxq Ă rA, Br u is a fundamental domain for the action of the group Z on K. To give the definition of the Pitcher's invariant Q k , let us introduce some more terminology. The closure of the fundamental domain above will be denoted by W ; it is a cobordism whose boundary is a disjoint union pF˚q´1pAq \ pF˚q´1pBq of two regular level surfaces of F˚. Let t " T´1, denote pF˚q´1pBq by V , then BW " V \ tV . Let V´" pF˚q´1ps´8, Bsq then pF˚q´1ps´8, Asq " tV´. E. Pitcher defines two numerical homological invariants of this configuration (see the two paragraphs before Theorem I on the page 430 of [16] ).
1) The count of the new k-cycles.
In our notation this is the dimension of the quotient H k pV´q{tH k pV´q (all homology groups are with rational coefficients). Let us denote this number by R k .
2) The count of newly bounding k-cycles. This is the dimension of Ker´H k pV´q t / / H k pV´q¯. Let us denote this number by S k . The invariant Q k introduced by Pitcher is by definition the count of the new k-cycles less the count of newly bounding k-cycles, that is,
We shall see a bit later, that Q k is a positive integer. It follows immediately from the exact sequence of the pair pV´, tV´q that
(where b k pV´, tV´q denotes the Betti number in degree k of the pair pV´, tV´q).
Denote by M k the number of critical points of θ of index k. The classical Morse inequalities applied to the function F˚on the cobordism W imply the inequalities
One deduces the inequalities including the alternated sums of the above invariants: Theorem 8.1. (Theorem I [16] ) for every k we have
Proof: Let us abbreviate b k pV´, tV´q to β k . Using the definition (33) of the Pitcher numbers Q k and the formula (34) it is easy to see that
The classical Morse inequalities say (36)
M k´Mk´1`Mk´2`. .. β k´βk´1`βk´2`. .. and the theorem follows.
Pitcher numbers and Novikov Betti numbers.
Let P " Qrts. The numbers Q k have a simple interpretation in terms of the P -module structure of the homology H k pV´q. The canonical decomposition of this module writes as follows:
here n i P N, 0 ă n i n i`1 and A i P Qrts are non-constant polynomials with non-zero free term, A i | A i`1 . We have then R k " a k`ck , S k " c k .
Therefore a k " Q k . Let Λ " Qrt, t´1s. Then H˚pKq « H˚pV´q b P Λ, and the rank of the Λ-module H k pKq equals a k " Q k . We deduce therefore the following results: Let q be any integer 3. In this Appendix we construct a circle-valued Morse function f on a 3-manifold, and its transverse gradient u with the following properties:
1) The function f has exactly two critical points with indices 2 and 1.
2) The unique Novikov incidence coefficient is a power series of the form ř k a k t k where a k " C¨q k , and C " 0 (see the formula (38)). 3) This incidence coefficient is stable with respect to C 0 -small perturbations of the gradient.
The property 2) above implies that the convergence radius of the Novikov incidence coefficient equals 1{q, thus it converges to 0 as q Ñ 8. The construction generalizes the example from the author's work [12] , §3. The proof uses the author's theory of cellular gradients ( [14] , [13] ). and we begin by a brief outline of this theory. The example itself is constructed in Section 9.2, and the reader can start reading this section consulting the introductory Section 9.1 when necessary. :
9.1. Cellular gradients and rationality theorem.
Cellular gradients of Morse functions on cobordisms.
Let f : W Ñ ra, bs be a Morse function on a compact cobordism W ; put B 1 W " f´1pbq, B 0 W " f´1paq. Pick an f -gradient V . For a P Critpf q we denote by Dpa, vq the descending disc of a, that is, the stable manifold of a with respect to flow induced by v. We denote by Dpvq the union of all descending discs and by Dpind k ; vq the union of all descending discs of critical points of indices k. For x P B 1 W zDp´vq we denote by p´vq pxq the point where the p´vq-trajectory γpx, t;´vq starting at x intersects B 0 W . The correspondence x Þ Ñ p´vq pxq is then a diffeomorphism of B 1 W zDp´vq onto B 0 W zDpvq. If Critpf q " H this map is not extensible to a continuous map of B 1 W to B 0 W . However we have shown in [14] , see also [13] , Part 3 that for a C 0 -generic gradient this map can be endowed with a structure that closely resembles a cellular map of a CW-complex.
where r " dim N is called the Morse-Smale filtration associated to φ (or MS-filtration for brevity). ‚ For a given MS-filtration tN i u of N the filtration by submanifolds x N j " N zN r´j´1 is also an MS-filtration, called the dual MS-filtration of the filtration tN i u : After this article was submitted to EJM, the paper [9] of F. Laudenbach and C. Moraga appeared. In this paper the authors announce a construction of a Morse-Novikov complex with infinite series coefficients.
Remark 9.2. The term N s of an MS-filtration is the result of attaching to N´1 of handles of indices s; it is a manifold with boundary homotopy equivalent to an s-dimensional CW-complex.
The set of all f -gradients is denoted by Gpf q, the set of all almost transverse f -gradients is denoted by G A pf q, the set of all transverse f -gradients is denoted by G T pf q. 
The gradients satisfying condition pCq will be also called cellular gradients, or C-gradients. The set of all cellular gradients of f will be denoted by G C pf q.
The following theorem is one of the main results of [14] , we cite it here using the terminology of [13] , Part 3. Let v be a cellular f -gradient for a Morse function f on a cobordism W . Consider the compact topological space B 1 W k {B 1 W k´1 obtained by shrinking the subspace B 1 W k´1 to a point denoted r k´1 . The image of a point y P B 1 W k in the space B 1 W k {B 1 W k´1 will be denoted byȳ. Similar notation will be used for B 0 W , the shrunk subspace B 0 W k´1 will be denoted by s k´1 . The next theorem describes the cellular-like structure on the map p´vq (see [13] , p. 234). Theorem 9.6. If v is a cellular f -gradient then for every k there is a continuous map
Definition 9.7. The map induced by p´vq ։ in homology is denoted by
and called homological gradient descent.
This homomorphism is stable with respect to C 0 -small perturbations of the gradient, as shown in [13] , p.282: Proposition 9.8. Let v be a cellular gradient of a Morse function f : W Ñ ra, bs. There is δ ą 0 such that for every f -gradient w with ||w´v|| ă δ the homomorphisms Let f : M Ñ S 1 " R{Z be a Morse function, we will assume that its class rf s in H 1 pM, Zq is indivisible. Let M Ñ M be the corresponding infinite cyclic covering; lift the function f to a real-valued Morse function F : M Ñ R. Let λ be a regular value of F , put V " F´1pλq. We have a cobordism W " F´1prλ´1, λsq and a Morse function F |W : W Ñ rλ´1, λs. Let t be a generator of the structure group « Z of the covering, such that F ptxq " F pxq´1. The map t´1 determines a diffeomorphism B 0 W Ñ B 1 W which will be denoted by I. An f -gradient v induces an F -gradient, denoted by the same symbol v. Definition 9.9.
‚ An f -gradient v is called cellular with respect to λ if the induced F -gradient on W is cellular with respect to some MS-filtration tN i u on B 0 W and the MS-filtration tIpN i qu on B 1 W . ‚ An f -gradient v is called cellular if it is cellular with respect to λ for some regular value λ of f . ‚ The set of all cellular gradients of f is denoted G C pf q.
The following theorem is one of the main results of [14] , concerning circle-valued Morse functions; we cite it here in the terminology of [13] , Ch. 12. Theorem 9.10.
1) The subset G C pf q Ă Gpf q is open and dense in Gpf q with respect to C 0 -topology.
2) The subset G C pf q X G T pf q Ă G T pf q is open and dense in G T pf q with respect to C 0 -topology.
Let v be a cellular f -gradient. For every k we have an endomorphism
The Proposition 9.8 implies the following Corollary. where r " dim V " dim M´1. The intersection index xrT s, rSsy P Z is defined. The next theorem (see [13] , p. 379) expresses the Novikov incidence coefficient N pp, q; vq P Zpptqq in terms of the gradient descent homomorphism. (Here n 0 pp, q; vq P Z is the incidence coefficient of the critical points p, q in the cobordism W ; the brackets x¨,¨y denote the intersection index.) The next Corollary is obtained by a standard argument from linear algebra.
Corollary 9.13. For any cellular gradient v the Novikov incidence coefficient N pp, q; vq is a rational function of the form P ptq Qptq where P, Q P Zrts and Qp0q " 1.
An example.
Let T 2 be the 2-dimensional torus, α be its parallel, β its meridian. Consider two disjoint closed discs D 1 , D 2 in T 2 which do no intersect α Y β. Removing their interiors from T 2 we obtain a surface S, whose boundary is the disjoint union of two circles B 1 S and B 2 S (see the upper image on the Fig. 1 ).
Attach a copy Sp1, 1q of S to another copy Sp1, 2q of S, identifying B 2 Sp1, 1q with B 1 Sp1, 2q. We obtain a surface of genus 2 with two components of boundary: B 1 Sp1, 1q and B 2 Sp1, 2q. Attaching the copies D 1 p1q, D 2 p1q of the discs D 1 , D 2 to these components gives a closed surface N of genus 2. One more copy of this surface will be denoted by K (see the bottom of the Fig. 1 ). Similarly we glue together three copies Sp1{2, 1q, Sp1{2, 0q, Sp1{2, 2q of S and attach to it two discs D 1 p1{2q, D 2 p1{2q to obtain a closed surface L of genus 3 (depicted in the middle of the figure). Associate to every point in D 1 p1{2q Y Sp1{2, 1q Y Sp1{2, 0q its copy in D 1 p1q Y Sp1, 1q Y Sp1, 2q; this determines a diffeomorphism which will be denoted by Ip1{2, 1q. Similarly, we construct a diffeomorphism Ip1{2, 0q of the surface Sp1{2, 0q Y Sp1{2, 2q Y D 1 p1{2q onto Sp0, 1q Y Sp0, 2q Y D 2 p0q.
A surgery along the circle βp1{2, 2q yields a surface naturally diffeomorphic to N . Attaching the corresponding handle of index 2 to Lˆr0, ǫs gives a cobordism W 1 endowed with a Morse function F 1 : W 1 Ñ r1{2, 1s. This Morse function has one critical point x 2 of index 2. Pick a gradient w 1 for this function in such a way that A1) The ascending disc Dpx 2 ,´w 1 q intersects the level surface N " F´1 1 p1q by two points in the interior of D 2 p1q. A2) The diffeomorphism w 1 sends D 2 p1{2q to the interior of D 2 p1q. A3) The restriction of w 1 to D 1 p1{2q Y Sp1{2, 1q Y Sp1{2, 0q equals Ip1{2, 1q everywhere except a small tubular neighbourhood T 1 of the circle BD 1 p1{2q. Further, w 1 pT 1 q " Ip1{2, 1qpT 1 q and the w 1 -image of D 1 p1{2q contains D 1 p1q in its interior.
Similarly, we do a surgery along the circle βp1{2, 1q and obtain a surface naturally diffeomorphic to K. Attach the corresponding handle to Lˆr´ǫ, 0s, get a cobordism W 0 endowed with a Morse function F 0 : W 0 Ñ r0, 1{2s having one critical point x 1 of index 1. Pick an F 0 -gradient w 0 such that B1) The descending disc Dpx 1 , w 0 q intersects the level surface K " F´1 0 p0q by two points in the interior of D 1 p0q. B2) The diffeomorphism p´w 0 q sends D 1 p1{2q to the interior of D 1 p0q. B3) The restriction of p´w 0 q to Sp1{2, 0q Y Sp1{2, 2q Y D 1 p1{2q equals Ip1{2, 0q everywhere except a small tubular neighbourhood T 2 of the circle BD 2 p1{2q.
Further, p´w 0 q pT 2 q " Ip1{2, 0qpT 2 q and the p´w 0 q -image of D 2 p1{2q contains D 2 p0q in its interior. We have BW 1 « N \ L, BW 0 « L \ K; attaching W 1 to W 0 along the Lcomponent of their boundaries we obtain a cobordism W with boundary BW « N \ K, endowed with a Morse function F : W Ñ r0, 1s, such that CritpF q " tx 1 , x 2 u, ind x j " j. The gradients w 0 and w 1 can be glued together (modifying them appropriately nearby L if necessary) so that the resulting gradient w is cellular F -gradient (see Definition 9.4). To show this we introduce Morse-Smale filtrations on B 0 W and B 1 W . Let
The filtration N 0 Ă N 1 Ă N 2 is then a MS-filtration of N . The image of this filtration with respect to the natural diffeomorphism J : N Ñ K is a MS-filtration K 0 Ă K 1 Ă K 2 on K. The properties A1) -A3) and B1) -B3) imply the following:
pD1q
Dpx i , wq X B 0 W Ă Int K i´1 for i " 1, 2 pD2q p´wq pN i q Ă Int K i for i " 0, 1, 2.
And we have also the dual properties pU 1q Dpx i ,´wq X B 1 W Ă Int x N 2´i for i " 1, 2 pU 2q wp x K i q Ă Int x N i for i " 0, 1, 2.
(recall that x N i and x K i denote the MS-filtrations dual to the filtrations N i , resp. K i ). The conjunction of the properties pD1q, pD2q is just a reformulation of the condition (C1); similarly the conjunction of the properties pU 1q, pU 2q is equivalent to (C2). The F -gradient w is therefore cellular.
The 3-manifold M and a circle-valued function on it will be obtained by gluing N to K via a diffeomorphism that we will now describe. Put a 1 " rαp1, 1qs, a 2 " rαp1, 2qs, b 1 " rβp1, 1qs, b 2 " rβp1, 2qs.
The family B " pa 1 , b 1 , a 2 , b 2 q is then a basis in H 1 pN q. The same embedded circles determine the homology classes in H 1 pN 1 {N 0 q, they will be denoted by the same letters by a certain abuse of notation. Similarly we obtain a base C " pa 1 1 , b 1 1 , a 1 2 , b 1 2 q in H 1 pKq and H 1 pK 1 {K 0 q. Denote by J : N « / / K the natural diffeomorphism, then we have J˚pBq " C. Consider the automorphism of H 1 pKq « Z 4 given in the base C by the following matrix where q is any integer 3. It is easy to check that S preserves the intersection form on H 1 pN q therefore there is a diffeomorphism Φ : K Ñ K inducing S in H 1 . We can assume that Φpxq " x for x P D 1 p0q Y D 2 p0q. Identifying each point y P K with JΦpyq P N we obtain a 3-manifold M ; the Morse function F induces a map f : M Ñ S 1 . The F -gradient w induces an f -gradient v. Observe that v is a cellular f -gradient with respect to regular level surface N and its MS-filtration Pick a transverse f -gradient u sufficiently close to v in C 8 topology so that u is still a cellular f -gradient with respect to the level surface N and its MS-filtration tN i u, and H 1 p´uq " H 1 p´vq. The Novikov incidence coefficient N px 2 , x 1 ; uq is now easy to compute. Let T be the J´1-image in N of Dpx 2 , uq X K, and θ " rT s P H 1 pN 1 {N 0 q. Then θ " b 1´2 b 2 . Let S " Dpx 1 ,´uqXN then rSs " b 1 P H 1 pN 1 {N 0 q. Applying Theorem 9.12 we obtain n k`1 px 2 , x 1 ; uq " @ M k pθq, b 1 D .
We have M k pθq " p´2q¨M k pb 2 q. Therefore n k`1 px 2 , x 1 ; uq equals the first coordinate of the vector p´2q¨M k pb 2 q with respect to basis B. Computing this first coordinate is a routine exercise in linear algebra which will be left to the reader. We give just the result:
where A " pq`aq 2´4 q{2; B " pq´aq 2´4 q{2.
The properties of f and v stated in the beginning of this Appendix are now obvious. 
