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О ВО С С ТА Н О ВЛ ЕН И И  В Х О Д А  
В П А РА Б О Л И Ч Е С К О Й  ЗА Д А Ч Е  С П Р Е П Я Т С Т В И Е М  *
1. Введение
В работе обсуждается проблема динамического восстановления входов 
для параболической задачи с препятствием. Приводятся два алгоритма ре­
шения этой задачи, устойчивые к информационным помехам и погрешно­
стям вычислений. Алгоритмы, ориентированные на компьютерную реализа­
цию, позволяют осуществлять процесс решения в темпе «реального» времени. 
Они адаптивно учитывают неточные измерения фазовых траекторий и явля­
ются регуляризирующими в том смысле, что конечный результат тем лучше, 
чем точнее поступающая информация. В основе предлагаемых алгоритмов 
лежит метод вспомогательных позиционно-управляемых моделей. Основным 
элементом алгоритмов является процедура стабилизации некоторых вспомо­
гательных функционалов типа Ляпунова.
2. Постановка задачи
Рассматривается линейная распределенная система вида
жф£, г}) -  А ь х ^ ,  г]) =  га(£, ц) +  Е(£, 77)
п. в. на [(£,77) Е Т  х : ж(£,ц) >  /7(77)], 
жф£,ц) = тах { т /(£ ,ц ) +  ^ (£ ,77) +  Д щ ( ц ) ,0 }
п. в. на [(£,7/) Е Т  х : ж(£,ц) =  /7(77)], 
ж(£,77) ^  /7(77) У£ Е Т  и п.в.  77 Е Г2, х — 0 п. в. на Т  х Г,
/7 Е /7(щ) ^ 0  п. в. на Г.
Здесь Т  — [0 , 7?], т? <  +оо;Г2 С Я п — односвязная открытая ограничен­
ная область с достаточно гладкой границей Г; -  оператор Лапласа, т. е.
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Д Щ 7?) =  Г Д О  е  -^2(Т ;1/2(П)) -  известная функция;
гф£, 77) -  неизвестное возмущение. Система (1) описывает, например, процесс 
дифф узии кислорода в поглощающей ткани. Подобная система, введенная и 
исследованная в работе [1], получила название «параболической задачи с пре­
пятствием» [2]. С позиций теории управления по принципу обратной связи 
задача с препятствием исследовалась, например, в работах [3; 4, §3, гл. 3].
Обсуждаемая в настоящей работе задача состоит в следующем. В дис­
кретные достаточно частые моменты времени
П Е Т, тг =  цщ 1 +  6, г Е [1 : га -  1], т0 =  0, тт =  д
замеряются (с ошибкой) фазовые состояния системы (1) -
ж(ть ц) =  ж(тд хо,и(-))  Е Я  =  Ь 2((1).
Здесь и ниже символ ж(*;жо,и*(-)) Е С (Т ;Н ) означает решение (1), отвечаю­
щее возмущению и(-) =  и*(-). К ак известно [2, следствие 4.4], при условии
хо(г]) Е Я^(Г2), жо(ц) ^  ц(ц) п.в. на Г2
(считаем в дальнейшем это условие выполненным) существует единственное 
решение задачи (1) со следующими свойствами:
[*(•;* о ,«*(0) е Ь 2( Т ;Я 2(П ) )П С (Г ;Я 01Д ) ) ,
«*(•)) е Ь 2(Т ;Н ).
Результаты измерений -  элементы =  ^ (т* ) Е Н  — удовлетворяют нера­
венствам
1^ -  х ( п ) \ н  г € [0 : ш — 1], (2)
где Н -  параметр точности измерения. Требуется указать алгоритм восста­
новления неизвестного входного воздействия и*(-) Е Ь 2( Т \и ) ,  порождающе­
го неизвестный выход ж(-), т. е. требуется найти и*(-) такое, что отвечающее 
этому возмущению решение ж(-;жо,и*(-)) совпадает с ж(-). Такова содержа­
тельная постановка рассматриваемой в данной работе задачи.
Описанная задача относится к классу обратных задач и, в более общем 
контексте, к классу некорректных задач. Подобные задачи в апостериорной 
постановке исследовались многими авторами. В [5] был предложен метод 
динамического восстановления входа конечномерной динамической системы, 
аффинной по возмущению, в случае, когда задано множество Р  С Мш «мгно­
венных» ограничений на гф£), т. е. и{€) Е Р  при £ Е Т. Затем этот метод был 
развит в ряде работ (по поводу этих работ см. монографии [6, 4], а также
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обзорную статью [7], где приведены соответствующие ссылки) для систем, 
описываемых различными типами дифференциальных уравнений. Метод ос­
новывается на идеях теории позиционного управления (см. [8]) и известных в 
теории некорректных задач методах сглаживающего функционала и невязки 
(см. [9]). В настоящей работе метод динамической регуляризации применяет­
ся для восстановления правой части в параболической задаче с препятствием.
3. Описание метода реш ения задачи
Изложим основные конструкции используемого в настоящей работе мето­
да решения рассматриваемой задачи, следуя [4-7].
Пусть II(х(')) -  множество всех входов и(-) Е ^ ( Т ;  и ) ,  совместимых с ж(-),
т. е.
Щ х(-)) = {«(•) 6 Щ Г ;  Ц) : х ( - ; * о , Ц ) )  =  Д -)} ,
!Еф -  множество измерений, т. е. множество всех кусочно-постоянных ф унк­
ций £(•) : Т  —» 2 ”, Е(ж(-),/г) -  множество всех /г-точных результатов измере­
ний, т. е. множество всех функций ^ (* ) Е удовлетворяющих (2).
Вводится вспомогательная система М  (называемая моделью). Траекто­
рия модели зависит от управления (подлежащего формированию). Эта
траектория обозначается символом
Щ .)  =  адЛ(-;и>5,Щ))  6 С (Т ;Н ) .
Начальное состояние гД модели выбирается по результату измерения Д  в на-
чальный момент согласно правилу У\4 , фиксированному априори,
«>0 = е х 0 с  я . (3)
Здесь Хо -  множество начальных состояний модели, которое мы предпола­
гаем заданным. В частности, если начальное состояние ж о известно, то есте­
ственно считать Хо =  {жо}.
Правило выбора управления ж^ф) (при каждом И Е (0,1)) в модели отож­
дествляется с парой =  (А нМъ)') гДе
Ад =  Ш Г Л  (4)
есть разбиение отрезка Т  на полуинтервалы [т/щщ/щщ), т/щщ =  т/щ +  <$, 
6  =  5(/г), т/гщ =  0, т^тк — ф  — отображение, ставящее в соответствие
каждой тройке (т ,^ гсфтф), г Е [0 : т^ — 1], функцию
уп ,п+1(:) = ^ ь ( п , ^ , т 11(ц))  <Е 1 2([п ,п+1];и).  (5)
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Здесь Тг = тк4, и)к (п)  =  Л(- )) ,  $  = Ф (ъ ) ,  Щ )  £ Е(х(-),И), символ
уа,ь(') означает сужение функции у(-) на полуинтервал [тщТг+Д. Таким обра­
зом, четверка (М, У\Д, Для каждого к  Е (0,1) определяет некоторый
алгоритм В ^  на пространстве измерений (В  к : Ет Н Д , формирующий вы­
ход у н{') — П/Д(*) согласно принципу обратной связи (3)-(5). Этот алгоритм 
отождествляется с четверкой (М, У\Д, Д /^И Д .
Пусть выполнено
У сл ови е  1. Множество  Н*(ж(-)) всех входов минимальной Ь 2 ( Т ; 11)-нормы, 
порождающих решение х(-), состоит из одного элемента:
и *(х{-)) =  {«*(•; ДО)}-
Таким образом,
и*( - ;Д0)  =  а ^ т т { М - ) 1 ь 2(Т;(7) : «(•) 6 Д Д -) )} .
Семейство операторов В  к, к  Е (0,1), действующих из Ет в Пт, называется 
регуляризирующим, если оно обладает следующим свойством:
и т з и р { |Л ^ л (-) ~  иХ-,х(-))\ыт-,и) Т ( ' )  е а ( Д - ) . Л ) }  = 0 .
Наша цель с о с т о и т  в  построении регуляризирующего семейства алгоритмов
я л =  ( м , у ^ , д л,г4) ,  н е  (о,1), (6)
вида (3)-(5).
После того как модель М  и ее начальное состояние (3) выбраны, работа 
алгоритма В ^  осуществляется по следующей схеме. До начального момента 
£о =  0 фиксируются погрешность /г, а такж е разбиение (4) А =  Д^ — {тД™ 0 
(тI — т/щ) отрезка Т. На г-м шаге алгоритма, осуществляемом на промежут­
ке времени [т^ттц ), выполняются следующие операции. Сначала измеряется 
(с ошибкой) фазовое состояние ж(т^), т. е. находится элемент Е Н  со свой­
ством (2). Затем по правилу (5) определяется управление в модели. После 
этого вместо траектории тн{Ь), £ Е [£(ьгг], формируется ф азовая траектория 
w h^t), £ Е (тг,7г+1] (т. е. осуществляется корректировка памяти модели). Ра­
бота алгоритма заканчивается в момент й.
Правило построения семейства алгоритмов В ^  основано на теореме 1, при­
веденной ниже. Пусть на декартовом произведении С ( Т ; Н ) х С ( Т ; Н ) задан 
функционал Л °(•, •).
О п р е д е л е н и е  1. [4] Семейство В ^ ,  к  Е (ОД), (6) позиционных алгорит­
мов моделирования называется К® -устойчивым, если существуют функции
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Ац (•); jfe2(.), ^ з ( 0 : [0 ,+оо) —» [0,+оо) такие; 'что A^ i(/г) —» 1, /^(/г) —» 0, 
А?з(/г) —» 0 7Щ77 /г —^ 07 г^- для всякого измерения £h(-) Е Е(ж(-),/г) выполня­
ются неравенства
\vk {')\l 2(T-,U) ^  ^ i(^ )Iu *(-;®(-))Il2(T;[/) +  k2(h), (7)
Л ° (я (0 ,«/*(•)) О з ( / 0 -  (8)
Здесь г ^ - )  =  го/г,(*) -  траектория модели, порожденная алгоритмом
Dh и измерением £Л'(*).
Теорема 1. [4] Пусть семейство D ^ позиционных алгоритмов моделиро­
вания а) Л° -устойчиво; б) для любых > 0 (hk —» 0+ при к —» оо); 
^fc(.) 6 E(x(-),hk), w hk(-) = w hk(-;vjQk , v hk(-))> v hk{-) =  D hk£hk(-), условия
v hk( ' ) ^ v ( ' )  слабое  L 2(T;?7 ), Л°(ж(-), w hk (•)) —» 0 тгрт7 к —» oo
влекут включение  v(-) Е [/(#(•)). Тогда семейство алгоритмов D^,  h Е (0,1),
является регуляризирующим.
4. Случай 77*(-;ж(-)) Е Loo(T;[/)
Сначала рассмотрим случай, когда управление 77*(-;ж(*)) ограничено по 
существу, т. е. 77*(-;ж(-)) Е L00(T; U). Пусть модель М  описывается соотноше­
ниями
w?(t, rj) -  A Lwh(t, г,) =  vh(t, г,) + F(t,  г,)
п. в. на [(t,r]) Е Т  х П : w h(t,rj) > /7(77)],
wt (*> =  т а х { ^ ( С  т/) +  F ( t, ту) +  Лтщ(щ), 0} (9)
п. в. на [(t , г/) Е Т  х Г2 : w h(t,r]) =  /7(7/)],
w h(t7rj) ^  /7(7/) V t Е Т  и п. в. г] Е Г2, w h =  0 п. в. на Г х Т,
т. е. в качестве модели нами взята «копия» системы (1). Фиксируем некоторое 
число а >  0 такое, что
жо Е Хо =  { х  Е Я?(П) : |ж|# +  <д(ж) ^  а < +оо}.
Здесь (р(у) -  индикаторная функция множества К  — {у  Е Т 2(П) : 2/(77) ^  /7 (7/)
при п. в. г] Е Г2}, т. е. <£>(у) =  0, если у Е X , <£>(у) =  +оо -  в противном случае.
Возьмем семейство разбиений отрезка Т  и функции a(h):  R+ —»■ R+ , 
с?(/г): R+ —»■ R+ , удовлетворяющие следующим условиям:
 ^ 0 ,  ^ 65 d(h) —У -|-oo,
d{h){h +  8{h))a~l {h) -Д 0, a(h )d2(h) -Д 0 при h -Д 0+.
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Замечание 1. Эти условия выполнены, например, если 5(h) ^  с/г, а  (/г) =  
=  ci/i7 , 7  =  0.5 +  7 о, 7о =  const Е (0,0.25), d(h) — С2А-1 /4, с, с 1, С2 -  положи­
тельные постоянные.
Правило выбора в начальный момент /о =  0 начального состояния модели 
Wh  определим согласно (3), где положим
е В ( $ )  = { х е х 0 : №  -  х \н  <: 2h}. (10)
Заметим, что из неравенства (2) и включения xq Е X q следует непустота 
множества В ( ^ ) .
Пусть закон выбора управления в модели Sh =  (A hMh)  задается форму­
лами (4), (5), в которых
U h { n , t i , w h(Ti)) =  argm in { £ ( a , v , S i )  : v  G S ( d ( h ) ) } ,
£(a ,v ,S i)  = 2 ( s i ,B v ) + a ( h ) \v \ i j ,  s* =  w h(tQ -  $ , (11)
S(d(h)) = {u  G U : \u\u sC d(/i)}.
Введем функционал Л° вида
Л“(х(-),«.Л( - ) ) = И - ) - » ' ‘(')1с(Т;Я,.
Имеет место
Теорема 2. Семейство позиционных алгоритмов моделирования D ^ (6) ви­
да (3)—(5), (Ю), (11) удовлетворяет условиям теоремы 1 и является регу- 
ляризирующим.
Доказательство. Покажем, что семейство позиционных алгоритмов моде­
лирования Dh (6) вида (3)—(5), (Ю), (11) является Л°-устойчивым. Д ля этого 
оценим изменение при / Е Т  величины
eh(t) =  \wh(t) - x ( t ) \ 2H + a ( h )  f  { \ v h( r ) \ 2H -  \u *{t )\2h } dr .
Jt0
Заметим, что система (1) эквивалентна включению (см. [2], с. 138-140) 
x t ( t,i?) -  A Lx(t,7]) + ? )  -  n(rj)) -  F ( t ,r ]) Э u(t,ri), (t,rj) G T  x П,
x(t,r])\r = 0, t € T ,  x ( t0,rj) = x 0(rj), j /G H ,  (12)
/3(г) =  0, если r >  0,
/2(0) =  (—°o,0], fi(r ) — 0  ПРИ r <  0.
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В таком случае, учитывая монотонность отображения /?, а такж е вклю­
чения (9), (12), получаем неравенство
1/2<1\р ( £ ) | я М  ^  (М*С) “  V (Д м  (*))> (13)
справедливое при п. в. =  [т(, д+х), здесь ///' (1) =  ж(£) — и,,ЛД ). Легко видеть, 
что при I Е 8г такж е верна оценка
Н ( |2
я-( л Ц л ) - Д , У Д ) )  ^ к * ( ^ 1 г  +  j  { \ т^(т) \н  +  \хт(т)\н }  (1т^ |Д ( Д я  -  |Д ( Д
(14)
В таком случае при п. в. £ Е ^  имеем
1 /2 < ^ (£ ) |^ /с ?£  ^  (г/*(£) -  ^  (£), <^ -  ^ (т * ) )  +  Дг(£,М)- (15)
Здесь
Р г^ ,к ,6 )  =  к1 ^ г  +  I  { |Д ( т ) |я  +  \хт(т)\н}<1т^ .
Пусть число /г* >  0 таково, что с?(/г) >  — \и^(-)\^оо^ Г.ц  ^ при Н Е (0 ,/г*).
У читывая правило определения управления г ^ - ) ,  при И Е (0 ,/г*) будем 
иметь
£Н{к) ^  е(п )  +  2(£ -  Тг)рг(^, М ) ,  * ^
Отсюда получаем
£&(*) ^ ^ (0 )  +  +  5(/г)лЛ?(|л;^(*)|ь2(т;я) +  |я*(-)к2(т;я))} ^
^ к 0 ( 1  +  <1 ( К ) ) ( Н  +  5 ( Н) ) ,
Таким образом, справедливы неравенства (7), (8), в которых
к2{К) = кй{ а - \К ){ 1  + е д ) ( /*  +  Д /г)))1/2,
/сз (/г) =  АЦ1 +  й(К])(к + 6(Н)) + а{К]с{ 1 +  с?2 (/г)),
постоянные &о и с не зависят от Н и могут быть выписаны в явном виде. 
Следовательно, семейство является Л°-устойчивым. Нетрудно видеть, что 
условие «б» теоремы 1 выполнено, если
У(‘) =  Д ) ,  (17)
где у(') =  ж(*; жо,'г(-)), у Нк{') —» ?;(•) слабо в Ь2(Т;11) при к —» оо. Проверим 
справедливость (17). Заметим, что имеет место сходимость
|ж(-) -  ■ЛДОДт^я) ->• о при к ^ - о о ,  (18)
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если /г& —»■ 0 при к —»■ оо. Здесь w hk(•) =  w hk(']£^k , v hk(')) — решение (9) при 
h — /г&, v hk{') — Dhk(£hk(-)). Кроме того, верно неравенство
\y(t )  -  w hk ( t) \ 2H  ^  2 [  (v ( t ) - у к к ( т ) , у ( т ) - w h k ( r ) ) d T .  ( 19)
Jo
Учитывая (18), (19), сходимость й ^ к О и  слабую сходимость управлений v hk(') 
к v(-) в _L2( Т ; U) при к —» оо, будем иметь
\у(•) -  w hk (•) IС ( Т ;Я )  -> 0 при к -> оо.
Следовательно, равенство (17) имеет место. Утверждение теоремы 2 следует 
из теоремы 1.
5. Случай г/*(-;ж(-)) Е L 2(T;[7)
Рассмотрим случай, когда управление г/*(-; ж(-)) является функцией, сум­
мируемой с квадратом, т. е. г/*(-; ж(-)) Е L 2(T;[7).
В качестве модели М  возьмем снова систему (9). Правило выбора началь­
ного состояния модели Wh зададим соотношениями (3), (10), а закон выбора 
управления в модели Sh — (A hMh) ~  формулами (4), (5), в которых теперь 
положим
U h {T i ,$ ,w h{ri)) =  v f  =  a rg m in {£(a ,v,S i)  : v € U},
Si = wh{Ti) -
т. e.
—  —  a ~ l Si. (20 )
Пусть семейство разбиений отрезка Т  и функция a ( h ) : R + —»■ R + 
обладают следующими свойствами:
h5~l (h) ^  С, S(h)a~2(h) ^  С, a(h)  -> 0, 5(h) -> 0,
(h +  £ (/i))a_1(/i) -Л 0, при h —» 0 +  .
Здесь С — const >  0 -  постоянная, не зависящ ая от h.
Теорема 3. Семейство позиционных алгоритмов моделирования D ^ (6) ви­
да (4), (5), (10), (20) удовлетворяет условиям теоремы 1 и является регу- 
ляризирующим.
Доказательство теоремы 3 проводится по схеме доказательства теоремы 2.
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