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Abstract
The diversity of commercially available motion detection devices has
yielded much interest in utilising action video games in the field of reha-
bilitation of impaired dexterity. Identifying the most suitable input device
for a rehabilitative game is of paramount importance, but no compara-
tive study currently exists. For the first time, a benchmark is introduced
for the quantitative assessment of motion capture devices for gaming. A
range of devices are considered, in the context of rehabilitative gaming
projects, presenting results on the fidelity of motion capture that each
provides. Recommendations are then made on the viability of domestic
motion capture devices in terms of both patient involvement and fidelity
of data capture.
1 Introduction
Video game technology has been utilised in numerous works to promote reha-
bilitative exercise [3], [8], [9]. A vital decision which must be made early in
developing such projects is identifying the most appropriate input device. This
paper presents the first comparative benchmarking study of motion sensing de-
vices for gaming and their suitability to rehabilitative exercise.
Rehabilitative gaming has a number of benefits. Firstly, the game should
provide a more involving context, so that the patient enjoys the rehabilitative
process and is more likely to be engaged in it. Secondly, the exercises can easily
be carried out at home as gaming systems which include motion-capture de-
vices are relatively commonplace and affordable. Finally, data on the patient’s
progress and recovery can be collected as the software monitors the patient’s
actions. The suitability of domestic gaming systems to meet the first two re-
quirements of engagement and accessibility seem intuitively feasible. However
there is currently no comparative measure of the devices’ ability to meet the
fidelity requirements of data collection for medical investigation and monitoring.
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Many motion capture devices are available for domestic use, including Mi-
crosoft Kinect, Nintendo Wiimote, Sony PS Move and Sixense Hydra. In this
paper we introduce a benchmark for domestic motion capture devices, and use
it to measure and compare the fidelity of the data and the reliability of the
systems. Our intention is that the results should serve as a recommendation for
future projects utilising domestic gaming devices for rehabilitation.
2 Background and Related Work
Gaming devices have been successfully employed in rehabilitative studies since
motion capture devices became commercially viable. Relevant studies are dis-
cussed here, with emphasis on the fidelity of results. A brief overview of each
device considered in this study is first presented.
2.1 Motion Capture Devices
2.1.1 Wii MotionPlus
Nintendo’s Wii system consists of a sensor bar, which has an infra-red LED
cluster at each side, and the Wiimote motion controllers which contain an infra-
red camera for tracking their position relative to the sensor bar. The controllers
also contain three-axis accelerometers and three-axis gyroscopes which are used
for dead-reckoning calculation of position, velocity and orientation.
2.1.2 PlayStation Move
The PlayStation Move from Sony consists of a RGB camera and a motion con-
troller ”wand”. The wand contains an illuminated sphere, which the camera
tracks in three dimensions (the distance from the camera is measured from the
size of the sphere in the image), as well as a three-axis accelerometer, thee-axis
gyroscope and a geomagnetic sensor. Consequently the device can track both
the position and orientation of the wand. Furthermore the geomagnetic sensor is
used to calibrate the measurements against the Earth’s magnetic field, thereby
addressing cumulative errors from the sensors. The combination of camera
tracking and dead-reckoning from the wand’s sensors provide motion tracking
whether the wand is visible to the camera or not. As the image processing
software is searching for a circular shape of a known colour, the latency is much
less than in other systems where more complex calculations are required. A po-
tential drawback of applying the PlayStation Move to domestic rehabilitation is
that the PlayStation3 is used as a server, in addition to the PC that is running
the application, leading to an unwieldy set-up for home use.
2.1.3 Kinect and Kinect 2
Microsoft’s Kinect motion sensing system consists of a RGB camera, an infra-red
laser pattern projector and an infra-red camera. The device directly monitors
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the user’s body, so no hand-held devices are required. Three dimensional points
in space are triangulated using the stereo pair of the infra-red projector and
camera. Three outputs are made available by the system: an infra-red image,
a colour image, and an interpolated inverse depth image. The Kinect SDK
also provides libraries for tracking the skeleton of the user. This consists of
positional information, and orientation can be inferred from the joint hierarchy.
Depending on the lighting conditions, and the complexity of the image, the
system delivers motion tracking information for up to 20 skeletal joints per user
at up to 30 frames per second [10].
An improved Kinect was released for Microsoft’s Xbox One in 2013 incor-
porating a wider field of vision camera, capable of calculating the position and
orientation of 25 joints per user, as well as their heart rate and facial expres-
sion. The colour map resolution has been improved to 1080 x 1920, and the
depth map has been augmented by time-of-flight technology contained in the
new camera hardware affording a unique depth value per pixel. The combina-
tion of this technology and resolution should result in more accurate tracking
as compared to the original Kinect device.
2.1.4 Sixense
The Sixense motion control system from Sixense Entertainment uses magnetic
motion tracking to provide continuous position and orientation information.
The use of electromagnetic fields is well established technology for reliably mea-
suring three-dimensional space [4]. The other console-based devices use cameras
making them prone to interruption due to line-of-sight issues; such problems do
not occur with magnetic tracking. The Sixense comprises a base unit, which is
connected to the PC via USB, and wireless controllers which the player holds
while performing the movements. The base unit contains three orthogonally
orientated magnetic coils which emit an electromagnetic field, providing the
reference for the position and orientation of the controllers. Similarly each con-
troller contains three smaller orthogonal coils whose position and orientation are
measured relative to the emitter’s coils. Consequently each controller broadcasts
three-dimensional position and orientation data to the base unit. The sampling
rate is 60Hz. We elect to use three controllers; one in each hand, and one tucked
into the belt or pocket at waist level to provide further data on the patient’s
base position and motion.
2.2 Rehabilitative Gaming
Work to date on implementing rehabilitative regimes through video game tech-
nology has taken two distinct tacks – either existing commercial games have
been used as the basis of the study [5], [6], or bespoke games have been devel-
oped as part of the research project [2], [12].
Utilising an existing commercial video game in this context has limitations
as the game itself has not been developed with rehabilitation or monitoring
in mind. The movements which are practised are those chosen by the game
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designers to most suit their game-play, so are not necessarily the movements
the medical professionals would choose to promote rehabilitation. Furthermore
extracting data from a commercial game is impossible on a console, or without
access to the source code and tool-chain on a PC. However, commercial games
tend to be engrossing and immersive; factors which encourage the patient to
persevere with the exercise.
Conversely games developed specifically for the purpose of rehabilitation are
designed to recognise and react to prescribed exercise movements. Also, as the
software is bespoke, it can measure and collate data pertaining to the patient’s
progress. A game developed for rehabilitation offers the opportunity to include
adaptive game-play, whereby the game detects when the patient is performing
less well, and dynamically changes parameters of the game to suit the patient’s
abilities [7], [1]. The downside of developing a bespoke application is that the
quality of the game itself tends to be significantly lower than a commercial title
for obvious budgetary reasons, so may not be as enjoyable and involving as a
commercially developed game.
To date little quantitative comparison of the devices has been published,
with no benchmark known to the authors. [11] provides a comprehensive func-
tional comparison of the devices, but contains no quantitative analysis. In [2]
a study of the Kinect is presented in comparison to the much more expensive
Optitrack Optical Motion Capture System. The results are promising for wrist
and elbow joint movements, although no quantitative analysis of the accuracy
of the captured data is presented.
3 Experiment
A benchmark test is required to compare the accuracy and suitability of the
motion capture devices. Such a benchmark does not exist in the current litera-
ture. We decided to utilise three easily defined and easily repeated movements
as the benchmarks of our study. The first benchmark movement is to move the
hand in a vertical circle, at full arms length, in front of the subject (i.e. a circle
in the coronal plane). The second is to hold the arm at full length in front
of the subject and turn 360 degrees on the spot, so that the hand moves in a
horizontal circle at shoulder height around the subject’s position (i.e. a circle
in the transverse plane). The third involves the subject swinging the arm in a
vertical circle, keeping the arm at full length (i.e. a circle in the sagittal plane).
A number of different subjects were used in the testing of each device. The
devices must be able to cope consistently with patients of various shapes and
sizes if they are to be used successfully in rehabilitation.
Markers were placed at 1m intervals up to 4m, with the device placed at a
height of 120cm. Users stood with their heels inline to each of these markers in
turn. At each distance, the user stretched their arm fully forward, and rotated
it fully 360◦in each axis - for the coronal and sagittal planes, this took the
form of solely shoulder rotation, while the transverse plane necessitated the
user to rotate their entire body using their legs and feet, while keeping their
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back straight. For each plane, the rotation was performed three times, with the
second rotation used to calculate results, in order to reduce side effects from the
user speeding up, slowing down, or otherwise moving the controllers differently
as the trial started and came to an end.
3.1 Metrics
Each device calculates 3D position and orientation in some way, so it is desirable
to measure the quality of both. For a measurement of positional accuracy, only
the relevant two axes for each plane from each trial-run were considered, creating
a sequence of 2D coordinates that represent the vertices of a 2D polygon. Each
trial’s data was then centred around the 2D origin, according to the centroid of
the polygon, calculated from all n positions p in the sequence s as:
Centroid(s) =
p1 + p2 + . . .+ pn
n
Once the captured data has been transformed in this way, we determine two
metrics by which to rate the quality of the data: circularity, and orientation
drift. The circularity of a data set s is defined using the following common
shape factor (where a is the area of the shape, and p its perimeter):
Circularity(s) =
4pia
p2
As we are dealing with 2D coordinates, the area and perimeter of each
polygon is calculated using the Shoelace formula:
Area(s) =
1
2
|
n−1∑
i=1
pixpi+1y + pnx+ p1y −
n−1∑
i=1
piypi+1x+ pny + p1x|
Perimeter(s) =
n−1∑
i=1
||−−−−−−→pi+1 − pi||+ ||
−−−−→
pn − p1||
The accuracy of orientation is calculated in a similar way. By transforming
the relevant forward basis vector for the input device by an orientation from the
recorded sequence, a vector pointing in the direction of the device is created.
By projecting this vector onto the plane being tested, a 2D position is formed.
For directions that lie exactly on the plane, the point lies at a distance of
1.0. Deviations in the direction away from the plane result in projected points
closer to the origin. The projected direction vectors over the course of one
movement form a 2D polygon that are tested using the circularity measurement
described previously. This method does not take into account deviations in
rotation around the axis, but still serves as a useful metric of orientation quality.
As the circularity calculation provides values in the range [0,1], the circular-
ity of position and orientation can be used to calculate a measure of data quality
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as a simple arithmetic mean. Finally, a base of expected noise is measured, by
recording a 30s sample of the device at rest. The standard deviation in position
on all three axes, and cosine of angle difference from the forward basis vector
are then calculated.
Table 1: Device Steadiness Comparison
Device Sum Sum Dist Angle
Dist Angle Trav Trav
KinectV1 0.0842 0.693 0.00369 0.00961
KinectV2 0.954 149.878 0.000908 0.719
MoveMe 2101.93 8.835 8.944 0.00169
Sixense 227.936 1.219 4.271 0.00825
MotionPlus 4281.13 2.254 4272.98 0.202
3.2 Data Capture
A sequence of 3D positions p and orientations q are recorded, with timestamps
of each sample. Positions are converted from the internal metric of the device
to metres, while orientations are stored as quaternions. Orientations are trans-
formed such that the local-space ’forward’ reference frame of the device points
along the user’s outstretched arm - this is necessary as the Wii MotionPlus uses
a coordinate system where the z axis is ’up’, rather than ’forward’.
The Kinects are entirely camera based. This results in a lack of information
when the camera cannot see the user’s hand. The MoveMe uses camera tracking
for positional data, so it too suffers from a drop-out in positional information
when the Move ’wand’ is occluded. Although orientation can still be tracked
from the sensors contained within the Move device, for the purposes of this
experiment they were ignored when the position was not determinable, to pre-
serve the 1:1 mapping of positions to orientations. This is expected to be most
evident when recording movements in the transverse plane, as the user’s body
obscures the camera’s view of the hand / wand, with some additional occlusion
expected with the sagittal plane recordings. While any loss of data is undesir-
able, the ability for the devices to redetect and track the desired movement after
obscuration is a useful metric when considering the efficacy of motion devices.
4 Results and Evaluation
4.1 Steadiness
Steadiness measurements were made at a distance of 2m. Table 1 shows the
sum of the changes between the samples in a 30s recording of the device at rest,
and the change between the first and last samples. Immediately obvious is the
poor result in movement from the Wii RemotePlus - the sum distance is several
orders of magnitude larger than any other, due to accumulated error in double
6
integration of position from acceleration. Both the MoveMe and Sixense have
large sum distances recorded, but, due to the low change in final position, it
can be inferred that this was due to a high frequency jitter, rather than a large
drift over time. The Wii RemotePlus reports an acceleration value without
any processing for gravity; this was accounted for by taking a short sample
of the accelerometer vector at rest, and subtracting this value, transformed
by the orientation of the device. Evidently this was not sufficient to reliably
remove gravity from the accelerometer reading, and further processing would
be required to create a stable result.
The Kinect2 shows a large accumulated sum angle, despite a low distance
travelled. As the orientation is determined from the skeleton (calculated by
the Kinect software) this is a curious result, as it suggests that the ’parent’
joint of the skeletal hierarchy has had a large drift or jitter in its position. The
low distances for the Kinect devices are at odds with the other tested devices,
suggesting additional filtering of position. The low changes in angle over time as
compared to position for all devices is a good indicator of the relative difficulties
in determining these values.
4.2 Data Sample Rate
The devices communicate with the host PC in a variety of ways: Kinect via
direct USB connection, Sixense wirelessly to a USB connected base unit, and
PS Move via Bluetooth to a PlayStation3 running the MoveMe server, which
then contacts the host computer via TCP/IP. Due to this, and the differing
ways in which position and orientation are derived, it is useful to compare
update rates as reported from the interface software. The mean sample counts
for each device across all recorded trial runs are collated in Table 2.
Table 2: All devices Sample Count Chart
Device Coronal Transverse Sagittal
KinectV1 70.125 117.0 56.625
KinectV2 36.381 75.864 34.9
MoveMe 140.583 220.231 144.333
Sixense 137.667 188.267 142.933
The Kinect devices update at a significantly lower rate than the MoveMe
and Sixense devices, which both report at a similar rate. The effects of this are
discussed later.
4.3 Data Circularity
The circularity metric calculations for each device are shown in Figure 1.
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Figure 1: Device Circularity Comparison Chart
4.3.1 Wii MotionPlus
The position of the Wii MotionPlus device can be determined in two ways:
Either via double integration of its accelerometer data over time, or by pro-
cessing the position of the IR light sources from the tracker bar, as seen by
the Wii’s onboard camera (broadly, the closer together the points, the further
away the device is from the tracker bar). Unfortunately, the experiment as de-
signed is unsuitable for position determination via the tracker bar, as the bar
will never be in the line of sight when rotating in the coronal plane, and only
briefly when rotating in the transverse or sagittal planes. Accurate derivation
of position from accelerometer data is notoriously difficult, as any noise or bias
in the accelerometer data will quickly accumulate into large errors in position.
As gravity will be detected by the accelerometers, it must be accounted for, and
any inaccuracy in this calculation will again result in large errors in position. As
positional data could not be reliably calculated, no further tests were performed
using the Wii MotionPlus device.
4.3.2 Kinect
Trials of the Kinect devices reveal that both have practically identical perfor-
mance at 2m and 3m, however the Kinect 2 benefits from updated optics and
processing that allow it to track users at 1m and 4m. Figure 2 illustrates this,
with blue bars representing Kinect V2, and orange bars Kinect V1.
The Kinect scores at 2m are noticeably lower than those of the other tested
devices (0.65 for Kinect 1, 0.52 for Kinect 2, compared to 0.81 for MoveMe, and
0.85 for Sixense). Splitting up the quality metric on a per-axis basis in Table 3,
clarifies where the weaknesses in the Kinect sensor lie.
Table 3: Kinect Quality Per Axis
Kinect Coronal Transverse Sagittal
Kinect 1 0.839 0.204 0.807
Kinect 2 0.834 0.154 0.784
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Figure 2: Kinect Quality Distance Comparison
Both Kinect devices display poor mean performance in the transverse plane
(Kinect 1 quality 0.204 Stdev 0.23, Kinect 2 quality 0.154 Stdev 0.143). This
is unsurprising as rotations in this plane lead to the tracked hand becoming
obscured. However, comparison with the MoveMe in the transverse plane (mean
quality 0.68, Stdev 0.288), a similarly camera-based solution, reveals particular
weakness in this plane.
Figure 3: Plot of Kinect 2 at 2 metres in transverse plane
The method whereby each device calculates its data must be considered.
Both Kinects calculate an entire hierarchical skeleton of joint data, with the
position of the wrist bone relying on the rest of the arm being correctly tracked,
thus requiring more of the users arm to be visible than with the MoveMe, where
the bright, uniquely coloured ball of the PS Move is found via simple computer
vision techniques.
The quality scores of both Kinect devices are limited by the low sample rate
of the devices. Kinect 2 in the transverse plane at 2m is shown in Figure 3.
When compared to Figure 4, the lower sample density becomes apparent. The
data also shows a phenomenon unique to the Kinect devices: as the user rotates
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Table 4: Kinect Sample Count Per Axis
Kinect Axis 1 M 2 M 3 M 4 M
1 Coronal - 80.80 52.33 -
1 Trans. - 133.40 89.67 -
1 Sagittal - 62.40 47.00 -
2 Coronal 34.80 35.56 40.17 29.00
2 Trans. 69.83 79.00 77.00 78.00
2 Sagittal 36.00 31.57 34.50 38.50
such that their hand becomes obscured, the Kinect devices attempt to seek out
the hand elsewhere in the image, frequently picking up the left hand or other
part of the body, thus the cluster of data points towards the centre of the plot.
This is in contrast to the MoveMe, which simply stops tracking until the ball is
detected.
4.3.3 PlayStation Move
During the MoveMe tests, the 1m point was not successfully recorded, as the
field of view of the camera was insufficient. Recorded orientation information
was excellent, with orientation circularity of 0.95 in all 3 planes at 2m and 3m,
dropping to 0.76 at 4m. Unlike the other devices, orientation is derived from
sensors on board the handheld device, rather than a camera image or magnetic
field, and so is unaffected by distance. However a reduction in image position
tracking leads to fewer orientation samples, impacting the circularity. Position
circularity at 2m is good (circularity 0.646, stdev 0.178), but displays a rapid
drop-off at distance.
Figure 4: Plot of MoveMe at 4m and 2m in transverse plane
Tracking of the MoveMe starts to degrade at 3m. Degradation of z axis track-
ing is most prominent, while movement in the coronal plane remains accurate.
Figure 4 shows an example of the MoveMe in the transverse plane. Immediately
obvious is the large gap in the top left quarter of the graph, with the beginning
of the gap denoting the point at which the move was obscured, and the end the
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point at which tracking was regained, with an additional tracking fault. Data
is also more ovular, with an approximately 2:1 ratio between minimum and
maximum point lengths in the plot axis (position circularity: 0.45). This can
be compared to the right hand plot, in which a transverse plane recording at
2m shows an approximate 1:1 ratio (position circularity: 0.807). The position
detection limit of the MoveMe software appears to be approximately 4m. It
was noted that further movement in the z axis caused a cut off effect, where no
further movement in the axis is seen.
4.3.4 Sixense
Figure 5: Sixense Quality Distance Comparison
The Sixense is unique among the controllers as it can track position without
the use of a camera. Its performance degrades quickly with distance, however.
This can be seen in a graph of its combined score metric vs. distance, in which
a combined score of 0.96, drops by 50% at 3m (Figure 5). This performance
degradation is the worst over distance, and beyond 2m the Sixense displays the
worst quality metric of all devices. At a distance of 1m (or even less, as the
device is not constrained by a camera’s field of vision) however, the device is the
best performer, generating almost perfect circularity for both orientation and
position.
Figure 6: Plot of Sixense at 1m and 4m in sagittal plane
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Table 5: Sixense Circularity Axis Comparison
Axis 1 Metre 2 Metre 3 Metre 4 Metre
Coronal 0.9592 0.9521 0.4361 0.6648
Trans. 0.9847 0.9512 0.7023 0.3588
Sagittal 0.9497 0.6622 0.1560 0.1740
Table 6: Sixense Quality Deviation Axis Comparison
Axis 1 Metre 2 Metre 3 Metre 4 Metre
Coronal 0.0257 0.0225 0.3634 0.3739
Trans. 0.0064 0.0243 0.1657 0.2119
Sagittal 0.0198 0.1837 0.2114 0.1075
The results collated in Table 5 reveal a weakness in the sagittal plane. Table
6 shows the standard deviation of collected samples for each axis and distance.
The quality of data extracted from the Sixense at 1m has particularly low de-
viation in quality in the transverse plane. At 4m, the sagittal plane results in
a consistently poor quality metric. The extent to which the Sixense degrades
is best seen visually - Figure 6 shows recorded data in the sagittal plane at 1m
and 4m, with a breakdown in accuracy, making detection of a circular gesture
impossible at the greater distance.
5 Conclusions
Domestic motion capture devices have great potential for rehabilitative gaming.
In this paper we have presented a benchmark for measuring the suitability
of such devices. We have applied that benchmark to the commonly available
systems and shown that each has strengths and weaknesses. We conclude by
discussing those relative strengths and make recommendations as to how best
to utilise them to the needs of a specific rehabilitative project.
Of note is the excellent quality of data obtained from the Sixense device when
used at distances close to the base unit, showing high accuracy in both position
and orientation across all three planes. This suggests the Sixense would make an
excellent device to use in situations where a high degree of fidelity in movement
detection is required, such as detection of specific limb movements and poses.
The device begins to heavily degrade at distance, so careful considerations must
be made as to the environment it is used in; applications deployed via a laptop
or tablet would be ideal conditions for the Sixense device.
The primary drawback of the MoveMe system is its reliance on expensive
external hardware and a network connection, but in cases where greater working
distances are required, the device produces quality positional and orientation
information at 2m, with a degradation in performance beyond that. At 2m, all
trial participants could be fully detected with limbs outstretched, making the
MoveMe a good choice for living room interaction on a larger screen. Further
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work will be required to determine whether tighter control of the environment,
in regards to any patches of light within the MoveMe’s field of vision, would
result in improved performance at range.
Although the Kinects score less well, notably in the transverse plane, it
should be pointed out that these devices provide data on the entire shape of the
body. When used at a distance of 2m, with no hand occlusion, these devices
produce quality data. At 2m, the two devices are very similar, both displaying a
weakness in recalculating body tracking sufficiently to determine hand position
during rotations in the transverse plane. As with the MoveMe, further testing
is required to determine the sensitivity of the Kinect to differing lighting condi-
tions; however, several trials with the Kinect 2 showed the device tracking the
left hand as the user turned away from the camera, suggesting that processing
of the camera image for facial detection to infer orientation could have a positive
effect on reducing false readings.
It is hoped that our results will serve as a recommendation for future projects
utilising domestic gaming devices for rehabilitation.
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