Abstract
I. Introduction
Since the breakdown of the Bretton Woods system, many works have been dedicated to the study of exchange rates. On the one hand, the theoretical literature has been interested by the exchange rates models: Purchasing Power Parity (PPP), monetary model, portfolio model,… 1 On the other hand, the empirical literature has examined the links between exchange rates and relative prices, differential interest rates, money aggregates, outputs… The poor predictive power of these models (see Rogoff 1983, 1988 ) brought many authors to reconsider statistical properties of the exchange rates. These empirical researches followed the development of econometric methods, especially unit-root tests. An important question was whether exchange rates behave as a random walk or not. Among these studies, many concern the behavior of the real exchange rates, defined as the nominal exchange rate deflated by a ratio of domestic to foreign price levels. According to the standard PPP theory developed by the Classics and Cassel (1916, 1923) , in the long run the nominal exchange rate must revert to this PPP rate. If Cassel's proposition is true 2 , the real exchange rate has to be stationary or in other words, the nominal exchange rate and the price levels are cointegrated. In this case, exogenous shocks have a transitory effect on the real exchange rate and the changes in the rate ( deviations from PPP ) are serially correlated. Conversely, if we are unable to detect serial correlation, this is evidence in favor of ex-ante PPP (Adler and Lehmann 1983) , and evidence against traditional PPP since no mean reversion can be identified. In this case, exogenous shocks have a permanent effect.
The empirical studies lead to many controversies, insofar as many conclude in favor of PPP, and as many reject it (Whitt 1992) . In order to explain these divergences, some emphasize the exchange regimes (Diebold, Husted et Rush 1991) , or the importance of « the evolution of economic institutions, market structure, and monetary and fiscal policy » ( Grili and Kaminsky 1991) . For others, the inflationist situation plays a determining role (Bleaney, Leybourne and Mizen 1999) . Finally, we may question the aptness of econometric tests. Thus for instance, Abuaf and Jorion (1990 p.172) DORNBUSCH (1989) . 2 See BALASSA (1964) , SAMUELSON (1964) , OFFICER (1976) for criticisms of the proposition.
power of the tests employed rather than evidence against PPP ».
These seemingly conflicting results raise a problem for both theoreticians and policymakers. Theoreticians have needed PPP in order to close their models (monetary model for instance), while the policymakers can use PPP as a guideline for their policy (Hakkio 1992) . PPP can be a good referent, in particular, for parity adjustments in a fixed exchange rate regime. Many economists (see Eichengreen, 1993; Chueng and al., 1995) argue that within the European Monetary System (EMS), realignments were managed in order to eliminate inflation differentials (or costs differentials?), or in the same way to maintain relative competitiveness.
For these reasons, our purpose in this paper is to test the hypothesis of PPP by investigating the behavior of European real exchange rates (the 15 current member countries) over the period 1973-1998, using Germany as the benchmark country. This paper has two goals. Firstly, at an economic level, understanding the behavior of real exchange rates may answer some important questions which divide economists:
-Is PPP better verified in a fixed exchange rate system or in a flexible regime? The period under investigation is characterized by two exchange rate regimes: the «snake» from 1972 to 1978 and the European Monetary System (EMS) from 1979 to 1998. Insofar as all European currencies were not together in these systems during the whole period, we have a good panel of research for comparing the real exchange rates according to the degree of exchange rates flexibility. This point is very important, because the stationarity of the real exchange rate is synonymous with real integration of European economies, whereas the nonstationarity of these rates rather means that financial integration dominates (hypothesis of efficient market, Roll 1979 , Adler and Lehmann 1983 , Mac Donald 1985a ,b, 1995 . Thus, we may conclude on the economic integration level of the European countries before the adoption of the Euro.
-What is the best definition of PPP ? Here, we consider three: one is based on price levels measured by consumer price indices (CPI); another one on wholesale price indices (WPI), and the last one on unit labor costs (ULC). Thus, we may test a broad definition of PPP (with CPI) which includes nontradable goods and tradable goods prices; a more restricted definition with only tradable goods prices (with WPI) and finally a cost parity (with ULC of the manufacturing sector). Secondly, at the empirical level, the aim is to study the statistical properties of the real exchange rates. If PPP is verified, the real exchange rates are stationary. Also, the shocks on these rates (economic policy change, devaluation …) will have transitory effects, and these rates will have a tendency to revert to their equilibrium value. The equilibrium real exchange rate will be a constant. In this case, the real exchange rates cannot be cointegrated with other macroeconomic variables, such as gross national product, interest rates, trade flows … In order to analyze these properties, we use unit-root tests. Some standard tests permit to test the null hypothesis of a random walk (Dickey and Fuller, Phillips and Perron …) , while others test the null hypothesis of stationarity (Kwiatkowski and al.) . But we know that these tests may be biased (non rejection of the unit-root hypothesis; evidence against PPP), especially in two cases: when there are shifts in the intercept and/or slope in the trend function of stationary time series (Perron) ; when the order of integration of the real exchange rate is fractional rather than integer. New tests were developed to take into account these problems. So, we choose to use these different tests in order to reduce mistakes in interpretation.
The paper is organized as follows. Section 2 presents a brief discussion of European exchange rate regimes and charts of the real exchange rates. Empirical estimates of conventional unit-root tests are analyzed in section 3. In section 4, we present unit-root tests modified for structural breaks. The results of fractional integration tests are discussed in section 5. Finally, in section 6 we summarize our findings.
II. History of European Real Exchange Rates

A. Exchange Rate Regimes
After the collapse of the Bretton Woods System, two exchange rate regimes were tried in Europe: the «snake» regime and the European Monetary System (EMS).
« Snake » period, April 1972 to December 1978
When European currencies began to float freely against the dollar in March 1973, « snake » arrangements had been working since April 1972. Exchange rate fluctuations were reduced by limiting the swings in bilateral exchange rates to a 2.25 percent band 3 . Participating countries were European Economic Community (EEC) members (Germany, the Netherlands, Belgium and Luxembourg, the 3 At the origin, the arrangement was known as «the snake in the tunnel» because it made the participating currencies move within the band established for the dollar by the Smithsonian Agreement of December 1971.
United Kingdom, Denmark, France and Italy) and two non-EEC countries, Norway and Sweden. This system never really worked except in small countries surrounding Germany. Indeed, shortly after the first oil shock, the United Kingdom 4 , France and Italy withdrew from the system. The differences in economic performances and economic policies were too large to warrant fixed exchange rates
5
. The attempts of the French Franc to come back into the system between 1976 and 1977 failed. Only the Benelux currencies and the Danish krone for EEC countries, the Norwegian and Swedish krones for non-EEC countries remained connected with the German mark. The others floated so much that we can speak of floating exchange rates for most of the European currencies. It is this situation, incompatible with the Monetary Union goal, which led to a European response, resulting in the establishment of the EMS.
EMS period, March 1979 to December 1998
Instituted on March 1979, the EMS was a system more balanced than the « snake ». Participating countries in the system determined an official exchange rate for all their currencies, and a band around these central parities set at +/− 2.25% 6 . The members of the European Community, except for the United Kingdom, agreed to start the scheme in 1979.
Other currencies joined later: the Spanish Peseta in June 1989, the pound Sterling in October 1990, the Portuguese Escudo in April 1992, the Austrian Shilling in January 1995, the Finnish Markka in October 1996 and finally the Greek Drachma in march 1998. As for the Swedish Krone, it never joined in the EMS.
During these twenty years, we can distinguish three stages : -From 1979 to 1987, the realignments were very frequent. For example, we had four devaluations of the French Franc vis à vis to the Deutschemark: three between 1981 , and the fourth in 1986 . -From 1987 , no realignment took place.
-From 1992 to 1998, there was a new instability period with two exchange crises, in September 1992 and August 1993. It is during this phase that the Sterling and the Italian Lira dropped out of the system. To slow down speculation, the members chose to widen the band of fluctuation to +/−15%.
4
The United Kingdom joined the system from May to June 1972. 5 See THYGESEN (1979) for criticisms on the conception of the « snake » arrangement.
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Italy was allowed to adopt a wide +/-6 percent band.
This implied that the currencies would be able to fluctuate up to 30%, « transforming the system into a quasi-floating exchange rate regime » (De Grauwe 1994) Hence, it is not possible to say that fixed exchange rates over the whole EMS period prevailed, except for a nucleus constituted by the Deutschemark, the Dutch Guilder and the Belgian Franc.
An important question remains. Did the frequent realignments result in a stabilization of the real exchange rates? A first answer may be given by an investigation of the real exchange rates dynamics.
B. Real Exchange Rates
In the EMS, the Deutschmark played a central role. Therefore, we will choose this currency as the pivot to calculate the various bilateral real exchange rates. If represents the nominal exchange rate, that is the amount of Deutschmarks for one unit of domestic currency i, the absolute PPP rate between the country i and Germany is:
(1) where and are the price levels in the country i and in Germany (All). The real exchange rate vis à vis Germany, for any period t, is:
(2) A rise (resp. a fall) in ER is synonymous with a real appreciation (resp. depreciation) of currency i against the Deutschmark. In practice, we use two price indexes (consumer prices and wholesale prices) and a unit labor cost index as quarterly data, for the construction of real exchange rate index 7 . We retain 1973-I-1978-IV as base period 8 . In Charts 1-2, we present plots of bilateral real exchange rates. Note that:
We also calculate a nominal exchange rate index with the same base period. For the study of the statistical properties, this base period is not important. But, if we consider that 1973.I-1978.IV is an equilibrium period for the exchange rate, we can interpret as undervaluation (resp. overvaluation) a value of the real exchange rate smaller (resp. greater) than one.
8
The data were extracted from the IMF International Financial Statistics CD-Rom and from Eurostatistics. The unit labor costs are defined as the wage deflated by labor productivity (ratio of manufacturing production to number of manufacturing employees).
-The dynamics of real rates for some countries differs according to the price index. There are divergences between the relative consumer prices (as proxies for general price level) and the relative wholesale prices (as proxies for tradable goods prices). It is the case for the French Franc, the Belgian Franc, the Spanish Peseta, the Austrian Shilling, the Irish Punt and the Danish Krone. -The real rates calculated with unit labor costs very often have marked trends.
For the French Franc, the Belgian Franc, the Dutch Guilder, the Austrian Shilling, the Finnish Markka, the Irish Punt, and the Swedish Krone, we observe a strong real depreciation over the period. This situation can be interpreted as a tendency to undervaluation of these currencies against the German Mark (or overvaluation of the Mark), if we refer to a cost parity.
These charts seem to suggest that there is no unique model able to describe all the real exchange rates of the European currencies against the German Mark. The next sections of this paper examine the statistical properties of these rates.
III. Conventional Unit Root Tests in Real Exchange Rates
We will test the presence of a unit root in real exchange rates expressed in levels, or more precisely in natural logarithms. For the period t, these rate will be noted , that is . Box and Jenkins (1976) introduced a forecasting method for univariate series that is based on the notion of the ARIMA process. Applied to the real exchange rate , an ARIMA (p, d, q) model is defined by (3) with , the roots of Φ and Θ are outside the unit circle and d is an integer (typically 0 or 1) representing the order of integration. The modeling of time series is done generally according to an iterative process containing three stages: identification of the plausible values of (p, d, q) , estimation of the parameters, validation of the selected model(s) by means of statistical tests to verify the compatibility of the results with the hypothesis. A choice a posteriori may be necessary if several models are possible; then one chooses the one that supplies the greatest quantity of information (AIC or
A. Reference Model
BIC criterions). Before the 1970s, the most popular method to deal with nonstationary time series was the use of stochastic models incorporating determinist trends. Time series are decomposed into two terms, the first one for deterministic tendency, the second term being purely stochastic. For example, we have: (4) with a and b real numbers and a stationary process. The selection between these models led naturally to the unit-root tests.
B. Method
We first proceed to a short recall of the steps followed in order to highlight the presence of unit-roots in the European real exchange rates.
The unit-root tests Testing for the presence of a unit-root in a time series became the starting point of many works in applied economics. There is an important literature in this domain and the increasing number of unit-root tests is such that even the specialists can be disturbed, while the non-initiated will be easily discouraged. A large part of empirical works still makes use of the same simplest testing procedures, because it is unclear from the literature which test can be superior. So we choose to present and to operate several statistical approaches to specify the best behavior of real exchange rates.
Among the class of statistics generally used, Augmented Dickey Fuller tests (ADF) and Phillips Perron (PP) tests are certainly most commonly applied and are implemented on many software packages. We will not return in detail on the way these tests are built but one can refer to Fuller (1979-1981) , Said and Dickey (1984) for parametric ADF tests and Phillips (1987) Phillips and Perron (1988) for semi parametric PP tests 9 . Numerous studies by simulations (Schwert, 1989; Diebold and Rudebush, 1989 ...) showed the limits of these tests. The power of discrimination for processes with a root close to one is generally weak. For example, for series of a length of 100 with a root between 0.9 and 1, the power of these tests is lower than 30 %. It is also established (Perron and Ng, 1996 ) that PP test suffers severe level distortions (null hypothesis of unit root is too often rejected) in the presence of Moving Average (MA) errors with negative parameters. Ng and Perron (1995) also studied the influence of the degree of augmentation (lags) on the behavior of ADF tests and proved that the information criteria (AIC and Schwartz) tend to select a lag too weak in the presence of MA errors. So ADF and PP tests are particularly sensitive to MA errors but there is no means to discover their presence except the Box and Jenkins method. In the same way, Leybourne and Newbold (1999) , in a theoretical work completed by simulations, emphasize the important differences between ADF and PP tests when series are generated by a AR (2) processes. They recommend to use the two types of tests.
Most empirical studies, including that of Nelson and Plosser (1982) , conclude that numerous economic series are nonstationary and contain a unit-root. Some authors suggested that these tests, based on the null hypothesis (H 0 ) of unit root (and built from the least squares estimate of the first AR coefficient), reject this hypothesis only in cases of a very marked stationary behavior. Stationarity tests were proposed to deal with this problem.
Stationarity Tests
These tests, for which H 0 is the hypothesis of stationarity in level or in tendency (against a unit root alternative), were mainly proposed by Kwiatkowski, Phillips, Schmidt and Shin (KPSS, 1992) and by Leybourne and McCabe (LMC, 1994) . These tests were applied to the same series as the Nelson and Plosser study and did not reject the hypothesis of trend stationarity. While KPSS uses a non-parametric correction similar to the PP tests, LMC test takes into account additional AR delays just like ADF tests. If two tests have the same asymptotic law, LMC statistics converges a little faster than that of the KPSS statistics and seems less sensitive to the choice of the delay. Amano and Van Norden (1992) show the efficiency of the KPSS and PP joint application. For example in the case of MA (1) errors with , the rate of error falls from 99 % for PP to 28 % for KPSS and PP with series of length 100. As soon as series exceed a length 200, the frequency of false conclusions is lower than 3%. So we choose to study in conjunction the results of ADF, PP and KPSS tests. When ADF and PP tests both reject H 0 in favor of the alternative of trend stationarity (see ADF3 and PP2 tests in annex 2), while KPSS accept the null hypothesis (see KPSS2 test in annex 2), then we conclude to trend stationarity. If the decisions are contradictory, we examine more complete models by investigating in detail the presence of a moving average part.
Joint use of ADF, PP and KPSS Tests
C. Results for Unit-root and Stationarity Tests
The results of the unit-root tests are presented in tables 1 to 3. Table 4 gives the estimation of the real exchange rate model by the Box and Jenkins method. For ADF and PP tests, calculations were made for several delays going from 0 to 10. Presented results concern the optimal delay calculated from the AIC criterion. For the stationarity tests, we applied two KPSS procedures 10 .
Consumer Prices
All the tests are concordant for six countries (Italy, Spain, Austria, Ireland, Denmark and United Kingdom) and conclude in favor of the presence of a unitroot. For all these countries, the simple random walk is the most adapted model. For Belgium, KPPS2 test does not reject the trend stationarity but the Box and Jenkins method reveals a light correlation of errors, certainly of MA(1) type. The θ 0.8 = same method applied to the Dutch Guilder exchange rate also reveals the presence of correlated errors, but of MA (8) type. On the other hand for Portugal, Finland and Denmark, significant correlation in the residuals is not established. For three countries, the hypothesis of unit root is not acceptable: the real exchange rates of France and Greece seem stationary in level, while an ARIMA (1,0,1) process can perfectly model the real exchange rate of Sweden. 
Wholesale Prices
Results are more contrasted: for only three countries (Belgium, Ireland and United Kingdom) is the presence of unit-root accepted without ambiguity. For Austria and Finland, a finer study indicates the presence of a simple random walk while for the Netherlands we discover the presence of a MA(1) part. For France, the time series can be modeled by an ARIMA(0,1,9) process that is a process with a unit-root and correlated errors. For the other countries, nonstationarity is not clearly established and the series can be modeled by high orders ARMA processes.
Unit Labor Costs
There is no contradiction for the real exchange rates of five countries: Netherlands, Belgium, Finland, Ireland and United Kingdom, which all contain a unit-root. The presence of correlated errors for Italy (MA (8)), Spain (MA (7)) and Greece (MA (1)) is established. As regards Sweden and Austria, ADF3, PP2 and KPSS2 tests allow identifying a stationary trend process. The decision is more difficult for France and a high order stationary ARMA process should be fitted on this series.
Theses results show that globally, the presence of unit root in the real exchange rates is better verified for consumer prices and unit labor costs than for wholesale prices. This militates in favor of the rejection of a broad definition of the PPP (nontradable and tradable goods). However, we remark that the unit root hypothesis is rejected with consumer prices for France and Greece. Between Germany and these two countries, PPP can be accepted 11 . Furthermore, we note that in many cases the tests do not yield clear conclusions. We can explain this finding by the presence of moving average processes but also by shifts in European monetary regimes. Hence, it is necessary to complete this work by using tests allowing for the presence of a trend break.
IV. Tests for a Unit-root and Breaks Hypotheses
During the period 1973-1998, many important events occurred. In the first place, there was an exchange rate regime shift: from the Snake to the EMS in 1979. Some countries came later into the system (see annex1). Secondly, a marked stability of the exchange rates may be observed from 1987 to 1992, reflecting the convergence of monetary policies ("new EMS" of Gavazzi and Giovannini, 1989 ). In the third place, we have two exchange crises in September 1992 and August 1993. For example, the United Kingdom and Italy withdrew from the exchange rate mechanism. For these reasons, we think that these events (shocks) may be at the origin of breaks with a change in the intercept of the trend function Perron, 1989 Perron, , 1990 Rappoport and Reichlin, 1989; Evans, 1989) . But, if it is true, the choice of the time break is essential. Following Banerjee and et al. (1992) , Zivot and Andrews (1992) , Christiano (1992) , we admit that it is not possible to choose the dates ex-post (after looking at the data), because these dates are correlated with the data. We must consider that a shift in trend arises at an unknown time a priori. Perron (1997) , Vogelsang and Perron (1998) 13 propose additional tests for a unit root allowing for breaks. We follow Perron (1997), and we study three models: the first (Model 1) allows for a change in the intercept; the second one (Model 2) accepts both a change in the intercept and the slope; and under the third model (Model 3), a change in the slope is allowed but both segments of the trend function are joined at the time of the break. A synthesis of these estimations 14 is presented in Table 5 .
The results show that: 1-In 6 cases, the three Perron's models give opposite conclusions: these are Spanish peseta (WPI), Dutch guilder (WPI), Danish krone (WPI) and Finnish markka (CPI, WPI and ULC). For the Finnish markka, the charts point to a very strong break in 1991. For the others currencies, we note that these results are in favor of PPP for traded goods.
2-In 16 cases, the three models give same results as before. 3-In 14 cases, some estimations confirm the previous results and some are different. Here, a decisive conclusion is more difficult, insofar as it depends on the model. In addition, the observations of the charts do not always permit a clear choice between the models.
With a few exceptions, the behavior of the real exchange rates is not modified when we introduce a break in the series. Note also that the break dates for most series (see annex 4) are different from the dates of entry in the EMS. We can say that these results are not directly sensitive to the exchange rates regime shifts (the date of 1979, or approximately 15 , is not usually selected), but depend more on 12 In this case, the series can be modeled as stationary around a deterministic breaking trend function (PERRON, 1989 (PERRON, , 1997 . 13 See also MONTANES and REYES (1998). 14 For more details, see annex 4.
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As PERRON (1997 p. 376) notice, « the breaks dates should be viewed as approximate ». monetary policies changes or exchange crises.
Hence, these tests do not always allow us to conclude in favor of the presence or absence of unit-root in the real exchange rates. Some doubts remain for the choice of the relevant model. It is therefore necessary to complete this analysis by estimations of the fractional differencing parameter of these rates. Diebold et al. (1991) , Cheung (1993) , Barkoulas and Baum (1998) or Baum and al. (1998) , showed that exchange rates could behave as fractional processes, that is processes for which the degree of integration (d) is not an integer.
V. Fractional Dynamics in European Real Exchange Rates
Two cases appear quite frequently in studies on monetary and financial variables. One is said to exhibit long memory, or long-range positive dependence, although these variables satisfy the condition of stationarity ( ). Secondly, there are mean-reverting processes, which are not stationary ( ), but reveal a tendency to return towards its mean value.
After a brief presentation of fractional processes (A), we will proceed with an estimation of the degree of integration (B).
A. Model of Fractional Integration and Methods of Estimation
An ARFIMA 16 process can be represented as an ARIMA process for which the degree of integration is not an integer. Equation (3) stays the same but is defined by his polynomial expansion:
with denoting the gamma function The first step to estimate d consists in differencing the series and in estimating in the model where . is the degree of integration of the variable X, i.e. the relative variations of the real exchange rate. From the estimation of , one will be able to deduct the degree of
See GRANGER and JOYEUX (1980), and HOSKING (1981) . 17 We consider that the spectral density, noted , behave as , when , for and
integration (d) from the real exchange rate in level (in logarithm), knowing that . Notice that testing hypothesis =0 for X, is equivalent to testing the hypothesis of a unit-root in r.
To estimate , two procedures will be used successively: the semi-parametric one suggested by Geweke and Porter-Hudak (1983) , and the Gaussian semiparametric procedure developed by Robinson (1995) .
Geweke and Porter Hudak's procedure (GPH) is based on the slope of a spectral density function. More exactly, if the periodogram of X of frequency is defined by with , then the spectral regression is , n the number of observations, and the number of Fourier frequencies included in the regression. In practice, one will retain , being the integer part of any real number andα will successively take the values 0.5, 0.525, 0.55. Furthermore, the variance of is supposed known and fixed to (cf. Geweke and Porter-Hudak (1983) ). The negative of the Ordinary Least Squares estimation of the slope coefficient of the regression, that is , will provide a consistent and asymptotically normal estimation of . Robinson's (1995) method is based on the estimation of a parameter H, noted , obtained by minimizing with respect to H the function where parameters have the same meaning that above and . An estimation of can be obtained, knowing that .
B. Results for the estimated degree of Integration
The estimations of fractional differencing parameters are given in tables 6-8. 
Consumer Prices
For most countries (Table 6 ), the parameters d are not significantly different from zero, meaning that the real exchange rate in level behaves as a random walk. There are however some notorious exceptions. ***For two currencies, we obtain long memory processes (the degree of integration is included between 0 and 0.5). The first interesting case is that of the French Franc. All the estimations confirm the existence of a long memory process. This result is coherent with the previous conclusions that the real exchange rate between the French Franc and the DM is stationary over the period. The second case of a long memory process is that of the Drachma, which is compatible with the results of the unit-root tests. ***For two other currencies, the Swedish Krone and the Portuguese Escudo, some valuations give a fractional differencing parameter included between 0.5 and 1, that is synonymous of a mean-reverting process. Note that for these rates, the unit-root tests did not yield clear conclusions. ***Finally, the results obtained for the Dutch Guilder confirm the nonstationarity of the real exchange rate in level.
Wholesale Prices
All the estimations (table 7) lead to conclude in the nonstationarity of the real exchange rates based on the wholesale prices. However, the Gaussian semiparametric estimates show that the nonstationarity is coherent with a mean-reverting process in seven cases : for the Guilder, the Lira, the Peseta, the Irish Punt, the Swedish and Danish Krones, and for the Pound Sterling. Note that for three of these currencies, the Guilder, the Lira and the Swedish Krone, the estimations of Perrons model concluded that the real rates are stationary.
Even if these different tests may give opposite conclusions on the presence of a unit-root, they strongly suggest the existence of mean-reversion in real exchange rates based on the WPI measures.
Unit Labor Costs
Globally, the results in the table 8 show that the real rates are non-stationary, with however some differences. **For the French Franc, we have a d value close to 0.5, and it is difficult to distinguish between a stationary process or a mean-reverting process. Recall that the unit-root hypothesis was rejected in the previous tests (see tables 3 to 5). **For three exchange rates, the Lira, the Peseta and the Swedish Krone, we can accept a mean-reverting process for the real exchange rate. These results are close to valuations obtained by the Box and Jenkins method (see table 4) , that shows that for these various currencies the processes are more complex than the simple random walk.
VI. Concluding Remarks
The analysis of the behavior of the various bilateral real exchange rates of the European currencies against the German Mark shows that globally PPP is not verified, since the hypothesis of non-stationarity is not rejected for the three definitions of real exchange rates (CPI,WPU,ULC). But the study allowed us to precise the following points:
1-Some conclusions on PPP may differ according to the choice of prices and costs index.
In order to understand these results, we can decompose the real exchange rate (see equation 2 above) as: (5) where the general price level, measured by the consumer prices index (CPI) is made of traded goods prices ( ) and non-traded goods prices ( ). θ and (1-θ ) are the shares of traded and non-traded goods in the economy (we suppose the same value 19 of θ for each country). With perfect competition, firms set prices to reflect unit labor costs (nominal wages adjusted for productivity) in each sector: (5) and (6) yields: (7) The first term on the right hand side represents the real exchange rate for traded goods (here wholesale prices, noted ), the second and third terms give the real exchange rates calculated with unit labor costs of traded sector (here approximated by the costs of the manufacturing industry; noted ) and unit labor costs of nontraded sector (noted ), with:
Equation (7) can be written as: (8') or in logarithms 
tests, of the Box and Jenkins method and fractional integration tests allowed to specify better models of behavior of real rates. In particular, the estimation of the degrees of differencing d show that with PPP based on the wholesale prices, we have mean-reverting processes, which confirms the existence of memory forces towards a fundamental equilibrium value, although the real exchange rates are non-stationary. Conversely, some real exchange rates based on consumer prices, though stationary, have long memory properties. These results can be interpreted as the reflection of an increased integration of the goods markets, even though it is still too early to speak about perfect integration. With respect to unit labor cost parity, there is a process of convergence, but it remains incomplete. There is an important exception to these conclusions, that is the French Franc real exchange rate with CPI. Indeed, the Franc-Mark real exchange rate is always stationary and reveals, when we estimate the degree of integration, a long memory process. We can say that Casselian PPP is supported empirically. This finding also confirms similar evolutions of the tradable price relative to non-tradable for France and Germany. There is no productivity bias (Balassa's bias). One can assume a process of real convergence between these two economies, that will not be surprising, given the narrow trade links between France and Germany. But one can also think that it reflects the convergence of the French and German economic policies, notably since the 1980's. The policy of a "strong Franc" which led French authorities to gradually tighten their monetary policy certainly contributed to stabilize the real exchange rate. These results also show that membership of currencies in the European mechanisms of exchange (snake and EMS) had no decisive influence on real exchange rates. So the Guilder and the Belgian Franc real rates against Deutchmark are not stationary, while nominal exchange rates between these currencies remained very stable over the period.
Finally, it is difficult to compare these results with others, because few were dedicated to the European bilateral real exchange rates with three price and cost indexes (see the survey of MacDonald 1995). Nevertheless it may be reminded that Whitt (1992) , using annual data on the post Bretton Woods period for the real exchange rate of the French Franc against the Dollar, concludes: "the Dickey-Fuller test statistic is able to reject the unit root hypothesis at the 95 percent significance level in only one case, the French CPI results". Moreover, Cheung and al. (1995) , using WPI monthly data over the period from March 1979 to December 1986, and studying bilateral relations, reveal cointegration relations between the German prices on one side, and the prices (corrected by the exchange rate) of France, Belgium, Italy and Netherlands on an other side. Our results go in the same direction, insofar as with WPI, we have mean-reverting processes in seven cases.
August 2: Widening the band at +/− 15%. 1995: January 9: Admission of the Austrian Shilling.
March 6: Devaluation of the Peseta by 7% and the Escudo by 3.5%. 1996: October 14: Admission of the Finnish Markka.
November 1996: Return of the Lira. 1998: March 16: Revaluation of the Irish Punt by 3%. Admission of the Greek Drachma.
Annex 2: Presentation of the Unit Root Tests
I. The three ADF tests(Augmented Dickey Fuller) were introduced by Dickey and Fuller (1979) and generalized to ARIMA(p,1,q) processes with p and q unknowns by Said and Dickey (1984) . From the parametric regression we know that W being a standard Brownian motion in
The test statistic ADF1 is the t-statistic associated to the least square estimation of the coefficient ρ (the ratio of and its standard deviation). Null hypothesis is nonstationarity H 0 : ρ=0 against the alternative of stationarity ρ<1, the statistic follows under H 0 a law which is not a standard Student distribution but . This law was tabulated by Fuller (1976) and critical values are −1.95 (5 %) and −1.61 (10%). Test ADF2 allows testing nonstationarity against the stationarity in level from the regression , critical values are in that case −2.9 (5%) and −2.59 (10%).
Test ADF3 is the most general because built on the regression it allows testing H 0 : ρ=0 against the alternative of trend stationarity. The statistic is always the t ratio statistic associated to the estimate of ρ and critical values are −3.45 (5 %) and −3.15 (10 %).
II. Semiparametric tests by Phillips and Phillips Perron (PP) are constructed to test nonstationarity against the simple stationarity (Phillips), level-stationarity (with a constant) (PP1) or trend-stationarity (PP2) from models =
, or with a stationary process. In that case ADF statistics presents two nuisance parameters because and . These parameters are estimated by nonparametrics methods (a Newey-West estimation of u t s variance). One can so build two statistics which critical values under H 0 are-8 (5 %) and-5.7 (10 %) and which distribution is the same that for ADF1.
For PP1 and PP2, statistics have for critical values:-14 (5 %) and-11.2 (10 %) in the case of the alternative of level stationarity and-21.5 (5 %) and-18.1 (10 %) for the trend-stationarity.
III. The Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test is a test of stationarity (null hypothesis is the stationarity in level for KPSS1 and in tendency for KPSS2). The sequence of observations is decomposed as the sum three components (a determinist trend, a random walk and a stationary error term): with where is a stationary noise, a sequence of random variables independent and identically distributed . The initial value of the random walk y is denoted by y 0 . The hypothesis of stationarity is H 0 :
. In case where β=0, the stationarity is around y 0 while when the opposite occur it is a trend stationarity around t+y 0 . The test is based on the Lagrange Multiplier (LM) statistic: the estimated error is calculated, an estimation of the variance is where are the weights dependent on the choice of the window of the spectrum (for KPSS we use Bartlett's window for which ). The test statistic is and it is calculated for various delay k. The law of this statistics is tabulated in KPSS (1992) and critical values are 0.463 (5 %) and 0.347 (10 %) for KPSS1 and 0.146 (5 %) and 0.119 (10 %) for KPSS2.
Annex 3: Box-Jenkin's Method
The estimates of the different parameters of an ARIMA (p, d, q) process are obtained by the Conditional Least Squares method: these estimations are calculated under the hypothesis that non-observed errors in past are null. The series can be represented in terms of observations of his past and weights where is the MLE of . We used the first criterion (AIC). A standard approach for diagnostic checking aim to examine if the residual series obtained is coherent with the hypothesis according to which it forms a white noise. We used the Ljung -Box test (1978) or the Modified Portmanteau test: under the hypothesis of white noise, the statistic , with follows a chi squared distribution with k-p-q degrees of freedom.
---------------------------------------=
Annex 4: Perron's Tests with Determination of the Break Point
We consider three models. In each model the unit-root test is performed using the t-statistic for testing α=1.
In the Model 1, we allow a change in the intercept at time break (TB), in the following regression: In the Model 2, we allow both a change in the intercept and the slope at TB.
(A4.2) with DT=1.t if t>TB , and 0 otherwise.
In the Model 3, we allow a change in the slope but both segments of the trend function are joined at TB. In a first step, the series is detrended using a regression:
with DT*=1.(t-TB) if t>TB, and 0 otherwise. In the second step, the test is performed in the regression: TB is selected as the value which minimize the t-statistics for testing α=1, and the procedure selects the value of k, say k*, such that the coefficient on the last lag in the regression is significant and the last coefficient in a regression of order greater than k* is not significant, up to a maximum order k max (here k max =10; see Perron 1997 p.358) .
