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ABSTRACT
In this thesis we discuss a variety of problems concerning 
point processes and Markov processes; the dominant themes are the 
contamination and thinning of point processes, small sample theory and 
the power of tests of certain hypotheses against given alternatives.
In Chapter 2 we review the literature on the superposition and 
thinning of point processes, interpreting these operations as types of 
contamination. In Chapter 3 we derive the distribution of the serial 
correlation coefficients for a finite portion of a renewal process 
which has been contaminated by superposed or deleted points, which leads 
us to conclude that the serial correlogram is less sensitive to 
contamination than had previously been thought (Shiavi and Negin (1973)). 
As an ancilliary result we give expressions for the interval moments 
for a length-biased sample from a renewal process of finite length.
In Chapter U we study selective interaction models within the 
framework of regenerative bivariate point processes (Berman (1978)) for 
which we give counting and interval properties. We classify the many 
variations of this model and are able to derive simplified expressions 
for first and second order properties; we introduce a thinning operation 
where the probability that a point is deleted is a function of the 
length of the interval preceding it. In Chapter 5 we study the square 
wave modulated Poisson process, giving its counting and interval 
properties; a problem of inference leads us to generalize Fisher's 
(1929) g-statistic for the distribution of the largest and second largest 
intervals on a circle and the distribution of the maximum periodogram
ordinate.
(v)
In Chapter 6 we show that the stationary exponential Markov chains 
of Tavares (1980) and Gaver and Lewis (1980) are time reversed versions 
of one another and obtain a characterization of the exponential 
distribution as a converse. In Chapter 7 ve use a deficiency criterion 
(Hodges and Lehmann (1970)) based on the Fisher information matrix 
to study the role of initial conditions in estimating the parameters of 
a Markov chain. Closed form expressions are given for the maximum 
likelihood estimators of the parameters of the simple Markov chain when 
the initial conditions are used. We conclude that there is a basis for 
using one’s knowledge of the initial conditions for small samples when 
the chain is likely to remain in one or more states for long periods, 
although this involves more complicated computations than when the 
likelihood is conditioned on the value of the initial state.
NOTATION
The following standard abbreviations and notation are used
a. e. almost everywhere
a. s. almost surely
d.f. distribution function
iff if and only if
i.i.d. independent and identically distributed
p.d. positive definite
p.d.f. probability density function
p.g.f. probability generating function
r .v. random variable (An r.v. is denoted by an 
upper case letter; the value it takes by 
lower case letter.)
R Real numbers
Z Integers
Z+ Non-negative Integers
f(t) the first derivative of f(t).
f"(t) the second derivative of f(t).
The Laplace transform of f(t) is denoted by
r°o
f*(s) = L [f(t)] = e Stf(t)dt s o
The double Laplace transform of f^^jt^) is denoted by
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CHAPTER 1
GENERAL INTRODUCTION
In this thesis we discuss a number of problems concerning point 
processes and Markov processes. There are several themes which emerge 
in the course of this study, the most dominant of which are the 
thinning of point processes and small sample properties, while other 
problems relate to length biased sampling and time reversal and 
several chapters are motivated by applications to neurophysiology.
We use a variety of techniques of applied probability, to derive 
(joint) interval distributions and second order properties; and of 
statistical inference, to evaluate the power of certain tests of 
hypothesis against given alternatives and also in an exercise 
concerning deficiency.
Much of our discussion lies within the framework of recent 
accounts of the theory and applications of point processes by Cox 
and Lewis (1966), Daley and Vere-Jones (1972) and Cox and Isham (1980) 
and we now summarize those aspects of this theory which are most 
pertinent to our discussion. (We note that more esoteric and 
generalized presentations of the theory of point processes are also 
given by Kallenberg (1976) and Matthes, Kerstan and Mecke (1978)).
By a point process we mean a set of events occurring randomly 
at points in time or space; we consider point processes on R which 
are orderly (having no multiple occurrences) and for which only a 
finite number of events can occur in a bounded interval. If the 
events of a point process can be distinguished only by the times 
at which they occur we refer to it as a univariate point process; 
if it consists of events of two or more types we refer to it as a 
bivariate or multivariate point process, respectively. A point 
process on R can be specified and analysed either in terms
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of the intervals between events or in terms of the number of events 
that occur in given sets; the latter approach is more useful in the 
development of the theory of point processes since it can be 
generalized to other spaces. We consider the point process II with 
random non-negative integer-valued (counting) measure N(*) defined 
on B(R) , the ö-algebra of Borel sets of R; then for each 
AG B(R) , N(A) is the random variable for the number of events in A. 
We denote N((0,t]) by N(t), N((s,t]) by N(s,t] and N(t,t+dt) 
by dN(t) for infinitesimal dt. We denote the times of occurrence 
of events of II relative to a given origin by
{t. ; i£ Z,__< t < t < 0 < t. < ...}1 -1 o 1
and the interval sequence of II by {x^ = t^ - t_. ^, iG Z} ; 
t^ and t are known as the backward and forward recurrence times, 
respectively.
II is said to be stationary in a given sense if some aspect of 
its probabilistic structure is invariant under translations in time. 
If its finite dimensional counting distributions have this property, 
that is, if, for bounded A . G b (R), A.+t = {a+t;aGA.} , n.=l,2,..l l l i
and k=l,2,..,
P{N(A +t) = n ; i=l,..,k} (l.l)
is independent of t, then II is completely stationary, while if 
(l.l) is required to hold only for k=l, II is simply stationary.
If the expectation and variance of N(A+t) (all bounded Ac b (r )) 
are independent of t then II is said to be weakly or second order 
stationary. The interval sequence of II is interval stationary 
if the joint distribution of {x_^ +^; i=l,..,m} does not depend 
on n .
Now the interval sequence of a completely stationary point
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process is not in general interval stationary, nor is the counting 
distribution of a stationary interval sequence completely stationary 
(Cox and Lewis (1966, . 3 )  , but the stationary counting distribution 
and stationary interval sequence of a point process can be related 
by Palm-Khinchin theory (see Daley and Vere-Jones (1972,§7))*
At an intuitive level, to derive stationary counting properties from 
the stationary interval sequence of a point process involves locating 
the origin at time t and taking the limit as t becomes infinite; 
these are referred to as asynchronous or arbitrary time initial 
conditions (Lawrance (1972,197*0 )• The origin is then located 
independently of neighbouring events, so is more likely to fall in a 
long interval; the probability that it falls in an interval of 
given length is then proportional to that length and this is known 
as length biased sampling (McFadden (1962)). Conversely, to obtain 
stationary interval properties given the stationary counting 
properties of a point process we condition on the event 
{N(-T ,0]>l) and take the limit as T approaches zero; these are 
referred to as synchronous or arbitrary event initial conditions.
Now if II is simply stationary its parameter is defined by
A lim
dt-*0
P{dN(t)>l)
dt
and its rate is given by
y lim
dt-K)
E[dN(t)] 
dt
so that A < y . By Korolyuk's theorem II is orderly if and only 
if A = y (Khinchin (i960)). Denoting the probability that the 
number of events of II on (0,t] is equal to k by p^(t) for 
asynchronous initial conditions and by tt (t) for synchronous 
initial conditions, it follows that
k.
TT (t) = -A 1 D* p (t) ando t o (1.2)
\(t) - Vi(t) = -*"1 pk(t) *
where D denotes right-hand derivative; these are known as the 
Palm-Khinchin equations. The generating functions
<f>(z,t) = kf0 zkpk (t) and 4>o(z,t) = kEQ z^TT^t)
(1.3)
therefore satisfy the relationships
D cj)(z,t) = -A(l-z)<|> (z,t) and t o
•t
cf>(z,t) = 1 - A(l-z) (j) (z,x)dx .
o o
Generalized relationships are also available for joint distributional 
properties (Lawrance (197M).
Although the finite dimensional distributions are required to
specify a point process completely, a lot of the most important
and accessible information is contained in the first and second
order properties. Let the d.f. of be F( *) and the d.f. of
(X +..+X ) be F (•), k=2,3,..; if these are absolutely continuous_L K. K.
we denote their p.d.f.’s by f(*) and f (•)» respectively.
K.
The first order counting moments for the asynchronous and 
synchronous distributions of II are then respectively, the mean-time 
function
M(t) = E[N(t)] = pt ,
and the intensity function (often called the 'renewal' function 
because of its particular importance in renewal theory)
5 .
ooH(t) = lim E[N(0,t] N(-T,o]>l] = E F1 (t) ._ K—1 K
When H(*) is absolutely continuous its density, given by 
h(t)= E f (t), is known as the 'renewal' density and has thek=l k
interpretation that h(t)dt is the probability that an event of the 
synchronous process occurs in (t,t+dt). Provided that there is no 
long term dependence (e.g. cyclic effects) we have that h(t)-^ p as 
t->00 .
The second order counting properties can be expressed in a number 
of equivalent ways and require only the assumption that II is weakly 
stationary. The variance-time curve,
may be represented in the frequency domain by the spectral measure 
G(•) satisfying
(Daley (1971)) and if G(•) is absolutely continuous the spectral 
density g+(•) satisfies
Now clearly the expected length of an interval of the synchronous
V(t) = Var(N(t)) t > 0 ,
V(t) = t2G({0}) + (sin(.^)/|)2G(d0) (1.4)
process is E(x) = y The nth order serial correlation
coefficient is denoted by
pn = Cov(X1,X1+n)/Var(X) , n=l,2,..,1 ’ 1+n
and its Fourier transform, the interval spectrum, is
1 00f (w) = — (1 + 2 En p cosnoi), 0 < u) < tt . + 7T n=l n
All of these expressions may he derived, from the count p.g.f. 
cj)(z,t) given at (1.3):
M ( t ) - ]it - ( 1 »f ) 5
H(t) = 4~<P U,t) —  D*(j>(l,t) anäaz o 2y  ^ 2 t
V(t) = —  <J>(l,t) + yt - (yt)2 ,
9z2
from which G(•) follows. Also ((1.2) and Cox and Lewis (1966,§U.6))
f*(s) = 1 - ^  (1- <f*(o,s)) , (1.6)
Var(X) = p_:L(24>*(o,o) - p"1 ) , (1.7)
pn = TIvSnY7(n! T I  . n=l,2,.., and
dz (1.8)
f+(w) = -T,Var(X) + • U-9)
We now introduce some particular point processes. The Poisson 
process, which is fundamental to the study of point processes, is an 
orderly point process such that the probability that an event occurs 
at any particular time is independent of what happens at all other 
times. It is therefore referred to as a completely random point 
process and we denote its instantaneous rate by y(t), t^=R.
Then the number of events on each bounded interval A has Poisson
distribution with parameter m(A) y(t)dt, and the distributions
\A
of points on disjoint bounded intervals are independent. If {y(t)} 
is a non-negative real-valued stochastic process then it is referred 
to as a doubly stochastic Poisson process. If y(t) is a time-varying 
non-negative function it is referred to as an inhomogeneous Poisson 
process and when y(t) = y ,. a positive constant, it is referred
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to as a homogeneous Poisson process, or simply a Poisson process 
when there is no ambiguity. The intervals of the stationary 
homogeneous Poisson process have exponential distribution with 
expectation y ^ .
The renewal process is defined as a sequence of i.i.d. intervals \ 
it is referred to as an ordinary or equilibrium renewal process if 
it starts in synchronous or asynchronous initial conditions, and as a 
delayed renewal process otherwise. If the interevent distribution is
absolutely continuous then the p.d.f.'s of the forward recurrence 
times in these cases are f(•)» — (l-F(*)) and f^(•) , respectively, 
and all subsequent intervals have p.d.f. f (•) . The renewal 
function has Laplace transform
H*(s) = F*(s)/(l-f*(s))
and the synchronous count p.g.f. has Laplace transform
4>*(z,s) = (l - f* ( s) ) /s (1—zf * ( s ) ) .
We may generalize the interval specification of the renewal 
process further and consider the stationary (first-order) Markov 
dependent interval sequence of a point process, such that
P{X <x n X ,i<n} P{X <x X _} , n-1 ez
This is of particular importance as a generalization of the Poisson 
process when the stationary interval distribution is exponential. 
Such processes were originally investigated by Wold (19U8) and a 
further example is provided via an autoregressive construction by 
Gaver and Lewis (1980), concerning which we will comment later.
8.
The contamination of point processes is a subject which has not 
received much explicit attention in the literature, although there is a 
substantial body of work which deals withit implicitly. We review 
this in Chapter 2; in particular we follow the account of superposition 
of point processes given by £inlar (1972), emphasizing situations where 
a superposed process can be thought of as contaminating a second point 
process, and we draw together the somewhat scattered literature on the 
thinning of point processes, which we relate both to contamination and 
to selective interaction models.
Then in Chapter 3, motivated by a simulation study of contaminated 
neurophysiological data by Shiavi and Negin (1973), we derive the 
distribution of the sample serial correlation coefficients (SCC's) 
for a finite portion of a renewal process which has been contaminated 
by particular types of superposition and thinning, noting that certain 
modifications must be made to the standard (asymptotic) length-biased 
sampling results when the population is finite. We obtain the power 
of a test for the presence of contamination based on the sample SCC’s, 
which, together with further simulations, leads us to conclude that 
the SCC's are less sensitive to the presence of contamination than 
had previously been thought.
In Chapter U we study the class of stochastic point process models 
known as selective interaction models, where the thinning of a point 
process (E) is effected by the events of a second point process (i). 
These have developed in response to the neurophysiological observations 
of Bishop, Levick and Williams (196U), because of their ability to 
generate multimodal interevent p.d.f.'s. When I is a renewal process 
and E is a Poisson process the resulting thinned process lies 
within the framework of Berman’s (1978) work on regenerative multivariate 
point processes; we give the interval properties for such processes 
in addition to Berman's results for their counting properties, and
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obtain simplified expressions for the variance-time curve and 
interevent p.d.f. for a number of variations of the selection interaction 
model. We treat the case where E is a renewal process and I is a 
Poisson process as a generalization of the independent point thinning 
of Renyi (1956), where the probability that a point is deleted now 
depends on the length of the interval preceding it. The literature 
contains many variations of the basic selective interaction model which 
have been proposed to bring the model "closer to neurophysiological 
reality"; we categorize there so as to be better able to assess their 
usefulness in applications.
In Chapter 5 we discuss the inhomogeneous Poisson process for which 
the rate is alternately a constant and zero on intervals of fixed length, 
(which may in fact be interpreted as a variation of the selective 
interaction model). We give its second order properties and discuss 
a problem of inference which leads to generalizations of Fisher's 
classical g-distribution in geometrical probability (for the 
distribution of the largest interval on a circle) and in time series 
analysis (for the distribution of the largest periodogram ordinate).
We also make an interesting observation concerning the distribution of 
the second largest interval on a circle.
In Chapter 6 we show that two Markov chains which have recently 
been discussed in the literature are time-reversed versions of one 
another and give a characterization of the exponential distribution as 
a converse. These Markov chains may be interpreted as the interval 
sequences of stationary point processes; the second order properties 
of one (Gaver and Lewis (1900)) are very much easier to calculate than 
those of the other (Tavares (1980)).
In Chapter 7 ve study the role of the initial conditions in 
estimating the parameters of Markov chains, comparing the traditional 
conditional maximum likelihood (ML) estimators of Billingsley (l96l)
10.
with the unconditional ML estimators of Klotz (1973) and Moore (1979)* 
Although this is not directly related to point processes, we note that 
the way the initial state affects our approach to inference is 
reminiscent of the way the distribution of the first interval affects 
the study of renewal processes; and that the way the finiteness of the 
sample affects estimation here is reminiscent of the way finiteness
affected the length-biased sampling properties studied in
Chapter 3. In fact we are essentially testing for an unusual effect 
or outlier at the origin, although we do not pose our problem in that 
way. For the two-state Markov chain we give a closed form solution 
for the unconditional ML estimators and use a deficiency criterion to 
compare conditional and unconditional ML estimation for small samples; 
we then reconsider the data of Klotz (1972,1973) in the light of these 
findings. We also apply the deficiency criterion to three N-state 
generalizations of the simple Markov chain and conclude that there 
are particular benefits in using the unconditional ML estimators if 
the chain is likely to remain in one or more states for long periods.
11.
CHAPTER 2
CONTAMINATION AND OPERATIONS ON POINT PROCESSES 
2.1 INTRODUCTION
Much consideration has been given in recent years to the fact 
that a sample can contain observations which seem odd in comparison 
to the rest of the data, and that statistical principles should be 
used to ensure the appropriate analysis. Such observations are known 
as outliers and Barnett and Lewis (1978) give a comprehensive review 
of the statistical methodology for identifying, accommodating and 
rejecting outliers in univariate, multivariate, experimental design, 
regression and time-series data, pointing out that in highly 
structured situations suspicious observations tend to be less 
intuitively apparent. They give a formal understanding of an outlier 
as "an observation which appears to be inconsistent with the remainder 
of that set of data", or more intuitively, "an observation which is 
not only extreme, but also extremely extreme". An important aspect 
of the motivation for this study is the widespread use of the 
assumption of normality for modelling the observations, residuals 
or innovations. It is important then not only to investigate the 
behaviour of test statistics under the assumptions of the model for 
different parameter values, but also to discern how robust these 
statistics are when the assumptions of the model are perturbed 
somewhat.
How then do point processes fit into this picture? Do odd­
looking data sets occur or are they structured out of consideration? 
The realization of a point process may be contaminated in a variety 
of ways from sources that are extraneous to the phenomenon under study
12.
and the way it has been modelled. What level of contamination is it 
possible to detect and what level makes the process unrecognizable?
How best should the data be analysed to minimize the effect of 
contamination? In many respects the Poisson process plays the same 
role among point processes as the normal distribution does among 
univariate distributions. How best can small perturbations of a model 
be described, and what is the behaviour of test statistics with known 
distribution for Poisson assumptions (or more general models) under 
these perturbations? There is no shortage of questions which may be 
asked, and although no attempt is made to answer them all, they form 
the general framework for the discussion of the next two chapters.
As we have implied, the traditional understanding of an 
outlier is not so relevant to point processes as to other types of 
data. Except in situations where a point process is highly deterministic, 
where there is an interval of exceptional length, or perhaps a location 
of abnormally high intensity, one is not likely to be able to classify 
a point as odd on the grounds of visual inspection and subjective 
judgment. Moreover, the first case is uninteresting and the second 
may be approached by univariate techniques for the interval process.
However, the very complexity of a point process also increases 
the possibility of a point being "misclassified" and so it is 
instructive to look at a number of ways in which a realization can be 
contaminated. This implies the existence of some source which is 
separate from the phenomenon being studied and interacts with it 
causing points to be observed where they should not, or not to be 
observed where they should, in short, an operation on a point process. 
There is an established and growing literature pertaining to this 
which provides a starting point and some technical equipment for 
studying the contamination of point processes as well as giving a 
considerable number of results which are important in their own right
13.
and in the context of other applications. The operations that are 
most pertinent in the present context are the superposition of two 
or more point processes, the random deletion or translation of points 
within a process, and the distortion of the time scale. General 
discussions relating to operations on point processes are given by- 
Daley and Vere-Jones (1972 ,§5) and Cox and Isham (l980,Ch.U).
In the remainder of this chapter we review the literature 
regarding superpositions and random deletions, with emphasis on the 
situations where they are relevant to the study of contamination, 
although there are many interesting results which are not directly 
related but which we mention for the sake of completeness. This is 
particularly so in the case of deletions, for which the literature 
is considerably more scattered than for superpositions. Our purpose 
for doing this is to provide a broader context for Chapter 3, where we 
will consider the sensitivity of the sample serial correlation 
coefficients to contamination by the superposition of a "false addition" 
or by thinning; and to introduce the ’interval thinning’ of point 
processes, aspects of which we discuss in more detail in Chapter h.
Although the work of Chapter 3 indicates that the presence of 
false additions or false deletions has only a small effect on the 
distribution of the sample serial correlogram, it is well-known that 
the serial correlation coefficients are more sensitive to sampling 
fluctuations than the second order counting statistics (Cox(l963),
Cox and Lewis(1966)). In fact problems will often be involved in 
discriminating between different models on the basis of any of the 
second order properties. Models based on exponential autoregressive- 
moving average sequences have been developed by Lawrance and Lewis (i960) 
and others, which can be used to assess the robustness of tests for the 
Poisson process by computer simulation. Those arise in
Chapter 6 in a quite different context.
Perhaps the most useful conclusion we may draw from this 
chapter is that, although the subject of outliers in and contamination 
of point processes has received very little attention in its own right, 
some aspects of recent studies into operations on point processes 
provide the framework and equipment with which to approach it.
15.
2.2 SUPERPOSITION
In this section we discuss the superposition of point processes 
in general, with particular emphasis on known results that are 
relevant to the study of contamination by "false additions". The 
observed process II is the superposition of the n processes 
II , i=l,..,n , and we assume that the points of the component processes 
cannot be distinguished. We are most interested in the case n=2, 
where IT^  is the process we wish to study and II , the contaminating 
process, is a Poisson process independent of II . In particular 
cases it may be desirable to consider a more complex mechanism for 
generating the false additions, which in fact we do in Chapter 3 
where the process of "FB's" is dependent on II .
Now a comprehensive review of the theory of superposed point 
processes is given by Cinlar (1972), while Cox and Isham (1980) also 
give an overview of the subject. These discussions fall into three 
broad categories, which we consider in turn.
The first type of result we consider is the Poisson limit 
theorem, which dates back to Palm (l9*+3) and Cox and Smith (1953, 195*0. 
Khinchin (i960) proved sufficient conditions for the superposition of 
stationary orderly independent point processes to approach the Poisson 
process for large n , while the most general form of the result is 
given by Franken (1963) and Grigelionis (1963). It is assumed that 
the component processes are independent, although they are not 
required to be stationary; necesssary and sufficient conditions that 
II should tend to the Poisson process then ensure that no single
16.
component process can dominate the rest. If the components are 
stationary or clustered processes then II approaches the 
homogeneous Poisson process or the clustered Poisson process, 
respectively, and multivariate generalizations also hold. These 
results are important as they justify the -widespread use of the 
Poisson process in many applications, such as the studies of 
telephone traffic, nerve processes, computer failures, radioactive 
decay, light, etc.
A second type of result, which deals mainly with the 
characterization of the Poisson process among renewal processes in 
terms of the type of component and resultant processes which are 
possible under specified conditions, has undergone some important 
developments since Jinlar (1972). We recall that the superposition of 
independent Poisson processes is Poisson, and first consider the case 
where n=2 and II and II are independent. McFadden and 
Weissblum (1963) give the result that, if II and II are stationary
renewal processes for which the interval distribution has finite 
variance and II is a stationary renewal process, then 11^ , II2 and 
II are Poisson processes. This result was improved by Mecke (1969), 
who showed that it was not necessary to assume that the interval 
distributions of II and II^  had finite variance, while Chung (see 
£inlar) and Samuels (197*0 showed that it also holds when II and 
n2 are ordinary renewal processes. McFadden and Weissblum's result 
was generalized by Ambartzumian (1967) to the case in which the 
interval process of II is a finite-order Markov chain, and by 
Mecke (1967), "who proved that if II and II are stationary renewal 
processes with absolutely continuous interval density and II is an 
arbitrary stationary point process, then II must be a Poisson
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process. That it is not also necessary for II to be a Poisson 
process was demonstrated by Daley (1973a), who showed that the 
superposition of a Poisson process with parameter X and an alternating 
renewal process with exponential interval distributions with parameters 
P and A2/y , was a (non-Poisson) renewal process. Daley (1973b) 
illustrated this further by giving conditions under which the super­
position of a Poisson process with a process whose points are the jump 
epochs of a stationary irreducible continuous-time Markov chain is a 
renewal process.
Relaxing the assumption that n=2, it follows that, if the 
superposition of a finite number of independent identically distributed 
renewal processes is also a renewal process, then all processes are 
Poisson (Stornier (1969)). Ito (1980) generalized this by proving that 
if the superposition of a finite number of independent identically 
distributed general point processes is a renewal process for which 
the interval distribution has density f(•) which is finite at the 
origin, then all processes are Poisson. Results have also been 
obtained when the assumption that 11^  and 11^ are independent is 
relaxed, and are discussed in £inlar (1972).
These results are pertinent to the study of contamination 
since we have assumed that II is a Poisson process. If we observe
that the interval structure of II is no more complex than finite- 
order Markov and that II is not a Poisson process, then we can be 
assured that 11^  is not a renewal process. If on the other hand we 
observe that II is a Poisson process, this implies that 11^  must 
also be a Poisson process, so that it is impossible to separate the 
process being studied from the effect of contamination.
Approaches to statistical inference for superposed processes 
are discussed by Cox and Lewis (I966,ch8) and Lewis (1972 b), and draw 
heavily on Poisson limit theorems and ad hoc techniques related 
to second-order counting properties. The counting properties of
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independent point processes are inherited by their superposition and 
the count analysis of superposition processes is generally much more 
straightforward then their interval analysis (Cox (1963)). Consequently 
the interval analysis may often be more useful in yielding relevant 
information concerning the number and nature of the superposed processes. 
A rigourous derivation of the joint distribution of any finite number of 
contiguous intervals of the superposition of any finite number of 
independent point processes is given by Lawrance (1973), which in 
principle yields all the serial correlation coefficients and the 
interval spectrum. His results gather a somewhat scattered literature 
in which interevent p.d.f.’s and serial correlation coefficients have 
been calculated for a number of special cases.
For the stationary (independent) component processes II , 
i=l,..,n, we denote the intensity parameter by X_^ , the survivor 
function of the interevent distribution by F^(•) and the joint 
survivor function for a pair of contiguous intervals by F.(.,.). 
Lawrance (1973) shows that the corresponding properties of II 
(dropping the subscripts) are given by
X = X_ + . . + X 1 n (2.2.1)
F(t)= i h f Fi(t) jPi j F.(x)dx , andJ (2.2.2)
F(t>u) = iL. x  Fi(t>u)j?i L F . (x ) dx J (2.2.3)
t+u
which, in the case that the components are identically distributed
(substituting the subscript 'o' for the components) reduce to
X =nX , o
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F(t) = F (t)(A° 0 it o
(2.2.U)
r°°
F(t ,u) = F (t,u)(Ao o t+u
F (x) dx)no
Equation (2.2.1) was originally given by Khinchin (i9 6 0); (2.2.2,3)
were derived heuristically by ten Hoopen and Reuver (1 9 6 6) for the 
case n=2 , while (2 .2 .1+) is a well-known result dating back to 
Cox and Smith (195*0» which has been used by Barnett (1970) to
arbitrary interval distribution, and by Downton (1 972) when the 
intervals of the component renewal processes are the sum of a fixed 
number of exponential random variables.
From (2.2.2,3) it is possible to derive pi, the first serial 
correlation coefficient of II , for which explicit expressions were 
given by ten Hoopen and Reuver (1 9 6 6) when IT is a Poisson process 
and n2 is a general point process. Lawrance also gave an explicit 
expression for P2 , the second serial correlation coefficient, when 
n is Poisson and II is renewal, together with tables for Pi 
and P2 for various combinations of gamma renewal processes. These 
indicate (among other things) that when II is Poisson and 11^
a gamma renewal process with integral index a , that Pi is small 
and increases with a and that P2 is very small (results which 
complement the sample properties we will derive in Chapter 3).
Barnett (1970) presented the serial correlation coefficients obtained 
from a simulation study of the case n=8 when the components are 
identically distributed renewal processes with delayed gamma interval 
distribution. This has a distinctive dependence on n when the 
delay is large compared to the mean of the gamma distribution, showing
approximate F(•) when the components are renewal processes with
that the convergence of the superposed process to the Poisson process
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may "be slow. Enns (1970) also studied the serial correlation
coefficients for the superposition of n independent renewal
processes, showing that when the renewal density has increasing
2hazard rate then Pi > -l/2n . Proudfoot and Lampard (1973) gave
the serial correlation coefficients for the point process obtained by 
retaining every k"^ event of the superposition of n independently 
phased identically distributed deterministic point processes.
Finally, Ambartzumian (1965,1969) discussed two problems which 
are more directly related to the present context. Following him we 
take A=l. His first problem is, given a realization of the 
superposition of an unknown number of identically distributed renewal 
processes, to deduce n , the number of component processes and 
F(•), the renewal interval survivor function. He gave n as a 
function of m (0) and m^O), where (for i=l,2)
m.(t) = TT E[N(s,s+t]|N(0,s]>i]1 dt -s-KD
and N(*) is the counting measure for II . By expressing these as 
a function of the derivative of the’renewal1 function at zero, which 
may then be eliminated, it follows that
n = (l-m1(0))/(l-m1(0)-m1(0)2+m1(0)m2(0)) .
F (•) may then be derived from the empirical survivor function of o
II by the inverse relationship to (2.2.U)
F (t) o F(t) ( F(x)dx)n
Ambartzumian (1965) noted that this technique for calculating n has 
limited practical value as it requires a considerable amount of close
clustering.
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His second problem is, given a realization of the superposition 
of a Poisson process and a renewal process, to deduce A* , the 
Poisson rate and F( • ) , the renewal interval survivor function.
Using the above techniques it transpires that Xi is given by the 
root on (0,l) of the quadratic equation
(m1 (0)-l)A^+ m1(0)(l-m2(0)) Ai+m1(0)(m2(0)-m1(0)) = 0
and that the inverse relation for F (•) iso
F (t)o (F(t) - A, F(x)dx) . ' t (2.2.5)
However, he also gave a more useful, although not necessarily 
optimal, method of inferring Ai , which is based on relating the 
interval properties of II and ITi (the remaining points in II 
after independent thinning as discussed in the next section) from which 
a relationship is deduced between and some of the interval moments
of II . If we denote by m 2 , m^ and c the second the third 
interval moments of II and the covariance between adjacent intervals 
of II , respectively, then X i is the root on (0,l) of the quadratic 
equation
(3m2 -2m )A* + 2(6c-6m2+m +6) X 1 -  12c = 0 , (2.2.6)
and F (•) can be derived from (2.2.5). Plainly the calculations o
involved here are much more stable than those of the previous method, 
and (2.2.6) has a useful role in the detection of contamination
within the present framework.
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2.3 DELETION
We now consider the situation where some points of a point 
process are deleted, resulting in a thinned point process. An overview 
of this subject is given by Cox and Isham (1980). In the same way 
that we can define point processes in terms of either their interval 
or counting properties, so we can also specify the thinning operation 
in relation to intervals or points. Firstly, consider the situation 
where points are deleted because they fall into particular intervals. 
There is an extensive literature on counter models (Cox and Isham 
(1980,pl01)) which describes the behaviour of, for example, a device 
which counts radioactive particles and is paralysed every time a 
particle registers. A particle arriving while the counter is paralysed 
will not be counted and so is deleted from the incident stream; thus 
the interval thinning operation is dependent on the original process.
If on the other hand points are deleted because they lie in an 
interval of an independent process, we may treat the thinned process 
as the response process of some version of the selective interaction 
model; we discuss both this and counter models further in Chapter U, 
together with a model which is developed from the selective 
interaction models, where the probability that a point is deleted is 
a function of the length of the interval preceding it.
We go on now to consider the situation where some of the points 
of the realization of a point process are deleted on account of 
their nature as points and their order relationship to other points, 
rather than because of the interval they are in. This has an
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extensive literature which is in part traced by Szasz (1976) from 
Renyi’s (1956) classic paper to the publication of his selected 
works, while Serfozo (1977) places his very general results in the 
context of the mainstream of this work and Galambos and Kotz (1978) 
also give bibliographical notes (and relate the independent thinning 
of renewal processes to the broader context of damage models).
There is particular emphasis on Poisson limit theorems of a similar 
flavour to the theorems for the superposition of point processes 
referred to in the previous section.
We consider the univariate point process II with counting 
measure N(•) , for which we may represent the realization 
T = {t.; i£ Z} (where Z is the integers) by
dN(t)
dt
Z
iG Z 6(t-t^)
where 6(*) is the Dirac delta function. When II is a renewal 
process we will denote its p.d.f. by f(•) , with expectation y .
We define 11^  , the thinned version of II with counting measure 
N^( * ^ 9 associating a binary random variable x^ with t^ 
for each i G Z. If x. is zero then t. is deleted from thel l
realization, while if x^ is one is retained. We may represent
T , the realization of II corresponding to T, by d d
dN (t) y
= is h 5(t-V
It is usually supposed that points are deleted in blocks, the number 
of points in which is a specified discrete random variable, and so 
we define
In = P X^i+n = ls Xi+j = °9 ••>n-i lxi = 1) •
2h.
The expected number of deleted points between retained points is then <x-l
01 = Ii nq_^  . When a becomes large the points of II are very
sparsely scattered and so we may rescale it by a factor of a-1 to
obtain n_^ , which will then have the same intensity as II . We
denote the counting measure of II by N (•), and the deleted-rescaledr r
realization corresponding to T by T^, which has the representation
dN (t) r
dt £ X- 6(t-t./a) •iez 1 1
Most attention has been paid to the important case of stationary
independent thinning, where the {y±) are independent identically
distributed random variables and the block length has geometric
distribution q^ = qpR 1 , with 0<p<l, q=l-p and a=q-1 . The
earliest results are given by Renyi (1956) when II is a renewal
prooess, with interevent p.d.f. f(•) having expectation y . Then
II is also a renewal process with interval p.d.f. given by r
fr(t) = q n?1 pn_1 fn (t/q) , 
n*where f (•) is the n-fold convolution of f(•) • Renyi showed 
that II has the same distribution as n_^  if and only if it is a 
Poisson process (that is, the Poisson process is the only renewal 
process invariant under the deletion-rescaling operation); and 
that if y is finite then the limit of II as q approaches zero 
is the homogeneous Poisson process process with parameter y  ^ .
He also gives an example to show that it is possible to obtain a 
Poisson limit when y is infinite by using a modified thinning­
rescaling procedure. Kovalenko (1965) and Gnedenko and Fraier (1969) 
obtain an expression for the possible limit distributions which may 
result from the usual thinning-rescaling procedure when y is 
infinite, and demonstrate the existence of renewal distributions 
which lead to these limits (see alternatively Gnedenko and Kovalenko
(1968)).
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Nawrotzki (1962) generalized Renyi’s limit theorem by shoving 
that if II is a general stationary point process then II has a 
unique limit as q approaches zero which belongs to the class of 
doubly stochastic Poisson processes. Belyaev (1963) proved that a 
condition involving the law of large numbers was sufficient for this 
limit to be a homogeneous Poisson process, which Westcott (1976) 
improved and simplified, also proving its necessity. For higher 
dimensional Euclidean spaces extensions are given by Goldman (1967) 
and Tulya-Muhika (1971), while Kallenberg (1973, 1975), drawing on 
results for compound point processes, proved the doubly stochastic 
Poisson process limit theorem for point processes on topological spaces 
and derived as a corollary the result of Mecke (1968) that a point 
process is a doubly stochastic Poisson process if and only if for each 
p£(0,l] it is the independently thinned version of some point process. 
It would appear that all required results concerning limit theorems 
for independent thinning of stationary point processes are contained 
in Kallenberg (1975) and Westcott (1976).
Perhaps the earliest work on dependent thinnings (i.e. the
case where the block length does not have geometric distribution) is
by Polyak (1966), who derived bounds for the counting distribution
of renewal processes thinned in a quite general way. Dietz (1968)
considered the interval distribution of I I w h e n  II is a renewald
process and the form a first-order two-state Markov chain,
n_2so that q^ = (l-a) (l-(3)a , 0 < a,8 < 1. As an aside we note that
he demonstrated the ability of this scheme to produce multimodal 
p.d.f.’s , which is not at all surprising as the thinning of an 
underdispersed process will tend to produce intervals that are multiples 
of the mean. This applies not only to dependent and independent
point-thinning but also to independent interval thinning, and it may 
not be straightforward to discriminate between them solely in terms
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of first order properties. We note that it is possible to write down 
the likelihood for thinned renewal processes, and so the problem of 
estimating the thinning distribution and renewal interval distribution 
can be carried out on a formal basis, unlike the complementary case for 
the superposition of renewal processes as discussed by Ambartzumian 
(1965,1969)(see the previous section). Isham (1980) extended Dietz's 
work in considering the counting properties and limiting interval 
distribution for the thinning of general point processes when the 
are first-and higher-order Markov chains, and in particular, found 
that as a approached infinity the interval distribution of the 
limiting thinned-rescaled process was a mixture of a point mass at the 
origin and an absolutely continuous exponential component. That other 
limiting distributions are possible for different block length 
distributions is evident from Räde (1972b), who showed that 11^  tended 
towards the deterministic point process for large a for any renewal 
interval distribution f(•) when the {q^} were Poisson, compound 
Poisson or binomial probabilities,while a limiting gamma process was 
also possible if the {q^} were negative binomial. These are somewhat 
surprising results and appear to be related to the small coefficient 
of variation of the number of points in a block as the mean becomes 
large. Räde also discussed invariance under thinning and rescaling. 
Further results for the dependent thinning of renewal processes were 
given in a series of papers by Szantai (1971a,b) and Mogyorodi 
(1969,1971,1972,1973), who showed (i) that the limiting interval 
distribution after repeated thinning and rescaling belong to the class 
of limiting distributions for supercritical Galton-Watson branching 
processes. He extended this (II) to the case where the average 
interval length of IT is infinite, and obtained conditions for 
invariance under thinning and rescaling and for Poisson convergence (ill). 
The remaining papers give further generalizations of the thinning
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mechanism, the most interesting of which is that of VI where the 
probability of deletion of a point also depends on its time of 
occurrence. Writing q(t) = P{x^=l| t_^=t}, Mogyorodi investigated 
the counting distribution of the thinned process and derived a 
Poisson limit theorem. This is also the formulation used by 
Brillinger (1979) to study the major events in China's seismic history, 
the record of which is almost certainly deficient as documents from 
the more distant past have been lost. Brillinger gives asymptotically 
unbiased estimators for the required first and second order properties, 
both when q(t) is known and when it is specified by a finite 
dimensional parameter. Some of Mogyorodi's results have been extended 
by Szynal (1976) to sequences of independent but not necessarily 
identically distributed random variables. There is further work on 
limit theorems for dependent thinning of multivariate point processes 
leading to Poisson limits by Tomko (197^0 and of point processes 
on topological spaces by Jagers and Lindvall (197^) and Serfozo (1977), 
whose paper is set in the most general context, containing extensions 
to the thinning of random measures, and so subsumes most other work on 
thinnings.
It is true that most of these results will not be directly 
applicable to the study of contaminated data as they concern the limit 
as most of the points are deleted and one would more likely be interested 
in the case where only a few points are deleted. However, Belyaev (1963) 
gives a classic example of the application of the Poisson limit theorem 
to the proofreading of documents, the misprints in which are eliminated 
by repeated readings resulting in a random distribution of undetected 
errors. Perhaps the comments most pertinent to contamination are 
those concerning multimodal interval distributions following the 
above reference to Dietz's paper (p25). It is apparent that results
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for deletions are more accessible than those for superpositions, 
which we will find is also very much the case for the calculations 
of the sample serial correlation coefficients for contaminated data 
given in the next chapter.
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CHAPTER 3
CONTAMINATED RENEWAL PROCESSES AND THE 
SERIAL CORRELOGRAM.
3.1 INTRODUCTION
In this chapter we study the effect of contamination on the 
serial correlation coefficients (SCO’s) of a finite portion of a 
renewal process. We will consider three types of contamination:
(i) (FA) the false addition of one point uniformly distributed 
on the realization, so that the probability that it falls 
into a given interval is proportional to the length of that 
interval,
(ii) (FB) the false addition of one point uniformly distributed 
on a randomly chosen interval, and
(iii) (FD) the false deletion of one randomly chosen point.
We will refer to the uncontaminated process as the pure process, and 
to those contaminated as above as the FA, FB and FD processes, 
respectively.
Shiavi and Negin (1973) considered the effect of such 
contamination in the context of neurophysiology, where due to 
automated data recording techniques it is possible to observe a spike 
arising from some source other than the neuron under consideration, 
or to fail to observe a real spike, perhaps by setting too high a 
threshold. They simulated (by computer) a renewal process and first- 
and second- order Markov processes with a specified number (100, 200 
and 500) of normally distributed intervals with coefficient of 
variation no greater than 0.2, and contaminated these realizations
30.
with FB's and FD's . They found that a systematic positive bias 
resulted from an FB, which was significant for the first few SCO’s; 
a corresponding negative bias resulted from an FD, although it did 
not in general reach the same level of significance.
This raises the question of whether the behaviour of the
theoretical serial correlogram (SCG) and the statistical 
distribution of the sample SCG are similar to that of the simulations. 
Ten Hoopen (1975,1977) studied the theoretical SCO's of contaminated 
renewal and first-order Markov processes, but unfortunately his 
results are inapplicable to the present study of renewal processes 
for three reasons. Firstly, he assumed that Shiavi and Negin had 
used FA's in their simulations, whereas in fact they had used FB's 
(personal communication from Dr R. Shiavi), although they did not 
state this clearly in their paper. For this reason we perform our 
analysis for both FA's and FB's, noting that the FB is not a 
natural type of contamination. Secondly, in his treatment of FA's, 
ten Hoopen compensated for the fact that an FA is more likely to 
fall in a large interval, but for a finite number of intervals one 
must also compensate for the fact that it is correspondingly less 
likely to fall in a small interval. This leads to awkward contradictions 
and will be further discussed in 3.2. Thirdly, the FA interval 
sequence is not stationary, and so there is no formal definition of 
the SCC's, although the ad hoc definition ten Hoopen adopts does have 
merit in characterizing the expected behaviour of the sample SCG.
These factors combine to yield expressions for the theoretical SCC's 
for samples of size N which are in fact in error by an amount which is 
0(N ■*■) , and since the expectation of the SCC's for a renewal process 
is also 0(N ^), his results are inapplicable in that context.
Although he does not quote these results explicitly, we list below
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the expressions his method leads to for p , the serial
correlation coefficient of order n for contamination of type i,
where the N intervals of a renewal process are normally distributed
2with mean y and variance O :
Plb
i y2 - 3q 2
K 6o2-8p2
+ o(N 1 ),
pnb
-1 (2n+l) y2 + (n-1) a2 +04 /y2 , -2
N(N-n-l) ------- - -- - ---------  + °(N n=2,3,...,
Pnd
2n - 1 
N(N-n-l) + o(N 2),a4
n-l,2,
These may be compared with equations (3.H.1-3).
However, in this chapter we deal with the statistical distribution 
of the sample SCG. We test the null hypothesis that the interval 
sequence comes from the realization of a renewal process against the 
alternative hypotheses that the renewal process is contaminated by 
one FA, FB or FD, and derive the distribution of the SCG under 
these alternatives, hence deducing the power of the tests, that is, 
the probability of correctly diagnosing contamination. (in so doing 
the question of stationarity does not arise).
In 3.2 we evaluate the interval moments for a length-biased sample 
from a finite number of intervals of a renewal process and in 3-3 we 
establish the notation to be used in the ensuing sections. The main 
results are given in 3.^ and an outline of how they were derived 
follows in 3.5- In 3.6 a simulation study is presented as a comparison 
to that of Shiavi and Negin, and 3.7 comprises a discussion and
evaluation of the results.
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3.2 LENGTH-BIASED SAMPLING FROM A FINITE POPULATION
As ten Hoopen observed, the occurrence of an FA has a length- 
biased sampling effect, that is, the probability that an FA falls 
in an interval of given length is proportional to the length of that 
interval. Results for this are well-known when the sample is taken 
from an infinite population ( McFadden(1962),Cox & Lewis(1966, §i.2)). For 
a renewal process with intervals {X^;i=0,1,..} with p.d.f. f(.),
omean y, variance o and higher order moments y ,r=2,3,.., a length-r
bias sampled interval, X, has p.d.f. f^ .(x) = >
expectation y2/yi, variance (yyä-yf)/y1 2 and higher order moments
X
y = y ,/y, r=2,3,.., while the properties of those intervals not r r+1
sampled remain unaltered.
However, when a finite sequence of N intervals of a renewal
process {X. ;i=l,.. ,N} is "sampled" by an FA falling in X^
these results require modification. (Otherwise we would have that the
expected length of the record was that of N-l ordinary intervals
plus one length-bias sampled interval, which is equal to Ny+Q2/y;
while it is, of course, unaltered by the addition of an FA, and so
equals Ny.) We define Y. = X for i = -m+l,..,N-m. Givenl m+i
that the length of the realization is T , the probability that 
the ith interval is selected is simply p^ = X /T^, i=l,..,N, and 
so we may write the expectation of as
N 2E(Y0) =.|1E(X.p.) = N E (q/Tjj) , and
1 H
E(Yi) = iüT i=iE(xi(l-pi)) = n e (x1X2/tn ) >
where Y^ is taken as representative of all intervals not equal to
Yq . Expressions for higher order moments may be derived similarly.
n r^
This leads us to consider the expression E(_^ IT^  X_^  /T^) for any
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p o s i t i v e  i n t e g e r  n < N  and r n , . . , r  > 0  ( w i t h  r  = . X _ , r . - l ) .
l n  i = l  i
We may d e r i v e  a  f i r s t  o r d e r  a p p r o x i m a t i o n  f o r  t h i s  u s i n g  t h e  r e l a t i o n  
f o r  moments o f  a  q u o t i e n t
w Ü n ~ E( u ) ( Cov(u ,v )  V ar (v )  x
V  ~ E(v)  U  -  E ( u )E (v )  e ( v ) 2 j
E(u)  E(uv)  , E ( u ) E ( v  )
E(v) E ( v )2 E(-
which  i s  d e r i v e d  u s i n g  t h e  b i n o m i a l  e x p a n s i o n  ( s e e  K e n d a l l  and  S t u a r t ,
1976 ,  § 4 8 . 3 ) ,  and  r e q u i r e s  t h a t  v  i s  n o n - n e g a t i v e .  Then ,  s e t t i n g  
r .n  - q
u = . TI X. and v=T , so  t h a ti = l  i
we o b t a i n
E(u)  = H y , E (v)  = Np , 
1 i
E(uv) = ( l i t  ) £ (p -,/p ) + (N-n)p(np ) ,
1 i  1 i  i  1 r i
E ( v  ) = Np 2  + N(N-1 )y 1 ,
n r
N E ( II X.1 / ^ )  = (n yr  / y ) [ l + ( y 2- p 2 -y X (y r  +1" W r  ) /P r  ) /Np2 ] 
1 1 r i  1 r i  i  i
+ o(N - 1
Hence
V>2 b3 y 2 q
e (y1 ) x y -  ^  (vi2 -  y2) ,
2  U 3 "I V i 2 h 3
) ,
E(YqY1 ) = E(Y2 ) * y2 -  ^ j ( y 3- y y 2 ) ,  and
E(Y1Y2 ) = y2 -  | ( y 2- y 2 )
3b.
T T  • y2 y3 lVl\2 AWe recognise — * , — -- \— ) and [— --------t-) as the mean andy y y y p
variance of YQ and E(Y3) - E(Yq )E(Y2), respectively, in the case 
of an infinite population, so that it is clear that the coefficient 
of N 1 is always negative. It is also clear that these results 
converge to those for an infinite population as N^ °°.
For the gamma interval density, f(x) = x e /T(a), 
approximation is unnecessary. We are able to obtain exact expressions 
for the moments since (X^/T^,..,X^/T ) has a Dirichlet distribution 
(see, e.g. Wilks (1962)) and is independent of T^ t , which has gamma 
distribution with parameter Na. Hence
E(n x.1/1^ ) = E[(n(x /t ) P tW
i=l 1
n
= J (T(a+r )/r(a))/(aN+r) . (3.2.1)
This generates the following expressions which are used to derive 
the results of the following sections :
E(Y ) = Na(a+l)/(aN+l),
E(Y ) = Na2/(aN+l),
E(Y2) = Na(a+1)(a+2)/(aN+2),
E(Y Y ) = E(Y2) = Na2(a+l)/(aN+2),
E(YiY2) = Na3/(aN+2),
E(Yq ) = Na(a+l)(a+2)(a+3)(a+l+)/(aN+i+),
E(Y3Y1) = E(Y^ ) = Na2(a+l)(a+2)(a+3)/(aN+4),
E(Y2Y2) = E(Y Y3) = Na2(a+l)2(a+2)/(aN+U),0 1 0 1
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E(Y0Yl V  = E(YiY2) = Na3(a+l)(a+2)/(aN+l+) ,
E(Y0Y1Y2) = = Na3(a+l)2/(aN+l+) ,
E(YqY1Y2Y3) = E(Y2Y2Y3) = NaU(a+l)/(aN+4), 
E(YnY_Y_Y, ) = ITa5/(aN+l+) .1 2  3 4
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3.3 NOTATION
Let {X_^ ; i=l,..,N} Le the sequence of intervals of the set of 
points T={T.; T =0,T.=T. +X. , i=l,..,N}, where N is a constantl 0 l l-l l
positive integer. We assume that the intervals come from a renewal 
process with gamma interval density f(x) = x e /T(a), forming a 
stationary sequence. We prefer the gamma density to the normal (used 
Ly Shiavi and Negin (1973)) since it is desirable to eliminate the 
possibility of negative intervals in theoretical work., while there 
is no practical chance of simulating a negative interval when the 
coefficient of variation is 0.2. Moreover, we recall that as a 
increases the gamma distribution approaches normality and that for 
a >25 the coefficient of variation is less than 0.2. We also note 
that Shiavi and Negin (1975) preferred to use the gamma density in 
their application.
By an FA we mean the addition to T of the point T, uniformly
distributed on [0,T..] . We can assume that T _ < T<T , that is,’ N m-1 m ’ ’
thT falls in the m interval for some m=l,..,N, since with 
probability one T f T^ , for i = 0,1,..,N . This leads to the interval 
sequence {lh}, say, defined by
(i = 1,..,m-1)
(i = m)
(i = m+1)
(i = m+2,..,N+1) .
We now show that E(U^) f EtU^), and hence the sequence {if} is
not stationary. Since
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1—1
X with probability 1 ah/ tn
u T with probability V tm and
r i-(
E
H11—1
X with probability xi/tn
l T-h V TN
then E(UX) = E(X1) - %E(X^/Tn ) and E(U2) = E(X2) - E U ^ / T ^  .
2 -1But we know from the previous section that E(X^/T^)=E(X )('a+l)/(oi+N )
and E(X1X2/TN )=E(X1)a/(a+N_:i) i %E(X^/Tn) (except for a=l).
By an FB we mean the addition to T of the point T’ ,
uniformly distributed on (T _ ,T ) , where prob(m=i)=N ^ form-1 m
i=l,..,N. This leads to the interval sequence {V^}, defined by
X.1 (i
1—1 S1—1 II
T ' - T „ (i = m)m-i
T - T' U = m+l)m
X H- 1 H (i = m+2,..,N+1)
Again, {V.} is not stationary since E(V^) = (l-%N ^)E(X^)/
(1-tC1) E(XX) = E(V2) .
By an FD we mean the deletion from T of the point T , 
where prob(m=i)=(N-l)  ^ for i=l,..,N-l. This leads to the interval
{VA } defined by
f A (1 = 1,.. ,m-l)
wi = y m + Xm+l (i = m)
L xi+l (i = m+l,
The sample serial correlogram (see, e.g. §45-32 of Kendall and
Stuart (1976)) for {X.;i=l,..,N} is given by r =a /b ,
1 n n n where
38.
, M M M
a = M .E X. X. - M .E_ X. .E_ X.n i=l l l+n i=l l i=l i+n
M M-1 2 -2 11 2 b = M .EX. - M (.E X.) , andn i=l i xi=l i 5
M = N-n.
Analogous expressions hold for the contaminated processes. The
denominator b^ is not standard, but as Kendall and Stuart point out
at equation (^5-53), it is a sufficiently good approximation when N
is not too small. To avoid end effects in calculating the SCC of
lag n we will further assume that the random index m is
restricted to m£{n+l,..,M-l}. So far as we can tell these
approximations introduce errors into the moments of r that are atn
most 0(N ) .
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3.4 DISTRIBUTION OF THE SERIAL CORRELOGRAM
We are now in a position to be able to approximate the 
expectation and variance of the sample SCO's under the alternative 
hypotheses using the standard quotient formulae (see, e.g. §§48.3, 
10.6 of Kendall and Stuart (1976,1977)) :
E(r ) = E(a /b ) = E(a n n n n'
E(b ) n
*1 - Cov(a ,b ) Var(b ) n n + n 0(N
-2
E(a )E(b n n E(:
Var(r ) = n *E( a )■ n
2 Var(a ) Var(b )n + n 2Cov(a ,b ) n n
E(b )L n j E(a )2 E(b )2L n n
E(a )E(b ) n n
+ 0(N 2)
2 2The method used to evaluate E(a ) ,E(b ) ,E(a ),E(a b ) and E(b )n n n n n n
under the various hypotheses is outlined in the next section. The 
results are given below, with subscripts o,a,b,d representing pure, 
FA, FB and FD processes, respectively, for n=l,2,.. for the 
pure and FD processes and n=2,3,.. for the FA and FB processes.
Eo(rn) ‘ ^  + ^  + o(M~2) •
Varo(rn) = M - J3 + 0(M’3) »M
Ea(rb  = - I + 6 4 4 (a-l)(“-2)+^ - ^ 2
-2(a-l)(a-2)(3a-a-6)+o(M )
E (r ) = - + A  - ■ 1 _ (a-l)(a-2)+o(M 2) ,
a n M M2 30OM2
Var (r ) = i - \  + — A— ^ (a-2)(a2-2Ta+62) + o(M~2) 
a 1 M M2 lSOa'M2
Vara(rn} = M * ^  + o(M'2)’
Kb(rl)
1 a+1 + _l_ _ a -1
M 6M .,2 " ^„2 A t (a+l)(a2-5a-9) +o(M 2) ,M 6m 45aM
(3.4.1)
Uo.
V r ) n
Var (r ) b 1
Var (r ) b n
E (r ' d n
Var _(r ) d n
1 + n . a+1
M 2 _.,2M 3M
1 1 a+1
•M " M2 aM2
1 1 a+1
M 2  ^,2M 3M
1 n-2
M 1 r2 T“ O 1M
— +M
1
2 + o(M‘M
+ o(M
-2
-2
-2
(a+1)(a-2)(a-3) + o(M 2 )
) ,
and
(3.>t.2)
(3.4.3)
We can now appeal to the central limit theorem for correlation
coefficients (see, e.g.,Cox and Lewis (I966,p92)) to obtain the
asymptotic distribution of r^ under the various hypotheses (where 
cl- denotes approximate equality in distribution, N(y,G2) is the
normal distribution with mean y and variance G2 , and all
_2expressions include a remainder term which is o(M ) :
(i) under. Hq : rn =d N(- I + n-^ , jj) i
M
H O
(ii) under HQ : rn - N(E (r J  + (a-l) (a-2)/6aM+l/M 
a 1 o 1
-(a-l) (a-2) (3a2-a-6)/30a2M2 ,
Var (r )(l-l/M+(a-2)(a2-27a+62)/l80a2M)) , o 1
j r) o
r - N(E (r )+l/M -(a-l)(a-2)/3aM ,Var (r )(l- n o n  o n
n p p
(iii) under : r - N(E (r )+(a+l)/6M+l/M -(a2-l)/6M
-2(a+1)(a2-5a-9)/^5aM2 ,
Var (r )(1-1/M-(a+1)/aM+(a+1)(a-2)(a-3)/30aM)),
■—11 s
rn ~d N(E^( r^)+l/M^+(oH-l) /3M^ ,VarQ( rR) (l-l/M-(a+l) /3M) 
(iv) under Hd : r^ N( Eq( rn)-1/M2, Varo(rn)(l + |)) .
Now the power of the test of the null distribution N(y,a?)
against the alternative distribution N(y+6,ol) is given by
Q - $(( I 6 I+z^Qi)/0 2 ) , where $(•) is the standard normal distribution
function, y is the probability of Type I error and z = $ d(y)
From this we obtain the following expressions for Q 0 andna nb
the Power of the test of H against H , H and H , u o a b d
respectively for the nth SCO. These are given to the term which is 
1 3
°(M ) (but can be obtained to 0(M  ^ ) from the previous results).
Qla = $(zY(1+ W 2 M  - (a-2)(a2-27a+62)/360a2M) + (a-1) (a-2)/6av®) , 
Qna = + 1/2M)) ,
Qlb = ^  t (i+l/2M + (a+l)/ctM + (a+l) (a-2) (a-3)/60aM) + (a+l)/6Wl) . 
Qnb = ' K y d  + 1/2M + (a+l)/6M)) ,
Qnd = $(zv(l - W2M)) •
k2.
3.5 OUTLINE OF PROOFS
2
We now show how the expressions for E(a ) ,E(b ),E(a ),E(a b )n n n n n
2
and E(b ) were derived under the various hypotheses, which is 
purely an algebraic procedure, but rather intricate, particularly for 
the FA process. We recall that for the FA process
na
1 M+1 1----- E u II -  f———M+1 i=l 1 i+n m+1
M+1 M+1
) (iS1 ) (i|1 ui+n)
bna
1 M+1.z_ u.M+1 i=l 1 1 2 M+1<5^ bill)
identical expressions holding for the FB process with V 
replacing U, and that for the FD process
M-l M-l M-l
Z_ W.W.^ - (-V)^(.Zn W.)(.Zn W.nd M-l i=l i i+n 'M-l' 'i=l i"i=l i+n' 5
M-l M-l1 0  n p P
Dnd = M^l i=l Wi " ^i=l W i^  *
The first step is to express the statistics for the contaminated 
process as those for the pure process plus a remainder.
M+1 M m-l
.Z, U.U_ = .ZnX.X. -. Z - X.(X. -X_ J - X  _X -U (X -X ^ _)1=1 1 i+n i=l 1 i+n i=m-n+2 1 i+n i+n-1 m-n+1 m+1 m m+n m+n-1
- U ^ ( X  - X A_) ; n=2,3, • .m+1 m-n m-n+1
M+1
I
M
U U = Z X. X. ni=l i i+1 i=l i i+1
M+1 M M+1 ,z U = .Z X ; Z u‘i=l i i=l 1 ’ i=l
U3
M-l M m
.1, W.W. = .X X.X. + . X X (X. ^ - X _  ) + X X  ^ •i=l l l+n i=l l l+n i=m-n+l i i+n+1 l+n m-n m+1
M-l M M-l M
.X, w. = .X X. ; .X W. = .X X1: + 2X X _ .1=1 i 1=1 i 1=1 1 1=1 i m m+1
We may now take expectations and, in the case of the FA and
FB processes, express all products involving U , um+1> vm and
V in terms of X by the relation m+1 m
E(UrUS _) = E(Xr+S)rIs!/(r+s+1)I m m+1 m
for the non-negative integers r,s . The expressions for E(a ) and
E(b ) are now of the form Xc..E(X.X.) and the expressions for n ij i J
E(a2) , E(a b ) and E(b2) are of the form Xc. _.E(X.X.X. Xn ) . n n n n ljkl i j k 1
These are then simplified, using equation (3.2.1) in the case of the
FA process, and the fact that for a renewal process
{X.; i=l,..,m-l,m+l,..,N} is a set of i.i.d. exchangeable random
2variables, so that expressions such as E(X^X^X^X^), E(X^X^X^), etc.
li 2can be written E(X^) , E(Xm)E(X^)E(X£) , etc., without loss of 
generality.
Hence we obtain the following results:
E (a ) o n - a (M-n) /Vf
E (b ) = a(M-l)/M o n
E (a2) = ^(a-a/M + 6/M2 + (2an2-6n)/M3) o n  M
E (ab ) = - 7;(a + (a+6-na)/M-(6+n(a+6) )/M2 + 6n/M3) o n n M
P p OE (b ) = a2 + 6a/M - (a+12)/M + 6/Mo n
E (a. ) a 1
E (b ) a 1
(-f^)—  --2 <(“2-9a+2) - 5(a2-3a+2)/M}
6(M+l)
2
(-^■) -^^{l+(2a2-3a+i+)/3aM - (a2-3a+2)/3aM2} 
^ +2 (M+l)2
Ea(ai} (öE+^i') ~  ^  k -^1+(a4+2°a3+5a2+10a+24)/30a2M
_ (l+a4->i5a3+l40a2-240a+96)/15a2M2+(2la4-350a3+ ik^a2
- 15T0a+504)/30a2M^}
E (a b ) = av 1 vaN+2'
aN x aM'
6(m+i )
^ {(a -9a+2) + (3a4-50a3+i+5a2-370a+72)/5aM
E (b2) a 1
(l9a4+35a3+560a2-895a+256)/5aM2-U(2a4+75a3-205a2
+ 210a-38)/5aMJ}
2 k
(J ^ )' ^ ^ {l+2(2aZ+13)/3o^ +(Ta4-20a3+1TOa2(M+l)
-l60a+l68)/15a2M2
2(3a4-35a3+105a2-l60a+T2)/l5a2M2
+ 2(a4-20a3+65a2-T0a+2i+) /15a2 M2}
E (a ) = -(-~p) - aM p {l+(a2-(n+2)a+2)/aM} a n aN+2 (m+i)2
E. (b ) = i-jßr) — -M9-{ 1 + (2a2-3a +4)/3aM - (a2-3a+2)/3aM2} a n atf+2 (m+i)2
2 3
E (a2) = (-^r-) -- M , {l + 2 (2a2-3a +b)/3aM+( 2a2-3a +2)/3aM2 a n oJ^ +U (M+1)4
+ [(a4-32a3/3+3Taz-136a/3+2U)-2(2a2-10a+ll)an+2a2n2 ]/a2M3}
E ( a b  ) a  n n ) "~a \  { l+( 3 a 2 + 3(-n+l)a+28( /  3aM 
(M+l)
+ ( 2 a 4+ H ( n - l ) a 3+('9n+37)a2 
+ (28n+50)a+48 ) / 3 a 2I . r - ( a 4- ( l 3 n + 2 l ) a 3+ 33n+ 62)a2
-  (2 6 n -7 2 )a + 2 l4 ) /3 a 2 M3}
2 k
E (b 2 ) = ( - — 5-) - ^ - ^ { l  + 2 ( 2 a 2 + 13)/3aM + (7a 4 - 2 0 a 3 + i7 0 a 2 
(M+l)
-  l 6 0 a + l 6 8 ) / l 5 a 2 M2
- 2 ( 3 a 4 - 3 5 a 3+105a2 - l 6 0 a + 7 2 ) / 1 5 a 2 M2 + 2 ( a 4 - 2 0 a 3 +65a2
-70a+2l+) / l5a2M2 }
K (a  ) = ----- ( (ot-5) -  ( 5ot-7) /M )
^  1  6(M+1) 2
EL (b ) = — — —  (1 + a/M -  ( a + 1 ) / 3M2 ) 
b 1 (M +l )2
2 3
E ^ a 2 ) = a M ^ { l  + ( a 3+ 26a 2 -29a+ 6)/30aM  -  ( l+a3- 2 l a 2 +56a+66)/15aM 2
+ ( 2 1 a 3-281ia2+721cx-2310 /3 0 a M 3}
Eb ( a l b l )
g 2M3
6(M+l)
■7- { ( a - 5 )  + ( 3 a 3- 3 2 a z+ 1 3 a - l6 2 ) /5 a M
- t l 9 a 3- 3 / a 2+29Ha-2U6)/5aM2
+ i i ( 2 a 3-i+8a2+67a+12)/5aM 3}
E, (b2) = — - {l+2(2a2 +2a+9)/3aM + (Ta3-8a2-102a-^8)/l5aM2
b 1 (M+l)4
9
O ]i
-2(3a3-17a2+ii3a+l8)/15aM + (a3-34a2-29a+6)/15aM }
E (a ) = -----p (l + (a-n)/M)
b n (M+l)2
K (b ) = - -a-M (1 + a/M-(a+l)/3M2)
b n (M+l)2
2 3
K (a2) = -a— M--r {1 + 2(2a-l)/3M + (2a2-7a+l8)/SaM2 
^  n (M+l)4
+ [^ ( 3a2-20a-31)
-(Ua2-12a+6)n/a + 2an2]/M3}
V a b ) n n ~ (l + (5a2+ 5a+l8)/3aM + (2a3+2a2+27a-6)/3aM2 (M+l)4
-(a3-15a2+8a+6)/3aM3 - n [1/M+(2a2-7a+l8)/SaM2-(7a-17)/3M3]}
— ^r-{l + 2 (2a2+2a+9) / 3aM + (7a3-8a2-102a-H8)/15aM2 
(M+l)4
-2( 3a3-17a2+^3a+l8)/l5aM3+(a3-3i+a2-29a+6)/15aM4}
E (a ) = - — (1 + (a-n)/M) 
d n (M - l )2
E (b ) = — (1 + (a-2)/M-2a/M2) 
d n (M-l)2
2 3
E (a2) = -a M,- {1 + 2(a-l)/M-(6a2+a-6)/aM2 
d n (M-l)4
+ [(a3+10a2+13)-(i+a2+12+6)n+2n2a]/aM3}
2 3
E ( a  b ) = -  —i - ^ T { l + 2 ( a 2+3)/aM-(  3a2+8a-l l*) /c tM^-2(a2+ 6 a + l l ) / a M 3 
a  n n (M -1 )4
- n  [ l /M -(  a 2- 2 a - 6 ) /aM - 2 ( a 2+6a+6)/aM ]}
2 4
E (b2 ) = . { l + 2 ( a 2- a + 3 ) / a M + ( a 3+ 1 0 a - 2 4 ) / a v C
d n (M-1)4
- 2 ( 2 a 3+10a2+21a-12)/aM3 + 4 ( a 2+ 6 a + l l ) /aM^}
The f u l l  d e r i v a t i o n  o f  E ( a n ) and E (b ) a r e  g i v e n  i n  t h ea  1 d n
f o l l o w i n g  two examples  t o  i l l u s t r a t e  t h e  method o f  p r o o f .
Example 1:
M+l p M+l M+l
W  -  S ä  E [ i = l  Ui Ui +X] -  W  E [ i l l  Ui ) ( i h  Ui +n )]
E [ . e X.X. -  X ,U - U  X + u  u ] M+l 1=1 l i + l  m-1 m+l m m+l m m+l
p  M M
M^+l^  E^i=l Xi^i=lXi+l^
r^r-{(M-2)E[X _^X _]  + 2E[X X ^  ] -  ^ ,E [ X  nX ]M+l m+l m+2 m m+l 2! m-1 m
-  | , E [ X  X ] + | , E [ X 2 ]} 2;  m m+l 3• m
( r ^ ) 2 t e [ X 2 ] + ( (M-2)+2(M-l)  )E[X X ] M+l m m m+l
+ ( ( M - l ) ( M - 2 ) + l ) E [ X  Xm+2]}
(5 i r )2 {(2M-5)E[xm+1Xm+2] - (2 M -5 )E [X mXm+1] + i(M-5)E[X2 ]}
( ^ )  2^ r f ^  {(2H- 5 )  ( a 3- “ 2 (a + i ) ) +i (  M-5 )a( a + i ) ( a+2 )}
£ 2  ( mTI>2 Z  { ( a 2-9oi+2) -  5 ( a 2-3a+2)/M}
U8.
Example 2:
Ed (bn> = E[{is: A4 - { MiI )2 h h  V 2}2]
M M
e[{m^i  <A. xi + 2V W  - (ifi)2< lxi)2}2i
) k  { ( M - l ) 2 E[ (E  X2 ) 2 ]
M M
2(M-1)E[(Z X2 ) ( E  X . ) 2 ] 
1 1 1 1
+ E[(E X. ) ]} 
1 1
+ (tt~ ) 2 {Ue [X2X2 ] + 1+E[X X (X X2 -  v p - ( Z  X. )2 ]} M-l m m+1 m m+1 i  M - l v i
*1  +  t 2 ’
where  t  and  a r e  t h e  f i r s t  and  s e c o n d  t e r m s  o f  t h e  sums,
r e s p e c t i v e l y .  Now
M j
E[(XX2 )2 ] = M E[X^] + M(M-l)E[X2X2 ]
M p ^ o  ]± 2 2
E[(2Xi )(ZXi ) ] = M E[X1 ] + 2M(M-l)E [ X p ^ ]  + M(M-1)E[X;lX2 ]
+ M(M-1)(M-2)E[X1X2X ]
11 ii li O 2 2
E [ ( 2 X )  ] = ME[XX] + i+M(M-l)E[X^X2 ]+3M(M-l)E[X1X2 ]
+ 6m(M-1)(M-2)E[X2X2X3 ] + M(M-1)(M-2)(M-3)E[X1X2X X 1)]
and so
(M-l)
-^(M-2)2E[X^ ] + (m-i)(m2-4m+6)e[x2x2
- i+(M-l)(M-2)E[X^X2]
- 2(M-1)(M-2)(M-1+)E[X2X2X3J + (M-l)(M-2)(M-3)E[X1X2X3X1+]
(M-l)
a -^{aM - 2(a2+a-3)M^ + (a3+Ua2-10a-2U)M2
+ 2(2a2+lla+12)M}
Also
(M-l)
I -3 {(M-l)E[X^x|] + (M-1)(2E[X^X2 1
+ (M-2)E[XXX2X ])
- (2E[X2X2] + 2E[X2x|] + 5(M-2)E[X2X2X3]
( M ^ M M - S M X ^ X ^ ] ) }
14 1{(M-3)a2(a+l)2+2(M-2)a2(a+l)(a+2)
(M-l)
+ (M-2) (M-6) a3 (a+1) - (M-2) (M-Sja1*},
— a v {a2M^ - a(a-5)M2-a(a2+6a+l6)M + (a2+6a+ll)}. 
(M-l)4
Hence
E (b ) d n
2. Ty/T^ O
—-— r- {l + 2(a2-a+3)/aM + (a3+10a-2U)/aM 
(M-l)
- 2(2a 3+10az+21a-12)/aM^ + h (a2 +6a+ll)/cxM^  } .
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3.6 SIMULATIONS
The expressions for the distribution of the SCG under the 
various alternative hypotheses, as detailed in 3.^, suggest that 
the expected effects of the various types of contamination are 
much smaller than Shiavi and Negin inferred from their simulations, 
and so to clarify the matter it seemed appropriate to perform further 
simulations, which was done on the UNIVAC 1100 using the SIMULA 
subroutines ERLANG, RANDINT and UNIFORM. One hundred independent 
intervals with gamma distribution, parameter a = 25, were generated, 
and the sample was contaminated by an FA, an FB and an FD, this 
procedure being replicated three times for each sample, for a 
sufficient number of realizations for one to gain an intuition of 
what was happening. The first ten SCO's were calculated in each 
case.
Two "typical" examples have been selected from this study for 
which the first ten SCO's for the pure, FA, FB and FD samples 
are tabulated in Tables 3.6.1 and 3.6.2 and graphed in Figures 
3.6.1 and 3.6.2 . These may be compared with the results of Shiavi 
and Negin (1973, Fig 1(a)) which are reproduced in Table 3.6.3 and 
Figure 3.6.3.
We make the following remarks:
(i) The apparently systematic and significant effect 
observed by Shiavi and Negin is not generally evidenced.
This illustrates the point that one should not draw strong 
conclusions from a single simulated realization.
(ii) In particular cases some of the coefficients are more 
sensitive to small amounts of contamination than would be 
anticipated from the results of 3.^.
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(iii) The direction of the changes caused by the various types 
of contamination appear "on the average" to be the same as 
was indicated in 3.^.
(iv) Sample fluctuations may be attributed to the variance 
of the sample SCO's , which is relatively large (equal to 
0.01 for N=100), rather than to the presence of contamination,
(v) The sample SCO's are correlated, which must be borne 
in mind if one wishes to perform significance tests for the 
number of SCO's whose magnitude exceeds a certain critical 
level.
%
5 2 .
TABLE 3 . 6 .1
SCO’s f o r  S im u la te d  Gamma Renewal P ro c e s s  
and  C o r re s p o n d in g  C o n ta m in a te d  P r o c e s s e s .
S im u la t io n  1 .
P u re FA FB FD
C o e f f i c i e n t
Pi 0.135 0 .186 0 . 0 5 0 0.067
P 2 0 . 0 6 6 0 . 0 8 6 0.183 0 . 0 5 2
P 3 0.031 - 0 .007 - 0 . 0 1 0 - O . O I 6
P 4 - 0.046 - 0 . 0 2 1 -O.O82 -O.O62
Ps - 0.039 - 0.025 0 . 0 9 6 - 0.095
P6 0.014 - 0 . 0 1 6 -O.O52 -O.O67
P 7 - 0.003 0.035 - 0 . 0 2 0 0 . 0 6 6
P 8 o . o 4o 0.029 0.067 - 0.064
P 9 - 0.273 - 0.185 - O . 2 9 6 - 0 . 1 7 0
P 1 0 - 0 . 1 2 6 - O . I I 9 - 0 . 0 2 1 - 0 . 1 8 0
.2
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T ab le  3 .6 .2
SCO’s f o r  S im u la te d  Gamma Renewal P ro c e s s  
and  C o r re s p o n d in g  C o n ta m in a te d  P r o c e s s e s .
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S im u la t io n  2 ,
P ro c e s s P u re FA FB FD
C o e f f i c i e n t
Pi - 0 . 0 6 7 -O.OH3 0 . l 6 l -O.O87
P 2 0 . 0 1 6 o . o 4 o 0 . 0 0 4 0 . 0 5 4
P 3 - O . 2 7 8 - 0 . 1 3 4 - 0 . 2 0 1 - 0 . 2 0 6
P 4 -O .O 83 -O .O 83 - 0 . 0 7 5 0 . 0 6 6
P 5 0 . 1 2 6 0 . 0 3 7 0 . 0 4 5 - 0 . 0 3 8
P6 - 0 . 0 2 1 -O.O5O - 0 . 0 7 5 - 0 . 0 3 3
P 7 - 0 . 0 0 2 0 . 1 4 5 - 0 . 1 0 0 - 0 . 0 0 4
P 8 - 0 . 0 7 5 ' - 0 . 1 3 1 - 0 . 0 8 8 - 0  .020
P 9 ^ 0 . 0 8 0 - O . 0 5 6 - 0 . 1 2 6 -O .O 8 I
P 1 0 - 0 . 1 0 2 - O . 1 3 6 - 0 . 0 6 2 - 0 . 0 7 9
.2
0
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T ab le  3 . 6 . 3
SCO's f o r  S im u la te d  Normal Renewal P ro c e s s  
and C o r re s p o n d in g  C o n ta m in a te d  P r o c e s s .
S i m u l a t i o n  o f  S h i a v i  and Negin  ( 1 9 7 3 , 1 ( a ) ) .
P r o c e s s P u re FB FD
C o e f f i c i e n t
Pi - 0 . 0 2 2 0 .190 0 .0 6 4
P 2 0 .090 0 .205 - 0 . 0 5 7
P 3 0 .0 4 3 0 .1 5 1 - 0 . 0 3 0
P 4 0 .1 0 3 0 .1 6 2 0 .1 0 3
P 5 0 .1 2 0 0 .1 2 6 -O.O69
P6 - 0 . 0 8 4 -O.OI7 - 0 . 1 2 6
P 7 0 .0 6 5 0 .165 0 .0 1 7
P 8 - 0 . 0 9 5 - 0 . 1 0 1 - 0 . 0 1 4
P 9 - 0 . 0 0 4 -O.O67 - 0 . 0 1 3
P 1 0 -O.O32 -O.O8O - 0 . 1 3 7
.2
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3.7 DISCUSSION
We can see that an FA causes an increase of 0(M ’*') to
_2E(r ), but a decrease of 0(M ) for higher order coefficients, an
—1 —2FB causes an increase of 0(M ) to E(r ) and an increase of 0(M )
for higher order coefficientsswhile an FD causes a decrease of
_20(M ) for all E(r ). The variance is affected by an amount which
_2is only 0(M ), and so the standard deviation for all types of
—J5contamination is approximately M . This suggests that the SCG 
is insensitive to small amounts of contamination, as any deviation 
in the mean is swamped by the variance, although the first-order 
coefficient for false additions is more sensitive than other 
coefficients. This conclusion is further illustrated by the 
expressions for the power which show that as M increases the 
probability of not making a type II error (i.e. of correctly detecting 
contamination) approaches the probability of making a type I error 
(i.e. of concluding that there is contamination when in fact there 
is not).
We have found from simulations that the presence of 
contamination may cause striking changes to some of the SCO’s, but 
not beyond the variability that is already inherent for the pure 
process. Given the SCG of such a realization one would usually not 
be able to distinguish whether or how it was contaminated, although 
one is better able to identify the type of contamination, given also 
the SCG for the pure process on which it is based.
This work with gamma distributed intervals suggests that the 
correlation structure of renewal processes can be investigated 
adequately through the SCG without undue concern over low intensity 
contamination. However, other approaches to their analysis may be 
preferable. It is intuitive that counting properties will be less
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s e n s i t i v e  t o  t h e  t y p e s  o f  c o n ta m in a t io n  we have  d i s c u s s e d  t h a n  a re  
i n t e r v a l  p r o p e r t i e s  , w hich  i m p l ie s  t h a t  t h e  p e r io d o g ra m  o f  t h e  
c o u n t in g  p r o c e s s  i s  t h e  a p p r o p r i a t e  s t a t i s t i c  f o r  s tu d y i n g  th e  
s t r u c t u r e  o f  a  p u re  p r o c e s s  w hich  i s  s u s p e c t e d  t o  be c o n ta m in a te d .  
I f ,  on t h e  o t h e r  h a n d ,  one w is h e s  t o  i d e n t i f y  and  s tu d y  t h e  
c o n ta m in a t io n ,  t h e n  i t  i s  s t r a i g h t f o r w a r d  (when th e  p u re  p r o c e s s  i s  
r e n e w a l)  t o  w r i t e  down and  a n a ly s e  t h e  l i k e l i h o o d .
6o.
CHAPTER b
SELECTIVE INTERACTION MODELS 
k.l INTRODUCTION
The motivation for this chapter again comes from the field of 
neurophysiology; we discuss selective interaction models, a class of 
stochastic models which has been developed to describe the spontaneous 
behaviour of single neurons. We first introduce aspects of the 
physiological background at the naive and abstracted level at which 
mathematical treatment is possible. More detailed accounts are given 
by Fienberg (197 )^ and Sampath and Srinivasan (1977)- A nerve cell 
can be thought of as a conducting fluid contained in a leaky membrane; 
this is fed from other parts of the nervous system by fibres 
conducting electrical signals which cause ionic transfer across the 
membrane. Neural discharges or spikes, which are essentially 
instantaneous, are monitored by inserting an electrode into the cell. 
The membrane potential may be altered in the following ways. Input 
spikes change the potential by a discrete quantity; they are referred 
to as excitations or inhibitions if the change in potential is 
positive or negative, respectively. In the absence of stimulation the 
potential decays towards a rest level and when the accumulation of 
stimulation attains a threshold level the neuron discharges and the 
potential returns to the rest level. After a discharge there is a 
refractory period during which the neuron does not respond to 
stimulation.
Stochastic models based on this simplified understanding of 
neural activity fall into two groups according to whether the 
magnitude of the input stimulation is small in relation to the
threshold level, so that a continuous approximation by the diffusion
6i.
equation may be used to describe the membrane potential, or 
otherwise, in which case the discrete nature of the inputs is important. 
Selective interaction models fall into the latter category. They 
arose from the observation by Bishop, Levick and Williams (1964) 
of distinctive multimodal histograms for the times between discharges, 
in which up to nine peaks of decreasing magnitude were located at 
multiples of the smallest (non-zero) peak (as well as a large peak at 
the origin due to bursts of subsidiary discharge associated with each 
main spike). Similar observations were made by Rose citi.'L (1967), 
while other authors have reported multimodal histograms with different 
characteristics. As we have seen in Chapter 2, the thinning of a 
regular point process may result in a multimodal interevent p.d.f. 
and Bishop, Levick and Williams hypothesized that these data came from 
an excitatory process which had been thinned by an independent 
inhibitory process.
This interpretation was formulated as a point process model by 
ten Hoopen and Reuver (1965) and has since been diversified in a number 
of ways, which we now describe. Two independent point processes arrive 
at a neuron : a point of one of these (the inhibitory process, I) 
deletes ensuing points of the other (the excitatory process, E) in a 
manner prescribed by the model, resulting in an observable output 
process of undeleted excitations referred to as the response process,
R. Points of E, I and R will be referred to as E-, I- and R-events, 
respectively. In the original formulation of the model by Ten Hoopen 
and Reuver an I-event deletes the next E-event if and only if there 
is no intervening I-event. We refer to this as the basic deletion 
mechanism. In particular, when I is a renewal process and E 
is a Poisson process we refer to R as the renewal inhibited Poisson 
(r.i.P.) process; similarly we refer to the Poisson inhibited 
renewal (P.i.r.) process and the renewal inhibited renewal (r.i.r.)
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process.
We now note some of the directions in which the model has been 
generalized to account for well-known characteristics of neural 
behaviour. Coleman and Gastwirth (1969) supposed that a (random) 
deadtime was associated with each inhibition, during which it was 
able to delete excitations. This is a suitable means of imitating 
the decay of membrane potential for a discrete model and it is also 
associated with the idea of refractoriness. Ten Hoopen and Reuver 
(1967t1) and Hochman and Fienberg (1971) introduced spatial and 
temporal summation to the selective interaction model by supposing that 
an accumulation of excitation could produce a response provided that 
no inhibition arrived during the process of accumulation. Räde (1972a) 
supposed that each I-event could delete a (random) number of 
excitations. Ten Hoopen and Reuver (1967t,1968) proposed models 
in which I and E were dependent, events of one type triggering a- 
sequence of events of the other type.
These writers oonfined their interest to the case in which either 
E or I is a renewal process and the other is a Poisson process, 
and derived expressions for the interresponse p.d.f. However, it is 
not generally the case that R is a renewal process and so the 
interval p.d.f. does not give a complete probabilistic description of 
R. Srinivasan and Rajamannar (1970) derived the second order product 
density for the r.i.r. process; Lawrance (1970b,1971a,b) performed 
a comprehensive second order analysis for the r.i.P. process, which 
he (1970a,1979) generalized in part to the selective interaction 
of two general point processes according to the basic deletion 
mechanism.
Ten Hoopen and Reuver (1965) , ten Hoopen (1966b) and Fienberg 
and Hochman (1972) demonstrated the ability of these models to
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produce multimodal interval p.d.f.’s. In this context it is important 
to have analytical results when E is an underdispersed renewal 
process for the basic deletion mechanism and when E is a Poisson 
process and the summation of excitation is required to produce a 
response; this is particularly so when R is not a renewal process 
since then interval thinning is distinguishable from the point 
thinning described in Chapter 2. It is of course also important to 
know that these models are capable of generating response processes 
which are not multimodal since they will then have a much broader 
range of application. Many pertinent comments are made by Fienberg 
(197*0 and Sampath and Srinivasan (1977) in evaluating the significance 
of various aspects of the model.
In this chapter our purpose is to develop more fully some 
techniques which enable us to derive simply and explicitly analytical 
expressions for the second order properties of the broad class of 
selective interaction models for which I-events are regeneration 
points for the bivariate point process (l,R). We are therefore mainly 
concerned with the case that I is a renewal process and E is a 
Poisson process and we discuss this within the framework of 
Berman (1978). A further emphasis is to specify carefully the 
categories by which the variations of the basic deletion mechanism can 
be defined; it is felt that this provides a unified and comprehensive 
framework for discerning those elements of the model which are 
relevant in particular applications.
In U.2 we consider the properties of regenerative multivariate 
point processes, among which the embedded renewal process is 
particularly relevant to the study of selective interaction models.
In 4.3 we recall the results for the basic deletion mechanism. We 
obtain simplified expressions for the second order counting properties 
of the r.i.P. process and discuss the similarity of the P.i.r.
6h.
process to the thinned renewal process of Renyi (1956). We also 
derive the ’arbitrary event' initial conditions for the r.i.r. 
process,thus correcting a conjecture of Lawrance (1971a). In U.U 
we consider in some detail the structure of those selective 
interaction models which incorporate the concepts of inhibitory decay 
and excitatory summation. It transpires that, using the results for 
embedded renewal processes, rather simple expressions can be given 
for the rate, variance-time curve and interresponse p.d.f. for these 
models.
We use the following notation, assuming (in this chapter) that 
all interval distributions are absolutely continuous. When E is a 
renewal process we denote its interevent p.d.f. by <j)( • ) , with 
survivor function $(•) and expectation p and when it is a Poisson 
process we denote its rate by y . When I is a renewal process we 
denote its interevent p.d.f. by i[>( • ) , with survivor function ¥(*) 
and expectation V and when it is a Poisson process we denote
its rate by A .
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k.2 REGENERATIVE MULTIVARIATE POINT PROCESSES 
k.2.1 Introduction
It is useful to be able to classify the selective interaction 
model with other point process models and this may be done, in 
particular, when I-events are regeneration points for the whole process 
that is, when the joint distribution of I, E and R depends on the 
past only from the time of the last I-event. This is so when I is 
a renewal process and E is a Poisson process, while the deletion 
mechanism may be specified in a number of ways as a mark associated 
with each inhibition. Hence it is instructive to consider selective 
interaction models within the framework of recent studies into 
regenerative multivariate point processes.
In the past few years there has been a series of papers of 
eastern European origin developing the theory of embedded marked point 
processes (PMP's) and applying it to problems in reliability and 
queueing theory. A condensed account of this theory can be found in 
Franken and Streller (19Ö0). A PMP consists of a stationary sequence 
of basic points with each of which is associated a cycle or mark, 
taken to be a stochastic (point) process on the interval from that 
point to the next basic point, independent of and identically 
distributed to the cycles of other basic points. This subsumes the 
work of Berman (1978) concerning regenerative multivariate point 
(r.m.p) processes, which are essentially PMP's for which the process 
of basic points is required to be a renewal process and the cycles 
are taken to be a multivariate point process. He demonstrated that 
r.m.p. processes are completely stationary and investigated their 
counting properties, deriving the Laplace transform of the joint p.g.f 
of the number of events in an interval specified by various initial
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conditions and deduced from this expressions for the count moments
and the asymptotic count distribution. He also stated that the
interval properties could in principle be derived from this, but
yielded complicated expressions which provide little insight into
the characteristics of r.m.p. processes and therefore gave no results.
He then applied these results to three models for regenerative
bivariate point (r.b.p.) processes: (i) embedding an inhomogeneous
Poisson process, (ii) embedding an ordinary renewal process, and
(iii) the r.i.P. process. Clearly they can also be applied to the
many variations of the selective interaction model and represent a
considerable simplification of the techniques of Lawrance (l970a,b).
We now give a more formal definition of r.b.p. processes (losing
no generality in restricting ourselves to bivariate rather than
multivariate processes). Consider the bivariate point process
II = (II ,II_ ) with counting measure (M(*),N(*)) defined on B(RxR), o 1
the o-algebra of Borel sets of RxR. Let be the O-algebra
of events generated by (M(A),N(B)) where AxBCB ((-°°,s]x(-0O,s])
We refer to the events of II and IP as type 0 and type 1 events,o 1
respectively. Then IT is an r.b.p. process if (i) II is a
renewal process and (ii) given that a type 0 event occurs at s,
the distribution of {M(s ,s+t],N(s,s+t]} is independent of
for all t > 0, and is a function of t but not of s. Hence we can
specify a particular r.b.p. process by the interval distribution of
IT and the behaviour of TL on an interval which starts with but o 1
does not include a type 0 event, that is, the cycle associated 
with the type 0 event, which we will denote by the subscript 'c'.
We will suppose that the interval distribution of II is absolutely 
continuous with p.d.f. ip('), survivor function T/( • ) such that 
¥(0 ) =1, expectation V and higher order moments V , i=2,3,...
To describe the cycle distribution we consider an interval which
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starts at the origin (without loss of generality) with, hut does not 
include a type 0 event. We require expressions for the number of 
events of the cycle in an interval of length t which may be displaced 
from the origin by a distance v s and therefore denote the p.g.f. of 
N(t) by ({) (o;t) and the joint p.g.f. of N(v) and N(v,v+t] by
6C (? »h jv ,t) . We then write
H(t) = Ec[H(t)] = ±  *c(n;t)|n=1,
H2(t) = EctN(t)2 ] = ( - ^  4>c(nit) + -b <J>c(nit)) |n=1 ,
Hg(v,t) = Ec [N(v)N(t) ] = 4>c(5,n;v,t) l^=n=1 •
We also require the following expressions which are related to the 
interval properties of the cycle:
h(t) = ~-H(t) , dt
hi(t)=_ « h  (o;t) ’
H(v>t) = 3^ 35<,>c(5’0;V’t)|C=l ’
h(v,t) = - ~  H(v,t) ,
H(t|v) = ff(v,t)/h(v) and 
h(t|v) = h(v,t)/h(v) .
It can be seen that h(t)dt is the probability that a type 1 event 
occurs in (t,t+dt], h^(t) is the p.d.f. of the time to the first
type 1 event of the cycle and tf(v,t)dv is the probability that a 
type 1 event occurs in (v,v+dv] and that there are no type 1 events 
on (v+dv,v+dv+t] .
Now n is the superposition of the cycles of all the points of 
II and in the following subsections we cover the counting and interval 
properties of IT giving particular attention to embedded renewal 
processes.
68.
h.2.2 Counting Properties
We now discuss the marginal counting properties of II . We
denote the initial conditions by the subscript 'a', where a is 'o'
when an arbitrary type 0 event occurs at the origin and a is 'e ’
for asynchronous initial conditions, when the origin is located without
respect to the events of IT so that the counting distribution of IT
is in statistical equilibrium. Let <J) (£,ri;t) = Ea a
be the joint p.g.f. of the counts of IT in an interval of length t
with initial con ditons a and let 0 (rp,t) be the p.g.f. of thea
number of type 1 events in an interval of length t with initial 
conditions a which ends with the first type 0 event after the origin.
Using the standard result that the joint p.d.f. of the backward 
and forward recurrence times from an arbitrary time to events of a 
renewal process (with p.d.f. i|;(*))s denoted by v and t , respectively, 
is given by (v+t), we find that
(P (o,p;t) e
1
V 6 (1, p ; v , t ) ¥ ( v+t) dv,o c
rOO
0 (u;t) e <j>c(l,n;v,t)ij;(v+t)dv ,o
6 (o,u;t) = <J> (n;t)'i/(t) and o c
0 (rut) = <f> (n;t)ip(t) .o c
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We r e c a l l  f rom Berman (1978 ,  e q . 2 . 2 . 6 )  t h a t  t h e  L a p l a c e  t r a n s f o r m  
o f  9 ( ^ , q ; t )  i s  g i v e n  hy
cl
<J>*(5,n;s) = <f>*(o,n;s) + ? e * ( n ; s )< f> * (o , r i ; s ) / ( i - 5 e * (m s ) )  . a a a o o
W r i t i n g  <f)(r);t) f o r  (j) ( l , r i ; t ) ,  i t  f o l l o w s  t h a t  t h e  L a p l a c e  t r a n s f o r me
o f  t h e  m a r g i n a l  c o u n t  p . g . f .  o f  II i s  g iv e n  by
V 9 * ( n ; s ) L s
[CO
(j) (1 , r i ; v , t ) I /( v + t ) d v ] 
>° c
+
L [s
r°°
9 (1 , r i ; v , t  )if)( v + t  ) d v ] L [(f) ( n ; t ) ¥ ( t ) ]
q c S C , ( 4 . 2 . 2 . 1 )
i  -  L [(f) ( n ; t ) ^ ( t ) ]  s c
where  L [ * ] d e n o t e s  L a p l a c e  t r a n s f o r m  w i t h  r e s p e c t  t o  t .
We w r i t e  E ( t )  and V( t )  f o r  t h e  mean-and v a r i a n c e - t i m e  c u r v e s  
o f  n w i t h  e q u i l i b r i u m  i n i t i a l  c o n d i t i o n s  and d e n o te  t h e  r a t e  o f  
n by A . Then,  f rom t h e  f i r s t  and second  d e r i v a t i v e s  o f  ( 4 . 2 . 2 . 1 )  
i t  f o l l o w s  t h a t
E ( t ) At
t_
v
00
H(x)l[>(x)dx
J 0
and ( 4 . 2 . 2 . 2 )
VY* ( s ) = H ( x)ifi(x)dx -  -  L [ o 2 s s „ H2 ( v , t ) ¥ ( v + t ) d v ]  p
s ( l - ^ * ( s ) )
L [ h ( t ) V ( t ) ] (  — - i f H( v ) if) ( v + t  ) d v ]) ,
( 4 . 2 . 2 . 3 )
f rom which  we o b t a i n  t h e  a s y m p t o t i c  e x p a n s i o n  f o r  t h e  v a r i a n c e - t i m e
c u r v e
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V(t) «i{ H (x)i|j(x)dx + V 2A 2- 2 A x H(x)i^(x)dx}
0
o v 3
+ -{i( — - - -  )A2 + -fV 2V 3 V H (x ) ¥ (x ) dx) (0
x h (x ) ¥ (x ) dx)
r°° r°° V2A
H^(v,x)H/(v+x)dv dx - 7^ - xH(x)ip(x)dx
0 0
+ l A x h(x)¥(x)dx + A
0
H(x) ¥ (v)dv dx} +o(l). (U.2 .2 .U)
We note that (U.2.2.2) is a special case of (3.5) of Lawrance (1979) 
and that the coefficient of t in (A.2 .2 .A) is given hy Berman (1978, 
Theorem 2.2) and is subsumed by (5.2) of Lawrance (1979).
In particular, when I is a Poisson process with parameter 
A(=l/v) we find that
4>*(n;s) = \<J>**(l,n;A,A+s)/(l-A(J>*(n;A+s)) ,
A = A2 H*(A) and
\ 2 p> 2
V* ( s ) = ~ 2  H*( A) - i^ j-H*(A)(H*(A)-A(A+s)H*(A+s)) 
s s
- -2-X.^ +s)h**(A,A+s) .
As we have seen, the spectral density and covariance density are 
essentially equivalent to the variance-time curve and so all the 
second order counting properties of an r.b.p. process can be derived 
given ip(’), <J> (n;t) and <J> (£,n»v,t) .
b.2.3 Interval Properties
We now use Palm-Khinchin theory to derive the interval properties 
of n . Let X be the r.v. for the length of the interval from an 
arbitrary type 1 event at the origin to the next type 1 event. Now 
the origin (almost surely) falls within an interval of 11^  and we
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d e n o t e  t h e  backward  and f o r w a r d  r e c u r r e n c e  t i m e s  from t h e  o r i g i n  
t o  a  t y p e  0 e v e n t  by V and  T,  r e s p e c t i v e l y ,  w i t h  j o i n t  p . g . f .  
g i v e n  by
g ( v , t ) d v d t =  l i m  P{V=v,T=t  ]N[0 , t )>1)  
t-MD
l i m  P{V =v ,T =t , N[0 ,T )> l}  
T^ °  P{N[ 0 , t ) > l }
) her*
For  s m a l l
l i m  P{n [ 0 ,T)>1IV=v}P{V=v,T=t} 
T-K)
bzil&U) ”  1j
P { N [0 , t ) > 1}
V\AJ2 C U v£
P{N[0 , T ) > 1 1V=v} = h ( v )T  , w h i l e
P{V=v,T=t} = - ^ ( v + t )  dv d t  and 
l i m  P { N [0 , t ) > 1 } / t = A,
T+ 0
so t h a t
g ( v , t )  = ~A T|;(v+t ) h (v )  ,
G ( v , t ) g ( v , u ) d u  = V ( v + t ) h ( v )  ,
f°° p
g ( t )  = I g( v  , t ) dv =  ~ A i|j( v + t  )h( v )  dv and  ( U .2 . 3 . 1 )
yo
G ( t ) t g ( u ) a u = i
*00
¥ ( v + t ) h (v ) dv . 
J o
Now ( U .2 . 3 . 1 )  g i v e s  t h e  p . d . f .  o f  t h e  t i m e  from an ’a r b i t r a r y '  t y p e  
1 e v e n t  t o  t h e  n e x t  t y p e  0 e v e n t ;  f o r  t h e  r . i . P .  t h i s  i s  t h e  same 
a s  ( 2 . 5 )  o f  Lawrance ( 1 9 7 1 a ) ,  t h e  p . d . f .  o f  t h e  t i m e  from an
i j L
' a v e r a g e '  e v e n t  o f  R, u n d e r s t o o d  t o  be t h e  n r e s p o n s e  a s  n 
a p p r o a c h e s  i n f i n i t y  i n  t h e  C e s a ro  s e n s e ,  t o  t h e  n e x t  i n h i b i t i o n .
Hence f o r  t h e  r . i . P .  p r o c e s s ,  and i n  f a c t  f o r  o t h e r  r . b . p .  p r o c e s s e s  
f o r  wh ich  t h e  e v e n t s  o f  t h e  c y c l e  can be  d e f i n e d  s e q u e n t i a l l y ,
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'arbitrary' and 'average' event initial conditions are equivalent.
(This is so for embedded renewal processes but not for embedded 
inhomogeneous Poisson processes.) The use of arbitrary event 
initial conditions, however, ensures the stationarity of the interval 
sequence of II and enables us to use results from the general theory 
of point processes for the interval spectrum and serial correlations 
without the problems encountered by Lawrance (l971a,b).
To obtain f^(*), the p.d.f. of the interval between type I 
events, we note that there are two mutually exclusive ways in which
the first type 1 event after the origin can occur : either there is 
an intervening type 0 event or there is not. In the former case we 
denote the time to the first type 0 event after the origin by T and 
the p.d.f. of I = X-T by f (•) . Then
fX rco
dt dv g(v,t)H(tIv)f (x-t) + dv G(v,x)h(x|v) .
Now
g( v,t)H(t Iv) = ^  ip(v+t)H(v,t) ,
G(v,x)h(xIv) = ^T(v+x)h(v,x) and
fT(t) = ,!L[<j> (o,t)iKt)]J**h (tWt) ,j=0 rc
where * denotes convolution, so that
f*(s)
e S^h (t)T(t)dt o 1
1 - e <j) (0,t)i[i(t)dt
Then the Laplace transform of f (•) is given by
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fI(s) f*(s)
■00
;o
-Ste
.00
^  ip (v+t) H (v , t ) dv dt 
'0
+
'0
fCQ
y(v+t)h(y,t)dv dt (U.2.3.2)
= 1 S S r ,A + vÄ{Ls
/•CO
9 (l,0;v,t )vF(v+t )dv] 
;o
+ A [ 0 (j)^ (1,0 ;v,t )i|i(v+t)dv]i_s[4>c(0;t )¥( t ) ] > • (U.2.3.3)
1 ~ ^s^c(0;t)^(t) ^
Equation (U.2.3.3) may alternatively be derived using the formula
f*(s) = 1 - sA 1(l-s <j>*(0,s)) , 
as at (1.6). Clearly
, X -1E(X) = A and
Var X = A-1 (2(f)*(0,0) -A-1);
the serial correlations and interval spectrum follow from (1.7,8)
The joint p.d.f. of pairs of contiguous and non-contiguous intervals 
can also be derived by generalizing the arguments of Lawrance (1971a,b), 
although for practical purposes this is superfluous.
In particular, when the type 0 process is Poisson with rate A
f|(s) =  1  - A2H*(A)
sA 9 * * ( 1 , 0 ; A, A+s) 
e_______________
1 -  Ac})* (0 ;  A+s)c J
and
Var X 1
a2h*U)
c
1 - A<J>*(0;A)c
1
A2H*(A) n
b.2.b Embedded Renewal Processes
lb.
Many regenerative selective interaction processes can be regarded
as embedded renewal processes, that is, r.b.p. processes for which the
cycle is a renewal process. It is useful to distinguish whether the
cycle is an ordinary or a delayed renewal process and so we refer to
embedded ordinary renewal (e.o.r.) processes and embedded delayed
renewal (e.d.r.) processes accordingly. We denote the delay p.d.f.
by f (•) (=h„(•)) with survivor function F (•) and the p.d.f. q 1 q
of the following intervals of the cycle by f (*) with survivor 
function F (•) • Berman (1978) gives some results for e.o.r. 
processes; further related work is that of ten Hoopen and Reuver (196Tb, 
1968) and others concerning the selective interaction of dependent 
processes where each E-event triggers a renewal sequence of I-events 
or veAACL. This is considered in some detail by Sampath and
Srinivasan (1977).
As we have seen, the important quantities are 9c(ri;t) and 
4>c (£,n;v,t) and in this case they have forms which are attractive 
rather than tractible. It is well-known (Cox (l962,ch.3)) that for an 
ordinary renewal process
9*(n;s) = F*(s)/(l-pf*(s)); also
<f>**( £,n;p,s) F*(s)(i-nf*(p))-F*(p)(i-nf*(s))r r r r
(s-P )(i-£f*(p)(i-nf*(s)) r r
h * (s ) = f * ( s )/(1-f* ( s )) and
h(v,t) = h(v)f^(t) ,
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which leads to a simplification for {k.2.3.2) 
For the e.d.r. process
<J>*(n;s) = 1 - nf*(s) - (i-n)f*(s) , c _____ r____________ q
s(i-nf*(s))r
<fi**(C,ri;p,s) = {(l-£f*(p)) [ (1-n)(F*(s)- F*(p)) c r q q
+ n(— --)(i - f*(s) )(i-f*(p)) ]s p r q
+ 5f*(p)[F*(s)(i-nf*(p))-F*(p)(i-nfJ(s))]}
(p-s)(i-£f*(p)(i-nf*(s))
and h*(s) = f*(s)/(1-f*(s)) .q r
However, considerable simplification is possible for the e.d.r. 
process when f (t) = ye ^  , which we refer to as the embedded delayed 
Poisson (e.d.P.) process. Then
<J>*(n;s) = F*(s) + r)f*(s)/(s+y(l-n)) and c q q
,**rr „ \ F*(s)-F*(p) . n f*(s)-f*(p);p,s) = g g + __________g_____ Q
p-s s+y(l-ri) p-s
4f*(p)
+ (s+y(i-n))(p+y(i-£))
so that
h(t) = f (t) + y(l-F (t)) ,q q
rt
H2(t) = 2y H(x)dx + H(t) ,
H2(v,t) = ptH(v) ,
which gives
A = -[yv -
'o
(yF (t) - f (t))¥(t)dt]
q. q
ly + —
V
(h(t) - y ) ¥ (t ) d t ,
'o
— / \ A 2A(y-A) 2V*( s ) - — 2~ + ---ö--- + -------
s s Vs (1—4^* ( s))
( e S^(h(t )-y) i' (t )dt) x
(VA 
v s
rOO rCO-St e
'o
H (v ) ^  (v+t) dv dt)
and
f*(s)X
f - ( s +y)t h(v)i|j(v+t )dvdt) ( e st(h(t)-y)¥(t)dt)
s+y vA(s+y)
- f1 I e S^F (t)ip(t)dt
L q.
The particular significance of these expressions is that they depend 
on the cycle only through h ( •) and y , and therefore do not require 
4>**U,n;v,t).
Simplification is also possible when IIo is a Poisson process 
with rate X . Then for the e.o.r. process IIi is a renewal
process with interval p.d.f. given by
(s+A)f*(s+A)
f*(s) = -------1------ (U.2.U.1)
s+Af*(s+A)
and for the e.d.r. process
sf*(s+A) + Af*(s+A)
f*(s) = — -----------3------ • (U.2.4.2)
A s+Af*(s+A)
q.
Equation (U.2.4.1) is familiar from counter theory (see Hochman and 
Fienberg (1971)).
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k.3 THE BASIC DELETION MECHANISM
U.3.1 The Renewal Inhibited Poisson Process
Fundamental to the literature on selective interaction models
is what we have called the basic deletion mechanism, where an I-event
cancels the next E-event provided that there is no intervening
I-event. In this chapter we recall the results for the renewal
inhibited Poisson process, the Poisson inhibited renewal process and
the renewal inhibited renewal process. We note that some more general
results are available when I is a general point process and E is
a renewal process (Lawrance (1970a,1979) or a general point process
(Hilico (1973), Lawrance (1979)).
The analysis of the r.i.P. process is due to ten Hoopen and
Reuver (1965) and Lawrance (1970b,1971b); Berman (1978) gives an
elegant derivation of some of these results, regarding it as an r.b.p.
process for which I is the type 0 process and E is the type 1 process
It is clearly, in fact, an e.d.P. process with f (t) = y2t e ^  ,
Q.
where y is the rate of the Poisson excitatory process. Then
4>c(rnt) = (l-i)e~Pt + I e-pt(l_rl) ,
so that
H (t) = e ^  + yt - 1 and 
h(t) = y(l-e~yt) .
Using the results of k.2.h we find that
A = i(V-T*(p) ) and
V*(s) = A  + 2A(v-h) + 2y2'f*(s+y) 
s s3 vs3(s-y)
2y3y*(y)y*(s+y)
vs3 (s-y )VF*( s)
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■which is a considerable simplification of (3.1) of Lawrance (1970b). 
The linear asymptotic form of V(t) is then
- Wv2 , ,
V(t) = V v A  + ----- Y*(p)2 + 2AV*’(y))t+ i [ 2A(äf*"(u) + — T*(y ))v 2 V y
yv2
,,2
+ y2V»(li) V2 V 3
% - T )] + °(1)’
and the interevent p.d.f. is given by
f*(s) = _!_ + h 3T* ( s+y) (¥* ( s+y) -7* (y))
°+y vA( s+y) (l-i^ *( s+y)+mp*T (s+y))
It follows from substituting (A.3.1.1) into (1.5) that the spectral 
density g+ ( •) is given by
(w ) = + 2y 3 [T*(y)[A(o),y)A(a3,o) + B(u,y)B((o,o) 3 + B(a),y) ^
71 v(y2+oo2 ) A(o3,o )2 + B ( go , o )2 W
where
A(co,y)
B(w,y)
r °o
( l - e  ^eosGot )i[i (t )dt and
t
-00
e ^  sinwtl^(t)dt .
y.3.2 The Poisson Inhibited Renewal Process
Results for the P.i.r. process were given by ten Hoopen and 
Reuver (1965). Here the responses (rather than the inhibitions) are 
regeneration points for the bivariate process (R,l) so that R is 
a renewal process. We denote the interevent p.d.f. of E by 9(*) 
with expectation p and variance a 2 , and the Poisson rate of I 
by X . The interevent p.d.f. of R is given by
f*(s) = <J>*( s+A)/(l+<|>*( s+A)-<|>*( s)) ( b .3.2.1)
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w i t h  e x p e c t a t i o n  p /(})*( A) and v a r i a n c e
a 2 /<j>*( A) + p((l+<t>*(A))p+2<j>*'(A))/<t>*(A)2 .
Now p o i n t s  a r e  d e l e t e d  i n  b l o c k s  be tw een  r e s p o n s e s  and i t  
f o l l o w s  from RS.de ( 1972b)  t h a t
00 n
G(z)  = £_z P r  { number o f  p o i n t s  i n  a  b lock=n}n=0 ^
=  9 * ( A ) / ( l - z (  l-(f)*( A))) ,
t h a t  i s ,  t h e  b l o c k  s i z e  i s  g e o m e t r i c a l l y  d i s t r i b u t e d  w i t h  p a r a m e t e r  
1— ( A) . How t h e n  can  t h e  P . i . r .  p r o c e s s  be d i s t i n g u i s h e d  
from a r e n e w a l  p r o c e s s  t h i n n e d  i n  t h e  way d e s c r i b e d  by Renyi  (1956)
( s e e  2 . 3 )  w i t h  q=(J)*(A)? I n  t h a t  c a s e  t h e  i n t e r e v e n t  p . d . f .  i s
f * ( s )  = 9* ( s ) (f>* ( A) /  (1+9* ( s ) (j)* ( A) -(j)* ( s ) ) .  ( 14. 3 . 2 . 2 )o
I n  t h e  p r e s e n t  c a s e  a  p o i n t  o f  E i s  more l i k e l y  t o  be d e l e t e d  i f
i t  l i e s  a t  t h e  end o f  a  l o n g  r e n e w a l  i n t e r v a l  r a t h e r  t h a n  a  s h o r t  one .
We may t h e r e f o r e  d e n o te  by q ( t )  t h e  p r o b a b i l i t y  t h a t  an e v e n t  i s
r e t a i n e d  g i v e n  t h a t  i t  l i e s  a t  t h e  end o f  an i n t e r v a l  o f  l e n g t h  T = t ;
t h i s  i s  i n d e p e n d e n t  o f  and i d e n t i c a l  t o  what  happens  t o  o t h e r  p o i n t s ,
l e a d i n g  t o  t h e  g e o m e t r i c  d i s t r i b u t i o n  f o r  b l o c k  s i z e .  Fo r  t h e  P . i . r .
p r o c e s s  q ( t )  = e ^ ; t h e  p . d . f .  o f  T i s  (})(*), so t h a t  Q ,
t h e  u n c o n d i t i o n a l  p r o b a b i l i t y  t h a t  a p o i n t  i s  r e t a i n e d ,  i s  9 * (A) .
Fo r  R e n y i ’ s i n d e p e n d e n t  t h i n n i n g  Q = q ( t )  = q ,  a  c o n s t a n t .
I f  ü 2 i s  s m a l l  <}>*(s+A) w i l l  be  n e a r  t o  (f>*( s )(J)*( A) , which
i m p l i e s  t h a t  t h e  d i f f e r e n c e  b e tw een  f * ( s )  i n  ( U . 3 . 2 . 1 )  and
f * ( s )  i n  ( U . 3 . 2 . 2 )  w i l l  a l s o  be  s m a l l  and i t  w i l l  be  d i f f i c u l t  o
t o  d i s t i n g u i s h  be tw een  t h i n n i n g  by a  P o i s s o n  i n h i b i t o r y  p r o c e s s  and 
R e n y i ’ s i n d e p e n d e n t  t h i n n i n g .  In  p a r t i c u l a r ,  t h e  d a t a  r e p o r t e d  by
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Bishop, Levick and Williams { 196k ) and Rose (ht olIÄa . (1967) appear 
to have arisen from the thinning of an underdispersed renewal process, 
although it is not known whether the observed processes are renewal 
processes. If they were, it would not he possible to attribute 
a cause for this on purely probabilistic grounds.
This formulation suggests further possibilities. For example, we 
may require at least n inhibitions to accumulate between E-events 
in order to effect a deletion, so that
q(t)
Q
-At (At)ke kSo TT“
nf  (-A)k F  
k=° k! d A k
, and
<t>*u) •
Alternatively we may let q(t) be a decreasing function, e.g. 
q(t) = l-e_^t , indicating that a point is more likely to be deleted 
if it lies at the end of a short interval rather than a long one. 
Clearly such deletion is not tied to an inhibitory process. In general 
the p.d.f. of the interval between retained points has Laplace 
transform _
f*(s)
e St q(t) 9 (t)dt
r00
1 - <|>*(s) + e S_tq(t )(j)(t)dt
.0
A further example will be discussed in U.U.l.
U.3.3 The Renewal Inhibited Renewal Process
The r.i.r. process is not an r.m.p. process and its analysis 
is in fact particularly complex. Ten Hoopen and Reuver (1967a) 
give a recurrence relation for its interevent p.d.f., which is 
somewhat unwieldly, while Sampath and Srinivasan (l977,p52) refer
8l.
to an expression given in the unpublished thesis of Pooi (197*0» 
although it is not clear what form his result takes. Srinivasan 
and Rajamannar (1970) give first and second order product densities, 
which are again unwieldly expressions.
Lawrance (l970a,1979) derives the rate of the stationary counting 
distribution of R,
A y 1V
[CO
P{N (x) > 0} ip (x)dxili —
0
[CO
E[N (x) ]\[»(x)dx o
0
where N (•) is the stationary counting measure of E and N (x)E o
gives the number of excitations in an interval of length x which 
starts with, but does not include an inhibition. We note that this 
depends on the distribution of E only through the zero probabilities. 
In Lawrance (1979) the variance-time curve is also given and 
interpreted.
We now discuss the interval stationary initial conditions for
the r.i.r. process, which are important not only as a starting point
for calculating the interresponse p.d.f. but also for simulation
studies. We suppose that events of (l,E) occur in the following
configuration: an 'arbitrary response' occurs at the origin, that
is, we condition on the event lim{w[0,l) >1} . The backward and
t-K)
forward recurrence times to events of I from the origin are V and 
T , respectively, and g(•) is the p.d.f. of T; the backward and 
forward recurrence times to events of E from the I-event located 
at -v are (X-v) and (v-Y), respectively and j E-events occur 
in (—v ,T] for some j=l,2,.... Then -x < -v < -y < 0 < t .
Now Lawrance (1971a) derived 'average event' initial conditions for 
the r.i.P. process and on the basis of this conjectured (equation 
(2.7)) that for the r.i.r. process
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g(t) = -~j[ (l-p <J> (v))ip(v+t)dv .
Jo
We now derive the correct expression, which is in fact slightly
#00
different.
For small T
P{M(t ,t ) = 0, N[0 ,t) > 1} =
•00 #00 #-y
dv dx dy(“ $ (x-y))( (y )t ) (^ ■'F (v+t))
0 v 0
roo #v
T 00 T
= —  dv dy <P (v-y)(.E (p*J (y)) ¥ (v+t) .
V P J J J
0 0
Clearly
fV °o i$(v-y) j|1(l)*'J(y)ciy =  1 - $(v)
J o
and
A  =  lim t_1P{N[0,t ) > 1} , 
T+0
so that
g(t) =  - ~ [  l i m  P{M( t ,t ] =  0 | N[ 0 ,T) > 1 }  ] dt - -T+0
f°°
=  (1 - $ (v )) ip (v+t) dv .
Jo
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h.b VARIATIONS ON THE MODEL 
i+.U.l Inhibitory Decay
The basic deletion mechanism incorporates two important features 
of the behaviour of neurons into the selective interaction model, 
the presence of excitatory and inhibitory stimuli; we now turn our 
attention to further developments of the model which are designed 
to account for the decay of membrane potential and spatial and 
temporal summation. It was observed by Coleman and Gastwirth (1969) 
that according to the basic deletion mechanism an I-event may delete 
an E-event which occurs a disproportionately long time after it, 
by which time the change in membrane potential caused by the 
I-event should have in reality decayed away. To imitate the real 
behaviour they supposed that associated with each I-event was a 
random span of effectiveness, referred to as its deadtime, which was 
independent of I and E and which could be truncated prematurely 
(i) by the next E-event (models 1 and 2), (ii) by the next I-event 
(model 3b) or (iii) by neither an E-event nor an I-event (i.e., 
it could not be prematurely truncated (model 3a)), and that all 
E-events arriving during this deadtime were deleted. This is a simple, 
if somewhat artificial way of incorporating a continuous process into 
a discrete model.
We make two remarks on the structure of this modification to the 
model which will assist in classification. Firstly, there is now an 
interaction within the inhibitory process (referred to as the 
I-interaction) since the deadtimes of consecutive I-events may overlap, 
and this can be described in the terminology of counter theory. This 
perspective was adopted by Coleman and Gastwirth (1969) and Sampath 
and Srinivasan (1977,Ch.7). Consider a device which counts events
8U.
of an input point process in such a way that following each registered 
event there is a deadtime during which no event can register. If an 
unregistered event does not effect the deadtime the device is 
referred to as a Type I counter; if an unregistered event gives rise 
to its own deadtime but does not effect the deadtime of previous 
events (as in models 2 and 3a of Coleman and Gastwirth), it is referred 
to as a Type II counter; and if an unregistered event gives rise to 
its own deadtime and terminates the deadtime of the previous event 
(as in model 3b of Coleman and Gastwirth), it is referred to as a 
modified Type II counter. If the input process is a renewal process, 
so also is the process of registered events.
Now in the context of the I-interaction we regard I as the input 
process and denote the process of ’unregistered’ I-events by I .
If the I-interaction is that of a Type I counter we see that an 
inhibition may delete not only excitations but also inhibitions 
within its deadtime; however, the thrust of this model is that 
inhibititions work (together) to reduce the membrane potential or 
to provide a block for incoming excitations, which is the opposite 
effect. In the case of a Type II counter we may have the situation 
where an I-event starts a deadtime (D^, say) in which the deadtime 
of a second I-event (D ) is embedded; an E-event which arrives 
during D but after the end of is therefore deleted by the
former I-event, a somewhat implausible interpretation. To model the 
I-interaction by a modified Type II counter appears to be more 
desirable physiologically, as it avoids the above drawbacks, and 
simpler mathematically, since then each I-event is a regeneration 
point for R and not just events of I . These mechanisms can 
also be interpreted to include the property of refractoriness, 
although that is not their specific purpose here.
Secondly, we note that an inhibitory deadtime may or may not be
terminated prematurely by an excitation and this must be specified
in the model. It may be supposed that the deadtime is terminated
by the arrival of the first excitation, if any, to arrive during
the deadtime (as in model 2 of Coleman and Gastwirth). This has
the interpretation that a location in a state of negative potential
is neutralized by a positive input unless this potential has already
decayed in neutrality. When the deadtime is almost surely infinite
this reduces to the basic deletion mechanism. This can be
generalized, as in Räde (1972a), who did not have the concept of
deadtime, by supposing that an I-event deletes the first k E-events
00to arrive during its deadtime with probability p , k=l,2,.., I p =1;
K — -L K.
this has the interpretation that an I-event carries a charge of 
magnitude equal to k E-events and suggests that k may be 
jointly distributed with the deadtime, although we will not pursue 
that possibility here. We note that this mechanism has no meaning 
when the I-interaction is that of a Type II counter. Alternatively 
we may suppose that the length of the deadtime is not affected by 
the arrival of excitations, but that all excitations arriving within 
the deadtime are deleted (as in models 3a,b of Coleman and Gastwirth).
According to these categories there are now eight models we can 
propose which incorporate the concept of inhibitory deadtime. In 
Table U.U.1.1 we give the subscripts by which they will be referred; 
the columns indicate the I-interaction and the rows indicate how the 
deadtime is terminated.
TABLE k.k.1.1
I-Int Type :
Dead.term.
First E-event 11
k^ *1 E-event 21
Indpt. of E 31
Type II mod. Type II
12 13
23
32 33
86.
When E and I are Poisson processes with parameters y and A , 
respectively, and the deadtime has p.d.f. u (•) with survivor 
function T('), the interresponse p.d.f.'s are given by the following 
expressions:
f* (s) = y/(s+A+y - Af*.(s )) ,ll l
f* (s) = y(s+Af*.(s+A))/(s(s+A+y) + Ayf*.(s+A)) , i=l,2,3,i3 i i
where
f*.(s) = (y+sU*(s+y))/(s+y) ,
k-1
Ji V ^ )k+jio > J-4£ A +8)J) e'(S+tj)V u ( t)dt] .
f*.(s) = u*(s) ;
f*2 (s) = (l+s[y(y+s)
r t
exp(-(s+y)t-A
o
T(x)dx)dt] ^ and
o
f * 2 (s ) = U + [ y
rt
exp(-st - A
o
T( x ) dx) dt ] ±} 1 .
o
Now f* s ) 5 f*2  ^s ) and f 3 2 ^s  ^ are given (4.3),
(4.7) and (5-2) of Coleman and Gastwirth and f*^(s) and f*^(s) 
are subsumed by (4.4) and (5*3) of Hochman and Fienberg (1971).
We now consider in more detail the case where the I-interaction 
is that of a modified type II counter; as we have seen, this is 
more relevant than others in the context of neural modelling. To 
ensure that (I,R) is an r.m.p. process we suppose that E is a 
Poisson process with parameter y and that I is a renewal process 
as in 4.2; (l,R) is in fact an embedded delayed Poisson process. 
(For the other mechanisms of Table 4.4.1 (I ,R) is an e.d.P. process.)
We write
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U Q (t) = T(t)Y(t)
ft
u1(t) = T(t) T(x)dx and
o
U(x,y) = T(y)y (x+y);
U ( ’) is the survivor function of the minimum of the inhibitory
deadtime and the interval between inhibitions.
We first consider the case (13), where the deadtime is terminated
by the first E-event. Then
f* (s) = yf* . ( s)/( s+y) andq_,13 1
*c.i3(nst) = e
-yt(l-p) + y(i-n)
rt
o
e-px-y(t-x)(l-n) T(x)to
so that
rt
h (t) = yt - y e T(x)dx and
0
h 13(t) = y(l - e*Ut T ( t ) ) .
Hence
A13 = ^-(v - e T( t (t )dt) 
J0
_ y (v - U*(y)) ,
, A 2A(y-A) 2y2U*(s+y) 2y2U*(s+y)
V* (s) = + —  V ■ - -----r---- + — 5------- (s U** (s, y) -U* (y) )13 2 3 , 3  3m*/ \ OS S Vs S x * ( S )
and
f* (s) = — ^  -
y2sU*(s+y)[¥*(s+y)-U*(s+y)+(s+y)U**(s+y,y)]
13 s+y (s+y)(1+^*(s+y)-yU*(s+y)+y(s+y)U*(s+y))o 1
For the case (23), where with probability p , k=l,2,..,k
K.
E-events are required to terminate the deadtime prematurely,
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f* 0,(s) = yf* (s)/(s+y)1,23 2
and
ft
<J> (rut)c ,23 P1(n,x)e ^  u(x)dx + T(t)P1(n,t),
where
rv . .oo oo I
■ k£i V i S o  p(i>t) + i-lfin p(i’t)]
and
P(i,t) = e"yt
Expressions for the rate, variance-time curve and interevent p.d.f. 
follow from this in accordance with 4.2.4., but are rather cumbersome.
For the case (33), where the deadtime cannot be terminated by an 
E-event
f* (s) = yf*.(s)/(s+y) and1,33 3
♦c.33(n*t)
-yt(i-n) rt+ y(i-n) e-p(t-x)(i-n) T(x)dx
0
so that
rt
H 33(t) y(t - T(x)dx) ,
o
h^3(t) = y(l - T(t)) ,
A33 “ v<V - T (t) ¥ (t) dt)o
“■( V - U*(o )) , V o
. ,, 2p2U*(s) 2u zU*(s )v* (s) = JL + gfl(p-A) o' + _  o__
33y ’ 2 3 3s s s
, - (sU*(s,o)-U*(o))
sV(s)
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and
,, p 2sU*( s) ['!'* (s+VJ) - U*(o) + (s+p)U**(s+u,o)] 
f* (s ) = -Ü________ 2________________ 2________________________-L o o  ' b 1 q + n
(s+y)(l -4^*(s+y) - yU*( s)+y( s+y)U**( s+y,s))o
We finally generalize the discussion of b.3-2 to deletion mechanism 
(13) when I is a Poisson process with rate X and E is a renewal 
process with interval p.d.f. 9(') and survivor function $(*) . A
point of E will he retained either if there is no I-event in the 
E-interval preceding the point or if there is at least one I-event 
in this interval and the deadtime of the last of these concludes 
before the point. Thus
q(t) X -A(t-x) e u(y-x)dydx
and
1 - A
rt
0
e T(x)dx ,
fOO
e Stq(t)<J>(t)dt = <|>*(s) - fi**(s,s+A) ,
where ^**(s,s+A) e st e (s+A)x <p(x )(j)(t+x)dtdx .
0 0
Hence R is a renewal process and the Laplace transform of its 
interval p.d.f. is
f*(s) = (f>*(s) - ^**(s,s+A) .
1 - ft**(s,s+A)
k.k.2 Excitatory Summation
We finally consider more briefly the developments of the selective
interaction model which incorporate the concept of spatial and
temporal summation; these are often referred to as threshold models.
"t hTen Hoopen and Reuver (19670) proposed a model in which the n
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of an accumulation of E-events produces an R-event provided that 
(i) no I-event occurs during the period of summation and (ii) 
none of the previous (n-l) E-events produces an R-event. Two 
modifications to this have also been suggested as means of 
incorporating excitatory decay. Hochman and Fienberg (1971), using 
the results of Leslie (1969), made the additional assumption that 
(iii) no two E-events may be separated by a time lapse greater than a 
constant y , while ten Hoopen (1966a) proposed that each E-event 
had an associated random lifetime during which it could contribute 
to the accumulation of summation. This leads to complicated 
expressions and we will not pursue it further.
We note that these models are qualitatively different from those 
mentioned previously, since now the effect of inhibition is to 
neutralize the accumulation of past excitations rather than to block 
the arrival of future excitations. We may, however, propose models 
in which an inhibition may have both a 'past effect' as above and a 
'future effect' as in Table k.k.1.1. (Srinivasan, Rajamannar and 
Rangan (1971) also considered the case where an inhibition may have 
either a 'past effect' or the 'future effect' (13), but not both; 
however, in this case I-events are not regeneration points for R.)
A third way in which the deletion mechanism can be described for 
threshold models may then be thought of as 'present inhibition'; 
the membrane potential increases towards the threshold level in unit 
steps when excitations arrive and decreases towards the rest level 
in unit steps when inhibitions arrive. When it attains the threshold 
level the neuron discharges and the potential is reset at the rest 
level. This model has been studied by Goel, Richter-Dyn and Clay (1972) 
and Hochman (1980) and again leads to complicated expressions which
we will not consider further.
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We now consider the situation when E is a Poisson process and 
I is a renewal process, so that (l,R) is an r.b.p. process. 
Firstly, we observe that the response processes for the 'past 
inhibition' models are in fact e.o.r. processes such that
(Ui_)
y+s
in the case of ten Hoopen and Reuver's formulation and
f* (s,n) = 6n cn 1/[1-5(l-eXl-(6e)n 1)(l-6e) -1] , r , c
(U.U.2.1)
(U.U.2.2)
where 6 = y/(y+s) and £ = 1 -(y+s)y
in the case of Hochman and Fienberg's modification. (We continue 
to associate the subscripts 'b ' and 'c' with these cases.)
We next note that when an inhibition is considered to combine 
the 'past effects' b and c with the 'future effects' of Table 
U.U.1.1, then the response process is an e.d.r. process for which
f#
f*r,ijk
(s)
(s)
f*.(s) f* . (s,n-l) and 
ij r,k
fPk(S,n)
(i+ .U .2.3)
for i , j = 1,2,3, ij j- 22, k = b,c.
In particular, when I is a Poisson process with rate X , R 
is a renewal process for which the interval density can be obtained 
by substituting (^.U.2.1-3) into (U.2.U.2). Hochman and Fienberg 
(l97l) study the cases ijk = 31k (model 2) and ijk = 33k (model 3), 
k=b,c; Pooi and Lee (1975) study the case ijk = 23b for
f 1 k = N 6 Z +
Pk = l o otherwise .
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CHAPTER 5
THE SQUARE WAVE MODULATED POISSON PROCESS 
5 .1  INTRODUCTION
In  t h i s  c h a p t e r  we d i s c u s s  some a s p e c t s  o f  t h e  s e c o n d - o r d e r  
s t r u c t u r e  and i n f e r e n c e  f o r  t h e  p o i n t  p r o c e s s ,  w h ic h ,  i n  t h e  
t e r m in o lo g y  o f  Cox ( 1 9 7 2 ) ,  we m ig h t  c a l l  t h e  s q u a re  wave m o d u la te d  
P o i s s o n  p r o c e s s ,  t h a t  i s ,  t h e  inhom ogeneous P o i s s o n  p r o c e s s  f o r  w hich 
t h e  r a t e  i s  a l t e r n a t e l y  a  g iv e n  c o n s t a n t  and  z e ro  f o r  f i x e d  t im e  
p e r i o d s .  We d e n o te  t h i s  p r o c e s s  by IT and i t s  r a t e  by A ( t ) ,  so 
t h a t
X( t )  = (0 t  E (<|)+jb, 4>+jb+a]
L  t  6  U + j b + a ,  4>+(j+ l)b] j  = . . , - 1 , 0 , 1 , . . ,
w here  a , b  and <J> a r e  c o n s t a n t s  such  t h a t  0<a<b and 0<4><b .
T h is  i s  p e r i o d i c ,  w i t h  each  p e r i o d  ( o f  l e n g t h  b )  t a k e n  t o  s t a r t  
a t  t h e  b e g in n in g  o f  t h e  " o f f - t i m e "  ( o f  l e n g t h  a ) ;  (f> i s  a  p h ase
p a r a m e te r  and v  = (j)-b i s  t h e  backw ard  r e c u r r e n c e  t im e  t o  t h e  s t a r t  
o f  t h e  p e r i o d  w hich  i n c l u d e s  t h e  o r i g i n .  We r e q u i r e  t h a t  v i s  
u n i f o r m ly  d i s t r i b u t e d  on ( 0 , b ]  t o  e n s u re  t h e  s t a t i o n a r i t y  o f  t h e  
c o u n t i n g  p r o c e s s .
We n o te  t h e  s i m p l i c i t y  i n  t h e  s t r u c t u r e  o f  II w hich  e n a b le s  
us t o  r e g a r d  i t  a s  a  s p e c i a l  c a s e  o f  o t h e r  p o i n t  p r o c e s s  m o de ls .
T h is  i m p l i e s  t h a t  many o f  t h e  r e s u l t s  have  been  d e r i v e d  i n  p r i n c i p l e  
and  may be o b t a i n e d  by m aking t h e  a p p r o p r i a t e  s p e c i a l i z a t i o n s  and 
v a r i a t i o n s ,  a l t h o u g h  i t  i s  e a s i e r  t o  t a k e  a d i r e c t  a p p ro a c h  i n  o r d e r  
t o  d e r i v e  t h e  se co n d  o r d e r  c o u n t in g  and i n t e r v a l  p r o p e r t i e s ,  a s  we 
w i l l  see  i n  5*2.
As we have  i n d i c a t e d ,  II i s  a  P o i s s o n  p r o c e s s  whose r a t e  has  
been  m o d u la te d  by a s q u a re  w ave, and h en ce  a d o ub ly  s t o c h a s t i c  P o is s o n
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process of the type used by Cox (1955) to describe yarn breakages in 
a textile factory and by Gaver (1963) in his random hazard model in 
reliability theory, where the Poisson rate is given by a series of 
(random) constants on consecutive random intervals. In our case the 
constants are alternatively 0 and A and the lengths of the 
intervals are deterministic.
We may consider II as a homogeneous Poisson process with 
rate A from which events have been deleted if they fall in certain 
(regular) intervals, that is, the response process of a Coleman- 
Gastwirth type selective-interaction of a Poisson excitatory process 
and a deterministic inhibitory process for which the dead time of each 
inhibition is a constant (see Coleman and Gastwirth (1969) and 
Chapter 4).
We may also regard II as a Neyman-Scott cluster process for 
which the process of cluster centres is deterministic and the 
cluster associated with each point consists of a Poisson number of 
points independently and uniformly distributed on an interval of 
fixed length starting at that point (see Neyman and Scott (1958), 
Vere-Jones (1970)).
An important aspect of II is its periodicity, which enables 
us to wrap it onto a circle with perimeter equal to the period 
so that there is an arc which necessarily has no points on it.
We will discuss this further in 5-3-5.
II has also been studied in its own right by Dietz (1968) 
in a discussion of multimodal interval distributions. He derived the 
p.d.f. of the time to the n°h point after the origin conditional 
on the backward recurrence time to the start of the period 
containing the origin.
In view of these comments we can regard much of the work in 
the following sections as an exercise in streamlining familiar
results and techniques for a particular case. In 5*2 we give
9b.
the theoretical second order counting and interval properties of II . 
We then discuss the estimation of a and b , although this is 
somewhat artificial since they are normally not only known, but 
controlled (see, for example, Levick (1973) and Lillywhite (1977), who 
used the SWMP process produced by a flashing light source as the 
stimulus incident on the photosensitive region of the eye in 
experiments into vertebrate and invertebrate neurophysiology).
It has, however, been suggested that the flashing light emitted by 
a firefly is a natural example of the SWMP process for which 
parameters would need to be estimated. ‘ A less trivial consideration 
is to find out how long it is necessary to observe II in order to 
be sure of detecting a gap of given length or whether the presence 
of a small gap makes a real difference. This is related to estimating 
a when b is known and hence to the classical results of the 
distribution of the largest interval on a circle on which points have 
been uniformly distributed and the distribution of the maximum 
periodogram ordinate in time series analysis for an harmonic 
component. In 5*3-5 we discuss generalizations of these results to 
non-null distributions, for which we give tables in Appendices I,
II and III.
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5-2 SECOND ORDER PROPERTIES
Let <j)(z,t) be the p.g.f. of N(t), the number of events of
II in (0,t] for asynchronous initial conditions, and let
p (t) = P{N(t)=k}, k=0,l,.. . We recall that t may be written
uniquely as t=mb+T , where m is an integer and 0 < T < b , and
that v, the backward recurrence time to the start of the period
containing the origin, is uniformly distributed on (0,b]. By
considering all possible configurations of v and T in relation
to a and b we can obtain p. (t ) for 0 < T < b . This hask
Poisson distribution with parameter Ay(v,i) , where p (v ,t ) is 
the length of (0,T]H (v+a,v+b], that is, the on-time during (0,t ] 
We find for 0<a<-j| that
y(v,x)
<
0 o A < 1 A a-T for 0<T<a,
+ T - a a-T < v < a
T a < v HiPV 1
b - v VHiP v < b
+ T - a 0 < v < a for a<T<b-a,
T a < v < b-T
b - v b-T < v < b+a-T
T - a b+a-T < v < b
+ T - a 0 < v < b-T for b-a<T<b .
b - a b-T < v < a
b - v a < v < b+a-T
T - a b+a-T < v < b
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Hence
r I
p ( t ) = — { ( a - T ) + 2
O D
-Av., . , -ATt
e d v + ( b - T - a ) e  }
Pk (T) = i { 2
T^(Av)^ -Av (At )"1 -At
y f o r  C
——  e + ( b - T - a ) ——  e } k = l , 2 ,
o J !
V T) = b {2
[A(v+T -a) ]  -A(v+T-a )------- —-------- e dv
o k!
+ ( b - T - a ) ~ ~ — e ' XT + ( T - a ) ^ d z ^ ) A  e~ A ( T - a ) }
k! k!
f o r  k = 0 , 1 , . .  , a <
= b {2
rA) T[ A ( v + T - a ) f  -A(v+T-a )  n 
-------- k!---------  6 dV
+ (a+T-b)  [X(^ J k e- A ( t - a )  + ( T- a ) b .<.e ^ l k e
f o r  k = 0 , 1 , . . ,  b
and so
,/ \ l r  2 /_ — A( 1 —z ) t \ /,  \ — A( 1 —z ) t / \
<J>(z , t ) = -  U - e ) + ( b - T - a ) e  + ( a - T ) }
1 r 2 / - A ( 1 - z ) ( T-a )  -A ( 1 - z ) T x f \ - A ( 1 - z ) t
V A ( l - z )  l e  e M b  T a j e
+ ( x - a ) e _ A ( l ' z ) ( T " a ) }
< T < a ,
T < b - a  ,
-A(T - a ) I
- a  < T < b ,
< T < a  ,
a < T < b - a  ,
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1 r 2 , -A(1-z)(T-a) -A(1-z)(b-a)
b (e
+ (a+T-b)e-A(l-z)(b-a)+(T-a)e-A(l-z)(T-a)}
b-a < T < b .
(5-2.1)
The derivation for b / 2 < a < b  is analagous, and at (5.2.U,7) 
we write c = min(a,b-a) to account for this range, while the other 
numbered equations apply for all a between zero and b. Now 
N(mb) has Poisson distribution with parameter Am(b-a) and is 
independent of N((mb,mb+T]), so that
<f>(z,t) = <f>( z ,mb)<J>( z ,t )
exp( - A( 1-z )m(b-a ) )cj>( z ,T) (5.2.2)
This has Laplace transform
A2(l-z)‘
bsLs+\(l-z)P
j1_e-sajj1_e-(s+A(l-z))( b-a))
77 -sb-A(1-z)(b-a)7(1-e )
(5.2.3)
which may also be obtained by making the appropriate specializations 
to (3.J+.M of Lawrance (1972) and (2.2.6) of Berman (1978) for 
Gaver’s random hazard model and multivariate regenerative point 
processes, respectively. Their expressions assume the existence of 
densities for what are for us deterministic random variables, so we 
must interpret their Laplace transforms of densities as Laplace-Stieltjes 
transforms of the corresponding distribution functions.
We can now derive the second-order counting properties of II .
The rate and variance-time curve can be obtained from the first and
second, derivatives of (f>(z,t) with respect to z evaluated, at z=l.
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The rate is A = A(b-a)/b and
V(t) _ A_Cb-a_H + A2(b-aj V (t ) o (5.2.U)
where V (t ) o
^ax2
<
b 3(b-a)
t 3-(t-c )3
3(b-a)
a(b-t)2 _ (b-T)3 
V  L 3(h-a)
This has the Fourier cosine representation
0 < T < c
c < T < b-c
b-c < T < b
V(t) A(b-a)bTT (sin-^/-|)2 dG
2A2 oo
' . muts m ---b
2 . mTTa s m  , b
2 m=l b mTT /b mn/b
(5.2.5)
which, in view of equation (l.U), shows that G(•) the
spectral measure for II is the sum of an absolutely continuous 
A(b-a)component bTT d0 and a discrete component of
2AZmass — — y sin0a/2l 2mTTG/2 J at 6= — —  for m=l,2,.. and that G({o}) = 0
Hence
g ( (o,e ]) Mb-a) . , 2A2 v~ 6 + V 7" mil
sin mna/b
mTT/b (5.2.6)
where M = [b0/2tt] , the integer part of b0/2u . This shows that 
b may be estimated by the location of the maxima of the unsmoothed 
periodogram, although other methods are preferred for estimating a 
(see 5*3). From (5.2.A) and (U.5-20) of Cox and Lewis (1966) 
we can also derive m (t), the intensity function of II, which
is given by
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mf(t) A(b-a) + A2 ,a(b-a)b + IT ^ b
where nu (x) = f xf ,0 0 1 A X < c
\ c C < X < b-c
L b-x b-c < X < b
(5.2.7)
Knowing (j)(z,t) also enables us to derive the second-order
interval properties of II . Let X , the time from an arbitrary
event (in the sense of Lawrance (1970b)) to the next event, have p.d.f.
f (•) and survivor function F (•) . Then F (•) is given by the X X X
well-known relation (Khinchin (i960))
so that
AFX (t) = - - ^ 7  9(o,t) ,
x. (J_\ _ A , A(b-a)t -Aaxf It; “ Z—  exp(-—  ---jexp — —X b-a ^ b b
[(b-T-a)+ + (x-a) exp(-Aa)] . 
This has Laplace transform
fx (s)
A (l-e-Sa)(l-e-(s+X)(b-a))
s+A b-a / -sb-A(b-a)x (1-e )
(5.2.8)
(5.2.9)
which is a special case of equation (3.H.8) of Lawrance (1972) 
and gives
E(X) = 
Var(X)
-1
A(b-a)
2 2 = b - 2a
A2 (b-a)'
and
a2 1+e-A(^-a)
A(b-a) _ -A(b-a)1-e
so that the coefficient of variation of X is
* p -A(b-a)1 + ( f>2W b -a ) ^ . -xT-t . a )
1-e
- 2) > 1 .
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From the limit of (5-2.3) as s approaches zero we find that 
, , , 2 / -A(1-z)(b-a)v
<j>*(z,o) = -{-77pa- v + V -----t h — rr— r  } > (5.2.10)Y ’ b A(l-z) 2 ^1_e-AU-z) (b-a) ^
which, in view of equations (1.6-9), enables
us to derive the interval spectrum f (w) and the serial correlations
<V •
We find that f,(co) =
1 I a+b + a___________ 1 - exp(-2A( b-a) (1-cos to))____________________________ ->
F b + b l-2exp( -A(b-a) (1-cos w))cos( A(b-a) sin to) + exp(-2A(b-a) (1-cos co))
,2 2 2 -A(b-a)b -2a a 1+e
Ab(b-a) b -A(b-a)1-e (5.2.11)
which is continuous at the origin taking the value (tVar(X)) -1
The serial correlation coefficients for k=l,2,.., are
V oo
1 [A(b-a)] £ -^j(^-a)
A(b-a) k! j=l J
,2 0 2 _ -A(b-a)b -2a 1+e
A(b-a)a£ -A(b-a)1- e
For given k the second term of the numerator may be calculated as 
a finite sum from the observation that, for 0<z<l
/ \ f  .k j 
ak(z) = jSi 3 z
1
( 1 — z ) 
1
(1-z)
^  ik ]
i^T j i [Ji (-DJ' H i)i! • (5.2.12)
(i)where S/_ are Stirling numbers of the second kind given by
S(i) = i  r ( d ^ V )  ok bk i! £=CT lj l£ j 1
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(see Abramowitz and Stegun (1965, ch2U)). The serial correlation 
coefficients are therefore
tk+1(t-a)k+1 a (e-M*-a)j _ ,
k! _________________ _ .
Pk b2-2ag A(h-a)(l+e~A(b~a)) 
a2 (l-e-A(b-a))
Equation (5.2.12) has not yet been located in the literature 
on combinatorics,although we note that it follows from taking the 
limit as n approaches infinity in Abramowitz and Stegun, 2H.1.U.II.C.
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5.3 LIKELIHOOD ANALYSIS
We now discuss detection and estimation of the gap by maximum 
likelihood, assuming that the period is known. Suppose that II 
has been observed for an integral number of periods, so is of length 
Nb, and that in this time there are n points. If we then wrap H 
onto a circle of perimeter b (or equivalently chop it into pieces 
of length b and superpose these) the circle will consist of an arc 
of length (b-a) during which Poisson events occur at a rate 
A = NA, and an arc of length a on which no events occur. The 
Poisson nature of events implies that to test a=0 against a>0 
for the process on the circle is equivalent to testing the same 
hypothesis for II .
There is a considerable literature concerning tests for 
uniformity on the circle, with various approaches being initiated 
in the following papers. Watson and Williams (1956) introduced a 
test for the uniform distribution against the alternative of the 
circular normal distribution. Kuiper (i960) proposed a statistic 
based on the Kolmogorov-Smirnov non-parametric statistic for the line 
and Watson (1961,1962) performed corresponding calculations for the 
Cramer von-Mises statistic. Ajne (1968) and Watson (1967) discussed 
two statistics that are sensitive to clustering in an arc of a given 
length. These have been generalized by Rothman (1972) and are 
pertinent to the case in which II is wrapped onto a circle. In 
the present case, however, the exact likelihood test is available 
for n .
We locate an origin arbitrarily on the circle and label the 
times of events t^, i=l,..,n . Then the intervals between events
are = t_, + (b-t ), x. = t.-t. n (i=2,..,n), and the ordered1 1  n 1 1 i-l
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lengths of the intervals are i=l,..,n .
Under the null hypothesis (H ) that a = 0, A = A
n -A x. -A (b-tn )
likelihood L is given by L = .II (A e ° 1)e °o o i=l o
log L = n log A - A b  and A^ = n/Nb .& o & o o o
Under the alternative hypothesis (H ) that a > 0
cl
the interval in which the gap falls, Xj say, has p.d.f.
Ae a^(xj>a) and the likelihood is given by
o the
so that
j-1 -Ax. -A (x.-a) n -Ax. -A (b-tn )
i5i(V 1 J i=5+i(V  l x >e 1 x >a
0 x <a g
Therefore log L. n log A^ - A^(b-a) provided xj>a » an -^ will
be maximized in a when x. = x, N , so äJ (n) X/ s and (n)
A = n/N(b-X/ \). 1 (n)
The likelihood ratio is then given by
log(L1/LQ) = -n log(l-x^/b) .
As in Cox (1972) we may regard A as a nuisance parameter and
condition the likelihood on the realized value of n, which leads to
{X/ s>d } as the uniformly most'powerful test of H against H (n )“ a o a 5
where a is the probability of Type I error. We therefore need to
know the distribution of x, \ under the null and alternative(n)
hypotheses.
For the null hypothesis, the distribution of the greatest
interval on a circle on which n points have been uniformly
distributed has survivor function F (x) = P{X/ N > x} given byo (n)
loU.
F (x) = Z (-l)k_1(“)(l-^)"_1 o k=l k b + (5.3.1)
where (y) y > 0
y < 0
This was derived by Whitworth ( 1897, problem 667) using
combinatorial arguments, and Kendall and Moran(l963) and David (1970)
also give a proof based on the inclusion-exclusion principle which we
will generalize to obtain the distribution of x, N under the(n)
alternative hypothesis. Equation (5.3.1) is also well-known in a 
number of other applications and has been proved by a broad range 
of techniques. Fisher (1929) and Whittle (1951) derived it (with b=l) 
for the distribution of the maximum periodogram ordinate for detecting 
an harmonic component in time series data,whence it has come to be 
known as "Fisher's g-test"; Fisher's argument was geometrical, 
Whittle's analytical. Whittle's results include extensions for when 
the observations are not independent and Macniell (197*0 provided a 
generalization to multiple time series. Equation (5*3.1) was also 
derived by Stevens (1939) as the probability that every point on a 
circle is covered by n randomly located arcs of length x, which 
Fisher (l9*+0) discussed, showing that it was structurally equivalent 
to his time series result. Siegel (1978a,b,1979) pursued this problem 
further and related it back to the time series context, postulating 
a more general statistic which remains powerful in detecting 
multiple periodicities (1980). Patil, Kovner and King (1977) and 
Lewis and Fieller (1979) discuss tests for outliers in exponential 
data, for which (5-3.1) occurs as a special case. Lewis and Fieller 
in fact derive it by means of a recursion formula. Also Margolin 
and Maurer (1976) obtain (5-3.1) as a special case of a weighted 
Kolmogorov-Smirnov statistic.
We now show that it is easy to generalize Kendall and Moran's
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proof for a > 0 .
Result 5.3.1. The survivor function of the maximum interval,
X/ v , on a circle of perimeter b , with n points uniformly(n)
distributed on an arc of length b-a, and no points on the remaining 
arc of length a, is given by
P{X, x > x} (n) r 1
.k-l/n-lw., kx-aNn
k-l' ''k-l b-a + b-kx
\
+ l (-l)k-2(”- h ( l - % i ^ ) nk-2 k-l b-a +
k 0
o<x<a
a<x<b
b<x
(5.3.2)
Derivation. For the sake of simplicity and without loss of 
generality we suppose that j=l and denote x -h by E, . We 
define the events A = {£ >x-a} and A± = {X^x} for i=2,..,n, 
and denote the probability of the simultaneous occurrence of a given 
collection of k of these events (irrespective of the remaining 
ones) by
k
Pk(x) = P{iQ1 Ai> k=l,..,n,
k+1
qk(x) = P{.Q2 A.} k=l,..,n-l , 
taking A ,..,A as representative of any of the events2 K+1
A., i=2,..5n . Then the probability of the simultaneous occurrence 
of any k of the events is given that A1 is one of
the events, and (n_1)q1(x), given that A is not one of the 
events. It now follows from standard combinatorial results (see 
Feller (1968,IV)), that the survivor function is given by
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k-1.
where
P{X/ x > x} = l A - 1) S (x) , (nj k=l k
Vx) = + (nk1)qk(x)-
(5.3.3)
It remains to determine p (x) and q (x), for whichK K
the following two standard results for n points uniformly 
distributed on a unit circle are used.
(1) The probability that k of the intervals are greater than 
x is (l-kx)^ , since there is a length kx on which 
none of the points may lie.
(2) The probability density function of x, the length of the
interval containing a randomly chosen origin, is 
nn(n-l)x(l-x) . We note that this expression reflects 
the length-biased sampling effect of locating the origin, 
as the p.d.f. of a randomly chosen interval is n(l-x)n ^ .
Hence the p.d.f. of is given by f^(£) = n(n-l)£(b-a-£)n /(b-a)n .
Now for k=l,...,n, with a < x < b ,
Pk(x) P(5i>x-a,X2>x,..,Xn>x|5i=5}f5l(C)d5
(b-a)-(k-l)x
x-a
(k-1)x Nn-2 n(n-l) rXn-2(l-l~ VT"U -----~ C(b-a-C)b-a-fc, + / m(b-a)
kx-a>,n / n(x-a) v
b-a A  1 b-kx ' 9
and with 0<x<a
pk(x) = P(X2>x,..,Xk>x}
= (1 (k-l)x n+b-a
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Also for k=l,..,n-l, and 0 < x < b
qk(x) = P{X2>x,..,Xk+1>x}
=  (1 ■tVA \ XIb^a j +
kx xn
so for 0 < x < a we can see that
P{X, \ > x} =  1
and for a < x < b we may substitute these expressions in (5-3.3) 
to obtain (5*3.2) .
null hypothesis Fisher (1939) shows that this has the attractive form
_1 yn 1 
n i=l i '
For the alternative hypothesis it is obtained by integrating (5-3.2) 
with respect to x over (0,b), giving
hypothesis can be obtained from (5.3.1) and are given by Fisher (1929) 
for a = 0.01,0.05, n=5(l)20, and other authors for extended ranges
of n (e.g. Nowroozi (1967), Shimshoni (1971))- Equation (5-3.2) 
is also amenable to calculation and various tables are given in 
Appendix I for b=l . Comparison of Tables 5.3.1 and 5.3.2 demonstrate 
that (obtained by truncating (5.3.2) after the first term) is a
satisfactory approximation to Q, particular for values near one.
A certain amount of care is needed to avoid numerical instability 
when n is greater than 20 since Q is the sum of an alternating 
sequence for which each term has a factor Xn with 0 < X < 1 .
Tables for d , the (l-a) percentile for X, \ under the null a (n)
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5.U THE SECOND LANGEST INTERVAL ON A CIRCLE
Although the likelihood ratio test yields the largest interval 
as the test statistic appropriate for detecting a gap on a circle, 
it is apparent that the second largest Interval will also he of 
interest, since it is rather likely that the interval containing the 
gap will also he the largest, and so will he of a different type to 
the second largest. We also note that most discussions of this 
distribution (e.g. Whitworth (1897 ), Fisher (19^ +0), Kendall and 
Moran (1963), David (1970)) consider Pj-^j(x), the prohahility 
that exactly j intervals are greater than x , which in turn leads 
directly to j+i)(x) , the prohahility that the largest
interval is greater than x. This discussion extends easily to our 
alternative hypothesis. We note that
p[j](x) = k§j(-1)k“J(j)sk(x) >
where S, (x) = (n)(l-kx)n  ^under H , and is given hy equationk k + O j_ l
(5.U.3) under H ; and that P{X, . , n ,< x} = . £ Pr.-,(x) , sincea (n-j+1) i=0 [iJ
if the largest interval is less than x there must he exactly
i intervals greater than x for some integer i less than or
equal to (j-l) . Hence
R n - j + l ) ^  1 i-0 k=P 1* x)
1 - k£o( J o (‘1)k"i(i))Sk(x) - iSo j j (-1)k'i(^)sk(x)
n k-1  ^  ^ i k^(-1) 1(i|0(-l) (J))Sk(x) ,
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and in particular 
P (n-1)(x) = k|2(-l)k 2(k-l)Sk(x'
In the null case this is
P(n-l)(x) k£ 2(-l)k- 2(k-l)(^)(l - f ) ^ 1
while in the presence of a gap it is
(x)(n-1)
^ £ . xk-2/n-lw (k-l)xxn 
k=2 ' lk-lM  h-a ' +
0 < x < a
y ( n\k-2/v N,n-1 N f b-kxNn-1,b-kx+n(x-a) x 
k=2l ^ 1 k-1 h-a + 1 h-a '
a < x < h
+ U - D ^ H K ^ K i  -k—o k-1 h-a +
h < x
(5.U.1)
which is zero for h/2 < x < h , also. Similarly it is easy
to see that P, ,inx(x) is zero for x > h/j , which is a useful (n-j+1)
check on the calculations. Again, (5.U.1) is amenable to 
computation, and a table is given in Appendix II. We note an 
interesting and apparently paradoxical feature of this table. Since 
if the number of points on the circle is increased the average 
distance between them is reduced, one would intuitively expect the 
size of the second largest interval to decrease stochastically with 
the number of points on the circle, that is, for a given gap length 
and for each x
n > m P(n_i)(x|n points) < P(m_1)(x lin Points) .
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However, we can see for small values of x that this is not so, 
and the expansion
P/ -,\(x) = 1 - k xn 1 + o(xn 1 ) ,(n-1) n-1
1-awhich holds for x < min(a,— confirms this. The explanation isn-1
that for the second largest interval to he very small all the 
points must he closely clustered, which is more likely to happen 
for the smaller number of points. Of course this is also true
when there is no gap.
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5-5 THE POWER OF THE PERIODOGRAM TEST FOR AN HARMONIC COMPONENT
As we have noted, Fisher (19^0) demonstrated that there is a 
duality linking the harmonic analysis of time series with the 
uniform distribution of points on the circle, and this means that the 
null distribution of the largest interval on the unit circle and the 
maximum periodogram ordinate have the same form. In 5.3,^ by 
applying the combinatorial inclusion-exclusion principle we derived 
the non-null distribution for the simple alternative to uniformity 
on the circle which was relevant to the analysis of the square wave 
modulated Poisson process. In this section we use analytical 
techniques to derive the non-null distribution of the maximum 
periodogram ordinate for the most simple time series alternative to 
white noise, a single harmonic component at a frequency at which 
the periodogram is evaluated. We note that the combinatorial 
argument cannot be used to generalize the time series distribution, 
nor can the analytical argument be used to generalize the circular 
uniformity distribution.
The background to this will be found in all texts on time 
series, for example, Anderson (1971, ChU). We consider the time 
series
X(t) = p c o s (go .t+9) + e(t) t = 0,1,.. ,2n ,J
where p is a non-negative constant, w . = 27Tj/(2n+l)J
j G {l,..,n} , <}> is a phase parameter and (e(t)} are 
N(0,G2) random variables. Then the periodogram l(w)
for some 
independent 
is given by
l M  = 2tt( 2n+l) (a(M)2 + b(“ )2) > 
2n
a(w) = X(t) cos a) t , and 
2n
b(03) = X(t) sin U) t .
where
112.
For U3 = (jü = 27Ti/(2n+l) (i=l,..,n) , the ordinates Y. = l(o).) arei 1 1
independently distributed, and under the null hypothesis (p=0) 
v^a(o) )/a/(2n+l) and v^b(o3^)/o/( 2n+l) have independent standard 
normal distributions. This implies that b-nX^/o2 has a y2 
distribution on two degrees of freedom and so the joint p.d.f. of
—  (Y ,. . ,Y ) is .IT. (ge 1) = ( ^ )n exp (- \ E y. ) . Now, under 2 1 n i--l l
the alternative hypothesis (p>0), the distributions of a(o3 ) and 
b(to. ) are unchanged for i ^ j while
oJkn+l ~ ^P(2n+l)cos(J)) ~ N(0,l) ,
0J2n+1 “ 5p(2n+l)sin4>) ~ N(0,l) ,
and a(o3.) and b(o).) are independent, so that 
J J
—  Y. ~ x2((2n+l)p2/2a2),
a2 J 2
the non-central y2 distribution on two degrees of freedom with
non-centrality parameter A = (2n+l)p2/2G2 (see Johnson and Kotz
(19T0)). This has p.d.f. \ exp(-g(A+y . )l (/\y.), where I (•)
J ^ J ^
is the modified Bessel function of order zero, and so the joint p.d.f, 
of —  (Yn ,..,Y_) is (g)n exp(-g(A+E ^ y J U ^ / X y . )  .
j
Fisher showed that Y = Y, n/E^ Y. , where Y, >. < Y, < .,(n) 1 1 (1) - (2) -
c Y^  ^ is the ordered sequence of the {Y_^ }, is the appropriate 
statistic to test p = 0 against p > 0 ; and that under the null
hypothesis this has p.d.f.
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fy(y) = n(n-l)kZ1(-l)k 1(k_Y)(l-ky)^'2 
and survivor function
P{Y>y} = (-l)k_1(k) (l-ky )”_1 .
%
Hartley (19^9) and Priestley (1962) obtained an approximation 
to the non-null distribution of Y by taking a suitable transformation 
and making some simplifying assumptions. Priestly defined
Y* " Yi - P n ) ) / ^ ) ] " 1
n
noting that Y* = 2(n-1)Y/(1-Y). For large n, ZY./n is closely
1 1
approximated by a2/2TT (to which it converges a.s. as n 00) ,
and so the r.v.'s 2nY./ZY will be approximately independently1 i
and identically distributed as y| > and Walker’s (191*0 formula 
(the use of which Fisher (1929) compares to his own g-statistic) 
may be used as an approximation for the survivor function of Y* .
Under the null hypothesis this is given by
pq{y* > y} = 1 - (i-e"Jy)n ,
while under the alternative hypothesis the non-central xi(U
th 2distribution of the j ordinate may be approximated by yy^
a scaled y2 distribution on V degrees of freedom with y =
and V = (2+A)2/(2+2A) (see Patniak (19^9)), so that
P1(y,X) = P{Y /a2 < y}
(2+2A)
V y/y
2 r(|)_1 -\t iv-1 e t dt
1 - e-y/2y (forr=0 r! a positive even 
integer),
llU.
and P (Y* > y) a 1 - (l-e Y/2 f Vty,*) ,8, _L
(n-l)x
P {Y > x} - 1 - (l-e 1 X )n 1 p ( —  ,X) .a 1 1-x
However, an exact expression for the non-null distribution of
Y can be obtained by a direct generalization of the analytical method 
of Whittle (l95l), which involves writing the characteristic function
the appropriate contour in the complex plane and applying the residue 
theorem. In the following results we give the p.d.f. and survivor
to the harmonic component) and (3) the conditional density and 
survivor function of Z=Y|(Y =v ). (2) and (3) are
approximations to (l) when p the magnitude of the harmonic 
component becomes large. We denote Hummer's confluent 
hypergeometric function by M(.,.,.) (see Abramowitz and Stegun
(1965,ch.13) and Slater (i960)).
Result 9»9»!
of Y and simplifying it so that it may be inverted by choosing
(a) fy(y) = (n-l) e ) (1-ky)^-2
+ (n-l) e X/2 k|2(-l)k-2,n-2 n ® n+j-1lk-2 j=0 j! {2 ) x
{(l-tk-Dy)^"2 l ( n+j-2)yr(l-ky)fJ-r-2} . (5.5.1a)r=0 r +
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(b) P{Y > y} = e X/2 E (-l)k V  RU-ky)" 1k=l K +
- Ri-ky)
+
_ a
e 2 J 1(-Dk"1(k:i)[(i-(k-i)y)n"1
^(l-(k-l)y)
n-1
- (n_1 )yr (l-ky)r M( n , 1+r ]r=l r *k (5-5.11)
where [x]„, =*k X 1 A
= 0 x =■ X
Result 5.5.2
(a) f (w) = (n-l)e A/2 (l-w)n 2 M(n,l,^) . (5.5.2a)W d
(b) P{W > w} = 1 - e'A/2 ^  (n^1)wr(l-w)n_1"rM(n ,1+r,^). (5.5.2b)
Result 5.5-3
(a) fz(z)
(n-l)M(n,l^f) ^  (-l)k 1^ _ i )(1-kz)+ 2
n
E
k=l
f \k-l/n-lvl A/2k
{ - 1 ]  1-ike
(5.5.3a)
(1) P{Z > z} 1-
n v i n~1E (-1) ±(n) E ( k=l lk1 r=l [ rn A)[kz]*k(1-kz)
n-l-r.., , Xzv+ M(n,l+r — )
y ( ,xk-l,nx A/2k 
k=L -1 (k> e
(5.5.3b)
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Derivation of Results 5-5-1 and 5-5-3
hTTWe recall that the joint p.d.f. of — (Y ,..,Y ) is
a2 1 n
\ e ^i^I (/Xy .) and denote the characteristic function of Y ^
° J
by <j)v(0) . By considering the cases Y. = Y, % and Y. = Y, _vY ö j (n) j (r+1)
for r=0,..,n-2, and letting ri = Y ^ ^  is the latter case, we
obtain
y y
<f>Y(0) dy.
o ' o
j A
dy (I)’* dy/ n exp(i0£ -p)(i)nexp(-^Zy )e 2 I (/Xy.) o (n-l} k yj k o j
+ (H;1) nz! (n_2)1 r=0 r
n y.
dp dy
o o o dy(i)
x
0
dy (r) dy
y (r+2)
rn
y / y (n-l)
exp( i0I — — ) ( \ )n exp(-?Ey )e ^ 2I (/Xy.) K. p x o j
o
-(y -i0) -(y.-i0hn-l y
i J (1-e J ] (----JsO I (/2Xy )dy•y.-ie o- -r  u
+ (n-l)e an e-(^ ie)(i-e-(n-i0))n-2( A ^ n-2o D~10
n Ynrn _(n_ie)-^ i
0 71 I ( /2Ay .) dy . o J J
(5-5-U)
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The p.d.f. of Y is then given by the inversion relation
f (y) = _ i _  
2uy2
fi9/y ^(0)d6
The first term of equation (5-5-4) is easy to invert using the 
contour integral
(y,-i8)(--l) -(y .-16)
j ' d-e"V'j'' )n-1(y.-i0)-(n-l) d0
2tt  ^ , xk-l,n-lw l , Nn-2^  (k-i)(rk)+ (5.5.5)
and the Laplace transform (Erdelyi et al'i'i (1954, equation 4.16.20))
/y
e yj 7 yn-1I (S2Xy.) dy. = (n-l)! yn M(n,l,^j) , (5-5.6)o J o j j 2
which gives the first term of fy(y) in 5.5.1(a), and, when
normalized, also gives f (z) in 5.5.3(a) since the assumptionZj
that y. is the largest ordinate has been carried through for this J
term.
To invert the second term of (5.5-4) we use the Bessel 
function expansion to obtain
rn
r (n-i0)y/n , {>W)dy = “ (V2] j rnj=°(j!)2 J -(n-i6)y/n jy dy
r (A/z)jr n sj+i, -(n-iö) l (n-ie)r,
j=0 j! e r=0 r! J 9
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so that the contribution of this term to f (y), which 
f(2)(y), is
f (y)= '*'^2 v (X/2);
(2)'" 2*y2 J=° J! ane“ n/ynn+J" 1)0
(n-iQ)n+j-l
(n-l)e X/2 “ £ (X/2)j(
2TTy j=0 r=0 j!r!
, -n/y n+j-i dn e n
' 0
f°° e(n-i6)^y 2\l-e ^
(n-ie)n+J"r_1
Now as at (5-5«5) we have that
r00 (n-iQ) -(n-ie)n 2' y u - e )
(n-19)n+j-l
d9
and
gTT nz1(-i)k-1(n-2)i n+j-2! k=lV ; ^k-lJ
r,,"-‘exr 2>u _,-i»-is))n-2
(n-iB)n+j-r-1
dB
^  -Pl . s. (-Dk-2("in+j-r-2! k=2 k-2
we denote by
iB)sn-2 
--- ---- dB
-i0)^n-2 
--------- dB .
i-k)y-i-2V +
)(1 _ k)n+j-r-2
V +
which, in view of (5.5*6), implies that
00
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A---n 
f(2)(y) = (n-l) e 2 kL, ( - D k-2( ^ )
{(l-(k-Dv)f j-2 - Zn(n+‘S-2)vr(l-kv)f J-r-2} ,+ r=0 r +
which is the second term of Result 5.5.1(a). This may also be 
expressed in terms of Kummer’s function. Results 5.5.1(b), 3(b) 
follow from integration by parts, the use of equation (3.2.2) 
of Slater (i960) and a certain amount of algebraic manipulation.
Derivation of Result 5-5-2.
By considering the cases where Y Y (r+1)’ r=° 5-->n-l , we
find that
n-l
cU6) = R (n 1 )w r=0 r
7
dy.
J 0
7
dy (1) '■ J (r)dy, dy (r+2)
y
exp(i0Z — ) (g)n exp(-\Zy ) e 2 I ( /Ay .) k yj k o j
r°° -(y.-iö) y. n
; e (pile) io(^ 2Ä7,) dy.
0 J
(y -i0) (—  -1)
r°° j y -(n-l)Now j e (y^.-i0) d0 2tt 1^ _^n-2(n-2)! y
which, together with equation (5•5•6),gives Result 5.5.2(a). Again 
Result 5.5.2(b) follows from integration by parts and the use of 
(3.2.2) of Slater.
In Appendix III we tabulate (5-5-lb) for A = 9(^)21 with
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n = 10, which, since X = (2n+l)p2/2a2 , corresponds to 
r o
p2/a2 = —  (— )2 . Since O.^UU95 is the critical value at the 5% 
significance level for Fisher’s g-test with n=10, it follows that 
the power of this test against the alternative of an harmonic 
component located at a periodogram ordinate with magnitude corresponding 
to X = 9, 13, IT and 21, is (to the second decimal place) 0.31,
0.50, 0.66 and 0.79, respectively. We then compare the 
approximations to (5-5-lb) given by (5.5-2b), (5-5-3b) and by the 
Hartley-Priestley formula, for X = 9, 21 and n = 10. When X = 9 
and x is small (<0.35), the Hartley-Priestley approximation is 
close to the exact value, while (5-5.2b) is smaller than the exact 
value and is not a good approximation, a situation which is reversed 
for larger x (>0.35). Equation (5.3.3b) is systematically larger 
than the exact value, and is not a good approximation. When X = 21 
all the approximations are good, although (5.5-2b) is the best over 
the whole range of x. Both the Hartley-Priestly approximation and 
(5.5.2b) are easier to compute than (5.5.1b), but there appears 
to be no good reason for preferring an approximation to the exact 
value.
The usefulness of these results is perhaps rather limited.
One often wants to identify harmonic components at points for which 
the periodogram is not evaluated, and it is well-known (Whittle,
(l95l), Priestley(1962)) that Fisher's statistic looses power in this 
case; these results do not provide explicit expressions for this 
power. Nor do they provide explicit expressions for the power if 
there is more than one harmonic component, either for Fisher's 
statistic or for Siegel's (1980) (which he showed to provide a more 
powerful test than Fisher's against multiple periodicities).
However, Hartley-Priestley type approximations are available in this 
case. Also the periodogram is normally smoothed to make it a
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consistent estimator of the spectrum, so that the joint distribution 
of the ordinates is changed and these results no longer apply. 
Nevertheless, it would appear that the results of this section do 
have some potential for application as well as being of theoretical
interest.
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CHAPTER 6
CONCERNING TWO MARKOV CHAINS WITH STATIONARY 
EXPONENTIAL DISTRIBUTION
6.1 INTRODUCTION
In this chapter we show that the stationary first order
exponential autoregressive process (EAR(l)) of Gaver and Lewis (1980)
is the time-reversed version of a process in Tavares (1980) which has
stationary exponential distribution, and that the exponential is
characterized among absolutely continuous distribution functions as
the only possible common distribution for such a pair of mutually
time-reversed stationary Markov chains (MC's) as is specified
by (6.1.1) and (6.1.2) . We write Exp(y) for an exponential
random variable (r.v.) with mean 1/y for some 0 < y < 00 .
Gaver and Lewis (1980) studied first order autoregressive
MC’s {X } defined by n
distributed (i.i.d) non-negative r.v.'s with independent
Exp(A) if and only if £ = I C , where the {l } are i.i.d.^ J n n n n
Bernoulli r.v.'s with P{l =0} = P and the (C ) are i.i.d.n n
Exp(A) r.v.'s.
Tavares (1980) considered the stationary MC {Yr } with 
sample paths satisfying the relation
(6.1.1)
where 0< P<1 and the {E^} are independent identically
of X , and showed that the stationary distribution of X^ is
Y = min(Y /p,n ), n+1 n n (6 .1.2)
where 0 < P < 1  and the (r) } are non-negative i.i.d. r.v.’s with 
r) independent of Y^ , and showed that when the {rW are
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E(A(l~p)) r.v.’s then is Exp(A) .
Henceforth {X } and {Y } will he understood to refer to n n
the sequences defined by (6.1.1) and (6.1.2) together with 
the given conditions on the {£ } and {r^} > respectively.
12k.
6.2 MAIN RESULTS
Result 6.2.1 If {X } and {Y } both have stationary ------------  n n
exponential distributions , then they are time-reversed versions of 
one another.
Derivation Since the distribution of a stationary exponential
MC corresponds to a bivariate exponential distribution, which is 
uniquely determined by its Laplace transform, it is sufficient 
to show that for all 0 , cp > 0
-<j>X -0X -0Y -<j>Y
E[e ° 1 ] = E[e ° l ] . (6.2.1)
We know from equation (4.2) of Gaver and Lewis that the left hand 
side is
pA , (l-p)A2
A+cj)+pG ( A+(})+p0) (A+0)
The right hand side is
E[exp-( GYo+4>min(Yo/p ,Gq )) ]
X/fP
-0x. -Axn , e Ae dx(, r'hrX(l-p)e-X(l-p)ydy
'o Jo
— (px/ p — A( 1—p) x/p \
•0  0 / 9
which simplifies to the above expression for the left hand side, 
verifying (6.2.1) . The bivariate survivor function is then
P{Y > x,Y > y) o 1
e-A(y+(x-py)+)
which may be compared with the bivariate exponential distribution 
of Marshall and Olkin (1967).
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Result 6.2.2 If the stationary MC's {X } and {Y } have a ---------------  n n
common absolutely continuous distribution function and are mutually 
time reversed versions of one another, then their common 
distribution is necessarily exponential.
Derivation An equivalent representation of (6.1.2) is
Yn p Y n+l + (V PV
and since we require (Y -pp ) to be independent of pY ourn n + n+1
result follows as an immediate consequence of the following more
general result, which is in the spirit of Galambos (1972) (see
also §3-3 of Galambos and Kotz (1978)).
t
Lemma Let independent non-negative r.v.'s U and V have
absolutely continuous d.f.'s. Then min(U,V) and (U-V) are 
independent if and only if U and V are exponentially distributed. 
Proof of Lemma Denote the d.f.'s of U and V by A( *) and 
B(*), and their Radon-Nikodym derivatives by a( •) and b(*), 
respectively. Then
F( x,y) = P{min(U,V)<x , (U-V)+ <y)
x+y
(l-B(u-y))dA(u) + (B(x)-B(u-y)) dA(u)
x+y
A(x) - B (u-y ) dA (u ) + B(x)(A(x+y)_ A(x) ) .
y
By the independence condition
F(x,y) = F(x,°°)F (°°,y)
= (l-(l-A(x)Xl-B(x))) (l- B (u-y) dA (u )) ,
y
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Differentiating first in y, then in x , we have 
x+y 00
b(u-y)a(u)du = (l-(l-A(x))(l-B(x ))) b (u-y) a (u ) du a , e . ,
b(x)a(x+y) = (a(x) (l-B(x)) + b(x) (l-A(x))) b(u-y)a(u)du a.e.
Putting y=0 and substituting, we have (where b(x)/0) that
a( x+y) = a(x) b(u-y)a(u)du/ b(u)a(u)du a . e .
y
and then putting x=0 it follows that
a(0)a(x+y) = a(x)a(y) a.e.
Standard arguments now show that A ( •) is exponential, 
Exp(A), say, whence
b (x) = (b(x)+A(l-B(x)) )b*(A)
00
f
with b*(A) =
' 0
arguments, that
e b(u)du, which implies, again by standard 
B ( •) is exponential.
t It has been pointed out by R. Pyke that the statement of this 
lemma also requires the condition on U and V that
0 < P(U > V) < 1.
1 V  ^  U } ^  \ ( U ^  V I' —  \ v o
If ibl-oft-4-fr-eeutr + r * j then U and V are
trivially independent.
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6.3 FURTHER REMARKS
Recall that when | p | <1 and E[£n ]<°°, (6.1.1) yields the 
infinite moving average representation
Exp(A(l-p)), there
{Y } , which must in n
any case coincide with those of {X } when X is Exp(A) ,n n ^ ’
can he deduced more easily than proceeding from (6.1.2).
Now M E max(Y ,,. ,Y ) has the same distribution as n o n
max(X ,..,X ) , so applying a result of Loynes (1965) to 
max(Xq ,..,X^), as in Chernick (1978), it follows that
P{Mn<(x+£nn )/A} -► exp(-e X) as n+°°
In passing, we note that the exact distribution for M is a moren
complicated expression than claimed in Tavares (1980), whose 
asserted formula may nevertheless furnish a reasonable approximation. 
Also, since
m E min (if , . . ,¥ ) min(X ,..,X ) ,n o n o n
we can evaluate
X = .1 pJ£ . . n j=0 K n-j
It follows that when n at (6.1.2) isn
exists for {Y^} the representation
A-0 P Vj >
from which the second order properties of
P{m > x } n
-nA(l-p)x -Ax e e
as in Tavares (1980). Thus
P{m < x/An} 1-e ^n - as n 00 ,
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that is, m^ behaves like the minimum of (l-p)n i.i.d. exponential
r.v.'s . Tavares also considered upcrossing intervals of {Y } ,
the properties of which are not affected by the reversal of time
and so remain the same for {X } .n
Both MC's {Xn) and. {Y } have sample paths satisfying 
simple recurrence relations. It would be of interest to have other 
such pairs of time-reversed stationary MC's , but apart from 
reversible chains (see Kelly (1979)) such as the birth-and-death 
chains occurring in random walks and related areas we do not know 
of any.
We note that Weiss (1975) established that discrete-time 
mixed ARMA models are time-reversible if and only if they are 
Gaus sian.
It is quite plausible that the characterization theorem should 
hold without the assumption of absolute continuity, but we have 
been unable as yet to devise a proof of such a result. We note that 
results like that of the lemma involving the independence of 
min(U,V) and jU-V| can hold for discrete r.v.'s U and V 
(see Galambos and Kotz (1978)); and that the stationary d.f. of 
X^ as at (6.1.1), while necessarily continuous can be purely 
singular continuous, For example, with p = ^  and £,^ =0 or 2 
with probability % each, the stationary d.f. of X^ is the 
"uniform" distribution on the Cantor set on the interval [0,3] •
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CHAPTER 7
THE SIGNIFICANCE OF THE INITIAL STATE IN INFERENCE FOR MARKOV CHAINS
7.1 INTRODUCTION
In this chapter we consider a problem concerning inference
from X^,..,X^ , a sample from a stationary Markov chain (MC) with
finite state space, I = {l,..,N}, and transition matrix P = (p..).
cJ
The stationary probability distribution will be denoted by
H = (f ,. . ,tt^  ) , the number of transitions from state i to state j
by n for j=l,..,N, and the number of transitions which start in
N n
state i by n (=E n..).(We will often omit the limits of summation (Z)
J=1 J 1
and the range of application (j=l,..,N) when there is no ambiguity.) 
Conditional on the value of the initial state the likelihood is'given 
by
L'
N N
i=L J=L Pij ij
while the exact (unconditional) likelihood is
L = tt L' .
X1
Estimators obtained by maximizing L' and L will be referred to
as CMLE’s and UMLE’s and denoted by the symbols ~ and ~ ,
respectively. Traditionally CMLE's have been used to estimate
transition probabilities, in which case p.. = n../n. (seeij ij i
Billingsley (1961)). Since it is assumed that the MC is stationary 
it follows that some information has been lost by conditioning on the 
initial state, but this is negligible for large samples and is more 
than compensated for by the simple form of the parameter estimates ,
which may often be computed mentally.
1 3 0 .
However, i t  i s  o f  i n t e r e s t ,  w here p o s s i b l e ,  t o  he a b le  t o  
d e r i v e  UMLE's , e s p e c i a l l y  s i n c e  n o t  a l l  sam ples  t h a t  may be m o d e l le d  
as s t a t i o n a r y  MC's w i l l  be  l a r g e .  K lo tz  (19 7 2 ,  1973) f i r s t  a p p ro a c h e d  
t h i s  p ro b le m  f o r  f i r s t - o r d e r  t w o - s t a t e  ( s im p le )  MC's and c o n c lu d e d  
t h a t  " c l o s e d  form e x p r e s s i o n s  a r e  d i f f i c u l t  t o  o b t a i n  . . .  a l th o u g h  
n u m e r i c a l  s o l u t i o n s  can be com pu ted" .  He t h e r e f o r e  p ro p o s e d  
ad hoc e s t i m a t o r s  w hich  he showed were a s y m p t o t i c a l l y  e q u i v a l e n t  
t o  t h e  UMLE's and a s y m p t o t i c a l l y  e f f i c i e n t .  Devore (1976) n o te d  
t h a t  t h i s  a p p ro a c h  seemed u n s a t i s f a c t o r y  s i n c e ,  f i r s t l y ,  i t  depended  
on B i l l i n g s l e y ' s  a s y m p to t i c  t h e o r y  f o r  L ’ w hich  c o u ld  n o t  
c o n s i s t e n t l y  be a p p l i e d  t o  L , s e c o n d l y ,  CMLE's were a v a i l a b l e  i n  
t h e  a s y m p to t i c  c a se  and  s h o u ld  be  p r e f e r r e d  t o  ad hoc, e s t i m a t o r s ,  and 
t h i r d l y ,  c l o s e d  form  s o l u t i o n s  d id  e x i s t  f o r  t h e  UMLE's. The f i r s t  
p o i n t  c a n n o t  be s u s t a i n e d  s i n c e  B i l l i n g s l e y  ( l 9 6 l , p 5 )  s t a t e s  " a l l  o f  
o u r  c o n d i t i o n s  w i l l  be  so f o r m u la t e d  t h a t  t h e  i n i t i a l  c o n d i t i o n  p l a y s  
no r o l e " .  M oreove r ,  a l t h o u g h  D e v o r e 's  t h i r d  p o i n t  i s  t r u e ,  h i s  
s o l u t i o n  i s  w ro n g ,  .as  Moore (1979) p o i n t s  o u t .  Moore s t a t e s  t h a t  t h e  
UMLE's may be  d e r i v e d  from t h e  r o o t s  o f  a  t h i r d - d e g r e e  p o ly n o m ia l ,  
b u t  does n o t  g iv e  t h e  s o l u t i o n ,  and  a d v o c a te s  i n  p r e f e r e n c e  t h a t  t h e y  
s h o u ld  be  o b t a i n e d  by an i t e r a t i v e  s o l u t i o n  o f  t h e  l i k e l i h o o d  e q u a t i o n s .  
Kedem (1976) g e n e r a l i z e s  K l o t z ' s  ap p ro a c h  t o  s e c o n d - o r d e r  t w o - s t a t e  
MC's.
I n  7-2  we g iv e  t h e  c l o s e d  form  s o l u t i o n  f o r  t h e  UMLE's f o r  
t h e  v a r i o u s  p a r a m e t r i z a t i o n s  o f  a  s im p le  MC d i s c u s s e d  by  K l o t z ,
Devore and  Moore. I n  7 .3  we p r o v id e  a m easure  o f  t h e  e x t e n t  t o  w hich  
UMLE's a r e  b e t t e r  t h a n  CMLE's by  d e r i v i n g  t h e  number o f  a d d i t i o n a l  
o b s e r v a t i o n s  r e q u i r e d  f o r  CMLE's t o  convey as  much in f o r m a t io n  as 
i s  conveyed  by u s in g  t h e  know ledge o f  t h e  i n i t i a l  s t a t e .  T h is  i s  a 
d e f i c i e n c y  c r i t e r i o n  o f  t h e  ty p e  i n t r o d u c e d  by  Hodges and Lehmann 
(1970) , and  i t s  u se  and  u s e f u l n e s s  i s  t h e  main t h r u s t  o f  t h e  c h a p t e r .
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In 7.4 we compare the parameter estimates obtained from UML and 
CML estimation as well as two other techniques described by Moore, 
for two samples published by Klotz which might suitably be modelled 
by the simple MC.
The remainder of the chapter is concerned with extending the 
information-deficiency analysis of 7*3 to three more general (N-state) 
MC’s. In 7.5 we consider the cyclic MC which at each transition 
must remain in its present state (state i, say) or else move to the 
next state (state (i(modN)+l)). Lindqvist (1981) gives an N-state 
generalization of Moore’s parametrization for the simple MC, which 
we discuss in 7*6. In 7*7 we consider a MC for which two parameters 
are associated with each state, one characterizing its persistence 
(meaning here its disposition towards occurring in long sequences 
rather than towards recurring infinitely often), the other 
characterizing its attractiveness. Our analysis of the information 
matrices for these MC’s suggests that more information is lost by 
conditioning on the initial observation when there is the possibility 
of long runs due to persistent (in the above sense) states. In 7*8 
we discuss the significance of these results.
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7.2 UNCONDITIONAL MAXIMUM LIKELIHOOD ESTIMATORS FOR THE 
SIMPLE MARKOV CHAIN.
We now derive the UMLE's for the two parameters of the simple 
MC , taking for convenience I = {0,1} and II = (tTq ,^). This 
procedure has been discussed in the literature for the parametrizations 
described below, which are equivalent but highlight different aspects 
of the process.
(a) Klotz (1972,1973) takes the transition matrix
1-29+A9 (l-A)9
1-9 1-9
1-A A
(7.2.1)
with n = (1-9,9)
for 0 < 9 < 1 and max(0 ,(29-l)/9) < A < 1.
(b) Moore (1979) takes
P = 1-9+P9 (l-p)9
(i-p)(i-9) (i-p)9+p
(7-2.2)
with n = (1-9,9)
for 0 < p, 9 < I* LindqVist (1978), in a somewhat different context,
points out that p is the correlation coefficient of and X^
and that the appropriate constraint on p is max(l-^, l-Y“ jj)<P< ^ 5 
which allows negative correlation.
(c) Devore (1978) discussed Klotz's parametrization and also
the standard one,
*00
1-p11
1-p00
11
P (7.2.3)
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w i th  TT /  1-P 11 1-P 00
2 P00"P11 p V00 '~ V± 1J
for 0 f poo’pn i 1
We now o b t a i n  t h e  UMLE’s f o r  c a se  ( a ) .
f o r  (b)  and ( c )  can be o b t a i n e d  e a s i l y .
F o r  t h e  r e a l i z a t i o n  x = (x. , , . . ,x )I  n
s t a t i s t i c s :
From t h i s  t h e  e s t i m a t o r s
we d e f i n e  t h e  f o l l o w in g
11 Zi=2  Xi - l Xi
1=1 i
X., +x 1 n
(7.2.1»)
u 00 Zi= 2 ^ 1 Xi - 1 ^ 2 Xi  ^ n - l - 2 s + r + t ,
n01 S r  Xi ’ ni 0  S r  Xn *
Then t h e  l i k e l i h o o d  i s  g iv e n  by K l o t z  as
L = Xr ( l - X ) 2 ( s - r ) - t ( l-2^X<)»)u <t»S' r (l-<t>)-(u - 1+S- r ) , ( 7 - 2 . 5 )
so t h a t  (R ,S ,T )  a r e  s u f f i c i e n t  f o r  ( 9 , A),  a l t h o u g h  n o t  min imal  
s u f f i c i e n t ,  as  K l o t z  (1972)  p o i n t s  o u t .  L i s  t h e n  maximized i n  
( 9 , A) when
r_ 2 ( s - r ) - t  ucj)
A 1-A 1-2(J)+A(j) and ( 7 . 2 , 6 )
s - r  u - l + s - r  u (A -2)
(p + 1— 4) + l-2(j)+A(j) ( 7 - 2 . 7 )
Now ( 7 - 2 . 7 )  i s  e q u i v a l e n t  t o
13U.
( l - X )  = 1— (|) (j)+r-s
8 (j)+r-s-u ( 7 . 2 . 8 )
which  may be  s u b s t i t u t e d  i n t o  ( 7 - 2 . 6 )  y i e l d i n g  a  c u b ic  i n  <J) ,
A(4>) = <t>3 + a 2 <t>2 + + a Q = 0 , ( 7 - 2 . 9 )
where  A(i£) = ^  [<J)( 4*+r-s-u)  ( i})+s-t - r)  -  (l-<j>) ( (f)+r-s ) (4>+s-t) ] ( 7 - 2 . 1 0 )
so  t h a t  a^ = -|-( r - 2t - u - l ) ,
a^ = j [^ ( r - s  ) ( 2 ( s - t  ) - r + u )  + u t  -  ( r - t ) ]  and
a = ~ ( s - t ) ( s - r ) . o 2
T h i s  h a s  s o l u t i o n  s e t
{<fJ : h  = ^ ( 2 / ( a g - 3 a 1 )cos(6+2jTT/3)  -  a £ ) ;  j = 0 , l , 2 ;
3
cos 3 Ö f  ( ^ ( aj a2 “ 3a 0 ) -  a 2 ) / ( a2_ 3 a ^ ) ( 7 . 2 . 1 1 )
( s e e  Abramowitz  and  S t e g u n ,  1965 ,  § 3 . 8 . 2 ) .  We can  s e e  t h a t  a  s o l u t i o n  
o f  ( 7 . 2 . 9 )  e x i s t s  f o r  (J)€=[0,l]  s i n c e  A(- 00) < 0 < A( 0) = -^( s - t ) ( s - r ) , 
and A ( l )  = ^ - ( s - t - r - 1 ) ( s - t - n + 2 ) < 0 < A(°°). When s = 0 ,n  ( 7 * 2 .9 )
h a s  doub le  r o o t s  a t  <J) =0 , 1  r e s p e c t i v e l y ,  b u t  o t h e r w i s e  ( 7 . 2 . 9 ) b a s  
o n l y  one r o o t  on [ 0 , 1  ] and t h i s  i s  $ , t h e  UMLE o f  4) . Now 
( 7 . 2 . 1 0 ) i m p l i e s  t h a t
$ ( $ + r - s - u ) ( 8+ s - t - r ) = ( l - $ ) ( $ + r - s ) ( $ + s - t ) 
which  may be  s u b s t i t u t e d  i n t o  ( 7 -2 . 8 ) t o  g ive
X = r / ( s - t + $ )  . ( 7 . 2 . 1 2 )
We n o t e  t h a t  % i s  s y m m e t r i c a l  i n  t im e  i n  t h e  s e n s e  t h a t  i t  
i s  t h e  same w h e t h e r  o r  n o t  t h e  r e a l i z a t i o n  i s  r e v e r s e d ,  w h i l e  
X i s  r / ( s - x  ) and r / ( s - x ^ )  f o r  t h e  f o r w a r d  and  r e v e r s e d  
r e a l i z a t i o n s ,  r e s p e c t i v e l y .
A A
I t  t r a n s p i r e s  t h a t  f o r  p a r a m e t r i z a t i o n  (b)  (|) = (j) and
(1-p) = (l-A)/(l-$) .
In case (c) the UMLE's can be obtained by correcting 
Devore's argument. Equation (6) of Devore (1976) becomes
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n
so that p
01+X1-7T1 n11
1-p00 11
n00/(n0+Xl"<1>)
X = n11/(n1-x1
ho-Vh
1-P11
= u/ (n-l+t-cj)) ,
+$) = r/(s-t+$) .and
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7.3 A COMPARISON OF CONDITIONAL AND UNCONDITIONAL MLE's.
It is apparent that UMLE's are better than CMLE's in the 
sense that they use more of the information provided by the data, 
and so it is appropriate to ask how much better they are, and under 
what conditions they are sufficiently superior to justify their use. 
Moore (1979) used the small sample distribution of the sufficient 
statistics to compare various alternatives to UMLE's by computing 
the relative bias and mean squared error for a number of different 
values of the true parameter and sample size. Lindqvist (1977) 
used the deficiency between experiments introduced by Le Cam (196U) 
to study the amount of information the nth observation conveys 
about the initial observation. Both of these papers are pertinent 
to the subject but do not achieve our particular purpose.
Hodges and Lehmann (1970) introduced a concept of deficiency 
for comparing pairs of estimators which asks how many observations 
must be added to a sample to raise the deficient estimator to the 
same level of effectiveness as the other estimator according to a 
suitable performance criterion. They gave a number of illustrative 
examples. Using the mean squared error (which is the variance for 
unbiased estimators) they compared the variance estimator for a 
random variable with known mean with that for unknown mean, scaled 
versions of the variance estimator with unknown mean, the median and 
quasi-median as a measure of centrality of a symmetric distribution 
and the minimax and likelihood estimators of the binomial proportion 
parameter. They then assessed the cost of assuming that the variance 
of a normal population is known, using the confidence region as a 
criterion for comparing the estimators of the mean and the power for 
comparing the t-test with the X-test, and finally compared Bayesian 
and likelihood estimators of the normal mean on the basis of the
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squared error.
In the present case both estimators are derived from the 
likelihood, so that a natural measure of performance is the Fisher 
information matrix, the inverse of which is the Cramer-Rao lower bound 
for the variance-covariance matrix. This is given by
92ioe;LIq = } , where E denotes expectation, L is the likelihood
i j
and 0 = (0i,..,0^) is the parameter set, and is discussed in all
texts on statistical inference, e.g. Rao (l965,Ch5), Silvey (1975,Ch2).
For two estimation procedures we may conclude that procedure 1
"makes better use of the information" than procedure 2 on the basis
of the relationship between I and I , their respective
information matrices, if (I -I^) is positive definite (p.d.), which
we will denote by I, >1^ . We wish to compare ln and in+in the1 2  u c
information matrices for UMLE’s based on n observations and for 
CMLE’s based on n+m observations, respectively. (This notation 
will be used in later sections). We obtain the following result.
Result 7-3-1
where
In+m > xn iff m > m , c u
M = (poo+pii)/(2-poo-pn )
(l+p)/(l-p) .
(7.3.1)
Derivation. The analysis is easiest for parametrization 7.2(c), 
for which the conditional log-likelihood is given by
iog L' = D0 0 d-Poo’^ io log (1-5i1)+nn 1°gp11 •
Since E(n. .) = (n-l)II. p. . we have that ij i iJ
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I = (n-1) c
1-p11
poo 1 P0 0 ^ 2 P00 Pll^
1-p00
pn (l-pn )(2-poo-pii
The unconditional likelihood is
log L = -log(2-p00-p11)+x1 log (l-p00) + (l-x1 )log(l-p11)+log L' ,
and since E(x1 ) = (l-pQ0)/(2-p -p ) we have
In + c
2^ P00 Pll'>
1-p11
1-p -1
00
1-p
l1?
0£
11
Therefore (i^ - 1^) is non-negative definite, indicating that
UML estimation conveys at least as much information as CML estimation.
Also, for m=l,2,..,
n+m -j.n 
c u
2^ P00 P1 1 ‘
1-pll 1' m(2'P00_Pll)
H 1 •d o o o o
1
1
1-p00 l(2-poo-pn}
1-p11 '11
This will be p.d. if and only if (iff) the diagonal elements 
and the determinant are positive (see e,g. Wilkinson (l965,p28)), a 
necessary and sufficient condition for which is that m > M. This 
establishes the result at (7.3.1).
We may conclude that using our knowledge of the initial state 
through UMLE’s is slightly better than taking [M ] additional 
observations and slightly worse than taking [M]+l additional 
observations, together with the use of CMLE’s. If the MC tends 
to remain in each state for a long time (Pq q +P-^) waPP p>e near 2 
and M will become large; if £>00+Pll<'*' ^or e<Tu^vaPen't:PM P < 0),
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then [M ] = 0, One may judge from a preliminary inspection of a 
data set how large (p +p ) 5 anc^  ma^e a subjective decision
whether to use UML or CML estimation.
i Uo .
7.4 APPLICATIONS
In this section we revisit the data which Klotz analysed to 
illustrate the use of his unconditional parameter estimators; our 
purpose is, firstly, to compare the estimates obtained from the 
UMLE's of 7*2 with the other estimators reviewed by Moore (1979) 
and, secondly, to identify any numerical or practical problems that 
arise in the use of UMLE's.
Klotz (1972) investigated a possible Markov dependence of 
sex between births using a sample of the structure of 195 Amish 
families. The average family size was 7*5, the maximum 17. He also 
(Klotz(l973)) analysed June rainfall data from Madison, Wisconsin 
for the eleven years 1961 through 1971- In both cases the data 
consist of the aggregation of a number of samples which are assumed 
to be independent and identically distributed, and so the appropriate 
generalizations must be made in the derivation of the UMLE's in 
7-2. If there a re’ k replications and (r . ,s_^  ,t ,u ) , i=l,..,k, 
are the sufficient statistics for the ith replication as at 
(7.2.4) , then we write r = r^ , etc., and the likelihood for the 
entire sample is the same as (7-2.5) except that the exponent of 
(l-9) is now [-(u-k+s-r)] . It follows that the cubic for (j) 
corresponding to (7-2.9) is
V * )  S ^ +a2 (^ 2+ai,k*+a0,k = 0 ’
1 ,k 
0 ,k
7^- (r-2t-u-k) ,
y [(r-s)(2(s-t)-r+u)+ut-k(r-t)] , 
2k
— p^-( s-t) (s-r) ,
2k
with
lUi.
and from t h i s  we may c a l c u l a t e  (J> and A as  a t  ( 7 . 2 . 1 0 ) and 
( 7 . 2 . 1 1 ) .
I n  T a b l e s  7 - ^ . 1 , 2  we g iv e  t h e  e s t i m a t e s  o f  Pq o ’^ n  ’ ^ anc  ^
p f o r  t h e  d a t a  o f  K l o t z  (1972)  and  K l o t z  ( 1 9 7 3 ) ,  r e s p e c t i v e l y .  
We c o n s i d e r  t h e  f o l l o w i n g  f o u r  a p p ro a c h e s  t o  e s t i m a t i o n  :
(1)  UML e s t i m a t i o n  as  i n  7 . 2 ;
(2 )  CML e s t i m a t i o n  as i n  B i l l i n g s l e y  ( 1 9 6 1 ) and § 3 .c
o f  Moore ( 1 9 7 9 ) ,  f o r  which  p QQ = n 00 / n Q and p = n / n  i
(3)  an ad hoc, p r o c e d u r e  due t o  Devore (1971)  ( a l s o  g i v e n  by 
Moore as § 3 . a ) ,  f o r  which
9d = S / n  = X , and
1—1 11QQ_ i f  S=0 o r  n
1“ l - ( R + U ) / ( n - k ) i f  0<S<n ;2X( l-X)
{b)  t h e  "quasi-UML" e s t i m a t i o n  o f  K l o t z ,  f o r  which 
9 = X and
p = ----- -— — { [ r - ( l - $ ) ( 2s - t ) + ( n - k ) $ ]
2 ( n - k )9
+ / [ [ r - ( l - c j> ) ( 2s - t )  + ( n - k ) $ ] ^ + U r ( l - 2$ ) ( n - k ) $ ) }  .
The r e l a t i o n s  p = PQo+Ppp-1  and- ( l - p ^ )  = ( l - p )  ( 1 - 0 )  a l s o  app ly  t o  
t h e  e s t i m a t o r s  a nd  a r e  u s e d  t o  c om ple te  t h e  t a b l e s .
From B i l l i n g s l e y  ( 1 9 6 1 , Theorem 2 . 2 )  we know t h a t  a s y m p t o t i c a l l y
n 2( p 00- P 0 0 ,P11- P 1 1 ) - dN ( ( 0 , 0 ) , V )
where  N( , )  s i g n i f i e s  t h e  b i v a r i a t e  normal  d i s t r i b u t i o n  and
V 01-p
P o l 1 poo
pll(1-pll)
1U2.
is the Cramer-Rao lower bound for the variance-covariance matrix 
obtained by inverting the information matrix.
These two examples demonstrate general agreement among the 
estimators, except that in Table 7*^*2 the CMLE's (row (2)) differ 
from the UMLE’s (row (l)) at the second decimal place, which may 
give some grounds for concern at the universal use of CMLE’s, 
although the difference is small compared to the standard errors.
A closer look at the data reveals that six of the first days were 
rainy, while only one of the last days was, which suggests that the 
simple MC may be an inappropriate model on the grounds that the 
data are somewhat non-stationary, non-reversible and non-Markovian. 
However, one may wish to regard these as statistical fluctuations 
within the simple MC model, which gives a definite advantage to the 
UMLE’s. The analysis of 7-3 also casts some light on this. For 
Table 7-^-1 M=l.l6, while for Table 7-^-2 M=1.32, so that more
information has been lost by neglecting the initial values in 
obtaining CMLE's for the rainfall data than for the family data. 
(The calculation of the M values is not strongly affected by the 
initial value.)
While the calculation of row (l) was more labourious than that 
for the other rows, this was a matter of degree only, and did not
involve unstable numerical calculations.
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TABLE T.U.1
SEX RATIOS OF 195 AMISH FAMILIES (Klotz(1972) )
(1 - girl, 0 = boy)
Parameter ►d o o P11 4) p
Estimator
(1) 0.5442 0.5306 0.4927 0.0748
(2) 0.5449 0.5299 0.4919 0.0748
(3) 0.5436 0.5310 0.4932 0.0746
(4) 0.5436 0.5311 0.4932 0.0746
M = = 1.161-P
n = 1466
V = 0.4890
0
0
0.5055
V 0.0183 0
0 0.0186
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TABLE 7-4.2
JUNE WEATHER IN MADISON, WISCONSIN, 1961-1971 (Klotz(1973)) 
(l t rainy day, 0 I dry day)
Parameter
Estimator
00ft P11 9 p
(1) 0.7183 0.4207 0.3272 0.1390
(2) 0.7264 0.4112 0.3173 0.1376
(3) 0.7177 0.4199 0.3273 0.1386
w 0.7190 0.4208 0.3273 0.1390
M = i ^ =  i-32
330
0.3008 0 
0 0.7448
n 2V = O.OI66
0 0 .04l2
1U5.
7-5 THE CYCLIC MARKOV CHAIN
In this section we generalize the analysis of 7.2.3, to 
the N-state cyclic MC, which, in the notation of 7-1, has the 
following transition probabilities:
ij f p±i
j=i, i=l,..,N,
j=l + i(modN), i=l,..,N,
l o otherwise,
1—1 V•H•H (Hereafter we will understand PN ,N+1 ’ nN,N+l
etc., to mean p , , etc., for brevity of notation.) The
equilibrium probabilities are
- i  K  - iq = (i-p..) /jiq-pjj) , n .
We assume that the realization follows a cyclic pattern, i.e.
n. . = ij 0 for j^i, i+1, iso that ni = nii+ni,i+r We
(I. }l the identifiers of the initial state, i.e.,
W 1 if X1=i , 1=1,... ,N.1 o if x y i
Then the (unconditional) likelihood is
N I. n . n
L = ni=l
7T 1
i
ii
pii
\ i ,i+l
(1-pn )
so that
log L = i£1 [ q i logpii+(n 1-Ii)log(l-pil)]-log(i|1 3^ - ). 
ii
(7.5.1)
Now the derivatives of the second term of (7.5.1) are 
7-^—  log(Z(l-pii)_1)= (l-7Ti)/(l-pii ) ,
ii
3p
log(Z(l-p..) 1 )= tt. (2-Tr.)/(l-p..)2 ,
ii
(7-5.2)
(7.5.3a)
lU6.
3F- ^ - l o g ( Z ( l - p li)-1 )= V  /(l-p )(l-p ) . (7.5.3b)
11 jj ° ÜÜ
From (7*5-2) we obtain the derivative-likelihood equations 
for i=l,. , ,N ,
3 log L
3p. .li
ii
’ii
n. - I. + 7T.i,i+l l l
1-pii
Hence ii n. ./(n. - I. + it. )ii l l l and (7-5 la)
1  = Pjlpi-Pjj)'1 ; (7• 5 l b )
N
also i=lnii^ii = n-1 '
Although it is possible to solve (7-5-^) by elimination to obtain 
an equation in p , i=l,..,N, it appears to be preferable to use
numerical methods.
The conditional likelihood estimators, p.. = n../n. , bearii ii l
an obvious relationship to (7.5.^-a) and are, of course, asymptotically 
equivalent.
We now wish to compare UMLE's and CMLE's for the cyclic MC 
in the manner of 7-3. We denote by D{a^} the NxN diagonal 
matrix for which the ith diagonal element is a_^ , and by p(b_^ ) 
the Nxl column vector, the ith entry of which is b_^ . We note 
that the matrix
E = D{a_^} + p(bi)p(bi)T
has determinant
|E|
N N
(II a^ ) (1 + ZCb^/a^ )) (7.5.5a)
and inverse
lU7.
N b.
E_1 = DlaT1} - (1+E —  r1 D{a71}p(b.)pT(b.) Dia?1}. (7-5.5b)1 a. 1 ~ 1 ~ 1 11 1
Now Eln^) = (n-l)ibp__ , E(n^ i+ )^ = (n-1 )tM  1-p ^ ) and
E(l.) = tt. which, with (7.5-3), enable us to derive in and 1 1  u
1^ , the Fisher information matrices based on a sample of n 
observations for UML and CML estimation respectively. These are
I = (n-l)D{ff./p..(l-p..)} , and c 1 11 11
In = In + D{TT./(i_p. . )2} _ p(7T./(l„p. . )pT(tt./(1-P . . )) u c 1 11 ~ 1 11 ~ 1 11
TPlainly for any N-vector x = (x ,..,x^) we have that
m N x. 0 N x.
X T ( i n  - In)x =  I TT. (--- — f  - TT. —  > 0 ,
~ U C ~ 1 1 1'Pii 1 1 ^ i i  -
which implies that ln > In .u c
Our discussion of the positive definiteness of A = (ln+m-in)m c u
is somewhat more intricate. We first make the observation that
mu.
A = D{— rr1m p.,(i-p
TT TT TT
■ -  — l - 2}+ p (r r - )pT(r - Hii pii' (l-p..)Z ~ 1 pii ~ 1_pii
is a symmetric function of Ppp»’ ‘ anA S° we ma^ assume "without
loss of generality that 0 < p < p ^  < *' < ^ NN < ^ * then let
q. = p../(l-p..) and note that the diagonal elements of A are 
1 11 11 m
(A ) = —m ii PiiU _ Piiy) (m - (1-TrJqJ i = 1,..,N.
It follows from (7.5.5a) that the determinant of A^ is given by
k
N TT. N TT. p .
(.2, — rf---V (m-q.))(l+ . L ---^ -- v--
J 1 Pjj 1 Pjj J 1 Pii Pii
) (7-5.6)
148.
which is the same sign as
N N
BN (m) = i|1 (jpi (l-P..)(m-h)) • (7-5.7)
Now for k=2,..,N
Bk (m) = 0 (7-5.8)
is a (k-l)st polynomial equation with real roots which we
denote in ascending order by y
(j) , j=l,..,k-l, so that
k k k
j(d  ; h 2) ; •• i y(k-D •
A matrix is positive definite iff its diagonal elements 
and leading principal minors are positive (Wilkinson (I965,p28)), We 
therefore require a necessary and sufficient condition that
m > (l-TT. )q.J J j=l,..,N , (7-5-9)
and B, (m) > 0 k
OJIIft (7-5-10)
We can express this condition concisely as follows.
NResult 7.5.1. A > 0  iff m > M = y,\T .------------  m (N-1J
Derivation. We first make some further comments about
equation (7-5.8); we then prove the sufficiency, then the necessity
of our condition.
Although we are really interested in integer values of m
we may regard B (m) as a (continuous polynomial) function of a K
continuous variable. For large m B (m) is positive, while forK.
m < 0 B (m) is positive or negative according to whether k is— K
odd or even.
By grouping all the terms in (7-5-7) which have a factor of 
(m-q.), j=l,..,k-l, we can see that
<J
lU9 ■
.. ,.II ( l - p .  . ) ( q . - q .  ) ] ( l - p  ) ( q . - q .  . n )
i ? j , j + l  l i  l  j + 1 , j +1 j  j + 1
w hich  i s  t h e  o p p o s i t e  s i g n  t o  B (q ) .  Hence a  r o o t  o f  B (m)
k j + 1  K
l i e s  i n  each  i n t e r v a l  I .  = ( q . , q .  ) f o r  j = l , . . , N - l  by B o l z a n o ’s
J J J
t h e o r e m ;  u n l e s s  o f  c o u r s e  q q . n i n  which  c a se  q .  i s  a  r o o t  
J+1 J
o f  ( 7 . 5 . 7 ) •  T h i s  p r o v e s  what  was p r e v i o u s l y  a s s e r t e d ,  t h a t  a l l  t h e  
r o o t s  o f  ( 7 . 5 . 8 )  a r e  r e a l ;  i t  a l s o  e n a b l e s  us t o  w r i t e
0 <sh y( i ) ^ - <" .<V h |1(M) - qk •
We a r e ,  h o w e v e r ,  u n a b le  t o  f i n d  a  c o r r e s p o n d i n g  r e l a t i o n  b e tw e e n
J r
t h e  (l-TT^)q^ and t h e  y^  ^ .
I n  view o f  t h i s  d i s c u s s i o n  we can s e e  t h a t  B (m) i s  t y p i c a l l y
K.
o f  t h e  form shown i n  F i g .  7 * 5 .1 .
NWe now p r o v e  t h a t  m > q ^ ^ j =>Am > 0  .
( a )  Fo r  j = l , . . , N - l ,  ( l - T ^ J q  < q < < m » so t h a t
( 7 . 5 . 9 )  c e r t a i n l y  h o l d s  f o r  j = l , . . , N - l .
(b)  Suppose t h a t  yjf^ ^  < (l-TT^Jq^ < q ^ ; t h e n  i t  i s  c l e a r  f rom 
F i g .  7 . 5 . 1  t h a t  BN ( ( 1-TT^) qN) > 0 .  I f ,  how ever ,  we l e t  m = ( l - ^ ) q N 
i n  ( 7 . 5 . 6 ) ,  we f i n d  t h a t
7T p
i  p i i
^  p ( l - p  ^ ^ ^ ( l - T T  )q ( l - p  ) -p  ^
1 PJJ  PJJ  J 1 p i i '  p i i
which  i s  n e g a t i v e .  T h i s  c o n t r a d i c t i o n  i m p l i e s  t h a t  ( 7 * 5 .9 )  a l s o  
h o l d s  f o r  i=N.
( c )  P l a i n l y  m > i m p l i e s  BN(m) > 0 . A lso  B ^ m )  i s
Np o s i t i v e  f o r  a l l  m > q^ and  > 1N_1 > k = 2 , . . , N - l
so  t h a t  ( 7 . 5 . 1 0 )  h o l d s  f o r  k = 2 , . . , N .
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This establishes the sufficiency of our condition. To prove that
N N> 0 implies that m > y ^  ^  we show that m < y ^  ^  implies
that (m) < 0  for some k=2,...N.k
Plainly B^(m) < 0 for qN_1 < m < y ^ ^  and B2(m) < 0
for m < q^ . Also B^(q^ < 0, which leaves only those m
which are elements of (non-trivial) I, for some k=l,..,N-2 . Wek
suppose without loss of generality that m ^ I  2 (an^ that q^ ^ i1 q^)
and show that either B.T _ (m) < 0  or B„(m) < 0 from the fact thatN-l N
N-l NP(N_2 ) > P^N_2) • The logic of this is clear from Fig. 7*5.2. We 
note from (7*5*7) that
BN(m)
Letting m
N-l
^1- P N N ^ m _ q - N ^ B N - l m^'1 +  j = L  '
N , .]J/^  in (7*5*11) we note that
Bt / U(N -2 ) - *= 0 ’
U(H-2) < qM ’ and
(7.5.II)
j5i(1-pn )(m- V  " 0
This implies that B^ ^(y^ 2 ))c0 , which in turn implies that 
N-l N
P(N 2) > P (lT 2) Froves the necessity of our condition.
Although no explicit expression is in general available for M, 
is is clear that the reasoning involved in deriving this result 
leads to some important consequences, which we give in the following 
corollary.
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Corollary
(a) If PN-1 ,N-1 then 1-?N-1 ,N-1 1 " PNN
(b) If PN-1,N-1 PNN thSn M
PNN
1''PNN
/ \ PJ nj(c) A sufficient condition for A > 0 is that m > ------ .
m 1-^ NK
% - l  ,N-1
(d) A necessary condition for A > 0 is that m > --------m
" PN-1 ,N-1
We can see that the amount of information lost by neglecting 
the initial observation for the cyclic MC is strongly related to 
the two largest values of the "persistence" probabilities. We 
illustrate the possible scope of M by two simple examples.
Example 1. If p = t - , i=l,..,N, then ^  < M < 1 , which does
not depend on N .
Example 2. If p = , i=l,..,N , then N-2 < M < N-l, which
can become large with large N.
As in 7*3, we have a criterion for deciding whether to use UMLE's 
or CMLE’s for the cyclic MC.
7.6 LINDQVIST'S GENERALIZATION OF KLOTZ'S MODEL
1 5 ^.
Another important generalization of the simple MC in 
parametrization 7.2(b) which dates back to Barton, David and Fix (19d 2) 
and Goodman (196U), and which Lindqvist (1981) also discussed in 
relation to Klotz's work, has transition matrix given by
p = (i-p) 1 nT + pi ,
where II is the vector of equilibrium probabilities, I is the identity
matrix
1 Tmax (l--— ;— )<p<l and 1 = (l,..,l) is an N-vector. Since
i=l,..,N 1_ i ‘
Z7L = 1, this MC chain is described by N parameters, although in
developing the likelihood and information analyses it will be more
convenient to use the (N+l) parameters F ,..,7l^,p , and the
Lagrange multiplier X . Lindqvist gives expressions for the CMLE's
but remarks that numerical methods will be necessary so that one may
as well use UMLE's. The (unconditional) log-likelihood is
N N N
logL = i|1 [(li+ pja i )logTTi+nii log ((l-pJII^p) + ^ j i ^ l o g t l - p )  ]
N
+ X(.Z_ 77. -1)1 =  1 1
and the UMLE's can therefore be obtained by solving the equations
(l-p)n.. I. + n . . 
11 + 1 ,1^ 1 ij
/N  S\ / \
(1-p) 1L+P F.1
i=l,..,N,
N n i i ^  V
iE=lt--------/\ /\(1-p) F^ + p
£ . / . n. . ,1tl IJ/s
i - p
■] -  0 ,
i=l "i ‘ 1 •
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A gain  we s e e k  t o  compare UMLE’s and  CMLE's u s in g  o u r
i n f o r m a t i o n  m a t r i x  c r i t e r i o n .  We n o te  f i r s t  t h a t  — = ± andD A 3 t t .
l
t h a t  o t h e r  se c o n d  d e r i v a t i v e s  i n v o l v i n g  A a r e  e q u a l  t o  z e r o ,  so 
t h a t  f o r  o u r  p u rp o se  A i s  r e d u n d a n t  and  we om it t h e  row and  column 
o f  t h e  i n f o r m a t io n  m a t r i c e s  r e l a t i n g  t o  i t .  Now
s o ,  w r i t i n g
32lo g L ’ 1 U - p ;  n . .  11
9 T T 2
l
“ 2
TT jii Ji ' ( ( l -p )T T .+ p )2
32logL 32lo g L ' I .1
3 tt?
l
3 tt?
l
T T 2
i
32logL 32l o g L f
= 0 ,
3tt. 3tt. 3tt. 3tt.
1 J 1 <3
32logL 32l o g L ' u n i i
3 it. 3p 3 7T^ 3p ( ( l - p )  Th+p)^
32logL . 2 ,  ,  n . . ( l - T T . ) 23 logL  l i  l  1
3 p2 3 p 2 ( p +  ( 1-p)Tf. ( 1 - p ) 2
_ (l -p)(p+TT.-2p7T. ) 
a  _ = ___________i  i
TT^(l-p)lTi +p)
$i  = tt. / ( ( 1 - p ) tt.+ P ) ,
n N 7T . ( 1 —7T. ) 1 ^ 1_____1_
Y 1-p (l-p)TT +p
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we obtain for the information matrices
(n-l) D{a.}l
P ( 3.)~ i
p T ( 3 J T
and
d -Ctt:1 }1 p(0) '
P T (0) 0
Plainly (ln-ln ) u c
whenever a MC 
probabilities). 
diagonal matrix
is positive semi-definite (as will be the case
is parametrized in terms of its equilibrium
Also A = (ln+m - in ) is equivalent to the m c u
D{ma. - 7T p(0)i n  ~
PT(0) my - px(m3i)D ^ma^-IL 1}p(m3i )
and so a necessary and sufficient condition for it to be p.d. is 
that each diagonal element should be positive. We assume without loss 
of generality that tt^  < tt^  < .. < tt^ ., and note that
f(x) = ((l-p)x+p)/((l-2p)x+p)(l-p) is a monotonically increasing 
function of x over the possible range of the {tt. } . Therefore, 
letting = f(ip) we obtain the inequality
A 1 < .. < < (l-p)“2 , with (l-p)-1 < A, if p > 0 and
-p(l-p) 1 < A-^  if p < 0 . The last element is the same sign as
N -1C(m) = y n(ma.-TT. ) - m 
1 1 1
which is an N1*1 degree polynomial of similar nature to (7-5*7)*
As in 7*5 we can see that N-l of the roots of C(m) = 0 are 
located on the intervals [A^,A_^+^] , i=l,.,,N-l , and that
2C(A^) < 0 . The coefficient of the leading term is (lion ) (y - 13^/ou ) ,
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which is the same sign
N
B = E - 
i=l
as
TT. (1-2TT. )
1 1 __
77. + P(1-2TT. ) 1 1
and is always positive when tt < — , hut, for certain configurations 
of the {tt } when > ^ 9 may be negative. In the former case the
remaining root of C(m) = 0, which we will denote by M, is greater 
than . In the latter case M < and C(m)<0 for large positive
m, which implies that more information is used by UMLE's than by 
CMLE's for any finite number of additional observations. This is a 
somewhat artificial possibility, however, as it requires one state 
to be overwhelmingly dominant. This heuristic discussion forms the 
basis of a proof of the following results.
Result 7.6.1 If B > 0 then
(a) A > 0 iffm
(b) if A > 0m
(c) if iiiH1St= tt , then M = Ajj
Result 7.6.2 If B < 0 then there is no such that
m > iyL implies A > 0 . )U m
Again, the information gain due to using the unconditional 
likelihood is strongly related to the presence of a persistent 
state. We note that M < 1 as p < 0 , which was a property 
enjoyed by the simple MC (equation (7*3.1)).
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7.7 A FURTHER EXAMPLE
In this section we consider the N-state MC specified by 
2N-1 parameters for ■which the transition probabilities are given by
ij ii
i = j = 1,.. ,N,
(l-p..)e./(i-e.)n  j i i f  j ,
where 0 < p.. < 1 , 0 < 0. < 1
- i i  l
and 0^ = 1 ; the equilibrium
probabilities are then
tt. = 0. (1-0. ) / N 0 . (l—0 .) i = 1,, . ,N .1 _1____ 1_ ; z _J____ a_
1 ■ Pii I ^ =1 1^-Pjj ^
The {p_} and characterize the persistence and
"attractiveness" of each state, respectively. For the probability
of a transition from state i to state j , given that the MC
leaves state i, is 0 /(l-0_^); here (l-0^) is simply a
normalizing factor, so that the nature of the transition is determined
by the relative magnitudes of the 0. and does not depend on state i.
J
The greater the value of 0. the more likely is state j to be the
J
result of a transition - hence we may regard it as an attraction 
parameter. Because of this factorization the analysis for this MC 
has certain features in common with the cyclic MC of 7.5; and 
because I 0. = 1 some comments from J.6 will also be pertinent.
The conditional log-likelihood (where A is a Lagrange
multiplier) is
159.
N N
logL’ = i=l^niil0gPii + jpinijlos ^ 1 Pii^
N N N N
+ i h [j h njilog6i - jpinijlog(l-0i) ] +
dlogL’ Hence — — —
3pii
_ nü
' pü
.iPi ni.1
(1-pü )
so that p. .li equals n../n. , i = 1,..,N. Alsoli l ?
logL'
90.l
_ ,ih n.n
ei
iii nii
■ + jL-1-_-9~J + X
and
1  0. 1 1 = 1, which readily gives the 0_^ .
The unconditional likelihood is 
N
logL = logL + [(l-Ii)logL(-l-pii)+Ii(log6 +log(l-0 )]
i o g i|1 [e.(i e.) jP± (i Pjj)]
from -which we obtain the following equations for the UMLE's which 
require numerical solutions:
pii nii^j=l nij Ii + ^i^ 1
1- 26. ^  n: - - - -—  ( I . - tt.) +  —  .Z. n +
§±(x-8±) 1 1 e, jffil J1 l - e jn  n ij
i=l,..,N,
A / A x o> / A x0.(l-0.) u 6 . (1-0 .)/ y  J _ _ _ J
' j=i(i - Pii) (i - pJJ
i=l,-.,N,
Nr  0.l i l.
i6o.
We note that the estimator for p.. for this MC has the same formli
as for the cyclic MC of 7.5, and that if X = Xn then
Z n = Z n , that is, the number of transitions to a given 
ji j?1 iJ
state equals the number of transitions from it, and this simplifies
/\
the equations for A .
The information analysis for this MC bears a close resemblance 
to that for the cyclic MC of 7•5• As in 7-6 the contribution 
of A is redundant, so the likelihood is a function of the 2N 
parameters, i=l,..,N. We find that
8_logL' 
9p..2li
li
\±
m  h.i
(1-piir
9zlogL1
36.2l
■i^ i n.ii m  ni.i
(i-e.)‘
while
32logL
~ 23 p. .li
32lo'gL 1-1i
3 p ii
(1-TT. )‘l
(1-pii)2 1^-pii 2^
32logL
9pii9pjj X-pii
32logL _ 32logL1 _i 2 tt,
36' 36‘ e: (1- 6.)' 6.(1-8.) l l
?(l-20.)2
0?{1-6. )'1 1
3 logL _ iTT. (l-26. ) TT . (1-26
36 . 3 6 . 
i J
y____ i
6.(1-6.) 6.(1-6.)i i  J J
- IT. (1-TT. ) (1-26 1 1 i32logL
3pii9ei (1-P.ji )6. (l-6n. )ii i i
l 6 l .
rv2 t TT. TT . ( 1—20 . )3 logL  _ i  _ j_______ J _
rv A A  1 - P .  • 6  .  ( 1 - 0 .  )
3 p - i 30j  i i  J J
From t h i s  i t  f o l lo w s  t h a trHi—1 *
II p 1 H D t V p ü  i - P i P 1 0
1 1
0 D{tt. ( 1 -p .  . ) ( 0 J  ( 1 - 0 . ) " ) }
and
i n = i n ♦ u c
d {-
(1 - p u )2
TTi 1 -29^
d { i - p . . e . ( i - e .  
11 1 1
TTi 1_20i
D{i q r r  6. d - e .  1l i  l  l
1-2Q± 2
D{ e . ( i - e . )  u hi '  " i
pC^j./ (1- P i i )
TT. ( 1 - 2 0 .  )
/ __1_________1_ N
El 6 . ( 1 - 0 . )  '  1 1
V  h  , t V 1 "2 9 ! 5 .
E (I ^ T ) E e . d - e . )  }
F o r  any p a i r  o f  N - v e c to r s  x , y
T T n n N Xi  ( 1 - 2 0 , )y .
( x  y i ) ( l u - l “ ) , x v = Z M -  ‘/ X v = " A - --------  + ----------------
[ y )  1 U
c ( 1 - 2 0 . )y. -
-  [ 2  TT.- ( t— —  +  - - Ö-T-T a -T ) ] > o ,
1 171 1 p i i 0 . ( 1 - 9 . )  1 1
show ing  t h a t  i n > l n .u  c
Now we n o te  t h a t  f o r  any s q u a re  n o n - s i n g u l a r  sym m etric  m a t r i c e s
A, B, C,  t h a t A B* i s  e q u i v a l e n t  t o ’a 0
bt C 0
T -1C-B A B^
„T - 1
and  i s  p . d .  i f f  A and (C-B A B) a r e  b o th  p . d .  ( s e e  R a o ( l9 6 5 ,
p 32) )  . We w r i t e
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TT.1
i 2
pu (1-pii)
2 (m(l-pii - pu ) ,
i 1_20i
(l-p..) 6.(1-0.) A  ’11 1 1
1-20i (m(l-p . )-(1-26.))
07(1-0.) 11 1i i
1-20i ,
'i 0. (1-0. )i i
A = DlaJ + p(^ i)pT(^ i) ,
B = d {3.} + p(Ci)pT(ni) ,
c = viyA + p(n.)pT(n.) ,
/Tn+m T U \so that (I - I J
and
c-bta 1b 4H 4 _! T ßihD{h - TT} + (1+" cT) p(pi-— )p (V — )i l l  1 1
Now A is simply the A of 7*5 and is p.d. in accordancem
with the condition of Result 7.5.1* Also (C-B^A B^) is of the 
same form as E at (7-5.5), so we can see from (7*5-5a) that
T -1 C-B A B X
H ^ ( 1-20i
m iSi p..(l-p..)02(l-0.) li li l l
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I n.(l-p..) n (m(l-p..)-(p..+1-20.))
• -i i ii . /• ii ii ii=l Jfi
This is the same sign as
N N
V m) = ill V 1-!) <jp i(m(1-Pii)-(Pii+ 1-20.)) ,
which is essentially the same form as (7*5*7)• Therefore we denote
, N Nthe ordered roots of A^(m) = 0 by j=l,..,N, and the
ordered (p^+1-20^) by q_^ . ^ , j=l,..,N, assuming once more
without loss of generality that the p..,j=l,..,N are already
J d
ordered. From the reasoning of Result 7*5*1 and its corollary •
T -1 Nwe find that (C-B A B) is positive definite iff m > ^  ,
N NancltlmP q(N_l) < '%_!) < <1(N ) except when q(H_l) = q(N) = v(N_1)
This leads to the following result.
Result 7*7*1* (a) I^+m > 1^ iff m > M  = max(yi^ _ l), v1^ ^ ) .
, s. .^n+m _n . „  ^ ,(b) Ic > Iu if m > max(q(N),pNK
(c) If i f ” > t  then m > ”>ax(q(K_l),pN_ljtJ_1) .
We note that in a heuristic sense M increases with p.. andii
decreases with 0^; that is, simultaneous persistence and lack of
attractiveness leads to large M.
7.8 SUMMARY M D  CONCLUSION
In this chapter we have shown that exact maximum likelihood 
estimators are both available and accessible for the simple Markov 
chain, and have definite (although not necessarily large) advantages 
over conditional maximum likelihood estimators. It would appear to 
be the soundest practice to use UMLE's as in J . 2 for formal 
studies of simple MC's, while CMLE’s would be satisfactory for 
"preliminary data analysis".
We have shown that UMLE’s may also be obtained for more 
general MC’s by numerical techniques (which may also be required 
to calculate the CMLE’s) and that their information advantages 
are closely related to the probability that the MC will remain 
in at least one of its states for a long time.
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APPENDIX I 
Appendix to 5-3
In this appendix we present the following Tables and Figures derived 
from Equation (5.3.2).
(Blank spaces indicate 0.0000)
Table 5-3.1 Q(a,n,0.05) , the power of the test a=0 against 
a=0.05(0.05)0.25 for n=5(5)^0 observations 
with type I error a=0.05.
Q (a,n,0.05)5 the approximation to Q(a,n,0.05) 
obtained by truncating (5-3.2) after the first 
term.
Q1(a,n,a) 1-d
1-a
n-1 1-d +n(d -a) a- a
1-a
Table 5-3.2 Q(a,n,0.0l) and Q (a,n,0.0l) as for
Table 5-3.1 except that a=0.01
Table 5-3.3 N(a,a,3), the number of observations required
to detect a gap of length a=0.05(0.01)0.10(0.05)0.50 
with Type I error a = 0.01,0.05 
and Type II error 3 = 0.20 .
Table 5.3.*+ P{X^^>x}, the probability that the largest
interval on a circle is greater than x.
Gap length a=0.10. Number of observations 
n=5(5)30. x=0.01(0.01)1.00.
Figure 5-3-1
Table 5-3-5
l66.
P{X, \ > x} from Table 5-3.^ for a=0.10,(n)
n=5(5)30, 0<x<l .
P{^(n) > Proba'bility ‘that the largest
interval on a circle is greater than x. Gap 
length a=0.05,0.15,0.20. Number of observations 
n=10. x=.01(0.01)1.00.
P{X(n) > x} from Table 5-3-5 for 
a=0.05(0.05)0.20, n=10, 0<x<l .
Figure 5-3-2
TABLE 5 .3 .1
Q( a , n ,0 . 05) fo r a = 0.05(0 05)0.25
V a , n , 0.05) „ n = 5(5)70
a
n da 0.05 0.10 0.15 0.20 0.25
5 0.68377 0.0520 0.0580 0.0687 0.0837 0.1078
0.0750 0.0578 0.0673 0.0835 0.1077
10 0.77795 0.0539 0.0673 0.0977 0.1726 0.2235
0.0376 0.0577 0.0890 0.1399 0.2227
15 0.33761 0.0563 O.O808 0.1387 0.2587 0.7877
0.0355 O.O678 0.1311 0.2577 0.7828
20 0.270U0 0.0592 0.1000 0.2111 0.7680 0.8987
0.0359 0.0852 0.2067 0.7672 0.8982
25 0.22805 0.0627 0.1265 0.3257 0.7838 1 . 0 0 0 0
0.0378 0.1110 0.3175 0.7819 1 . 0 0 0 0
30 0.19787 0.0668 0.1633 0.7973 1 . 0 0 0 0 1 . 0 0 0 0
O.OU08 0.1775 0.7906 1 . 0 0 0 0 1 . 0 0 0 0
35 0.17513 0.0717 0.2137 0.7268 1 . 0 0 0 0 1 . 0 0 0 0
0.0750 0.1982 0.7228 1 . 0 0 0 0 1 . 0 0 0 0
7o 0.15738 0.0775 O.2818 0.9537 1 . 0 0 0 0 1 . 0 0 0 0
0.0503 0.2670 0.9527 1 . 0 0 0 0 1 . 0 0 0 0
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TABLE 5 - 3 . 2
Q( a , n , 0 . 0 1 ) f o r  a = 0 . 0 5 ( 0 . 0 5 ) 0 . 2 5
Q-^ ( a , n , 0 . 01)
d
n = 5 ( 5 )4 0
a
n da 0 .0 5 0 .1 0 0 .1 5 0 .2 0 0 .2 5
5 0 .78874 0 .0106 0 .0124 0 .0153 0 .0192 0 .0244
0 .0101 0 .0 1 2 3 0 .0153 0 .0192 0 .0244
10 0 .53584 0 .0 1 1 1 0 .0 1 4 9 0 .0 224 0 .0357 0 .0590
0 .0 0 8 9 0 .0 1 3 8 0 .0220 0 .0356 0 .0590
15 0 .4 0689 0 .0 1 1 8 0 .0185 0 .0347 0 .0704 0 .1471
0 .0086 0 .0 1 6 8 0 .0339 0 .0700 0 .1470
20 0 .32971 0 .0125 0 .0237 0 .0561 0 .1420 0 .3572
0 .0087 0 .0217 0 .0550 0 . l 4 l 6 0 .3571
25 0 .2782 0 .0 1 3 4 0 .0312 0 .0925 0 .2840 0 .7585
0 .0 0 9 3 0 .0 2 8 9 0 .0 914 0 .2835 0 .7584
30 0 .2 4 1 2 0 .0145 0 . 0 4 l 8 0 .1540 0 .5380 1 . 0 0 0 0
0 .0 1 0 1 0 .0 3 9 3 0 .1528 0 .5376 1 . 0 0 0 0
35 0 .2 134 0 .0 1 5 8 0 .0 5 6 9 0 .2548 0 .8842 1 . 0 0 0 0
0 .0112 0 .0 5 4 3 0 .2536 0 .8841 1 . 0 0 0 0
hO 0 .1916 0 .0174 0 .0 7 8 3 0 .4 125 1 . 0 0 0 0 1 . 0 0 0 0
0 .0 1 2 6 0 .0757 0 .4115 1 . 0 0 0 0 1 . 0 0 0 0
169 .
TABLE 5 . 3 . 3  N ( a , a , B )  
3 =  0 . 2 0
a 0 .0 1 0 .0 5
a
0 .0 5 180 ll+O
0 . 0 6 150 120
0 .0 7 120 100
0 .0 8 110 8o
0 .0 9 90 70
0 .1 0 80 65
0 .1 5 50 1+0
0 . 2 0 35 26
0 .2 5 26 19
0 .3 0 21 15
0 .3 5 17 12
o.i+o lb 10
0.1+5 12 9
0 .5 0 10 8
.0
1,
 
x 
= 
.0
l(
lO
i+
j)
, 
n 
= 
5(
5)
30
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APPENDIX II
Appendix to 5.^
In this appendix we present the following Table and Figure 
based on Equation (5.^*1)
(Blank spaces indicate 0.0000.)
Table 5.U.1 P{X^ _^  > x}, the probability that the second 
largest interval on a circle is greater than 
Gap length a=0.10.
Number of observations n=5(5)30 
x = 0.01(0.01)0.50.
(NB. The second largest interval cannot be 
greater than 0.5)
P{X, x > x} from Table 5-^.1 for a=0.10, (n-1)
n=5(5)30.
Figure 5*^*1
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FIG U R E 5.4.1
Survivor Function of Second Largest Interval 
on Unit Circle, a = 10, n = 5(5)30.
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APPENDIX III 
Appendix to 5-5
In this appendix we present the following Tables and Figures 
derived from Equations (5.5.1), (5.5-2) and (5.5.3).
(Blank spaces indicate 0.0000)
Table 5-5.1 P{Y > y} from (5.5.11») for X = 9(M21, 
n=10, y=0.01(0.01)1.00.
Figure 5.5*1 P{Y>y} from Table 5.5.1-
Table 5-5-2 A. Exact Distribution, P{Y > y} •
B. Approximation by (5 - 5•2b), P{W>y}
C. Approximation by (5 - 5•3b), P{Z>y}
D. Hartley-Priestley approximation.
For X=9; n=10; y=0.0l(0.0l)l.00 m
Figure 5-5-2 Curves from Table 5-5-2.
As for Table 5-5.2 except X = 21; n = 10; 
y = 0.01(0.01)1.00 .
Table 5-5-3
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