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Анотацiя
В роботi розглядаються основнi теоретичнi аспекти та характернi риси iснуючих методiв автоматичної по-
будови онтологiй, а також проводиться їх порiвняльний аналiз на основi розгляду переваг та недолiкiв кожного
з методiв.
Basic theoretical aspects and characteristics of existing methods of automated ontology building are considered in the
report. Also comparative analysis of these methods based on reviewing their advantaged and disadvantages is carried out.
Вступ
Зi зростанням потоку iнформацiї, з’явилася необхiднiсть ефективних зручних способiв її зберiгання, i
обробки. Величезний iнтерес викликають системи, здатнi без участi людини витягти потрiбнi вiдомостi з
тексту. Задача побудови семантичної моделi предметної областi вiдiграє ключову роль у процесi створе-
ння iнтелектуальної системи. Таку модель прийнято називати онтологiєю. Онтологiї є зручним засобом
представлення та зберiгання знань. Побудова онтологiй вручну вимагає знань людини-експерта в конкре-
тнiй предметнiй областi, а також значних фiнансових та часових затрат, тому питання автоматичної їх
побудови є надзвичайно актуальним в наш час.
Огляд методiв автоматизацiї
На сьогоднi iснує декiлька основних методiв автоматичної побудови онтологiй. Серед них: представле-
ння онтологiй у виглядi кiнцевого автомата, пiдхiд на основi лексико-синтаксичних шаблонiв, побудова
семантичної карти ресурсу, а також побудова онтологiй по колекцiї текстових документiв. Розглянемо
детальнiше особливостi кожного з них.
Автоматне представлення онтологiй дозволяє вести операцiї над ними використовуючи операцiї на
мовах i автоматах, що в свою чергу допоможе автоматизувати процес створення онтологiй. При такому
пiдходi типи онтологiй та їх iєрархiй не деталiзуються з метою пiдкреслити спiльнiсть операцiй, що розгля-
даються. Алгебраїчнi властивостi введених операцiй на онтологiях випливають з вiдповiдних властивостей
операцiй алгебри регулярних мов. Це означає, що данi операцiї задовольняють наступним законам: кому-
тативнiсть i асоцiативнiсть операцiй об’єднання та перетину, асоцiативнiсть множення, дистрибутивнiсть
операцiї множення щодо операцiй об’єднання та перетину.
Дану множину операцiй (у разi потреби) можна розширювати принаймнi мере в двох напрямках.
Одним з таких напрямкiв є розширення операцiями на графах (додавання i видалення вершини i ребра,
з’єднання графiв, iзоморфне з’єднання, декартове множення тощо). Iншим напрямком є алгебра вiдно-
шень. Оскiльки кожна онтологiя є поданням деякої сукупностi вiдношень, то можна вводити операцiї
реляцiйної алгебри.
Який з можливих напрямкiв буде вибрано, залежить вiд практичних потреб використання онтоло-
гiй. Очiкується, що представленi операцiї над онтологiями виявляться корисними при аналiзi, синтезi i
манiпулюваннi онтологiями i онтологiчними об’єктами.
Розглянемо тепер деякi проблеми, що виникають на шляху реалiзацiї даних операцiй. Перша проблема
пов’язана з тим, що коректне виконання описаних вище операцiй вимагає створення деякого загального
глосарiю предметних областей i понять, за допомогою якого можна було б однозначно iдентифiкувати
вiдповiднi об’єкти. Ця проблема є не тiльки проблемою на шляху реалiзацiї введених операцiй, але i в
деякому сенсi спiльною проблемою на шляху побудови онтологiй та роботи з онтологiями. Друга проблема,
що виникає при реалiзацiї операцiй, пов’язана з наявною iєрархiєю областей i понять. Справа в тому, що в
рiзних онтологiях однi й тi ж поняття й об’єкти можуть перебувати на рiзних рiвнях iєрархiї i це необхiдно
враховувати при застосуваннi операцiй. У пропонованому пiдходi ця проблема вирiшується за допомогою
побудови транзитивного замикання вiдношення досяжностi на станах автоматiв, що представляють данi
онтологiї. Однак, автори не впевненi в тому, що цього замикання достатньо для вирiшення проблеми. Тут,
мабуть, необхiднi експерименти на реальних онтологiях та їх представленнях. Третя проблема пов’язана з
повнотою знань, наявних в представлених онтологiях. Ця проблема є основною в процесi специфiкацiї та
верифiкацiї програмного i технiчного забезпечення. Тут же ця проблема пов’язана з можливiстю побудови
повної онтолого-керованої iнформацiйної системи.
В основному тому графовi моделi часто використовуються при роботi з моделями даних (RDF) i досить
рiдко при роботi з онтологiями [1].
Лексико-синтаксичнi шаблони давно використовуються у комп’ютернiй лiнгвiстицi i являють собою
характернi висловлювання i конструкцiї певних елементiв мови. Лексико-синтаксичний шаблон – це стру-
ктурний зразок мовної конструкцiї, що вiдображає її лексичнi та поверхнево-синтаксичнi властивостi.
Лексико-синтаксичнi шаблони дозволяють побудувати семантичну конструкцiю, яка вiдповiдає концепту-
альним змiстом одиницi тексту. Для цього використовуються особливостi мови, на якiй представлений
текст. Автоматична обробка тексту вимагає формалiзувати в словнику характернi для певної областi кон-
струкцiї. Їх формалiзацiя вимагає визначення множини лексем i граматичних форм, що входять в неї,
а також виявлення необхiдних синтаксичних умов, наприклад, узгодження граматичних характеристик
лексем. Цю iнформацiю можна задекларувати у виглядi деякої декларативної структури, якою є лексико-
граматичний шаблон. Проведенi рiзними авторами дослiдження показали, що використання шаблонiв на




Недолiком даного пiдходу є його трудомiсткiсть. Перш за все для побудови шаблонiв необхiдно прово-
дити дослiдження сукупностi текстiв з урахуванням конкретної мови з метою врахування всiх можливих
варiантiв, складу та граматичних особливостей конструкцiй. Побудова онтологiї по колекцiї текстових до-
кументiв заснований на статистичних методах аналiзу текстових документiв на природнiй мовi. Важливу
роль в аналiзi та формуваннi формалiзованого подання текстових документiв i в обробцi для користувача
запитiв грають тезауруси. Тезаурус являє собою словник основних понять мови, що позначаються окре-
мими словами чи словосполученнями з певними семантичними зв’язками мiж ними. Тезаурус може бути
загальним для мови, або орiєнтованим на якусь предметну область. Зазвичай в тезаурусах пiдтримую-
ться зв’язки, що визначають синонiми, омонiми, антонiми понять мови, зв’язки виду "цiле-частина "рiд-
вид "використовується для"тощо.
В даний час застосовується два способи створення тезаурусiв – ручний i автоматичний. Вручну, як
правило створюються унiверсальнi, незалежнi вiд конкретної колекцiї документiв тезауруси. Однак, роз-
робка тезауруса вручну є досить дорогою i трудомiсткою справою, що вимагає значних витрат часу. Тому
на практицi часто використовують автоматичне створення тезаурусiв [3].
Перевагою систем, що використовують тезаурус, є те, що вiн дозволяє при пошуку за ключовими
словами розширювати запит, включаючи в нього синонiми заданих користувачем ключових слiв i забез-
печуючи тим самим бiльш повний пошук. Можуть бути ототожненi синонiми в документi i в запитi. Крiм
того попередня обробка початкових даних в представленому методi значно спрощена. Тезауруси також
часто використовуються в процесi ручного або автоматичного iндексування документiв. Недолiком онто-
логiй побудованих на колекцiї текстових документiв є те, що створення тезаурусiв здiйснюється зазвичай
для заданих колекцiй текстових документiв. Тому такi тезауруси призначенi для роботи саме з цими
колекцiями.
Побудова семантичної карти ресурсу є одним iз методiв автоматичної побудови онтологiй, що ґрун-
тується на аналiзi текстових даних веб-ресурсу. Семантичною картою називають вiдображення контенту
ресурсу на концептуалiзацiю його вмiсту. Iснує багато стандартiв опису онтологiй для побудови семан-
тичної карти, найпопулярнiшим на сьогоднiшнiй день є OWL. Мова OWL дозволяє описувати класи i
вiдносини мiж ними, властивi для веб-документiв i додаткiв. В основi мови – уявлення дiйсностi в моделi
даних «об’єкт-властивiсть». OWL придатний для опису не тiльки веб-сторiнок, але i будь-яких об’єктiв
дiйсностi. Мова OWL формалiзує область визначення класiв i властивостi цих класiв, визначає iндивiди
та призначає їх властивостi, уточнює цi класи i iндивiди до певного ступеня, що визначений формальною
семантикою стандарту. Така модель не є предметно-орiєнтованою. Для її бiльш ефективного застосування
в конкретнiй галузi необхiдно використовувати в онтологiях лише поняття притаманнi данiй областi [4].
Дана методика дозволяє отримати логiчнi висновки, факти, якi не представленi в онтологiї буквально,
але випливає з її семантики. Це є незаперечною перевагою методу. Проте є певнi перепони для його масо-
вого впровадження. По-перше – це людський фактор – люди можуть подавати некоректну iнформацiю, не
додавати метаописи, використовувати неправильнi метаданi. Другим недолiком є надмiрне дублювання
iнформацiї – її треба представляти у вiдповiдному виглядi i для людини, i для комп’ютера.
Висновки
Проблема автоматичної побудови онтологiй сьогоднi є дуже актуальною задачею, для якої iснує багато
методiв її вирiшення. Представленi методи мають як спiльнi так i вiдмiннi риси. Головною спiльною
рисою методiв є їх орiєнтованiсть на отримання знань з тексту для подальшого їх зберiгання, аналiзу та
обробки. Вiдомо, що знання – це динамiчна сутнiсть, iснуючi знання можуть давати новi. Тому важливим
є робота з текстом не як з набором знакiв i символiв, а як з системою понять, що пов’язанi мiж собою
рiзноманiтними зв’язками i вiдношеннями. Саме розумiння семантики тексту стоїть на першому планi в
побудовi iнтелектуальних систем, а створення онтологiй вiдiграє важливу роль в цьому процесi.
Серед представлених методiв доцiльно вибрати той, який краще пiдходить для конкретної задачi.
Так, наприклад, автоматний метод вiдрiзняється тим, що операцiї над графами просто виконувати, проте
обмеженiсть станiв автомату є його основним недолiком. Лексико-синтаксичнi шаблони добре працюють з
великими обсягами вихiдного тексту для конкретної областi, проте вимагають попереднього аналiзу текс-
ту та визначення основних синтаксичних конструкцiй. Побудова онтологiй на основi колекцiї текстових
документiв добре працює лише з цими ж колекцiями. А побудова онтологiй на основi семантичної карти
вiдрiзняється тим, що дає змогу вилучати з текстової iнформацiї не лише знання, що в нiй закладенi,
але й на основi визначених правил виводити новi знання. Даний метод дiстав сьогоднi велике пошире-
ння i значна частина дослiджень в областi автоматичної побудови онтологiй направлена саме на його
вдосконалення.
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