Abstract. This paper presents the implementa- 
Introduction
Many methods have been focused in forecasting the penetration of new technology in a market [4] . A subcategory of these methods is the diffusion models category [10] .
The diffusion models are dynamic models that follow a well defined curve in time. In this paper the models which have been used are the Gompertz, Logistic and Bass for the OECD countries [1, 9, 11] . The concept implemented here was initially introduced in [10] while in [11] a hybrid GP (hGP) method made possible the combination of diffusion models and GP to produce several forecasting models. The Genetic Programming method (GP) is an evolutionary programming method derived by Genetic Algorithm (GA). It is a heuristic method that simulates the biological natural selection of an appropriate problem solution [2, 5] . In this paper, the independent variables besides time are macroeconomic statistics indices such as Gross Domestic Product per Capita (GDPpC) and Consumer Price Index (CPI).
Diffusion Models
a) In [4, 10] and [11] the diffusion process has been extensively described. The diffusion models follow:
Where y(t) is the penetration for time t, S is the saturation level and function f(t) is the coefficient. [9, 10] . 
In ( 2), which is called Gompertz I and ( 3), which is called Gompertz II, y(t) is the estimated diffusion level at time t, parameter S is the saturation level. Parameter c corresponds to a constant [4, 10, 11] .
c) Logistic Diffusion Model In general the form of the logistic model is:
In ( 4), y(t) is the penetration of a product in a market, at time t, f(t)=a+bt is function of time and a, b are constants.
d) Bass Model Bass model has been also presented in [4, 10] and [11] . In this model, the adoption of a new technology has two major categories: innovators and imitators. The adoption of a new technology y(t) is presented in:
In ( 5), parameter A depicts the initial purchasers of the new product. Parameter B=p+q, where p is innovators coefficient and q is imitators coefficient. Parameter C=rp, where r is constant and D=rq/A. [1, 11] 3 Modified Genetic Programming Method
Genetic Algorithms (GA) introduced by Holland in [2] and Koza continued with the introduction of the GP in [5] . GP method the chromosome is presented as a tree, while in GA the chromosome is a string of numbers. The terminology of trees has been presented in [10] and [11] .
The main terms are the node, which is a function and leaf which correspond to variables or constants of the solution [3, 6] .
a) Flowchart of Modified GP Method
In this paper the modified hGP [11] will be implemented in a dataset. The modified hGP consists of three parts, the regression analysis, the genetic algorithm process and the model selection. The optimized by regression analysis [10] .
c) Solutions Representation
Each chromosome is a string of characters [6] . In [11] , the inner representation has the abstract syntax tree of Python Programming Language as parse trees. For example, the two chromosomes, namely,5/(2Exp(1 − 0.2t)) and 25/GDP pCGompertzI(5 − 0.2t) are presented in 
d) Fitness Function and Evaluation
The selection of the best solution becomes according ( 6) for fitting and ( 7) for forecasting purposes. These are the fitness functions. In ( 6), the sum of squared error (SSE) is over the time period t = 1, 2, 3, T . Also, r(t) are the dataset observed data for time t and finally, y(t) corresponds to the model's value [2] . In forecasting process, the fitness function is a combination of the weighted sum of squared error (wSSE)
and Mean Absolute Percentage Error (MAPE), as in ( 7) and ( 8), respectively. In wSSE function, last data have greater weight factor than the initial data of the dataset.
The whole process is separated into training and forecasting processes. During training process, the wSSE function is used as fitness function, while the forecasting estimation is performed by MAPE. A sorted list with the evaluated solutions is created according the fitness function's value. Every one solution that is not satisfying the precision limit criterion is being removed. The remaining solutions are being sorted according to their fitness value and they are candidates for the next operation, the Crossover or Mutation [11] .
e) Crossover and Mutation
In the crossover operation, two solutions (parents) are selected, according to the Tournament Selection process, from the sorted list. In the Tournament selection, a number of solutions from the list are randomly selected and then the best of those is chosen for the Crossover or Mutation [11] . In each parent characters string, one
Crossover point is randomly chosen. The substring of each parent which begins at the crossover point is inter- Absolute Error (MAE). 
In ( 8), ( 9) and ( 10), y(t) corresponds to the model's value for time t = 1, 2, 3, T . Also, r(t) are the data of the dataset.
f) Macroeconomic Indicators
In this study, macro-economic indices of GDPpC and CPI will be used, as in [11] . The GDPpC corresponds to the productivity of a country and not of personal income.
Gross Domestic Product (GDP) is a measure of the value of the services, goods produced in a country. CPI corresponds to an average of basic consumer goods prices. The CPI is normalized on the value of the year 2010 [7] .
h) Dataset
In this study, the proposed method has been implemented on OECD countries dataset. The dataset presents the overall OECD fixed broadband penetration. It is derived from the OECD portal [7, 8] , which presents the total 
Results
In this study the SSE is the statistic indicator that has been used for the fitting process. In this section, the fitting performance of a generated GP model is presented. The forecasting performance of the diffusion models, In Fig. 11 is depicted the value of the GDPpC and CPI over time. The value of GDPpC is presented in 100000 US dollars and the CPI is normalized in year 2010.
Furthermore, the study has taken into consideration three different scenarios on how the GDPpC and CPI could be changed.
The first scenario presents 2.5% GDP and 1% CPI increase. In the specific scenario the forecasting model predicts a value of 29.78 per 100 inhabitants of fixed broadband penetration for the 4th quarter of 2016.
In second scenario, the growth of GDPpC and CPI is 4%
and 2%, respectively. The forecasting model predicts a value of 30.66 for the 4th quarter of 2016. The scenarios for the GDPpC and CPI growth are presented in Fig. 12 . Moreover, the forecasting performance scenarios are graphically presented in Fig. 13 . 
Concusion
In this paper the modified hGP method [11] is implemented with an updated dataset of the fixed broadband penetration in OECD total.
It achieves to produce forecasting models with one or more variables. The fitting and forecasting performance of the modified hGP are presented and the method presents satisfactory statistical indices.
The combination of diffusion models and GP with this method indicates that could be a robust forecasting method, especially for no big datasets.
The method represents a forecasting framework that could produce time dependant models and/or causal models for short or long-term forecasting, with more than one variable.
