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Abstract
In this thesis we consider a hyperbolic system of three conservation laws
modeling the one-dimensional flow of a fluid that undergoes phase tran-
sitions. We address the issue of the global in time existence of weak en-
tropic solutions to the initial-value problem for large BV data: such is
a challenging problem in the field of hyperbolic conservation laws, that
can be tackled only for very special systems. In particular, we focus on
initial data consisting of either two or three different phases separated
by interfaces. This translates into the modeling of a tube divided into
either two or three regions where the fluid lies in a specific phase. In
the case of two interfaces this possibly gives rise to a drop of liquid in a
gaseous environment or a bubble of gas in a liquid one.
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Introduction
This thesis deals with the global in time existence of solutions to the
initial-value problem for a system of hyperbolic conservation laws and
gives an overall review of the results contained in [8, 9, 10]. Conser-
vation laws are nonlinear first order partial differential equations that
frequently arise in physics, for example in fluid dynamics and models
of car traffic. These laws state that a measurable property of an isolated
physical system does not change evolving over time. Many situations
in nature are modeled according to the general principle that physical
quantities are neither created nor destroyed and their variation in a do-
main is due to the flux across the boundary. This is expressed by systems
of homogeneous equations of the form
∂tU + divxf(U) = 0 , t ≥ 0, x ∈ Rd, d ≥ 1 ,
where U(x, t) = (U1(x, t), . . . , Un(x, t)) represents the n-tuple of the con-
served quantities and f(U) = (f1(U), . . . , fn(U)) is the flux.
The mathematical treatment of conservation laws is demanding even
in the one-dimensional case, where the above system is rewritten as
∂tU + ∂xf(U) = 0 , t ≥ 0, x ∈ R .
One of the major issues on the study of initial-value problems is the ex-
istence of smooth solutions: even starting from smooth initial data, so-
lutions may develop discontinuities in finite time. For this reason, it
is more convenient to consider BV functions and distributional solu-
tions sorted according to entropy-admissibility conditions. As a conse-
quence, the standard tools of functional analysis do not apply and it is
xi
only by developing ad hoc techniques (Glimm scheme, vanishing vis-
cosity, front tracking algorithm) that in the last decades the theory of
one-dimensional hyperbolic conservation laws has grown and several
deep results on the well-posedeness of initial-value problems have been
proved; see the reference books [17, 21, 26, 38].
The global in time existence of weak entropic solutions to the initial-
value problem for any strictly hyperbolic system of conservation laws
with genuinely nonlinear or linearly degenerate fields and for sufficiently
small BV data is a well-established fact. Instead, no analogous result
can be proved under the assumption of initial data with merely bounded
total variation (not necessarily small), as the examples of [29] show. Nev-
ertheless, investigating the possibility for large data is a challenging
problem that can be tackled for some special systems, as it is for the
Temple ones [40].
This thesis focuses on the issue of large data for a system of the gas
dynamics that was first considered in [2]. In particular, the system arises
in a model of phase transitions for the one-dimensional inviscid flow of
a fluid and is the conservative part of a more complex system theorized
in [24]. Denoting by v > 0 the specific volume of the fluid, u the velocity,
p the pressure and λ the mass-density fraction of the vapor in the fluid,
the system is written in Lagrangian coordinates as⎧⎨⎩
vt − ux = 0 ,
ut + p(v, λ)x = 0 ,
λt = 0 .
The phase states of the fluid are characterized by the variable λ ranging
over the real interval of values between 0 (pure liquid phase) and 1 (pure
vapor phase). The variable λ is also incorporated in the pressure
p(v, λ) =
a2(λ)
v
,
where a(λ) > 0 is a C1 function defined on [0, 1]. The system is strictly
xii
hyperbolic with two genuinely nonlinear characteristic fields support-
ing sonic waves and a linearly degenerate one supporting contact dis-
continuities, which are interpreted as interfaces keeping the fluid sepa-
rated into two different phases.
The initial-value problem includes BV data
(vo(x), uo(x), λo(x)) , vo(x) ≥ v > 0 , x ∈ R .
If the function λo is constant, we immediately get the global existence of
solutions for any initial data. Indeed, in this case λ(x, t) remains constant
also w.r.t x and our system becomes an (isentropic) isothermal p-system{
vt − ux = 0 ,
ut + p(v)x = 0 ,
for which Nishida in [33] proves the existence for arbitrarily large BV
data. When λo is non-constant, instead, Nishida’s theorem does not ap-
ply, but in [2] Amadori and Corli find that TV(vo), TV(uo) can be taken
large provided that TV(λo) is small, and vice versa. Motivated by [2],
one could wonder if the Nishida’s theorem is recovered at least in the
case where λo is piecewise constant with few jumps, say one or two.
Indeed, in this case the model reduces to either two or three p-systems
coupled through either one or two interfaces. Furthermore, the prob-
lem could be understood as the perturbation of a Riemann solution.
This subject was thoroughly studied in [31, 37] for generic hyperbolic
conservation laws and large data. Nevertheless, not all the hypotheses
required there are satisfied in this case (see [6]) and, hence, the global
existence of solutions can not be inferred from the theorems contained
therein, but has to be dealt with differently. A satisfactory answer is
given in [8, 9, 10].
In particular, [10] considers the case of an initial datum λo with a
single discontinuity at x = 0 that gives rise to a contact discontinuity
referred to as the phase wave. This assumption on λo allows to weaken
the hypotheses of [2] (larger bound on the BV norm of the data) and to
improve the final existence theorem. The most relevant novelties of the
xiii
proof are the introduction of a peculiar Glimm functional that controls
the total variation of the approximate solutions and a careful tailoring
of the front tracking algorithm used to construct them. Front tracking
approximations [17, 26] are piecewise constant functions whose jumps
are located along finitely many straight lines in the (x, t)-plane, that are
called fronts and can be of two main types, shocks and rarefactions. The
standard scheme prescribes also the use of fictitious non-physical fronts
that are not needed for systems of only two conservation laws, see [7,
13]. Since our initial data reduce the system to two 2 × 2 systems, it
would be reasonable to avoid this technicality. However, this is not the
case: non-physical waves must be taken into consideration, but the sim-
ple structure of the data allows for an unusual treatment that simplifies
the estimates.
On the other hand, [8, 9] study the initial-value problem for data with
two phase interfaces, i.e. corresponding to λo piecewise constant with
two jumps, say at x = 0 and x = 1. Clearly, this case is more complicated
than the previous one, because of the possible bouncing back and forth
of the waves in the middle region [0, 1]. Here, the model describes a
fluid consisting of three homogeneous mixtures of liquid and vapor and
three main configurations (that may have a physical interpretation) can
be considered:
(d) the drop case;
(b) the bubble case;
(p) the increasing (decreasing) pressure case.
The first case is analyzed in [9], while the other two are treated in [8].
For the proof of the main result, two novel ideas are employed: the first
one is a further simplification of the Glimm functional, in which some
nonlinear terms are dropped; the second one is another original variant
of the front tracking algorithm that is essential for the adoption of this
new functional.
The thesis is organized as follows. In Chapter 1 we recall some pre-
liminary concepts on hyperbolic conservation laws and we discuss the
xiv
model studied throughout the sequel. In Chapter 2 we describe the pe-
culiar front tracking algorithm introduced in [9] and that we need to
construct the approximate solutions in the proofs of Chapter 3 and 4. In
particular, Chapter 3 contains the existence result for the single interface
case. Remark that the analysis of this chapter differs from that of the
related paper [10] for two reasons: the use of a more sophisticated front
tracking algorithm and the change of approach in the proof of the de-
creasing of the Glimm functional. The latter is also an ingredient in the
proof of the main theorem of Chapter 4, where we treat the case of the
two phase waves and we conclude with some open questions.
xv

Chapter 1
Preliminaries
In this chapter we briefly recall some preliminary notions on the theory
of conservation laws with particular attention to p-systems, that are at
the core of the model studied throughout the sequel. As mentioned in
the Introduction, in this thesis we address the issue of the existence of
solutions to the initial-value problem for a system of conservation laws.
Hence, we devote the first two sections to review some basics on the
Riemann problem and the front tracking algorithm, which is a classical
technique used to construct approximate solutions. In Section 1.3 we
focus on some well-known existence results for the p-system and, finally,
in Section 1.4 we introduce the model we are going to analyze in the
remaining chapters. As general references we cite [17, 21, 26, 38].
1.1 The Riemann problem
Let Ω ⊆ Rn, n > 1, be an open set and let f : Ω→ Rn be a smooth vector
field. We focus on systems of one-dimensional conservation laws of the
form
Ut + f(U)x = 0 , t ≥ 0, x ∈ R , (1.1.1)
where U = U(x, t) = (U1(x, t), . . . , Un(x, t)).
1
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Definition 1.1.1. Given U−, U+ ∈ Ω and
U(x, 0) =
{
U− if x < 0,
U+ if x > 0 ,
(1.1.2)
the Riemann problem (1.1.1), (1.1.2) is the initial-value problem consisting of
system (1.1.1) and initial data (1.1.2).
In this section, we show how to construct a weak solution to (1.1.1),
(1.1.2). In general, given an initial condition
U(x, 0) = Uo(x) , x ∈ R , (1.1.3)
by weak solution to the problem (1.1.1), (1.1.3) we mean a function u :
R× [0, T ]→ Rn that satisfies the following requests:
• the map t→ U(·, t) is continuous with values in L1loc;
• (1.1.3) is satisfied;
• for every C1 function ϕ with compact support contained in the
open strip R×]0, T [ it holds∫ T
0
∫ +∞
−∞
[ϕt(x, t)U(x, t) + ϕx(x, t)f(U(x, t))] dx dt = 0 .
Moreover, given a convex entropy η with entropy flux q, we say that the
weak solution is η-admissible if it satisfies the entropy inequality
η(U)t + q(U)x ≤ 0
in the distributional sense, i.e. if for every non-negative C1 function ϕ
with compact support contained in R×]0, T [ it holds∫ T
0
∫ +∞
−∞
[ϕt(x, t)η(U(x, t)) + ϕx(x, t)q(U(x, t))] dx dt ≥ 0 .
We now make some assumptions on the flux f . For example, in or-
der to have finite speed of propagation (which characterizes hyperbolic
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equations), we have to require that the Jacobian matrix of f , denoted by
Df(U), has n real eigenvalues λ1(U) ≤ · · · ≤ λn(U) for every U ∈ Ω.
When these eigenvalues are all distinct we say that the system is strictly
hyperbolic.
Under the assumption of strict hyperbolicity, the system admits a ba-
sis of right eigenvectors {r1(U), · · · , rn(U)} depending smoothly on U .
For each characteristic family i = 1, . . . , n we say that the i-th character-
istic field is:
• genuinely nonlinear if for every U ∈ Ω it holds ∇λi(U) · ri(U) ̸= 0 ;
• linearly degenerate if for every U ∈ Ω it holds ∇λi(U) · ri(U) = 0.
To be able to construct weak entropic solutions to (1.1.1), (1.1.2), we
work under the hypotheses that the system is strictly hyperbolic and
each characteristic field is either genuinely nonlinear or linearly degen-
erate. The next example is a classical system of the gas dynamics and
will be used both as a motivation for the subsequent analysis and as an
excuse for computing the basic quantities just defined.
Example 1.1.2. A p-system is a one-dimensional model for the dynamics of an
isentropic gas (with costant entropy), for which one has conservation of mass
and momentum but not energy. In Lagrangian coordinates it is given by{
vt − ux = 0 ,
ut + p(v)x = 0 ,
t ≥ 0, x ∈ R , (1.1.4)
where v > 0 is the specific volume, u ∈ R is the velocity of the gas and p = p(v)
is a prescribed pressure law satisfying p′(v) < 0 and p′′(v) > 0. The class of
systems like (1.1.4) includes the interesting case of the so-called γ-laws
p(v) =
a2
vγ
, (1.1.5)
where a > 0 and γ ≥ 1 are constants. In particular, γ is called the adiabatic
constant and it holds 1 < γ < 3 for the majority of the gases. System (1.1.4)
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is strictly hyperbolic with eigenvalues
λ1 := −
√
−p′(v) < 0 <
√
−p′(v) =: λ2 .
The right eigenvectors are r1 = (1,
√−p′(v)), r2 = (−1,√−p′(v)) and both
the characteristc fields are genuinely nonlinear. Indeed,
∇λ1 · r1 =
(
p′′(v)
2
√−p′(v) , 0
)
·
(
1,
√
−p′(v)
)
> 0 ,
∇λ2 · r2 =
(
− p
′′(v)
2
√−p′(v) , 0
)
·
(
−1,
√
−p′(v)
)
> 0 .
Since both the system (1.1.1) and the Riemann data (1.1.2) are self-
similar, i.e. invariant under the transformation (x, t)→ (cx, ct), for c ∈ R
constant, we observe that the solutions should have the same property.
Thus, we search for solutions
U(x, t) = U˜(ξ) , ξ =
x
t
.
Inserting this into (1.1.1), we end up with
Df(U˜)
˙˜
U = ξ
˙˜
U ,
where ˙˜U is the derivative of U˜ w.r.t. ξ. Hence, ˙˜U is an eigenvector of the
Jacobian matrix Df(U˜) with eigenvalue ξ, i.e. for some i ∈ {1, . . . , n}we
have
ξ = λi(U˜(ξ)) ,
˙˜
U(ξ) = ri(U˜(ξ)) ,
by a suitable normalization of ri. Assume that the i-th characteristic field
is genuinely nonlinear and, in particular, that ∇λi · ri > 0. Let U− ∈ Ω
be fixed. Then, there exists a curve Ri(U−) in Ω emanating from U− and
such that, for any U+ ∈ Ri(U−), the Riemann problem (1.1.1), (1.1.2) has
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a weak solution given by the continuos function
U(x, t) =
⎧⎪⎪⎨⎪⎪⎩
U− if x < λi(U−)t ,
U˜(x/t) if λi(U−)t ≤ x ≤ λi(U+)t ,
U+ if x > λi(U+)t ,
(1.1.6)
where U˜(λi(U−)) = U−, U˜(λi(U+)) = U+ and λi(U˜(x/t)) is strictly in-
creasing (for t fixed). We call (1.1.6) a centred rarefaction wave and we
denote by Ri(σ)(U−) its orbit parameterized by σ, i.e. the solution to the
Cauchy problem
dU
dσ
= ri(U) , U σ=0= U− . (1.1.7)
Thus, we see that for any left state U− in Ω there are n such integral
curves emanating from U−, on which U+ can lie allowing for a solution
like (1.1.6).
Now, assume that the i-th characteristic field is linearly degenerate.
In this case, we denote by Ci(σ)(U−) the solution to (1.1.7) and we notice
that along this curve λi is constant. If there exists σo ∈ R such that
U+ = Ci(σo)(U−), then
U(x, t) =
{
U− if x ≤ λi(U−)t ,
U+ if x > λi(U−)t .
(1.1.8)
is a solution to the Riemann problem (1.1.1), (1.1.2) called contact discon-
tinuity. Moreover, (1.1.8) is weak since the Rankine-Hugoniot condition,
namely
f(U)− f(U−) = si(U − U−) , (1.1.9)
is satisfied along U = Ci(σ)(U−) with si = λi(U−).
This condition characterizes the i-th Hugoniot locus Si(U−) through a
point U− as the set of points U for which there is si ∈ R such that (1.1.9)
is satisfied. More precisely, we can prove the local existence around U−
of n smooth curves S1(σ)(U−), . . . , Sn(σ)(U−), parameterized by a suit-
able σ that allows for a second order tangency with the corresponding
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rarefaction curves of the same family R1(σ)(U−), . . . , Rn(σ)(U−), when
the field is genuinely nonlinear. Moreover, we have that the i-th rarefac-
tion curve and the i-th Hugoniot locus through U− coincide when the
i-th characteristic field is linearly degenerate.
Once we have derived the Hugoniot loci for system (1.1.1) and U−,
we select the parts of these curves that give admissible shocks, i.e. that
satisfy some entropy conditions. If the i-th characteristic field is gen-
uinely nonlinear (for example, ∇λi · ri > 0), given two points U− and
U+ = Si(σo)(U−) for a suitable σo ∈ R, a shock wave of family i connect-
ing U+ to U− is a solution to the Riemann problem (1.1.1), (1.1.2) of the
form
U(x, t) =
{
U− if x ≤ sit ,
U+ if x > sit .
(1.1.10)
In particular, (1.1.10) is called a compressive shock when σo < 0 and a
rarefaction shock when σo > 0. Moreover, we say that (1.1.10) is a Lax
shock if the shock speed si verifies the Lax inequalities:
λi−1(U−) < si < λi(U−) , λi(U+) < si < λi+1(U+) , (1.1.11)
(where λ0 = −∞ and λn+1 = +∞). We have that compressive shocks
are Lax shocks, while rarefaction shocks violate (1.1.11).
Example 1.1.3. Here we obtain the expressions for the rarefaction curves and
the shock curves of system (1.1.4), that are depicted in Figure 1.1. The rarefac-
tion curves of family i = 1, 2 through a point U− = (v−, u−) ∈ Ω are
U = R1(v)(U−) : v > v− , u = u− +
∫ v
v−
√
−p′(z) dz ,
U = R2(v)(U−) : v < v− , u = u− −
∫ v
v−
√
−p′(z) dz ,
where in both cases the curves are parameterized by v and we select only the
branch of the integral curves along which λi increases.
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As for the shock curves of family 1, 2 connecting U to U−, we recall that the
speeds are
s1 = −
√
p(v−)− p(v)
v − v− < 0 , s2 =
√
p(v−)− p(v)
v − v− > 0 ,
and, according to (1.1.11), 1-shocks must satisfy the conditions
s1 < λ1(U−) , λ1(U) < s1 < λ2(U) ,
while 2-shocks must satisfy
λ1(U−) < s2 < λ2(U−) , λ2(U) < s2 .
The expressions for the shock curves are
U = S1(v)(U−) : v < v− , u = u− −
√
(v − v−)(p(v−)− p(v)) ,
U = S2(v)(U−) : v > v− , u = u− −
√
(v − v−)(p(v−)− p(v)) .
FIGURE 1.1: Rarefaction and shock curves through
U− in the (v, u)-plane. The thick curves are of the
first characteristic family, while the dashed ones are the
curves of the second family.
Now, we combine the properties of the rarefaction waves and the
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shock waves to obtain the unique solution to the Riemann problem for
small initial data. We start by defining the wave curves. Let U− ∈ Ω and
i ∈ {1, . . . , n}.
• If the i-th characteristic family is genuinely nonlinear, we set
Wi(σ)(U−) :=
{
Ri(σ)(U−) if σ ≥ 0 ,
Si(σ)(U−) if σ < 0 .
• If the i-th characteristic family is linearly degenerate, we set
Wi(σ)(U−) := Ci(σ)(U−) .
Remark that, in the genuinely nonlinear case we parameterize these
wave curves by σ allowing for a second order tangency at U− between
the shock and the rarefaction curves. The importance of the wave curves
is that they almost form a local coordinate system around U− and this
gives the possibility to prove the existence of solutions to the Riemann
problem for U+ close to U−.
For (σ1, . . . , σn) in a neighborhood of 0 ∈ Rn, we inductively define
the states ω0, . . . , ωn by
ω0 := U− , ωi :=Wi(σi)(ωi−1) . (1.1.12)
By the previous discussion, each Riemann problem with data
U(x, 0) =
{
ωi−1 if x < 0 ,
ωi if x > 0 ,
(1.1.13)
has a weak entropy-admissible solution consisting of a simple wave of
the i-th family. More precisely,
• if the i-th characteristic field is genuinely nonlinear and σi > 0, the
solution is a rarefaction wave whose characteristic speeds range
over the interval [λ−i , λ
+
i ], where λ
−
i := λi(ωi−1) and λ
+
i = λi(ωi);
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• if either the i-th field is genuinely nonlinear and σi < 0 or the i-th
field is linearly degenerate, the solution is either a shock travelling
with speed λ−i := λ
+
i := si or a contact discontinuity travelling
with speed λ−i := λ
+
i := λi(ωi−1).
Assume that ωn = U+. The solution to the Riemann problem (1.1.1),
(1.1.2) can be constructed by piecing together the solutions to the n Rie-
mann problems (1.1.1), (1.1.13) on different sectors of the (x, t)-plane.
Indeed, for sufficiently small σ1, . . . σn, the speeds λ±i remain close to
the corresponding eigenvalues λi(U−). By the strict hyperbolicity and
the closeness of the initial states, we can assume that the n intervals
[λ−i , λ
+
i ] are disjoint. Therefore, the following piecewise smooth func-
tion U : R× [0,+∞[→ Ω is well-defined:
U(x, t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U− if x < λ−1 t ,
ωi if x ∈ ]λ+i t, λ−i+1t[ , i = 1, . . . , n ,
Ri(σ)(ωi−1) if x ∈ [λ−i t, λ+i t], x = λi(Ri(σi)(ωi−1))t ,
U+ if x > λ+n t .
(1.1.14)
The following theorem states the existence of solutions to a Riemann
problem.
Theorem 1.1.4 (Lax). Assume that f is a smooth vector field defined on Ω,
the system (1.1.1) is strictly hyperbolic and each characteristic field is either
genuinely nonlinear or linearly degenerate. Then, for every compact setK ⊂ Ω,
there exists δ > 0 such that the Riemann problem (1.1.1), (1.1.2) has a unique
weak solution of the form (1.1.14) whenever U− ∈ K and |U+ − U−| ≤ δ.
For the proof and other fundamentals on Riemann problems we cite the
seminal paper [30].
Example 1.1.5. We return to system (1.1.4) and consider the Riemann problem
for initial data (1.1.2). For any point U− ∈ Ω and i = 1, 2, the wave curves
Wi(v)(U−) separate the plane into four distinct regions SS, SR, RS and RR;
see Figure 1.1. If U+ lies in any of the two above curves, then the solution is
a simple wave of rarefaction or shock type depending on which branch of the
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curve it is located. On the other hand, if U+ lies in the interior of one of the four
regions, consider the family of curves
F := {W2(v)(Um) : Um ∈W1(v)(U−)} .
Remark that the three regions SS, SR and RS are covered univalently by F ,
i.e. through each point U+ in one of these regions there passes exactly one curve
W2(v)(Um). This is no longer true for the region RR, as we will see below. The
solution to the Riemann problem is constructed as follows: we connect Um to
U− on the right by a wave of family 1 and we connect U+ to Um on the right
by a wave of family 2. Clearly, whether these waves are of rarefaction or shock
type depends on the position of U+. The four possible outcomes are depicted in
Figure 1.3.
In the peculiar case where U+ belongs to RR and fails to be in a suitably
small neighborhood of U−, we observe that it cannot be connected to U−. In-
deed, not every point in this region can always be reached by a curveR2(v)(Um).
FIGURE 1.2: The appearance of vacuum corresponds
to the situation where the integral (1.1.15) converges
and the 1-rarefaction curve through U− has the hori-
zontal asymptote u = u− + I .
For example, if
I =
∫ +∞
v−
√
−p′(y) dy <∞ , (1.1.15)
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the curve R1(v)(U−) has the horizontal asymptote u = u− + I . If we take
U+ = (v−, u+) with u+ > u− + 2I , one can see that there is no way that
U+ lies on any R2(v)(Um), as in Figure 1.2. In particular, (1.1.15) is verified
for pressure laws of the kind (1.1.5) if and only if γ > 1; the convergence of the
integral physically corresponds to the possible appearance of vacuum. However,
by Theorem 1.1.4 it is still possible to solve the Riemann problem if |U+ − U−|
is small enough, see Chapter 17 §A of [38].
1.2 The Cauchy problem
In this section we study the initial-value problem for a general n × n
system of conservation laws (1.1.1) and data (1.1.3). We are in the setting
of Theorem 1.1.4, i.e. we have a strictly hyperbolic system where each
characteristic field is either genuinely nonlinear or linearly degenerate.
Given an initial condition Uo with sufficiently small total variation, it is
possible to construct a weak, entropy-admissible solution U defined for
all times. The smallness hypothesis on the data is important since the
Riemann problems may fail to have a solution if the initial states are far
apart.
The following is a classical result on the global existence of solutions
for conservation laws; see [17, 21, 26] and references therein for a de-
tailed analysis.
Theorem 1.2.1 (Global existence of entropy weak solutions). Under the
basic assuptions of strict hyperbolicity of the system, genuine nonlinearity or
linar degeneracy of the characteristic fields, there exists a constant δo > 0 with
the following property. For every initial datum Uo ∈ L1 with
TVUo ≤ δo , (1.2.1)
the initial-value problem (1.1.1), (1.1.3) has a weak solution U = U(x, t) de-
fined for all t ≥ 0. In addition, if the system admits a convex entropy η, then
one can find a solution which is also η-admissible.
The proof of Theorem 1.2.1 consists of four main steps:
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FIGURE 1.3: The Riemann problem for the p-system
and initial states U−, U+.
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• the construction of approximate solutions;
• the interaction estimates;
• the compactness of a subsequence of approximate solutions;
• showing that the limit is indeed a solution.
Theorem 1.2.1 was first proved in the paper of Glimm [25], where the
fundamental approach was formulated and all the basic estimates can
be found. The Glimm’s result for small initial data uses approximate
solutions constructed via a difference scheme which involves a random
choice and is called the Glimm scheme. An alternative line of proof that
is exploited in the next chapters is based on a front tracking algorithm.
A front tracking for scalar equations was first proposed by Dafermos in
[22] and, subsequently, was extended to 2×2 systems by DiPerna in [23].
To cover the general n ≥ 2 case, one needs to overcome the problem of
possible blow-up in the number of wave fronts. This was accomplished
by Risebro in [36] through a back-stepping procedure and by Bressan in
[16] thanks to the introduction of non-physical fronts. Early applications
of this method can be found in [1] and [42]. Here, we essentially follow
Chapter 7 of [17], where the version of the algorithm refined in [14] is
presented.
1.2.1 The front tracking algorithm
The algorithm can be roughly described as follows. For a fixed ε > 0,
an ε-approximate front tracking solution is a piecewise constant func-
tion U = Uε(x, t), whose discontinuities are located along finitely many
straight line x = xα(t) in the (x, t) plane (fronts) and approximately sat-
isfy the Rankine-Hugoniot condition (1.1.9). At each time t > 0 the fol-
lowing estimate is expected:∑
α
⏐⏐⏐[f(U+)− f(U−)]− x˙α[U+ − U−]⏐⏐⏐ = O(1)ε ,
where U+ = U(xα+, t) and U− = U(xα−, t). For i = 1, . . . , n, recall
the i-th rarefaction curve Ri(σ)(U−) and the i-th shock curve Si(σ)(U−),
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through the state U− and parameterized by some σ that measures the
size of the wave. Jumps can be of three types: shocks (or contact discon-
tinuities in the linearly degenerate case), rarefactions and non-physical
waves.
• Along each shock front (or contact discontinuity) xα, the points
U+ and U− are related by U+ = Skα(σα)(U−), for a genuinely
nonlinear characteristic family kα ∈ {1, . . . , n} and σα < 0 (or
U+ = Ckα(σα)(U−), for a linearly degenerate kα). We call |σα|
the strength of the wave and the speed sα satisfies |sα− x˙α| ≤ ε (or
λkα(U−) satisfies |λkα(U−)− x˙α| ≤ ε).
• Along each rarefaction front xα, one has U+ = Rkα(σα)(U−) for
some genuinely nonlinear characteristic family kα ∈ {1, . . . , n}
and σα ∈ ]0, ε]. Again, we call |σα| the strength of the rarefaction
and the speed satisfies |λkα(U+)− x˙α| ≤ ε.
• Along a non-physical front xα, we set |σα| = |U+ − U−| for the
strength of the wave and x˙α = λˆ for the speed, where λˆ is fixed
and strictly bigger than all characteristic speeds. For convenience,
we say that non-physical fronts belong to a fictitious n+ 1 charac-
teristic family.
Definition 1.2.2 (ε-approximate solution). For ε > 0, we say that a contin-
uous map t ↦→ Uε(·, t) ∈ L1loc(R,Rn) is an ε-approximate solution of (1.1.1),
(1.1.3) if the following conditions hold: 1) as a function of (x, t), it is piecewise
constant with jumps as above; 2) the total strength of all the non-physical waves
is ≤ ε for all t ≥ 0; 3) it holds
∥Uε(·, 0)− Uo(·)∥L1 ≤ ε .
For a proof of Theorem 1.2.1, we first need to establish the existence
of front tracking approximations defined for all times, i.e. we have to
prove that there exists a constant δo > 0 such that, for every initial con-
dition Uo ∈ L1 that satisfies (1.2.1) and for every ε > 0, the Cauchy prob-
lem (1.1.1), (1.1.3) admits an ε-approximate solution globally defined in
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time. Secondly, one has to show that a suitable sequence of front track-
ing approximations converges to a limit U = U(x, t) that provides an
entropy-admissible weak solution.
Let ε > 0 be fixed. The construction of Uε by means of the front
tracking algorithm starts at time t = 0 by taking a piecewise constant
approximation Uo,ε of the initial data Uo satisfying
TVUo,ε ≤ TVUo ≤ δo , ∥Uo,ε − Uo∥L1 < ε .
Let x1 < · · · < xN be the points where Uo,ε is discontinuous. For
each α = 1, . . . , N , the Riemann problem of initial states Uo,ε(xα−) and
Uo,ε(xα+) is approximately solved on a forward neighborhood of (xα, 0)
in the (x, t)-plane by a function of the form Uε(x, t) = U˜ε((x − xα)/t),
with U˜ε piecewise constant. If the exact solution to the Riemann prob-
lem contains only shocks and contact discontinuities, then we let Uε co-
incide with the exact solution; if, instead, centred rarefaction waves are
present, they are approximated by a centred rarefaction fan containing
several small jumps travelling at a speed close to the characteristic one.
Piecing together the solutions of all the Riemann problems, we ob-
tain an approximate solution defined on a small time interval. Then,
the fronts are prolonged until the first time two of them interact and a
new Riemann problem appears. Since at this time Uε is still a piecewise
constant function, the newly generated Riemann problems can be ap-
proximately solved within the class of piecewise constant functions and
so on. By slightly perturbing the speed of just one incoming front at a
point of interaction, we can assume that at any time only one interaction
between two fronts can occur. Moreover, for interaction times t > 0 we
choose not to partition an outgoing rarefaction when there is an incom-
ing rarefaction of the same characteristic family.
For n × n systems the main source of technical difficulty is that the
number of fronts may approach infinity in finite time: this is due to the
fact that at each interaction point there are two incoming fronts, while
the number of outgoing ones is n or even larger if rarefaction waves are
involved. Thus, one should provide a uniform (in time) bound on the
number of fronts and interactions. To overcome this issue, the algorithm
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in [17] adopts two different procedures to solve Riemann problems: an
accurate Riemann solver, which introduces several new fronts, and a sim-
plified Riemann solver, which generates at most two physical outgoing
fronts and collect the remaining new waves into a single non-physical
front that is not directly related to elementary waves of the system. Be-
low we describe these two solvers represented in Figure 1.4.
FIGURE 1.4: The accurate Riemann solver (a) and the
simplified Riemann solver (b). The dashed lines repre-
sent the newly generated fronts, i.e. of a different char-
acteristic family from those of the incoming fronts.
Consider two wave fronts of size σ, σ′ interacting at a point (x¯, t¯)
of the (x, t)-plane. For a fixed ρε > 0, the emerging Riemann problem
of initial states U−, U+ is treated with the accurate solver if |σσ′| ≥ ρε,
otherwise is treated with the simplified solver.
1. Accurate Riemann solver. We determine σ1, . . . , σn and ω0, . . . , ωn
as in (1.1.12). If all the jumps (ωi−1, ωi) were shocks or contact
discontinuities, then the Riemann problem would have a piece-
wise constant solution with ≤ n fronts. Generally, though, the ex-
act solution is not piecewise constant because of the presence of
rarefaction waves. Indeed, if one of the jump (ωi−1, ωi) is of rar-
efaction type and has strength |σi| greater than a small parameter
ηε > 0 (fixed at the beginning), then it is partitioned in a number
ei = ⌊|σi|/ηε⌋ + 1 of discontinuities by inserting additional states
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ωi,j between ωi−1 and ωi. For j = 1, . . . , ei, we set
ωi,j := Ri(jσi)(ωi−1) , xi,j(t) := x¯+ λi(ωi,j)(t− t¯) .
As soon as ωi,j and their locations have been computed, we can
define an approximate solution as it is shown in Figure 1.5.
FIGURE 1.5: An example of approximate solution con-
structed with the accurate solver. The picture repre-
sents the outgoing fronts from the interaction at (x¯, t¯)
for a system of n = 3 equations.
2. Simplified Riemann solver. Let j ≥ j′ be the families of the two
incoming waves of sizes σ, σ′. We assume that the left, middle and
right states U−, Um, U+ before the interaction are related by
Um =Wj(σ)(U−) , U+ =Wj′(σ′)(Um) ,
and we define the auxiliary right state
V+ :=
{
Wj(σ) ◦Wj′(σ′)(U−) if j > j′ ,
Wj(σ + σ
′)(U−) if j = j′ .
Let V = V (x, t) be the piecewise constant solution of the Rie-
mann problem with data U−, V+ constructed as in the accurate
case. By our definition of auxiliary state, V contains exactly two
wave fronts of sizes σ and σ′ if j > j′, or a single wave front of size
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σ+σ′ if j = j′. Of course, one may have V+ ̸= U+: if this is the case,
we let the jump (V+, U+) travel with a fixed speed λˆ strictly bigger
than all characteristic speeds. Thus, in a forward neighborhood of
(x¯, t¯) we define an approximate solution as
U(x, t) =
{
V (x, t) if x− x¯ ≤ λˆ(t− t¯) ,
U+ if x− x¯ > λˆ(t− t¯) ,
see Figure 1.6 (a) and (b).
FIGURE 1.6: Examples of approximate solutions con-
structed with the simplified solver. The picture rep-
resents the interacting fronts in the (x, t)-plane. Non-
physical fronts are denoted by dashed lines.
This procedure introduces a new non-physical wave front that may
collide with other (physical) fronts. When this happens, let U−, Um
and U+ be the left, middle and right states as before and σ be the
size of a physical wave of the i-th family. If U+ = Wi(σ)(Um), we
define the auxiliary right state
V+ :=Wi(σ)(U−) .
Now, call V the solution to the Riemann problem with data U−, V+
given by a single front of family i and size σ. Since, in general, it
holds V+ ̸= U+, we let the jump (V+, U+) travel with fixed speed λˆ
and we define the approximate solution as above (Figure 1.6 (c)).
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It is not a-priori obvious whether the scheme is well-defined, since
we do not know if the states remain sufficiently close in order that all
the Riemann problems are solvable. In other words, we must prove that
such approximate solutions can be defined for all times. To do this, we
need to obtain a quantitative estimate on the strengths of the interacting
waves, so that it is possible to show that the approximations have uni-
formly bounded total variation. To keep track of the total variation of an
approximate solution Uε, we introduce two functionals defined in terms
of the strengths of the waves. At time t > 0, let xα be the locations of
the fronts carrying the jumps of Uε(·, t) and let |σα| be the strength of the
wave at xα. We define a linear functional measuring the total strength
of waves in Uε(·, t)
L(t) = L(Uε(·, t)) :=
∑
α
|σα| (1.2.2)
and a quadratic functional measuring the wave interaction potential
Q(t) = Q(Uε(·, t)) :=
∑
A
|σασβ | , (1.2.3)
whereA is the set of the approaching waves at time t. More precisely, we
say that two fronts located at xα < xβ and belonging to the characteristic
families kα, kβ ∈ {1, . . . , n + 1} are approaching if and only if kα > kβ or
else if kα = kβ and at least one of them is a shock. We observe that L
and Q are defined and constant outside interaction times. In order to
see how they vary across interaction times, we need some estimates on
the difference between the strengths of the incoming and the outgoing
waves.
Lemma 1.2.3 (Glimm interaction estimates). Let n ≥ 2 and consider an
interaction between two wave fronts.
i) Let σ′i, σ
′
j be the sizes of the two incoming fronts belonging to the distinct
characteristic families i, j and assume |σ′iσ′j | ≥ ρε. Their interaction
determines a Riemann problem whose exact solution consists of outgoing
waves of sizes σ1, . . . , σn. These are related to the incoming waves by the
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estimate
|σi − σ′i|+ |σj − σ′j |+
∑
k ̸=i,j
|σk| = O(1)|σ′iσ′j | .
ii) Let σ′i, σ
′′
i be the sizes of two incoming fronts, both belonging to the same
i-th characteristic family, and assume |σ′iσ′′i | ≥ ρε. The sizes of the out-
going waves σ1, . . . , σn are related to the incoming ones by
|σi − σ′i − σ′′i |+
∑
k ̸=i
|σk| = O(1)|σ′iσ′′i |(|σ′i|+ |σ′′i |) .
iii) Let σ′i, σ
′
j be the sizes of two incoming fronts of families i, j and such
that |σ′iσ′j | < ρε. Then, if σn+1 denotes the strength of the outgoing
non-physical wave, we have
|σn+1| = O(1)|σ′iσ′j | .
iv) Let a non-physical front σ′n+1 interact with a wave of size σ′i. Then, if
σn+1 denotes the strength of the outgoing non-physical wave, we have
|σn+1| − |σ′n+1| = O(1)|σ′iσ′n+1| .
For a proof see Lemma 7.2 of [17]. We consider a time τ where two
fronts of sizes σ′, σ′′ interact and we estimate the change in the function-
als L,Q across τ . Concerning L, the estimates of Lemma 1.2.3 yield
∆L(τ) = L(τ+)− L(τ−) = O(1)|σ′σ′′| .
Notice that after τ the two fronts σ′, σ′′ are no longer approaching, while
the newly generated fronts can approach all the other waves. Hence, by
Lemma 1.2.3 we can derive
∆Q(τ) = Q(τ+)−Q(τ−) = −|σ′σ′′|+O(1)|σ′σ′′|L(τ−) .
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In particular, if L remains sufficiently small, the previous estimate im-
plies
∆Q(τ) ≤ −|σ
′σ′′|
2
.
Thus, we can choose a suitable constant Co such that the Glimm func-
tional, defined as
F (t) := L(t) + CoQ(t) , (1.2.4)
decreases at every interaction time τ , provided thatL(τ−) is small enough.
Moreover, let C1 ∈ R satisfy
1
C1
TVUε(·, t) ≤ L(t) ≤ C1TVUε(·, t) .
Since we have assumed TVUo,ε ≤ δo and it holds Q(t) ≤ L2(t) for all
t ≥ 0, we get
TVUε(·, t) ≤ C1[L(t) + CoQ(t)] ≤ C1[L(0) + CoQ(0)]
≤ C1[C1δo + Co(C1δo)2] .
This means that the total variation of U is uniformly bounded indepen-
dently from the approximation parameter ε and the time t.
To prove that the total number of fronts remains finite, we recall that
the accurate Riemann solver is used when the strengths of two inter-
acting waves σ′, σ′′ satisfy |σ′σ′′| ≥ ρε. This can happen only finitely
many times, since Q is decreasing and across these interactions it holds
Q(τ+) − Q(τ−) ≤ −ρε/2 by Lemma 1.2.3. Hence, new physical fronts
are introduced only at a number ≤ 2Q(0)/ρε of interaction points and
their total number is finite. On the other hand, a new non-physical front
is generated only when two physical fronts interact and any two phys-
ical fronts can cross only once. By this reason, we deduce that also the
total number of non-physical fronts is finite.
As a consequence, for any values of the parameters ηε, ρε and for
initial data with sufficiently small total variation, a piecewise constant
approximate solution can be constructed for all times t ≥ 0. To verify
that it is indeed an ε-front tracking approximation satisfying the requests
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of Definition 1.2.2, it remains to prove that the maximum strength of any
rarefaction wave is uniformly bounded and that the total strengths of the
non-physical waves remains small. We refer to the end of Chapter 7 of
[17] for the details.
In conclusion, we take a sequence of parameters (εν)ν≥1 decreasing
to zero. For each ν ≥ 1, the previous analysis yields the existence of an
εν-approximate solution Uν of (1.1.1), (1.1.3) with uniformly bounded
total variation. Moreover, the maps t ↦→ Uν(·, t) are uniformly Lipschitz
continuous with values in L1(R,Rn). We can thus apply Helly’s Theo-
rem [17] and extract a subsequence which converges to a limit function
U ∈ L1loc which is proven to be the weak entropic solution of (1.1.1),
(1.1.3).
1.2.2 Front tracking for systems of two conservation laws
The main technical difficulty in the proof of the well-definiteness of the
algorithm is to control the overall error generated by non-physical fronts.
This requires to introduce the concept of generation order and perform a
rigorous analysis of interactions (see Section 7.3 of [17]). Nevertheless,
for a 2× 2 system it is possible to avoid the introduction of non-physical
waves and always use an accurate solver to construct approximate solu-
tions. In this section, we give a sketch of the proof that is contained in
[13] and will turn useful in the next chapter.
In a few words, in the n = 2 case the only problem comes from the
fact that rarefaction fronts can be partitioned generating several other
fronts. Then, in order to ensure that the total number of wave fronts
and interactions remains finite, it suffices to verify that the number of
interactions creating possibly large rarefactions is finite. This is what is
required in the following lemma; for a proof see Lemma 2.3 of [7].
Lemma 1.2.4. Let a wave front tracking pattern made of segments of the two
families be given in [0, T [×R. Assume that the speeds of the fronts of the first
family lay between two constants a1 < a2 and those of the fronts of the second
family lay between b1 < b2, with a2 < b1. Assume that the wave front-tracking
pattern has also the following properties:
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i) at t = 0 there is a finite number of waves;
ii) the interactions occur only between two wave fronts at any single time;
iii) except a finite number of interactions, there is at most one outgoing wave
of each family for each interaction.
Then, the number of interactions in the region R× [0, T [ is finite.
The only non trivial property to verify is the third one. The inter-
actions giving rise to rarefactions that have to be split are among those
that involve two incoming waves of the same family and an outgoing
rarefaction wave of the other family and with strength > ηε. This can be
inferred from Lemma 1.2.3. We recall that for any couple of interacting
waves σ′i, σ
′′
i belonging to the same i-th family, the strength |σj | of the
outgoing wave of family j ̸= i satisfies
|σj | ≤ O(1)|σ′iσ′′i |
(|σ′i|+ |σ′′i |).
Recall also that, if the initial data have sufficiently small total variation,
then it holds ∆Q ≤ −|σ′iσ′′i |/2. Thus, for a suitable constant C2 we get
ηε < |σj | ≤ O(1)|σ′iσ′′i |(|σ′i|+ |σ′′i |) ≤ C2|σ′iσ′′i | ≤ −2C2∆Q ,
as long as the total variation remains bounded (and small). This means
that ∆Q < −ηε/(2C2) and, whenever such interactions occur, the poten-
tial Q decreases by a fixed positive amount: this can happen only finitely
many times since Q is decreasing and Q(0) is bounded.
Therefore, by Lemma 1.2.4 we obtain that the total number of wave
fronts and interactions remains finite in time and the algorithm is well-
defined with no need of non-physical fronts.
1.3 Some existence results for large data
It is clear that Theorem 1.2.1 applies to the p-systems introduced in (1.1.4).
However, by the simple form of these equations one can prove the ex-
istence of global solutions under more general assumptions on the size
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of the data. In this section, we recall (without proofs) some well-known
results regarding this issue.
Consider the system of (isentropic) isothermal gas dynamics (1.1.4)
with pressure law (1.1.5) and γ = 1, namely⎧⎪⎨⎪⎩
vt − ux = 0 ,
ut +
(
a2
v
)
x
= 0 ,
t ≥ 0, x ∈ R . (1.3.1)
From Example 1.1.5 we recall that in the case γ = 1 vacuum cannot ap-
pear and Riemann problems are solvable for any couple of initial states.
Moreover, in [33] Nishida proves that it is sufficient that the total varia-
tion of the initial data
(v(x, 0), u(x, 0)) = (vo(x), uo(x)) , vo(x) ≥ v > 0 , x ∈ R ,
(1.3.2)
is finite in order to have globally defined solutions. The uniform bound-
edness of the total variation of the approximate solutions (constructed
via a Glimm scheme) is accomplished by the decreasing of a linear func-
tional that measures the wave strengths in Riemann invariants
w(v, u) = u+ a log v , z(v, u) = u− a log v , (1.3.3)
(see Definition 17.1 of [38]). And no interaction potential is needed.
Theorem 1.3.1 ([33]). The Cauchy problem for (1.3.1) and data (1.3.2) with
bounded total variation admits a weak entropic solution defined for all times
t ≥ 0.
This result was subsequently extended by Nishida and Smoller in
[34] to any pressure law (1.1.5) with γ > 1. Here, the total variation of
the initial data can be taken large but bounded by a constant depending
on γ.
Theorem 1.3.2 ([34]). For the p-system (1.1.4) with pressure law (1.1.5) and
γ ≥ 1, let (vo, uo) be the initial data with bounded total variation and assume
that
0 < v ≤ vo(x) ≤ v < +∞
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for some constants v, v ∈ R. There exists a constant C depending only on v, v
such that if
(γ − 1)TV(vo, uo) < C , (1.3.4)
then the initial-value problem has a weak solution defined for all times t ≥ 0.
This means that the data can have large total variation when (γ − 1) is
small: indeed, the smaller is (γ − 1), the larger can be taken TV(vo, uo).
In particular, if γ = 1, there is no restriction on the size of the data and
we recover Theorem 1.3.1.
A further generalization of Theorem 1.3.1 that is worth mentioning
is due to Bakhvalov. The author in [15] extends the global existence re-
sult for the isothermal gas dynamics to any pressure law satisfying the
condition
3(p′′)2 ≤ 2p′p′′′ for all v > 0 . (1.3.5)
Roughly speaking, (1.3.5) determines whether the strength of a shock
decreases by crossing a shock of the opposite family. In particular, for
(1.1.5) the Bakhvalov’s condition holds if and only if γ ∈ ]0, 1]. Hence, it
is not satisfied in the case of interest 1 < γ < 3.
A condition that has the same flavor of (1.3.4) is required in the ex-
istence theorem proved by Liu [32]. Consider the non-isentropic 3 × 3
system of the gas dynamics in Lagrangian coordinates⎧⎪⎪⎨⎪⎪⎩
vt − ux = 0 ,
ut + px = 0 ,
Et + (pu)x = 0 ,
(1.3.6)
where p = p(v, s) = p(v, e) is the pressure, e is the internal energy, s is
the entropy and E = u2/2 + e is the total energy. The third equation in
(1.3.6) represents the conservation of energy. In [32] the author works
under the assumption that the gas is polytropic, i.e. the equation of state
is
p(v, s) =
a2
vγ
exp
(
(γ − 1)s
R
)
,
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where R is a positive constant and 1 < γ ≤ 5/3. In brief, given initial
data
(v(x, 0), u(x, 0), E(x, 0)) = (vo(x), uo(x), Eo(x)) , x ∈ R ,
the global existence of solutions to the Cauchy problem holds true pro-
vided that vo, uo and so = s(eo, po) have bounded total variation and
(γ − 1)TV(uo, vo, so)
is sufficiently small. Similar results were obtained also by Peng in [35]
and Temple in [40] and all these papers use the Glimm scheme. A front
tracking technique, instead, was exploited in [11] and will be used in the
sequel. We point out that a front tracking scheme in case of initial data
with large total variation is far from being simple and a careful study of
interactions is required.
1.4 A model of phase transitions
At last, we introduce the model studied in the thesis. We focus on a
hyperbolic system of conservation laws for the flow of a fluid capable
of undergoing phase transitions from pure liquid to pure gas, including
mixtures of both. The system was first considered by Amadori and Corli
in [2] and is a simplified version of the model discussed in [20], that in
turn derives from [24]. The original model of [24] analyzes the wave
patterns observed in experiments performed on retrograde fluids (i.e.
with large heat capacity) with the use of shock tubes.
A shock tube is an instrument that is used in numerous experiments
and computational studies on the phase-changes for fluids, see [24] and
the references therein. The apparatus consists of a cylindrical metal tube
with a piston on one side and the other side either open or closed. By
compressing or withdrawing the piston, shock or rarefaction waves pass
through the fluid and phase changes are induced.
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In Lagrangian variables the system of [20] is written as⎧⎪⎪⎨⎪⎪⎩
vt − ux = 0 ,
ut + p(v, λ)x = εuxx ,
λt =
1
τ
(p− pe)λ(λ− 1) + bελxx ,
(1.4.1)
where v, u are the usual state variables for the specific volume and the
velocity of the fluid, ε > 0 is a viscosity coefficient and b is a positive
real parameter, the ratio 1/τ is the typical reaction time and pe is a fixed
equilibrium pressure. The quantity λ ∈ [0, 1] is the mass density fraction
of the vapor in the fluid: the value λ = 0 refers to the liquid phase, while
the value λ = 1 refers to the vapor phase; the intermediate values of λ
describe mixtures of the pure phases. Remark that here the pressure p
depends not only on v but also on λ. More precisely, p is of the form
p = p(v, λ) =
a2(λ)
v
, (1.4.2)
where v ∈ ]0,+∞[ and a is a smooth positive function for λ ∈ [0, 1]. In
particular, (1.4.2) satisfies
p > 0 , pv < 0 , pvv > 0 . (1.4.3)
For a2(λ) a possible choice is a linear interpolation between the two pure
phases, i.e. a2(λ) = k0 + λ(k1 − k0), for some constants 0 < k0 < k1. A
motivation for the pressure to depend on λ can be given by considering a
pressure law for real gases (the van der Waals pressure law, for instance)
when the temperature is above the critical point. In such cases what is
observable in laboratory are the two hyperbolic branches of the pressure
associated to the liquid and to the vapor phase, i.e. a2(0)/v and a2(1)/v,
respectively. The pressure curves a2(λ)/v, for 0 < λ < 1, interpolate
the curves of the pressure in the liquid and vapor phases for the case of
mixtures. See Figure 1.7.
Notice that system (1.4.1) is isothermal, an assumption that can be
seen as a consequence of the large heat capacity of retrograde fluids [39].
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FIGURE 1.7: Pressure curves.
The reaction term (1/τ)(p − pe)λ(λ − 1) on the right-hand side of the
third equation allows for metastable states because of the presence of the
equilibrium pressure pe: namely, metastable states are the vapor states
lying above the line p = pe or the liquid states lying below it. The line
p = pe in the (v, p) plane plays the role of the equal-area Maxwell line in
the standard theory of phase transitions for fluids [41].
1.4.1 The model of Amadori and Corli
Clearly, the mathematical analysis of (1.4.1) is non-trivial and some sim-
plifications are in order. If we let ε = 0, for example, (1.4.1) becomes a
system of balance laws with a reaction term that is studied in [4]. In turn,
this requires the study of the homogenous part of the system, namely⎧⎪⎪⎨⎪⎪⎩
vt − ux = 0 ,
ut + p(v, λ)x = 0 ,
λt = 0 .
(1.4.4)
System (1.4.4) is the protagonist of this thesis and was first considered by
Amadori and Corli in [2], where they prove the global in time existence
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of solutions to the initial-value problem for BV data
(v(x, 0), u(x, 0), λ(x, 0)) = (vo(x), uo(x), λo(x)) , x ∈ R . (1.4.5)
Motivated by Theorem 1.3.1 above, the authors assume that the initial
data have suitably bounded total variation but not necessarily small. Re-
call that for small enough data the global existence to the Cauchy prob-
lem (1.4.4), (1.4.5) is guaranteed by Theorem 1.2.1.
The proof of [2] exploits a front tracking technique analogous to that
described in Section 1.2.1; for a variant including a decomposition by
path method we refer to [12]. Instead, for proofs based on the Glimm
scheme we mention [35], that contains an interesting analysis of the
wave-pattern interactions for (1.4.4) and, in the case p = p(v, γ) = v−γ
with γ > 1 playing the role of the variable λ, we refer to [27, 28], where
the authors use both the Glimm scheme and the front tracking algo-
rithm.
Under the assumption (1.4.2), by (1.4.3)2 we have that system (1.4.4)
is strictly hyperbolic in the whole domain Ω =]0,∞[×R × [0, 1] with
eigenvalues
e1 = −
√
−pv(v, λ) , e2 = 0 , e3 =
√
−pv(v, λ) . (1.4.6)
We write c =
√−pv(v, λ) = a(λ)/v. The corresponding right eigenvec-
tors associated to e1, e2, e3 are
r1 =
⎛⎝1c
0
⎞⎠ , r2 =
⎛⎝−pλ0
pv
⎞⎠ , r3 =
⎛⎝−1c
0
⎞⎠ . (1.4.7)
By (1.4.3)3 the eigenvalues e1 and e3 are genuinely nonlinear with
∇ei · ri = pvv(v, λ)
2c
> 0 , i = 1, 3 ,
while e2 is linearly degenerate.
In [2] the hypotheses on the initial data are expressed in terms of
a so-called weighted total variation WTV of a(λo). This quantity arises
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naturally in the problem and reduces to the logarithmic variation of
a when the function is continuous. The idea is to prescribe a bound
on WTV(a(λo)) such that the larger is TV(vo, uo), the smaller must be
WTV(a(λo)), and vice versa.
Let f : R→ ]0,+∞[, we define the weighted total variation of f by
WTV(f) := 2 sup
n∑
j=1
|f(xj)− f(xj−1)|
f(xj) + f(xj−1)
, (1.4.8)
where the supremum is taken over all n ≥ 1 and (n+1)-tuples of points
xj with x0 < x1 < · · · < xn. This definition is motivated by the choice of
strengths for 2-waves that we will see in (2.1.4). Moreover, WTV(f) is
essentially related to TV(log f) as it is clear from the following formula
deduced from Proposition 2.1 of [2]:
inf f
sup f
TV(log f) ≤WTV(f) ≤ TV(log f) .
In particular, if f is continuous we have WTV(f) = TV(log f). Denote
ao(x) = a(λo(x)), Ao = WTV(ao), po(x) = p(vo(x), λo(x)) and assume
a(λ) > 0 , a′(λ) > 0 . (1.4.9)
The quantity Ao measures the total strength of the 2-waves at time 0+.
The main result of Amadori and Corli states the following.
Theorem 1.4.1 ([2]). Assume (1.4.2) and (1.4.9). Consider initial data (1.4.5)
with vo(x) ≥ v for some constant v > 0. For every m > 0 and a suitable
function k :]0,+∞[→ ]0, 1/2[ the following holds. If
Ao < k(m) , (1.4.10)
TV(log po) +
1
inf ao
TV(uo) < 2 (1− 2Ao)m, (1.4.11)
then, the Cauchy problem (1.4.4), (1.4.5) has a weak entropic solution (v, u, λ)
defined for all t ≥ 0. Moreover, the solution is valued in a compact subset of Ω
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and there is a constant C(m) such that for every t ≥ 0
TV(v(·, t), u(·, t)) ≤ C(m) .
The function k deserves some comments. The interaction of two
waves αi, βi of the same family i = 1, 3 produces a wave εi of the same
family and a “reflected” wave εj of the other family (j = 1, 3, j ̸= i). For
a suitable definition of strengths (see (2.1.4)), the authors prove that
|εj | ≤ d(m)min{|αi|, |βi|} , (1.4.12)
where d < 1 is a damping coefficient depending on αi, βi and |αi|, |βi| ≤ m,
see Lemma 5.6 of [2]. The function k is defined by
k(m) :=
1−√d(m)
2−√d(m) , (1.4.13)
it satisfies k(0) = 1/2 and it is decreaseing to 0 as m → +∞. Then,
WTV(ao) < 1/2. Furthermore, (1.4.10), (1.4.11) can be read as analogous
to (1.3.4): the larger ism, the smaller is k(m) and vice versa. The possible
occurring of a blow-up in theBV norm when these bounds do not hold
is still an open problem.
The proof of Theorem 1.4.1 exploits the special structure of (1.4.4)
and differentiates the treatment of 1- and 3-waves from that of 2-waves.
More precisely, the authors consider a linear functional that is analo-
gous to that of [7] and accounts only for waves of family 1 and 3, with
a weight ξ > 1 to be assigned to shocks’ strengths. As we will see in
the next chapters, the choice of ξ as a function of m is a crucial passage
in the proof. The linear functional referred to an approximate solution
(v, u, λ)(·, t) is given by
Lξ(t) =
∑
i=1,3
γi>0
|γi|+ ξ
∑
i=1,3
γi<0
|γi|+Knp
∑
γ∈NP
|γ| , Knp > 0 . (1.4.14)
where the sum varies over the set of waves γi of family i = 1, 3 and the
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set of non-physical waves γ ∈ NP . Moreover, for 2-waves we intro-
duce Lcd =
∑ |γ2|, that does not depend on t and is assumed to satisfy
Lcd ≤ Ao = WTV(ao).
Motivated again by [7], the authors do not use a simplified solver for
interactions between 1- and 3-waves, but only for interactions involving
a contact discontinuity of family 2. Thus, the interaction potential con-
tains only the products of approaching 2-waves to either 1- or 3-waves,
i.e.
Q(t) =
∑
i=1,3
(γi,δ2)∈A
|γi δ2| . (1.4.15)
We remark that Theorem 1.4.1 can be restated in a slightly different
form as in Theorem 3.1 of [4]. More precisely, we rewrite conditions
(1.4.10) and (1.4.11) as
Ao <
1
2
(1.4.16)
and
TV(log po) +
1
inf ao
TV uo < H(Ao) , (1.4.17)
respectively. The function H : ]0, 1/2] → [0,+∞[ has the explicit expres-
sion
H(Ao) := 2(1− 2Ao)k−1(Ao) (1.4.18)
and satisfies H(1/2) = 0 and H(A) → +∞ when A → 0+. This re-
formulation is deduced from Theorem 1.4.1 as explained in Section 3 of
[4] and turns out to be very useful whenever we need to make some
comparisons.
1.4.2 The model of this thesis
The analysis of [2] is the starting point for the main results of this thesis,
that were originally proved in the papers [8, 9, 10], where initial data
with a simple structure allow to obtain more refined theorems.
In particular, we will consider initial data (1.4.5) with λo piecewise
constant with either one or two jumps. From a physical point of view,
such models represent the dynamics of a fluid in a one-dimensional tube
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divided into two or three regions where the fluid lies in a specific phase
(which can be pure liquid, pure gas or a mixture of both).
i) The single phase wave [10]. Let λo be a piecewise constant func-
tion with a single discontinuity at x = 0, such as
λo(x) =
{
λℓ if x < 0 ,
λr if x > 0 ,
λℓ, λr ∈ [0, 1] . (1.4.19)
This gives rise to a single contact discontinuity traveling along the
line x = 0 in the (x, t)-plane and referred to as the phase wave.
This assumption reduces the initial-value problem (1.4.4), (1.4.5) to
two initial-value problems for two isothermal p-systems coupled
through the interface at x = 0. See Figure 1.8, where aℓ = a(λℓ)
and ar = a(λr).
FIGURE 1.8: The single phase wave.
ii) The two phase waves [8, 9]. Let λo be a piecewise constant func-
tion with two discontinuities at x = 0 and x = 1, such as
λo(x) =
⎧⎨⎩
λℓ if x < 0 ,
λm if 0 < x < 1 ,
λr if x > 1 ,
λℓ, λm, λr ∈ [0, 1] . (1.4.20)
We define aℓ = a(λℓ), am = a(λm), ar = a(λr) and three main
configurations can be considered:
(d) the drop case, am < min{aℓ, ar};
(b) the bubble case, am > max{aℓ, ar};
(p) the increasing (decreasing) pressure case, aℓ < am < ar
(aℓ > am > ar).
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If we assume a to be a strictly increasing function (which is a phys-
ically meaningful assumption), case (d) corresponds to the situa-
tion where λm < min{λℓ, λr}, i.e. the mixture is more liquid in the
middle region of the tube [0, 1] than in the surrounding ones (liq-
uid drop in a gaseous environment). On the other hand, always
assuming that a is an increasing function, case (b) corresponds to
λm > max{λℓ, λr} and models a bubble of gas surrounded by liq-
uid. See Figure 1.9.
FIGURE 1.9: The two phase waves.
The purpose of the thesis is to prove the existence of solutions to
the Cauchy problem for (1.4.4) and initial data (1.4.5) satisfying either
(1.4.19) or (1.4.20). For brevity, we will use the following notation
TV
(
log(po),
uo
min ao
)
:= TV(log(po)) +
1
min ao
TV(uo) , (1.4.21)
and we will call δ the phase wave in case i) and η, ζ the two phase waves
in case ii). Now, let Ao indicate a measure of the strengths of the 2-
waves present in the model, i.e. Ao := |δ| in the single interface case
and Ao := Hd,b,p(|η|, |ζ|) (for some functions Hd,b,p defined on suitable
sets to be specified later) in the two interfaces case. Remark that in the
framework of [2] Ao would be given by the sum |η|+|ζ| ≠ Hd,b,p(|η|, |ζ|).
Then, the main theorem will roughly state the following.
There exists a strictly decreasing functionK : ]0,+∞[→ ]0,+∞[
such that if
TV
(
log(po),
uo
min ao
)
< K(Ao) , (1.4.22)
then the Cauchy problem has a weak entropic solution glob-
ally defined in time.
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Our analysis begins in Chapter 2 with the description of the front
tracking algorithm used to construct the approximate solutions. Then,
we will carry out the estimates on the functionals and complete the proof
for the single phase wave in Chapter 3 and for the two phase waves
case in Chapter 4, respectively. To conclude, we will also make some
comparisons between the results obtained here and the corresponding
ones of [2].

Chapter 2
A front tracking algorithm
In this chapter we recall some other basic facts about system (1.4.4) from
[2, 3], i.e. wave curves, strengths of waves and related notations. More
importantly, we outline the peculiar front tracking algorithm used in the
next chapters. The most remarkable novelty of this algorithm is the in-
troduction of the composite waves, that sum up the effects of contact dis-
continuities and non-physical waves. This choice is made accordingly to
the adoption of two Riemann solvers that allow to exploit an asymmetric
Glimm functional, as described in Section 2.3.3. In Section 2.1 we show
how to solve Riemann problems for system (1.4.4) and in Section 2.2 we
list the main instructions of the algorithm. The following section is en-
tirely devoted to the analysis of interactions between waves, which is
a fundamental step in the proof of the decreasing of the Glimm func-
tional. We conclude with Section 2.4 by showing that the algorithm is
well-defined.
2.1 The Riemann problem
Recall system (1.4.4) introduced at the end of the previous chapter and
denote by U = (v, u, λ) the state variables in the domain
Ω =]0,+∞[×R× [0, 1].
We have already seen in Section 1.4.1 that under the assumption (1.4.2)
system (1.4.4) is strictly hyperbolic in the whole Ω and the first and third
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characteristic field are genuinely nonlinear, while the second one is lin-
early degenerate.
For v > 0 and U− = (v−, u−, λ−) ∈ Ω, we introduce the quantities
i1(v, U−) := u− + a(λ−) log
(
v
v−
)
, s1(v, U−) := u− + a(λ−)
v − v−√
vv−
,
i3(v, U−) := u− − a(λ−) log
(
v
v−
)
, s3(v, U−) := u− − a(λ−)v − v−√
vv−
.
Recall the p-system for the (isentropic) isothermal gas dynamics (1.3.1)
and the wave curves of Example 1.1.3. We find that the integral curves of
system (1.4.4) of family 1, 3, with initial point U− ∈ Ω and parameterized
by v, are
U = I1(v)(U−) : v > 0, u = i1(v, U−), λ = λ−,
U = I3(v)(U−) : v > 0, u = i3(v, U−), λ = λ−.
The rarefaction curves of family 1, 3 coincide with the branch of I1 and
I3 along which the corresponding eigenvalue increases, i.e.
R1(v)(U−) = I1(v, U−){v>v−}, R3(v)(U−) = I3(v, U−){v<v−} .
On the other hand, the shock curves of family 1, 3, through a point U−
and parameterized by v, are
U = S1(v)(U−) : v < v−, u = s1(v, U−), λ = λ−,
U = S3(v)(U−) : v > v−, u = s3(v, U−), λ = λ−.
Remark that all these curves lie on the plane of equation λ = λ− con-
tained in Ω. We set
w1(v, U−) :=
{
i1(v, U−) if v > v−,
s1(v, U−) if v < v−,
w3(v, U−) :=
{
i3(v, U−) if v < v−,
s3(v, U−) if v > v−.
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From the above expressions we can deduce the form of the Lax wave-
curves of family 1, 3 (see Figure 1.1, where the role of 2-waves is now
played by 3-waves):
U =W1(v)(U−) : v > 0, u = w1(v, U−), λ = λ−, (2.1.1)
U =W3(v)(U−) : v > 0, u = w3(v, U−), λ = λ−. (2.1.2)
Concerning the second characteristic family, the Lax wave curves through
a point U− are both of rarefaction and shock type by the linear degener-
acy of the field and are parameterized by λ:
U =W2(λ)(U−) : v = v−
a2(λ)
a2(λ−)
, u = u−, λ ∈ [0, 1].
(2.1.3)
Notice that this wave curve lies on the plane of equation u = u−. More-
over, the pressure is constant across contact discontinuities: indeed, for
U,U− ∈ Ω it holds
U =W2(λ)(U−) ⇒ p(v, λ) = a
2(λ)
v
=
a2(λ)
v−
a2(λ−)
a2(λ)
= p(v−, λ−).
As in [2], we introduce the following important quantities.
Definition 2.1.1 (Size of a wave). The size γi of a wave of family i = 1, 2, 3
connecting two states U,U− ∈ Ω is given by
γ1 =
1
2
log
(
v
v−
)
, γ2 = 2
a(λ)− a(λ−)
a(λ) + a(λ−)
, γ3 =
1
2
log
(v−
v
)
.
(2.1.4)
According to this definition, rarefaction waves have positive size and
shock waves have negative size. For convenience, we introduce the
function h as
h(γ) :=
{
γ if γ ≥ 0,
sinh γ if γ < 0,
(2.1.5)
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and notice that
wi(v, U−) = u− + 2a(λ−)h(γi), i = 1, 3.
In this way, we can view the previous curves as parameterized by γi, i.e.
as Wi(γi)(U−), Ii(γi)(U−) and so on, for i = 1, 3.
Let us consider the Riemann problem for (1.4.4) with data
U(x, 0) =
{
U− = (v−, u−, λ−) if x < 0,
U+ = (v+, u+, λ+) if x > 0.
(2.1.6)
To simplify the notations, we also write a± = a(λ±), p± = p(v±, λ±).
If λ− = λ+, then the solution to the Riemann problem is as in Exam-
ple 1.1.5 of Chapter 1; otherwise, the following result proved in Theorem
1 of [3] holds true.
Proposition 2.1.2. Fix any pair of states U−, U+ in Ω. Then the Riemann
problem (1.4.4), (2.1.6) has a unique Ω-valued solution made of the juxtaposi-
tion of three simple Lax waves for each characteristic family. If γi is the size of
the waves of family i = 1, 2, 3, then
γ3 − γ1 = 1
2
log
(
p+
p−
)
, a−h(γ1) + a+h(γ3) =
u+ − u−
2
,
γ2 = 2
a+ − a−
a+ + a−
.
(2.1.7)
Moreover,
|γ1|+ |γ3| ≤ 1
2
|log(p+)− log(p−)|+ 1
2min{a−, a+} |u+ − u−|. (2.1.8)
See Figure 2.1 for a picture of the two cases λ− = λ+ and λ− ̸= λ+.
Proposition 2.1.2 displays the relations that must be satisfied by the sizes
of the Lax waves in the exact solution of a Riemann problem. In partic-
ular, these formulas are needed when we solve a Riemann problem by
the accurate solver. Instead, for our simplified Riemann solver we rely
on the following proposition.
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FIGURE 2.1: The Riemann problem.
Proposition 2.1.3. Fix two functions Θ1,Θ3 that can be either the identity Id
or the function h defined in (2.1.5). For any pair of states U−, U+ ∈ Ω there
exist unique γ1, γ3 ∈ R such that:
γ3 − γ1 = 1
2
log
(
p+
p−
)
, a−Θ1(γ1) + a+Θ3(γ3) =
u+ − u−
2
. (2.1.9)
Proof. Let us call log(p+/p−)/2 =: A and (u+ − u−)/2 =: B, since they
are two constant quantities once we fixed U− and U+. Thus, we have
four possible cases to examine:{
γ3 − γ1 = A,
a−h(γ1) + a+h(γ3) = B,
{
γ3 − γ1 = A,
a−γ1 + a+γ3 = B,
(2.1.10){
γ3 − γ1 = A,
a−h(γ1) + a+γ3 = B,
{
γ3 − γ1 = A,
a−γ1 + a+h(γ3) = B.
(2.1.11)
System (2.1.10)1 (Θ1 = Θ3 = h) is solved in Proposition 2.1.2 above,
while system (2.1.10)2 is linear. To conclude, it suffices to study (2.1.11)1,
since the two systems in (2.1.11) are analogous. In this case, by setting
k = a+/a−, it holds h(γ1) + kγ1 = B/(a−) − kA. If G(x) := kx + h(x),
then we have G(γ1) = B/(a−) − kA. Since G is invertible and onto, we
get γ1 = G−1(B/(a−)− kA).
We stress that only for (2.1.10)1 the quantities γ1, γ3 are the sizes of
the waves in the exact Lax solution to (1.4.4), (2.1.6). This is no longer
true for the other three cases.
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In addition to the above proposition, our definition of the accurate
and simplified procedures requires the concepts of Pre-Riemann solver
and composite wave. A composite wave is a stationary wave that is the
result of the composition of a 2-wave with waves taken along integral
curves of family 1 and 3. In what follows, we use the subscripts ‘L’
to refer to the Lax curves Wi and ‘I’ to refer to the integral curves Ii,
i = 1, 3. For i = 1, 3 and θi ∈ {L, I} we let
Θi =
{
h if θi = L,
Id if θi = I.
(2.1.12)
Definition 2.1.4 (Pre-Riemann solver). Fix θi ∈ {L, I}, for i = 1, 3. A
Pre-Riemann solver Rθ1θ3 : Ω× Ω→ R× ]− 2, 2[×R is the map defined by
Rθ1θ3(U−, U+) = (γ1, γ, γ3), (2.1.13)
where by (2.1.12) γ1, γ3 are as in (2.1.9) and γ = 2(a+ − a−)/(a+ + a−).
By Proposition 2.1.3 there are four possible Pre-Riemann solvers that
we denote by RLL, RII , RLI and RIL. However, only RLL provides the
sizes of the waves of a Lax solution, while the outcome for RIL, RLI and
RII may be non-entropic waves with assigned zero speed. In particular,
RII is used to define the composite waves as follows.
Definition 2.1.5 (Composite wave). A composite wave γ0 = (γ10 , γ, γ30)
associated to a 2-wave γ and connecting two statesU−, U+ ∈ Ωwith λ− ̸= λ+,
is the wave with zero speed defined by γ0 = RII(U−, U+).
In this way, we are left to deal with waves of family 1, 3 and com-
posite waves belonging to a fictitious family 0. Remark that a wave γ0
reduces to an elementary 2-wave as long as γ10 = γ30 = 0. The γ10 , γ30 com-
ponents are given zero speed and may be non-entropic. Figure 2.2 (b) is
an auxiliary picture where these components are treated as waves trav-
eling with positive or negative speed, only because it turns out to be
useful when handling interactions in the front tracking algorithm; the
real picture is Figure 2.2 (a) where γ10 , γ30 are depicted as vertical fronts
sticked to the 2-wave. Note that sometimes the term “i-waves” (i = 1, 3)
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FIGURE 2.2: A composite wave in the (x, t)-plane: in
(a) γ0 is drawn as three parallel close lines, while (b) is
the auxiliary picture that is used to determine the states
in the interactions.
will be used improperly to denote both real physical waves (i.e. connect-
ing states that lie on a Lax curve) and not (i.e. when referring to states
that lie on a general integral curve or on a combination of Lax curves
and integral curves). To take into account both these possibilities, we in-
troduce the notion of generic “wave” curves of family 1 and 3 as follows:
U = Φ1(γ1)(U−) : v = v− exp(γ1), u = u− + 2a−Θ1(γ1),
λ = λ−,
(2.1.14)
U = Φ3(γ3)(U−) : v = v− exp(−γ3), u = u− + 2a−Θ3(γ3),
λ = λ−,
(2.1.15)
for all the choices of Θ1,Θ3, of the initial state U− ∈ Ω and of the sizes
γ1, γ3.
2.2 Approximate front tracking solutions
In this section we build the front tracking approximate solutions to the
Cauchy problem (1.4.4), (1.4.5). For ν ∈ N approximation parameter, a
1/ν-front tracking approximate solution Uν = (vν , uν , λν) is a piecewise
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constant function, whose discontinuities are located along finitely many
fronts in the (x, t)-plane. For system (1.4.4) jumps can be of three types:
shocks, rarefactions and composite waves. The latter travel along ver-
tical straight lines carrying each a contact discontinuity of the second
characteristic family and some other contributions playing the role of
non-physical waves.
Step 1 We approximate the initial data (1.4.5) by taking a sequence
of piecewise constant functions with a finite number of jumps (vo,ν , uo,ν)
such that, denoting po,ν = a2(λo)/vo,ν , we have:
• TV (log(po,ν)) ≤ TV (log(po)) and TV (uo,ν) ≤ TV (uo);
• limx→−∞(vo,ν , uo,ν)(x) = limx→−∞(vo, uo)(x);
• ∥(vo,ν , uo,ν)− (vo, uo)∥Ł1 ≤ 1/ν.
Notice that we do not approximate λo since it is already a piecewise
constant function in the cases considered in this thesis. Then, we intro-
duce two strictly positive parameters: σ = σν , that controls the size of
rarefactions, and a threshold ρ = ρν , that depends on the initial data
and determines whether the accurate or the simplified Riemann solver
is used.
Step 2 At time t = 0 we solve the Riemann problems at the points
of discontinuity of (vo,ν , uo,ν , λo) as follows. By applying RLL to the side
states of each discontinuity, we determine the outgoing waves: shocks
are not modified while rarefactions are approximated by fans of waves,
each of them with size less than σ (as we saw in Section 1.2.1). At this
stage, composite waves are simply contact discontinuities and they are
not modified. Then, (vν , uν , λo)(·, t) is defined until the first time two
fronts interact.
Step 3 When two wave fronts of family 1 or 3 interact, we get to
solve a new Riemann problem of initial states U+, U− with λ− = λ+. If
one of the incoming waves is a rarefaction, then after the interaction it
is prolonged (if it still exists) as a single discontinuity with speed equal
to the characteristic speed of the state at the right. If a new rarefaction is
generated, we proceed as in Step 2 and split the rarefaction into a fan of
waves having size less than σ.
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Step 4 When a wave front of family i = 1, 3 and size γi interacts
with one of the composite waves, we proceed as follows:
1. if |γi| ≥ ρ, we use the accurate Riemann solver of Proposition 2.2.2
below, possibly partitioning the newly generated rarefactions ac-
cording to Step 2;
2. if |γi| < ρ, we use the simplified Riemann solver of Proposition 2.2.2
below.
Before stating Proposition 2.2.2, we prove a useful property of com-
mutation which is essential in the construction.
Lemma 2.2.1 (Commutation of “waves”). Let i, j = 1, 3 and αi, βj ∈ R.
Fix a choice Θi(αi), Θj(βj) and recall (2.1.14), (2.1.15). Assume that two
states U−, U+ ∈ Ω lie in the same phase (λ− = λ+). If U−, U+ are connected
by an “i-wave” of size αi followed by a “j-wave” of size βj
U+ = Φj(βj) ◦ Φi(αi)(U−),
then, they can be connected also by a “j-wave” of size βj followed by an “i-
wave” αi
U+ = Φi(αi) ◦ Φj(βj)(U−).
Proof. We define U∗ = (v∗, u∗, λ∗) := Φi(αi) ◦ Φj(βj)(U−). Clearly, it
holds λ∗ = λ− = λ+.
• If i ̸= j, for example i = 1 and j = 3, we have
v∗ = v− exp(2α1 − 2β3) = v+,
u∗ = u− + 2a− (Θ1(α1) + Θ3(β3)) = u+.
• If i = j = 3 as in Figure 2.3 (the case i = j = 1 is analogous), we
have
v∗ = v− exp(−2α3 − 2β3) = v+,
u∗ = u− + 2a− (Θ3(α3) + Θ3(β3)) = u+.
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FIGURE 2.3: The commutation of two “3-waves”:
α3, β3 < 0, Θ3(α3) = h(α3) and Θ3(β3) = β3. Here
Um and Uq are the states connected to U− along the 3-
Lax curve by α3 and, respectively, along the 3-integral
curve by β3.
It follows that U∗ = U+ and the lemma is completely proved.
Notice that, when Θi(αi) = h(αi) and Θj(βj) = h(βj), Lemma 2.2.1
is a consequence of the invariance by translation of Lax curves for the
system (1.3.1); see [33].
Finally, we have all the tools to describe the two Riemann solvers
mentioned above. When dealing with interactions with the composite
waves, we will use the notation δ to denote the incoming waves and
ε to denote the outgoing ones, respectively. Moreover, if δi is a wave
of family i = 1, 3, we refer to εi as the “transmitted wave” and to εj ,
j = 1, 3, j, ̸= i, as the “reflected” wave.
Proposition 2.2.2. Let i = 1, 3. Consider the interaction of a wave δi with
a composite wave δ0 = (δ10 , δ, δ30) and let U−, U+ be the initial states for the
newly generated Riemann problem. Refer to Figure 2.4 and 2.5 and define
U˜− := I1(δ10)(U−), U˜+ := I3(−δ30)(U+).
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1. Accurate Riemann solver, |δi| ≥ ρ. The solution is given by the three
waves ε1, ε0, ε3 satisfying:
(ε1, δ, ε3) = RLL(U˜−, U˜+), ε0 = δ0.
2. Simplified Riemann solver, |δi| < ρ. The solution is given by the two
waves εi, ε0 satisfying:
i = 1 : (ε1, δ, ε3) = RLI(U˜−, U˜+), ε0 = (δ10 , δ, δ
3
0 + ε3),
i = 3 : (ε1, δ, ε3) = RIL(U˜−, U˜+), ε0 = (δ10 + ε1, δ, δ
3
0).
Proof. Referring to Figure 2.4 and 2.5 for the case i = 3, the interaction of
a wave δi with δ0 is handled letting δi interact first with the component
δj0 of the opposite family j ̸= i. In some sense, we have δi and δj0 cross-
ing each other without changing size as a consequence of Lemma 2.2.1.
Hence, we look at the interaction of δi with the 2-wave δ: this gives
rise to the Riemann problem of initial states U˜−, U˜+ defined in the state-
ment. Depending on whether |δi| ≥ ρ or < ρ and, in this last case, on
whether i = 1 or i = 3, we choose suitable θ1, θ3 ∈ {L, I} and compute
Rθ1θ3(U˜−, U˜+).
1. Accurate Riemann solver. We choose θ1 = θ3 = L, i.e. the solution to
the Riemann problem is constituted by Lax waves. Once we have
computed
RLL(U˜−, U˜+) = (ε1, δ, ε3),
we let ε1 and ε3 commute in the sense of Lemma 2.2.1 with δ10 and
δ30 , respectively. In this way, they are prolonged as outgoing waves
of family 1, 3; see Figure 2.4 (a), (b) for a picture of case i = 3. Then,
the resulting composite wave connects Up to Uq , where
Up =W1(ε1)(U−), Uq =W3(−ε3)(U+).
Hence, ε0 = RII(Up, Uq) = (δ10 , δ, δ30) = δ0.
2. Simplified Riemann solver. We have to distinguish between the case
i = 1 and i = 3. Once the triple (ε1, δ, ε3) has been determined by
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FIGURE 2.4: Interaction of a 3-wave δ3 with a compos-
ite wave δ0 solved by the accurate Riemann solver. The
actual Riemann solver is represented in (a), while (b) is
an auxiliary picture.
Rθ1θ3 , the idea is to ‘project’ the reflected wave along the integral
curve of the same family; see Figure 2.5 (a), (b) for a picture of case
i = 3.
If i = 1, we choose θ1 = L and θ3 = I and compute
RLI(U˜−, U˜+) = (ε1, δ, ε3),
i.e. the solution is formally given by a physical wave ε1 and a non-
entropic one ε3. Then, we let ε1 commute with δ10 by Lemma 2.2.1.
The outgoing composite wave connects Up to U+, where
Up =W1(ε1)(U−), U+ = I3(δ30 + ε3) ◦W2(δ) ◦ I1(δ10)(Up).
Hence, ε0 = RII(Up, U+) = (δ10 , δ, δ30 + ε3).
If i = 3, we choose θ1 = I and θ3 = L and compute
RIL(U˜−, U˜+) = (ε1, δ, ε3),
i.e. the solution is formally given by a non-entropic wave ε1 and a
physical one ε3. Then, we let ε3 commute with δ30 by Lemma 2.2.1.
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FIGURE 2.5: Interaction of a 3-wave δ3 with a compos-
ite wave δ0 solved by the simplified Riemann solver.
The actual solver is represented in (a), while (b) is an
auxiliary picture.
The outgoing composite wave connects U− to Uq , where
Uq = I3(δ
3
0) ◦W2(δ) ◦ I1(δ10 + ε1)(U−).
Hence, ε0 = RII(U−, Uq) = (δ10 + ε1, δ, δ30).
By Proposition 2.2.2, a composite wave γ0(t) = (γ10(t), γ(t), γ30(t)) at
a time t can be understood as follows. We have that γ(t) = γ, where γ is
the size of a 2-wave that remains constant for all times t. Moreover, for
the components of family i = 1, 3 we set
γi0(0+) = 0 , γ
i
0(t) =
∑
τ<t
∆γi0(τ) for t > 0 ,
where ∆γi0(τ) := εi, if τ is an interaction time where the simplified
solver is used with an incoming wave of family j = 1, 3, j ̸= i, and εi
is the size of the reflected wave attached to γ0; otherwise, ∆γi0(τ) := 0.
Remark that sometimes we simply write γ0 instead of γ0(t) when it is
clear from the context that we are referring to time t. With this notation
we can now introduce the strength of a composite wave.
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Definition 2.2.3 (Strength of a composite wave). Let a composite wave at
time t > 0 be denoted by γ0(t) = (γ10(t), γ(t), γ30(t)) . For the strength of γ0(t)
we define
|γ0(t)| = ∥γ10(t)∥+ ∥γ30(t)∥,
where
∥γi0(t)∥ :=
∑
τ<t
|∆γi0(τ)|, i = 1, 3. (2.2.1)
Remark 2.2.4. According to this definition, we have that the strengths of ε0
and δ0 in the proof of Proposition 2.2.2 (Simplified solver) are related by
|ε0| = |δ0|+
{
|ε3| if i = 1 ,
|ε1| if i = 3 .
Remark 2.2.5. The simplified Riemann solver described in this section was
first introduced in [9] and subsequently used in [8]. The preceding papers [2,
10] contain two different versions of the simplified procedure. More precisely,
in [2] the authors use the standard solver discussed in Section 1.2.1, where
the errors are collected into non-physical waves traveling with a fixed positive
speed. In [10], instead, non-physical waves are attached to the fronts carrying
the contact discontinuities and travel with zero speed, thus forming so-called
composite (2, 0)-waves. This idea reminds of an analogous trick used in the
important paper [36].
The main advantage of the solver of Proposition 2.2.2 in comparison with
those of [2, 10] is that the transmitted i-wave εi is taken along an integral
curve and does not maintain the same size δi of the incoming one, as explained
in Lemma 2.3.2 below. This is the key feature that guarantees the decrease in
time of an asymmetric Glimm functional as the one chosen in (2.3.28). Indeed,
such a functional would not be decreasing with the solvers of [2, 10].
2.3 Interactions
Fix an approximation index ν. In order to prove that the algorithm is
defined for all t > 0 and provides a piecewise constant solution Uν
for any initial data Uo,ν , first we have to see how waves change their
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strengths across interactions and prove that the total variation of Uν re-
mains bounded for any t, independently from ν. This is accomplished
by introducing a suitable Glimm functional F , that does not increase
across interaction times and remains constant otherwise. This section
contains the analysis of the different types of interaction: as in [2], we
distinguish between interactions that involve a composite wave and those
occurring between two waves of family 1 or 3.
2.3.1 Interactions with the composite waves
Proposition 2.3.1. Consider the interaction of a wave δi with a composite
wave δ0 = (δ10 , δ, δ30) and let εi, εj , ε0 be as in Proposition 2.2.2, for i, j = 1, 3,
j ̸= i. We have Θi = h in every case and we choose Θj between Id and h
depending on the solver used. Then,
ε3 − ε1 =
{
−δ1 if i = 1,
δ3 if i = 3,
a−Θ1(ε1) + a+Θ3(ε3) =
{
a+Θ1(δ1) if i = 1,
a−Θ3(δ3) if i = 3.
(2.3.1)
Moreover, the signs of ε1, ε3 satisfy:
sgn εi = sgn δi, sgn εj =
{
sgn δ · sgn δi if i = 1,
−sgn δ · sgn δi if i = 3.
(2.3.2)
Proof. To prove (2.3.1), notice that for i = 1 we use RLL or RLI (i.e. Θ1 =
h), while for i = 3 we use RLL or RIL (i.e. Θ3 = h). Hence, (2.3.1)2 is
equivalent to
a−Θ1(ε1) + a+Θ3(ε3) =
{
a+h(δ1) if i = 1,
a−h(δ3) if i = 3.
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Recall the states U˜− = I1(δ10)(U−) and U˜+ = I3(−δ30)(U+) from Proposi-
tion 2.2.2. By (1.4.2) and (2.1.4) we have that
1
2
log
(
p˜+
p˜−
)
=
{
−δ1 if i = 1,
δ3 if i = 3,
u˜+ − u˜−
2
=
{
a+h(δ1) if i = 1,
a−h(δ3) if i = 3,
and by Proposition 2.1.3 we notice that
ε3 − ε1 = 1
2
log
(
p˜+
p˜−
)
, a−Θ1(ε1) + a+Θ3(ε3) =
u˜+ − u˜−
2
.
Hence, (2.3.1) is completely proved.
Now, we verify (2.3.2) for δ > 0 (the other case is similar). Since for
interactions solved in the accurate way the relations contained in (2.3.2)
have already been proved in Proposition 1 of [3], we focus on the case
where the simplified solver is used. Again we have to distinguish case
i = 1 and i = 3. Denote k = a+/a− > 1.
i) When i = 1, by (2.3.1) ε1, ε3 solve{
ε3 − ε1 = −δ1,
a−h(ε1) + a+ε3 = a+h(δ1).
(2.3.3)
By substituting the expression for ε3 from the first equation of
(2.3.3) into the second one, we obtain h(ε1) + kε1 = kδ1 + kh(δ1).
Hence, it follows sgn ε1 = sgn δ1. If δ1 > 0, then RLI(U˜−, U˜+) =
RII(U˜−, U˜+) and system (2.3.3) is linear. Thus, we get ε3 = δ1δ/2
and sgn ε3 = sgn δ1 = sgn δ · sgn δ1, as wished. If, instead, δ1 < 0,
then the second formula in (2.3.3) becomes
sinh ε1 + kε3 = k sinh δ1. (2.3.4)
By substituting the expression for ε1 from the first equation of
(2.3.3) in (2.3.4), we get k(ε3+ δ1)+ sinh(ε3+ δ1) = k (sinh δ1 + δ1).
If we call Γ(x) := kx+sinhx, then Γ(ε3+ δ1) = k (sinh δ1 + δ1) and
Γ(ε3 + δ1)− Γ(δ1) = (k − 1) sinh δ1. (2.3.5)
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Since Γ is a strictly increasing function and δ1 < 0, we get ε3 < 0,
that is sgn ε3 = sgn δ1 = sgn δ · sgn δ1.
ii) When i = 3, by (2.3.1) ε1, ε3 solve{
ε3 − ε1 = δ3,
a−ε1 + a+h(ε3) = a−h(δ3).
(2.3.6)
By substituting the expression for ε1 coming from the first equa-
tion of (2.3.6) into the second one, we obtain ε3 + kh(ε3) = δ3 +
h(δ3). Hence, we have that sgn ε3 = sgn δ3. Now, take δ3 < 0
and suppose to use RLL to solve the Riemann problem at the same
interaction point. The corresponding outgoing waves ε∗1, ε∗3 solve{
ε∗3 − ε∗1 = δ3,
a−h(ε∗1) + a+h(ε
∗
3) = a−h(δ3).
(2.3.7)
Since ε∗1 > 0, then system (2.3.7) reduces to (2.3.6) and by unique-
ness its solutions must coincide precisely with ε1, ε3. Hence, (2.3.2)
is valid. If δ3 > 0, instead, we have that h(δ3) = δ3 and h(ε3) = ε3,
i.e. in this case it holds RIL(U˜−, U˜+) = RII(U˜−, U˜+). This amounts
to solve a linear system in ε1, ε3 and we find ε1 = −δ3δ/2. Hence,
sgn ε1 = −sgn δ3 = −sgn δ · sgn δ3, as wished.
Summarizing, we find the following patterns of solutions at inter-
action points. When the accurate Riemann solver is used, the possible
configurations of waves are shown in Table 2.1, where by 0 we denote
composite waves and by iR, iS we denote rarefactions and shocks of
family i = 1, 3. When the simplified procedure is used, instead, the
outcome is an outgoing wave of the same family and type of the incom-
ing one, plus a composite wave that carries an additional error formally
computed as a reflected wave.
The next lemma is concerned with the strengths of the waves in-
volved in an interaction.
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TABLE 2.1: Patterns of solutions for the accurate Rie-
mann solver
δ > 0 δ < 0
INCOMING OUTGOING OUTGOING
0× 1R 1R+ 0 + 3R 1R+ 0 + 3S
0× 1S 1S + 0 + 3S 1S + 0 + 3R
3R× 0 1S + 0 + 3R 1R+ 0 + 3R
3S × 0 1R+ 0 + 3S 1S + 0 + 3S
Lemma 2.3.2 (Interaction estimates). For the interaction of a wave δi with
a composite wave δ0, let εi, εj , ε0 be as in the previous propositions, for i, j =
1, 3, j ̸= i. Then, |εi − δi| = |εj | and the following estimates are verified.
1. Accurate Riemann solver, |δi| ≥ ρ:
|ε0| = |δ0|, |εj | ≤ 1
2
|δiδ|. (2.3.8)
2. Simplified Riemann solver, |δi| < ρ:
|ε0| = |δ0|+|εj | , |εj | ≤
⎧⎪⎨⎪⎩
Co
2
|δiδ| if δi < 0 and sgn((2− i)δ) > 0,
1
2
|δiδ| otherwise,
(2.3.9)
where
Co = Co(ρ) :=
sinh(ρ)
ρ
> 1 (2.3.10)
is such that Co(ρ)→ 1+ for ρ→ 0+.
Proof. The equality |εi− δi| = |εj | is a consequence of (2.3.1)1. Moreover,
notice that the estimate for |εj | in (2.3.9) concides with that in (2.3.8)
except for the interactions of a 1-shock with δ > 0 and of a 3-shock with
δ < 0.
1. Accurate Riemann solver. The first equality in (2.3.8) is immediate
by the definition of the solver, while (2.3.8)2 is proved following
the same steps of Theorem 2 of [3].
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2. Simplified Riemann solver. We study only the case δ > 0 and refer to
Figure 2.5 (a), (b). The equality |ε0| = |δ0|+ |εj | in (2.3.9) is a conse-
quence of the choice to attach the reflected wave to the composite
wave, see Proposition 2.2.2. To prove (2.3.9)2, we distinguish cases
according to the characteristic family and the sign of size of the
interacting wave. Recall U˜−, U˜+ from Proposition 2.2.2.
If δi is a rarefaction, i.e. δi > 0, then RLI(U˜−, U˜+) = RII(U˜−, U˜+)
for i = 1 and RIL(U˜−, U˜+) = RII(U˜−, U˜+) for i = 3. This means
that in both cases the two expressions in (2.3.1) are linear and, by a
straightforward calculation, we obtain |εj | = |δiδ|/2.
If δi is a shock and i = 3, i.e. δ3 < 0, we have RIL(U˜−, U˜+) =
RLL(U˜−, U˜+) and the estimate (2.3.9) follows exactly as in the ac-
curate case.
Finally, let δi be a shock of family i = 1, i.e. consider δ1 < 0. Recall
from Proposition 2.2.2 that we have ε1 = ε3+δ1 and ε3 < 0, δ1 < 0;
moreover, (2.3.5) holds. By the Mean Value Theorem there exists
an intermediate s such that Γ(ε3 + δ1) − Γ(δ1) = Γ′(s)ε3. Hence,
we have
(k + 1)|ε3| ≤ Γ′(s)|ε3| = (k − 1) sinh |δ1|,
and we deduce
|ε3| ≤ k − 1
k + 1
sinh |δ1| = δ
2
sinh |δ1| ≤ Co
2
|δ1δ|.
Remark 2.3.3. Denote [δ]+ = max{δ, 0} and [δ]− = max{−δ, 0} the positive
and negative part of δ ∈ R, respectively. An important consequence of (2.3.1),
(2.3.2) and (2.3.8) is that
|ε1|+ |ε3| ≤
{
|δi|+ |δi|[δ]+ if i = 1 and |δi| ≥ ρ,
|δi|+ |δi|[δ]− if i = 3 and |δi| ≥ ρ.
(2.3.11)
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Indeed, if δ > 0 and i = 1 then by (2.3.1), (2.3.2) we get |ε1| + |ε3| = |δ1| +
2|ε3|, which is estimated ≤ |δ1| + |δ1δ| by (2.3.8). If δ < 0, instead, we get
|ε1|+|ε3| = |δ1| simply by (2.3.1), (2.3.2). The case i = 3 is entirely analogous.
2.3.2 Interaction between waves of family 1 and 3
Here we analyze interactions between 1- and 3-waves. Two situations
may occur: either the waves belong to different characteristic families,
Figure 2.6 (a), or they belong to the same family, Figure 2.6 (b). In this
last case at least one of them must be a shock. Moreover, remark that all
these interactions take place in a fixed phase, i.e. all the states involved
have the same value for λ. In the following lemma we collect (without
proof) some useful results contained in Section 5.2 of [2].
FIGURE 2.6: Interaction between two waves of differ-
ent family (a) and between two waves of family 3 (b).
Lemma 2.3.4. For i, j, k = 1, 3, i ̸= j, let αi, βk refer to the sizes of some
interacting waves of family i and k and εi, εj refer to the two outgoing waves
as in Figure 2.6.
1. If i ̸= k, then εi = αi and εj = βk.
2. If i = k, then the following relations on the sign of the waves hold:
i) when αi < 0 and βk < 0, we get εi < 0 and εj > 0;
ii) when αi · βk < 0, we get εj < 0.
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TABLE 2.2: Patterns of solutions for interactions of two
i-waves
INCOMING OUTGOING
iS × iS iS + jR
iS × iR iS + jS
iS × iR iR+ jS
Moreover, for i = k we can derive the following useful identities as in [35]:
ε3 − ε1 = sgn(i− 2)αi + sgn(k − 2)βk, (2.3.12)
h(ε1) + h(ε3) = h(αi) + h(βk). (2.3.13)
In Table 2.2 we summarize the patterns of solutions deduced from
this lemma for an interaction between two waves of the same family
i = 1, 3. Now, we give some sharper estimates for the change in the
strengths of the waves across an interaction of this kind. In particular,
we find that the bound on the strength of the reflected wave depends
on a damping factor smaller than 1. This coefficient is not constant, but
it depends on the strengths of the incoming waves. Therefore, for later
need we assume that the size of any interacting wave γi, i = 1, 3, is
bounded by a fixed constant mo > 0:
|γi| ≤ mo . (2.3.14)
We stress that this bound has to be imposed particularly to shock waves,
since rarefaction waves remain small.
Lemma 2.3.5 (Interaction estimates). For i, j = 1, 3, j ̸= i, consider the in-
teraction of two i-waves αi, βi and denote by εi, εj the transmitted and reflected
wave, respectively.
i) If both αi < 0 and βi < 0, then |εi| > max{|αi|, |βi|}.
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ii) If αi · βi < 0, then both the amounts of shock and rarefaction of family i
decrease across the interaction. Moreover, when αi < 0 < βi it holds
|εj | ≤ c(αi) ·min{|αi|, |βi|} , c(z) := cosh z − 1
cosh z + 1
. (2.3.15)
Proof. We prove only (2.3.15), the rest being already seen in Lemmas
5.4–5.6 of [2]. For simplicity, we assume i = 3 and distinguish between
two cases according to the outgoing wave ε3. Indeed, by Lemma B.1 of
[2] there exists a function xo(·) such that ε3 is a rarefaction if and only
if β3 ≥ xo(|α3|). In the limiting case β3 = xo(|α3|), the shock and the
rarefaction wave cancel each other and ε3 = 0. Thus, the interaction
gives rise only to the reflected wave ε1. By setting x = |β3| = β3 and
z = |α3|, from (2.3.12), (2.3.13) and ε3 = 0 it follows
sinh(x− z)− sinh z + x = 0,
which implicitly defines the function x = xo(z).
3S × 3R→ 1S + 3R First we specialize (2.3.12) and (2.3.13) to this
case:
|ε1|+ |ε3| = −|α3|+ |β3|, (2.3.16)
sinh(|ε1|)− |ε3| = sinh(|α3|)− |β3|. (2.3.17)
By summing (2.3.16) and (2.3.17), we obtain
sinh(|ε1|) + |ε1| = sinh(|α3|)− |α3|. (2.3.18)
Remark that in this case (2.3.15) reduces to
|ε1| ≤ c(α3)|α3|, (2.3.19)
since |α3| < |β3| by (2.3.16). We write y = |ε1| and call G(y, z) = sinh y+
y−sinh z+z, so that (2.3.18) becomesG(y, z) = 0. By a simple application
of the Implicit Function Theorem, there exists a function y = y(z) ≥ 0,
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defined for all z ≥ 0 and satisfying G (y(z), z) = 0. Since Gy(y, z) =
cosh y + 1 > 0, in order to prove y(z) ≤ c(z)z it suffices to show that
g(z) = G(c(z)z, z) > 0, i.e. g(z) = (c(z) + 1)z + sinh(c(z)z)− sinh z > 0.
Using the Mean Value Theorem together with the fact that c(z)z < z and
c(z) + 1 = (1− c(z)) cosh z, we find that
g(z)=(c(z) + 1)z + (c(z)z − z) cosh ζ >z[c(z) + 1 + (c(z)− 1) cosh z]=0,
for c(z)z < ζ < z. Hence, (2.3.15) is proved.
3S × 3R→ 1S + 3S In this case, the identities (2.3.12) and (2.3.13)
can be rewritten as
|ε1| − |ε3| = −|α3|+ |β3|,
sinh(|ε1|) + sinh(|ε3|) = sinh(|α3|)− |β3|.
We set y = |ε1| and we define
F (x, y; z) = sinh y + sinh(y − x+ z)− sinh z + x,
which is subjected to the constraints
z ≥ 0, 0 ≤ x < xo(z), max{0, x− z} < y < min{x, z}.
By the Implicit Function Theorem, there exists a function y = y(x; z)
such that F (x, y(x; z); z) = 0. Moreover, denoting by y′ the derivative
of y with respect to x and so on, we have
y′ = −Fx
Fy
, y′′ = −Fxx + 2Fxyy
′ + Fyy(y′)2
Fy
,
where
Fx = 1− cosh(y − x+ z) < 0, Fy = cosh(y − x+ z) + cosh y > 0,
Fxx = −Fxy = sinh(y − x+ z) > 0, Fyy = sinh(y − x+ z) + sinh y > 0.
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Therefore, y′ > 0 and
y′′(x; z) = − sinh (y − x+ z) (1− y
′)2 + sinh (y) (y′)2
Fy
< 0.
Hence, x ↦→ y(x; z) is concave down and y(x; z) ≤ y′(0; z)x = c(z)x. To
conclude, it remains to prove y(x; z) ≤ c(z)z. Since y′ > 0, we get
y(x; z) ≤ y (xo(z); z) ≤ c(z)z,
where the last inequality coincides with (2.3.19) in the limiting case β3 =
xo(z), z = |α3|.
Corollary 2.3.6. If αi, βi denote two interacting waves of family i = 1, 3 and
verify αi · βi < 0, then by (2.3.14) and (2.3.15) it holds
|εj | ≤ c(mo)min{|αi|, |βi|} , j = 1, 3, j ̸= i . (2.3.20)
Remark 2.3.7. We anticipated in Section 1.4.1 that a different damping coeffi-
cient denoted by d is used in [2] in place of c in the estimate (2.3.15). As pointed
out in Remark 5.7 of [2], d is defined as
d(mo) := max|αi|,|βi|≤mo
|εj(αi, βi)|
min{|αi|, |βi|} , j ̸= i ,
where the function εj(|αi|, |βi|) implicitly solves h(εj) + h(εj + αi + βi) −
h(αi) − h(βi) = 0, see (5.4) in [2]. Hence, d is an increasing function of mo
and vanishes as mo → 0 because quadratic interaction estimates hold for mo
small. Moreover, d(mo)→ 1 for mo large and d(mo) ≥ c(mo).
Remark 2.3.8. Under the notation of the proof of Lemma 2.3.5, i.e. x = βi,
z = |αi|, we see that the size of the reflected shock is
|εj | =
{
y(x; z) if x ≤ xo(z) ,
y(z) if x > xo(z) .
(2.3.21)
The strength εj is a continuous function of x, since y (xo(z); z) = y(z) for
every z. In particular, assume that βi > xo(|αi|), so that εi is a rarefaction.
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FIGURE 2.7: The reflected shock for interactions be-
tween two i-waves αi < 0 < βi.
For βi in this range, the size of εj does not change by (2.3.21) and the part
of βi exceeding xo(|αi|) is entirely propagated along εi. This holds since the
interaction affects only that part of βi whose amplitude is exactly xo(|αi|). We
refer to Figure 2.7 for a graph of |εj | = y (solid curve) as a function of βi = x,
for |αi| = z = 3. There, the vertical line marks the transition of εi from shock
to rarefaction. The other two dashed lines refer to the bounds in (2.3.15); in
particular, since limz→+∞ (c(z)z − y(xo(z); z)) = 0, the horizontal bound
becomes asymptotically accurate.
2.3.3 An asymmetric Glimm functional
In this section we outline the main features of our Glimm functional. We
postpone its precise definition to the next chapters since it is different in
each of the cases considered (one and two phase interfaces). As seen in
Section 1.2, the Glimm functional is used to control the total variation
of the approximate solutions and is usually denoted by F . Moreover, it
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is given by the sum of a linear functional L and a quadratic interaction
potential Q.
Fix an approximate solution Uν . For t > 0 not an interaction time, we
define
L(t) = L1(t) + L3(t), (2.3.22)
and
Li(t) = Li(Uν(·, t)) :=
∑
γi>0
|γi|+ ξ
∑
γi<0
|γi|+
∑
γ0
∥γi0(t)∥, i = 1, 3,
where the last sum varies over the set of all the composite waves γ0.
More precisely, |γi| denotes the strength of a wave of family i and ∥γi0(t)∥
is defined at (2.2.1). Notice that the strengths of the shock waves (γi < 0)
are weighted by a parameter ξ ≥ 1 to be determined. We also introduce
L(t) = L
1
(t) + L
3
(t) :=
∑
γ1∈R
|γ1|+
∑
γ3∈R
|γ3|. (2.3.23)
We have that at an interaction between a composite wave γ0 = (γ10 , γ, γ30)
and a wave γi of family i = 1, 3, by (2.3.11) it holds
∆L(t) = L(t+)− L(t−) ≤
{
|γi|[γ]+ if i = 1,
|γi|[γ]− if i = 3.
(2.3.24)
The four outcomes for ∆L are depicted in Figure 2.8.
FIGURE 2.8: The total variation across an interaction
with the composite wave γ0 = (γ10 , γ, γ30).
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This suggests a possible way to define an asymmetric interaction poten-
tial. Recall that an interaction potential like that of [2] would contain
all the various products |γiγ|, where γi is a wave of family i = 1, 3 ap-
proaching a wave γ0 of second component γ. Across a time of interaction
between γi and γ0, by (2.3.24) we have that L decreases spontaneously
when either i = 1 and γ < 0 or i = 3 and γ > 0. Therefore, it seems rea-
sonable to simplify the potential by getting rid of such products |γiγ|, at
least when γi is a shock. This trimming procedure leads to the functional
Q defined as
Q(t) = Q1(t) +Q3(t) , (2.3.25)
where
Q1(t) = Q1(Uν(x, t)) :=
∑
γ0
K1γ
( ∑
A ,γ1>0
|γ1γ|+ ξ
∑
A ,γ1<0
|γ1|[γ]+
)
,
(2.3.26)
Q3(t) = Q3(Uν(x, t)) :=
∑
γ0
K3γ
( ∑
A ,γ3>0
|γ3γ|+ ξ
∑
A ,γ3<0
|γ3|[γ]−
)
,
(2.3.27)
and the first sum varies over the set of all the composite waves γ0 =
(γ10 , γ, γ
3
0) present in the model. The set A denotes the waves γi ap-
proaching γ0 at time t and K1,3γ are suitable positive coefficients to be
determined. By “approaching” we mean waves with negative speed lo-
cated at the right of γ0 or waves with positive speed located at its left.
By this choice of Q, our Glimm functional
F = F 1 + F 3 , F i = Li +Qi , i = 1, 3 , (2.3.28)
has an asymmetric character that eventually improves the conditions
to impose on the initial data. Remark that, since the parameters Kiγ0
depend also on the composite waves γ0, i.e. on the phase waves of the
model, we obtain a different potential Q for each of the cases studied in
Chapter 3 and 4.
The main purpose is to prove that F does not increase across inter-
action times and, thus, remains bounded by F (0). In general, at any
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interaction time t > 0 the variation ∆F (t) = F (t+) − F (t−) can be de-
composed into the sum of two terms
∆F (t) = ∆RF (t) + ∆TF (t) ,
where ∆RF refers to the quantity of wave that is reflected and is always
positive, while ∆TF is the variation of the transmitted waves and gen-
erally has no definite sign; see Figure 2.9 for a representation of both
∆RF and ∆TF in the two main cases of interaction, where the thick lines
denote the “transmitted quantity” and the dashed ones denote the “re-
flected quantity”. More precisely, consider an interaction occurring at a
time t > 0.
• If the interaction is either between a composite wave and a wave
of family i or between two waves of the same family i, for i = 1, 3,
then we set
∆RF = ∆F j , j = 1, 3 , j ̸= i , ∆TF = ∆F i . (2.3.29)
FIGURE 2.9: The variations ∆RF and ∆TF : (a), (b) rep-
resents an interaction with a composite wave solved
by the accurate and the simplified Riemann solver, re-
spectively; (c) represents the interaction of two waves
of family 3.
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• If the interaction is between two waves of different family, we set
∆RF = 0 , ∆TF = ∆F 1 +∆F 3 . (2.3.30)
Notice that in the second case it holds∆TF = ∆F = 0 by Lemma 2.3.4,
which means that the functional remains constant across these interac-
tions. In the first case, instead, the decrease of the functional F will
follow from the following claim.
Claim 2.3.9. For any t > 0, we can show that ∆RF (t) ≥ 0 and under suitable
assumptions on the parameters ξ,K1,3γ , ρ it holds ∆TF (t) ≤ 0. Moreover, there
exists a constant 0 < µ ≤ 1 such that
[∆RF (t)]+ ≤ µ[∆TF (t)]− , (2.3.31)
whence
∆F (t) = [∆RF (t)]+ − [∆TF (t)]− ≤ (µ− 1)[∆TF (t)]− ≤ 0 .
In the next chapters we will determine this µ and, by requiring that it
is ≤ 1, we will prove a local decreasing property for F . Afterwords, we
will combine together all the conditions found on the parameters and
we will get the global decreasing of F . See Section 3.2.1, 4.3, 4.4 and 4.5.
Remark 2.3.10. The functional F obtained above has been proved to provide
larger bounds on the initial data in comparison with that used in [2, 10], which
on the contrary includes all the possible terms in the potential. We add also that
the approach of this thesis using ∆RF and ∆TF is not the same followed in [2,
8, 9, 10].
2.4 The consistence of the algorithm
Finally, we discuss the consistence of the front tracking algorithm de-
scribed in the previous sections. Namely, we show that for a fixed ν the
algorithm gives an approximate solution Uν defined for all t ≥ 0 and
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then a subsequence of (Uν)ν≥1 converges to a weak entropic solution of
the problem.
As mentioned in Section 1.2.1, the algorithm must satisfy three main
requirements to be well-defined:
• the size of the rarefaction waves must remain small;
• the total number of wave fronts and interactions must be finite;
• the total size of non-physical waves must vanish as the approxi-
mation parameter ν tends to +∞.
The last of the three requirements above is adapted to the current sit-
uation by replacing “non-physical waves‘’ by “composite waves”. We
briefly sketch the proofs of the first two requirements, following Lemma
6.1, Lemma 6.2 and Proposition 6.3 of [2].
Lemma 2.4.1. Let i = 1, 3 and consider a rarefaction with size γi(t) at time t.
Then, as long as the rarefaction exists, it holds
|γi(t)| < σ · exp
(∑
γ0
|γ|/2
)
, (2.4.1)
where the sum varies over all the composite waves γ0 = (γ10 , γ, γ30) of the model.
Proof. When the rarefaction is generated at some time t0 ≥ 0, one has
that 0 < |γi(t0)| < σ. Then, if it interacts with a 1- or a 3-wave, the
size does not increase. Indeed, the size does not change for interactions
with waves of the other family (Lemma 2.3.4) and it does decrease for
interactions with waves of the same family (Lemma 2.3.5). On the other
hand, when γi interacts with a composite wave γ0 = (γ10 , γ, γ30) at a time
t > t0, the strength may increase. Without loss of generality, assume
i = 1 and recall (2.3.8), (2.3.9). If γ < 0, then the size of the outgoing
rarefaction decreases; instead, if γ > 0,
|γ1(t+)| = |γ1(t−)|+ |ε3| ≤ |γ1(t−)|
(
1 +
1
2
|γ|
)
< |γ1(t−)| exp
(|γ|/2),
where ε3 denotes the reflected outgoing wave of the other family. No-
tice that, for rarefaction waves the above estimate holds not only when
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the interaction is handled with the accurate solver, but also when the
simplified solver is used. Hence, we can derive (2.4.1).
Since the model we are considering is provided with either one or
two composite waves only, the quantity at the right hand-side of (2.4.1)
is bounded and can be made small by choosing a suitable σ.
As for the second requirement of the list, we refer to Lemma 6.2 and
Proposition 6.3 of [2]. More precisely, it suffices to prove that the number
of interactions remains bounded in finite time.
Lemma 2.4.2. Consider the front tracking algorithm described in Section 2.2.
Then,
i) the number of interactions involving a composite wave and solved by the
accurate solver is finite;
ii) the number of interactions where a new rarefaction of strength > σ arises
is finite.
Sketch of the proof. Under suitable conditions on the parameters ξ,K1,3γ , ρ,
one is able to show that the functional F decreases by a fixed positive
amount any time an interaction of the kind described in i) or ii) occurs.
Since F is decreasing and F (0) is finite, this can happen only finitely
many times.
Notice that the statement of the previous lemma can be rephrased
by “except for finitely many interactions, the number of outgoing fronts
is always at most two”. Indeed, excluding the interactions of i) and ii),
all the other ones either involve only waves of family 1, 3 or involve
composite waves and require the simplified solver. Then, from an appli-
cation of Lemma 1.2.4 it follows that the total number of interactions is
finite.
Remark 2.4.3. One could wonder why non-physical waves must be taken into
consideration or, equivalently, why such composite waves of Definition 2.1.5
must be introduced. In particular, the question arises in the case of the single
interface, where the assumption on λo reduces system (1.4.4) to two 2× 2 sys-
tems of conservation laws. Nevertheless, a formal example of [5] represented in
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FIGURE 2.10: A case of possible interactions with a
composite wave. The numbers denote the three waves
giving rise to the whole interaction pattern. The dotted
lines pass through the interactions points of the waves
in each of the two different phases.
Figure 2.10 shows that the number of interactions might explode near a 2-wave
if we were to use exclusively the accurate Riemann solver. Therefore, even in the
simplest case, composite waves (non-physical waves) seem to be unavoidable.
To conclude the part regarding the consistence of the algorithm, we
devote the next section to prove that the total strength of the composite
waves vanishes as ν → +∞. Finally, the convergence follows from a
standard application of Helly’s Theorem (see Theorem 2.3 of [17]).
2.4.1 The total size of the composite waves vanishes
In this section, we exploit the notion of generation order of a wave to
prove that the composite waves have total strength that goes to zero as
ν → +∞, i.e. by (2.2.1) they become entropic 2-waves in the limit. For
a wave γi of family i = 1, 3 we define its generation order kγi as in
Section 6.2 of [2], while for a composite wave γ0 we proceed as follows.
We assign order 1 to the middle component (which never changes) and,
when dealing with the interaction of a wave γi of strength< ρ, we assign
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order kγi to the γi0 component and order kγi + 1 to the other one. A
complete and more precise definition is given below.
Definition 2.4.4 (Generation order of a wave). Let i, j = 1, 3, i ̸= j. We
assign a generation order to each wave according to the following inductive
procedure. At t = 0, any wave takes order 1. At t > 0, we distinguish three
cases. See Figure 2.11 and 2.12.
• If εi, εj , ε0 are the waves produced by the interaction of a wave δi, of
strength |δi| ≥ ρ and order kδi , with a composite wave δ0 = (δ10 , δ, δ30)
of order (kδ10 , 1, kδ30 ), we set
kεi = kδi , kεj = kδi + 1, (kε10 , 1, kε30) = (kδ10 , 1, kδ30 ).
See Figure 2.11 (a).
FIGURE 2.11: Generation order for interactions with
a composite wave. In (a) the interaction is solved with
the accurate Riemann solver, while in (b) the simplified
solver is used.
• If εi, ε0 are the waves produced by the interaction of a wave δi, of strength
|δi| < ρ and order kδi , with a composite wave δ0 = (δ10 , δ, δ30) of order
(kδ10 , 1, kδ30 ), we set
kεi = kδi , (kε10 , 1, kε30) =
{
(kδ10 , 1, kδi + 1) if i = 1,
(kδi + 1, 1, kδ30 ) if i = 3.
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See Figure 2.11 (b).
• If εi, εj are the waves produced by the interaction of two waves of the
same family αi, βi, we set
kεi = min {kαi , kβi} , kεj = max {kαi , kβi}+ 1.
See Figure 2.12 (b).
FIGURE 2.12: Generation order for interactions be-
tween waves of different family (a) and between two
waves of family 3 (b).
Trivially, the generation order for two interacting waves of different fam-
ily does not change across the interaction, as one can see in Figure 2.12
(a).
Now, we introduce the functionalsLk, Qk, Fk by restrictingL,Q, F to
include only waves with generation order k. Let t ≥ 0 be a time where
no interaction occurs. For ξ ≥ 1 and for any k = 1, 2, . . . we define
Lk = L
1
k + L
3
k,
where
Lik(t) :=
∑
γi>0
kγi
=k
|γi|+ ξ
∑
γi<0
kγi
=k
|γi| +
∑
γ0
∑
k
γi0
=k
∥γi0(t)∥, i = 1, 3.
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The interaction potential Qk is given by
Qk = Q
1
k +Q
3
k,
where
Q1k(t) :=
∑
γ0
K1γ
( ∑
A ,γ1>0
kγ1
=k
|γ1γ|+ ξ
∑
A ,γ1<0
kγ1
=k
|γ1|[γ]+
)
,
Q3k(t) :=
∑
γ0
K3γ
( ∑
A ,γ3>0
kγ3
=k
|γ3γ|+ ξ
∑
A ,γ3<0
kγ3
=k
|γ3|[γ]−
)
,
where K1,3γ are the same coefficients of (2.3.26) and (2.3.27). Finally, we
have
Fk = Lk +Qk.
For k = 1, 2, . . . we consider:
• a set Ik of times when two waves αi and βi, belonging to the same
family i = 1, 3 and satisfying max{kαi , kβi} = k, interact;
• a set Jk of times when a 1- or a 3-wave of order k interacts with a
composite wave;
• a set Tk given by Ik ∪ Jk.
Let t ∈ Tk, for k ≥ 1, and look at Figure 2.11 and 2.12. We notice that
∆RF (t) = ∆Fk+1(t), ∆
TF (t) = ∆Fk(t) +
k−1∑
h=1
∆Fh(t),
where ∆RF , ∆TF are the variations introduced in Section 2.3.3. It is easy
to see that:
• if t ∈ Jk, we have ∆Fh = 0 for h ≤ k − 1 and, hence, ∆TF = ∆Fk;
• if t ∈ Ik, we have ∆Fk ≤ 0, while ∆Fh has no definite sign for
h ≤ k − 1.
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Moreover, by Claim 2.3.9 it follows that ∆Fk+1 ≥ 0 and, under suitable
assumptions on ξ,K1,3γ , ρ, it follows that
∆Fk +
k−1∑
h=1
∆Fh ≤ 0.
Then, by (2.3.31) we get
[∆Fk+1]+ ≤ µ
[
∆Fk +
k−1∑
h=1
∆Fh
]
−
= µ
(
[∆Fk]− −
k−1∑
h=1
∆Fh
)
, (2.4.2)
for 0 < µ ≤ 1. Remark that the right-hand side of (2.4.2) reduces to
[∆Fk]− when t ∈ Jk and that ∆Fh = 0 for h ≥ k + 2.
Remark 2.4.5. This line of proof leading to Claim 2.3.9 is not the same followed
in [2, 8, 9, 10], where formula (2.4.2) was not directly inferable by the analysis
on the decrease of F .
For later convenience, we suitably restrict the conditions required on
the parameters to get µ < 1 (see Proposition 2.4.6) and we proceed as
in Proposition 6.7 of [2] to obtain a recursive estimate for Fk. Remark
that the functional Fk increases at times τ ∈ Tk−1, it decreases at τ ∈ Tk,
while it has no definite sign for times τ ∈ Th with h ≥ k + 1. For F1 we
have
F1(t) = F1(0)−
∑
T1
[∆F1]− +
∑
h>1
∑
Th
∆F1, (2.4.3)
while for Fk, k ≥ 2, we use the fact that Fk(0) = 0 to obtain
Fk(t) =
∑
Tk−1
[∆Fk]+ −
∑
Tk
[∆Fk]− +
∑
h>k
∑
Th
∆Fk. (2.4.4)
Here we assume that the summation index varies over interaction times
τ < t. Now, we consider the last term in (2.4.3), (2.4.4):∑
h>k
∑
Th
∆Fk, k ≥ 1.
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This term is not zero (possibly positive) only if the interaction involves
two waves of the same family, one of order k and the other one of order
h, with h > k. We denote by Th,k the set of times at which an interaction
of this kind occurs. Clearly, Th,k ⊂ Th. Moreover, we define the quantity
αk(t) =
∑
τ∈Tk−1
[∆Fk(τ)]+, k ≥ 2, (2.4.5)
that appears in (2.4.4), too. Hence, we rewrite (2.4.3), (2.4.4) respectively
as
0 ≤ F1(t) = F1(0)−
∑
T1
[∆F1]− +
∑
h>1
∑
Th,1
∆F1, (2.4.6)
0 ≤ Fk(t) = αk −
∑
Tk
[∆Fk]− +
∑
h>k
∑
Th,k
∆Fk, k ≥ 2. (2.4.7)
Proposition 2.4.6. For k ≥ 2 it holds
αk ≤ µk−1F1(0) +
∑
h≥k
k−1∑
ℓ=1
∑
Th,ℓ
∆Fℓ. (2.4.8)
Proof. For k = 2, we use (2.4.2) and the positivity of F1 to get
α2 =
∑
T1
[∆F2]+ ≤ µ
∑
T1
[∆F1]− ≤ µ
⎛⎝F1(0) +∑
h>1
∑
Th,1
∆F1
⎞⎠
≤ µF1(0) +
∑
h≥2
∑
Th,1
∆F1,
which is (2.4.8) for k = 2.
By induction, assume that (2.4.8) holds for some k ≥ 2. Since Fk ≥ 0,
from (2.4.7) we get ∑
Tk
[∆Fk]− ≤ αk +
∑
h>k
∑
Th,k
∆Fk.
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Now, by (2.4.5), (2.4.2) and by the previous inequality we find that
αk+1 =
∑
Tk
[∆Fk+1]+ ≤ µ
∑
Tk
[∆Fk]− − µ
∑
ℓ<k
∑
Tk,ℓ
∆Fℓ
≤ µαk + µ
∑
h>k
∑
Th,k
∆Fk − µ
∑
ℓ<k
∑
Tk,ℓ
∆Fℓ.
Using the induction hypothesis (2.4.8), we get
αk+1 ≤ µkF1(0) + µ
∑
h,ℓ
h≥k>ℓ
∑
Th,ℓ
∆Fℓ
  
(I)
+µ
∑
h>k
∑
Th,k
∆Fk − µ
∑
ℓ<k
∑
Tk,ℓ
∆Fℓ  
(II)
.
Notice that
(I) = (II) +
∑
h,ℓ
h>k>ℓ
∑
Th,ℓ
∆Fℓ,
so that
αk+1 ≤ µkF1(0) + µ
∑
h,ℓ
h>k>ℓ
∑
Th,ℓ
∆Fℓ + µ
∑
h>k
∑
Th,k
∆Fk
= µkF1(0) + µ
∑
h,ℓ
h>k≥ℓ
∑
Th,ℓ
∆Fℓ,
whence we deduce (2.4.8) for k + 1, since µ < 1.
Proposition 2.4.7. For k ≥ 2 it holds
F˜k(t) :=
∑
j≥k
Fj(t) ≤ µk−1F1(0). (2.4.9)
Proof. For k ≥ 2 we have F˜k(0) = 0. Moreover, we deduce also:
• ∆F˜k(τ) = 0 for τ ∈ Th, h ≤ k − 2;
• ∆F˜k(τ) = ∆Fk(τ) > 0 for τ ∈ Tk−1;
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• for all τ ∈ Th, h ≥ k,
∆F˜k(τ) ≤ −
k−1∑
ℓ=1
∆Fℓ(τ),
since ∆F (τ) ≤ 0 (under suitable assuptions).
As a consequence of the above properties, by (2.4.5) and (2.4.8) we get
F˜k(t) = αk +
∑
h≥k
∑
Th
∆F˜k
≤ µk−1F1(0) +
∑
h≥k
k−1∑
ℓ=1
∑
Th,ℓ
∆Fℓ −
∑
h≥k
k−1∑
ℓ=1
∑
Th,ℓ
∆Fℓ = µ
k−1F1(0) .
Finally, we are able to prove the vanishing of the the total strength
of the composite waves as follows. Since in the model considered there
is a finite number of composite waves, it suffices to focus on just one
of them, say δ0 = (δ10 , δ, δ30). Once all the parameters ξ,K1,3γ , σ (with
σ = σν → 0+ as ν → ∞) have been chosen, we fix k > 1 and estimate
the total number of waves of order < k. Then, the strength of δ0 at a time
t can be bounded by
|δ0(t)| = |δ0(t)|{≥k} +|δ0(t)|{<k}≤ F˜k(t) + |δ0(t)|{<k},
where |δ0(t)| {Rk} is the sum of all the terms |∆δi0(τ)| for τ < t and
i = 1, 3, that have generation order R k (see (2.2.1)). Hence, by Proposi-
tion 2.4.7 we have
|δ0(t)| ≤ µk−1 · F (0) + Coρ |γ| · [number of fronts of order < k],
which is < 1/ν by choosing k sufficiently large to have the first term
≤ 1/(2ν) and, then, ρ = ρν small enough to have also the second term
≤ 1/(2ν). Now, the consistence of the algorithm is completely proved.

Chapter 3
The single phase wave
In this chapter we study the initial-value problem for (1.4.4), (1.4.5) in
the single phase wave case, i.e. when λo is piecewise constant with a
single jump
λo(x) =
{
λℓ if x < 0,
λr if x > 0,
as in (1.4.19). In the first section we state the main theorem and make
some comments. In Section 3.2 we specify the Glimm functional and
show that it is decreasing along the approximate solutions provided that
some conditions are verified. Finally, in Section 3.3 we prove the exis-
tence theorem by translating the conditions found on the parameters
into hypotheses on the initial data.
The content of this chapter comes from [10], although several changes
were made. Two of the main novelties consist in the adoption of an
asymmetric functional F of the kind defined in (2.3.28) and in the proof
of its decrease relying on the study of the variations ∆RF and ∆TF .
3.1 Main result
First, we set ar = a(λr), aℓ = a(λℓ) and define
δ := 2
ar − aℓ
ar + aℓ
. (3.1.1)
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Notice that δ ranges over ]−2, 2[ for ar, aℓ positive. As in [2], the quantity
δ measures the size of the contact discontinuity located at x = 0 at the
outset of the front tracking algorithm, which is referred to as the phase
wave. We denote by
δ0 = (δ
1
0 , δ, δ
3
0)
the composite wave originating from δ, see Definition 2.1.5. Clearly, at
the beginning we have δ0 = (0, δ, 0).
Denote po(x) = p (vo(x), λo(x)) and recall the notation introduced in
(1.4.21). Below we state the main result of the chapter.
Theorem 3.1.1. Assume (1.4.2) and consider initial data (1.4.5) satisfying
(1.4.19) and vo(x) ≥ v > 0, for some constant v. Let δ be as in (3.1.1).
There exists a strictly decreasing function K defined by
K(r) := 2
1 + r
log
(
2
r
+ 1 +
2
r
√
1 + r
)
, r ∈ ]0, 2[ , (3.1.2)
such that, if δ ̸= 0 and the initial data satisfy
1
1 + [δ]+
TV
x<0
(
log(po),
uo
aℓ
)
+
1
1 + [δ]−
TV
x>0
(
log(po),
uo
ar
)
< K(|δ|),
(3.1.3)
then the Cauchy problem (1.4.4), (1.4.5), (1.4.19) has a weak entropic solution
(v, u, λ) defined for t ∈ [0,+∞[. If δ = 0, the same conclusion holds with
K(|δ|) replaced by +∞ in (3.1.3).
Moreover, the solution is valued in a compact set ofΩ and there is a constant
C = C(δ) such that for every t ∈ [0,+∞[ we have
TV (v(·, t), u(·, t)) ≤ C. (3.1.4)
Remark that condition (3.1.3) is explicit, differently from other anal-
ogous results of global existence for large data such as [27, 28, 34]. We
also observe that (3.1.3) is trivially satisfied if
1
1 + [δ]+
TV
x<0
(
log(po),
uo
aℓ
)
+
1
1 + [δ]−
TV
x>0
(
log(po),
uo
ar
)
≤ 2
3
log
(
2 +
√
3
)
,
(3.1.5)
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since
lim
r→0+
K(r) = +∞, lim
r→2−
K(r) = 2
3
log(2 +
√
3).
Then, the Cauchy problem (1.4.4), (1.4.5), (1.4.19) has a global solution if
(3.1.5) is verified and vo(x) ≥ v > 0 holds. This is a striking difference
in comparison with the results of [2, 4], where the corresponding bound
on the right-hand side vanishes at a critical threshold. Moreover, The-
orem 3.1.1 improves the existence theorem of [2] when restricted to the
case of a single contact discontinuity; we refer to Section 3.3.1 for related
comments.
Remark 3.1.2. If δ = 0, i.e. ar = aℓ, then the initial data (1.4.19) reduce
(1.4.4) to a p-system where the pressure p only depends on v. In this case, the
results of [2, 7] hold and we recover Theorem 1.3.1.
3.2 Interactions
In this section, we use the tools and the estimates discussed in Chap-
ter 2 to analyze interactions between waves. First, we introduce some
notation and we specify the Glimm functional used to prove the bound-
edness of the total variation of the approximate solutions.
Without loss of generality, we will assume δ > 0 for the rest of the
chapter. Recall the content of Section 2.3.3 and, in particular, the func-
tionals (2.3.22), (2.3.26) and (2.3.27). For t not an interaction time and
ξ ≥ 1, Kℓ,Kr suitable positive parameters, we define
L(t) = L1(t)+L3(t), Li(t) =
∑
γi>0
|γi|+ξ
∑
γi<0
|γi|+∥δi0(t)∥, i = 1, 3,
and
Q(t) = Q1(t) +Q3(t),
Q1(t) = Kr
(∑
x>0
γ1>0
|γ1δ|+ ξ
∑
x>0
γ1<0
|γ1δ|
)
, Q3(t) = Kℓ
∑
x<0
γ3>0
|γ3δ|.
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Notice that the summation in Q1 is performed over the set of 1-waves
approaching the composite wave from the right, while Q3 refers to the
3-waves approaching δ0 from the left and does not include 3-shocks.
Moreover, we use the indexes ℓ, r instead of i = 1, 3 for the coefficients
FIGURE 3.1: The parameters Kℓ and Kr refer to the
side from which waves approach δ0.
of Q to keep track of the side from which a wave approach δ0, see Fig-
ure 3.1: this choice will make sense at the end in the proof of Proposi-
tion 3.3.1. The Glimm functional F is, then, given by F = F 1 + F 3 as in
(2.3.28).
Finally, in order to prove Claim 2.3.9 and verify that F is decreasing,
we also introduce
M1 =
{
1
ξ
,
1
2Kr − 1 ,
ξ
1 + 2Kℓ
,
Co
ξ(2Kr − Co)
}
,
M2 =
{
Kℓ|δ|+ 1
ξ
,
Kr|δ|+ 1
ξ
}
,
and in the sequel we separately derive (2.3.31) for µ1 and µ2, where
µ1 = maxM1 , µ2 = maxM2. (3.2.1)
3.2.1 Interactions with the composite wave
Here we collect all the estimates concerning the composite wave. Recall
the variations ∆RF and ∆TF defined at (2.3.29). In particular, consider
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the interaction between δ0 and a wave of family i = 1, 3 occurring at a
time t¯, as in Figure 3.2 and 3.3. Then, we have
∆RF (t¯) = ∆Lj(t¯)+∆Qj(t¯), j = 1, 3, j ̸= i, ∆TF (t¯) = ∆Li(t¯)+∆Qi(t¯).
Moreover, by Table 2.1 of Chapter 2 the four possible interaction patterns
obtained with the accurate solver (in the case δ > 0) are the following:
0× 1R → 1R+ 0 + 3R, 0× 1S → 1S + 0 + 3S,
3R× 0 → 1S + 0 + 3R, 3S × 0 → 1R+ 0 + 3S.
Proposition 3.2.1. Let a wave δi of family i = 1, 3 interact with the composite
wave δ0 at some time t¯ > 0. Then, we have
[∆RF ]+ ≤ µ1[∆TF ]−,
provided that
Kr >
Co
2
, (3.2.2)
where µ1 is defined in (3.2.1) and Co > 1 is the coefficient introduced in
(2.3.10).
Proof. As usual we denote by ε1, ε3 the outgoing waves of family 1, 3
and recall Table 2.1. By (2.3.1)1 and (2.3.2), we have{
ε1 − δ1 = ε3, |ε1| − |δ1| = |ε3| , if i = 1,
ε3 − δ3 = ε1, |ε3| − |δ3| = −|ε1| , if i = 3.
Case i = 1 See Figure 3.2. If the interacting wave is a rarefaction, then
by (2.3.8) and (2.3.9) we get
[∆RF ]+ = |ε3| ≤ 1
2
|δ1δ|,
while
∆TF = |ε1| − |δ1| −Kr|δ1δ| = |ε3| −Kr|δ1δ| ≤ 1
2
|δ1δ| (1− 2Kr) .
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Since Co > 1, (3.2.2) implies ∆TF < 0. Hence, [∆TF ]− ≥ (2Kr−1)|δ1δ|/2
and
[∆RF ]+ ≤ 1
2
|δ1δ| ≤ 1
2Kr − 1 [∆
TF ]− ≤ µ1[∆TF ]−.
Instead, if the interacting wave is a shock, then by (2.3.8) and (2.3.9)
it holds
[∆RF ]+ =
⎧⎪⎪⎨⎪⎪⎩
ξ|ε3| ≤ ξ
2
|δ1δ| if |δ1| ≥ ρ,
|ε3| ≤ Co
2
|δ1δ| if |δ1| < ρ,
and
∆TF =ξ|ε1| − ξ|δ1| −Krξ|δ1δ|
=ξ|ε3| −Krξ|δ1δ| ≤
⎧⎪⎪⎨⎪⎪⎩
ξ
2
|δ1δ|(1− 2Kr) if |δ1| ≥ ρ,
ξ
2
|δ1δ|(Co − 2Kr) if |δ1| < ρ.
Hence, by (3.2.2) we get ∆TF ≤ 0 and
[∆RF ]+ ≤
⎧⎪⎪⎨⎪⎪⎩
ξ
2
|δ1δ| ≤ 1
2Kr − 1 [∆
TF ]− if |δ1| ≥ ρ,
Co
2
|δ1δ| ≤ Co
ξ(2Kr − Co) [∆
TF ]− if |δ1| > ρ,
i.e. [∆RF ]+ ≤ µ1[∆TF ]−.
Case i = 3 See Figure 3.3. If the interacting wave is a rarefaction, then
∆RF =
{
ξ|ε1| if |δ3| ≥ ρ,
|ε1| if |δ3| < ρ,
and by (2.3.8), (2.3.9) we have
∆TF = |ε3| − |δ3| −Kℓ|δ3δ| = −|ε1| −Kℓ|δ3δ| ≤ −(1 + 2Kℓ)|ε1|.
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FIGURE 3.2: An interaction of a wave of family 1 with
δ0 solved with the accurate solver (a) and with the sim-
plified solver (b).
Then, [∆TF ]− ≥ (1 + 2Kℓ)|ε1| and
∆RF ≤ ξ|ε1| ≤ ξ
1 + 2Kℓ
[∆TF ]− ≤ µ1[∆TF ]−.
Instead, if the interacting wave is a shock, we get [∆RF ]+ = |ε1| and
∆TF = ξ|ε3| − ξ|δ3| = −ξ|ε1|. Thus,
[∆RF ]+ = |ε1| = 1
ξ
[∆TF ]− ≤ µ1[∆TF ]−.
Corollary 3.2.2. The Glimm functional F is non-increasing across time t¯ if
the following conditions hold:
ξ ≥ 1, Kr ≥ 1, Kℓ ≥ ξ − 1
2
, Co ≤ 2K
rξ
ξ + 1
. (3.2.3)
Proof. Remark that (3.2.3)4 implies also (3.2.2). Moreover, by (3.2.3) it
holds µ1 ≤ 1 and, thus, we can infer
∆F = [∆RF ]+ − [∆TF ]− ≤ (µ1 − 1)[∆TF ]− ≤ 0.
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FIGURE 3.3: An interaction of a wave of family 3 with
δ0 solved with the accurate solver (a) and with the sim-
plified solver (b).
3.2.2 Interactions between waves of family 1 and 3
In this section we analyze interactions between waves of the same family
i = 1, 3 taking place entirely in either {x < 0} or {x > 0}. Thus, by
(2.3.29) we have
∆RF = ∆Lj +∆Qj , j = 1, 3, j ̸= i, ∆TF = ∆Li +∆Qi,
and by Table 2.2 and (2.3.12) we have
iS × iS → jR+ iS : |εi| − |αi| − |βi| = −|εj |,
(3.2.4)
iS × iR→ jS + iR (αi < 0 < βi) : |εi| − |βi| = −|εj | − |αi|,
(3.2.5)
iS × iR→ jS + iS (αi < 0 < βi) : |εi| − |αi| = |εj | − |βi|.
(3.2.6)
We also recall (2.3.15) for the definition of the coefficient c and the im-
portant assumption (2.3.14), by which we require that any shock wave
must have strength bounded by a parameter mo > 0.
Proposition 3.2.3. Consider the interaction of two waves αi, βi of the same
family i = 1, 3 at a time t¯ giving rise to εi and εj , j = 1, 3, j ̸= i. If we assume
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(2.3.14) and
1 ≤ ξ ≤ 1
c(mo)
, (3.2.7)
then we have
−min{|αi|, |βi|} ≤ −ξ|εj |. (3.2.8)
Moreover, it holds
[∆RF ]+ ≤ µ2[∆TF ]−,
where µ2 is defined in (3.2.1).
Proof. Together with (3.2.4)–(3.2.6), the estimate (3.2.8) is essential to prove
the second statement. Notice that by (2.3.20) and (3.2.7) we have
|εj | ≤ c(mo)min{|αi|, |βi|} ≤ 1
ξ
min{|αi|, |βi|},
of which (3.2.8) is an easy consequence.
To get (2.3.31) for µ2, we distinguish between the case where the two
interacting waves are both shocks (αi, βi < 0) and the case where they
are of different type, say αi shock and βi rarefaction (αi < 0 < βi).
Case αi, βi < 0 We have
∆RF = |εj |PR, ∆TF = ξ(|εi| − |αi| − |βi|)PT ,
where PR = PR(|δ|,Kℓ,r) and PT = PT (|δ|,Kℓ,r) are suitable posi-
tive polynomials. Notice that by (3.2.4) the variation ∆TF is rewritten
as ∆TF = −ξ|εj |PT . In particular, let xαi , xβi denote the locations of αi
and βi. Then,
PR =
⎧⎪⎪⎨⎪⎪⎩
1 +Kℓ|δ| if i = 1 and xαi , xβi < 0,
1 +Kr|δ| if i = 3 and xαi , xβi > 0,
1 otherwise,
and
PT =
{
1 +Kr|δ| if i = 1 and xαi , xβi > 0,
1 otherwise.
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Since it holds PT ≥ 1, in all the cases we have [∆TF ]− ≥ ξ|εj |. Hence,
[∆RF ]+ = |εj |PR ≤ P
R
ξ
[∆TF ]− ≤ µ2[∆TF ]−.
Case αi < 0 < βi We have
∆RF = ξ|εj |PR, ∆TF =
{
(|εi| − |βi|)PT1 − ξ|αi|PT2 if εi > 0,
ξ(|εi| − |αi|)PT2 − |βi|PT1 if εi < 0,
for suitable polynomials PR = PR(|δ|,Kℓ,r) and PT1,2 = PT1,2(|δ|,Kℓ,r).
Now, notice that by (3.2.5) and (3.2.6) ∆TF can be rewritten as
∆TF =
{
(−|εj | − |αi|)PT1 − ξ|αi|PT2 if εi > 0,
ξ(|εj | − |βi|)PT2 − |βi|PT1 if εi < 0.
In particular, we have
PR =
{
1 +Kr|δ| if i = 3 and xαi , xβi > 0,
1 otherwise,
and
PT1 =
⎧⎪⎪⎨⎪⎪⎩
1 +Kℓ|δ| if i = 3 and xαi , xβi < 0,
1 +Kr|δ| if i = 1 and xαi , xβi > 0,
1 otherwise,
PT2 =
{
1 +Kr|δ| if i = 1 and xαi , xβi > 0,
1 otherwise.
Since it holds PT1,2 ≥ 1, by (3.2.8) we have
∆TF ≤
{
(−|εj | − |αi|)− ξ|αi| ≤ −ξ|αi| if εi > 0,
ξ(|εj | − |βi|)− |βi| ≤ |βi| − ξ|βi| − |βi| ≤ −ξ|βi| if εi < 0.
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Hence, again by (3.2.8) we get ∆TF ≤ −ξ2|ε3| in both cases and, conse-
quently,
[∆RF ]+ = ξ|εj |PR ≤ P
R
ξ
[∆TF ]− ≤ µ2[∆TF ]−.
Corollary 3.2.4. Under the assumptions of the previous proposition, the Glimm
functional F is non-increasing across time t¯ if the following conditions hold for
ξ > 1:
Kℓ ≤ ξ − 1|δ| , K
r ≤ ξ − 1|δ| . (3.2.9)
Proof. By (3.2.7) and (3.2.9) we have that µ2 ≤ 1, whence it follows
∆F = [∆RF ]+ − [∆TF ]− ≤ (µ2 − 1) [∆TF ]− ≤ 0.
3.3 Proof of Theorem 3.1.1 and final comments
Assume that (3.2.3) and (3.2.9) hold with strict inequalities. This is re-
quired in order that
max{µ1, µ2} < 1,
which is fundamental in the analysis on the vanishing of the strength of
δ0, as explained in Section 2.4.
Now, we focus on the choice of the parameters. By (3.2.3)2,3 and
(3.2.9) the coefficients Kr, Kℓ must satisfy
1 < Kr <
ξ − 1
|δ| , (3.3.1)
ξ − 1
2
< Kℓ <
ξ − 1
|δ| . (3.3.2)
The parameter Kℓ can always be chosen in the interval given by (3.3.2)
since |δ| < 2; while Kr can be chosen in (3.3.1) only if 1+ |δ| < ξ. Hence,
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by (3.2.7) we require that ξ satisfies
1 + |δ| < ξ ≤ 1
c(mo)
. (3.3.3)
In turn, this is possible if
c(mo) <
1
1 + |δ| . (3.3.4)
Notice that (3.3.4) is certainly satisfied if c(mo) < 1/3 because |δ| < 2.
Therefore, the parameters mo, ξ, Kr, Kℓ and ρ are taken as follows.
i) We determine the maximum size mo of the waves in the approxi-
mate solution by (3.3.4) (c is invertible since it is strictly increasing).
ii) We choose ξ in the non-empty interval defined by (3.3.3) and then
Kr in that defined by (3.3.1).
iii) Finally, we choose Kℓ as in (3.3.2) and ρ satisfying
Co(ρ) <
2Krξ
ξ + 1
. (3.3.5)
Proposition 3.3.1. Let mo, ξ, Kr, Kℓ and ρ satisfy (3.3.1)–(3.3.5). Then, the
following two statements are verified.
i) Local Decreasing. For any interaction at time t > 0 between two waves
satisfying (2.3.14), it holds
∆F (t) < 0.
ii) Global Decreasing. Recall the functional defined in (2.3.23). If
c(mo)L{x<0}(0+) + L{x>0}(0+) ≤ mo c(mo), (3.3.6)
and the approximate solution is defined in [0, T ], then F (0+) < mo,
∆F (t) < 0 for every t ∈ ]0, T ] and (2.3.14) is satisfied.
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Proof. The local decreasing property ofF has already been proved above.
As for the second statement, we proceed as follows. For convenience, we
use the indexesR,S to denote rarefaction and shock waves, respectively.
If we restrict ourselves to consider only waves located in {x < 0}, then
by (3.2.9) we have
F (0+) ≤ L1S(0+) + L1R(0+) + L3S(0+) + L3R(0+) (1 +Kℓ|δ|)
< L1S(0+) + L1R(0+) + L3S(0+) + ξL3R(0+) < ξL{x<0}(0+).
Instead, if we restrict to {x > 0}, by (3.2.9) we get
F (0+) ≤ L1(0+) (1 +Kr|δ|) + L3(0+) < ξ2L{x>0}(0+).
Then, we can infer
F (0+) < ξL{x<0}(0+) + ξ2L{x>0}(0+).
Now, for a fixed t ≤ T , suppose by induction that F (τ) ≤ mo and
∆F (τ) < 0 for every 0 < τ < t interaction time. Then, by the local
decreasing property we have ∆F (t) < 0. This implies
F (t) ≤ F (0+) < ξL{x<0}(0+) + ξ2L{x>0}(0+).
Hence, by (3.2.7) and (3.3.6) the strength of a shock of family i = 1, 3 at
time t is bounded by
|δi| ≤ 1
ξ
F (t) < L{x<0}(0+) + ξL{x>0}(0+)
< L{x<0}(0+) +
1
c(mo)
L{x>0}(0+) ≤ mo
and we recover (2.3.14).
In this last part we conclude the proof of Theorem 3.1.1.
Proof of Theorem 3.1.1. It only remains to reinterpret the choice of the pa-
rameter mo in terms of the assumption (3.1.3) on the initial data. Ob-
serve that we can approximate the initial data (already satisfying the
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three requirements of Step 1 in Section 2.2) in such a way that the jump(
(pℓ, uℓ, λℓ), (pr, ur, λr)
)
at the interface x = 0 is substituted by the jump
related to the 2-wave connecting (pℓ, uℓ, λℓ) to (pℓ, uℓ, λr) and the solu-
tion to the newly generated Riemann problem at x = 0+ of initial states
(pℓ, uℓ, λr) and (pr, ur, λr). This is possible because p and u remain con-
stant across the 2-wave δ. Thus, we can relate hypothesis (3.1.3) to (3.3.6)
by including in L{x>0}(0+) the total variation of po and uo at x = 0 and
by (2.1.8) we can prove that
L{x<0}(0+) ≤ 1
2
TV
x<0
(
log(po),
uo
aℓ
)
,
L{x>0}(0+) ≤ 1
2
TV
x>0
(
log(po),
uo
ar
)
.
(3.3.7)
Now, for mo > 0 consider the functions
w(mo) :=
1
c(mo)
− 1 = 2
coshmo − 1 , z(mo) := 2moc(mo),
and notice that w is strictly decreasing from R+ to R+, while z is increas-
ing on the same sets. By (3.3.4) and (3.3.7) we have to look for a value of
mo such that the following relations hold:
|δ| < w(mo), (3.3.8)
c(mo) TV
x<0
(
log(po),
uo
aℓ
)
+TV
x>0
(
log(po),
uo
ar
)
< z(mo). (3.3.9)
Since |δ| < 2, we restrict the choice of the parameter mo to have w(mo) ∈
]0, 2[, that is coshmo > 2: this corresponds to consider
mo > cosh
−1(2) = log
(
2 +
√
3
)
.
Since it holds c(w−1(r)) = (1 + r)−1, we notice that
z
(
w−1(r)
)
=
2
1 + r
c−1
(
1
1 + r
)
= K(r), r ∈ ]0, 2[ , (3.3.10)
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which can be written explicitly as in (3.1.2). Hence, if the assumption
(3.1.3) is verified, we can easily choose mo > cosh−1(2) such that (3.3.8),
(3.3.9) hold. Thus, Theorem 3.1.1 is completely proved.
3.3.1 Some comparisons
It is interesting to make a comparison between Theorem 3.1.1 and the
analogous existence results of [2, 10]. First, we address the main result
of [2], which was proved to be equivalent to Theorem 3.1 of [4], as re-
marked at the end of Section 1.4.1. There, when applied to the case of a
single contact discontinuity, condition (1.4.17) can be written as
TV
(
log(po),
uo
min{ar, aℓ}
)
< H(|δ|), (3.3.11)
where H = H(r) is defined as in (1.4.18) only for r < 1/2, i.e.
H(r) = 2(1− 2r)k−1(r) , k(m) = 1−
√
d(m)
2−√d(m) , (3.3.12)
and d is the damping coefficient introduced in (1.4.13).
We can immediately see that the result of Theorem 3.1.1 is new for
the range 1/2 ≤ |δ| < 2 and includes the case where the phase wave
may be arbitrarily large, i.e. |δ| close to 2. In order to compare (3.3.11)
with (3.1.3) in the common range |δ| < 1/2, we set r = |δ| ∈ ]0, 1/2[ and
rewrite H as
H(r) = 2(1− 2r) d−1
[(
1− 2r
1− r
)2]
.
Comparing this expression with (3.3.10), we see that 1/(1 + r)>(1− 2r)
and
1
1 + r
>
(
1− 2r
1− r
)2
, c−1
(
1
1 + r
)
> d−1
[(
1− 2r
1− r
)2]
,
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FIGURE 3.4: The function H is represented as a dashed
curve and K as a thick curve. The horizontal dotted
line gives the asymptotic value 2 log(2+
√
3)/3 of K as
r → 2−.
since c < d and c is strictly increasing. We deduce that K(r) > H(r)
for 0 ≤ r < 1/2; see Figure 3.4. Then, the conditions on the initial data
obtained here improve the ones required in the previous works [2, 4],
albeit the latter were given for a more general case.
Finally, we briefly discuss the result of [10]. The main difference with
the analysis of this chapter is the adoption in [10] of a Glimm functional
that lacks the asymmetric property. More precisely, in [10] the linear
functional is the same of (1.4.14), while the interaction potential differs
from (1.4.15) only for the presence of the weight ξ attached to the shock
waves. Moreover, in [10] no distinction between the region {x < 0} and
{x > 0} is made. By following the same reasoning as above (except for
the introduction of ∆RF and ∆TF ) in [10] one ends up with the following
hypothesis analogous to (3.1.3):
TV
x<0
(
log(po),
uo
aℓ
)
+TV
x>0
(
log(po),
uo
ar
)
< K(|δ|). (3.3.13)
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Notice that (3.1.3) allows to differentiate the amount of total variation of
the data that can be taken in the two regions of the tube separated by
the interface. This is a remarkable feature that is missing in (3.3.13) and,
consequently, also in Theorem 2.1 of [10].
3.3.2 Conclusions
To conclude this chapter, we observe that it is still unknown whether
the global existence of solutions for the system (1.4.4) and data (1.4.5)
satisfying (1.4.19) holds for any BV initial data vo, uo. We refer to the
final section of Chapter 4 for a few more words on open problems and
future works.

Chapter 4
The two phase waves
In this chapter we continue the analysis of system (1.4.4) by considering
the case of the two phase waves, i.e. we study the initial-value problem
(1.4.4), (1.4.5) with λo as in (1.4.20)
λo(x) =
⎧⎨⎩
λℓ if x < 0,
λm if 0 < x < 1,
λr if x > 1.
Similarly to Chapter 3, in the following sections we specify the Glimm
functional and we prove an existence result in each of the three cases: (d)
drop, (b) bubble and (p) increasing (decreasing) pressure. The content
is taken from [8, 9] and has been slightly modified to adapt to the current
setting.
4.1 Main result
Under the notation aℓ = a(λℓ), am = a(λm) and ar = a(λr), we intro-
duce
η := 2
am − aℓ
am + aℓ
, ζ := 2
ar − am
ar + am
.
The quantities η and ζ range over ]− 2, 2[ and represent the strengths of
the contact discontinuities located at x = 0 and x = 1, respectively. We
refer to η and ζ as the phase waves. Moreover, we call η0 and ζ0 the two
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composite waves originating from η and ζ,
η0 = (η
1
0 , η, η
3
0), ζ0 = (ζ
1
0 , ζ, ζ
3
0 ).
We consider three main configurations depending on the signs of η, ζ:
(d) the drop case, η < 0 and ζ > 0;
(b) the bubble case, η > 0 and ζ < 0;
(p) the increasing (decreasing) pressure case, η > 0 and ζ > 0 (η < 0
and ζ < 0).
For brevity, we let ι = d, b, p refer to these three cases: ι = d for the drop
case, ι = b for the bubble case and ι = p for the increasing/decreasing
pressure case. In particular, by ι = p we refer only to the increasing
pressure case, since the decreasing one is analogous.
In order to state the existence theorem, we have to introduce some
threshold functions. First, we recall the strictly decreasing function de-
fined in (3.1.2), i.e.
K(r) := 2
1 + r
log
(
2
r
+ 1 +
2
r
√
1 + r
)
, r ∈ R+, (4.1.1)
that satisfies
lim
r→0+
K(r) = +∞, lim
r→+∞K(r) = 0.
Then, we introduce the following continuous functions related to the
stability of the two phase waves
Hι : Sι → [0,+∞[ , ι = d, b, p,
where Sι are suitable subsets of [0, 2[×[0, 2[ in which (|η|, |ζ|) must be
chosen. In particular,
Sd :=
{
(|η|, |ζ|) ∈ [0, 2[×[0, 2[ : max
{(
1 +
|ζ|
2
) |η|
2
,
(
1 +
|η|
2
) |ζ|
2
}
< 1
}
,
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Sb := [0, 2[×[0, 2[ ,
while Sp is contained in ]0, 2[×]0, 2[ and for its definition we refer to
(4.5.26) since it is more complicated. See Figure 4.1 for a picture of the
domains Sd and Sp. Notice that in the bubble case the pair (|η|, |ζ|) can
vary inside the whole square [0, 2[×[0, 2[ , while in the drop and in the
increasing pressure case they can cover only a portion of it. Moreover,
when one of the two waves η or ζ vanishes, say ζ → 0, then these stabil-
ity conditions reduce to |η| < 2, which is always true.
FIGURE 4.1: The domains Sd and Sp.
We define
Hd(|η|, |ζ|) := 4max
{ |ζ|
4− 2|η| − |ηζ| ,
|η|
4− 2|ζ| − |ηζ|
}
, (4.1.2)
Hb(|η|, |ζ|) := 4
4− |ηζ| max
{
|η| 2 + |ζ|
2− |ζ| , |ζ|
2 + |η|
2− |η|
}
, (4.1.3)
while for the definition of Hp we refer to (4.5.27). For ι = d, b it holds
Hι = 0 only when η = ζ = 0 and, more importantly, Hι(|η|, 0) = |η|
and Hι(0, |ζ|) = |ζ|: this allows to recover the single phase wave result.
Instead, for ι = p we have thatHp(|η|, |ζ|)→ +∞when either |η| → 0 or
|ζ| → 0. Moreover, for ι = d, p it holds Hι(|η|, |ζ|) → +∞ when (|η|, |ζ|)
tends to the curved edges of Sι.
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We denote po(x) = p (vo(x), λo(x)) and recall the useful notation
(1.4.21). The following theorem states the global in time existence of
solutions in all the three cases.
Theorem 4.1.1. Assume (1.4.2) and consider initial data satisfying (1.4.20)
and vo(x) ≥ v > 0, for some constant v. Let ι = d, b, p and (|η|, |ζ|) ∈ Sι. If
it holds
TV
(
log(po),
uo
min{aℓ, am, ar}
)
< K (Hι(|η|, |ζ|)) , (4.1.4)
then the initial-value problem (1.4.4), (1.4.5), (1.4.20) has a weak entropic solu-
tion (v, u, λ) defined for t ∈ [0,+∞[. If η = ζ = 0, the same conclusion holds
with K (Hι(|η|, |ζ|)) replaced by +∞ in (4.1.4).
Moreover, (v(·, t), u(·, t)) ∈ L∞([0,∞[ ,BV(R)) and the solution is val-
ued in a compact set.
Hypothesis (4.1.4) can be read as follows: the larger are |η|, |ζ|, the
smaller must be the total variation of po, uo; vice versa, the smaller are
|η|, |ζ|, the larger can be the total variation of po, uo. In addition, only for
the drop case condition (4.1.4) can be further improved by a localization
of the total variation in each of the three intervals {x < 0}, {0 < x < 1}
and {x > 1}. Indeed, when ι = d the left-hand side of (4.1.4) can be
replaced by
TV
x<0
(
log(po),
uo
aℓ
)
+
1
1 +Hd(|η|, |ζ|) TV0<x<1
(
log(po),
uo
am
)
+TV
x>1
(
log(po),
uo
ar
)
, (4.1.5)
which shows that we can take a total variation of the data in the middle
region multiplied by a factor < 1. In this case, Theorem 4.1.1 improves
the main result of [2] not only becauseK is sharper than H of hypothesis
(1.4.17) as seen at the end of Chapter 3, but also because the total vari-
ation of the initial data can be taken larger in the middle region of the
tube than in the external ones. See Remark 4.6.2 and 4.6.3 for the details.
The asymmetrical character of (4.1.5) is due to the particular choice of
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the Glimm functional which is introduced and carefully analyzed in the
sequel.
We conclude this section by extracting from (4.1.4) some more infor-
mation that reminds of (3.1.5). For ι = d, b, we introduce the sub-level
sets of Hι
Sκι = {(|η|, |ζ|) ∈ Sι : Hι (|η|, |ζ|) < κ} , κ > 0.
See, for example, Figure 4.2 for the drop case. Since K is decreasing,
|!|
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FIGURE 4.2: The sub-level sets Sκd for κ = 1, 2, 3.
then for every (|η|, |ζ|) ∈ Sκι condition (4.1.4) holds if
TV
(
log(po),
uo
min{aℓ, am, ar}
)
< K(κ).
In particular, we have K(2) = 2 log(2 + √3)/3 and the domain S2ι in-
cludes the segments [0, 2[ on each axis. Therefore, for η = 0 or ζ = 0 we
recover the same exact condition of (3.1.5).
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4.2 Functionals
Here we analyze interactions between waves. For ι = d, b, p, we sepa-
rately study interactions that involve one of the two composite waves
and interactions between 3- and 1-waves entirely occurring in one of the
regions separated by the interfaces.
As in Section 2.3.3, for t > 0 (not an interaction time) and ξ > 1
parameter to be determined, we introduce the linear functional L(t) =
L1(t) + L3(t), where
Li(t) =
∑
γi>0
|γi|+ ξ
∑
γi<0
|γi|+ ∥ηi0(t)∥+ ∥ζi0(t)∥, i = 1, 3.
In the next sections we will also specify the interaction potential
Qι(t) = Q
1
ι (t) +Q
3
ι (t) , ι = d, b, p , (4.2.1)
where the coefficients denoted by Kℓ,m,rη,ζ will keep track also of the in-
terval {x < 0}, {0 < x < 1} or {x > 1}, from which 1- and 3-waves
approach η0 or ζ0; see Figure 4.3. The resulting Glimm functional Fι =
FIGURE 4.3: The parameters Kℓ,m,rη,ζ refer to com-
posite wave approached (η0 or ζ0) and to the region
of provenience of the approaching waves ({x < 0},
{0 < x < 1} and {x > 1}).
L+Qι has an asymmetrical character and decreases under certain condi-
tions on the parameters ξ, Kℓ,m,rη,ζ and ρ (which are different in the three
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cases considered). We recall Tables 2.1 and 2.2 for the interaction pat-
terns and the variations ∆RF and ∆TF defined in (2.3.29). In particular,
if an interaction occurs at a time t¯ > 0 and at least one of interacting
wave is of family i = 1, 3, then by (2.3.29) we have
∆RFι = ∆L
j +∆Qjι , j = 1, 3 , j ̸= i , ∆TFι = ∆Li +∆Qiι.
Recall also that one of the parameters of the proof is mo > 0, com-
ing from the assumption that the strength of any shock wave satisfies
(2.3.14).
4.3 The drop case
In this section, we look into the estimates for Fd. Recall that in this case
it holds η < 0 and ζ > 0. For t > 0 (not an interaction time) and Kℓ,m,rη,ζ
positive parameters to be determined, we define the phase-dependent
interaction potentials of (4.2.1) as
Q1d(t) =
(
Kmη
∑
0<x<1
δ1>0
|δ1|+Krη
∑
x>1
δ1>0
|δ1|
)
|η|+Krζ
(∑
x>1
δ1>0
|δ1|+ ξ
∑
x>1
δ1<0
|δ1|
)
|ζ|,
Q3d(t) = K
ℓ
η
(∑
x<0
δ3>0
|δ3|+ ξ
∑
x<0
δ3<0
|δ3|
)
|η|+
(
Kℓζ
∑
x<0
δ3>0
|δ3|+Kmζ
∑
0<x<1
δ3>0
|δ3|
)
|ζ|.
FIGURE 4.4: The terms of Qd.
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Notice that the shocks missing among the terms of Qd are those of fam-
ily 1 interacting with η0 and those of family 3 interacting with ζ0; see
Figure 4.4.
In order to prove Claim 2.3.9, we introduce the following sets:
Md1 =
{
1
2Krζ − 1
,
1
2Kℓη − 1
,
ξ
1 + 2Kmζ
,
ξ
1 + 2Kmη
,
1 +Kmη |η|
ξ
,
1 +Kmζ |ζ|
ξ
,
1
2|η|[Krη −Kmη (1 + |ζ|/2)]/|ζ|+ (2Krζ − 1)
,
Co
ξ(2Kℓη − Co)
,
1
2|ζ|[Kℓζ −Kmζ (1 + |η|/2)]/|η|+ (2Kℓη − 1)
,
Co
ξ(2Krζ − Co)
}
,
Md2 =
{
1 +Kℓη|η|+Kℓζ |ζ|
ξ
,
1 +Krη |η|+Krζ |ζ|
ξ
,
1 +Kmη |η|
ξ
,
1 +Kmζ |ζ|
ξ
}
.
The next step consists in finding the conditions to impose on the param-
eters so that (2.3.31) holds for
µd1 = maxM
d
1 , µ
d
2 = maxM
d
2 . (4.3.1)
Proposition 4.3.1 (Interactions with the composite waves). Assume that
at a time t¯ > 0 a wave δi, i = 1, 3, interacts with one of the composite waves η0
or ζ0. Then, we have
[∆RFd]+ ≤ µd1 [∆TFd]−,
provided that the following conditions hold:
min
{
Krζ ,K
ℓ
η
}
>
Co
2
, (4.3.2)
2
(
Kmη
(
1 +
|ζ|
2
)−Krη) |η|+ (1− 2Krζ )|ζ| < 0 , (4.3.3)
2
(
Kmζ
(
1 +
|η|
2
)−Kℓζ) |ζ|+ (1− 2Kℓη)|η| < 0. (4.3.4)
Here, µd1 is defined in (4.3.1) and Co in (2.3.10).
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Proof. Since the two cases give symmetric conditions, we only analyze
interactions involving ζ0. As usual, let ε1, ε3 denote the outgoing waves;
see Figure 4.5 and 4.6. By (2.3.1)1 and (2.3.2) it holds{
ε1 − δ1 = ε3, |ε1| − |δ1| = |ε3|, if i = 1,
ε3 − δ3 = ε1, |ε3| − |δ3| = −|ε1|, if i = 3.
(4.3.5)
Case i = 1 If the interacting wave is a rarefaction, then by (2.3.8), (2.3.9)
we have
∆RFd = |ε3| ≤ 1
2
|δ1ζ|,
and
∆TFd = |ε1| − |δ1|+Kmη |ε1η| −Krη |δ1η| −Krζ |δ1ζ|
= |ε3|+Kmη |ε1η| −Krη |δ1η| −Krζ |δ1ζ|
≤ 1
2
|δ1ζ|+Kmη |ε1η| −Krη |δ1η| −Krζ |δ1ζ|
≤ 1
2
|δ1ζ|
[
2
(
Kmη
(
1 +
|ζ|
2
)−Krη) |η||ζ| + (1− 2Krζ )
]
.
Then, by (4.3.3) it holds ∆TFd < 0 and
[∆RFd]+ ≤ 1
2
|δ1ζ| ≤ 1
2|η|[Krη −Kmη (1 + |ζ|/2)]/|ζ|+ (2Krζ − 1)
[∆TFd]−,
i.e. [∆RFd]+ ≤ µd1[∆TFd]−.
Instead, if the interacting wave is a shock, then by the interaction
estimates (2.3.8), (2.3.9) we obtain
∆RFd =
⎧⎪⎪⎨⎪⎪⎩
ξ|ε3| ≤ ξ
2
|δ1ζ| if |δ1| ≥ ρ,
|ε3| ≤ Co
2
|δ1ζ| if |δ1| < ρ.
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FIGURE 4.5: Interaction of a 1-wave with ζ0 solved
with the accurate Riemann solver.
On the other hand,
∆TFd = ξ|ε1| − ξ|δ1| −Krζ ξ|δ1ζ|
= ξ|ε3| −Krζ ξ|δ1ζ| ≤
⎧⎪⎪⎨⎪⎪⎩
ξ
2
|δ1ζ|
(
1− 2Krζ
)
if |δ1| ≥ ρ,
ξ
2
|δ1ζ|
(
Co − 2Krζ
)
if |δ1| < ρ,
and it holds ∆TFd < 0 by (4.3.2) (since Co > 1). Hence,
[∆RFd]+ ≤
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ
2
|δ1ζ| ≤ 1
2Krζ − 1
[∆TFd]− if |δ1| ≥ ρ,
Co
2
|δ1ζ| ≤ Co
ξ(2Krζ − Co)
[∆TFd]− if |δ1| < ρ,
i.e. [∆RFd]+ ≤ µd1[∆TFd]−.
Case i = 3 If the interacting wave is a rarefaction, then
∆RFd =
{
ξ|ε1| if |δ3| ≥ ρ,
|ε1| if |δ3| < ρ,
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and by the interaction estimates (2.3.8), (2.3.9) we have
∆TFd = |ε3| − |δ3| −Kmζ |δ3ζ| = −|ε1| −Kmζ |δ3ζ| ≤ −(1 + 2Kmζ )|ε1|.
FIGURE 4.6: Interaction of a 3-wave with ζ0 solved
with the accurate Riemann solver.
Hence, ∆TFd ≤ 0 and
[∆RFd]+ ≤ ξ
2
|δ3ζ| ≤ ξ
1 + 2Kmζ
[∆TFd]− ≤ µd1[∆TFd]−.
On the other hand, if the interacting wave is a shock, we have
∆RFd =
{
|ε1|+Kmη |ε1η| if |δ3| ≥ ρ,
|ε1| if |δ3| < ρ,
and ∆TFd = ξ|ε3| − ξ|δ3| = −ξ|ε1| ≤ 0. Hence,
[∆RFd]+ =
⎧⎪⎪⎨⎪⎪⎩
(1 +Kmη |η|)|ε1| =
1 +Kmη |η|
ξ
[∆TFd]− if |δ3| ≥ ρ,
|ε1| = 1
ξ
[∆TFd]− if |δ3| < ρ,
i.e. [∆RFd]+ ≤ µd1[∆TFd]−.
106 Chapter 4. The two phase waves
Corollary 4.3.2. The Glimm functional Fd is non-increasing across time t¯ if
the following conditions hold for ξ > 1:
min
{
Krζ ,K
ℓ
η
} ≥ 1, ξ − 1
2
≤ Kmζ ≤
ξ − 1
|ζ| ,
ξ − 1
2
≤ Kmη ≤
ξ − 1
|η| ,
(4.3.6)(
Kmη
(
1 +
|ζ|
2
)−Krη) |η|+ (1−Krζ )|ζ| ≤ 0, (4.3.7)(
Kmζ
(
1 +
|η|
2
)−Kℓζ) |ζ|+ (1−Kℓη)|η| ≤ 0, (4.3.8)
Co ≤ 2ξ
ξ + 1
min{Krζ ,Kℓη}. (4.3.9)
Proof. Notice that (4.3.7) implies (4.3.3), (4.3.8) implies (4.3.4) and (4.3.9)
implies (4.3.2). Moreover, from (4.3.6)–(4.3.9) it follows µd1 ≤ 1. Thus,
∆Fd = [∆
RFd]+ − [∆TFd]− ≤ (µd1 − 1)[∆TFd]− ≤ 0.
In the next proposition we analyze interactions between waves of the
same family.
Proposition 4.3.3 (Interactions between i-waves). Consider the interaction
at time t¯ > 0 of two waves αi, βi of the same family i = 1, 3 and let εi, εj denote
the outgoing waves, for j = 1, 3, j ̸= i. If (2.3.14) is satisfied and it holds
1 ≤ ξ ≤ 1
c(mo)
, (4.3.10)
Then, we have
[∆RFd]+ ≤ µd2[∆TFd]−,
where µd2 is defined in (4.3.1).
Proof. We proceed as in the proof of Proposition 3.2.3. First, recall (3.2.4)–
(3.2.6) and the important estimate (3.2.8), which holds true by (4.3.10).
We distinguish between the case where αi and βi are both shock waves
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(αi, βi < 0) and the case where αi and βi are of different type (for exam-
ple, αi < 0 < βi).
Case αi, βi < 0 By (3.2.4) we have
∆RFd = |εj |PR, ∆TFd = −ξ|εj |PT ,
for PR = PR(|η|, |ζ|,Kℓ,m,rη,ζ ) and PT = PT(|η|, |ζ|,Kℓ,m,rη,ζ ) positive poly-
nomials. In particular,
PR(|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓη|η|+Kℓζ |ζ| if i = 1 and xαi , xβi < 0,
1 +Kmζ |ζ| if i = 1 and 0 < xαi , xβi < 1,
1 +Kmη |η| if i = 3 and 0 < xαi , xβi < 1,
1 +Krη |η|+Krζ |ζ| if i = 3 and xαi , xβi > 1,
1 otherwise,
and
PT(|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎨⎪⎪⎩
1 +Kℓη|η| if i = 3 and xαi , xβi < 0,
1 +Krζ |ζ| if i = 1 and xαi , xβi > 1,
1 otherwise.
Since it holds PT ≥ 1, we have [∆TFd]− ≥ ξ|εj |. Hence,
[∆RFd]+ = |εj |PR ≤ P
R
ξ
[∆TFd]− ≤ µd2[∆TFd]−.
Case αi < 0 < βi By (3.2.5), (3.2.6) we get
∆RFd = ξ|εj |PR, ∆TFd =
{
(−|εj | − |αi|)P1 − ξ|αi|PT2 if εi > 0,
ξ(|εj | − |βi|)PT2 − |βi|PT1 if εi < 0,
for PR = PR(|η|, |ζ|,Kℓ,m,rη,ζ ) and PT1,2 = PT1,2(|η|, |ζ|,Kℓ,m,rη,ζ ).
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In particular,
PR(|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎨⎪⎪⎩
1 +Kℓη|η| if i = 1 and xαi , xβi < 0,
1 +Krζ |ζ| if i = 3 and xαi , xβi > 1,
1 otherwise,
and
PT1 (|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓη|η|+Kℓζ |ζ| if i = 3 and xαi , xβi < 0,
1 +Kmη |η| if i = 1 and 0 < xαi , xβi < 1,
1 +Kmζ |ζ| if i = 3 and 0 < xαi , xβi < 1,
1 +Krη |η|+Krζ |ζ| if i = 1 and xαi , xβi > 1,
1 otherwise,
PT2 (|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎨⎪⎪⎩
1 +Kℓη|η| if i = 3 and xαi , xβi < 0,
1 +Krζ |ζ| if i = 1 and xαi , xβi > 1,
1 otherwise,
Since PT1,2 ≥ 1, by (3.2.8) we have ∆TFd ≤ −ξ2|εj |. Hence,
[∆RFd]+ ≤ P
R
ξ
[∆TFd]− ≤ µd2[∆TFd]−.
Corollary 4.3.4. Under the assumptions of the previous propositions, Fd is
non-increasing across time t¯ if the following conditions hold for ξ > 1:
Kmη ≤
ξ − 1
|η| , K
m
ζ ≤
ξ − 1
|ζ| , (4.3.11)
Kℓη|η|+Kℓζ |ζ| ≤ ξ − 1, Krη |η|+Krζ |ζ| ≤ ξ − 1. (4.3.12)
Proof. It suffices to notice that (4.3.11), (4.3.12) imply µd2 ≤ 1.
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4.3.1 The choice of the parameters
In (4.3.6)–(4.3.9), (4.3.11), (4.3.12) we keep strict inequalities in order to
have
max{µd1, µd2} < 1,
that is a fundamental requirement for the control of the strength of the
composite waves; see Section 2.4. Then, the various parameters are cho-
sen in the following order: mo, ξ, Kmη,ζ , K
ℓ,r
η,ζ and finally ρ.
We notice that, for the choice of Kmζ,η , by (4.3.6)2,3 and (4.3.11) it must
hold
ξ − 1
2
< min
{
ξ − 1
|η| ,
ξ − 1
|ζ|
}
, (4.3.13)
which is always satisfied since |η|, |ζ| < 2. Moreover, by combining to-
gether the conditions obtained in (4.3.6)3 with (4.3.7) and (4.3.12)2 we
get necessarily
(ξ − 1)(1 + |ζ|
2
) |η|
2
< Krη |η|+ (Krζ − 1)|ζ| < (ξ − 1)− |ζ|. (4.3.14)
Hence, it follows
(ξ − 1)(1 + |ζ|
2
) |η|
2
< (ξ − 1)− |ζ|,
which is equivalent to
1 +
4|ζ|
4− 2|η| − |ηζ| < ξ, (4.3.15)
provided that 4− 2|η| − |ηζ| > 0. Analogously, from (4.3.6)2, (4.3.8) and
(4.3.12)1 we get
1 +
4|η|
4− 2|ζ| − |ηζ| < ξ,
provided that 4− 2|ζ| − |ηζ| > 0. Therefore, it must hold
1 + 4max
{ |ζ|
4− 2|η| − |ηζ| ,
|η|
4− 2|η| − |ηζ|
}
< ξ (4.3.16)
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under the stability condition (otherwise rewritten)
max
{(
1 +
|ζ|
2
) |η|
2
,
(
1 +
|η|
2
) |ζ|
2
}
< 1,
that is (|η|, |ζ|) ∈ Sd. Recalling the function Hd defined in (4.1.2), by
(4.3.10) and (4.3.16) we obtain the condition
1 +Hd(|η|, |ζ|) < ξ ≤ 1
c(mo)
.
Below, we summarize the choice of the parameters. Let (|η|, |ζ|) ∈ Sd.
i) Recalling (4.3.10), we fix mo such that
c(mo) <
1
1 +Hd(|η|, |ζ|) . (4.3.17)
ii) Then, we choose ξ in the non-empty interval given by
1 +Hd(|η|, |ζ|) < ξ ≤ 1
c(mo)
. (4.3.18)
iii) We choose Kmη ,Kmζ such that
ξ − 1
2
< Kmη < min
{
ξ − 1
|η| ,
(ξ − 1)− |ζ|
(1 + |ζ|/2)|η|
}
=
(ξ − 1)− |ζ|
(1 + |ζ|/2)|η| ,
(4.3.19)
ξ − 1
2
< Kmζ < min
{
ξ − 1
|ζ| ,
(ξ − 1)− |η|
(1 + |η|/2)|ζ|
}
=
(ξ − 1)− |η|
(1 + |η|/2)|ζ| .
(4.3.20)
This is possible since these two intervals are non-empty by (4.3.16).
Thus, (4.3.6)2,3 and (4.3.11) follow and it holds
Kmη
(
1 +
|ζ|
2
)|η| < (ξ − 1)− |ζ|, Kmζ (1 + |η|2 )|ζ| < (ξ − 1)− |η|.
(4.3.21)
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iv) By (4.3.21), we choose Krη ,Kℓζ that satisfy
Kmη
(
1 +
|ζ|
2
)|η| < Krη |η| < (ξ − 1)− |ζ|, (4.3.22)
Kmζ
(
1 +
|η|
2
)|ζ| < Kℓζ |ζ| < (ξ − 1)− |η|, (4.3.23)
and, then, we can take Kℓη and Krζ such that
1 < Kℓη < 1 +
(ξ − 1)− |η| −Kℓζ |ζ|
|η| , (4.3.24)
1 < Krζ < 1 +
(ξ − 1)− |ζ| −Krη |η|
|ζ| . (4.3.25)
Notice that, by (4.3.22), (4.3.23) and the fact that Krζ ,K
ℓ
η > 1, the
conditions (4.3.7) and (4.3.8) are verified; while (4.3.25) and (4.3.24)
imply (4.3.12).
v) Finally, we choose ρ such that Co = Co(ρ) satisfies (4.3.9).
4.4 The bubble case
In this section we carry out the estimates for Fb. Recall that here η > 0
and ζ < 0. For t > 0 and Kℓ,m,rη,ζ > 0, the potentials of (4.2.1) are
Q1b(t) =
[
Kmη
( ∑
0<x<1
δ1>0
|δ1|+ ξ
∑
0<x<1
δ1<0
|δ1|
)
+Krη
(∑
x>1
δ1>0
|δ1|+ ξ
∑
x>1
δ1<0
|δ1|
)]
|η|
+Krζ
∑
x>1
δ1>0
|δ1ζ|,
Q3b(t) =
[
Kℓζ
(∑
x<0
δ3>0
|δ3|+ ξ
∑
x<0
δ3<0
|δ3|
)
+Kmζ
( ∑
0<x<1
δ3>0
|δ3|+ ξ
∑
0<x<1
δ3<0
|δ3|
)]
|ζ|
+Kℓη
∑
x<0
δ3>0
|δ3η|.
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FIGURE 4.7: The terms of Qb.
In this case, the missing terms in Qb are the 3-shocks approaching η0 and
the 1-shocks approaching ζ0; see Figure 4.7. As before, in the next two
propositions we list the conditions on the parameters ξ, Kℓ,m,rη,ζ and ρ for
the decrease of Fb.
We define
M b1 =
{
1
ξ
,
ξ
1 + 2Krζ
,
ξ
1 + 2Kℓη
,
1 +Kmη |η|
2Kmζ − 1
,
1 +Kmζ |ζ|
2Kmη − 1
,
Co
ξ(2Kmζ − Co)
,
Co
ξ(2Kmη − Co)
}
,
M b2 =
{
1 +Kℓη|η|+Kℓζ |ζ|
ξ
,
1 +Krη |η|+Krζ |ζ|
ξ
,
1 +Kmη |η|
ξ
,
1 +Kmζ |ζ|
ξ
}
,
and, following the exact same reasoning as in the drop case, we recover
(2.3.31) for
µb1 = maxM
b
1 , µ
b
2 = maxM
b
2 . (4.4.1)
Proposition 4.4.1 (Interactions with the composite waves). Assume that
at a time t¯ > 0 a wave δi, i = 1, 3, interacts with one of the composite waves η0
or ζ0. Then, we have
[∆RFb]+ ≤ µb1[∆TFb]−,
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provided that the following conditions hold:
min
{
Kmη ,K
m
ζ
}
>
Co
2
, Kmη ≤ Krη , Kmζ ≤ Kℓζ . (4.4.2)
Here, µb1 is defined in (4.4.1) and Co in (2.3.10).
Proof. Since the two cases give symmetric conditions, we only analyze
interactions involving ζ0; see Figure 4.5 and 4.6. Let ε1, ε3 denote the
outgoing waves of family 1, 3 and recall that by (2.3.1) and (2.3.2) we
have {
ε1 − δ1 = ε3, |ε1| − |δ1| = −|ε3|, if i = 1,
ε3 − δ3 = ε1, |ε3| − |δ3| = |ε1|, if i = 3.
Case i = 1 If the interacting wave is a rarefaction, then we have
∆RFb =
{
ξ|ε3| if |δ1| ≥ ρ,
|ε3| if |δ1| < ρ,
and
∆TFb = |ε1| − |δ1|+Kmη |ε1η| −Krη |δ1η| −Krζ |δ1ζ|
= −|ε3|+Kmη |ε1η| −Krη |δ1η| −Krζ |δ1ζ|
≤ −|ε3|+ (Kmη −Krη)|δ1η| −Krζ |δ1ζ|,
where the last inequality is verified since |ε1| ≤ |δ1|. Then, by (4.4.2)2
and by (2.3.8), (2.3.9) we get ∆TFb ≤ −|ε3|(1 + 2Krζ ) ≤ 0. Hence,
[∆RFb]+ ≤ ξ|ε3| ≤ ξ
1 + 2Krζ
[∆TFb]− ≤ µb1[∆TFb]−.
Instead, if the interacting wave is a shock, then in both the accurate
and simplified cases we have ∆RFb = |ε3| and
∆TFb = ξ|ε1| − ξ|δ1|+Kmη ξ|ε1η| − ξKrη |δ1η|
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= −ξ|ε3|+Kmη ξ|ε1η| −Krηξ|δ1η| ≤ −ξ|ε3|+ (Kmη −Krζ )ξ|δ1η|.
Thus, by (4.4.2)2 it holds [∆TFb]− ≥ ξ|ε3| and
[∆RFb]+ = |ε3| ≤ 1
ξ
[∆TFb]− ≤ µb1[∆TFb]−.
Case i = 3 If the interacting wave is a rarefaction, then by (2.3.8), (2.3.9)
we have
∆RFb =
⎧⎪⎪⎨⎪⎪⎩
|ε1|+Kmη |ε1η| ≤
1
2
|δ3ζ|(1 +Kmη |η|) if |δ3| ≥ ρ,
|ε1| ≤ 1
2
|δ3ζ| if |δ3| < ρ,
while for ∆TFb we have
∆TFb = |ε3| − |δ3| −Kmζ |δ3ζ| = |ε1| −Kmζ |δ3ζ| ≤
1
2
|δ3ζ|(1− 2Kmζ ).
Notice that, since Co > 1, by (4.4.2)1 it holds ∆TFb ≤ 0. Hence,
[∆RFb]+ ≤
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
|δ3ζ|(1 +Kmη |η|) ≤
1 +Kmη |η|
2Kmζ − 1
[∆TFb]− if |δ3| ≥ ρ,
1
2
|δ3ζ| ≤ 1
2Kmζ − 1
[∆TFb]− if |δ3| < ρ,
i.e. [∆RFb]+ ≤ µb1[∆TFb]−.
On the other hand, if the interacting wave is a shock, then by (2.3.8)
and (2.3.9) we have
[∆RFb]+ =
⎧⎪⎪⎨⎪⎪⎩
ξ|ε1|+Kmη ξ|ε1η| ≤
ξ
2
|δ3ζ|(1 +Kmη |η|) if |δ3| ≥ ρ,
|ε1| ≤ Co
2
|δ3ζ| if |δ3| < ρ,
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and
∆TFb = ξ|ε3| − ξ|δ3| −Kmζ ξ|δ3ζ|
= ξ|ε1| −Kmζ ξ|δ3ζ| ≤
⎧⎪⎪⎨⎪⎪⎩
ξ
2
|δ3ζ|(1− 2Kmζ ) if |δ3| ≥ ρ,
ξ
2
|δ3ζ|(Co − 2Kmζ ) if |δ3| < ρ.
By (4.4.2)1 we have that ∆TFb ≤ 0. Hence,
[∆RFb]+ ≤
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ
2
|δ3ζ|(1 +Kmη |η|) ≤
1 +Kmη |η|
2Kmζ − 1
[∆TFb]− if |δ3| ≥ ρ,
Co
2
|δ3ζ| ≤ Co
ξ(2Kmζ − Co)
[∆TFb]− if |δ3| < ρ.
i.e. [∆RFb]+ ≤ µb1[∆TFb]−.
Corollary 4.4.2. The Glimm functional Fb is non-increasing across time t¯ if
the following conditions hold for ξ > 1:
min{Kmη ,Kmζ } ≥ 1,
ξ − 1
2
≤ min{Krζ ,Kℓη}, (4.4.3)
Kmη ≤ Krη , Kmζ ≤ Kℓζ , (4.4.4)
1 +Kmη
|η|
2
−Kmζ ≤ 0, 1 +Kmζ
|ζ|
2
−Kmη ≤ 0, (4.4.5)
Co ≤ 2ξ
ξ + 1
min{Kmη ,Kmζ }. (4.4.6)
Proof. Notice that (4.4.2)1 is implied by (4.4.6). Moreover, by (4.4.3)–
(4.4.6) it holds µb1 ≤ 1 and, thus, we can infer ∆Fb ≤ 0.
Proposition 4.4.3 (Interactions between i-waves). Consider the interaction
at time t¯ > 0 of two waves αi and βi of the same family i = 1, 3 and let εi, εj
be the outgoing waves, for j = 1, 3, j ̸= i. If we assume (2.3.14) and it holds
1 ≤ ξ ≤ 1
c(mo)
, (4.4.7)
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then, we have
[∆RFb]+ ≤ µb2[∆TFb]−,
where µb2 is defined in (4.4.1).
Proof. Again we proceed as in the proof of Proposition 3.2.3. Recall
(3.2.4)–(3.2.6) and (3.2.8), which follows from (4.4.7).
Case αi, βi < 0 By (3.2.4) we have
∆RFb = |εj |PR, ∆TFb = −ξ|εj |PT ,
where PR = PR(|η|, |ζ|,Kℓ,m,rη,ζ ) and PT = PT(|η|, |ζ|,Kℓ,m,rη,ζ ). In partic-
ular,
PR(|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓη|η|+Kℓζ |ζ| if i = 1 and xαi , xβi < 0,
1 +Kmζ |ζ| if i = 1 and 0 < xαi , xβi < 1,
1 +Kmη |η| if i = 3 and 0 < xαi , xβi < 1,
1 +Krη |η|+Krζ |ζ| if i = 3 and xαi , xβi > 1,
1 otherwise,
and
PT(|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓζ |ζ| if i = 3 and xαi , xβi < 0,
1 +Kmη |η| if i = 1 and 0 < xαi , xβi < 1,
1 +Kmζ |ζ| if i = 3 and 0 < xαi , xβi < 1,
1 +Krη |η| if i = 1 and xαi , xβi > 1,
1 otherwise.
Since it holds PT ≥ 1, we have [∆TFb]− ≥ ξ|εj |. Hence,
[∆RFb]+ ≤ P
R
ξ
[∆TFb]− ≤ µb2[∆TFb]−.
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Case αi < 0 < βi By (3.2.5), (3.2.6) we get
∆RFb = ξ|εj |PR, ∆TFb =
{
(−|εj | − |αi|)PT1 − ξ|αi|PT2 if εi > 0,
ξ(|εj | − |βi|)PT2 − |βi|PT1 if εi < 0,
where
PR(|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓζ |ζ| if i = 1 and xαi , xβi < 0,
1 +Kmη |η| if i = 3 and 0 < xαi , xβi < 1,
1 +Kmζ |ζ| if i = 1 and 0 < xαi , xβi < 1,
1 +Krη |η| if i = 3 and xαi , xβi > 1,
1 otherwise,
and
PT1 (|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓη|η|+Kℓζ |ζ| if i = 3 and xαi , xβi < 0,
1 +Kmη |η| if i = 1 and 0 < xαi , xβi < 1,
1 +Kmζ |ζ| if i = 3 and 0 < xαi , xβi < 1,
1 +Krη |η|+Krζ |ζ| if i = 1 and xαi , xβi > 1,
1 otherwise,
PT2 (|η|, |ζ|,Kℓ,m,rη,ζ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 +Kℓζ |ζ| if i = 3 and xαi , xβi < 0,
1 +Kmη |η| if i = 1 and 0 < xαi , xβi < 1,
1 +Kmζ |ζ| if i = 3 and 0 < xαi , xβi < 1,
1 +Krη |η| if i = 1 and xαi , xβi > 1,
1 otherwise.
Since PT1,2 ≥ 1, by (3.2.8) we have [∆TFb]− ≥ ξ2|εj |. Hence,
[∆RFb]+ ≤ P
R
ξ
[∆TFb]− ≤ µb2[∆TFb]−.
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Corollary 4.4.4. Under the assumptions of the previous proposition, Fb is non-
increasing across time t¯ provided that the following conditions hold for ξ > 1:
Kmη ≤
ξ − 1
|η| , K
m
ζ ≤
ξ − 1
|ζ| , (4.4.8)
Kℓη|η|+Kℓζ |ζ| ≤ ξ − 1, Krη |η|+Krζ |ζ| ≤ ξ − 1. (4.4.9)
Proof. From (4.4.8), (4.4.9) it follows µb2 ≤ 1.
4.4.1 The choice of the parameters
Now, we determine the order in which we choose the parameters. To
simplify the analysis, we let Kmη = Krη and Kmζ = K
ℓ
ζ and the final
result remains unchanged. Moreover, we keep (4.4.3)–(4.4.6) and (4.4.8),
(4.4.9) with strict inequalities, in order to get
max{µb1, µb2} < 1.
Once η, ζ have been fixed, we choose in order: mo, ξ, Kmη and Kmζ , K
r
ζ
and Kℓη ; at last, we choose ρ. First, notice that the conditions in (4.4.5)
identify a cone in the (Kmη ,Kmζ )-plane, represented in Figure 4.8. Hence,
by (4.4.5) we deduce
Kmη > 1 +K
m
ζ
|ζ|
2
> 1 +
|ζ|
2
(
1 +Kmη
|η|
2
)
,
Kmζ > 1 +K
m
η
|η|
2
> 1 +
|η|
2
(
1 +Kmζ
|ζ|
2
)
,
that imply
Kmη >
1 + |ζ|/2
1− |ηζ|/4 , K
m
ζ >
1 + |η|/2
1− |ηζ|/4 . (4.4.10)
In particular, the right-hand sides in (4.4.10) are the coordinates of the
intersection point V between the two lines of Figure 4.8. Notice also that
(4.4.10) implies (4.4.3)1. Since we have chosen Kmη = Krη and Kmζ = K
ℓ
ζ ,
conditions (4.4.9) imply (4.4.8). By (4.4.3)2 and (4.4.9)2, we get Kmη |η| +
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FIGURE 4.8: Graphical representation of conditions
(4.4.5) for |η| = 1/2 and |ζ| = 3/2.
(ξ − 1)|ζ|/2 < ξ − 1, which is equivalent to
Kmη
|η|
1− |ζ|/2 < ξ − 1. (4.4.11)
Similarly, by (4.4.3)2 and (4.4.9)1 we get
Kmζ
|ζ|
1− |η|/2 < ξ − 1. (4.4.12)
By (4.4.10), (4.4.11) and (4.4.12) it follows that ξ must satisfy the inequal-
ity
1 +
4
4− |ηζ| max
{
|η|2 + |ζ|
2− |ζ| , |ζ|
2 + |η|
2− |η|
}
< ξ.
Since this condition has to match with (4.4.7), we must require
1 +Hb(|η|, |ζ|) < ξ ≤ 1
c(mo)
, (4.4.13)
where Hb is the same of (4.1.3).
Summarizing, we choose the parameters as follows. We let (|η|, |ζ|) ∈
Sb be given.
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i) First, we fix mo such that
1 +Hb(|η|, |ζ|) < 1
c(mo)
(4.4.14)
and take ξ in the interior of the interval given by (4.4.13).
ii) In the (Kmη ,Kmζ )-plane we choose a point in the affine cone defined
by (4.4.5) and sufficiently close to V . Moreover, we require (4.4.11)
and (4.4.12).
iii) We choose Krη = Kmη , Kℓζ = K
m
ζ and, then, by (4.4.11) and (4.4.12)
we choose Krζ and K
ℓ
η such that
ξ − 1
2
< Krζ <
ξ − 1
|ζ| −K
m
η
|η|
|ζ| ,
ξ − 1
2
< Kℓη <
ξ − 1
|η| −K
m
ζ
|ζ|
|η| ,
(4.4.15)
and (4.4.9) holds.
iv) Finally, we choose ρ such that Co = Co(ρ) satisfies (4.4.6).
4.5 The increasing pressure case
Finally, we prove the decreasing of the functional Fp in the increasing-
pressure case. We recall that both η and ζ are positive. For t > 0 not an
interaction time, we define the terms of (4.2.1) as follows:
Q1p(t) =
[
Kmη
( ∑
0<x<1
δ1>0
|δ1|+ ξ
∑
0<x<1
δ1<0
|δ1|
)
+Krη
(∑
x>1
δ1>0
|δ1|+ ξ
∑
x>1
δ1<0
|δ1|
)]
|η|
+Krζ
(∑
x>1
δ1>0
|δ1|+ ξ
∑
x>1
δ1<0
|δ1|
)
|ζ|,
Q3p(t) =K
ℓ
η
∑
x<0
δ3>0
|δ3η|+
(
Kℓζ
∑
x<0
δ3>0
|δ3|+Kmζ
∑
0<x<1
δ3>0
|δ3|
)
|ζ|.
Notice that the missing shocks in Qp are those of family 3 approaching
both η0 and ζ0, see Figure 4.9.
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FIGURE 4.9: The terms of Qp.
In order to prove Claim 2.3.9, we set
Mp1 =
{
1 +Kmζ |ζ|
2Kmη − 1
,
ξ(1 +Kmη |η|)
1 + 2Kmζ
,
1 +Kmη |η|
ξ
,
Co
ξ(2Kmη − Co)
,
ξ
1 + 2Kℓη + 2|ζ|(Kℓζ −Kmζ (1− |η|/2))/|η|
,
1
2|η|(Krη −Kmη (1 + |ζ|/2))/|ζ|+ (2Krζ − 1)
,
Co
2ξ|η|(Krη −Kmη (1 + Co|ζ|/2))/|ζ|+ ξ(2Krζ − Co)
}
,
Mp2 =
{
1 +Kℓη|η|+Kℓζ |ζ|
ξ
,
1 +Krη |η|+Krζ |ζ|
ξ
,
1 +Kmη |η|
ξ
,
1 +Kmζ |ζ|
ξ
}
.
In the sequel, we recover (2.3.31) for
µp1 = maxM
p
1 , µ
p
2 = maxM
p
2 . (4.5.1)
Proposition 4.5.1 (Interactions with the composite waves). Assume that
at time t¯ > 0 a wave δi, i = 1, 3, interacts with one of the composite waves η0
or ζ0. Then, we have
[∆RFp]+ ≤ µp1[∆TFp]−,
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provided that the following conditions hold:
Kmη >
Co
2
, Kℓη|η|+ (Kℓζ −Kmζ )|ζ| ≥ 0, (4.5.2)
2
(
Kmη
(
1 +
Co
2
|ζ|)−Krη) |η|+ (Co − 2Krζ )|ζ| < 0. (4.5.3)
Here, µp1 is defined in (4.5.1) and Co in (2.3.10).
Proof. Let ε1, ε3 denote the outgoing waves and recall that for interac-
tions with both η0 and ζ0 it holds{
ε1 − δ1 = ε3, |ε1| − |δ1| = |ε3| , if i = 1,
ε3 − δ3 = ε1, |ε3| − |δ3| = −|ε1| , if i = 3 ,
by (2.3.1), (2.3.2). In this case we separately treat the interactions with
the two phase waves since the interaction potential is not symmetric
with respect to η0 and ζ0.
Interactions with η0 Assume i = 1. If δ1 is a rarefaction, then by (2.3.8)
and (2.3.9) we have
∆RFp =
⎧⎪⎪⎨⎪⎪⎩
|ε3|+Kmζ |ε3ζ| ≤
1
2
|δ1η|(1 +Kmζ |ζ|) if |δ1| ≥ ρ,
|ε3| ≤ 1
2
|δ1η| if |δ1| < ρ,
and in both the accurate and the simplified cases it holds
∆TFp = |ε1| − |δ1| −Kmη |δ1η| = |ε3| −Kmη |δ1η| ≤
1
2
|δ1η|(1− 2Kmη ).
Thus, by (4.5.2)1 (since Co > 1) we have ∆TFp < 0 and
[∆RFp]+ ≤ 1
2
|δ1η|(1 +Kmζ |ζ|) ≤
1 +Kmζ |ζ|
2Kmη − 1
[∆TFp]− ≤ µp1[∆TFp]−.
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Instead, if δ1 is a shock, then by (2.3.8) and (2.3.9) we have
∆RFp =
⎧⎪⎪⎨⎪⎪⎩
ξ|ε3| ≤ ξ
2
|δ1η| if |δ1| ≥ ρ,
|ε3| ≤ Co
2
|δ1η| if |δ1| < ρ,
and
∆TFp = ξ|ε1| − ξ|δ1| −Kmη ξ|δ1η|
= ξ|ε3| −Kmη ξ|δ1η| ≤
⎧⎪⎪⎨⎪⎪⎩
ξ
2
|δ1η|(1− 2Kmη ) if |δ1| ≥ ρ,
ξ
2
|δ1η|(Co − 2Kmη ) if |δ1| < ρ.
By (4.5.2)1 we get ∆TFp < 0. Hence,
[∆RFp]+ ≤
⎧⎪⎪⎨⎪⎪⎩
ξ
2
|δ1η| ≤ 1
2Kmη − 1
[∆TFp]− if |δ1| ≥ ρ,
Co
2
|δ1η| ≤ Co
ξ(2Kmη − Co)
[∆TFp]− if |δ1| < ρ,
i.e. [∆RFp]+ ≤ µp1[∆TFp].
Now, let i = 3. If δ3 is a rarefaction, we have
∆RFp =
{
ξ|ε1| if |δ1| ≥ ρ,
|ε1| if |δ1| < ρ,
and in both the accurate and the simplified case we get
∆TFp = |ε3| − |δ3|+Kmζ |ε3ζ| −Kℓη|δ3η| −Kℓζ |δ3ζ|
= −|ε1| −Kmζ |ε1ζ| − (Kℓζ −Kmζ )|δ3ζ| −Kℓη|δ3η|
= −|ε1| −Kmζ |ε1ζ| −
(
Kℓη + (K
ℓ
ζ −Kmζ )
|ζ|
|η|
)
|δ3η|.
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Then, by (2.3.8), (2.3.9) and (4.5.2)2 it holds
∆TFp ≤ −|ε1| −Kmζ |ε1ζ| − 2|ε1|
(
Kℓη + (K
ℓ
ζ −Kmζ )
|ζ|
|η|
)
= −|ε1|
[
1 + 2Kℓη + 2
(
Kℓζ −Kmζ
(
1− |η|
2
)) |ζ|
|η|
]
< 0.
Thus,
[∆RFp]+ ≤ ξ|ε1| ≤ ξ
1 + 2Kℓη + 2|ζ|(Kℓζ −Kmζ (1− |η|/2))/|η|
[∆TFp]−,
i.e. [∆RFp]+ ≤ µp1[∆TFp]−.
Instead, if δ3 is a shock, ∆RFp = |ε1| and∆TFp = ξ|ε3|−ξ|δ3| = −ξ|ε1|.
Hence,
[∆RFp]+ = |ε1| = 1
ξ
[∆TFp]− ≤ µp1[∆TFp]−.
Interactions with ζ0 Assume i = 1 and refer to Figure 4.5 and 4.6. If δ1
is a rarefaction, by (2.3.8) and (2.3.9) in both the accurate and the simpli-
fied case we have
∆RFp = |ε3| ≤ 1
2
|δ1ζ|
and
∆TFp = |ε1| − |δ1|+Kmη |ε1η| −Krζ |δ1ζ| −Krη |δ1η|
= |ε3|+Kmη |ε1η| −Krζ |δ1ζ| −Krη |δ1η|
≤ |ε3|+
(
Kmη
(
1 +
|ζ|
2
)−Krη) |δ1η| −Krζ |δ1ζ|
≤ 1
2
|δ1ζ|
[
2
(
Kmη
(
1 +
|ζ|
2
)−Krη) |η||ζ| + (1− 2Krζ )
]
.
Hence, by (4.5.3) (since Co > 1) it holds ∆TFp < 0 and
[∆RFp]+ ≤ 1
2
|δ1ζ| ≤ 1
2|η|(Krη −Kmη (1 + |ζ|/2))/|ζ|+ (2Krζ − 1)
[∆TFp]−,
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i.e. [∆RFp]+ ≤ µp1[∆TFp]−.
On the other hand, if δ1 is a shock we get the same estimates as before
in the accurate case, while in the simplified case we have
∆RFp = |ε3| ≤ Co
2
|δ1ζ|
and by (4.5.3) it holds
∆TFp ≤ ξ
2
|δ1ζ|
[
2
(
Kmη
(
1 +
Co
2
|ζ|)−Krη) |η||ζ| + (Co − 2Krζ )
]
< 0.
Hence,
[∆RFp]+ ≤ Co
2ξ|η|(Krη −Kmη (1 + Co|ζ|/2))/|ζ|+ ξ(2Krζ − Co)
[∆TFp]−,
i.e. [∆RFp]+ ≤ µp1[∆TFp]−.
Now, assume i = 3. If δ3 is a rarefaction, then by (2.3.8), (2.3.9) we
have
∆RFp =
⎧⎪⎨⎪⎩
ξ|ε1|+Kmη ξ|ε1η| = ξ|ε1|(1 +Kmη |η|) if |δ3| ≥ ρ,
|ε1| if |δ3| < ρ,
and
∆TFp = |ε3| − |δ3| −Kmζ |δ3ζ| = −|ε1| −Kmζ |δ3ζ| ≤ −|ε1|(1 + 2Kmζ ).
Hence,
[∆RFp]+ ≤ ξ|ε1|(1 +Kmη |η|) ≤
ξ(1 +Kmη |η|)
1 + 2Kmζ
[∆TFp]− ≤ µp1[∆TFp]−.
If, instead, δ3 is a shock we have
∆RFp =
{
|ε1|+Kmη |ε1η| = |ε1|(1 +Kmη |η|) if |δ3| ≥ ρ,
|ε1| if |δ3| < ρ,
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and ∆TFp = ξ|ε3| − ξ|δ3| = −ξ|ε1|. Hence,
[∆RFp]+ ≤ |ε1|(1 +Kmη |η|) ≤
1 +Kmη |η|
ξ
[∆TFp]− ≤ µp1[∆TFp]−.
Corollary 4.5.2. The Glimm functional Fp is non-increasing across time t¯ if
the following conditions hold for ξ > 1:
Kmη ≤
ξ − 1
|η| ,
ξ − 1
2
+Kmη ξ
|η|
2
−Kmζ ≤ 0, Co ≤
2ξKmη
ξ + 1
, (4.5.4)
Kℓη|η|+ (Kℓζ −Kmζ )|ζ| ≥ 0, 1 +Kmζ
|ζ|
2
−Kmη ≤ 0, (4.5.5)(
ξ − 1
2
−Kℓη
)
|η|+
(
Kmζ
(
1− |η|
2
)−Kℓζ) |ζ| ≤ 0 (4.5.6)
(1−Krζ )|ζ|+
(
Kmη
(
1 +
|ζ|
2
)−Krη) |η| ≤ 0, (4.5.7)(
(ξ + 1)
Co
2
− ξKrζ
)
|ζ|+ ξ
(
Kmη
(
1 +
Co
2
|ζ|)−Krη) |η| ≤ 0. (4.5.8)
Proof. Notice that (4.5.2)1 is implied by (4.5.4)3 and (4.5.3) is implied by
(4.5.8). Moreover, by (4.5.4)–(4.5.8) it holds µp1 ≤ 1.
Remark 4.5.3. Thanks to a more careful analysis of the interactions between
3-rarefaction waves and η0, here we obtain that (4.5.5)1 and (4.5.6) improve
the corresponding condition (5.2)1 found in [8]. Then, the existence result con-
tained in this thesis is slightly better than that of [8].
Proposition 4.5.4 (Interactions between i-waves). Consider the interaction
at time t¯ > 0 of two waves of the same family i = 1, 3 and assume (2.3.14).
Then, we have
[∆RFp]+ ≤ µp2[∆TFp]−
under the condition
1 ≤ ξ ≤ 1
c(mo)
. (4.5.9)
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Here, µp2 is defined in (4.5.1).
Proof. The proof is omitted since it is completely analogous to that of
Proposition 4.3.3 and 4.4.3.
Corollary 4.5.5. Under the assumption of the previous proposition, Fp is non-
increasing across time t¯ provided that the following conditions hold for ξ > 1:
Kmη ≤
ξ − 1
|η| , K
m
ζ ≤
ξ − 1
|ζ| , (4.5.10)
Krη |η|+Krζ |ζ| ≤ ξ − 1, Kℓη|η|+Kℓζ |ζ| ≤ ξ − 1. (4.5.11)
Proof. By (4.5.10), (4.5.11) we get µp2 ≤ 1.
4.5.1 The choice of the parameters
Here, we make some comments and we establish the order in which we
can choose the parameters. Remark that we keep strict inequalities on
the conditions (4.5.4)–(4.5.8) and (4.5.10), (4.5.11).
First, we can rewrite (4.5.5)1 and (4.5.6) as
Kmζ |ζ| < Kℓη|η|+Kℓζ |ζ|,
ξ − 1
2
|η|+Kmζ |ζ|
(
1− |η|
2
)
< Kℓη|η|+Kℓζ |ζ|,
and (4.5.7) as
Kmη
(
1 +
|ζ|
2
)|η|+ |ζ| < Krη |η|+Krζ |ζ|.
By (4.5.11) we have the following necessary conditions
Kmζ |ζ| < ξ − 1,
ξ − 1
2
|η|+Kmζ |ζ|
(
1− |η|
2
)
< ξ − 1. (4.5.12)
Kmη
(
1 +
|ζ|
2
)|η|+ |ζ| < ξ − 1. (4.5.13)
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Notice that (4.5.12)1 and (4.5.12)2 are equivalent since the latter inequal-
ity can be rewritten as(
1− |η|
2
)(
Kmζ |ζ| − (ξ − 1)
)
< 0
and |η| < 2. Moreover, by (4.5.5)2 and (4.5.4)2 we have to require
Kmη > 1 +K
m
ζ
|ζ|
2
, Kmζ >
ξ − 1
2
+ ξKmη
|η|
2
, (4.5.14)
that give the following lower bounds on Kmη and Kmζ :
Kmη >
1 + (ξ − 1)|ζ|/4
1− ξ|ηζ|/4 , K
m
ζ >
(ξ − 1) + ξ|η|
2(1− ξ|ηζ|/4) . (4.5.15)
Remark that (4.5.14) represents an affine cone in the (Kmη ,Kmζ )-plane
under the condition
ξ <
4
|ηζ| . (4.5.16)
The vertex is the point whose coordinates are given by the right-hand
sides of (4.5.15). Hence, Kmζ must be chosen in the non-empty intervals
identified by (4.5.12), (4.5.15)2, while Kmη must be chosen in that iden-
tified by (4.5.13), (4.5.15)1. By (4.5.12)1, for Kmζ we get the necessary
conditions
(ξ − 1) + ξ|η|
2(1− ξ|ηζ|/4) |ζ| < K
m
ζ |ζ| < ξ − 1, (4.5.17)
while for Kmη we get
1 + (ξ − 1)|ζ|/4
1− ξ|ηζ|/4
(
1+
|ζ|
2
)|η|+ |ζ| < Kmη (1+ |ζ|2 )|η|+ |ζ| < ξ−1. (4.5.18)
To simplify the expressions, we introduce the notation |η| = x, |ζ| = y
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and ξ − 1 = z. Then, the previous inequalities can be rewritten as
xy
2
z2 +
(
y − 2 + 3
2
xy
)
z + xy < 0, (4.5.19)
xy
4
z2 +
(xy
8
(4− y)− 1
)
z +
(
1 +
y
2
)
x+ y
(
1− xy
4
)
< 0, (4.5.20)
respectively. We also denote
a(x, y) =
xy
2
, b(x, y) = y − 2 + 3
2
xy, c(x, y) = xy, d(x, y) =
xy
4
,
e(x, y) =
xy
8
(4− y)− 1, f(x, y) =
(
1 +
y
2
)
x+ y
(
1− xy
4
)
,
so that (4.5.19), (4.5.20) become
a(x, y)z2 + b(x, y)z + c(x, y) < 0, (4.5.21)
d(x, y)z2 + e(x, y)z + f(x, y) < 0, (4.5.22)
respectively. Notice that the coefficients a, c, d, f are positive, e is nega-
tive and b may change sign. In order that each of these equations have
distinct solutions, the discriminants b2−4ac and e2−4df must be strictly
positive. If b < 0 and e < 0, all the solutions are positive. Thus, for
(4.5.19) we impose
y − 2 + 3
2
xy < 0,
(
y − 2 + 3
2
xy
)2
− 2x2y2 > 0, (4.5.23)
while for (4.5.20) we require(xy
8
(4− y)− 1
)2
− xy
[(
1 +
y
2
)
x+ y
(
1− xy
4
)]
> 0. (4.5.24)
Assuming (4.5.23) and (4.5.24), we denote by z1,2(x, y) the solutions to
the equation in (4.5.21) and by z3,4(x, y) the solutions to the equation in
(4.5.22).
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Hence, by (4.5.16)–(4.5.20) we get
1 + max
{
z1(x, y) , z3(x, y)
}
< ξ < 1 + min
{
z2(x, y) , z4(x, y) ,
4
xy
− 1
}
.
(4.5.25)
Therefore, we can introduce the domain Sp represented in Figure 4.1 as
the set given by
Sp :=
{
(x, y) : max
{
z1(x, y), z3(x, y)
}
< min
{
z2(x, y), z4(x, y),
4
xy
−1
}}
,
(4.5.26)
and the function Hp as defined by
Hp(|η|, |ζ|) := max
{
z1(|η|, |ζ|), z3(|η|, |ζ|)
}
. (4.5.27)
By (4.5.9) we find that the condition that relates mo to |η|, |ζ| is
1 +Hp(|η|, |ζ|) < 1
c(mo)
. (4.5.28)
Once fixed (|η|, |ζ|) ∈ Sp, we proceed with the choice of the parame-
ters.
i) We choose mo such that (4.5.28) holds and, in turn, we choose ξ
satisfying both (4.5.25) and
1 +Hp(|η|, |ζ|) < ξ ≤ 1
c(mo)
, (4.5.29)
so that (4.5.9) holds.
ii) We chooseKmη ,Kmζ in the interval identified by (4.5.17) and (4.5.18),
i.e. satisfying
(ξ − 1) + ξ|η|
2(1− ξ|ηζ|/4) <K
m
ζ <
ξ − 1
|ζ| , (4.5.30)
1 + (ξ − 1)|ζ|/4
1− ξ|ηζ|/4 <K
m
η <
ξ − 1− |ζ|
(1 + |ζ|/2)|η| . (4.5.31)
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In this way, (4.5.4)2, (4.5.5)2 and (4.5.10) hold. Then, we choose
Kℓη = K
ℓ
ζ , K
r
η = K
r
ζ such that
Kmζ |ζ|
|η|+ |ζ| < K
ℓ
η = K
ℓ
ζ <
ξ − 1
|η|+ |ζ| , (4.5.32)
Kηm
(
1 + |ζ|/2)|η|+ |ζ|
|η|+ |ζ| < K
r
η = K
r
ζ <
ξ − 1
|η|+ |ζ| . (4.5.33)
Thus, (4.5.5)1 and (4.5.7) hold.
iii) Finally, we notice that (4.5.8) is equivalent to(
(ξ + 1)
Co
2ξ
−Krζ
)
|ζ|+
(
Kmη
(
1 +
Co
2
|ζ|)−Krη) |η| < 0 .
(4.5.34)
Then, by taking ρ sufficiently small (since Co(ρ) → 1 if ρ → 0+)
and ξ > 1, (4.5.34) is implied by (4.5.4)3.
4.6 The Proof of Theorem 4.1.1
Now, we collect into a single proposition all the results obtained so far.
Proposition 4.6.1. For ι = d, b, p and (|η|, |ζ|) ∈ Sι, let mo > 0 satisfy
1 +Hι (|η|, |ζ|) ≤ 1
c(mo)
(4.6.1)
and assume the following:
(d) in the drop case the parameters ξ, Kℓ,m,rη,ζ and ρ satisfy (4.3.18)–(4.3.25)
and (4.3.9);
(b) in the bubble case the parameters ξ, Kℓ,m,rη,ζ and ρ satisfy (4.4.11),
(4.4.12), (4.4.14), (4.4.15) and (4.4.6);
(p) in the increasing pressure case the parameters ξ, Kℓ,m,rη,ζ and ρ satisfy
(4.5.29)–(4.5.33) and (4.5.4)3 and (4.5.8).
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Then, the following two statements are verified.
i) Local Decreasing. For any interaction at time t > 0 between two waves
satisfying (2.3.14), it holds
∆Fι(t) ≤ 0.
ii) Global Decreasing. Recall the functional defined in (2.3.23). If
L(0+) ≤ mo c(mo) (4.6.2)
and the approximate solution is defined in [0, T ], then Fι(0+) ≤ mo,
∆Fι(t) ≤ 0 for every t ∈ ]0, T ] and (2.3.14) is satisfied.
Proof. Fix ι = d, b, p. The first statement concerning the local decreasing
property was proved in the previous sections. As for the global decreas-
ing property, observe that, if we restrict to consider only waves located
in {0 < x < 1}, by (4.3.11), (4.4.8) (4.5.10) we have
Fι(0+) = L(0+) +Qι(0+) ≤ L(0+)
(
1 + max{Kmη |η|,Kmζ |ζ|}
)
≤ ξ2L{0<x<1}(0+),
while if we restrict to either {x < 0} or {x > 1}, by (4.3.12), (4.4.9) (4.5.11)
we have
Fι(0+) = L(0+) +Qι(0+) ≤ L(0+)
(
1 +Kℓ,rη |η|+Kℓ,rζ |ζ|
)
≤ ξ2L{x<0}∪{x>1}(0+).
Then,
Fι(0+) ≤ ξ2L(0+) .
Fix t ≤ T and suppose by induction that Fι(τ) ≤ mo and ∆Fι(τ) ≤ 0
for every 0 < τ < t, interaction time. Then, the inequality ∆Fι(t) ≤ 0
implies that
Fι(t) ≤ Fι(0+) ≤ ξ2L(0+).
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Hence, by (4.6.2) the size of a shock δi (i = 1, 3) at time t satisfies
|δi| ≤ 1
ξ
Fι(t) ≤ ξL(0+) ≤ 1
c(mo)
L(0+) ≤ mo
and (2.3.14) is verified.
Remark 4.6.2. In the drop case, the estimate on the global decreasing of the
Glimm functional can be improved by localizing the variations in the three re-
gions separated by the interfaces. For convenience we use R,S to indicate rar-
efaction waves and shock waves, respectively. By (4.3.11) in the middle region
{0 < x < 1} we have
Fd(0+) =L(0+) +Qd(0+)
≤L1S(0+) + L1R(0+) (1 +Kmη |η|)+ L3S(0+)
+ L3R(0+)
(
1 +Kmζ |ζ|
)
≤L1S(0+) + ξL1R(0+) + L3S(0+) + ξL3R(0+)
≤ξL{0<x<1}(0+).
Then,
Fd(0+) ≤ ξ2L{x<0}(0+) + ξL{0<x<1}(0+) + ξ2L{x>1}(0+),
and (4.6.2) becomes
L{x<0}(0+) + c(mo)L{0<x<1}(0+) + L{x>1}(0+) ≤ mo c(mo). (4.6.3)
Remark that an analogous localization property of the total variation is not true
in the remaining cases ι = b, p.
The proof of Theorem 4.1.1 is similar to that of Theorem 3.1.1 and fits
into the general framework outlined in Chapter 2. In this last section,
we finish it and add some final comments.
End of the Proof of Theorem 4.1.1. It only remains to reinterpret the choice
of the parameter mo in terms of the assumption (4.1.4) on the initial data.
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Fix ι = d, b, p. By (2.1.8) we can prove that
L(0+) ≤ 1
2
TV
(
log(po),
uo
min{aℓ, am, ar}
)
. (4.6.4)
Now, by (4.3.17), (4.4.14), (4.5.28), (4.6.2), (4.6.4) and (2.3.15)2 we look for
an mo satisfying the following inequalities:
Hι(|η|, |ζ|) < w(mo), (4.6.5)
TV
(
log(po),
uo
min{aℓ, am, ar}
)
< z(mo), (4.6.6)
where
w(mo) :=
1
c(mo)
− 1 = 2
coshmo − 1 , z(mo) := 2mo c(mo).
Notice that w(mo) is strictly decreasing from R+ to R+, while z(mo) is
strictly increasing on the same sets. Recalling (4.1.1), we have
z
(
w−1(r)
)
= K(r), r ∈ ]0,+∞[ .
Hence, if the assumption (4.1.4) is verified, it is easy to prove that one
can choose mo such that (4.6.5), (4.6.6) hold. Thus, Theorem 4.1.1 is com-
pletely proved.
Remark 4.6.3. Consider the drop case. As in the proof of Theorem 3.1.1, we
can approximate the initial datum in such a way that we can relate hypothesis
(4.1.4) to (4.6.3) by including in L{0<x<1}(0+) (L{x>1}(0+), respectively)
the total variation of po and uo at the interface x = 0 (x = 1, respectively) and
by (2.1.8) we can prove that
L{x<0}(0+)≤ 1
2
TV
x<0
(
log(po),
uo
aℓ
)
, L{x>1}(0+)≤ 1
2
TV
x>1
(
log(po),
uo
ar
)
,
L{0<x<1}(0+)≤1
2
TV
0<x<1
(
log(po),
uo
am
)
.
(4.6.7)
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Now, by (4.3.17), (4.6.3), (4.6.7) and (2.3.15)2, we have that mo must satisfy
TV
x<0
(
log(po),
uo
aℓ
)
+ c(mo) TV
0<x<1
(
log(po),
uo
am
)
+TV
x>1
(
log(po),
uo
ar
)
< z(mo), (4.6.8)
where the left-hand side corresponds to (4.1.5).
We conclude the chapter with a comparison between Theorem 4.1.1
and Theorem 3.1 of [4]. First, notice that condition (1.4.16) can be written
as
|η|+ |ζ| < 1/2,
when applied to the current problem. Then, we have that the set consid-
ered by Amadori and Corli in [2, 4], namely
SAC :=
{
(|η|, |ζ|) ∈ [0, 2[×[0, 2[ : |η|+ |ζ| < 1
2
}
,
is contained in Sι, for ι = d, b: indeed, for ι = d it follows from the fact
that
max
{(
1 +
|ζ|
2
) |η|
2
,
(
1 +
|η|
2
) |ζ|
2
}
<
|η|+ |ζ|
2
<
1
4
,
while for ι = b it is trivial. As for ι = p, only by a numerical computation
we can verify that SAC\({(|η|, 0) : |η| < 2} ∪ {(0, |ζ|) : |ζ| < 2}) is
contained in Sι. Moreover, we claim that
Hι(|η|, |ζ|) ≤ |η|+ |ζ|. (4.6.9)
when (|η|, |ζ|) ∈ SAC . We show (4.6.9) just for ι = d, b.
(d) Consider the drop case. By (4.1.2) we have that
4|ζ|
4− 2|η| − |ηζ| ≤ |η|+ |ζ| ⇐⇒ (|η|+ |ζ|)
(
1 +
|ζ|
2
) ≤ 2,
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which holds true in SAC . Since Hd is symmetric w.r.t. |η| and |ζ|,
the claim is completely verified.
(b) Now, consider the bubble case. SinceHb is symmetric w.r.t. |η| and
|ζ|, to prove the claim it suffices to verify that it holds
(2 + |η|)4|ζ|
(2− |η|)(4− |ηζ|) ≤ |η|+ |ζ|. (4.6.10)
Simplifying the expression (4.6.10), we find that it is equivalent to
|η|2|ζ|+ |η||ζ|2 − (2|ηζ|+ 2|ζ|2 + 4|η|+ 8|ζ|) + 8 ≥ 0,
which is satisfied if |ηζ|+ |ζ|2+2|η|+4|ζ| ≤ 4. Since |η| < 1/2−|ζ|,
this last inequality is verified if(
1
2
− |ζ|
)
|ζ|+ |ζ|2 + 2
(
1
2
− |ζ|
)
+ 4|ζ| ≤ 4,
that is when |ζ| ≤ 6/5. Therefore, (4.6.10) holds.
Now, condition (1.4.17) here becomes
TV
(
log(po),
1
min{aℓ, am, ar}uo
)
< H(|η|+ |ζ|), (4.6.11)
where recall that the function H(r) is only defined for r < 1/2 and is
given explicitly in (1.4.18) and (3.3.12). Since K(r) > H(r) in the com-
mon range r < 1/2 (refer to the end of Chapter 3) and it holds
K (Hι(|η|, |ζ|)) > K(|η|+ |ζ|) > H(|η|+ |ζ|),
we have that (4.1.4) improves (4.6.11). Consequently, we obtain en-
hanced conditions on the initial data in comparison with [2, 4], even
though the latter results apply to a wider class of λo.
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4.6.1 Conclusions and open problems
This chapter concludes the analysis on the global existence of solutions
to the initial-value problem (1.4.4), (1.4.5) with λo piecewise constant
with either one or two jumps. As already mentioned, the results ob-
tained so far are among the few existing theorems for large BV data.
Concerning system (1.4.4), some important questions remain open
that are worth looking into. For example, at present we are not sure
whether or not the global existence of BV solutions for the inital value
problem (1.4.4), (1.4.5) with one or two phase interfaces fails if we do not
assume the aforementioned threshold bounds on the initial data. Thus,
it would be interesting to investigate the possibility for patterns of waves
in the front tracking scheme that lead to the blow-up in finite time of the
BV norm of the approximate solutions when the threshold is violated.
However, this would not confirm the failure of the global existence at
all, since the blow-up might be due to instabilities of the front tracking
approximations. Such is a problem that comes up also in the case of a
p-system with pressure p that does not satisfy the Bakhvalov condition
(1.3.5): in [18] the authors stress that, even if they are able to construct
a pattern of waves for which there are no uniform bounds on the total
variation, this does not mean that the global existence may not hold.
Moreover, in order to complete the well-posedness picture for (1.4.4),
(1.4.5) in the case of large data, it remains to study the uniqueness and
continuous dependence of solutions from the initial data. It is not clear
yet if, thanks to the simple form of the equations in (1.4.4) and the con-
sequent explicit definition of wave curves and strengths of waves, the
approach with the functional of [19] would turn out to be as easily man-
ageable in the case of large data as are the estimates in the proof of the
existence part.
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