In this paper we address the problem of computing the permanent of (0; 1) -circulant matrices. We investigate structural properties of circulant matrices, showing that (i) if they are dense enough, then they contain large arbitrary submatrices, and, (ii) if they are very sparse, then they are not too \far" from convertible matrices. Building upon (ii), we then develop an e cient algorithm, which allows us to compute permanents of very sparse circulants of size up to 200.
Introduction
The computation of the permanent of a matrix seems to be a very hard task, even for (0; 1) matrices. Valiant proved that computing the permanent of a (0; 1) matrix is #P -complete (see V179] and V279]). The class #P contains those functions that can be computed in polynomial time by a counting (nondeterministic) Turing machine, and the #P -complete problems represent the hardest problems within the class. More recently, several authors have found even stronger negative results DLMV88, FL92] .
Thus it is extremely unlikely that there is a polynomial time algorithm for computing the permanent. Actually, the best known algorithm for computing the permanent is due to Ryser R63] and takes O(n 2 n ) operations, where n is the matrix size.
In this paper, we continue the work started in CCR96] and investigate structural and computational properties of permanents of circulant matrices.
We rst deal with a structural issue. Namely we address the problem of computing the permanent of circulants vs the general case. The results obtained give indications that permanents of dense enough circulants cannot be computed signi cantly faster than those of arbitrary matrices. On the other hand, we also show that very sparse circulants are not too \far" from convertible matrices and we take advantage of this property to develop an e cient algorithm for the computation of the permanent of (0; 1)-circulants with three nonzero entries per row. Using this algorithm we are able to compute permanents of matrices of size up to 200. The e ciency of the algorithm depends on two facts, i.e., (a) that these matrices contain large convertible submatrices, and (b) that for any matrix of prime size n and of the form I + P h + P k , we can nd a matrix (with the same permanent) of the form I + P i + P j such that the sum of the two least values among fi; j; n ? i; n ? jg does not exceed p 8n. The rest of this paper is organized as follows. In Section 2 we introduce the main notation used throughout the paper. In Section 3 we investigate the relationship between general matrices on the one side, and circulant matrices and convertible matrices on the other one. Building upon our previous work on the same topic and on some new equivalences between permanents, in Section 4 we present an e cient algorithm for the computation of permanents of very sparse circulants, and we show the outcomes of the experiments. Concluding remarks are in Section 5.
Preliminaries
Let be the set of all permutations of the rst n integers. The permanent of an n n matrix A = (a i;j ) is de ned as P 2 Q n i=1 a i; i , where = ( 1 ; : : : ; n ). We will denote the permanent and the determinant of a square matrix A as per(A) and det(A), respectively. A (0; 1)-matrix A is said to be convertible if there exists a (?1; 1)-matrix X such that per(A) = det(A ? X), where ? denotes the elementwise product, i.e., the (i; j)-th entry of the matrix A ? X is a i;j x i;j .
The permanent of a (0; 1) matrix has an interpretation in terms of both the digraph and the bipartite graph that can be associated with the matrix. More precisely, if A is an n n (0; 1) matrix, we denote by D(A) the digraph whose adjacency matrix is A and by G A] the 2n-node bipartite graph associated with A in the natural way. Then the permanent of A is equal to the number of cycle covers of D(A) as well as to the number of perfect matchings of G A]. Recall that a cycle cover of D(A) is a node disjoint covering of all the nodes of D(A) in terms of its cycles, whereas a matching of G A] is a set of pairwise node disjoint edges, and a perfect matching (or 1-factor) of G A] is a matching such that each node of G A] is incident to exactly one of the edges forming the matching.
We will use the Big-Oh notation for orders of magnitudes, i.e., O(m) will stand for \asymp-totically not greater than cm", and (m) for \asymptotically of the same order as cm", where c is a constant with respect to m.
Let P n denote the (0; 1) n n matrix with 1's only in positions (i; i+1), i = 1; 2; : : : ; n?1, and (n; 1). Any (0; 1) circulant matrix can be written in the form P t 1 +P t 2 +: : :+P t k , where 0 t 1 < t 2 < : : : < t k < n.
3 Circulant, arbitrary, and convertible matrices Although circulant matrices have a very nice special structure, the evaluation of their permanents is in general far from trivial. The results of Section 3.1 will provide an explanation for this fact. Indeed we will show that a graph whose adjacency matrix is circulant (which we will call circulant graph) contains a large arbitrary subgraph, provided it has enough edges. This property however leaves an open door to the existence of faster algorithms in the sparse case. In later sections we will actually show some progress to this respect.
Arbitrary subgraphs of circulant graphs
We need some preliminary results on properties of certain sequences of integers. Corollary 2 For any n, there exist at least M(n) = b p n=2c integers 1 a 1 < : : : < a m n, such that all the di erences a j ? a i are distinct, 1 i j m.
Proof. First note that if all the sums a i + a j , 1 i j m, are distinct, then also all the di erences a j ? a i , 1 i j m, are distinct. In fact, a j ? a i = a h ? a k would imply a j + a k = a h + a i .
If b p nc is a power of a prime, then there exist m = b p nc M(n) numbers 1 a 1 < : : : < a m m 2 ?1 n whose di erences are distinct and we are done. If b p nc is not a power of a prime, let us consider the two consecutive powers of 2 such that 2 h < b p nc < 2 h+1 . Letting m = 2 h b p n=2c = M(n) we obtain the thesis. 2
We can now prove a structural property of circulant matrices, which sheds some light into the complexity of computing permanents of circulant matrices with enough nonzero entries. For the lower bound we want to determine a set of indexes S = fs 1 < s 2 < : : : < s m g such that the principal submatrix M = A(S) does not contain repeated elements, except for the diagonal which is constant and equal to the diagonal of A by construction.
Let us assume, for simplicity, that s m < n=2. This implies that the entries of the strictly upper triangular submatrix U of M must be chosen from 2 ; 3 ; : : : ; sm , while those below the diagonal from n+2?sm ; n+3?sm ; : : : ; n . This guarantees that there is not any overlapping between entries above and below the main diagonal. 
The same condition holds for the entries below the diagonal of M.
By Corollary 2 there exists a sequence of M(n=2) = b p n=2=2c indexes that satis es condition 1 such that s m < n=2, and we obtain the thesis.
2
The above result shows that a circulant graph contains an arbitrary subgraph of size ( p n). Thus it would be rather surprising to come up with algorithms for computing permanents of arbitrary circulants with running time less than T( p n), where T(n) is the worst case running time of the best available algorithm for the general case.
Circulant vs convertible matrices
In this section we explore the relationship between circulant matrices of the form I + P + P j and the class of convertible matrices. More precisely, we take advantage of a recent characterization of convertibility MRST97] in order to analyze \how far" matrices of the form I + P + P j are from convertible matrices.
Characterization of convertible matrices
Let A be a (0?1) square matrix, and let G be its associated bipartite graph. The complexity of the problem of saying whether or not A is convertible has been shown to be polynomial.
Indeed, in MRST97], the authors give a structural characterization of convertible matrices, and use it to design a polynomial-time algorithm which, given an input matrix A, outputs the (?1; 1)-matrix X such that per(A)=det(A ? X), or a certain forbidden submatrix which implies that A is not convertible.
We rst recall some results and de nitions from MRST97]. We start with the de nitions of the 0-sum and 4-sum graph operations, which are the basic ingredients involved in the characterization of convertible matrices, while we refer to MRST97] for the de nition of the 2-sum operation, which is more complicated and not used in our analysis.
De nition 1 Let G = (V; E) be a bipartite graph with a perfect matching, (A; B) be a bipartition of G, and X be a nonempty proper subset of A such that jN(X)j = jXj, where N(X) is the set of vertices adjacent to a vertex in X. Let G 1 = (V 1 ; E 1 ) and G 2 = (V 2 ; E 2 ) be the following graphs: { V 1 = X N(X), E 1 = f(a; b) 2 E j a 2 X^b 2 N(X)g; { V 2 = V n V 1 , E 2 = f(a; b) 2 E j a 2 A n X^b 2 B n N(X)g.
Then, we say that G is a 0-sum of G 1 and G 2 .
De nition 2 Let G 0 be a graph, let C be a circuit of G 0 of length four, and let G 1 ; G 2 be two subgraphs of G 0 such that G 1 G 2 = G 0 , G 1 \ G 2 = C, V (G 1 ) ? V (G 2 ) 6 = ; and V (G 2 ) ? V (G 1 ) 6 = ;. (The intersection and union of two subgraphs are de ned in the natural way.) Let G be obtained from G 0 by deleting some (possibly none) of the edges of C. We say that G is a 4-sum of G 1 and G 2 along C.
The characterization of convertible matrices also involves the Heawood graph, which is the bipartite graph associated with the incidence matrix of the Fano plane. Note that the Heawood graph is a circulant graph on 14 vertices, whose associated matrix is I 7 + P + P 3 .
We are now ready to state the main result from MRST97].
Theorem 4 The matrix A is convertible if and only if its associated bipartite graph either has no perfect matching, or it can be obtained by repeatedly applying the 0-sum, 2-sum, 4-sum operations starting from connected planar bipartite graphs with perfect matchings and the Heawood graph.
Roughly speaking, convertible matrices can all be obtained by piecing together planar bipartite graphs and one sporadic non-planar bipartite graph.
Constructions for some special cases
We now use the above characterization in order to analyze the distance from convertibility for some special matrices of the form I + P + P j . We will show that these special matrices are very \close" to convertible matrices, i.e., they become convertible after deleting just a constant number of their entries.
Notice that any circulant matrix of the class under investigation can be obviously transformed into a convertible one, by deleting three entries on the same row (or column). Indeed, in this way we obtain a matrix whose associated graph has no perfect matching. However, in the following analysis we will not consider this trivial transformation, since we are interested in reductions from circulant to convertible matrices that preserve, as far as possible, the structural properties of the associated graphs.
Given an n n matrix A n = I n + P n + P j n , the associated bipartite graph is a cycle of length 2n, with n additional chords of length 2j ? 1. We will use the following labelling for the vertices: we choose one vertex and label it with 1 0 , then we proceed clockwise and label the second vertex with 1, the third with 2 0 , etc. The i-th vertex will thus be labelled with di=2e 0 , if i is odd, and with i=2, if i is even. Given this labelling, any vertex i, i = 1; : : : ; n, will be adjacent to i 0 and (i + 1) 0 along the cycle, and to the vertex (i + j) 0 through one of the chords (where the sum is taken mod n).
Matrices of the form I n +P n +P 2 n . For n even, we can use the characterization of MRST97] to verify the convertibility of the matrix A n = I n +P n +P 2 n . Indeed the bipartite graph G A n ] can be obtained as the 4-sum of the graphs G A 4 ] and G A n?2 ], where A 4 = I 4 + P 4 + P 2 4 and A n?2 = I n?2 + P n?2 + P 2 n?2 . The convertibility of A n then follows by induction, since A 4 is connected and planar. In order to obtain this decomposition for G A n ], the 4-sum operation must be performed along, e.g., the circuit C f(1; On the contrary, when n is odd, A n is known to be non-convertible (see CCR96]).
However, it is possible to turn it onto a convertible matrix, just by deleting one of its entries. In fact, G A n ] can be obtained by a 4-sum of the graphs G A n?1 ] and K 3;3 , where A n?1 = I n?1 + P n?1 + P 2 n?1 . Since n ? 1 is even, we know that A n?1 is convertible and G A n?1 ] can be obtained as in Theorem 4. Finally, since K 3;3 can be turned into a planar graph by deleting just one of its edges, then A n becomes convertible by deleting one of its entries. In this case, the 4-sum operation is performed along, e.g., the circuit C f(1; 2 0 ); (2 0 ; 3); (3; 4 0 ); (4 0 ; 1)g, and then G A n ] is derived by deleting the edges (4 0 ; 1) and (2 0 ; 3) of C (see Figure 1 ).
Matrices of the form I n + P n + P n+1 2 n . Let A n = I n + P n + P n+1 2 n , n odd. In this case it is possible to verify that G A n ] can be obtained by piecing together, using the 4-sum operation, the connected planar bipartite graphs G B 4 ] on 8 vertices, corresponding to the matrix B 4 = I 4 + P 4 + P 2 4 , and the graph G A n?2 ], where A n?2 = I n?2 + P n?2 + P n?1 2 n?2 (see Figure 2 ). By repeated applications of the same procedure, we nally obtain a decomposition of G A n ] into n?3 2 graphs (all isomorphic to G B 4 ]) and the graph K 3;3 . This shows how A n can be made convertible by deleting only one of its entries.
Matrices of the form I n + P n + P n 2 n . Let A n = I n + P n + P n 2 n , n even. We prove that A n can be made convertible by deleting two of its entries. We use the following strategy: we rst delete two edges from G A n ], and then verify that the resulting graphG A n ] can be obtained as a 0-sum of a cycle of length four and a graph G 1 , which is a bipartite graph on 2(n ? 2) vertices, with the same structure asG A n ]. The result then follows by induction. The basis of the induction is provided by the graph G A 8 ] , whose associated matrix I + P + P 4 can be made convertible by deleting at most two entries.
We thus delete from G A n ] the two edges (1; 2 0 ) and ( n 2 + 1; ( n 2 + 2) 0 ), and obtain the graphG A n ]. Note that these two edges are located in opposite sides, with respect to the center of the cycle representing G A n ]. The set of vertices X = f1; 2; : : : ; ng n f2; n 2 + 2g is such that jXj = jN(X)j, where N(X) is the set of vertices adjacent to a vertex in X. This implies thatG A n ] can be obtained as a 0-sum of the two graphs G 2 =G A n ] n (X N(X)) and G 1 =G A n ] n V (G 2 ), where G 2 is simply given by the cycle f(2,( n 2 + 2) 0 ), (( n 2 + 2) 0 , n 2 + 2),( n 2 + 2; 2 0 ); (2 0 ; 2)g.
Let us now examine the structure of G 1 . G 1 is a bipartite graph, whose 2(n ? 2) vertices can be arranged over a cycle lacking two opposite edges. Moreover, the length`1 of the chords of G 1 is less (by a factor of two) than the length`of the chords ofG A n ], because of the \subtraction" of the graph G 2 (see Figure 3) . Since the length of the chords ofG A n ] is = 2( n 2 ) ? 1, we get l 1 = 2( n?2 2 ) ? 1. >From these observations, it follows that G 1 has exactly the same structure asG A n ]. In fact, G 1 is the graph obtained from G A n?2 ], where A n?2 = I n?2 + P n?2 + P n?2 2 n?2 , by deleting two edges located in opposite sides, with respect to the center of the cycle.
Matrices of the form I n + P n + P n k n . More in general, it is possible to prove, by taking advantage of the 0-sum operation, that any matrix of the form I n + P n + P n k n can be made convertible by deleting at most k of its entries.
We basically proceed as in the previous case: we rst delete k edges from G A n ], and then verify that the resulting graphG A n ] can be obtained as a 0-sum of a cycle of length 2k and a graph G 1 on 2(n ? k) vertices, with the same structure ofG A n ].
Let us delete from G A n ] the set of k edges f( in k + 1; ( in k + 2) 0 ) j i = 0; 1; : : : ; k ? 1g, and obtain the graphG A n ]. Note that these edges are uniformly distributed along the cycle representing G A n ]. The set of vertices X = f1; 2; : : : ; ng n f in k + 2 j i = 0; 1; : : : ; k ? 1g is such that jXj = jN(X)j. This implies thatG A n ] can be obtained as a 0-sum of G 2 = G A n ] n (X N(X)) and G 1 =G A n ] n V (G 2 ). G 2 is simply given by the cycle of length 2k consisting of the edges f(( in k +2) 0 ; in k +2); ( in k + 2; ( (i+1)n k + 2) 0 ) j i = 0; 1; : : : ; k ? 1g, where the sums are taken mod n. G 1 turns out to be a bipartite graph, whose 2(n ?k) vertices can be arranged over a cycle lacking k edges, uniformly distributed along it. Moreover, the length`1 of the chords of G 1 is less (by a factor of two) than the length`of the chords ofG A n ], because of the \subtraction" of the graph G 2 (see Figure 4) . Since the length of the chords ofG A n ] is`= 2( n k ) ? 1, we get l 1 = 2( n?k k ) ? 1. >From these observations, it follows that G 1 is the graph obtained from G A n?k ], where A n?k = I n?k +P n?k +P n?k k n?k , by deleting k edges uniformly distributed along the cycle. Thus, G 1 has exactly the same structure asG A n ].
Finally, the fact that the matrix I n + P n + P n k n can be made convertible by deleting at most k entries, follows by induction, and the basis of the induction is provided by graphs with a constant number of vertices, which can be analyzed by direct inspection.
4 An e cient algorithm
We present an algorithm for computing the permanent of (0; 1)-circulants with three nonzero entries per row which takes advantage of the convertibility of some of their submatrices. This algorithm was already outlined in CCR96]. Here we are able to add a proof of its worst case running time, we present its implementation, and the experimental results obtained.
Before stating the result we need some simple Lemmas and De nitions from CCR96] which are reported in Section 4.1, and some equivalences between permanents of di erent circulant matrices, which are proved in Section 4.2. where E ij denotes the matrix whose only nonzero entry is in position (i; j), and A(ijj) denotes the matrix obtained by deleting the i-th row and j-th column of A.
De nition 1 Let us denote with P k;n the collection of all k-subsets of the n-set f1; 2; : : : ; ng. Let A be a (0; 1) n n matrix. Then, for ; 2 P k;n , we denote with A ; ] the k k 
p k (A) counts the number of di erent selections of k ones in A, such that each row and column has at most a nonzero entry.
Lemma 7 Let A be a (0; 1) n n matrix, and let a ij = 1. Then p k (A) = p k (A ? E ij ) + p k?1 (A(ijj)), for k 2, and p 1 (A) = p 1 (A ? E ij ) + 1.
Lemma 8 Let A = (a ij ) be an n n (0; 1) matrix, and let z(A) denote the number of di erent (0; 1) matrices M = (m ij ) with at most one nonzero entry in each row and column, satisfying M A, i.e., m ij a ij , for all pairs (i; j). Then, for each nonzero entry a ij , we have
z(A) = z(A ? E ij ) + z(A(ijj)) ;
and, in general, if the matrix A has k nonzero entries, then k + 1 z(A) 2 k .
Lemma 9 ( We are now ready to state a theorem proved in CCR96] that will be the basis to develop an e cient algorithm (see Section 4.3).
Theorem 12 Let A = I n + P n i + P n j . Then per(A) can be computed in time O(2 i 0 +j 0 n O(1) ), where i 0 and j 0 are the two smallest numbers among fi; j; n ? i; n ? jg.
Equivalences
In this section we analyze the relationship between the permanents of di erent circulants A = A(i; j) = I + P i + P j of size n. In particular, given n, we are interested in the number of di erent values that per(A) can take, and we want to determine all the matrices B in the same equivalence class, i.e., which have the same permanent as A, and such that per(B) = per(I + P h + P k ), for given h and k. Our implementation of the algorithm derived from the results of Section 4.1 strongly relies on these equivalences, expecially when n is prime.
In ET70] are presented two criteria under which two graphs with circulant adjacency matrices are isomorphic. However the analysis we need di ers since: (i) we are interested only in matrices of type A = I + P i + P j , and (ii) B = P ?i A has the same permanent of A but the associated graphs are not necessarily isomorphic.
Given an n n matrix A = I + P i + P j , where n is a prime number greater than 2, the bipartite graph G A] is a cycle of length 2n with n additional chords of length d CCR96] . It is clear that if two di erent circulant matrices A and B of size n lead to the same chord lengths, then their associated graphs G A] and G B] are isomorphic and thus per(A) = per(B).
Depending on n, i and j, the chord lengths will take one of the (n ? 1)=2 odd values between 3 and n then there can be at most (n ? 1)=2 di erent permanents.
In general, this \cycle+chords" representation is not unique. For example, in Figure 5 , two di erent graphs, both corresponding to A = I + P 4 + P 6 are shown. In the rst graph the edges of the cycle arise from I and P 4 , while the chords correspond to P 6 . The second graph is obtained using P 4 and P 6 for the cycle and I for the chords. The length of the chords of the other two representations of G A], can be obtained considering the two matrices P n?i A = I + P n?i + P j?i and P n?j A = I + P n?j + P n+i?j . In other words, we look at the bipartite graphs G P n?i A] and G P n?j A]. Assuming j > i, their chord lengths D 0 (n; i; j) and D 00 (n; i; j) satisfy D 0 (n; i; j) = D(n; n ? i; j ? i) = n ? n ? 2 h (j ? i) (n ? j) ?1 
For a given prime n, let us consider the triples T i;j = (a i;j ; b i;j ; c i;j ) 2 Z 3 n , for 1 i < j n?1, where a i;j = (j ?i) ?1 i, b i;j = i ?1 (n?j) and c i;j = (n?j) ?1 (j ?i). The values a i;j , b i;j , and c i;j correspond to the`inner' parts of D(n; i; j), D 0 (n; i; j) and D 00 (n; i; j), respectively. Thus, if two triples T i;j , and T h;k , share a value, then per(I + P i + P j ) = per(I + P h + P k ). Theorem 14 below characterizes the set of triples associated with a prime number n. Before stating the theorem, we need the following technical lemma.
Lemma 13 If p is a prime, then the congruence x n 1 (mod p) has gcd(n; p?1) solutions.
Proof. See Theorem 2.27 in NZ80].
2 Theorem 14 For a given prime n, the following facts hold 1. 1 a i;j ; b i;j ; c i;j n ? 2, and, for each 1 t n ? 2, there exist i; j; i 0 ; j 0 ; i 00 ; j 00 such that a i;j = b i 0 ;j 0 = c i 00 ;j 00 = t. 3. Let us assume that a i;j = b i;j . We obtain (j ? i) ?1 i = i ?1 (n ? j), and i 2 + j 2 ij (mod n) :
>From a i;j = c i;j and c i;j = b i;j we obtain exactly the same condition, thus if (8) holds, then a i;j , b i;j and c i;j coincide, while if (8) does not hold, then they are all distinct. Since in general we have a i;j b i;j c i;j 1 (mod n), if a i;j = b i;j = c i;j , they must be equal to one of the cubic roots of 1 in Z n , with the exception of the value 1 (in order to have a ij = 1, we should have i ? j i, that is j = 0, which is impossible). By Lemma 13, the only cubic root of 1, in Z n , when n 2 (mod 3), is 1. Hence in this case no triple has coincident values, while if n 1 (mod 3) there are two other cubic roots, say u and v, i.e., the two triples (u; u; u) and (v; v; v).
2
We can now resume our investigation on the sets of chord lengths that guarantee that di erent matrices have the same permanent, i.e., T (n) = fD(n; i; j); D 0 (n; i; j); D 00 (n; i; j)g : 1 i < j < n :
It is clear from relations (5{7) that if a i;j = a h;k or a i;j = n ? 1 ? a h;k then D(n; i; j) = D(n; h; k), and the same holds for b i;j and c i;j , too. Taking into account the results of Theorem 14 we obtain the following characterization of T (n).
Theorem 15 The set T (n) has the following structure:
If n 2 (mod 3), then T (n) consists of (n ? 5)=6 triples and a couple equal to f3; ng. If n 1 (mod 3), then T (n) consists of (n ? 7)=6 triples, a couple equal to f3; ng and a singleton fwg, where w = 2 minfu; vg + 1, and u; v are de ned as in the proof of statement 3 of Theorem 14.
In both cases, the sets in T (n) are a partition of the set f3; 5; 7; : : : ; n ? 2; ng.
Proof. The proof easily follows from Theorem 14. In fact, given two triples T i;j and T h;k such that a i;j = (n ? 1) ? a h;k (and thus a i;j and a h;k are mapped in the same D(n; i; j) by x 7 ! n ? jn ? 2x ? 1j), it is easy to check that b i;j = (n ? 1) ? c h;k and c i;j = (n ? 1) ? b h;k . Hence T i;j and T h;k lead to the same element of T (n). The same is true for a i;j = (n?1)?c h;k or a i;j = (n ? 1) ? b h;k .
There are two special cases. The rst is given by the triples (1; (n ? 1)=2; n ? 2), ((n ? 1)=2; n ? 2; 1) and (n ? 2; 1; (n ? 1)=2) which lead to the couple f3; ng in T (n). The second is given by the triples fu; u; ug and fv; v; vg, when n 1 (mod 3).
Since u 6 = 1 and v 6 = 1 are two cubic roots of unity, we have that u+v = n?1, and thus the two triples (u; u; u) and (v; v; v) lead to the same singleton fwg, where w = 2 minfu; vg + 1, in T (n).
Except for these two special cases, it is easy to prove that, when a i;j , b i;j and c i;j are distinct, then D(n; i; j), D 0 (n; i; j), and D 00 (n; i; j) are distinct, too. Thus T (n) is indeed a partition, since all values f3; 5; 7; : : : ; n ? 2; ng are spanned by n ? jn ? 2x ? 1j as x varies between 1 and n ? 2.
2 Since all matrices I n + P i + P j whose D(n; i; j), D 0 (n; i; j) or D 00 (n; i; j) belong to the same element of T (n) have the same permanent, we have the following corollary.
Theorem 19 Let A = I n + P n i + P n j , with n prime. Then per(A) can be computed in time O(2 c p n n O(1) ), where c 2 p 2.
Proof. Given 6. End of While.
S is equal to per(B) = per(A).
Let us analyze in more details the crucial steps of the above algorithm. In
Step 1, we nd a circulant matrix A, with per(B) = per(A), that minimizes the number h 0 + k 0 of entries to be`eliminated'. This step, which is accomplished exploiting the relations between the permanents of the circulants (see Section 4.2), needs only O(n 2 ) operations, but it actually determines the computational cost of the rest of the algorithm, which is proportional to 2 h 0 +k 0 . Step 5b consists of two parts. We rst nd a conversion of M, that is a matrix M 0 such that det(M 0 ) = per(M). Then we compute det(M 0 ). The computation of M 0 is performed by a simpli ed version of the Brualdi & Shader convertibility-test algorithm BS95]. The simpli cation is due to the fact that we know in advance that the input matrix is convertible. This warrants that the algorithm has a polynomial cost. The conversion routine can be sketched as follows (for simplicity we identify M with the digraph whose adjacency matrix is M): i. Find a path or a cycle w whose endpoints are in G and whose edges and mid-points are in C.
ii. If w is a cycle, set the sign of one edge to ?1, and all the others to 1.
iii. If w is not a cycle, but a path joining x and y, nd any path from y to x in G. If this path is negative, set all the signs of the edges of w to 1; if it is positive, set the sign of one edge to ?1, and all the others to 1. iv. Let C = C ? w and G = G w. 
End For
The computation of the determinant of an integer matrix M of size n is performed by resorting to the Chinese Remainder Theorem. We choose k distinct primes p 1 ; : : : ; p k of magnitude around 2 15 = 32768, such that
p i > 2 max h;k per(I n + P h n + P k n ) :
For example, for n = 103, we need k = 6 primes. Then we compute the determinant of M in Z p i , for i = 1; : : : ; k, and using the Chinese Remainder Theorem we obtain det(M). The determinants are computed via modular Gaussian elimination. To speed-up the inversion of pivotal elements, the tables of inverses in Z p i , for i = 1; : : : ; k, are precomputed and stored.
The choice of p i 2 15 allows us to maintain tables of inverses of reasonable size, and to perform integer multiplication in common 32-bits arithmetic without over ow. An alternative to modular arithmetic would consist of using a package for multiple precision arithmetic. This latter approach would not speed-up the algorithm, since in this case Gaussian elimination would operate either on rationals or on oating point numbers of suitable precision.
Experimental results
The algorithm described in Section 4.3 has been implemented in the C language, the code compiled with the GNU GCC compiler, and the experiments carried out on a SUN Superspark 20 workstation. Table 1 reports the time elapsed by our algorithm for matrices of prime size less than 103. Table 2 contains the values of the permanent of I n + P n + P k n for n 101, n prime.
It is known that permanents of matrices with three ones in each row and column are exponential in the size of the matrix. A great deal of work has been made in estimating the value of the basis of the exponentials. In particular, Minc Mi87] nds formulas to estimate the dominating term in the expressions n + P n i for circulant permanents. We have used our algorithm to get a table of estimates for . More precisely, Table 3 contains the values of the n?th root of the permanent of I n + P n + P k n for n 131. For these values of n we see that 1:39 n q per(I + P + P k ) 1:618.
Further observations
We developed an algorithm for the permanent of A = I + P i + P j which exploits the convertibility of the matrix B obtained after deleting two of the ve diagonals of ones in A. The key property which guarantees the correctness of the algorithm is the planarity of G B]. Not only this implies the convertibility of B, but also the planarity of all the graphs corresponding to the submatrices of B generated during the execution of the algorithm. Since the cost of our algorithm is proportional to 2 k , where k is the number of 1's marked for deletion, it would be desirable to determine if k can be decreased, still mantaining the overall structure of the algorithm. In general the above question has a positive answer. For example, our algorithm applied to A = I 7 + P + P 5 marks 3 ones, which gives rise to the computation of 8 determinants, although the matrix A is already convertible, and thus one determinant computation would be enough.
As a rst step toward understanding how and when Theorem 10 can be generalized exploiting convertibility instead of planarity, we have showed, in Section 3. reports the maximum number of elements marked for elimination; columns Min T. and Max T. contain the minimum and maximal time elapsed for a problem of size n, respectively. For comparison we also report the actual or estimated times spent by a carefully implemented version of Ryser's algorithm.
the form I +P +P k are \structurally" close to nontrivial convertible matrices. Unfortunately a submatrix of a convertible matrix is not necessarily convertible, and thus the generalization is not straightforward.
Given a circulant matrix A = I + P i + P j we want to nd a minimal subset S i;j of the nonzero entries of A such that all the 2 jS i;j j submatrices obtained by zeroing some elements in S i;j and deleting the rows and the columns containing the others, are convertible. In Table 4 we show some experimental results comparing for various n the maximum number M n of 1's marked for elimination by our algorithm with S n = max i;j jS i;j j. The values of S n have been determined by an exhaustive enumeration of all the possible subsets S i;j . These preliminary results seem to suggest that this approach can be convenient when n, the matrix size, is a composite number; however a more precise investigation of the properties of the pattern of per(I n + P n + P k n ), for di erent values of n and k.
the subsets S i;j is needed.
n 7 8 9 10 11 12 13 14 15 16 17 18 M n 3 4 3 5 3 6 4 7 5 8 4 9 S n 1 2 3 2 3 3 4 4 4 4 4 4 Table 4 : The maximum number M n of 1's marked for elimination by our algorithm compared with S n = max i;j jS i;j j.
Conclusions
In this paper we have provided an investigation on permanents of (0; 1)-circulant matrices. We have shown that, for dense enough circulant matrices, these permanents do not seem to be signi cantly easier than in the general case. On the other hand we have developed and implemented a very e cient algorithm for the permanent of very sparse circulants, thus showing that they are more tractable. Notice that this constrasts with what happens for general matrices, where the restriction to matrices with three nonzeros per row does not make the problem easier.
