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Abstract
The Lie´nard equation is of a high importance from both mathe-
matical and physical points of view. However a question about inte-
grability of this equation has not been completely answered yet. Here
we provide a new criterion for integrability of the Lie´nard equation
using an approach based on nonlocal transformations. We also ob-
tain some of previously known criteria for integrability of the Lie´nard
equation as a straightforward consequences of our approach’s applica-
tion. We illustrate our results by several new examples of integrable
Lie´nard equations.
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1 Introduction
In this work we study the Lie´nard equation [1–3]
yzz + f(y)yz + g(y) = 0, (1)
where f(y) and g(y) are arbitrary functions, which do not vanish. Eq.(1)
is widely used in various applications such as nonlinear dynamics, physics,
biology and chemistry (see, e.g. [3–6] ). For example, some famous nonlin-
ear oscillators such as the van der Pol equation, the Duffing oscillator and
the Helmholtz oscillator (see, e.g. [4,6–8]) belong to family of equations (1).
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What is more, the Lie´nard equation often appears as a traveling wave re-
duction of nonlinear partial differential equations. Examples include but are
not limited to the Fisher equation [9–11], the Burgers–Korteweg–de Vries
equation [12–14] and the Burgers–Huxley equation [14–16]. Therefore, it is
an important problem to find subclasses of Eq. (1) which can be analytically
solved.
A problem of the construction of analytical closed–form solutions of Eq.
(1) has been considered in a few works. For example, integrability of equa-
tions of type (1) using the Prelle-Singer method was studied in [7] and for
some particular cases of (1) general solutions were obtained. Lie point sym-
metries of (1) was studied in [17, 18] and families of equations which can be
either linearized by point transformations or integrated by the Lie method
were found. Authors of [19, 20] reduced the Lie´nard equation to the Abel
equation and used the Chiellini lemma to find a criterion for integrability of
Eq. (1). A connection given by non–local transformations between a second–
order linear differential equation and equation of type (1) was studied in [21].
However, in the above mentioned works not all possible integrable cases of
Eq. (1) have been found.
In this work we find a new criterion for integrability of the Lie´nard equa-
tion. In other words we present a new class of the Lie´nard equations which
can be analytically solved. To this end we use an approach that has recently
been proposed in [22–24]. Main idea of this approach is to find a connec-
tion between studied nonlinear differential equation and some other nonlinear
differential equation which has the general closed–form analytical solution.
Here we suppose that such a connection is given by means of nonlocal trans-
formations that generalize the Sundman transformations [21, 25, 26]. Then
we use these transformations in order to convert Eq. (1) into a subcase of
Eq. (1) which general solution is expressed in terms of the Jacobian elliptic
functions. We illustrate effectiveness of our approach by providing several
new examples of integrable Lie´nard equations. Furthermore, we show that
some of previously obtained integrability conditions are consequences of the
fact that under these conditions the Lie´nard equation can be linearized by
means of nonlocal transformations. To the best of our knowledge our results
are new.
The rest of this work is organized as follows. In the next section we
present a new criterion for integrability of Eq. (1). We also discuss previously
obtained criteria for integrability of Eq. (1) in the context of our approach’s
application. In Section 3 we illustrate our results by several new examples
of integrable Lie´nard equations and construct the general solutions of them.
In the last Section we briefly summarize and discuss our results.
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2 Main results
In this section we consider a connection between Eq. (1) and an equation
that is subcase of Eq. (1) and its general solution can be expressed in terms
of the Jacobian elliptic functions. This connection is given by means of the
following transformations
w = F (y), dζ = G(y)dz, FyG 6= 0, (2)
where ζ and w are new independent and dependent variables correspondingly.
Among equations (1) there is an equation that is of the Painleve´ type and
can be solved in terms of the elliptic functions (see, e.g. [27]). In this work
we study a connection between Eq. (1) and this equation that has the form
wζζ + 3wζ + w
3 + 2w = 0. (3)
The general solution of (3) is given by
w = e−(ζ+ζ0)cn{e−(ζ+ζ0) − C1, 1/
√
2}, (4)
where cn is the Jacobian elliptic cosine, ζ0 and C1 are arbitrary constants.
It is worth noting that by scaling transformations Eq. (3) can be cast into
the from wζζ +3µwζ + νw
3+2µ2w = 0, where µ and ν are arbitrary nonzero
parameters. Since these scaling transformations can be included into (2),
without loss of generality we can assume that µ = ν = 1. Note also that there
is a singular solution of (4) which has the form w = ±√2ie−ζ/(e−ζ−C1). Let
us finally remark that Eq. (4) is invariant under the transformation w → −w
and, therefore, we can use either plus or minus sign in the right–hand side of
formula (4).
Now we are in position to present our main results.
Theorem 1. Eq. (1) can be transformed into (3) by means of transfor-
mations (2) with
F (y) = γ
(∫
f(y)dy + δ
)
, G(y) =
1
3
f(y), (5)
if the following correlation on functions f(y) and g(y) holds
g(y) =
f(y)
9
[∫
f(y)dy + δ
](
γ2
[∫
f(y)dy + δ
]2
+ 2
)
, (6)
where γ 6= 0 and δ are arbitrary constants.
Proof. One can express yz, yzz via wζ, wζζ with the help of (2). Sub-
stituting these expressions along with (2) into Eq. (1) and requiring that
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the result is (3) we obtain a system of two ordinary differential equations
on functions F and G and an algebraic correlation on functions f(y) and
g(y). Solving these equations with respect to F , G and g we obtain formulas
(5) and (6). Note that one can substitute transformations (2) into (3) and
require that the result is (1), which leads to the same formulas (5) and (6).
This completes the proof.
One can see that integrability condition (6) does not coincide with in-
tegrability conditions previously obtained in [17–20]. Using results from
works [17, 18] it can be seen that Eq. (1) under condition (6) admits less
than two Lie symmetries, and, thus it can be neither integrated by the Lie
method nor linearized by point transformations. Moreover, below we show
that condition (6) is different from a condition for linearizability of Eq. (1)
via nonlocal transformations. Therefore, condition (6) give us a completely
new class of integrable Lie´nard equations. In the next section with the help
of (6) we find several new examples of integrable Lie´nard equations.
Now we consider transformations of (1) given by means of (2) into a linear
second order differential equation.
Theorem 2. Eq. (1) can be transformed into
wζζ + σwζ + w = 0, (7)
via transformations (2) with
F (y) = λ
(∫
f(y)dy + κ
)
, G(y) =
1
σ
f(y), (8)
if the following correlation on functions f(y) and g(y) holds
g(y) =
f(y)
σ2
[∫
fdy + κ
]
, (9)
where σ 6= 0, λ 6= 0 and κ are arbitrary parameters.
Proof. One can express yz, yzz via wζ, wζζ with the help of (2). Sub-
stituting these expressions along with (2) into Eq. (1) and requiring that
the result is (7) we obtain a system of two ordinary differential equations
on functions F and G and an algebraic correlation on functions f(y) and
g(y). Solving these equations with respect to F , G and g we obtain formulas
(8) and (9). Note that one can substitute transformations (2) into (7) and
require that the result is (1), which leads to the same formulas (8) and (9).
This completes the proof.
One can see that correlation (9) coincide with one of integrability criteria
obtained in [19, 20] with the help of the Chiellini lemma. Therefore, we
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see that this integrability condition can be found directly from (1) without
transforming it into the Abel equation. What is more, substituting f(y) =
ayq + b or f(y) = ay+ b, where a, q 6= 0 and b are arbitrary parameters, into
(9) we get some of integrability conditions obtained in [17, 18]. In the case
of f(y) = ayq + b we have a subcase of equation (1) which admits two Lie
symmetries, while in the case of f(y) = ay + b we obtain equation (1) with
maximal Lie point symmetries. Thus, we see that some of previously known
integrability conditions for the Lie´nard equation are consequences of the fact
that this equation can be linearized by nonlocal transformations providing
that condition (9) holds. It is also worth noting that correlation (9) can be
found from sufficient conditions for the equation yzz+λ2(z, y)y
2
z+λ1(z, y)yz+
λ0(z, y) = 0 to be linearizable via nonlocal transformations [21].
In this Section a new condition for integrability of the Lie´nard equation
has been obtained. It has also been shown that some of previously known
conditions for integrability of the Lie´nard equation are consequences of lin-
earizability of the corresponding Lie´nard equation by nonlocal transforma-
tions.
3 Examples
In this section we provide three new families of integrable Leinard equations.
We consider three different cases of the coefficient function f(y): a linear
function, a rational function and an exponential function.
Example 1: a generalized Emden–type equation.
a b c
Figure 1: Exact solution (12) of Eq. (11) corresponding to: a) α = 1, β = −1,
y(0) = 1.01, yz(0) = 0; b) α = 1, β = −1, y(0) = 2.1, yz(0) = −0.2; c) α = 1,
β = 0, y(0) = 0.1, yz(0) = 0.1.
Let us suppose that f(y) = αy + β, γ = 2 and δ = 0, where α 6= 0 and β
are arbitrary parameters. Then from (5) we have that
F (y) = y(αy + 2β), G(y) = (αy + β)/3, (10)
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and from (1), (6) we find corresponding Lie´nard equation
yzz + (αy + β)yz +
y
18
(αy + β)(αy + 2β)(y2[αy + 2β]2 + 2) = 0. (11)
Using (2), (4) and (10) we get the general solution of Eq. (11)
y =
1
α
[
±
(
β2 + αe−(ζ−ζ0)cn
{
e−(ζ−ζ0) − C1, 1√
2
})1/2
− β
]
, z =
∫
3
αy + β
dζ.
(12)
Let us remark that Eq. (11) can be considered as a generalization of the mod-
ified Emden equation [18] or as a traveling wave reduction of the generalized
Burgers–Huxley equation [15, 16].
Plots of solution (12) corresponding to different initial conditions and at
different values of α and β are presented in Fig.1. From Fig.1 one can see
that Eq. (11) admits kink–type and pulse–type analytical solutions. Note
that all solutions presented in Fig.1 correspond to the plus sign in formula
(12).
Example 2: an equation with rational nonlinearity.
a b
Figure 2: Exact solution (15) of Eq. (14) corresponding to: a) α = 1, β = 1,
y(0) = 0.025, yz(0) = 0; b) α = 1, β = 1, y(0) = 0.09, yz(0) = 5.
In this example we assume that f(y) = α/y2 + β, γ = 1/2 and δ = 0,
where α and β are arbitrary nonzero parameters. As a result, from (1), (5)
and (6) we find functions F and G
F (y) =
1
2y
(βy2 − α), G(y) = βy
2 + α
3y2
, (13)
and corresponding Lie´nard equation
yzz +
(
α
y2
+ β
)
yz +
β2y4 − α2
36y5
[
(βy2 − α)2 + 8y2] = 0. (14)
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The general solution of (14) is given by
y =
1
β
(
e−(ζ−ζ0)cn{e−(ζ−ζ0) − C1, 1/
√
2}±
±
√
e−2(ζ−ζ0)cn2{e−(ζ−ζ0) − C1, 1/
√
2}+ βα),
z =
∫
3y2
βy2 + α
dζ.
(15)
Formula (15) describes different types of solutions of Eq. (14) depending on
values of the parameters α and β and initial conditions (i.e. values of ζ0
and C1). In Fig.2 we demonstrate two pulse–type solutions of (14) which
correspond to the plus sign in (15).
Example 3: an equation with exponential nonlinearity.
Let us assume that f(y) = βeαy, γ = 1, δ = −1. Then from (5) we have
that
F (y) =
β
α
eαy − 1, G(y) = β
3
eαy, (16)
and from (1), (6) we find corresponding Lie´nard equation
yzz + βe
αyyz +
β
9α3
eαy(βeαy − α)([βeαy − α]2 + 2α2) = 0. (17)
a b
Figure 3: Exact solution (18) of Eq. (17) corresponding to: a) α = β = 1,
y(0) = 1.1, yz(0) = −1.1; b) α = 10, β = 1, y(0) = 0.01, yz(0) = 0.
The general solution of (17) can be written as follows
y =
1
α
ln
{
α
β
(
e−(ζ−ζ0)cn
{
e−(ζ−ζ0) − C1, 1√
2
}
+ 1
)}
, z =
∫
3
β
e−αydζ
(18)
We demonstrate plots of solution (18) corresponding to different values of
the parameters α and β and to different initial conditions in Fig.3. It can be
seen that Eq. (17) admits pulse–type and kink–type solutions.
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In this section we have presented three new integrable Lienard equations.
The general closed–form solutions of these equations have been found. We
have demonstrated that these solutions describe various types of dynamical
structures.
4 Conclusion
In this work we have studied the Lie´nard equation. We have obtained a new
integrability condition for this equation. It is worth noting that class of the
Lie´nard equations corresponding to this condition can be neither integrated
by the Lie method nor linearized by point or nonlocal transformations. We
have demonstrated effectiveness of our approach by presenting three new
examples of integrable Lie´nard equations. The general solutions of these
equations have been constructed and analyzed. We have also shown that
some previously obtained integrability conditions follow from linearizabily of
the corresponding Lie´nard equations by nonlocal transformations.
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