INTRODUCTION
Finding solutions of a nonlinear operator equation
in a Banach space is a very general subject that is widely studied in both theoretical and applied areas of mathematics, where f is a nonlinear operator from a real or complex Banach space E to another F . When f is Fréchet differentiable, the most important method to find an 664 J.-S. He et al. approximation solution is Newton's method. One of the famous results on Newton's method is the well-known Kantorovich theorem (cf. [7] ), which guarantees convergence of Newton's sequence to a solution under very mild conditions. Another important result concerning Newton's method is Smale s point estimate theory (cf. [15] [16] [17] ). The results on estimates of the radii of convergence balls of Newton's method are referred to [19, 22, 23, 26, 27] . Recent interest is focused on finding zeros of singular nonlinear systems, see, for example, [4-6, 9, 12, 14, 28] . Let n denote the n-dimensional Euclidean space and let f :
n → m be a nonlinear Fréchet differentiable mapping with its Fréchet derivative denoted by Df . In this case when Df (x) is singular for some x, Newton's method can be generalized to search for zeros of f , using the Moore-Penrose inverse of the derivative; that is, the generalized Newton's method is defined by
Note that a fixed point x * ∈ n of the Newton operator N f is a least square solution of the system f (x) = 0, which, in general, is not necessarily a zero of f . However, in the case when Df (x * ) is surjective, x * is a zero of f if and only if it is a fixed point of the Newton operator N f .
In the case when the initial point x 0 is such that Df (x 0 ) is surjective or f has zero as a regular value, the convergence results of Newton's method (1.2) are obtained in [14] and have been successfully applied to explore the complexity theoretic aspects of continuation methods for systems of polynomial equations (cf. [1, 3, 6, 13, 14] ). Here we pay special attention to the convergence results of Newton's method (1.2) due to Shub and Smale in [14] . Suppose that n ≥ m and that x ∈ n is such that Df (x) is surjective. Define
Recall from [14] that y is a regular value of f if, for each x ∈ f −1 (y), Df (x) is surjective. Then the main results about the convergence of Newton's method (1.2) in [14] 1 7 with this property: if f , x = x 0 , are as above with 
Then there is a universal constant C such that if the distance 
Then, from the proofs of Theorems 1.1 and 1.2 in [14] , it is easy to see that 0 is indeed equal to the unique root of the equation 2t
), while C is the smallest positive root of the equation The purpose of the current paper is to use the notion of the -condition for nonlinear operators in Banach spaces, which was first introduced and explored by Wang in [25] for the study of Smale's point estimate theory, to investigate the convergence of Newton's method (1.2) with initial point x such that Df (x) is surjective. The generalized Smale's -criterion and -criterion of Newton's method (1.2) are established under the -condition.
In particular, when the results obtained in the current paper are applied to the special case when the operator f is analytic, Theorems 1.1 and 1.2 are improved in such a way that the criterions (1.3) and (1.5) in Theorems 1.1 and 1.2 are respectively replaced by the weaker conditions (1.6) and (1.7) below:
where u 0 = 0 0776121 is the smallest positive root of the equation
.
NOTIONS AND PRELIMINARIES
Let A :
n → m be a linear operator (or an m × n matrix). Recall from [2, 10, 18, 20 ] (see also [11] for infinite dimensional Banach spaces) that an operator (or an n × m matrix) A † : m → n is the Moore-Penrose inverse of A if it satisfies the following four equations:
where A * denotes the adjoint of A. Let ker A and im A denote the kernel and image of A, respectively. For a subspace E of n , we use E to denote the projection onto E . Then it is clear (cf. [2, 10, 11, 18, 20] ) that
In particular, in the case when A is surjective, A † = A * (AA * ) −1 and
For x ∈ n and a positive number r , let B(x, r ) and B(x, r ) denote respectively the open metric ball and the closed metric ball at x with radius r . We assume throughout the whole paper that n ≥ m and that f :
n → m is a nonlinear operator that has continuous second Fréchet derivative that is denoted by D 2 f . The following definition is taken from [25] .
Then f is said to satisfy the -condition at x 0 in B(x 0 , r ) if Df (x 0 ) is surjective and
Below, we state a lemma that will be used in the remainder of this paper.
. Suppose that f satisfies the -condition at x 0 in B(x 0 , r ). Then, for each point x ∈ B(x 0 , r ), Df (x) is surjective and
Hence, from the Banach lemma, it is seen that
−1 exists and
By (2.1), one has that
). This implies that Df (x) is surjective because Df (x 0 ) is surjective and
is invertible thanks to (2.7). Note by (2.7) and (2.8) that
It follows from (2.6) that
The proof is complete.
GENERALIZED -THEORY
The majorizing function h, which is due to Wang [21, 24] , will play a key role in this section. Let > 0 and > 0. Define
Let t n denote the sequence generated by Newton's method with initial value t 0 = 0 for h, that is,
Then we have the following proposition, which was proved in [21, 24] .
Then the following assertions hold.
(i) The zeros of h are
and they satisfy
(ii) t n is monotonic increasing and convergent to r 1 .
6)
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where
Proposition 3.2 below was known in [21, 24] , but a more direct proof was given in [8] .
Recall that f has continuous second Fréchet derivative. In the remainder of this section, let x 0 ∈ n be such that Df (x 0 ) is surjective. Define
. Suppose that f satisfies the -condition at x 0 in B(x 0 , r 1 ). Then Newton's method (1.2) with initial point x 0 is well-defined and the generated sequence x n converges to a zero of f in B(x 0 , r 1 ). Moreover, if
10)
where q is defined by (3.7).
Proof. We will use mathematical induction to prove that
holds for each n = 0, 1, Granting this, because t n is monotonic increasing and convergent, x n is a Cauchy sequence and hence converges. Furthermore, this together with (3.6) and (3.9) implies that (3.10) holds. J.
-S. He et al.
To verify (3.11), noting that t 0 = 0 and t 1 = , one has that
Therefore, (3.11) holds for n = 0. Assume that (3.11) holds for n = 0, 1, , k − 1. Then, we have
Hence, Df (x k ) is surjective by Lemma 2.2 and x k+1 is well-defined. Furthermore, by (2.4), we have that
because −h (t ) −1 is monotonic increasing on [0, 1 ). Below, we will prove that (3.11) holds for n = k.
Hence, by (3.12) and (2.3), one has that 14) where the last equality holds because −h( (3.13) and (3.14) imply that
Thus, (3.11) holds for n = k and the proof is complete.
GENERALIZED -THEORY
Recall that f is a nonlinear operator that has continuous second Fréchet derivative. Throughout this section, we assume that x * ∈ n is such that Df (x * ) is surjective. Recall that
The following lemma estimates the quantity Df (x 0 ) † f (x 0 ) , which will be used in the proof of the main theorem of this section. and let x 0 ∈ B(x * , r ). Suppose that f satisfies the -condition at x * in B(x * , r ). Then Df (x 0 ) is surjective and
Proof. By Lemma 2.2, Df (x 0 ) is surjective and
Below we will show that
Granting this, by (4.2) and Df (x * )Df (x * ) † = I m , we have that
and so (4.1) is seen to hold. Observe that
Thus, by (2.3),
and hence, (4.3) holds.
Letū 0 = 0 080851 be the smallest positive root of the equation
and Suppose that f (x * ) = 0 and f satisfies the -condition at x * in B(x * ,r ). If x 0 − x * <ū 0 , then the sequence x n generated by Newton's method (1.2) with initial point x 0 converges to a zero of f . Moreover,
Proof. By Lemma 4.1, Df (x 0 ) † is surjective and
is strictly monotonic increasing on
). Let
Then by (3.4),
In order that Theorem 3.3 is applicable, we have to show the assertion: There exists r ≥ r 1 such that f satisfies the -condition at x 0 in B(x 0 , r ). Then, by (4.10)
Below we show that f satisfies the -condition at x 0 in B(x 0 , r ). To do this, let x ∈ B(x 0 , r ). Because f satisfies the -condition at x * in B(x * ,r ) and x − x * ≤ x − x 0 + x 0 − x * ≤r thanks to (4.11), we obtain that
Note that Df (x * )Df (x * ) † = I m . Thus, using Lemma 2.2 and (4.12), we conclude that
. Therefore, f satisfies the -condition at x 0 in B(x 0 , r ) and the assertion holds. Thus, we apply Theorem 3.3 to conclude that the sequence x n generated by Newton's method (1.2) with initial point x 0 converges to a zero of f , and
APPLICATIONS TO ANALYTIC OPERATORS
Throughout this section, we shall always assume that the nonlinear operator f : n → m is analytic. Let x ∈ n be such that Df (x) is surjective. Following [14] , we define
Also we adopt the convention that (f , x) = ∞ if Df (x) is not surjective. Note that this definition is justified and in the case when DX (p) is surjective, by analyticity, (f , x) is finite.
Let x 0 ∈ n be such that Df (x 0 ) is surjective. Let
2)
The following lemma shows that an analytic operator satisfies the -condition at x 0 in B(x 0 , 1 ), the proof of which is easy and so is omitted here. To study the computational complexity of Newton's method for nonlinear operators in Banach spaces, Smale introduced in [15] the notion of an approximation zero for Newton's method in 1981. But it was found that it did not describe completely the property of quadratic convergence of Newton's method and was inconvenient for the application in the study of the computational complexity. Hence, Smale proposed in [16] two kinds of the modifications of the notion again in 1986, see also [17] . Here we are interested in the first one, which was also stated in [14] . Proof. Let
Then by (3.4), r 1 < 1 . Therefore, it follows from Lemma 5.1 that f satisfies the -condition at x 0 in B(x 0 , r 1 ). On the other hand,
Hence, using Theorem 3.3, one has that Newton's method (1.2) with initial point x 0 is well defined and the generated sequence x n converges to a zero of f in B(x 0 , r 1 ). Moreover,
