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Abstrat
This paper onsiders Lieb-Thirring inequalities for higher order dif-
ferential operators. A result for general fourth-order operators on the
half-line is developed, and the trae inequality
tr
„
(−∆)2 − CHRd,2
1
|x|4
− V (x)
«γ
−
≤ Cγ
Z
Rd
V (x)
γ+ d
4
+ dx, γ ≥ 1−
d
4
,
where CHRd,2 is the sharp onstant in the Hardy-Rellih inequality and where
Cγ > 0 is independent of V , is proved for dimensions d = 1, 3. As a
orollary of this inequality a Sobolev-type inequality is obtained.
1 Introdution
This paper onerns Lieb-Thirring inequalities with ritial exponents. Well-
known results in this area are the Lieb-Thirring inequalities
tr
(
(−∆)l − V )γ
−
≤ C
∫
Rd
V (x)γ+
d
2l dx, γ ≥ 1− d
2l
,
in the spae L2
(
Rd
)
, where l > d/2, as disussed in [Wei96℄ and [NW96℄.
Reent papers suh as [EF06℄ and [FLS08℄ ombine Lieb-Thirring inequalities
with the sharp Hardy-Rellih inequalities of the type∫
Rd
∣∣∇lu(x)∣∣2 dx ≥ CHRd,l
∫
Rd
|u(x)|2
|x|2l dx, (1.1)
where l < d/2, as disussed in [Yaf99℄. This ase, however, does not admit a
ritial exponent. The inequalities thus obtained are of the type
tr
(
(−∆)l − CHRd,l
1
|x|2l − V (x)
)γ
−
≤ C
∫
Rd
V (x)
γ+ d
2l
+ dx, γ > 0.
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For inequalities with ritial exponent, we again turn to the sharp Hardy-Rellih
inequality (1.1), but this time we assume that l > d/2 and l − d/2 /∈ Z. In this
ase the inequality is valid for u ∈ C∞0
(
R
d \ {0}). In [EF08℄, the following
inequality is obtained for the ase l = d = 1:
tr
(
− d
2
dx2
− CHR1,1
1
x2
− V (x)
)γ
−
≤ C
∫ ∞
0
V (x)
γ+ 1
2
+ dx, γ ≥
1
2
,
where the operator on the left-hand-side is taken with Dirihlet boundary on-
ditions at 0. In the present paper, we develop these tehniques further to prove
the ritial exponent inequality
tr
(
(−∆)2 − CHRd,2
1
|x|4 − V (x)
)γ
−
≤ Cγ
∫
Rd
V (x)
γ+ d
4
+ dx, γ ≥ 1−
d
4
, (1.2)
for the fourth-order ases l = 2 and d = 1, 3, where the onstant Cγ > 0 is
independent of V . Again, the operator in question is onsidered with Dirihlet
onditions at 0.
In fat, we prove suh an inequality for a general fourth-order operator on
the half-line, from whih the results for the bi-laplaian with Hardy weight in
dimensions d = 1, 3 follow. This way we atually get a more general result than
(1.2) in the ase d = 1, by introduing a weight in the integral on the right-
hand side. Suh weighted inequalities exist for any γ > 0, and the weight an
be hosen suh that γ is still the ritial exponent.
The methods for proving this general result origin in [Wei96℄, [NW96℄ and
[EF08℄. In this paper no Sturm-Liouville or Green's funtion theory is needed.
One interesting tehnial result is the Sobolev-type inequality of Lemma 3.2.
It is worth noting that the proofs employed here an be extended to higher order
l ≥ 3 and dimensions d suh that l > d/2 and l− d/2 /∈ Z, even if this would be
somewhat tedious.
Finally, an immediate onsequene of inequality (1.2) is a Sobolev-type inequal-
ity that estimates the Lp-norm of a funtion u ∈ C∞0
(
R\{0}), for 1 < p ≤ ∞.
2 Main Results
We prove trae inequalities in dimensions d = 1, 3 for the fourth-order operator
H = H0 − V, where H0 = (−∆)2 − CHRd,2
1
|x|4 .
Theorem 2.1. Let 0 ≤ ν < 3 and γ ≥ (3 − ν)/4. Then, for any non-negative
V suh that V (x)γ+(1+ν)/4xν is integrable on (0,∞), the form
u 7→
∫ ∞
0
(
|u′′(x)|2 − CHR1,2
|u(x)|2
x4
− V (x)|u(x)|2
)
dx,
is lower semi-bounded on C∞0 (0,∞). Let H0 − V be the self-adjoint operator
orresponding to the losure of this form. Then the negative spetrum of H0−V
2
is disrete, and there is a onstant C = C(ν, γ) > 0, independent of V , suh
that
tr(H0 − V )γ− ≤ C
∫ ∞
0
V (x)γ+
1+ν
4 xν dx.
The weight in the integral on the right-hand side is important for two dierent
reasons. First of all, it allows us to onsider arbitrarily small γ > 0. Seond,
it allows us to pass to higher dimensions, as seen in Lemma 4.5 whih is an
important part of the proof of the following theorem:
Theorem 2.2. Let γ ≥ 1/4. For any non-negative V ∈ Lγ+3/4 (R3), the form
u 7→
∫ ∞
0
(
|∆u(x)|2 − CHR3,2
|u(x)|2
|x|4 − V (x)|u(x)|
2
)
dx,
is lower semi-bounded on C∞0
(
R3\{0}). Let H0−V be the self-adjoint operator
orresponding to the losure of this form. Then the negative spetrum of H0−V
is disrete, and there is a onstant C = C(γ) > 0, independent of V , suh that
tr(H0 − V )γ− ≤ C
∫
R3
V (x)γ+
3
4 dx.
In fat, these results follow from a result for a lass of general fourth-order
Shrödinger operators on the half-line. The proof of this result aptures all the
essential ideas in this paper, and an be used to prove similar results for other
fourth-order operators than the bi-laplaian with a Hardy term.
Theorem 2.3. Let α ≥ 0, β ≥ 0, 0 ≤ ν < 3, ν ≤ 2β and γ ≥ (3− ν)/4. Then,
for any non-negative V suh that V (x)γ+(1+ν)/4xν is integrable on (0,∞), the
form
u 7→
∫ ∞
0
(∣∣∣∣ ddx
(
1
xα
d
dx
(
u(x)
xβ
))∣∣∣∣
2
x2(α+β) − V (x)|u(x)|2
)
dx,
is lower semi-bounded on C∞0 (0,∞). Let H0 − V be the self-adjoint operator
orresponding to the losure of this form. Then the negative spetrum of H0−V
is disrete, and there is a onstant C = C(α, β, ν, γ) > 0, independent of V ,
suh that
tr(H0 − V )γ− ≤ C
∫ ∞
0
V (x)γ+
1+ν
4 xν dx.
The proofs of these three theorems are postponed until Setion 5
An immediate onsequene of these theorems is the following Sobolev-type in-
equality:
Corollary 2.4. Let d = 1, 3 and 1 < p ≤ ∞. Then there are onstants D1, D2 >
0 suh that(∫ ∞
0
|u|2pdx
) 1
p
≤
∫ ∞
0
(
|u′′(x)|2−D1 |u(x)|
2
x4
+D2|u(x)|2
)
dx, u ∈ C∞0
(
R
d\{0}).
3
Proof. We prove only the ase d = 1, as the other ase is similar. Let q ≥ 1 be
suh that p−1 + q−1 = 1. Setting ν = 0 and γ = q − 1/4 in Theorem 2.1 and
letting
E(V ) = inf σ (H0 − V )
we obtain that
E(V )γ ≥ −C‖V ‖qq dx,
for any non-negative V ∈ Lq (0,∞), where C > 0 is independent of V . It follows
that
H0 − V + C1/γ‖V ‖q/γq ≥ 0,
and hene∫ ∞
0
(
|u′′(x)|2 − CHR1,2
|u(x)|2
x4
− V (x)|u(x)|2 + C1/γ‖V ‖q/γq |u(x)|2
)
dx ≥ 0,
(2.1)
for any u ∈ C∞0 (0,∞) and any non-negative V ∈ Lq (0,∞). Fix u ∈ C∞0 (0,∞)
and onsider the linear funtional Lu : L
q (0,∞)→ C given by
LuV =
∫ ∞
0
V |u|2 dx.
Choose V ∈ Lp (0,∞) with ‖V ‖q = 1 and write V = VR+ iVI , where VR and VI
are real-valued. Furthermore, let V +R and V
−
R be the positive and negative parts
of V R, respetively. Dene V +I and V
−
I similarly. Note that ‖V +R ‖q ≤ ‖V ‖q = 1
and hene by (2.1),
LuV
+
R ≤
∫ ∞
0
(
|u′′(x)|2 − CHR1,2
|u(x)|2
x4
+ C1/γ |u(x)|2
)
dx,
and similarly for V R− , V
I
+ and V
I
−. Hene Lu is a bounded funtional with
‖Lu‖ ≤
∫ ∞
0
(
|u′′(x)|2 − CHR1,2
|u(x)|2
x4
+ C1/γ |u(x)|2
)
dx, (2.2)
The Riesz representation theorem give us that |u|2 ∈ Lp (0,∞) with∥∥|u|2∥∥
p
= ‖Lu‖
and sine u ∈ C∞0 (0,∞) was arbitrary, the result follows from (2.2).
3 An Auxiliary Operator on a Finite Interval
In this setion, some auxiliary results for a ertain operator on a nite subinter-
val of (0,∞) will be proved. These results are the key ingredients in the proof
of Theorem 2.3. Throughout this setion, the onstants α and β will be xed
and satisfy
α ≥ 0 and 0 ≤ β < 3
2
+ α.
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For b > 0, dene the losed quadrati form
hb[u] =
∫ b+1
b
∣∣∣∣∣
(
1
xα
(
u(x)
xβ
)′)′∣∣∣∣∣
2
x2(α+β) dx,
with domain D [hb] = H
2 (b, b+ 1). As usual, there is a anonially dened
sesqui-linear form, denoted by hb[·, ·] from whih hb arises, but we will make no
distintion between the quadrati and sesqui-linear forms. Let Hb denote the
self-adjoint operator in L2 (b, b+ 1) assoiated with hb. We will heneforth x
the funtions
f1(x) = x
β
and f2(x) = x
α+β+1.
and note that f1, f2 ∈ D [hb], as well as hb[f1, v] = hb[f2, v] = 0 for any funtion
v ∈ D [hb]. Therefore, f1, f2 ∈ D (Hb) and
Hbf1 = 0 and Hbf2 = 0.
When desribing properties for hb, ertain natural onditions on the funtions
u ∈ D [hb] will appear. These onditions are∫ b+1
b
u(x)xβ dx = 0 (3.1)
and ∫ b+1
b
(
u(x)
xβ
)′
xα dx = 0. (3.2)
Let us start by looking more losely at the nature of these onditions:
Lemma 3.1. Let b > 0. Then the following hold:
(i) If u ∈ D [hb] satises u 6= 0, (3.1) and (3.2), then the funtions f1, f2 and
u are linearly independent.
(ii) For any v ∈ D [hb], there are onstants c1, c2 ∈ C and a funtion u ∈ D [hb]
suh that (3.1) and (3.2) hold and suh that
v = c1f1 + c2f2 + u.
(iii) Suppose that F ⊂ D [hb] in a linear set and has dimF ≥ 3. Then there is
u ∈ F with u 6= 0 that satises (3.1) and (3.2).
Proof. It will be useful to onsider the transformation T dened by
(Tv)(x) =
(
v(x)
xβ
)′
, v ∈ H1 (b, b+ 1) ,
as well as the funtion g(x) = xα. Note that Tf1 = 0 and Tf2 = (α + 1)g.
5
(i) Let u ∈ D [hb] satisfy u 6= 0, (3.1) and (3.2). Beause of (3.1), it must be
that Tu 6= 0. Also, sine ∫ Tu · g dx = 0 by (3.2), the funtions Tu and g
are linearly independent.
Choose salars η1, η2, η3 suh that η1f1 + η2f2 + η3u = 0. Then
0 = T (η1f1 + η2f2 + η3u) = η2(α+ 1)g + η3Tu.
But sine the funtions g and Tu are linearly independent, it must be that
η2 = η3 = 0. It follows that η1f1 = 0, and thus also η1 = 0.
(ii) Choose v ∈ D [hb]. Let w = Tv ∈ L2 (b, b+ 1). Using orthogonal pro-
jetions one nds that there is a onstant c and a funtion w˜ suh that
w = cg + w˜ and (w˜, g) = 0. Let
u˜(x) = xβ
∫ x
b
w˜(t) dt and c2 =
c
α+ 1
.
Again by projeting, we nd a onstant d and a funtion u suh that
u˜ = df1 + u and (u, f1) = 0, that is, u satises (3.1). Note that Tu =
T u˜−dTf1 = T u˜ = w˜. Sine (w˜, g) = 0, we get that u satises (3.2). Now,
T (c2f2 + u) = cg + w˜ = w. Hene T (v − (c2f2 + u)) = 0, and therefore
there must be a onstant c1 suh that
v(x) − (c2f2(x) + u(x))
xβ
= c1.
Thus,
v = c1f1 + c2f2 + u,
and sine f1, f2, v ∈ D [hb], it follows that u ∈ D [hb].
(iii) Clearly, F has a two-dimensional subspaeG orthogonal to span{f1}. This
means that every u ∈ G satises (3.1).
Let us prove that TG is two-dimensional. Let v1, v2 ∈ G be linearly
independent. Choose c1, c2 ∈ C suh that c1Tv1 + c2Tv2 = 0. It follows
ny the denition of T that c1v1 + c2v2 = cf1 for some onstant c ∈ C.
Sine the funtions v1, v2 and f1 are linearly independent, it must be that
c1 = c2 = 0. This shows that Tv1 and Tv2 are linearly independent. Hene
TG is two-dimensional.
In partiular there is a w ∈ TG, with w 6= 0, orthogonal to g. Find u ∈ G
suh that Tu = w. Then u satises u 6= 0 and (3.2). And sine u ∈ G, it
also satises (3.1).
Lemma 3.2. Let 0 ≤ ν < 3 and ν ≤ 2β. There is a onstant Cν > 0 suh that
sup
b≤y≤b+1
|u(y)|2
yν
≤ Cνhb[u],
for any b > 0 and any u ∈ D [hb] that satises (3.1) and (3.2).
Proof. The proof is divided into two ases. The rst ase is when 0 < b ≤ 1 and
the seond ase is when b > 1.
6
Case 1. Choose b with 0 < b ≤ 1 and u ∈ D [hb] with u 6= 0, that satises (3.1)
and (3.2). Also hoose y with b ≤ y ≤ b+ 1. Clearly,
u(y)
yβ
(
y2β+1 −b2β+1) = ∫ y
b
(
u(t)
tβ
(
t2β+1−b2β+1))′ dt
= (2β+1)
∫ y
b
u(t)tβ dt+
∫ y
b
(
u(t)
tβ
)′(
t2β+1−b2β+1) dt,
and also
u(y)
yβ
(
(b+1)2β+1 −y2β+1) = − ∫ b+1
y
(
u(t)
tβ
(
(b+1)2β+1−t2β+1))′ dt
= (2β+1)
∫ b+1
y
u(t)tβ dt−
∫ b+1
y
(
u(t)
tβ
)′(
(b+1)2β+1−t2β+1) dt.
Hene, using (3.1),
u(y)
yβ
= Γ1
(∫ y
b
(
u(t)
tβ
)′ (
t2β+1 − b2β+1) dt (3.3)
−
∫ b+1
y
(
u(t)
tβ
)′ (
(b + 1)2β+1 − t2β+1) dt
)
(3.4)
where
Γ1 =
1
(b + 1)2β+1 − b2β+1 .
Similarly to the above, using (3.2), we nd that for any t with b ≤ t ≤ b+ 1,
1
tα
(
u(t)
tβ
)′
= Γ2
(∫ t
b
(
1
xα
(
u(x)
xβ
)′)′ (
x2α+1 − b2α+1) dx (3.5)
−
∫ b+1
t
(
1
xα
(
u(x)
xβ
)′)′ (
(b+ 1)2β+1 − x2β+1) dx
)
, (3.6)
where
Γ2 =
1
(b+ 1)2α+1 − b2α+1 .
Combine (3.3) and (3.5) to obtain
u(y)
yν/2
= Γ1Γ2 · yβ− ν2
(
I1 − I2 − I3 + I4
)
,
where
I1 =
∫ y
b
∫ t
b
(
1
xα
(
u(x)
xβ
)′)′(
x2α+1−b2α+1) tα (t2β+1−b2β+1) dx dt,
I2 =
∫ b+1
y
∫ t
b
(
1
xα
(
u(x)
xβ
)′)′(
x2α+1−b2α+1) tα ((b+1)2β+1−t2β+1) dx dt,
7
I3 =
∫ y
b
∫ b+1
t
(
1
xα
(
u(x)
xβ
)′)′(
(b+1)2α+1−x2α+1) tα (t2β+1−b2β+1) dx dt
and
I4 =
∫ b+1
y
∫ b+1
t
(
1
xα
(
u(x)
xβ
)′)′(
(b+1)2α+1−x2α+1) tα ((b+1)2β+1−t2β+1) dx dt.
It remains to nd onstants C1, C2, C3, C4 > 0, independent of b, u and y, suh
that ∣∣yβ− ν2 Ij∣∣2 ≤ Cjhb[u], j = 1, 2, 3, 4,
sine then we an use the fat that Γ1 ≤ 1 and Γ2 ≤ 1, to onlude that
|u(y)|2
yν
≤ 4 (C1 + C2 + C3 + C4)hb[u].
Note that by the Cauhy-Shwarz inequality,
∣∣yβ− ν2 I1∣∣2 ≤ J1(b, y)2 · hb[u]
where
J(b, y) = yβ−
ν
2
∫ y
b
tα
(
t2β+1 − b2β+1)
(∫ t
b
(
x2α+1 − b2α+1)2
x2(α+β)
dx
)1/2
dt,
and similarly for I2, I3 and I4. Now, as soon as α ≥ 0, 0 ≤ β < 3/2 + α,
0 ≤ ν < 3 and ν ≤ 2β, some alulations show that there exists onstants
C1, C2, C3, C4 > 0 suh that for any b > 0 and y with b ≤ y ≤ b+ 1
Jn(b, y)
2 ≤ Cn, n = 1, 2, 3, 4.
Case 2. Choose b > 1, u ∈ D [hb] that satises (3.1) and (3.2), and y ∈ [b, b+1].
Set v(x) = u(x)/xβ . By (3.1) and (3.2), there are points x1, x2 ∈ [b, b+ 1] suh
that
v(x1) = 0 and v
′(x2) = 0.
Let us start by showing that∣∣∣∣v′(t)tα
∣∣∣∣
2
≤ hb[u] 1
b2(α+β)
, b ≤ t ≤ b+ 1. (3.7)
Choose t with b ≤ t ≤ b+ 1. Assume rst that b ≥ x2. Note that
v′(t)
tα
=
∫ t
x2
(
v′(x)
xα
)′
xα+β · 1
xα+β
dx.
Hene,
∣∣∣∣v′(t)tα
∣∣∣∣
2
≤
∫ t
x2
∣∣∣∣∣
(
v′(t)
xα
)′
xα+β
∣∣∣∣∣
2
dx ·
∫ t
x2
1
x2(α+β)
dx ≤ hb[u] · 1
b2(α+β)
8
The ase when b ≤ x2 is handled in a similar way. This onludes the proof of
equation (3.7).
Now, assume that y ≥ x1. It follows from (3.7) that
|v(y)|2 =
∣∣∣∣
∫ y
x1
v′(t)
tα
· tα dt
∣∣∣∣
2
≤
∫ y
x1
∣∣∣∣v′(t)tα
∣∣∣∣
2
dt ·
∫ y
x1
t2α dt
≤ hb[u] · 1
b2(α+β)
· (b+ 1)2α.
Therefore, sine b > 1
u(y)
yν
≤ 1
yν
· (b+ 1)
2(α+β)
b2(α+β)
· hb[u] ≤ 22(α+β) · hb[u].
By similar arguments, this inequality also holds when y ≤ x1.
Proposition 3.3. Let 0 ≤ ν < 3 and ν ≤ 2β. There are onstants Dν , Eν > 0
suh that for any b > 0 and any non-negative bounded potential V 6= 0 that
satises ∫ b+1
b
V (x)xν dx ≤ Dν , (3.8)
the operator Hb−V has negative spetrum onsisting of exatly two eigenvalues,
−E1 and −E2, that satisfy
E1 ≤ Eν and E2 ≤ Eν .
Proof. For given b > 0, let
gb = f2 −
∫ b+1
b f1f2 dx∫ b+1
b
|f1|2 dx
· f1,
so that f1 and gb are orthogonal in L
2 (b, b+ 1) and span the same subspae as
f1 and f2. Introdue
B1 =
1
4
inf
b>0


∫ b+1
b |f1(x)|2 dx
sup
b≤y≤b+1
|f1(y)|2
yν

 and B2 = 1
4
inf
b>0


∫ b+1
b |gb(x)|2 dx
sup
b≤y≤b+1
|gb(y)|2
yν

 .
Elementary alulations show that B1 > 0 and B2 > 0. Now set
B = min {B1, B2} .
Let Cν > 0 be as in Lemma 3.2, and
Dν = min
{
B
2Cν(1 +B)
,
B
2C0(1 +B)
,
1
Cν
}
and Eν =
1
C0(1 +B)
.
Note that this in partiular implies
CνDν ≤ 1, (3.9)
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C0Eν + 2CνDν ≤ 1 (3.10)
and
BEν ≥ 2Dν . (3.11)
Choose b > 0 and a non-negative V 6= 0 that satises ondition (3.8).
Step 1. Let us start by showing that Hb − V ≥ −Eν , in the sense of quadrati
forms. Choose v ∈ D [hb]. By (ii) of Lemma 3.1 there are onstants c1, c2 ∈ C
and a funtion u ∈ D [hb] for whih (3.1) and (3.2) hold, suh that
v = c1f1 + c2gb + u.
Write w = c1f1 + c2gb and observe that
Eν
2
∫ b+1
b
|w(x)|2 dx = Eν
2
(
|c1|2
∫ b+1
b
|f1(x)|2 dx + |c2|2
∫ b+1
b
|gb(x)|2 dx
)
≥ Eν
(
B1 · 2|c1|2 sup
b≤y≤b+1
|f1(y)|2
yν
+B2 · 2|c2|2 sup
b≤y≤b+1
|gb(y)|2
yν
)
≥ BEν · sup
b≤y≤b+1
|w(y)|2
yν
.
In other words, using (3.11),
Eν
2
∫ b+1
b
|w(x)|2 dx− 2Dν sup
b≤y≤b+1
|w(y)|2
yν
≥ 0. (3.12)
Consider the quadrati expression
g[v] = hb[v]−
∫ b+1
b
V (x)|v(x)|2 dx+ Eν
∫ b+1
b
|v(x)|2 dx.
We have to prove that g[v] ≥ 0. Note that hb[v] = hb[u]. Then use the fats
that |a+ b|2 ≤ 2|a|2+2|b|2 and |a+ b|2 ≥ 12 |a|2− |b|2, for any a, b ∈ C, together
with (3.8), (3.12) and Lemma 3.2, to get that
g[v] ≥ hb[u]−
∫ b+1
b
(Eν + 2V (x)) |u(x)|2 dx+
∫ b+1
b
(
Eν
2
− 2V (x)
)
|w(x)|2 dx
≥ hb[u]− sup
b≤y≤b+1
|u(y)|2 · Eν − 2 sup
b≤y≤b+1
|u(y)|2
yν
·Dν
+
Eν
2
∫ b+1
b
|w(x)|2 dx− 2Dν sup
b≤y≤b+1
|w(y)|2
yν
≥ hb[u] (1− (C0Eν + 2CνDν)) ≥ 0.
Step 2. Continue by showing that the negative spetrum ofHb−V is disrete and
onsists of at most two eigenvalues. Let E be the spetral measure orresponding
to Hb− V , and denote by N−(Hb− V ) the rank of E(−∞, 0). From Glazman's
lemma, see Remark 3.4, it is known that
N−(Hb − V ) = sup
F
dimF, (3.13)
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where the supremum is taken over all linear subsets F ⊂ D [hb] suh that
hb[f ]−
∫ b+1
b
V |f |2 dx < 0,
for any f ∈ F with f 6= 0. Suppose that F ⊂ D [hb] is a linear set that satises
dimF ≥ 3. By (iii) of Lemma 3.1 we nd a u ∈ F with u 6= 0 that satises
(3.1) and (3.2). It follows from Lemma 3.2, (3.8) and (3.9) that
hb[u]−
∫ b+1
b
V (x)|u(x)|2 dx ≥ hb[u]− sup
b≤y≤b+1
|u(y)|2
yν
∫ b+1
b
V (x)xν dx
≥ hb[u]− CνDνhb[u]
≥ 0.
Using (3.13), this shows that N−(Hb − V ) ≤ 2.
Step 3. The nal step is to provide the existene of at least two negative eigen-
values of Hb − V . Let F = span {f1, f2}. Clearly hb[f ] = 0 for any f ∈ F . In
partiular
hb[f ]−
∫ b+1
b
V |f |2 dx < 0,
for f ∈ F with f 6= 0. Again using (3.13), it is seen that N−(Hb − V ) ≥ 2.
Remark 3.4 (Glazman's lemma). Muh of the variational tehniques used
here origin in Glazman's lemma. This lemma, disussed in e.g. [BS92℄ states
the following:
Let H be a separable Hilbert spae, andD a dense, linear subset of H . Suppose
that the semi-bounded quadrati form a is losable on D, and denote by A the
self-adjoint operator orresponding to the losure of a. Also let E be the spetral
measure orresponding to A. Then
rankE(−∞, x) = sup dimF,
where the supremum if taken over all linear subsets F ⊂ D suh that
a[f ] < x‖f‖2, f ∈ F, f 6= 0.
4 Well-Behaved Potentials
In this setion we restrit ourselves to bounded potentials V of ompat support.
One obvious reason for this is to avoid diulties in dening operators
H = H0 − V, where H0 = (−∆)2 − CHRd,2
1
|x|4 .
Indeed, when V is bounded, this operator is simply dened as an operator sum
with domain D (H) = D (H0).
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4.1 General Half-Line Case
We start by proving the general half-line result that follows from Proposition
3.3. The proof uses tehniques from [Wei96℄ and [EF08℄.
Proposition 4.1. Let a ≥ 0, β ≥ 0 and 0 ≤ ν < 3, ν ≤ 2β. Dene the
quadrati form h0 as the losure of
u 7→
∫ ∞
0
∣∣∣∣ ddx
(
1
xα
d
dx
(
u(x)
xβ
))∣∣∣∣
2
x2(α+β) dx,
on C∞0 (0,∞). Let H0 be the self-adjoint operator in L2 (0,∞) orresponding to
h0. Then there is a onstant C = C(α, β, ν) > 0 suh that for any non-negative
bounded potential V with ompat support in (0,∞), the negative spetrum of
H0 − V is disrete and
tr(H0 − V )
3−ν
4
− ≤ C
∫ ∞
0
V (x)xν dx.
Proof. Let Dν and Eν be as in Proposition 3.3. Choose a bounded V ≥ 0
with suppV ⋐ (0,∞). Dene a sequene of numbers a1 < a2 < · · · by setting
a1 = min suppV > 0 and reursively,
(aj+1 − aj)3−ν
∫ aj+1
aj
V (x)xν dx = Dν , (4.1)
for j ≥ 2. The reursion stops for j = n, when an ≥ max suppV . Indeed, the
sequene is nite, sine
aj+1 − aj ≥
(
Dν∫∞
0
V (x)xν dx
) 1
3−ν
for any j. Let a0 = 0 and an+1 =∞.
For 0 ≤ j ≤ n, onsider the quadrati forms
gj [v] =
∫ aj+1
aj
∣∣∣∣ ddx
(
1
xα
d
dx
(
v(x)
xβ
))∣∣∣∣
2
x2(α+β) dx.
For 1 ≤ j ≤ n, the domain of gj is D [gj ] = H2 (aj , aj+1). For j = 0, it an be
shown that g0 is losable on C
∞
0 ((0, a1]), and we onsider it as the losure on
this domain. In this way all the forms gj are losed. Let Gj be the self-adjoint
operator in L2 (aj , aj+1) orresponding to gj .
By omparing quadrati forms and their domains of denition, we get that
H0 − V ≥
n⊕
j=0
(Gj − V ).
Note that Gj − V ≥ 0 for j = 0 and for j = n, sine V = 0 on (aj , aj+1) for
j = 0, n. Therefore, if we an prove that the negative spetrum of Gj − V is
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disrete for j = 1, 2, . . . , n− 1, it follows that the negative spetrum of H0 − V
is also disrete. In this ase,
tr(H0 − V )
3−ν
4
− ≤
n−1∑
j=1
tr(Gj − V )
3−ν
4
− . (4.2)
Let 1 ≤ j ≤ n − 1 and dene a unitary transformation U from L2 (aj , aj+1)
onto L2 (bj, bj + 1) by
(U v)(x) = (aj+1 − aj)1/2v ((aj+1 − aj)x) ,
where bj = aj/(aj+1 − aj). Clearly,
Gj − V = 1
(aj+1 − aj)4
U
−1
(
Hbj − Vj
)
U ,
where Hb is the operator disussed in Setion 3 and where
Vj(x) = (aj+1 − aj)4V ((aj+1 − aj)x) .
Note that by (4.1), ∫ bj+1
bj
Vj(x)x
ν dx = Dν .
Hene by Proposition 3.3, the negative spetrum of Hbj − Vj , an therefore also
of Gj − V , is disrete. By the same proposition and (4.1),
tr(Gj − V )
3−ν
4
− =
1
(aj+1 − aj)3−ν tr
(
Hbj − Vj
) 3−ν
4
−
≤ 2
(aj+1 − aj)3−νE
3−ν
4
ν
=
2E
3−ν
4
ν
Dν
∫ aj+1
aj
V (x)xν dx.
We have thus shown that the negative spetrum of H0 − V is disrete, and by
(4.2), that
tr(H0 − V )
3−ν
4
− ≤
2E
3−ν
4
ν
Dν
∫ ∞
0
V (x)xν dx.
By standard methods, as desribed in [Hun07℄, and originally in [AL78℄, this
result extends to an inequality for tr(H0 − V )γ− for any γ ≥ γc, where
γc =
3− ν
4
.
Corollary 4.2. Let α, β, ν and H0 be as in Proposition 4.1. Then, for any
γ ≥ γc, there is a C = C(α, β, ν, γ) > 0 suh that for any non-negative, bounded
potential V with ompat support in (0,∞),
tr(H0 − V )γ− ≤ C
∫ ∞
0
V (x)1+γ−γcxν dx.
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4.2 The Fourth-Order Operator on the Half-Line
We now onsider the fourth-order operator d4/dx4−CHR1,2 /x4−V (x) in L2 (0,∞),
where CHR1,2 = 9/16 is the sharp onstant in the lassial Hardy-Rellih inequality∫ ∞
0
|u′′(x)|2 dx ≥ CHR1,2
∫ ∞
0
|u(x)|2
x4
dx, u ∈ C∞0 (0,∞) .
Proposition 4.3. Let 0 ≤ ν < 3 and onsider the operator
H0 =
d4
dx4
− CHR1,2
1
x4
in L2 (0,∞) dened as the Friedrih extension of the orresponding operator
initially dened on C∞0 (0,∞). Then, for any γ ≥ (3 − ν)/4, there is a C =
C(ν, γ) > 0 suh that for any non-negative, bounded potential V with ompat
support in (0,∞), the negative spetrum of H0 − V is disrete and
tr(H0 − V )γ− ≤ C
∫ ∞
0
V (x)γ+
1+ν
4 xν dx.
Proof. Note that sine CHR1,2 = 9/16, the losed quadrati form h0 orresponding
to H0 is the losure of
u 7→
∫ ∞
0
(
|u′′(x)|2 − 9
16
· |u(x)|
2
x4
)
dx
on C∞0 (0,∞). By partial integration we see that for u ∈ C∞0 (0,∞),
h0[u] =
∫ ∞
0
∣∣∣∣ ddx
(
1
xα
d
dx
(
u(x)
xβ
))∣∣∣∣
2
x2(α+β) dx,
where
α =
√
10− 2
2
and β =
3
2
.
Hene the result follows from Corollary 4.2.
4.3 The Fourth-Order Operator in Three Dimensions
Let us turn to the operator (−∆)2 − CHR3,2 /|x|4 − V (x) in L2
(
R
3
)
. In R
3
we
have the Hardy-Rellih inequality∫
R3
|∆u(x)|2 dx ≥ CHR3,2
∫
R3
|u(x)|2
|x|4 dx, u ∈ C
∞
0
(
R
3\{0}) ,
where the sharp onstant CHR3,2 onveniently enough oinides with C
HR
1,2 = 9/16.
We denote by S2 and σ the unit sphere and two-dimensional surfae measure in
R3, respetively. Let Yn, n = 0, 1, 2, . . . be the normalized eigenfuntions of the
Laplae-Beltrami operator in L2
(
S2, σ
)
. The eigenfuntion Yn orresponds to
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the eigenvalue n(n+1), and in partiular Y0 is onstant. Consider the anonial
isometri isomorphism
U : L2
(
R
3
)→ ∞⊕
n=0
L2 (0,∞)
given by
U u = {un}∞n=0 , where un(r) = r
∫
S2
u(rθ)Yn(θ) dσ(θ)
for u ∈ C∞0
(
R3\{0}). For suh u, it is the ase that un ∈ C∞0 (0,∞) and
U (−∆u) =
{
−u′′n(r) + n(n+ 1)
un(r)
r2
}∞
n=0
. (4.3)
Finally, let H =
⊕∞
n=0 L
2 (0,∞) and onsider the orthogonal deomposition
H = H1 ⊕H2, where
H1 = {{un}∞n=0 ; un = 0 for n ≥ 1} and H2 = {{un}∞n=0 ; u0 = 0} .
Let P1 and P2 be the orthogonal projetions in H onto the subspaes H1 and
H2, respetively. Depending on ontext, we will sometimes identify H1 with
the spae L2 (0,∞).
Lemma 4.4. For any u ∈ C∞0 (0,∞) and any c > 0,∫ ∞
0
∣∣∣∣−u′′(x) + cu(x)x2
∣∣∣∣
2
dx ≥
(
c2 − 3
2
c+ CHR1,2
)∫ ∞
0
|u(x)|2
x4
dx.
Proof. Choose u ∈ C∞0 (0,∞) and any c > 0. Reall the lassial Hardy-Rellih
inequalities ∫ ∞
0
|u′(x)|2 dx ≥ 1
4
∫ ∞
0
|u(x)|2
x2
dx (4.4)
and ∫ ∞
0
|u′′(x)|2 dx ≥ CHR1,2
∫ ∞
0
|u(x)|2
x4
dx. (4.5)
It follows from (4.4) that∫ ∞
0
|u′(x)|2
x2
dx ≥ 9
4
∫ ∞
0
|u(x)|2
x4
dx. (4.6)
Now, by partial integration,
∫ ∞
0
∣∣∣∣−u′′(x) + cu(x)x2
∣∣∣∣
2
dx =
∫ ∞
0
(
|u′′(x)|2 + 2c |u
′(x)|2
x2
+ (c2−6c) |u(x)|
2
x4
)
dx
Combine this with (4.5) and (4.6) to obtain the result.
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Lemma 4.5. Let γ ≥ 1/4 and let G(1)0 be the self-adjoint operator in H1 ∼=
L2 (0,∞) that orresponds to the losure g(1)0 of the quadrati form
u 7→
∫ ∞
0
(
|u′′(r)|2 − CHR1,2
|u(r)|2
r4
)
dr,
initially dened on C∞0 (0,∞). Then there is a onstant C(1) = C(1)(γ) > 0
suh that given a non-negative V ∈ C∞0
(
R3\{0}) and V (1) = P1U VU −1P1,
the negative spetrum of G0 − V (1) is disrete and
tr
(
G
(1)
0 − V (1)
)γ
−
≤ C(1)
∫
R3
V (x)γ+
3
4 dx.
Proof. Use Proposition 4.3 with ν = 2 to obtain a onstant C = C(γ) > 0 suh
that for any non-negative W ∈ C∞0 (0,∞), the negative spetrum of G(1)0 −W
is disrete and
tr
(
G
(1)
0 −W
)γ
−
≤ C
∫ ∞
0
W (r)γ+
3
4 r2 dr.
Note that for any non-negative V ∈ C∞0
(
R
3\{0}), the operator V (1) is simply
multipliation with the funtion V˜ ∈ C∞0 (0,∞), where
V˜ (r) =
1
σ(S2)
∫
S2
V (rθ) dσ(θ), r > 0.
In partiular, the negative spetrum of G
(1)
0 − V (1) is disrete and
tr
(
G
(1)
0 − V (1)
)γ
−
C
∫ ∞
0
V˜ (r)γ+
3
4 r2 dr
≤ C
σ(S2)
∫
R3
V (x)γ+
3
4 dx,
sine by Hölder's inequality,
V˜ (r)γ+
3
4 ≤ 1
σ(S2)
∫
S2
V (rθ)γ+
3
4 dσ(θ), r > 0.
We will use the following fourth-order Lieb-Thirring inequality in L2
(
R3
)
, that
follows from more general results in [NW96℄. The operator (−∆)2 is of ourse
dened as the self-adjoint operator in L2
(
R3
)
orresponding to the losure of
the quadrati form
u 7→
∫
R3
|∆u(x)|2 dx, u ∈ C∞0
(
R
3\{0}) .
Lemma 4.6. For any γ ≥ 1/4, there is a onstant D = D(γ) > 0 suh that
for any non-negative V ∈ C∞0
(
R3\{0}), the negative spetrum of (−∆)2 − V is
disrete and
tr
(
(−∆)2 − V )γ
−
≤ D
∫
R3
V (x)γ+
3
4 dx.
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Lemma 4.7. Let γ ≥ 1/4 and denote by G(2)0 the self-adjoint operator in H2
orresponding to the losure g
(2)
0 of the quadrati form
{un}∞n=1 7→
∞∑
n=1
∫ ∞
0
∣∣∣∣−u′′n(r) + n(n+ 1)un(r)r2
∣∣∣∣
2
dr,
initially dened on D := P2U C
∞
0
(
R3\{0}). Then there is a onstant C(2) > 0
suh given a non-negative V ∈ C∞0
(
R3\{0}) and V (2) = P2U VU −1P2, the
negative spetrum of G
(2)
0 − V (2) is disrete and
tr
(
G
(2)
0 − V (2)
)γ
−
≤ C(2)
∫
R3
V (x)γ+
3
4 dx.
Proof. Consider the operator (−∆)2 in L2 (R3). Let the onstant D > 0 be as
in Lemma 4.6. By (4.3), the operator Gˆ
(2)
0 := U (−∆)2U −1 orresponds to the
losure in H of the quadrati form
{un}∞n=0 7→
∞∑
n=0
∫ ∞
0
∣∣∣∣−u′′n(r) + n(n+ 1)un(r)r2
∣∣∣∣
2
dr,
initially dened on Dˆ := U C∞0
(
R3\{0}).
Choose V ∈ C∞0
(
R3\{0}) and let V (2) = P2U VU −1P2 and Vˆ (2) = U VU −1.
Denote by E and Eˆ the spetral measures orresponding to the operators G
(2)
0 −
V (2) and Gˆ
(2)
0 − Vˆ (2), respetively. By Glazman's lemma,
rankE(−∞,−λ) ≤ rank Eˆ(−∞,−λ), (4.7)
for any λ > 0. Lemma 4.6 shows that the negative spetrum of Gˆ
(2)
0 − Vˆ (2) is
disrete and that
tr
(
Gˆ
(2)
0 − Vˆ (2)
)γ
−
≤ D
∫
R3
V (x)γ+
3
4 dx.
The result follows from this and (4.7).
Proposition 4.8. Dene the quadrati form h0 as the losure of
u 7→
∫
R3
(
|∆u(x)|2 − CHR3,2
|u(x)|2
|x|4
)
dx
on C∞0
(
R3\{0}). Let H0 be the self-adjoint operator in L2 (R3) orresponding
to h0. Then there is a onstant C > 0 suh that for any non-negative V ∈
C∞0
(
R
3\{0}), the negative spetrum of H0 − V is disrete and
tr(H0 − V )1/4− ≤ C
∫
R3
V (x) dx.
Proof. Let G
(1)
0 , G
(2)
0 , g
(1)
0 , g
(2)
0 , C
(1)
and C(2) be as in Lemmas 4.5 and 4.7.
Choose any u ∈ C∞0
(
R3\{0}) and ǫ with 0 < ǫ < 1. Write {un}∞n=0 = U u
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and note that eah un ∈ C∞0 (0,∞). Using (4.3) and CHR3,2 = CHR1,2 , and nally
Lemma 4.4 it follows that
h0[u] =
∞∑
n=0
∫ ∞
0
(∣∣∣∣−u′′n(r) + n(n+ 1)un(r)r2
∣∣∣∣
2
− CHR1,2
|un(r)|2
r4
)
dr
≥
∫ ∞
0
(
|u′′0(r)|2 − CHR1,2
|u0(r)|2
r4
)
dr
+ ǫ
∞∑
n=1
∫ ∞
0
∣∣∣∣−u′′n(r) + n(n+ 1)un(r)r2
∣∣∣∣
2
dr
+
∞∑
n=1
∫ ∞
0
(
(1− ǫ) (1 + CHR1,2 )− CHR1,2 ) |un(r)|2r4 dr.
Fixing ǫ = 1/(1 + CHR1,2 ) we get that
(1 − ǫ)(1 + CHR1,2 )− CHR1,2 = 0
and thus
h0[u] ≥ g(1)0 [P1U u] + ǫg(2)0 [P2U u] ,
for any u ∈ C∞0
(
R3\{0}). Sine C∞0 (R3\{0}) is initial domain of h0 and sine
the initial domains of g
(1)
0 and g
(2)
0 are P1U C
∞
0
(
R3\{0}) and P2U C∞0 (R3\{0}),
respetively, it follows that
U H0U
−1 ≥ G(1)0 ⊕ ǫG(2)0 .
Choose V ∈ C∞0
(
R3\{0}) and let W = U VU −1, V (1) = P1WP1 and V (2) =
P2WP2. Sine W is bounded and non-negative, it follows for any f ∈ H that
2Re(P1WP2f, f) ≤ 2
∥∥∥W 1/2P2f∥∥∥ ∥∥∥W 1/2P1f∥∥∥ ≤ (P1WP1f, f) + (P2WP2f, f) .
Hene
P1WP2 + P2WP1 ≤ V (1) + V (2),
and therefore
U H0U
−1 −W ≥
(
G
(1)
0 ⊕ ǫG(2)0
)
−W
≥
(
G
(1)
0 − 2V (1)
)
⊕ ǫ
(
G
(2)
0 −
2
ǫ
V (2)
)
.
The result now follows from Lemmas 4.5 and 4.7.
5 Proof of the Main Results
We are now in a position to prove Theorems 2.1, 2.2 and 2.3. This will be aom-
plished by approximating general potentials with smooth, ompatly supported
ones, as in the abstrat lemma below, and then ombine this with Corollary 4.2
and Propositions 4.3 and 4.8.
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Lemma 5.1. Let Ω be an open subset of Rd. Suppose that H0 is a non-negative
symmetri operator in L2 (Ω), dened on C∞0 (Ω). Let Hˆ0 be the Friedrih ex-
tension of H0, and hoose γ1 ≥ 0, γ2 ≥ 1 and ν ≥ 0. Suppose that there is
a onstant C > 0, suh that for any non-negative V ∈ C∞0 (Ω), the negative
spetrum of Hˆ0 − V is disrete, and
tr(Hˆ0 − V )γ1− ≤ C
∫
Ω
V (x)γ2 |x|ν dx.
Then, for any non-negative potential Vˆ suh that Vˆ (x)γ2xν is integrable on Ω,
the quadrati form
hVˆ [u] = (H0u, u)−
∫
Ω
Vˆ (x)|u(x)|2 dx, u ∈ C∞0 (Ω)
is semi-bounded. Furthermore, if we let Hˆ0 − Vˆ be the self-adjoint operator
assoiated with the losure of the above form, then the negative spetrum of
Hˆ0 − Vˆ is disrete and
tr
(
Hˆ0 − Vˆ
)γ1
−
≤
∫
Ω
Vˆ (x)γ2 |x|ν dx.
Proof. Choose a non-negative Vˆ suh that
D :=
∫
Ω
Vˆ (x)γ2 |x|ν dx <∞.
Also hoose a sequene 0 ≤ V1 ≤ V2 ≤ · · · ≤ Vˆ suh that eah Vn belongs to
C∞0 (Ω) and suh that for almost any x ∈ Ω,
Vn(x)→ Vˆ (x), as n→∞.
By assumption, we know that the negative spetrum of Hˆ0 − Vn is disrete and
tr(Hˆ0 − Vn)γ1− ≤ C
∫
Ω
Vn(x)
γ2 |x|ν dx ≤ CD. (5.1)
Hene in partiular,
inf σ
(
Hˆ0 − Vn
)
≥ −(CD)1/γ1 .
Note that for given u ∈ C∞0 (Ω), monotone onvergene shows that
hVˆ [u] = limn→∞
(
(H0u, u)−
∫
Ω
Vn|u|2 dx
)
and therefore hVˆ is lower semi-bounded by −(CD)1/γ1 on C∞0 (Ω). Reall that
the operator Hˆ0 − Vˆ is dened as the self-adjoint operator assoiated with the
losure of hVˆ .
Let E and En be the spetral measures orresponding to Hˆ0 − Vˆ and Hˆ0 − Vn,
respetively. For λ > 0, let
N(λ) = rankE(−∞,−λ) and N(λ, n) = rankEn(−∞,−λ).
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For xed λ > 0, Glazman's lemma shows that
N(λ, 1) ≤ N(λ, 2) ≤ · · · ≤ N(λ),
and sine
N(λ, n) · λγ1 ≤ tr(Hˆ0 − Vn)γ1− ≤ CD,
it must be that
N(λ,∞) := lim
n→∞
N(λ, n) <∞.
Sine N(λ, n) only assumes integer values, it follows that there is an integer
m = m(λ) ≥ 1 suh that
N(λ,∞) = N(λ, n), n ≥ m.
Let us prove that for any λ > 0,
N(λ) = N(λ,∞). (5.2)
Fix λ > 0 and let N = N(λ,∞). Assume that N(λ) > N . Then in fat it is
possible to nd a δ > 0 suh that N(λ+ δ) > N . Again using Glazman's lemma
we nd a linear set F ⊂ C∞0 (Ω) with dimF = N + 1 suh that
hVˆ [f ] < −(λ+ δ)‖f‖2 (5.3)
for any f ∈ F with f 6= 0. Let {f1, f2, . . . , fN+1} be an orthonormal basis in F .
Use monotone onvergene to x n ≥ 1 suh that
(N + 1)
∫
Ω
(Vˆ − Vn)|fk|2 dx < δ, k = 1, 2, . . . , N + 1. (5.4)
Now, sine dimF > N(λ, n) there must be salars c1, c2, . . . , cN+1, not all zero,
suh that g := c1f1 + c2f2 + · · ·+ cN+1fN+1 satises
(H0g, g)−
∫
Ω
Vn|g|2 dx ≥ −λ‖g‖2.
Note that |c1|2 + |c2|2 + · · ·+ |cN+1|2 = ‖g‖2. Now, by (5.4)
hVˆ [g] = (H0g, g)−
∫
Ω
Vn|g|2 dx−
∫
Ω
(Vˆ − Vn)|g|2
≥ −λ‖g‖2 − (N + 1)
N+1∑
k=1
|ck|2
∫
Ω
(Vˆ − Vn)|fk|2 dx
≥ −(λ+ δ)‖g‖2.
This ontradits (5.3), and therefore (5.2) holds.
By (5.2), the negative spetrum of Hˆ − Vˆ is disrete. Denote by λj and λj,n,
where j = 1, 2, 3, . . ., the negative eigenvalues of Hˆ0 − Vˆ and Hˆ0 − Vn, respe-
tively, ordered suh that
λ1 ≤ λ2 ≤ · · · and λ1,n ≤ λ2,n ≤ · · · .
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For onveniene, we always onsider innite sequenes λj and λj,n. If there
should only be nitely many, say k, negative eigenvalues for the operator Hˆ0−Vˆ ,
or Hˆ0 − Vn, we let λj = 0, or λj,n = 0, for j > k. Note that
λj,1 ≥ λj,2 ≥ · · · ≥ λj .
Using (5.2) again, we see that λj,n → λj as n→∞, and the result now follows
from (5.1).
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