Perceptual quality driven 3D video communications. by Yasakethu, Lasith.
8800839
UNIVERSITY OF SURREY LIBRARY
ProQuest Number: 10131126
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10131126
Published by ProQuest LLO (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346
Perceptual Quality Driven 3D Video 
Communications
Lasith Yasakethu
Submitted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
^ UNIVERSITY OFSURREY
Centre for Vision, Speech and Signal Processing 
Faculty of Electronics and Physical Sciences 
University of Surrey 
Guildford, Surrey GU2 7XH, UK
June 2010
© S. L. P. Yasakethu 2010 
!
«mSnYOFSUBBBY:
Summary
The ability to provide more exciting, informative and entertaining end-user visual experience has 
created an enormous interest among the viewers towards 3D content. Whereas traditional 2D 
video is sufficient for describing details of captured scenes, 3D video can provide more realistic 
representation of the same scene with the additional value of depth. The success of today’s 3D 
video services requires that the end users meet a satisfactory level of perceptual quality. Thus the 
main focus of this research is to investigate and design efficient means of delivering the maximum 
perceptual quality of colour-plus-depth based 3D video services to end-users.
3D content needs to be compressed effectively before transmitting them over communication 
channels due to the large amount of raw data associated with it. However, compression of 3D 
content introduces coding artefacts, which hinder the tme perception of 3D video. In the first part 
of the thesis, a novel perceptual quality based rate-controlling algorithm is proposed for both 3D 
and 2D video encoding, by considering the perceptual quality of video sequence. The proposed 
technique shows better performance and can be effectively used in off-line video coding. 
Although several quality models have been proposed in literature to assess the quality of 2D 
video, no similar effort has been taken for the quality assessment of 3D video. In the second part 
of the thesis, a compound 3D quality model is designed by combining dominant perceptual 
attributes of 3D video. While subjective test results remain the best and precise judgment of 3D 
video quality, the use of proposed quality model is an acceptable compromise for the 3D video 
research community to speed up the development of 3D consumer products, services and 
applications. Effective transmission schemes are necessary to improve the end-user perceptual 
quality and transmission reliability in 3D video communications. Highly compressed 3D content 
are very sensitive to channel errors. To improve the performance of 3D video transmission over 
bandwidth limited and error prone wireless channels, a perceptual quality based Joint Source 
Channel Coding (JSCC) approach is proposed to minimize the effect of both source and channel 
distortions in the final part of the thesis.
Key words: 3D video communications, Colour-plus-depth 3D video. Perceptual 3D video quality 
Rate controlling, 3D video transmission and Joint Source Channel Coding (JSCC).
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Chapter 1
1 Introduction
1.1 Preamble
The digital video revolution has caused widespread demand and use of consumer devices 
(cameras, camcorders, DVD players, set-top boxes, video enabled handheld devices, displays, 
video game consoles) and consumer applications (digital television broadcasting, interactive 
Video on Demand (VOD), streaming video over IP networks, mobile video, video conferencing 
and gaming where digital videos are being delivered to humans). Moreover, the revolution in 
digital video technologies has significantly extended our reach across space and time. They enable 
us to interact with individuals and groups beyond our immediate physical surroundings.
The development from two-dimensional (2D) towards three-dimensional (3D) video 
communications is generally seen as one of the key components for the envisioned applications. 
The candidate 3D video applications will provide the sensation of “being there” and provide 
natural conditions for human interaction. Therefore, immersive applications will not only be 
limited to games industry or special cinema theatres, but also will be made available to the general 
public via the existing technological infrastructure within a foreseeable time period. However, 
scientific challenges in this field are manifold. Understanding of real-time implementation issues 
of 3D video, as well as system architectures and network aspects, will be essential for the success 
of the potential applications. The introduction of many of these services will require new 
standards for the representation, transmission, quality evaluation and coding of 3D visual data.
Today, people expect a high level of perceptual quality irrespective of the type of video 
application, display chaiacteristics or viewing environment. A poor level of perceptual quality 
will result in unsatisfied users, leading to a poor market awareness and ultimately, brand dilution. 
Being able to deliver a satisfactory level of video quality as perceived by end-users will play a 
major role in the success of future media services, both for the companies deploying them and 
with respect to the satisfaction of end-users that use and pay for the services. Under these
1
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stringent requirements, visual experience of the end user has become the ultimate baseline for 
delivering new 2D and 3D video services. Thus the success of today’s digital video services 
requires that they meet a satisfactory level of perceptual quality of the end user. Therefore today, 
the ultimate challenge faced by the service providers is to deliver a maximum level of perceptual 
quality to end-users subject to constrains such as transmission bandwidth, storage capacity and 
transmission impairments. This chapter will introduce the background and motivation leading to 
this research followed by the research environment and the associated objectives and 
achievements.
1.2 Motivation
Delivery of real time 3D video services is considered as the next technological development 
towards a more natural and life-like visual home entertainment experience. Although the basic 
technical concepts of 3D video were demonstrated in the 1920s by John Logie Baird, the step into 
the third dimension still remains to be taken. The research on 3D video has received high interest 
over the past decade in order to provide viewers with more realistic vision than traditional 2D 
video. The many different reasons that have held back a successful introduction of 3D video 
services, such as 3DTV (3D Television [1]), FVV (Free View point Video [2]) and 3D- 
conferencing, could now be realized by recent technological advances in the area of video 
acquisition, image processing, 3D display technology and transmission. With recent advances in 
digital video compression and digital transmission standards like H.264/AVC [3], H.264/SVC [4] 
and WiMAX [5], the real time 3D video transmission services are now technically feasible.
The abiUty to provide a richer, more exciting, more informative and more entertaining end-user 
experience has created a great deal of interest among the viewers towards 3D content. The 
following quotations from a commercial web site [6] highlights the reasons for popularity of 3D 
content.
“3D is cool!
Having a night in with your friends? There is no better way o f watching the latest movies, the 
coolest shows, and the most important spoiling events, than in an exciting 3D mode!!”
“3D is going to be big!
There are great opportunities for consumers, as well as business and the professional market. 
Just imagine what 3D can do for the visualization of your product”
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“3D is the next big thing!
Hollywood is already shooting some big productions in 3D. They also know that soon, everybody 
will want to see their favourite movie in 3D!”
“Grab viewers’ attention and bring your content alive with WoWvx technology!
Imagine what Star Wars would like on a 3D screen! I t’s like being there, in a Galaxy far... far... 
away yourself! And try to resist that freshly squeezed glass o f orange juice springing out o f the 
screen!”
Today, the interest towards 3D content has further increased due to the availability of 
autostereoscopic displays. Autostereoscopic displays are capable of providing binocular depth 
perception without the hindrance of specialised headgear or filter/shutter glasses. As a result of 
the enormous attention towards 3D, during the recent past, researchers, broadcasters and 
manufacturers all have thrown their weight behind real time 3D media services. Research is being 
carried out covering the whole chain of video communication from capture to display 
technologies. However, the scientific challenges in this field are diverse. The success of 
today’s 3D video services requires that they meet a satisfactory level of perceptual quality of the 
end user. Thus further research needs to be carried out on how to deliver the maximum level of 
perceptual quality to end-users subject to practical constrains such a transmission bandwidth, 
storage capacity and transmission impairments.
1.2.1 Potential 3D Video Application Scenarios
It is worth identifying some of the potential application scenarios of 3D video in order to 
understand the motivation and the driving force behind this research.
3D Cinema
Starting with the “The Power o f Love” to “Avatar” and from 3D animation to stereoscopic Real-D 
[7] and IMAX 3D [8] presentation, 3D cinema has grown in popularity with both audiences and 
filmmakers in recent years. Audiences love the intuitive as well as visual thrills provided by 3D 
movies. With the addition of a third dimension-depth-to the viewing experience 3D content have 
become more realistic. This sense of depth gives the audiences the opportunity to experience the 
story being immersed in the action and to become a part of the viewing field rather than watching 
it in the usual 2D environment. The film makers are privileged to use this technology to narrate 
their stories in a way that is, more detailed, more immediate and more real than ever before, 
allowing them to push the boundaries of filmmaking to the limits of their imaginations.
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Figure 1-1: 3D cinema
3DTV
With the advances in the optical and communication technology, 3DTV has now become a 
reality. Today autostereoscopic 3D displays are available to provide binocular depth perception 
without the hindrance of specialised headgear or filter or shutter glasses. Thus with the comfort 
of the sofa in your living room, now we have the opportunity to feel the excitement when being in 
the action as your favourite football team scores the winning goal or the serenity of a rain forest 
with the butterflies flying around you. Children would also love to watch their fairy tales such as 
“Alice in Wonderland” in 3D and feel as if they are going through the rabbit hole in to a different 
world. In June 2010 ESPN plans to broadcast a minimum of 85 live sporting events during its first 
year, beginning with the first 2010 FIFA World Cup match, featuring South Africa versus 
Mexico. Besides sporting events, we will be able to watch programs related to scientific research, 
education, industry and many other areas in real 3D view with more detail every time we switch 
on the television.
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Figure 1-2: Philips 3DTV display
Video Conferencing
Video conferencing allows participants located in different parts of the world to see and hear each 
other, making for an interactive conference. This is widely used to hold business meetings as well 
as for education and entertainment purposes. The main difference between tele-conferencing and 
video conferencing is that the participants are able to see each other. This enables them to 
communicate with their body language in addition to words. Having a video conference in 3D 
permit the participants to gather more details of the others and makes no difference to having a 
meeting in a room at one place. 3D video conferencing also helps in introducing new physical 
products to the overseas customers as the customer is able to analyse the product better with more 
features visible than in 2D video conferencing. This would also have great emotional impact to 
meet the relatives and loved ones who live far away in a much real manner. The e-learners have 
the advantage of attending the lectures held in a different part of the world and have a closer 
connection with the other students and the lecturers. They also have the opportunity to participate 
practically better than in 2D conferencing.
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Figure 1-3: 3D video conferencing
3D Gaming
3D gaming has been in the play for a quite a few years now in terms of 3D animation. But with 
the introduction of 3D TV this is about to go one more step ahead with stereoscopic 3D, (know as 
S-3D) where the player is put right into the environment and action. This is going to be an 
amazing experience to anyone playing as it would make the player a part of the game and the 
environment. Gaming has its advantage of having fewer distractions and being more focused, 
which means wearing glasses would not matter much. Besides, Nintendo is about to release its 
portable gaming device in 3D, Nintendo 3DS, without the encumbrance of specialized glasses.
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Figure 1-4: 3D gaming experience
3D Mobile
The mobile phone is a device built mainly for the communication purposes, while on the move. 
However, today, it is also used for a wide variety of other purposes as well. The mobile phone 
market is a lot dynamic and fascinated about new technologies. In fact, they are among the early 
adopters of recent technologies. Today, mobile phones have invaded entertainment, gaming and 
even television sectors. 3D being the latest trend in the technological market, 3D mobiles could 
never be a dream. This effectively means that 3D experience is no longer restricted to the home or 
the cinema environment. The same 3D technology is now ready to transform the mobile 
experience to another dimension allowing the viewers to watch their favourite TV program, 
commence video conferencing and play games, in 3D, while on the go. Introduction of 3D to 
mobile phones began in 2003, when Sharp launched a 3D mobile phone in Japan. During the 
resent past Korea’s SK Telecom and Japan’s Hitachi launched their 3D phones in 2007 and 2009 
respectively [9]. Number of resent projects has also captured the attention in mobile 3DTV [10] 
[11]. In mobile 3D, the required display size is small and the viewing mode is personal. As a 
result, from a technical point of view it is less challenging than 3DTV, (where multiple viewers 
watch the same content simultaneously) as two independent views are sufficient for satisfactory 
3D perception of a single viewer.
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Figure 1-5: 3D mobile demonstration on Nokia N810 witb autostereoscopic display [12]
1.3 Objectives and Scope of the Thesis
Despite the fact that the preliminary developments of 3D video technologies are now in place, 
there are numerous open areas to be investigated in the course of 3D video research. For instance, 
the ways and means of meeting the extensive demand for system resources, such as transmission 
bandwidth and storage, need to be addressed. The acceptance of a 3D video service depends 
largely on the extent of the users’ response towards the system. Thus, it is vital to have a clear 
understanding of the viewing experience of the 3D observer. As a result, the assessment of 3D 
video quality is crucial since it is necessary to quantify the impacts of different system parameter 
settings, from capture to display, on the end user perceived quality. Furthermore, effective 
transmission techniques are also necessary to improve the end-user perceptual quality and 
transmission reliability in 3D video transmission. This implies that much investigation is needed 
in order to deliver a maximum level of visual experience to the 3D observer under practical 
limitations such as bandwidth and storage.
In view of the above, the main focus of this research is to investigate and design efficient means 
in delivering the maximum perceptual quality of 3D video services to end-users. It is believed that 
this could be achieved through the design of effective encoding, quality assessment and
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transmission techniques for colour-plus-depth based 3D video content over bandwidth-limited 
communication channels. In view of this intention, the specific objectives of the thesis are:
Design of encoding techniques to maximise the perceptual quality of video services subject 
to practical constrains.
Design a 3D quality model that accounts for the major perceived attributes of 3D video, to 
monitor the performance of the delivery chain.
Propose efficient transmission 'schemes to improve the end-user perceptual quality and 
transmission reliability in 3D video transmission over wireless networks.
1.4 Achievements and Contributions
As a result of the research that is presented in this thesis, number of original achievements and 
contributions has been made to the field 3D video communications supported by a number of 
related publications as listed later in this section. The most significant achievements amongst 
them can be identified as:
>4 A novel rate-controlling algorithm based on Evolution Strategy (ES) is designed for both 3D 
and 2D video encoding, subject to practical limitations (e.g. transmission bandwidth and 
storage), to enhance the perceptual quality of the entire encoded video.
Investigated and established the degree of suitability of the existing quality metrics to 
evaluate the perceptual attributes of 3D video and proposed new models where necessary.
^  A  novel objective quality model is designed by identifying the relative importance of the 
major perceptual attiibutes of 3D video. Performance of the novel 3D quality model is 
validated for compression artefacts and transmission errors with extensive subjective testing.
^  The influence on bit rate allocation for colour texture and depth components on final 3D 
quality is evaluated for high and low transmission bit rates.
JSCC schemes have been proposed for 3D video transmission to improve the transmission 
reliability and to maximise the end-user 3D perception.
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1.5 Publications
Publications related to the technical proposals discussed in this thesis are listed below.
Journal publications:
1. S.L.P. Yasakethu, W.A.C. Fernando and A. Kondoz, "^Rate Controlling in Off Line 3D Video 
Coding Using Evolution Strategy"', IEEE Transactions on Consumer Electronics, vol. 55, no. 1, 
pp. 150-157, February 2009.
2. S.L.P. Yasakethu, W.A.C. Fernando, B. Kamohat and A. Kondoz, '‘Analyzing Perceptual 
Attributes o f 3D Video”, IEEE Transactions on Consumer Electronics, vol. 55, no. 2, pp. 864- 
872, May 2009.
3. S.L.P. Yasakethu, C.T.E.R. Hewage, W.A.C. Fernando, and A. Kondoz, "Quality Analysis for  
3D Video Using 2D Video Quality Models”, IEEE Transactions on Consumer Electronics, vol. 54, 
no. 4, pp. 1969-1977, November 2008.
4. S.L.P. Yasakethu, W.A.C. Fernando and A. Kondoz, "Evolution strategy based rate 
controlling for offline video coding”, lET Electronic letters, vol. 45, no. 4, pp. 204-205, February 
2009.
5. S.L.P. Yasakethu, D.V.S.X. De Silva, W.A.C. Fernando, and A. Kondoz, "Predicting 
sensation o f depth in 3D video”, BET Electronic letters, vol. 46, no. 12, pp 837-839, June 2010.
6. S.L.P. Yasakethu, D.V.S.X. De Silva, W.A.C. Fernando, and A. Kondoz, "A Perceptual 
Quality Model for 3D Video”, Submitted for BEEE Transaction on Broadcasting, July 2010.
7. D.V.S.X. De Silva, W.A.C. Fernando and S.L.P. Yasakethu, "Object based coding o f the 
depth maps fo r 3D video coding”, BEEE Transactions on Consumer Electronics, vol. 55, no. 3, 
pp. 1699-1706, August 2009.
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Conference publications:
8. S.L.P. Yasakethu, W.A.C. Fernando, S. Adedoyin and A. Kondoz, “A Rate Control Technique 
for H.264/AVC Using Subjective Quality o f 2D/3D Video”, Proceedings of ICCE, Las Vegas, 
USA, January 2009.
9. D.V.S.X. De Silva, , W.A.C. Fernando, S.T. Worrall, S.L.P. Yasakethu and A. Kondoz, "Just 
Noticeable Difference in Depth Model for Stereoscopic 3D Displays”, Proceedings of IEEE 
International Conference on Multimedia & Expo, Singapore, July 2010.
Other publications in conjunction with the research are given below:
Journal publications:
10. S.L.P. Yasakethu, W.A.R.J. Weerakkody, W.A.C. Fernando, F. Pereira, A. Kondoz. "An 
Improved Decoding Algorithm for DVC over Multipath Error Prone Wireless Channels”, IEEE 
Transactions on Circuits and Systems for Video Technology, vol. 19, no. 10, pp. 1543 -  1548, 
October 2009.
Conference publications:
11. S.L.P. Yasakethu, W.A.C. Fernando, M.B. Badem and A. Kondoz, "Quality Analysis o f Side 
Information Refinement in Transform-Based DVC”, Proceedings of ICIAfS 08, Colombo, Sri 
Lanka, December 2008.
12. S.L.P. Yasakethu, W.A.C. Fernando, M.B. Badem and A. Kondoz, "Efficient Decoding 
Algorithm for 3D Video Over Wireless Channels”, Submitted for ACM Workshop on 3D Video 
Processing (3DVP), Florence, Italy, October 2010.
13. M.B. Badem, W.A.C. Fernando, W.A.R.J. Weerakkody, S.L.P. Yasakethu and A. Kondoz, 
"Region-of-Activity Based Coding for Ti'ansform Domain DVC”, Proceedings of ICIAfS 08, 
Colombo, Sri Lanka, December 2008.
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1.6 Source Material
A number of test video sequences widely used in literature are considered as test material 
throughout the research. All colour-plus-depth based 3D video have the following format.
o Colour texture video: YUV 4:2:0 sub sampling format (same as 2D video).
o Depth map (depth video): Each of these depth images of the depth map stores depth
information as 8-bit gray values with the gray level 0 specifying the furthest value 
and the gray level 255 defining the closest value (see Figure 1-6 [13]).
o The near clipping plane (graylevel 255) defines the smallest metric depth value Z 
that can be represented in the particular depth-image. Accordingly, the far clipping 
plane Zfar (graylevel 0) defines the largest representable metric depth value.
Figure 1-6; Data representation for colour-plus-depth based 3D video
The appropriate test sequences are selected, considering different motion characteristics, for each 
test case considered. Colour-plus-depth based sequences frequently used throughout the research 
are shown below.
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Frame 0 Frame 30 Frame 60
"OrbV" test sequence: created to use in Advanced Three-dimensional Television System 
Technologies (ATTEST) project [14]. Contains: medium to high motion/texture variation and 
parallel camera motion.
Frame 0 Frame 30 Frame 60
"Interview” test video sequence: created to use in Advanced Three-dimensional Television 
System Technologies (ATTEST) project [14]. Contains: low motion/texture variation with static 
camera.
13
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Frame 0 Frame 30 Frame 60
"Breakdancers” test sequence: produced by Microsoft Research [15]. Contains: high motion/texture 
variation with static camera.
V ' i
Frame 0 Frame 30 Frame 60
"RoomSD” test sequence: Produced by the 3DTV Network of Excellence project [16]. Contains: 
medium to high motion/texture variation and Z-direction (depth direction) camera motion.
Figure 1-7: Frequently used colour-plus-depth based 3D video sequences
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Additional colour-plus-depth 3D sequences used for subjective analysis in chapter 4 and 2D video 
content used for simulations in chapter 3 are given in Appendix A.
1.7 Structure of the Thesis
This thesis consists of 6 chapters and the rest of the thesis is structured as follows.
The second chapter presents technical review of video communication in general, the underlying 
principles of digital video communications and aspects of 3D video, followed by brief discussions 
on transmission, display technologies and quality assessment of 3D video. Then the next chapter 
discusses a novel proposal to design a perceptual quality based rate controlling algorithm for off 
line 3D and 2D video coding by using the perceptual quality of the encoded video, replacing the 
commonly used algorithms based on simple statistical measures which fails to accurately predict 
the perception of HVS. The fourth chapter presents a novel quality assessment framework to 
predict the 3D perception by modelling major perceptual attributes of 3D video. The proposed 
framework is capable of separately evaluating image and depth quality attributes of 3D video. 
Finally a compound quality model is designed by identifying the relative importance of perceptual 
attributes with respect to content characteristics of 3D video. Performance of the proposed 
compound model is validated for both compression and transmission artefacts with extensive 
subjective testing. The fifth chapter introduces a perceptual quality based Joint Source Channel 
Coding (JSCC) approach for a mobile WiMAX based Rayleigh fading channel to effectively 
control the affects of both source and channel distortions, subject to different channel conditions 
and transmission limitations. The last chapter summarizes the technical contribution of this thesis 
and gives concluding remarks. Finally, some recommendations for future work are proposed.
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Chapter 2
2 Literature Review
This chapter presents an overview of the existing technologies that this research is built upon, 
starting with some fundamental principles of digital video signals and video communications. 
Then the discussion is extended to 3D video principles and the underlying base of end-to-end 3D 
video communications. An overview of the currently available 3D content, transmission 
mechanisms and display technologies are discussed followed by a review of quality evaluation 
methodologies in 3D research.
2.1 Digital Video
Before understating 3D video and video communication related aspects, it is essential to present a 
few vital concepts and terminologies that are associated with digital video. Digital video is a 
technology that can be utilized effectively and manipulated much easily than the old analogue 
technology. Moreover, its digital format makes it appropriate for a wide range of services such as 
electronic-mail (e-mail), BPTV (Internet Protocol Television), digital cinema and video messages 
over mobile handsets. This section presents an overview of video colour components and frame 
formats for a better understanding of digital video.
2.1.1 Video Colour Components
A colour signal derived from a camera while capturing scenes, has three main components 
notably red, green and blue, denoted by R, G and B. In order to be compatible with black and 
white video signal processing and based on the high correlation of the R, G and B components, the 
RGB signals are converted into a new colour space, which is a function of luminance and two 
chrominance components. In the well known, PAL (Phase Alternate Line) encoding system, 
colour space is represented by YUV where Y represents the luminance (brightness) and U and V 
represents the clirominance (colour) components. These R ’G’B" to YUV colour space conversion 
can be computed by the matrix transformation presented in (2.1). (gamma corrected RGB is 
denoted by R 'G ’B’) [17].
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Y 1
256
76.544 150.272 29.184 R '
U -37 .632  -76.288 111.616 G'
V 157.44 -131.84 -25 .6 B '
(2.1)
For the digital video and photography systems, the ITU-R, Recommendation BT.601 (formerly 
known as CCIR-601[18]) has defined a FQC, colour system which is slightly different from the 
above equations, where Y is the luminance component and Q  and C,. are defined as the blue- 
difference and red-difference colour components respectively. YUV is often used as the term for 
YChCr. However, they are different formats. YUV is an analogue system with scale factors 
different from the digital FQC,. system [19]. According to the CCIR-601 recommendation, the 
below matrix transformation is used to convert the R ’G’B ’ colour signal to the YC^C,. colour 
format. This allows for a range limiting of the Y component to 16-235 quantum levels, and 
chrominance component distributions based around 128, with a range of 16-240.
" Y '~ 1
256
6 5 J3 8 129.057 25.064 " " a " 16"
-37.945 -74 .494 112.439 G ' + 128 (Z2)
112.439 -94 .154 -18.285 B ' 128
2.1.2 Video Format and Display Scanning
A digital video sequence is characterised by varieties of continuous still images acquired by a 
camera with a specific frame rate which is usually indicated by frames per second (fps). Image 
formats that are applied for digital video signals differ significantly based on the specifications of 
the applications. For instance, video conferencing and video telephony mostly require a low 
degree of resolution, however high definition television requires a larger frame size with higher 
luminance and chrominance resolution. In order to attain these distinct and numerous 
requirements, a series of video frame formats are defined.
2.1.2.1 Video Frame Formats
The entire frame format defines a number of parameters which defines the spatial resolution for 
the luminance and also the chiominance components and the temporal resolution (frame rate). 
The specifications of common video frame formats are disclosed below in Table 2-1.
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Table 2-1: Some common digital video frame formats
Frame format Spatial resolution (width X height)
Frame rate 
[fps] Frame type
QCIF 176 X 144 15, 25, 30 Progressive
GIF 352 X 288 15, 25, 30 Progressive
SIF 352 X 240 30 Progressive352 X 288 25 Progressive
ITU Rec. BT.601 720 X 480 30 Interlaced
(Standard Definition) 720 X576 25 Interlaced
ITU Rec. BT.709 
(High Definition)
1280 X720 
1920 X 1080 
1920 X 1080
24,25,30,50,60
25,30
24,25,30
Progressive
Interlaced
Progressive
N.B: where QCIF denotes: Quarter Common Intermediate Format, CIF denotes; Common 
Intermediate Format and SIF denotes; Source Input Format.
The resolution of the luminance signal is mostly larger in comparison to the resolution of the 
chrominance signal which is influenced by the nature of human visual perception. The 
relationship between the resolution of chrominance and the luminance signal is defined according 
to the percentage of each chrominance component resolution with reference to the luminance 
resolution in both the horizontal and vertical directions. Table 2-2 explains the foregoing image 
formats.
Table 2-2: Frame formats - chrominance resolution as a percentage of luminance resolution
Image format Horizontal [%] Vertical [%]
4:4:4 100 100
4:2:2 50 100
4:2:0 50 50
4:1:1 25 100
1 8
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The research discussed in this thesis utilises standard test sequences (i.e. 2D sequences and colour 
texture sequences of the colour-plus-depth 3D video representation) with 4:2:0 subsampling 
format. In this format, Q  and Cr are each subsampled at a factor of two both horizontally and 
vertically. Sampling pattern of 4:2:0 and other image formats, described in Table 2-2, are 
illustrated in Figure 2-1 [17].
o  o o  o O l l O O O
11 11
o  o o  o O A I O O O
o  o o  o O A I O O O
11 11
o  o o  o O A I O O O
(a) 4:2:0 image format (b) 4:1:1 image format
O l l O O l l O O A I O  AI O A I O  AI
O l i o O l l O
O l l O O l l O O A I O A I O A I O A I
O l l O O l l O O A I O A I O A I O A I
(c) 4:2:2 image format (d) 4:4:4 image format
O  Y pixel I C b  pixel A C r  pixel 
Figure 2-1: Sampling patterns of different image formats
2.1.2.2 Display Scanning
Progressive and interlaced are two scanning techniques utilized for displaying, transmitting or 
storing of video signals. The progressive (or non-interlaced) frame type is depicted as a frame that 
is produced by a single scanning of a picture, while the interlaced frame type is a single video 
frame divided into two interlaced fields and two consecutive frames which are formed by 
alternate fields. This implies that a bit rate of the interlaced frame is reduced by half when 
compared to that of the progressive frame. Interlacing is an effective method to attain a good
19
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visual quality within the shortcomings of a narrow bandwidth. Scanning fields in the interlaced 
and progressive frames are explained in Figure 2-2.
Field 1 Field 2
(a) Progressive scan (b) Interlaced scan
Figure 2-2: Progressive and interlaced frames
2.2 Elements of Video Communications System
The fundamental elements of a typical video communication system are illustrated in Figure 2-3. 
The source produces an original, uncompressed signal that will be ultimately absorbed by the sink 
at the receiver side. The original video is mainly compressed through a source encoder which 
allows for the reduction in data rate. Subsequently to protect the compressed data from the 
channel noise, additional bits are added into a compressed video data stream through a channel 
encoder. Finally, the digital modulator transforms the encoded binary sequence at the output of 
the channel encoder to produce signal waveforms (modulated signal) before transmitting across 
the communication channel. Transmission impairments such as noise, attenuation, interference 
and fading change the transmitted signal, leading to errors at the receiver. At the receiver side, the 
demodulator provides a decision on the received signal waveforms which culminates into a data 
bit stream. The output data bit stream, which flows from the demodulator, transfers the data 
through a channel decoder for error detection and correction. Received signal is corrected 
according to the error correcting capability of the channel decoder. Finally at the video decoder, 
error concealment techniques are utilized to reconstruct the original signal. Further explanations 
of each element are discussed in the following sections.
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Channel
Channel
encoder
Source
decoder
Channel
decoder Demodulator
ModulatorSourceencoder
Figure 2-3: Elements of video communication systems
2.2.1 Video Source Coding
In most cases, video sequences exhibit a significant correlation both among consecutive video 
frames and within the frame itself. The aforementioned correlation is often referred to as 
redundant information. By exploiting the redundant information, in the video signal, in space and 
time domains, original, uncompressed data could be significantly compressed in order to store or 
transmit video data efficiently. To reduce the redundancy in a video signal, in most video codecs 
the video compression process is mainly composed of three major operation types, namely, spatial 
redundancy reduction, temporal redundancy reduction and variable length coding. In the 
following sections, frame structure of a video signal and each of the above operations are 
discussed.
2.2.1.1 Frame Structure
A frame is partitioned into fixed size macroblocks that covers a rectangular area of 16x16 pixels 
of the luma component (T) and 8x8 pixels of each of the two chroma components (Q  and Q ) 
[20]. The macroblock structure for a QCIF format is illustrated in Figure 2-4. This structure of 
macroblock partitioning has been adopted in all previous ITU-T video coding standards since 
H.261 [21]. Macroblocks are considered as basic building blocks for which the video decoding 
process is defined. Slices aie defined as a self contained sequence of macroblocks, in the sense 
that it can be independently decoded without the use of data from the other slices.
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Figure 2-4: Macroblock structure of the QCIF frame
2.2.1.2 Spatial Redundancy Reduction
Spatial redundancy reduction is said to reduce redundancy among pixels that are within the same 
frame. High spatial redundancy operation takes place when the pixels within the frame introduces 
a high degree of similarity, for instance, tliis occurs in an image of sea water. Common and 
effective transform coding techniques utilized for reducing spatial redundancy can be identified as 
Discrete Cosine Transform (DCT) [22] and Wavelet Transform (WT) [23]. The DCT is utilized in 
image and video coding standards such as Joint Photographic Experts Group (JPEG) image 
compression [24], Motion JPEG (MJPEG), or Moving Picture Experts Group (MPEG) video 
compression. However, it must be noted that the DCT is a block based transformation and is 
known to blocking artefacts, which leads to the discontinuity in the image. This mostly occurs at a 
low bit rate encoding. Another form of transform coding is the WT, which is commonly used in 
recent years due to the fact that it provides better performance than the DCT at low bit rates where 
blocking artefact is crucial. The application of the WT is notable in JPEG2000 [25].
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From the perspective of transform coding, pixels within a picture are at first mapped into a 
transform domain. This implies that natural images mostly have a strong correlation among 
neighbouring pixels, which means that if they are changed into the frequency domain, most of the 
image energy is predominantly located at the low frequency region. The overall discourse implies 
that only few transform coefficients can be utilized for presenting most of the image energy. The 
human visual system (HVS) however depicts the human eyes as insensitive to coefficients at a 
high frequency region. In the lossy video compression, significant compression gain can be 
attained by the removal of insignificant coefficients which are normally found at the high 
frequency regions, which contain a reduced amount of image energy. However the actual 
compression is not achieved through transform coding. It is the quantization and run length 
coding of the transform coefficients that lead to compression. By exploiting the characteristics of 
HVS, high frequency coefficients can be coarsely quantized to gain greater bit rate reduction. Run 
length encoding is a very simple form of data compression in which the consecutive occurrence of 
a data element are stored as a single data value with its count, rather than as the original run. This 
is useful for compression of data which contain many appearances of the same data value.
2.2.1.3 Temporal Redundancy Reduction
An absence of activity within the scene, paves way for a high degree of similarity among 
consecutive frames. Temporal redundancy can be reduced mainly by removing the similarity 
between a current frame and a reference frame. This is called ‘interframe’ coding. During the 
early days of video encoding, temporal redundancy was simply removed by subtracting the 
current frame from the reference frame. To achieve the requirements of random access to the 
stored video while exploring the maximum temporal redundancy reduction, three types of frames 
are defined in the MPEG standard [26]: intra pictures (I-frames), unidirectional predicted pictures 
(P-frames), and bidirectional interpolated pictures (B-frames). The Group Of Pictures (GOP) is a 
group of successive pictures which specifies the order in which the frames are arranged. Intra 
frame coding (I) exploits the spatial correlations within the frame and provides random access 
points with a moderate compression, where as unidirectional (P) and bidirectional coding (B) 
exploits the temporal correlations with the reference frame(s). P frames are coded with reference 
to a previous frame, which can be either an I or P frame. B frames are intended to be compressed 
to a low bit rate, using botli the previous and future references. The B pictures are not used as the 
references. A typical GOP structure is illustrated in Figure 2-5.
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Frames
Motion
predictions
Figure 2-5: GOP structure
In modern video codecs like MPEG-4 and H.264, block based motion compensation is utilized for 
reducing the temporal redundancy. The motion compensation is a crucial part of the inter-frame 
coding process, which intends to locally model the current picture as a translation of the pictures 
of some previous time. In order to carry out motion compensation, first, the motion of the moving 
objects has to be estimated. In general, block matching algorithm is used in all the standard video 
codecs for motion estimation [17]. Typically, a picture is divided into square blocks of N \  N 
pixels, called a macroblock. Each macroblock is matched against a corresponding block, in a 
previous or future frame, at the same coordinates within a square window of width + 2w (Figure 
2-6 [17]). w denotes the maximum motion displacement of pixels per frame. The best match on 
the basis of a matching criterion, which measures the mismatch between the reference and the 
current block, yields the corresponding motion vector. Typically used matching functions are 
given below.
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N+2m>
N\N block in the 
current frame
(m,n)
(m+i,n+j)
— I
Search window in 
the previous frame
(N\N) block under the search in
the previous frame, shifted by ij
Figure 2-6: Current and previous frames in a search window
Mean squared error (MSE):
^  m =0 n =0
W (2.3)
Mean absolute error (MAE):
+ n + j)\, -  w < i, j  <
A  m=0 n=0
W (2.4)
Where f (m ,n )  represents the current macroblock of pixels at coordinates (m,n) and 
g(m  + i,n  + j )  represents the corresponding block in the previous or future frame at new 
coordinates (m + i,n  + j ) . At the best matched position of i = a and j  = b (at which the 
distortion is minimum), the motion vector M V (a,b), represents the displacement of all the pixels 
within the macroblock.
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2.2.1.4 Variable Length Coding
For further bit rate reduction, motion vector coordinates and transform coefficients are variable 
length coded (VLC) at the video encoder, VLC signifies a lossless data compression scheme 
where a unique prefix code is assigned to each data symbol that occurs at the encoder. VLC 
encoders then compress the data by replacing each data symbol by the corresponding variable 
length prefix code word. The length of the code word is determined by the probability of the 
symbol occurrence. In VLC, the length of each codeword is proportional to the negative logarithm 
of the probability. Thus long code words are assigned to the less probable data symbols and short 
code words to the highly probable ones. According to Shannon's theorem, entropy H(X) of the 
symbols defines the minimum average bits required to code the source symbols and are calculated 
as follows:
(2.5)
Pi and i denotes the probability of symbol occurrence and symbol index respectively.
The common entropy coding techniques applied in most standard video codecs are mainly, 
Huffman code and Arithmetic code. In order to prevent a long codeword, the modified Huffman 
code is applied in the JPEG. Other varieties or forms of Huffman code are two dimensional and 
three-dimensional Huffman codes, which are applied in H.261 [21] and H.263 [27] respectively. 
Huffman code could however attain optimum performance when the data symbol occurrence 
probability is an integer power of V2. However, in terms of the arithmetic coding, it represents 
each data symbol by a fractional value n, where 0 < n < 1. Arithmetic coding is used for VLC in 
powerful codecs like H.264/AVC.
2.2.2 Channel Coding
Channel coding is utilized to protect the transmitted signals from channel noise, fading and other 
transmission impairments in most practical wireless communication networks, whereby the sender 
adds redundant data to its original information. This allows the receiver to detect and correct 
errors (within some bound) without the need to ask the sender for additional data. The advantages 
of channel coding over error control methods such as ARQ (Automatic Repeat Request) aie that a 
feedback channel is not required and retransmission of data can often be avoided. Thus channel 
coding is applied mostly for delay sensitive data, where retransmissions are not possible. In the 
channel coding, the trade off between the degrees of protection and the amount of overhead bits
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needs to be determined. In order to maximise the performance of video communication systems, it 
is important that the degree of protection should be considered in line with the channel conditions.
The two main categories of channel codes are block codes and convolutional codes. Block codes 
work on predetermined fixed size blocks of bits or symbols and the output is only dependent on 
the current input bits. The common block codes are Reed-Solomon [28], Golay [29] Bose and 
Ray-Chaudhuri (BCH) [30], and Hamming codes. Convolutional codes work on bit or symbol 
streams of arbitrary length. The distinction between block codes and convolutional codes is based 
on the fact that the output of convolutional codes is dependent not only on the present input bits 
but also on the previous information bits. However, both channel code types possess a codeword 
that is composed of systematic (information) bits and non-systematic (parity) bits. The structure 
of the codeword is illustrated in Figure 2-7, n and k denotes the length of codeword and length of 
information bits respectively. The length of parity bits is p = n -  k. This code is represented as an 
{n, k) code, where the ratio k/n is termed as the coding rate.
n
Information bits (k) Parity bits (p)
Figure 2-7: Codeword structure
2.2.3 Modulation and Demodulation
In digital communications, modulation is the process of conveying a message signal, such as a 
digital bit stream or an analogue signal, inside another signal that can be physically transmitted. 
The aim of digital modulation is to transfer a digital bit stream over an analogue channel. Digital 
modulation provides more information capacity, high data security and compatibility with digital 
data services. In order to transmit the data over a physical channel, first, a carrier is generated at 
the transmitter. Next, the carrier is modulated with the information to be transmitted. Finally, at 
the receiver, the signal is detected and demodulated, ASK (Amplitude Shift Keying: amplitude of 
the signal is modified), FSK (Frequency Shift Keying: frequency of the signal is modified), PSK 
(Phase Shift Keying: phase of the signal is modified) and QAM (Quadrature Amplitude
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Modulation: both phase and amplitude of the signal is modified) are the most fundamental digital 
modulation techniques utilized: In digital communication systems, both the modulator (at the 
transmitter) and the demodulator (at the receiver) are designed to perform inverse operations.
2.3 Stereoscopic Video
The word "stereo" comes from the Greek word "stereos" which means firm or solid [31]. 
Stereoscopic vision enables us to visualize an object in three spatial dimensions, height, width and 
depth. Stereoscopic vision involves the use of both eyes. When we focus on an object, each eye 
captures its own view and is slightly different from the other. Left and right eyes tend to see a 
little more of the left side and right side of the object respectively. These views are then fused in 
the virtual cortex of the human brain to recognize the depth of the object (see Figure 2-8). 
Similarly, in 3D display systems two slightly different perspective views of a 3D scene are 
reproduced simultaneously on a joint image plane [13]. These left and right views are processed 
by the brain and the two views are fused into a single 3D percept (see Figure 2-9) [13].
Human visual system interprets depth in sensed objects using different depth information known 
as depth cues. According to [32] [33], depth cues can be categorized to physiological and 
psychological information. Some of these cues require both eyes to be open (binocular) and others 
are available also when looking at objects with only one open eye (monocular). In the real world 
the human visual system automatically uses all available depth cues to determine distances 
between objects. More information on visual perception of depth and different depth cues are 
discussed in chapter 5.
(a) Left and right eye’s view of the object »» '"ese views to a single 3D^ ■> percept
Figure 2-8: niustration of stereo vision
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Figure 2-9: Binocular depth reproduction on a 3D display
2.4 3D Video Communications
Expansion of real time visual communications to the third dimension has been the vision over 
decades. Three dimensional (3D) video are distinct from two dimensional (2D) video in the view 
that it also stands for depth information. 3D video intends to reproduce real-word sceneries as 
viewed by the human eyes. It paves way for a “state of being there” or “being immersed” sense to 
the observers. Consumer demand for more exciting and impressive perception of multimedia 
contents is a major driving force that dominates the dynamics of consumer electronics in the 
modern market. 3D consumers will be more satisfied with immersive video instead of the 
computer generated 3D graphics. Moreover, high demand for consumer electronic devices, in 
return leads to more technological innovations. Achievements in visual technologies and 
application driven demand have created an increasing interest in 3D video during the recent past. 
However, limitations in perceptual quality and user satisfaction have hindered the development of 
3D consumer mass markets to date.
Recent technological advancements noticeable in 3D video capture, compression, transmission 
and display, pave the way for new immersive video applications to the consumer market at a more 
affordable cost. Therefore, immersive applications will not only be limited to games industry or 
special cinema theatres, but also will be made available to the general public via the existing 
technological infrastructure within a foreseeable time period. However, scientific challenges in 
this field are manifold. A broad classification of 3D video capture alongside potential application 
scenarios are given in [34]. Three dimensional televisions (3DTV) have received significant
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attention in this modern era with its potential of capturing a large portion of the consumer 
electronics market in the near future. However, the technology is yet to be matured up to the level 
of 2D video communication. Furthermore, most of the developments will be built resting on the 
existing architectures and methodologies for conventional 2D communication. The latest 3DTV 
broadcasting approach was proposed by the European Information Society Technologies (1ST) 
project ‘Advanced Three-Dimensional Television System Technologies’ (ATTEST), [35]. The 
3D representation used in this scenario is based on a monocular colour texture video and an 
associated per-pixel depth map (see Figure 1-6). Depth Image Based Rendering (DIBR) uses this 
colour texture video and its depth map to generate artificial stereoscopic views, one for each eye 
of a viewer. In order to support the colour-plus-depth representation of 3D video, several display 
types have been developed. Among the successful technologies produced recently, 
autostereoscopic display technologies can be identified as a significant development [36]. More 
information on 3D display technologies would be depicted in section 2.4.5.
The main functional components of end-to-end 3D media distribution flow are illustrated in 
Figure 2-10 and are discussed in the following sections. For a successful consumer accepted real 
time 3D media services, all the interconnected technologies and functional components form 
content capture to display, should work in harmony. At present, research is carried out covering 
the whole 3D video distribution chain, consisting of 3D capture, compression, transmission, 
rendering and single and multiple end user display technologies, for a variety of 3D video 
applications. Despite the fact that the preliminary developments of 3D video technologies are now 
in place, there are numerous open areas to be investigated in the course of 3D video reseaich. For 
instance, the ways and means of meeting the extensive demand for system resources, such as 
transmission bandwidth and storage, need to be addressed. The acceptance of a 3D video service 
depends largely on the extent of the users’ response towards the system. Thus, it is vital to have a 
clear understanding of the viewing experience of the 3D observer. As a result, the assessment of 
3D video quality is crucial since it is necessary to quantify the impacts of different system 
parameter settings, from capture to display, on the end user perceived quality. However, the 
evaluation of perceptual quality of 3D video is more challenging to that of 2D video due to the 
multi-dimensional attributes (e.g. image quality, depth quality and visual comfort) linked with 3D 
viewing. Furthermore, effective transmission techniques are necessary to improve the end-user 
perceptual quality and transmission reliability in 3D video transmission. This implies that much 
investigation is needed in order to deliver a maximum level of visual experience to the 3D 
observer under practical limitations such as bandwidth and storage. This thesis has dealt with 
some of the crucial issues mentioned above.
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2.4.1 3D Content Creation
Several techniques are used to generate 3D content including dual camera (Left and Right) 
configuration, depth rage cameras and 2D-to-3D conversion algorithms. Compared to content 
capturing technologies in literature, dual camera configuration is the simplest and most cost 
effective method to capture 3D content to date. Stereoscopic dual cameras make use of two 
separate monoscopic cameras to capture left and right view for each eye of the 3D observer. 
Furthermore rendering at receiver side is much easier due to the availability of two views. Two 
dual camera configurations are identified: parallel camera configuration and the converging 
camera configuration (also know as toed-in cameras) and are illustrated in Figure 2-11. Studies 
have shown that geometrical distortions such as depth plane curvature and keystone distortion can 
be avoided with the parallel camera configuration. However, with dual camera configuration more 
system resources, such as storage and transmission bandwidth, are required for the generated 3D 
content.
P ro je c tio n
pianos
(sc ro o n )^
le f t
left
eye
se p a ra tio n
righ tright
(a) Parallel cameras. (b) Converging cameras
Figure 2-11: Dual camera confîgurations
The newest addition to 3D content capturing techniques is the depth-range cameras. It is a 
conventional video camera enhanced with sensors, which captures the typical 2D image together 
with the corresponding depth map. The camera sensors measure the depth for each of the captured 
pixels using a principle called ''Time-Of-Flighf\ Depth-range cameras emit light pulses towards 
the real world scene and sense the reflected light from the object surfaces. This is illustrated in 
Figure 2-12 [37]. If the “Time-of-Flight” of the light pulse, measured from the camera and back
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to the camera, is T seconds and the speed of light pulse is V m/s, the distance (D) between the 
camera and the point of reflection is calculated as:
This is consequently registered and is used to produce the depth map. Depth map is a gray scale 
2D image where the pixel intensity represents the depth of each registered point of an object as a 
function of the image coordinates. A snapshot of a scene captured by a depth-rage camera is given 
in Figure 2-13. Depth map sequence has similar spatial and temporal characteristics to the 
corresponding colour texture image sequence. For typical 8 bit representation, gray value 0 
specifies the furthest value and 255 specifies the closest value with respect to the camera location. 
To facilitate the transformation of depth data representation to real metric depth values, the gray 
levels are normalized into two main depth clipping plains namely;
• The near clipping plane Z„e„r- the smallest metric depth value Z (gray level 255 for 8 bit 
representation)
• The far clipping plane Zfa/. the largest metric depth value Z (gray level 0)
In case of linear quantization of depth, the intermediate depth values can be calculated using (2.7) 
[37]. Z denotes the distance between the camera and the reflection point, v and n denotes the 
respective gray value and the number of bits used for gray value representation respectively.
 (2” - l ) ]  (2.7)
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Figure 2-12: Illustration of depth capture using depth-range cameras
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Regular colour texture image (8-bits Depth map ( 8-bit gray scale format)
YUV format)
Figure 2-13: The colour texture and depth images on Interview video sequence
Capturing techniques described above are utilized to directly generate the 3D content. 2D-to-3D 
conversion algorithms on the other hand are used to transform existing 2D content to 3D. This 
will enable large amount of current and past 2D media format to be viewed with a 3D effect. 2D- 
to-3D algorithms recover depth information by analyzing and processing the structure of 2D 
content [38]. Figure 2-14 shows the corresponding depth map of a conventional 2D image derived 
from a 2D-to-3D conversion algorithm. Varity of 2D-to-3D conversion algorithms are developed 
in literature [38] [39]. These algorithms make use of certain depth cues to produce the depth map. 
As a result this will only convert limited amount of monoscopic content into 3D. For this purpose, 
depth estimation techniques such as depth from motion and structure from motion are utilized
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[39]. However, it is difficult to determine which depth cue(s) is superb or vital for depth 
perception. Each depth cue has its own advantages and disadvantages. Therefore, novel intelligent 
2D-to-3D conversion algorithms are necessary to combine most effective depth cues in order to 
achieve a better 2D-to-3D conversion.
Figure 2-14: Product of a 2D-to-3D conversion algorithm 
2.4.2 3D Image Warping
Consider a video capturing system of two cameras and an arbitrary 3D point M at the world 
coordinates M  = [x ,y ,z ]^  and its projections on left and right views = [w,,v,,l] and
= [m^ , v^,l] respectively [40] to [42] (see Figure 2-15). The relationship between M, mi and m, 
are expressed as follows:
z,m, = K,R,M  + K,t, (2 .8)
z^m,. = K^R^M + K^t^ (2.9)
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Original scene at the world coordinates
Left view from left camera Right view from right camera
Figure 2-15: Left and right stereoscopic image pair
Where Z indicates the depth in each camera coordinate system and subscripts I and r denotes the 
parameters of left and right cameras respectively. 3 x 3  matrices Ki and Kr, defines the calibration 
properties and specific intrinsic parameters of cameras. R and t matrices define the extrinsic 
parameters of the cameras necessary to transform the 3D point M from the world coordinate 
system into the camera coordinate system. 3 x 3  matrix R represents the rotational properties, such 
as tilt, pan and roll along the axes x, y and z, of the cameras and 3 x 1 vector t defines the 
translational properties between the coordinate systems. Assuming that the coordinates of the left 
camera equals the world coordinates, (2.8) is simplified as follows:
Zitn, = K,M (2 .10)
and.
M  = z,K, ^m, (2 . 11)
36
Chapter 2. Literature Review
Substituting (2.11) into (2.9) gives the typical disparity equation, which defines the depth- 
dependent relationship between corresponding points in left and right images of the same 3D 
scene [43] [40].
= z,K^R^K, 'm, + K j  
The disparity relation can also be regarded as the “3D image warping” concept.
(2 . 12)
Conceptually, 3D image warping is used to create two virtual views, namely left and right, from a 
known reference image. This process can be described by the following 2-step procedure. Firstly, 
the original image points are re-projected into the 3D domain, utilizing the respective depth 
values. Thereafter, these intermediate space points are projected into the image plane of a virtual 
camera located at the required viewing position. The virtual view generation process is shown in 
Figure 2-16. For this purpose two virtual cameras are specified, which are separated by a 
horizontal distance of tc and is typically set to the distance between human eyes (i.e. between 2 .5  
to 3 inches). Zc is the convergence distance located at the zero parallax setting (ZPS) plane. The 
intrinsic parameters of the two virtual cameras are chosen to match the corresponding intrinsic 
camera parameters of the original camera except for the horizontal shift h of the respective 3D 
point. Therefore the relationship between the K matrices is as follows:
Z  A
ZPS ZPS
tc -►
Left virtual 
cam era
Reference
cam era
Right virtual 
camera
Figure 2-16: Virtual view generation process
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~0 0 4"
K i = K  + 0 0 0 (2.13)
0 0 0
and
" 0 0 K
K ,.= K  + 0 0 0 (2.14)
0 0 0
With regards to (2.10), if the world coordinates equals the coordinates of the original camera, the 
projection of 3D point M  with respect to the original camera coordinate system results in:
zm  = KM (2.15)
and
.-1M  = zm K '
Inserting (2.16) into (2.8) the yields the following relationship;
Zitn^  = zKiRiK~^m +
(2.16)
(2.17)
Taking into consideration the similarity of the coordinate systems, the rotational matrix R of the 
left virtual camera can be written as R ^ = R  = I . Therefore the term K^RiK"^ in (2.17) can be 
simplified as:
0 0 ht
0 0 0
0 0 0
(2.18)
Substituting the term K,RiK  ^ in (2.18), equation (2.17) can be rearranged as:
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m+ +  Kitt (2.19)
This can be further simplified by taking into consideration that the only non-zero translation 
component lies along the horizontal axis (i.e. Z = Z/) [40] [3]. Therefore (2.19) further reduces to:
K,t,= m + 0 4— —  W i t h  t j  =z 0
0 0
(2 .20)
Applying the same procedure to (2.9) to evaluate m,:
m.. = m  + with t.. = (2.21)
The horizontal translation ti and tr results to the half of the horizontal distance tc, with the direction 
of the movement given by:
h,i i fo r  left eye view) (2.22)
( /o r  right eye view) (2.23)
According to (2.20) and (2.21) 3D Warping can be used to create two virtual views from a known 
reference view with the availability of depth information. In colour-plus-depth based 3D 
representation, above procedure is used to generate two virtual views, for left and right eyes of the 
3D observer, from 2D colour texture video and the depth map sequence and is widely known as 
“Depth Image Based Rendering (DIBR)”.
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2.4.3 Comparison between Left-and-Right-View and Colour-plus-Depth 3D 
Representations
The colour-plus-depth 3D content is a promising representation for the future 3D video 
communications. Some advantages of colour-plus-depth representation over classical left-and- 
right-view 3D representation can be listed as follows:
The 2D-to-3D conversion algorithms can be used to generate more colour-plus-depth 3D 
content and increase the time availability of tremendous amount of current and present media 
in 2D format.
Depth map mostly contains low frequency components due to the smoothness characteristics 
of the real world shapes and objects. Therefore depth map and its corresponding colour 
texture video can be coded more efficiently, using existing video coding standards, than two 
2D monoscopic views (left-and-right) by eliminating the excessive redundancies in both 
spatial and temporal dimensions [44].
Due to the fact that left-and-right-views are created at the receiver side, different stereoscopic 
display specifications such as auto-stereoscopic and stereoscopic displays can be addressed 
easily by customising the rendering technology.
3D impression is associated with the amount of depth information rendered using the DIBR 
technique. Therefore, the viewer can adjust the depth of the 3D scene to suit his/her personal 
preferences and to minimize visual discomfort (e.g., eye strain and visual fatigue). This is 
similar to adjusting brightness and contrast in conventional television systems.
Unlike in left-and-right-view representation, the reduction of stereoscopic sensation due to 
photometrical asymmetries, such as contrast, brightness or colour, between left-and-right 
views will be eliminated as rendering utilizes the same reference image in colour-plus-depth 
3D representation.
This representation can be effectively used for 3D post processing. For instance, to enhance 
depth quality of the 3D content external objects can be added. In addition, it consents to a 
simple integration between real world objects and synthetic 3D objects [45].
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Although the colour-plus-depth 3D representation reveals several advantages, some disadvantages 
of this representation can also be identified.
• The end-user perceptual quality of the rendered left-and-right views rely on the accuracy of 
the per pixel values of the depth map. Thus the artefacts introduced by compression and 
transmission needs to be thoroughly analysed.
• The visible regions of the rendered left-and-right-views could occlude from its reference 
view. This phenomenon is recognized as disocclusion [46] and is an inherent problem in 
colour-plus-depth 3D representation. To minimize the affect of disocclusion different “hole- 
filling” algorithms are proposed in literature [44].
• DIBR needs to be implemented at the video decoder. Therefore additional processing power 
and memory are necessary at the receiver side compared to reconstruction of stereo views 
using the left-and-right 3D representation.
• Currently, colour-plus-depth 3D representation and DIBR are not matured enough to handle 
certain atmospheric effects, such as smoke and fog, and semi-transparent objects.
Today, the colour-plus-depth 3D representation is broadly used in research and standaidisation 
activities due to its adaptability and simplicity [47] to [49]. In this research several colour-plus- 
depth based 3D video sequences are used for simulations and subjective testing, as described in 
section 1 .6 .
2.4.4 3D Video Transmission
The significant and innovative developments in conununication network technologies, have paved 
way for a real-time 3D video transmission. 3D communication applications such as, 3D video 
streaming, video on demand (VOD) and 3DTV requires effective rate adaptive transmission 
schemes and signalling protocols to achieve a satisfactory level of 3D perception at the end user 
[50]. Prototype 3D video transmission systems and practical demonstrations have been 
implemented during the recent past [51] to [53]. However, the technology is yet to be matured up 
to the level of 2D video communication. Furthermore, most of the developments will be built 
resting on the existing architectures and methodologies for conventional 2D communication.
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With the advancement of digital broadcasting technologies, the possibilities of 3DTV 
transmission are further tested and necessary technologies (e.g. MPEG-2 Multi View Profile) are 
developed [37]. For instance, the integration of 3DTV with High Definition Television (HDTV) is 
studied in literature. Existing HDTV transmission infrastructure system is tested for separate 
transmission of left and right image sequences and side-by-side arrangement of left and right 
image sequences in [54] and [55] respectively. Colour-plus-depth 3D content is a promising 
representation for 3D video transmission, mainly due to its lesser requirement for bandwidth 
compared to the transmission of left-and-right-views. The latest 3DTV broadcasting approach was 
proposed by the European Information Society Technologies (1ST) project ‘Advanced Three- 
Dimensional Television System Technologies’ (ATTEST), [35]. For this broadcasting approach 
colour-plus-depth 3D representation is utilized. The concept of the ATTEST 3DTV can be 
separated into five sections: 3D content creation, 3D coding, transmission, virtual view synthesis 
and 3D display. At the coding part, monocular colour texture video is encoded by MPEG-2 and 
the depth information is encoded with more efficient codec such as MPEG-4. Subsequently, the 
encoded data streams are transmitted over digital video broadcasting (DVB) network. At the 
receiver, Depth Image Based Rendering (DIBR) technique is used to generate the virtual left-and- 
right-views for each eye of the 3D observer, from the received colour-plus-depth data streams. 
Finally views are synthesized and displayed by a 3D display. The conventional digital TV can 
display 2D colour texture video while depth information is ignored.
The functional blocks of a typical 3D video communication system based on colour-plus-depth 
representation is illustrated in Figure 2-17.
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Figure 2-17: Block diagram of the colour-plus-depth 3D video communication system
2.4.5 3D Display
3D display can be defined as a technology which is capable of producing two separate views for 
each eye such that the observers can view depth information of the 3D content. 3D displays are 
the last node of the 3D communication chain (see Figure 2-10) and are expected to reproduce the 
image sequences captured by the camera with a minimum loss of information. Most of the 
perceptual cues that the humans use to identify depth in real world are available through 2D 
projections, such as 2D images and videos. These cues include linear perspective, image size, 
occlusion and shades/shadows (a detailed description of depth cues are discussed in Chapter 4). 
Four cues that are missing from 2D media are as follows [36];
Stereo parallax: allows each eye to see a slightly different image to the other.
Movement parallax: allow us to see different angles of an object when we move our head. 
Convergence: both eyes converge to the region of interest.
Accommodation: focal length of the eyes’ lenses change to focus on the region of interest.
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All 3D display technologies provide at least stereo parallax. Stereoscopic and autostereoscopic 
displays are two types of displays widely used to present 3D media. These displays differ mainly 
on the technique used to produce the depth information in 3D representation.
2.4.5.1 Stereoscopic Displays
Stereoscopic displays are the most common type of 3D displays. These displays require the users 
to wear special glasses in order to filter the left and right views of an image for the respective eye. 
Since there is no requirement for an optimum observer viewing distance, stereoscopic displays are 
well suited for the 3D cinema or group presentations. However for 3DTV or 3D mobile 
applications it is practically difficult for the users to wear glasses every time they intend to use 
them. Technologies for stereoscopic displays include the usage of anaglyph, polarized and shutter 
glasses [561 (see Figure 2-18).
(a) Anaglyph glasses (b) Polarized glasses (c) Shutter glasses
Figure 2-18: Types of glasses
3D displays with anaglyph glasses
This technique includes a standard colour display combined with anaglyph glasses. Anaglyph 
glasses contain two coloured glasses to filter the left and right views to the each eyes of the 
observer. The main advantage of this method is that this does not require a special type of display. 
Any type of ordinary CRT display (Cathode Ray Tube) or LCD (Liquid Crystal Display) together 
with a pair of coloured glasses as shown in Figure 2-18 (a) could be used to produce the 3D 
percept. An example of an anaglyph image is shown in Figure 2-19 [57]. However, since the 
filtering is through coloured glasses, true colours of the images are not visible to the observer. 
This method was utilized in early stereoscopic cinemas. Prolonged usage of this technology is 
widely reported to cause visual discomfort, such as headaches.
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Figure 2-19: Anaglyph image
3D displays with polarized glasses
This method uses a pair of polarized glasses and a specially designed display to emit polarized 
light to the left and right eyes. Figure 2-20 [56] illustrates this phenomenon. When viewed with 
polarized glasses the PI polarized pixels are seen only by the left eye and P2 polarized pixels by 
the right. Polarized technology is becoming the norm for 3D cinema. However, the cost involved 
with the technology is more compared to the anaglyph method due to the equipment and the 
expertise required. Usage of polarized glasses proves to be more comfortable than the usage of 
anaglyph glasses. The main disadvantages of this design particularly for direct view LCD based 
displays is that, if the observer moves the head from the nominal viewing position, part of the 
adjacent view’s pixel might become visible resulting in crosstalk* [56]. This is due to the gap g 
between the LCD pixels and the polarizer layer of the substrate as shown in Figure 2-20.
* Cross talk occurs when a portion of one eye’s view is visible in the other eye. Consequently, the image 
can appear blurred or a second image appears (double images) in regions of the scene being viewed.
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Figure 2-20: Polarizer stereoscopic display principle
3D displays with shutter glasses
When using shutter glasses for 3D display, the display transmitter sends a timing signal to the 
synchronized glasses which alternatively darken one eye while the display transmits the 
perspective of the image for the other. The main disadvantage of this method is the flicker, which 
could cause eye strain unless the refresh rate is at least double the normal rate of the display.
2.4.5.2 Autostereoscopic Displays
Autostereoscopic displays provide the 3D effect without the need for any special viewing aids. 
The different views for each eye are produced by the display itself. The most common type of 
autostereoscopic displays uses parallax barriers or lenticular lenses for this purpose. Horizontal 
resolution of these displays is divided into two sets. One set contains the every second pixel 
columns and the second set contains the other pixel columns. Two views corresponding to the two 
sets of columns are produced, appropriately, to each eye of the observer. In the parallax barrier 
method, a mask constructed from a layer of hquid crystal is placed over the LCD [58]. When 
current passes tlirough the light barrier, it becomes transparent such that alternate pixels are 
visible to each eye. This is illustrated in Figure 2-21 (a) [58]. This allows the LCD to function as a 
conventional 2D display. Figure 2-21 (b) shows the mechanism behind lenticular technology, 
where an array of cylindrical lenses is used to direct light from alternative pixel columns to
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different viewing zones (left eye view and right eye view), allowing each eye to see a different 
view at an optimum distance. Autostereoscopic displays are more effective for singe user displays 
such as mobile phones [59] and game consoles [60], however, they are also used in multi user 
displays such as TVs and PC monitors [61].
Parallax Barrier
Ç >  Right
Left
Right
Left
(a) Parallax barrier method
Lenticular Leneleta
Right
Right
Pixels
(b) Lenticular lens method 
Figure 2-21: Autostereoscopic display techniques
The 42” Philips WOWvx autostereoscopic display used in the experiments uses multi-view 
lenticular lens technology [62] to produce 3D material with a maximum resolution of 1920x1080 
pixels and an optimum viewing distance of 3 meters. The display allows nine users to view the 3D 
content simultaneously. The input format to the display requires colour texture and depth map 
sequences to be arranged side-by-side and the display converts them to left and right image 
sequences using DIBR technique before displaying. Moreover, this display supports screen 
parallax enabling users to look around the scene objects.
The main disadvantage of autostereoscopic displays can be identified as the restrictions on 
number of viewers and their positions. This could be overcome by employing a head tracking 
device to identify the viewer’s location and to switch the images perceived by each eye 
accordingly. The cost of the autostereoscopic displays are still not at an affordable range for most 
of the consumers. In spite of the price, 3D capable television sets are now available in the market. 
Capitalizing the availability of 3D displays in the market a number of television broadcasters are 
gearing up to beam the 3D contents to the home audience.
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2.5 3D Video Quality Evaluations
Today, rapid technological advancements can be seen from video capture to display technologies 
covering the entire end-to-end 3D video delivery chain to provide a better quality of experience to 
the end user. The success of today’s 3D video services requires that the end users meet a 
satisfactory level of perceptual quality. The effects of different artefacts of these technologies on 
the perceptual aspects of 3D viewing are diverse in nature. Due to multi-dimensional attributes of 
3D video such as image quality, depth quality and visual comfort, it is currently difficult to 
evaluate the perceptual quality of 3D applications, services and the suitability of 3D video coding 
algorithms for compression and transmission, without resorting to full subjective tests. Therefore 
subjective test campaigns are widely carried out to understand the true perception of 3D 
representation [63]. Subjective quality evaluation methodology for stereoscopic television 
pictures is described in ITU-R BT.1438 recommendation [64]. Subjective evaluation procedures 
in this recommendation are based on the ITU-R BT.500.1I quality assessment recommendation 
for television pictures [65]. The main assessment methodologies considered in [64] and [65] are 
given in Table 2-3.
Table 2-3: Assessment methodologies for subjective testing
Assessment methodology Description
Double-Stimulus-Continuous-Quality-Scale 
(DSCQS) method.
Measure the quality of the processed (or 
distorted) video sequence compared to its 
undistorted reference (or original video 
sequence). The assessor provides a quality 
index for both processed and undistorted 
video sequences.
Single-Stimulus-Continuous-Quality-Scale . 
(SSCQS) method.
A single video is presented without its 
reference and the assessor provides a quality 
index individually for each video sequence in 
the stimulus set.
Tlireshold estimation method.
Series of video sequences are presented 
sequentially in time. The assessor is asked to 
assess the point at which impairment 
becomes visible.
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Stimulus comparison method.
Series of video sequences are presented 
sequentially in time. The assessor is asked to 
assign a relation between two consecutive 
video sequences.
In this thesis DSCQS and SSCQS methods are used for subjective assessment of 3D video as 
these methods are recommended by standardisation bodies for 3D video quality measurements 
and are widely utilised in 3D video research [6 6 ] [67] [37]. Presentation structure of test materials 
and the quality-rating scales for both DSCQS and SSCQS methods are illustrated in Figure 2-22 
and Figure 2-23 respectively. In of the DSCQS method, reference and processed videos are 
presented twice and the quality rating is calculated as the difference between the mean opinion 
scores (MOS) between the reference and the processed video sequence.
Tl T2 T3 T2 Tl T2 T3
//■
Vote
T4
a. DSCQS method
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T l T4
Vote
b. SSCQS method
Phases of presentation:
Tl = 10 seconds: Test sequence A
T2 = 3 seconds; Mid-gray B
T3 = 10 seconds: Test sequence B
T4 = 5-11 seconds: Mid-grey
Figure 2-22: Presentation structure of material
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Figure 2-23: Quality rating scale for subjective assessment (S/ refers to test sequence i)
Subjective evaluation test campaigns take longer time and effort to measure the quality using 
human observers. Moreover, it is difficult to build in these into automated quality assessment 
methodologies. This has some negative effects on the development and advancement of 3D video 
broadcasting technologies and new 3D services. Therefore the requirement of objective quality 
methodologies to predict the quality of 3D video is understandable. Objective 3D quality 
assessment is still far from being a mature research topic. Objective video quality assessment 
(both 3D and 2D) is generally classified as follows:
• Full-reference objective video quality assessment (FR)
• No-reference objective video quality assessment (NR)
• Reduced-reference objective video quality assessment (RR)
In FR video quality assessment it is assumed that the quality assessment technique has full access 
to both processed and the original undistorted version of the video sequence. The typical 
functioning of a FR assessment model is described in Figure 2-24 (a). In some cases, such as 
video quality evolution at the receiver side, FR methods may not be applicable as the reference 
video sequence is not available. On the other hand, NR video quality assessment uses only the 
information from the processed video to produce an objective quality score. These models do not
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have access to the reference video. However they use prior information about the distortions of 
the video sequence. For instance, they know the type of encoding scheme that was used, in order 
to look for codec-specific distortions, such as blockiness, blur, etc. Therefore, typically, NR 
quality models are designed for one or set of specific distortion types and are unlikely to 
generalise for assessing other types of distortions. NR quality assessment model is described in 
Figure 2-24 (b). RR video quality assessment provides a solution that lies between FR and NR 
assessment. In RR quality assessment certain features which are extracted from the reference 
video are available to the quality assessment model to evaluate the quality of the processed video. 
In a practical context of video quality assessment, these important features must be coded and 
transmitted with the compressed video produced by the encoder to the RR quality assessment 
model. In general, the extracted features are coded to a much lower data rate than the compressed 
video and are transmitted through a error free channel or in the same channel but with better 
protection (e.g. through error control coding) [68]. RR quality assessment is illustrated in Figure 
2-24 (c).
Reference video
Processed video
FR objective quality 
assessment model
Quality rating 
-►
(a) FR objective quality assessment model
Processed video Quality ratingDistortionpooling
Distortions 
measurement 
(blockiness, 
blur, e tc ...)
NR objective quality assessment model
Blockiness
Etc.
Blur
(b) NR objective quality assessment model
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Reference video Quality rating
Processed video
Feature
Extraction RR objective quality assessment model
(c) RR objective quality assessment model 
Figure 2-24: Objective quality assessment techniques
The goal of objective 3D video quality assessment research is to design effective models to 
automatically predict the quality attributes of 3D video. This will enable the service providers, 
developers and the standards organizations to rely on meaningful quality evaluation 
methodologies without resorting to full subjective tests. More information on currently available 
2D and 3D objective quality models are discussed in chapter 4 of this thesis.
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Chapter 3
3 Perceptual Quality based Rate Controlling
3.1 Introduction
With the advancement of digital technologies, analogue video communication and storage 
systems are being replaced with their digital counterparts. The digital video is robust enough to 
replicate and transmit almost perfectly and delicate enough to manipulate easily. However, 
excessive communication bandwidth requirement and the huge storage capacity requirement are 
the major drawbacks in digital video communication and storage technologies. As a result, 
numerous video coding techniques, such as MPEG-4 [69], H.263 [27] and H.264/AVC [3], have 
been developed to solve these problems. In order to reduce the bit rate, these encoding algorithms 
exploit the temporal and spatial correlations of the video sequences and the insensitivity of the 
HVS to losses in certain visual information. Subsequent to the development of these powerful 
video schemes, the community was benefited with a vast range of sophisticated applications. 
These include Video CDs (VCDs), Digital Versatile Discs (DVDs) and Blu Ray Discs (BD) 
carrying favourite movies and Digital Terrestrial Television Broadcasting (DTTB), Digital 
Satellite TV and Digital Cable TV carrying favourite television programs with enhanced audio 
and video Quality of Experience (QoE).
H.264/AVC [3] video compression scheme utilizes motion compensation, differential pulse code 
modulation and transform coding to perform compression with the help of quantization and 
variable length coding (VLC) [17]. The trivial problem of video encoders based on these is that 
their output bit rate fluctuates over the video sequence. This is due to the variation of statistical 
properties in the encoded video sequence and the different pictme types with different 
compression ratios. Even though Variable Bit Rate (VBR) applications can accommodate for such 
data rate deviations, for Constant Bit Rate (CBR) applications such as in video storage, bursty 
data rates cannot be tolerated. A First-In-First-Out (FIFO) buffer with a feed back mechanism at 
the encoder output is used to solve this problem. The buffer accepts the bursty encoded data 
stream and then produces a smooth data stream as its output. The encoder monitors the state of the
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buffer continuously through a feedback mechanism, according to which, the encoder adjusts the 
output data rate by controlling the quantization step size to prevent the buffer overflow or 
underflow errors. A number of authors have proposed improved algorithms to optimize the 
performance of the encoding phenomenon based on several rate distortion concepts [70] to [72]. 
These algorithms have concentrated on using statistical quality measurements for rate distortion 
optimizations. But it is a well known fact that simple statistical measurements such as Mean 
Average Difference (MAD) and Mean Square Error (MSE) do not necessarily accurately model 
perceptual quality due to their lack of correlations with the HVS characteristics [73]. Ultimately, 
when it comes to the QoE of the end-user, the visual quality of the encoded video sequence 
becomes the most significant feature. However, manipulating the quantization step size to control 
the data rate directly affects the perceived picture quality. For example, higher quantization step 
size will lead to a poor visual quality and vice versa. Therefore deciding on the best quantization 
parameters to maximize the perceived video quality subject to a targeted bit rate is a challenging 
problem. This chapter presents a novel rate-controlling algorithm based on Evolution Strategy 
(ES) for off-line H.264/AVC colour-plus-depth based 3D video encoding by considering the 
perceptual quality of the encoded video. The performance of the proposed algorithm is also tested 
for 2D video encoding.
3.2 Related Work
An overview on rate controlling techniques and Evolutionary Strategy are discussed in this 
section.
3.2.1 Rate Controlling Schemes
Rate control algorithms proposed by different authors can be categorized into two major 
categories based on whether they are predictive or pre-analytical.
In predictive rate control schemes, the value of the quantization parameter, mquant [74] is 
determined based on the buffer occupancy level. The value of mquant can be kept constant or 
change adaptively, but independent of the rate control, in order to improve the visual quality. One 
good example of a predictive rate control scheme is MPEG Test Model 5 (TM5) [75] in which bit 
rate is controlled by the value of mquant assigned to each macroblock. This algorithm has no 
particular mechanism to prevent buffer overflowing and underflowing. Hence the control may 
fail, especially when the buffer size is small. Another drawback in TM5 scheme is that tlie
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algorithm does not guarantee Video Buffer Verifier (VBV) [74] compliance. Therefore, resulting 
bit stream may have VBV overflows as well as underflows. These limitations justify the need of 
further research to formulate a better rate control algorithm.
In delayed-decision pre-analysis bit rate control schemes, quantization parameters are determined 
after analyzing one or more frames of the video sequence. Most of the researches on rate control 
belong to this category and most of them pre-analyse a single frame or a GOP. For the single 
frame delay case, measuring the frame block activities from the current frame before it is 
encoded, rather than depending on the value calculated for the previous picture, can directly 
improve the TM5 [75] algorithm.
The objective of the bit rate optimization in the context of video coding is to encode the video 
sequence with the maximum possible decoded video quality under the given bit budget. Various 
techniques have been proposed to solve this problem. In [72] [76] Lagrange and minimax 
techniques are proposed to get the optimum picture quality. However, the major disadvantage of 
these techniques is the sub-optimality in the bit rate-picture quality trade off. Even though the true 
global optimal performances can be obtained with the trellis-based algorithm proposed by [77], its 
usage is extremely limited due to the heavy coding complexity of the algorithm since it traverses 
all the quantization steps.
3.2.2 Rate Controlling in H.264/AVC
Rate controlling is not a part of the H.264 standard [3], but the standard group has issued non- 
normative guidance to aid in implementation. In H.264/AVC JM reference software, Q2 rate 
control algorithm is used to dynamically adjust encoder parameters to achieve a targeted bit rate 
[78] [79]. It allocates bit budget for each GOP, individual picture and sub-picture in a video 
sequence. Block based hybrid video coding schemes such as H.264 and MPEG-4 are considered 
to be lossy processes. They try to achieve compression not only by removing the redundant 
temporal and spatial information from the video sequence, but also attempt to make quality 
compromises in ways that would have minimum effects on perceived quality. In particular, the 
quantization parameter (QP), also known as the step size, regulates the amount of spatial detail 
retained. For instance, when QP is small, much of the information is saved and when QP is large, 
much of the information is discarded to reduce the bit rate at the cost of increased distortion. 
Therefore the decision on which the trade-off between the visual quality of the encoded video 
sequence and its encoded bit rate plays a significant role when comes to video applications.
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Open loop, variable bit rate encoding mechanism is illustrated in Figure 3-1. The uncompressed 
video and the QP value are supplied by the user. As the source video is encoded, a fairly constant 
quality output sequence is obtained, but the bit rate may vary dramatically. This is due to the 
complexity of the picture being continually changed in a real video sequence. But in reality 
constrains such as network bandwidth, decoder buffer size and storage capacity forces the video 
to be encoded at a more nearly constant bit rate. Closed loop rate control mechanism used for 
such constant bit rate applications is shown in Figure 3-2. To achieve a more or less constant bit 
rate, QP values must be dynamically varied based upon estimates of the source complexity such 
that each picture gets an appropriate amount of bits to work with. Therefore, rather than 
specifying a QP value at the input, the user specifies the target bit rate of the application.
Uncompressed video
Encoder
Compressed video 
-►
Bit rate
Figure 3-1: Open loop encoding mechanism
Uncompressed video Compressed video  ►
Bit rateQPComplexity
estimate
Demanded bit rate
Rate Controller
Encoder
Figure 3-2: Close loop rate control mechanism
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The heart of the rate-controlling algorithm is the evaluation of the relationship between QP, bit 
rate and the encoding complexity. Since the QP can only influence the information carried in the 
residual, the bits and the complexity terms are only associated with the residuals. To evaluate the 
above relation, MAD of the prediction error is used for the encoding complexity [78] [79]. MAD 
is defined as shown in equation (3.1), where i and j  refers to the pixel locations of the image. M 
and N define the image resolution.
MAD = —-— y 'l  residuaL I = —-— V I source,, -  prediction,, I n  n
The rate control algorithm uses the MAD value and evaluates the residual bits as shown by 
equation (3.2).
ResidualBits = ~C,-xMAD~ + Q xM A D ' (3.2)
The coefficients Ci and C2 are estimated empirically, by providing hooks in the encoder for 
extracting the residual coefficients. Having established the model shown in equation (3.2), after 
determining the target amount of ResidualBits, the QP value needed for encoding could be 
evaluated.
3.2.3 Evolutionary Strategies
Evolutionary Computation (EC) theories were developed originally from observing natural 
evolution of life form. Because of this, the terminology surrounding the field of EC is full of 
analogies with natural evolutionary process. It was particularly from Darwin’s theories [80] that 
the best techniques regarding the optimization, modelling and the control of unknown processes 
were developed. EC has long been exploited in the video-coding field. A very well known form of 
EC called Genetic Algorithm (GA) was used to perform image registration as pait of a larger 
Digital Subtraction Angiography (DAS) system [81]. Subsequently, GA search algorithm has 
been applied for motion estimation [82] [83]. Hardware implementation of Four-Step genetic 
search algorithm was proposed in [82].
Similarly, Evolutionary Strategies (ES) were developed to solve complex optimisation problems 
by Rechenberg and Schwefel in the I960’s. It employs simple algorithmatic methods based on 
adding random noise to each solution. Due to Schwefel’s research, a commonly based method
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was created which used a mutation mechanism that employs adding a number from a Gaussian 
distributed curve with expectation of zero mean and a given variance. Rechenberg further 
developed the algorithm introducing the (1+1) [84], which later transitioned to the (p+l). This 
notation characterizes the selection mechanism, where the best individuals out of the union of 
parents and offspring survive.
In general ES algorithms are used to find a “good enough” or an acceptable solution to 
engineering problems, where as GA are used to find “the best” or the optimum solution. 
Therefore, ES algorithms are much faster than GA, Due to the limitations of sensitivity of the 
HVS, good enough solutions are adequate for research problems in the area of video coding. ES 
algorithms have been widely used to solve problems effectively, in the area of video coding 
[85] to [89]. In this study, a novel perceptual quality based rate controlling technique based on ES 
is proposed.
3.3 Proposed Technique
Ultimately, most pictures, still or moving, are meant to be viewed by people. Accordingly, image 
processing, transmission, or synthesis systems should be tailored to the properties of human visual 
perception. When it comes to visual experience of video applications, viewers do not bother about 
how the application is prepared, they are more concerned about the level of visual quality that 
they perceive. Therefore, the decision on the trade-off between the visual quality of the encoded 
video sequence and its encoded bit rate plays a significant role when CBR video applications are 
considered. But currently used rate controlling techniques do not take into account the HVS 
parameters when they evaluate suitable QP values for encoding. Since they use statistical 
measurements similai' to the one presented in equation (3.1), where it only examines the 
difference in pixel values, the properties of the HVS is not considered. Furthermore, these 
techniques are based on macroblock basis, and the QPs per each macroblock are assigned 
accordingly. But the ultimate visual quality, from a user’s perspective, is evaluated based on the 
entire video rather than macroblock basis. If quality estimation is carried out on macroblock basis, 
it could easily mislead the true visual experience of the user. Limitations of such measures for 2D 
video have been demonstrated in tests by the Video Quality Experts Group (VQEG) [90]. These 
limitations are likely to be similar for the assessment of quality in 3D video content as well. 
Therefore, the human judgment on 3D visual quality would be more accurate if the perceptual 
quality of the entire video sequence could be evaluated at the encoder, for particular levels of 
quantization per macroblock, for both colour texture and depth videos, subjected to a target bit
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rate as defined by the application. This chapter, focuses on off-line video coding applications such 
as off-line 3D and 2D video streaming for mobile phones, Video On Demand (VOD) services. 
Personal Digital Assistants (PDAs) and storages, where the more emphasis is given to 
maximizing perceptual quality, subject to certain application limitations (e.g. storage capacity and 
bandwidth).
A number of quality metrics have been proposed by different authors in the literature such as 
Video Quality Metric (VQM) [91], Perceptual Video Quality Measure (PVQM) [92], and Moving 
Picture Quality Metric (MPQM) [93]. Video Quality Metric (VQM) developed by the Institute of 
Telecommunication Sciences (ITS) is used in the proposed technique to assess the perceptual 
video quality and to evaluate its coiTelations with the encoding parameters. VQM is a 
standardized method of measuring video quality, which closely correlates with the subjective 
impression that would be obtained from a panel of humans. Due to its excellent performance in 
the International Video Quality Expert’s Group (VQEG) Phase II validation tests [90], the ITS 
VQM methods were adopted by the ANSI as a U.S. national standard and as ITU 
Recommendations in 2004 [94]. VQM measures the perceptual effects of video impairments 
including blurring, jerky/unnatural motion, global noise, block distortion and colour distortion, 
and combines them into a single metric. The technology is covered by four U.S. patents owned by 
NTIA (National Telecommunications and Information Administration) and ITS [94]. VQM has 
shown high correlations with subjective evaluation tests for colour-plus-depth based 3D videos as 
discussed in [95].
The proposed methodology for modifying the rate control mechanism for off-line video encoding, 
incorporating HVS parameters to optimise the encoding mechanism is discussed in the following 
sections. Rate control problem has been defined using the perceptual quality of the output video 
(i.e. VQM) and the target and actual encoded bit rates. A novel perceptual quality based algorithm 
using ES is proposed to evaluate the optimum solution to maximise the encoded perceptual 
quality subject to the bit rate constraints defined by the application. Figure 3-3 illustrates the 
proposed technique.
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Figure 3-3: Proposed technique embedded to the H.264/AVC Codec
3 .3 .1  Proposed Perceptual Quality based E S  Algorithm
Search points in ES represent an n -dimensional object parameter of vectors, with each search 
point representing Quantization Parameters (QP) for each macroblock (16X16) of the video 
sequence. ES typically uses deterministic selection in which the worst solutions are purged from 
the population based directly on their fitness function value. The (p +X)-Evolutionary Strategy 
demonstrated in Figure 3-4 is used in this work with an increasing level of imitation of biological 
evolution [96], where p means the total number of parents in previous population, and X stands for 
the number of offspring generated from mutated parents.
For n number of generations
^ is  the number of children obtained after mutation
Fitness
function
evaluation
Mutation Selection
Fitness function 
evaluation
Randomly
generated
chrom osom es
Initial
population
Figure 3-4: (p+^)-Evolutionary Strategy-based motion estimation algorithm
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3.3.2 Chromosome Representation
n-dimensional object vectors represent a chromosome, n is determined by the length of the video 
sequences. Each chromosome has two parameters (hence two object vectors) associated to it, as 
shown in equation (3.3). Equation (3.4) shows a real valued representation of the parameters of a 
chromosome. The object parameter X represents the actual value of the quantization parameter, 
within the range of [1 - 51], and the strategy parameter (T represents the mutation step size, for 
colour texture or depth images. Larger values of the strategy parameter force a large change in the 
quantization size for a given macroblock (16X16) while small changes causes more localized 
search. The importance of a chromosome in a population is defined by the fitness function.
j (3.3)
30,45,20,15 p ,l,3  ) (3.4)
X ' " T
3.3.3 Population Generation
Members of the population are made up of randomly generated chromosomes. The initial 
population size is set to 3 and the number of offspring produced in each generation is fixed to 6 
individuals (1:2 mutation ratios). These, along with parents, are used to select the parents for the 
next generation. Individuals deemed unfit are purged from the population before any new 
offspring are produced.
3.3.4 Fitness Function
The fitness function separates the strong from the weak and is the driving force of the selection 
mechanism. The chromosomes with the strongest fitness values are selected to reproduce 
offspring. The fitness function is based on,
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Fitness = j _ r encoded bitrate^ target bitrate + rf[VQM] (3.5)
For 3D video: VQM = [VQM^  + V Q M ] /  2 (3.6)
In equation (3.5), target bit rate is specified by the off-line video coding application, whereas 
encoded bit rate and the VQM value relates to the properties of the random individuals according 
to their encoded parameters. 7] defines the weight-age or else the significance between the 
encoded bit rate and the VQM score with respect to the target bit rate defined by the application. 
As shown in equation (3.6) VQM defines the average perceptual 3D quality of the rendered left 
and right videos. The value of 7} is experimentally decided, such that the algorithm reach the 
termination criteria with minimum delay. A VQM score of 0 implies the best visual quality and 1 
implies the worst with respect to the original video. For quality evaluation, VQM takes into 
account the entire encoded sequence where by more accurate user experience could be estimated 
at the encoder.
3.3.5 Mutation
The mutation stage is the decisive part in generating new offspring. It is based on Gaussian 
distribution with mean £■ and standard deviation . The mean is always set to zero and the 
distribution is symmetric to this, allowing the possibility of drawing a random number with a 
given magnitude to be a rapidly decreasing function of the standard deviation O ). The value of
<7j- determines the extent to which the values of are perturbed by the mutation operator. The
mutation step size also undergoes mutation and this mechanism is specified by the following 
formula.
(3.7)
where T is the learning rate and N(0,1) represents a number drawn from a Gaussian distribution 
with mean 0 and standard deviation 1. The mutated (7) is then multiplied by N. (0,1). This value
is then added to object parameter to produce a new offspring X. defined by equation (3.8).
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X. ' =  x . + ( 7 . x N .  (0,1) (3.8)
Here, N. is a new draw from the Gaussian distribution. To stop the algorithm from producing 
standard deviations closer to zero, the following rule is enforced.
i f  (T'<e^, then cr'= ,  Where 1 (3.9)
Allowing (7 to be controlled by the algorithm, both the strategy parameter and the solution 
coevolves. This allows each individual macroblock to have its own mutation operator. Thus, if a 
macroblock of colour texture or depth image already has a suitable QP value the strategy 
parameter will evolve to a small number to refine the QP value.
3.3.6 Termination
The algorithm was terminated when an individual meets the flowing criteria.
if encoded bitrate < target bitrate (3.10)
A numerical V Q M , v a l u e  for low, medium and high motion videos are determined by
observing several low, medium and high motion video sequences respectively. If the algorithm 
fails to find an individual to meet the above criteria, it is terminated after 20 generations to avoid 
additional delay.
3.3.7 Pseudo Code
The basic steps of the proposed ES based algorithm are described in the pseudo code shown 
below. All_time_best_population refers to the set of chromosomes which had the best ever 
Fitness values throughout the runtime of the ES algorithm. Bestjndividual contains the best 
Fitness in the AlljtimeJbest_j)opulation. Other specific terms used in the pseudo code refer to the 
same descriptions mentioned in section 3.3. The best possible quantization parameters, for each 
macroblock, to encode the video sequence are derived from the Bestjindividual, to maximize the 
perceptual quality of the entire video sequence subjected to the target bit rate.
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Pseudo Code: ES algorithm based search
START
1. Initialize the first population of individuals & ES parameters of chromosomes
3. Initialize the _population
4. Encode MBs in the video sequence
5. Compute Fitness
6. WHILE {encodedjbitjrate < targetjbitjrate AND VQM < VQM threshold) OR 
Number_of_Generations < Max DO
a. FOR (i = 0; i < Number o f individuals in Population; /++) DO
i. Generate the population of the next generation with mutations
ii. Encode MBs in the video sequence
iii. Compute Fitness 
END FOR
b. Select the best members for the next generation & update ES parameters of 
chromosomes
c. Update AlljtimeJbestpopulation
d. N\xmhcx_of_Generations + +
END WHILE
7. Bestjndividual = individual with the best Fitness in AlljimeJbestpopulation
8. Encode MBs in the video sequence according to the Bestjndividual.
END
3.4 Simulation Results
Simulations of the proposed perceptual quality based ES rate control mechanism are earned out 
for colour-plus-depth based 3D video sequences to validate the proposed technique. Three colour- 
plus-depth 3D test sequences are selected for simulations considering their different motion level 
chaiacteristics: ''Room” (high motion/texture variation with depth direction camera motion), 
"Orbi” (medium to high motion/texture variation and parallel camera motion) and "Interview” 
(low motion/texture variation with static camera). The simulation test conditions are first 
explained and then the results are analyzed with the state of the art in conventional video coding.
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The test sequences are with a resolution of 176x144 and a frame rate of 30 fps within a GOP 
structure of IFF?. Colour texture and depth map images of 3D content are kept side-by-side to 
form the test sequences for encoding. Results are compared with the Q2 rate controlling algorithm 
used in H.264/AVC JM reference software [97], which is simulated in IFFF GOF structure 
(JM 10.1/Baseline profile). It should be noted that other than the decision mechanism for QFs for 
macroblock, all the other coding parameters are identical for proposed perceptual quality based 
algorithm and JM rate controlling technique. Experiments are conducted over several video 
sequences with different motion characteristics to determine the optimum 7] value for the fitness 
function, and is set to 4.5. Target output bit rate is varied according to the video sequence and it is 
fixed for both Q2 and the proposed rate controlling techniques.
3.4.1 Rate-Distortion Performance
Figure 3-5 to Figure 3-7 represent the simulation results for the proposed perceptual quality based 
algorithm (Proposed FQ algorithm) and the Q2 rate controlling technique, used in H.264/AVC JM
10.1 reference software, under similar test conditions for the 3D test sequences considered. Video 
Quality Metric (VQM) [91] is used to evaluate the perceptual quality of the output video of both 
rate controlling techniques. In Figure 3-5 to Figure 3-7, Y-axis (average VQM rating) refers to the 
average perceptual quality of rendered left and right sequences obtained from the encoded colour- 
plus-depth video sequence (this is evaluated with respect to rendered left and right sequences 
obtained from its original, uncompressed colour-plus-depth video sequences).
0.7
0.6  - Q 2 rate controlling 
Proposed P Q  algorithm0 .5  --
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Figure 3-5: Perceptual quality and encoded bit rate comparison for the Room sequence
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Figure 3-6; Perceptual quality and encoded bit rate comparison for the Orbi sequence
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Figure 3-7: Perceptual quality and encoded bit rate comparison for the Interview sequence
Furthermore, the proposed rate control mechanism is tested for 2D video sequences as well. In the 
case of 2D video, equation (3.6) is redefined as follows:
For 2D video: VQM = VQM^d (3.11)
Here, the VQM defines the perceptual quality of 2D video. 2D test sequences: ''Soccer'' (high 
motion), "Foreman” (medium to low motion), "Claire” (low motion) are selected for simulations 
considering their different motion characteristics. Spatial and temporal resolution and the GOP 
structure of 2D sequences are similar to that of 3D sequences. Figure 3-8 to Figure 3-10 represent
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the simulation results for 2D test sequences, for the proposed and for the Q2 rate controlling 
techniques, under similar test conditions. In the case of 2D video, Y-axis (VQM rating) in Figure 
3-8 to Figure 3-10 refers to the perceptual quality of the encoded 2D video (this is evaluated with 
respect to its original, undistorted 2D source).
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Figure 3-8: Perceptual quality and encoded bit rate comparison for the Claire sequence
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Figure 3-9: Perceptual quality and encoded bit rate comparison for the Foreman sequence
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Figure 3-10: Perceptual quality and encoded bit rate comparison for the Soccer sequence
Respective encoded bit rate values show that the proposed algorithm can significantly reduce the 
bit rate while keeping the same visual quality for both 3D and 2D video. Results clearly suggest 
that a significant bit rate saving can be achieved with the proposed algorithm compared to the Q2 
rate controlling used in H,264/A VC, for the same perceptual quality. Results further suggest that 
the proposed technique can improve the perceptual quality of the output video significantly for 
video sequences with high motion compared to the Q2 rate controlling technique. This is due to 
the selection of the quantization parameters based on the perceptual video quality, rather than 
based on pixel errors as in Q2 rate controlling, which would play a main role for such sequences. 
Figure 3-11, Figure 3-12, and Figure 3-13, Figure 3-14 illustrate visual results for 3D and 2D 
videos respectively. In Figure 3-11 and Figure 3-12 visual images for two consecutive frames of 
both rendered left and right views for Room 3D test video sequence and in Figure 3-13 and Figure
3-14 visual images for four consecutive frames for Foreman 2D test video sequence are 
presented, in terms of same visual quality for both proposed algorithm and Q2 rate controlling 
technique.
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Left video; Frame No. 20 Right video: Frame No. 20 Left video: Frame No. 21 Right video: Frame No. 21 
Figure 3-11: Room seq. encoded with proposed PQ algorithm for a hit rate of 165 khps, VQM=0.35
Left video: Frame No. 20 Right video: Frame No. 20 Left video: Frame No. 21 Right video: Frame No. 21 
Figure 3-12: Room seq. encoded with Q2 rate controlling for a bit rate of 210 kbps, VQM=0.35
Frame No. 10 Frame No. 11 Frame No. 12 Frame No. 13
Figure 3-13: Foreman seq. encoded with proposed PQ algorithm for a bit rate of 64 kbps, VQM=0.3
Frame No. 10 Frame No. 11 Frame No. 12 Frame No. 13
Figure 3-14: Foreman seq. encoded with Q2 rate controlling for a hit rate of 92 kbps, VQM=0.3
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3.4,2 Target Bit Rates and Encoded Bit Rates
Table 3-1 and Table 3-2 present the target and encoded bit rates for 3D Room test sequence and 
2D Soccer test sequence respectively using both schemes. It clearly shows that the proposed 
techniques provide a bit rate, which is closer to the target bit rate as in Q2 rate controlling used in 
H.264/AVC JM reference codec. However, this is achieved at a very high perceptual quality. 
Therefore, the proposed technique can maintain the target bit rate at a higher visual quality than 
Q2 rate controlling for both 3D and 2D video.
Table 3-1: Comparison between encoded and target bit rates (for the 3D Room sequence)
Technique Target bit rate (kbps)
Encoded bit rate 
(kbps) Avg. VQM
Q2 rate 
controlling 90 92.7 0.63
150 150.3 0.45
210 209.4 0.36
270 269.1 0.29
330 328.4 0.26
Proposed PQ 
algorithm 90 95.3 0.54
150 150.6 0.37
210 209.7 0.28
270 267.7 0.22
330 329.1 0.19
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Table 3-2: Comparison between encoded and target bit rates (for the 2D Soccer sequence)
Technique Target bit rate (kbps)
Encoded bit rate 
(kbps) VQM
Q2 rate 
controlling 65 65.3 0.58
80 80.3 0.52
95 95.8 0.47
110 110.9 0.42
125 125.1 0.41
Proposed PQ 
algorithm 65 67.4 0.51
80 80.4 0.44
95 94.7 0.37
110 111.2 0.34
125 124.3 0.31
3.4.3 Complexity
The proposed technique needs some additional computational power compared to the Q2 rate 
controlling technique. This additional power is mainly due to the complex VQM calculations. 
Other than that the proposed ES algorithm is not computationally expensive since the operations 
within ES are quite simple. Table 3-3 and Table 3-4 show the results of a quantitative analysis of 
the computational complexity of the proposed algorithm for 3D and 2D video respectively. The 
complexity is measured in terms of average processing delay. The simulations were run on a 
personal computer with the following specifications: Intel(R) Pentium(R) 4 CPU 3.00 GHz, 1.00 
OB of RAM. All sequences are encoded targeting a bit rate of 150 Kbps.
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Table 3-3: Quantitative analysis of the computational complexity: 3D video
Sequence
Average encoding time per frame (S)
Proposed PQ 
algorithm
Q2 rate 
controlling
Room 21.11 1.42
Orbi 19.28 1.3
Interview 17.75 1.24
Table 3-4: Quantitative analysis of the computational complexity: 2D video
Sequence
Average encoding time per frame (S)
Proposed PQ 
algorithm
Q2 rate 
controlling
Soccer 14.8 0.80
Foreman 11.7 0.75
Claire 9.1 0.73
The additional computational power required can be justified since this will be done only once 
and when it is optimized, the bit rate (or memory for storage) can be reduced significantly, if the 
proposed technique is used for 3D and 2D off-line video coding applications, such as storages, 
VOD, VCDs, DVDs and Blu ray discs, where more emphasis is given to maximise perceptual 
quality, depending on certain application limitations (e.g. storage capacity).
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3.5 Applications of the Proposed Technique
In the following sections, some potential applications of the proposed perceptual quality based 
rate controlling algorithm are discussed.
3.5.1 Video On Demand (VOD)
VOD service represents a new opportunity to monetise existing infrastructure, currently used for 
voice, data or broadcast services. Delivery of 3D and 2D television, movies, media, advertising or 
other popular content to a set-top box through a broadband, wireless or satellite network 
connection helps service providers to round out their "triple-play" service offering, and to remain 
competitive in a rapidly evolving marketplace. With the continued global growth of broadband 
access, VOD services quickly follow. This revolutionary service transforms the viewer's 
experience by allowing not only "time shifting" - choosing when to watch, but can also eliminate 
many of the regional, national or global limits of the traditional broadcast cable or satellite 
architecture. VOD allows service providers to offer an endless array of specialty content to 
consumers who are willing to pay to watch what they want, when they want it. For these 
applications storage capacity and the transmission bandwidth play a very important role to 
maximise the revenue and provide a good Quality of Service (QoS). The proposed algorithm is 
well suited for these applications since it reduces both the storage capacity and the transmission 
bandwidth for a given 3D or 2D video stream at the same video quality.
3.5.2 Multimedia Storage Devices
DVDWCD players are very common optical storage devices in the consumer electronics market 
nowadays. In fact portable DVD and multimedia players are very popular among the young 
generation. Blu-ray discs are the newest addition to the optical storage disc family. These are 
mainly used for storing 3D video and high-definition video with up to 25 GB per single-layered 
and 50 GB per dual-layered disc. The proposed algorithm can also play a very important role in 
off-line video encoding for both 3D and 2D optical storage discs, to maximise its storage capacity.
3.5.3 Other Applications
The proposed technique can be used for any other off line video coding applications such as off­
line 3D or 2D video programs for broadcasting, advertisements and personal video storage 
devices.
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3.6 Conclusions
In this chapter, a novel rate controlling algorithm, based on perceptual quality of video, is 
proposed for off-line 3D and 2D video encoding. The proposed ES based rate controlling 
algorithm is capable of identifying the best possible quantization parameters for each 16X16 
macroblock to encode the video sequences, such that the perceptual quality of the entire video 
sequence is maximised, subjected to the target bit rate. Simulation results are presented for both 
3D and 2D video sequences with different motion level characteristics. Results clearly suggest 
that the proposed ES based rate controlling algorithm can outperform the RD performance of the 
state of the art H.264/AVC rate controlling (Q2 rate controlling) with a considerable bit rate 
saving at the same video quality. The proposed technique is capable of encoding the video 
sequence closer to the target bit rate as in Q2 rate controlling. However, this is achieved at a very 
high perceptual quality. Unlike rate controlling algorithms based on pixel enors of video, the 
proposed technique can guarantee a better output video quality, as perceived by the user, at a 
much lower bit rate. Even though the proposed technique needs some additional computational 
power, this can be easily justified since the encoding is only done once and a considerable gain in 
RD performance is achieved. The proposed algorithm is well suited for off-line 3D and 2D video 
applications since it reduces both the storage capacity and the transmission bandwidth for a given 
video stream at the same video quality.
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Chapter 4
4 Perceptual Quality Assessment of 3D Video
4.1 Introduction
The 3D video has gone one step beyond the conventional 2D video by providing the sensation of 
depth to the end-users. This format of enhanced multimedia content has the potential to provide 
high quality immersive experiences for a variety of applications in home, in workplace, and in 
public places. Recent technological advances in video acquisition, image processing, media 
delivery and displays, has paved way for the provision of 3D services such as 3DTV (3D 
Television [1]), FVV (Free View point Video [2]) and 3D-conferencing. The research on 3D 
video has received high interest over the past decade in order to provide viewers with more 
realistic vision than traditional 2D video. With recent advances in digital video compression and 
digital transmission standards like H.264/AVC [3], H.264/SVC [4], ADSL2 [98], and WiMAX 
[5], the real time 3D video transmission applications can now be realized. Research is being 
carried out covering the whole chain of 3D video from capture to display technologies (see Figure
4-1). However, the effect of these technologies on the perceptual aspects of 3D viewing has not 
been thoroughly investigated to date. It is currently difficult to evaluate the perceptual quality of 
3D applications, services and the suitability of 3D video coding algorithms for compression and 
transmission, without resorting to full subjective tests. These subjective evaluation test campaigns 
take longer time and effort to measure the quality using human observers. This has some negative 
effects on the development and the advancement of 3D video broadcasting technologies and new 
3D services.
The effect of different artefacts introduced by image capture, processing, delivery and display 
methods on the perceived quality of video are diverse in nature. The video quality models define 
the relationship between the physical parameter (e.g. coding and delivery method) of the system 
and the perceived video quality. The objective quality metrics/models that incoiporate perceptual 
attributes for conventional 2D video are well exploited in literature [90] [99] [100]. Unlike 
conventional 2D video quality, the perceived 3D video quality is multi-dimensional in nature.
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Figure 4-1: 3D video communication chain
The 3D video quality can be considered as a combination of number of attributes such as image 
quality, depth quality and visual comfort (e.g. eye strain, visual fatigue). Visual experience of 3D 
video content can be disturbed by impairments introduced during acquisition, compression, 
transmission, and reproduction. Traditionally, the consumer’s visual experience on video contents 
is attributed to the quality of the 3D content. It is defined in terms of amount of distortion 
introduced by content processing, such as encoding artefacts and transmission related losses. 2D 
objective quality measures of individual views (e.g. multi-view video captures by cluster of 
cameras) may not represent the actual 3D video quality as perceived by the human viewers. 
Although some researchers currently use peak-to-signal-noise ratio (PSNR) for assessing 3D 
video quality, the limitations of PSNR for 2D video have been demonstrated in tests by the Video 
Quality Experts Group (VQEG) [90]. These limitations aie likely to be similar for the assessment 
of perceptual quality in 3D video content as well. Therefore, explorative studies based on 
appreciation oriented methods are required to obtain a true understanding of 3D perception. When 
3D video broadcasting takes place in an error prone scenario, objective quality metrics are 
essential to take the necessary actions along the delivery chain (see Figure 4-1) to improve the 
quality of the transmitted and received data, like pre-filtering, optimal bit assignment algorithms 
and error concealment methods. Thus the availability of objective quality models to predict the 
attiibutes of 3D video will speed-up the development of 3D broadcast technology, 3D video 
applications, services and consumer products.
Even though there aie 2D objective quality models which are highly correlated with HVS, a very 
little work has been carried out towards modelling perceptual quality attributes of 3D video. There 
are studies which evaluate the effect of coding parameters on the perceived 3D video quality in 
the literature. The experiments conducted in [101], the added value of depth is not taken into 
account when assessing the perceived image quality of MPEG-2 coded stereo sequences. 
Furthermore, Seuntiens et al demonstrates that JPEG coding of stereoscopic video has an effect on 
overall image quality, but no effect on perceived depth [67]. In contradiction to the results of
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above studies, a positive relationship between depth and perceived image quality for 
uncompressed stereoscopic images is discussed in [102]. Objective quality evaluation of DIBR is 
proposed for colour-plus-depth based 3D video in [103]. Here, the luminance loss of the rendered 
images and the sharpness of the edge distortion are discussed.
In the last two decades, several objective metrics have been proposed to assess image/video 
quality [104]. Although numerous objective quality assessment methods have been proposed in 
literature for images and 2D videos, no comparable effort has been devoted to the quality 
assessment of 3D video. This chapter investigate and model important perceptual attributes (i.e. 
image quality and depth quality) of 3D video in format of colour texture video augmented by the 
gray scale depth map. In this study, three widely accepted 2D objective quality metrics: PSNR, 
Structural Similarity Index (SSIM) [105], Video Quality Metric (VQM) [91] and a novel quality 
assessment technique are analyzed, for the suitability, to model the perceptual quality of 3D 
video.
4.2 Overview
In this section, an overview on visual perception of depth and subjective and objective quality 
measurement techniques are discussed.
4.2.1 Visual Perception of Depth
The HVS identifies depth as proper visual recognition of depth planes, of the stereo content. HVS 
interprets depth in sensed objects using both physiological and psychological cues. Some 
physiological cues require both eyes to be open (binocular), others are available even when 
looking at objects with only one open eye (monocular). In the real world, the HVS automatically 
uses all available depth cues to determine distances between objects. Accommodation, 
convergence, binocular stereopsis, and monocular movement parallax are considered as 
physiological depth cues, as they involve physiological interactions of the HVS [32]. 
Convergence, accommodation and binocular stereopsis are the only binocular depth cues, all other 
cues are monocular. The psychological depth cues can be identified as image size, linear 
perspective, texture gradient, overlapping, aerial perspective, and shades and shadows. Some of 
the psychological depth cues are illustrated in Figure 4-2. Accommodation is the tension of the 
muscle, which changes the focal length in the lens of the eye. The change in the amount of tension 
when bringing objects at different distances into focus is a measure of the depth. When watching
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an object close to us, our eyes point slightly inward. This difference in the inclination of the eyes 
is sensed as depth information, and this cue is known as convergence. These two cues are minor 
sources of depth information. Most important of the physiological cues is the binocular stereopsis. 
This arises from the fact that our eyes see the world from slightly different locations due to the 
horizontal separation of the two eyes. This difference in the sensed images is called binocular 
parallax. This binocular parallax acts as stimuli to perceive relative depth of the objects. When 
experiencing colour-plus- depth based 3D video, binocular stereopsis results from the information 
available in the depth map.
The Figure 4-3 shows how the geometry of binocular vision gives rise to slightly different images 
in the two eyes. If the two eyes are fixating on point P, then the images cast by P fall at the centre 
of the fovea in each eye. The point Q will cast image a degrees away from the fovea of one eye 
and (3 degrees away from the other. The binocular disparity in this case is given by (P - a) 
measured in degrees of visual angle [32], and this is proportional to the depth of point Q relative 
to point P. Binocular disparity provides information to the brain to perceive relative depth of 
objects.
(b) Linear perspective (c) Texture gradient....
(e) Shades and shadows(d) Overlapping(a) Image size
(f) Anal perspective 
Figure 4-2: Illustration of psychological depth cues
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Figure 4-3: Dlustration of binocular stereopsis
4.2.2 Subjective and Objective Quality Measurements
The evaluation of video quality can be divided into two classes, subjective and objective methods. 
Intuitively one can say that the best judgement of quality is the human himself. This is why 
subjective methods are said to be the most precise measures of perceptual quality and to date 
subjective experiments are the only widely recognized method of judging perceived quality [106]. 
In these experiments humans are involved to evaluate the quality of a video in a controlled test 
environment. This can be done by providing a distorted video of which the quality has to be 
evaluated by the subject. Another way is to additionally provide a reference/original video which 
the subject can use to determine the relative quality of the distorted video. These different 
methods are specified for television sized pictures by ITU-R [65] and are, respectively, referred to 
as Single Stimulus Continuous Quality Scale (SSCQS) and Double Stimulus Continuous Quality- 
Scale (DSCQS) methods. More details on SSCQS and DSCQS methods are given in chapter 2. 
Similarly, for multimedia applications an Absolute Category Rating (ACR) and Degradation 
Category Rating (DCR) are recommended by ITU-T [107]. Common to all procedures is the 
pooling of the votes into a Mean Opinion Score (MGS) which provides a measure of subjective 
quality of the media in the given test set. Subjective quality assessment has two obvious 
disadvantages. First, the quality assessment is expensive and very tedious as it has to be 
performed with great care in order to obtain meaningful results, thus takes enormously lengthier 
time to complete. Second, it is very difficult to be integrated into the application development 
cycle in real time. Hence, automated methods which attempt to predict the quality as it would be 
perceived by a human observer are necessary. These quality measures are referred as objective 
quality measures. The existing methods have a vast reach from computationally and memory 
efficient numerical methods to highly complex models incorporating aspects of the HVS [104].
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In the last two decades, a lot of objective metrics have been proposed to assess image/video 
quality. They can be divided into two main categories namely psychophysical methods and 
statistical methods. Metric design following the former approach is mainly based on incorporation 
of various aspects of the HVS which are considered crucial for visual perception. This can include 
modelling of contrast and orientation sensitivity, spatial and temporal masking effects, frequency 
selectivity and colour perception. Numbers of such quality metrics have been proposed by 
different authors in the literature such as Video Quality Metric (VQM) [91], Perceptual Video 
Quality Measure (PVQM) [92], and Moving Picture Quality Metric (MPQM) [93].
Methods following the statistical approach are mainly based on image analysis and feature 
extraction. These methods also contain certain aspects of HVS parameters as well. The extracted 
features and artefacts can be of different kinds such as spatial and temporal information. 
Ultimately, irrespective of the nature of the objective metric, its outcome can be connected to 
human visual perception by relating them to MOS obtained in subjective experiments.
In this chapter, three widely accepted objective quality models are used to investigate their 
correlation with perceived quality of 3D video. A description of each of the metrics is given 
below.
Peak-Signal-to-Noise-Ratio (PSNR)
PSNR is derived by setting the Mean Squared Error (MSB) in relation to the maximum possible 
value of the luminance. For an n-bit value it is defined as follows,
. .^ i2
i= r  7=1 ( 4 - 1  )
M -N
PaVR = 20 log. /  2« (4.2)
Where x(i,j) and y(ij) are the original and processed signals at pixel (i,j) and M, N  are the picture 
dimensions. The resultant is a single number expressed in decibels (dB).
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Structural Similarity Index (SSIM)
This method presented by Zhou Wang [105] differs from error based methods by using the 
structural distortion measurement instead of the error. The concept behind this is that HVS is 
highly specialized in visualizing structural information from the viewing field rather than 
visualizing pixel errors. If % = /x,- i / = i, 2,..., N} is the original signal and y = {y-, ! / = i, 2,..., Nj 
is the distorted signal, where i is the pixel index, the structural similarity index can be calculated 
as follows,
In this equation x  and y  denotes the mean of signal x  and y respectively. Variances of x  and y are
denoted by (7  ^and <7^  . (7^ estimates the covariance of x and y. Cj and Q  are constants. The
value of SSIM is between 0 and 1 and gets the best value of 1 if x,- = y; for all values of i. For more 
information about the SSIM calibrations and quality evaluation techniques readers should refer to 
[105].
Video Quality Metric (VQM)
Video Quality Metric (VQM) is developed by the Institute of Telecommunication Sciences (ITS) 
and American National Standard Institute (ANSI) to provide an objective measurement for 
perceived video quality. VQM is a standardized method that closely predicts the subjective 
quality ratings obtained from a panel of human [91]. VQM measures the perceptual effects of 
video impairments including blurring, jerky/unnatural motion, global noise, block distortion and 
colour distortion, and combines them into a single metric. Due to its excellent performance in the 
International Video Quality Expert’s Group (VQEG) Phase II validation tests [90], the ITS VQM 
methods were adopted by the ANSI as a U.S. national standard and as ITU Recommendations in 
2004. For more information about the VQM calibrations and quality evaluation techniques readers 
should refer to [91].
These three widely utilized objective quality matrices and a novel quality assessment technique 
for the quality assessment of depth map sequences are considered in this study, to investigate the 
possibility of modelling perceptual quality attributes of 3D video.
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4.3 Experimental Setup and Quality Assessment
Efficient compression techniques are vital for bandwidth-limited communication channels. 
Regardless of the coding methods used, the rendered 3D video quality is affected through the 
artefacts introduced to the colour texture and depth sequences during compression. 3D video 
shows novel classes of quality features in addition to all quality features of 2D video. As 
discussed in section 4.1 the quality of experience of 3D video is multi-dimensional in nature. It 
can be described as a combination of several attributes such as image quality, depth quality and 
visual comfort. The impairments (e.g. blockiness, noise) introduced through image compression, 
enforce more 3D quality artefacts (e.g. cross-talk, discomfort) in the reconstructed 3D image 
sequences. This chapter investigates and model two dominant perceptual quality attributes, i.e. 
image and depth quality, of 3D video from user perspective.
Several subjective experiments are conducted to investigate and model the above perceptual 
quality attributes of 3D video. The common test conditions used for all tests are described below 
and specific conditions adopted in each test are described under the relevant section.
Design
The experiment has a within subjects design, with several colour-plus-depth based 3D video 
sequences and different encoding combinations as independent variables and 3D quality 
attribute(s) as dependent variable(s).
Observers
28 non-expert observers volunteered to participate in all experiments. The observers are mostly 
research students and staff with a technical background. Their ages range from 20 to 40. All 
participants had a good visual acuity (> 0.7, as tested with a Snellen eye chart), good stereo vision 
(< 60 seconds of arc, as tested with the TNG stereo test) and good colour vision (as tested with the 
Ishihare test). Each assessor is well informed on the test process and the test materials (possible 
quality defects).
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Equipment
The 42” Philips WOWvx multi-view autostereoscopic display (display resolution-1920x1080, 
aspect ratio-16:9 and the peak luminance of the display is 200 cd/m^) is used in all experiments to 
display the 3D content. The advantage of this display, besides 3D viewing without glasses, is the 
support of motion parallax enabling the viewer to look around objects by moving their head. The 
viewing distance for the observers is set to 3m, which is optimum for the display optics. The 3D 
display is calibrated using a GretagMacbeth Eye-One Display 2 calibration device. The measured 
environmental illumination is 190 lux, which is closer to the recommended value in [65] for home 
environments (i.e. 200 lux). The background luminance of the wall behind the display is 20 lux. 
These environmental luminance measures remained the same for all test sessions, as the lighting 
conditions of the test room are kept constant. The original, H.264/SVC coded colour-plus-depth 
image sequences are initially combined into side-by-side video sequences. These side-by-side 
image sequences are then input to the 3D display to allow subjects to evaluate the perceptual 
quality attribute(s).
3D Video Coding
The encoding parameters used are listed in Table 4-1.
Table 4-1: Encoding parameters
Encoding parameter Value
Encoder JSVM (Joint Scalable Video Model) reference 
software codec Version 8.9
Number of sequences 8
Sequence length 10s
Sequence format IPPP...
Reference frames 1
Entropy coding CABAC (Content Adaptive Binary Aiithmetic 
Coding)
Details of the video sequences considered in this study are given in Appendix A.
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The JSVM version 8.9 developed by JVT (Joint Video Team) [108], is used to encode both colour 
texture and depth video sequences. When encoding colour-plus-depth based 3D videos, base layer 
of the codec is used to encode the colour texture video and the enhancement layer is used to 
encode the conesponding depth map of the 3D sequence. Performances of the quality assessment 
methodologies considered in this chapter aie verified for 8 video sequences through subjective 
testing. Stimulus set for each test differs depending on the quality variations of colour texture 
video and depth map, and is described in the following sections. In each of the subjective 
evaluation tests, observers are asked to rate the 3D video for the particular quality attiibute(s) 
under investigation according to the Double Stimulus Continuous Quality Scale (DSCQS) 
method, as described in ITU-Recommendation BT.500-11 [65].
Before each test, a handout is given to the observers explaining about the type of assessment, the 
grading scale, the sequence and timing (reference picture, grey, test picture and voting period), as 
described in section 2.5, according to in ITU-Recommendation BT.500-11. A sample of the 
handout given is shown in Appendix B. Practice clips are shown to allow the viewer to familiarise 
with the assessment procedure. Any remaining questions are answered before the start of the test 
and they are assisted during the whole test procedure.
4.3.1 Investigate the Effects of Colour Texture Video and the Depth Map on 
Perceptual Quality Attributes
In order to quantify the effects of the quality of colour texture (monocular) video and the depth 
map (disparity signal) on image and depth quality, two experiments are conducted. Image quality 
refers to the spatial and temporal texture quality of the 3D content. However, the image quality 
alone does not sufficiently represent the overall quality of the 3D content. It is necessary to assess 
accuracy of the depth reproduction as well. This notion is identified as the depth quality.
In the first experiment (test 1), quality of the colour texture video is varied by different 
quantization settings, (quantization parameter (QP) =10, 20, 30, 35, 40, 45, 50) while the quality 
of the depth map is maintained constant at its original quality. In the second experiment (test 2) 
quality of the depth map is varied with the same distortion levels, while the quality of the colour 
texture video is constant (original quality). The stimulus set contained 7 impaired video sequences 
of each scene. The original, uncompressed representation (both colour texture and depth map
85
Chapter 4. Perceptual Quality Assessment o f 3D Video
videos with original quality) is used as the reference in the stimulus. The test sequences are 
randomized and presented sequentially for each test and the observers are asked to rate the 3D 
video for image and depth quality according to the DSCQS method. During the analysis of results, 
the difference in subjective ratings for the impaired video sequences and the original video 
sequences are calculated. Then the difference is scaled into a linear opinion score scale, which 
ranges from 0 (excellent) to 100 (bad). The MOS for each test sequence is obtained after 
averaging the opinion scores for all subjects. Results are illustrated in Figure 4-4 for, widely 
utilized, ''Breakdancers’' (high motion/texture variation with static camera, at 15fps) ''Orbi” 
(medium to high motion/texture variation and parallel camera motion, at 25fps) and ''Interview" 
video sequences (low motion/texture variation with static camera, at 25fps) considering their 
different motion characteristics. Figures show the resultant MOS for the image quality and depth 
quality, with different quality levels of 3D content (colour texture or depth map) considered for 
tests 1 and 2. In Figure 4-4, error margins are calculated using Standard Error (SE) of mean, for 
image and depth quality MOS.
When the quality of the colour texture/depth map video is varied, the user experience can be 
summarized as follows: Perceived image quality attribute of 3D video is significantly affected by 
the quality of colour texture video. This is because although 3D video shows novel classes of 
quality features, it shows all quality features of 2D video. On the other hand, quality of the depth 
map has a little impact on the image quality perception. However, depth quality of 3D video is 
affected by the quality variations of both colour texture video and depth map. This is due to the 
fact that, human brain utilizes various types of visual information known as depth cues available 
in a scene to build a unified perception of depth. Some depth cues could be perceived with a 
single eye (monocular cues) such as shadows, perspective and motion paiallax. Other cues like 
stereopsis and convergence (binocular cues) require cooperative work of both eyes. Thus depth 
perception of 3D video is affected by both monocular and binocular cues (extracted from colour 
texture video and depth map). Also it is noted that the depth quality is more sensitive to the 
quality variation of the colour texture video than the depth map.
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Figure 4-4: Variation of subjective results for the 3D quality attributes
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4.3.2 Modelling Perceptual Attributes of 3D Video
This section attempts to objectively evaluate the above quality attributes of colour-plus-depth 
based 3D video. A third experiment (test 3) is conducted with quality variations to both colour 
texture and depth map videos. Colour texture video is compressed with QP values of 0, 10, 30, 35, 
40, 50 and the depth map with QP values of 0, 10, 35,40, 50. The compression levels are selected 
by analyzing the variation of MOS of attributes (i.e. image and depth quality) from tests 1 and 2. 
Each impaired colour texture video is coupled with all compressed levels of depth maps, to give 
all possible combinations of quality variations. All test conditions are similar to that of tests 1 and 
2 and subjects are asked to rate the 3D video for image quality, depth quality and overall 3D 
quality^ according to DSCQS method. Intention and evaluation criteria of these subjective quality 
ratings are discussed in the following sections.
4.3.2.1 M odelling Image Quality of 3D Video
To objectively evaluate the image quality attribute of 3D video, three widely used 2D objective 
quality models have been selected. In view of these different quality models, four different 
combination approaches are considered incorporating visual characteristics of observers.
M easure  1 = + Obj^^ ] (4.4)
M e a su re  2=  • O bj^  + • Objj^ ] (4.5)
M easure  3= N.
Z  A c u i t y %  Acuity„j
O b j,+ ^^ i—  Obj,A cu ity Acuity^ (4.6)
Measure A-Obj^ (4.7)
Objj^  & ObJi^  are the objective quality ratings of rendered left and right videos, where as 
Obj colour is the objective quality of the colour texture video. is the total number of observers,
 ^ Overall 3D quality refers to the complete satisfaction of the observer from a perceptual quality point of 
view.
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and Ng refer to the number of observers whose dominant eye is respectively the left or right. 
A c u ity f  and A c u i t y represent the visual acuity of the left and right eye of the observer 
respectively and A c u i t y represents the maximum value of visual acuity. PSNR, SSIM and 
VQM are considered as objective measures {Obj) for each of the measurement techniques 
considered.
In the average approach (Measure 1), objective scores from rendered left and right videos are 
averaged. In the dominant eye approach (Measure 2), the dominant eye of the observer is taken 
into account. This combination tiles to weight different objective scores giving more importance 
to the evaluation of image quality of the video relative to the dominant eye of the observer. The 
“Finger-Point” method is used to determine eye dominance. In this method, observers are pointed 
naturally at an object with both eyes open and the face square to the object. The eyes are closed 
alternately. When the dominant eye is closed the finger appears to jump away from the original 
location (A^ =16 and A^=12). The objective metrics evaluated independently on the right and
left rendered video of the stereo pair have also been combined by means of the visual acuity 
approach (Measure 3). Specifically the scores obtained for the left and right image have been 
weighted by using the visual acuity of the observers. The rational behind this approach is that the 
perceived quality could decrease along with the visual acuity of the observer. Maximum visual 
acuity of the observer is defined to be equal to 1. A Snellen eye chart is used to measure the eye 
acuity of the observers. In Measure 4, objective quality rating of the colour texture video is 
considered.
The relationship between the above objective quality assessment models and the subjective 
quality ratings for user perceived image quality (i.e. MOS) are approximated by a symmetrical 
logistic function (4.8), as described in ITU-R BT.500-11 [65],
p= - 1( D - D ^ ) G (4.8)
where, p is the normalized opinion score, D is the distortion parameter. Dm and G are constants 
and G may be positive or negative. The quantitative measures for each prediction model 
approximated using the symmetrical logistic function are presented in Table 4-2. Correlation 
Coefficient (CC), Root Mean Squared Error (RMSE) and Sum of Squares due to Error (SSE) are 
used as performance comparison metrics to evaluate the objective quality models. It should be
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noted that, CC=1, RMSE=0, SSE=0 and CC=0, RMSE=1, SSE=1 will indicate perfect and worst 
correlation between the attribute considered and the objective model respectively. Performance 
comparison metrics are evaluated for all test sequences for a more general quality analysis.
According to Table 4-2 all quality models are generally acceptable in predicting the image quality 
attribute of 3D video. However, the results show that Measure 4 of VQM has the best correlation 
with respect to subjective ratings for predicting image quality. Thus, the VQM quality rating of 
the colour texture video can be effectively used in predicting the image quality of colour-plus- 
depth based 3D videos.
Table 4-2: Performance of image quality assessment models for 3D video sequences
Objective quality model
Image quality
CC RMSE SSE
1
Measure 1 0.8808 0.0696 0.06226
Measure 2 0.8811 0.06957 0.06223
Measure 3 0.8885 0.06881 0.06148
Measure 4 0.8917 0.06763 0.06041
1
Measure 1 0.8424 0.1798 0.09934
Measure 2 0.8484 0.1708 0.09026
Measure 3 0.8692 0.1527 0.07934
Measure 4 0.936 0.04241 0.0439
Î
Measure 1 0.9433 0.03681 0.04174
Measure 2 0.9189 0.06201 0.05568
Measure 3 0.9321 0.04483 0.04514
Measure 4 0.96 0.03506 0.03992
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4.3.2.2 M odelling Depth Quality of 3D Video
From tests 1 and 2, it is noted that depth quality is affected by both colour texture video
(contributing towards monocular cues) and the depth map (contributing towards binocular cues).
However, experiments with so-called random-dot stereograms show that binocular and monocular 
depth cues are independently perceived. In a similar way, human brains will independently 
perceive monocular and binocular degradation in a 3D video [109] [110]. Furthermore, added 
value of strength of depth by the depth map (3D viewing compared to 2D) can be identified as the 
effect from the superimposition of binocular cues on monocular cues. Thus the overall depth 
quality can be modelled as follows:
Depth _  quality = /  ( Z)^, ) (4.9)
Depth _  quality = D ^  D ^  (4.10)
D,c, refers to the objectively evaluated inclusive depth quality and D ^  and Dg refer to the 
contiibution towards depth quality from monocular and binocular cues respectively, a  and ^  are 
positive constants and defines the relative importance towards the depth quality. Due to the 
independent nature of monocular and binocular cues of depth perception, first the contribution 
from the monocular cues towards overall depth quality is evaluated and secondly the added value 
from the binocular cues is modelled.
43.2.2.1 Contribution from  the Colour Texture Video
If no depth map is presented, similar to 2D video, depth quality is judged only from the 
monocular cues extracted from the colour texture video. A fourth experiment (test 4) is conducted 
with quality variations to colour texture video with compression levels of (QP values) 0, 10, 30, 
35, 40, 45, and 50. Test conditions are similar to above experiments carried out in sections 4.3.1 
and 4.3.2 and the stimulus contained impaired colour texture video (i.e. 2D content) and the 
original, uncompressed version of each scene as the reference in the evaluation test. All pixel 
values of the corresponding depth map sequences are set to a gray scale value of 128 (according 
to 3D display characteristics), such that the colour texture video will display on the same plane as 
the screen of the display. Subjects are asked to rate on the level of perceived depth according to 
the DSCQS method. Here the perception of depth refers to the feeling of depth experienced from 
the monocular cues of the video. An undistorted colour texture video will preserve the inherited 
monocular cues of depth in its original video. Thus, the distortion between the original and 
processed videos will indicate the deterioration of the monocular cues of the colour texture video.
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PSNR, SSIM and VQM are selected as assessment models to predict the perceived depth from 
monocular cues extracted from the colour texture video. The relationship between the perceived 
depth (i.e. MOS) and the assessment models are approximated by a symmetrical logistic function 
(4.8). The quantitative measures of each prediction model (i.e. PSNR, SSIM and VQM) 
approximated using the symmetrical logistic function is presented in Table 4-3. Performance 
comparison metrics (CC, SSE, RMSE) are evaluated for all test sequences considered. Results 
imply that VQM has better values for the performance comparison metrics, with respect to 
subjective rating, in predicting perceived depth from colour texture video. Therefore, VQM can 
be used in predicting perceived depth from monocular cues extracted from the colour texture 
video.
Table 4-3; Performance of depth quality assessment from colour texture (monocular) video
sequences
Objective Quality Model
Depth Quality
CC RMSE SSE
PSNR 0.8226 0.1659 0.09345
SSIM 0.8431 0.1027 0.07352
VQM 0.9129 0.1007 0.0596
4.3.2.2.2 Contribution from  the Depth Map
Next stage is to model the added value of depth quality from the depth map (also referred as the 
disparity signal in this section). Existing 2D objective quality models are not suitable to evaluate 
the depth map for its contribution towards binocular cues (e.g. stereopsis) for the overall depth 
quality. This is due to the fact that as depth maps are not natural images (i.e. depth maps are not 
directly perceived by the 3D observer), use of perceptual based distortion metrics is not 
appropriate. Thus, a novel full reference disparity distortion model (DDM) is proposed. The 
proposed measurement technique is compounded using three model parameters evaluated 
between the original depth map and the corresponding depth map processed after degradation.
When experiencing 3D video, HVS identify depth as proper visual recognition of depth planes, of 
binocular vision. The relative distances to different depth planes and the consistency of the 
content (as compared to the original video) in the identified planes, aid in visualizing depth of 3D
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content. Being able to recognize the distance (or separations) between clusters of visual objects, 
assist the 3D observer to identify depth when experiencing 3D video. The relative positions of the 
objects within the object clusters should be consistent with the original 3D video in order to 
provide a satisfactory sensation of depth as intended by the original content. To identify depth of 
an object, eyes converge to a region by matching the visual information projected in both retinas. 
The first binocular cells that react to a stimulus, presented to either of the eyes, appear at a later 
stage of the visual pathways known as the primary visual cortex or V 1 area of the brain. At this 
stage, only the structural information extracted separately from each eye is available to the brain 
for deduction of image disparity [104] [109]. Thus it is believed that HVS is highly optimized in 
extracting structural information from the viewing field for perception of depth. A simplified 
diagram of the HVS is shown in Figure 4-5. The Lateral Geniculate Nucleus (LON) of the brain 
recognizes the visual streams originated from the eyes before being relayed to the primary visual 
cortex. Although the function of the primary visual cortex is fairly well understood and accepted 
by the vision science community, research is still carried out to understand the higher level vision 
processing and cognition of the later stages of human vision [111].
Eyes
LQN
Primary Visual 
Cortex
Higher level vision ■ 
processing and cognition 
by the brain
Figure 4-5; Schematic diagram of the HVS
In view of the above observations, important features of HVS for depth perception are considered 
in designing the proposed objective quality model. The system diagram of the proposed quality 
assessment system is shown in Figure 4-6. Suppose X  and Y are two disparity signals, which have 
been aligned with each other. If one signal is assumed to have perfect quality (signal X) then the
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DDM measure can serve as a quantitative measurement of the quality of the second signal Y. The 
proposed model separates the task of the measurement technique into three components given 
below:
M, = distortion of the relative distance in depth axis among depth planes
M^= distortion of the consistency in perceived depth of the contents in depth planes
M^ = structural comparison
Reference
Segmentation of 
visual depth planes (1=1,2...n)
Computation of
Projection of signals to 
the hyperplan defined by
and = 0Vj:]______ >•' y
Computation of Combination MDDM
Normalization by Computation of
Figure 4-6: Block diagram of the proposed measurement system
In order to identify the visually recognized depth planes, histogram of the undistorted (original) 
disparity signal is examined. Figure 4-7 to Figure 4-9 show histograms for the sequences 
"Breakdancers”, "Orbi”, and "Interview” respectively. Examining the distribution of the per- 
pixel values of the disparity signal (0-furthest and 255-closest to the camera), visually recognized 
depth planes are identified as shown in Figure 4-7 to Figure 4-9. After identifying the pixel 
variation in different depth planes, the depth map (both original and degraded) is segmented 
accordingly. Resultant depth planes for the "Breakdancers” sequence are shown in Figure 4-10.
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Figure 4-7: Identifying depth planes of Breakdancers sequence
14000
12001
Depth plane 3looqo
Depth plane 2
4oqo Depth plane 1 -
2oqo
100 1 6 0 ^  
Pixel value
200 250 300
Figure 4-8: Identifying depth planes of Orbi sequence
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Figure 4-9: Identifying depth planes of Interview sequence
(a) Original depth image (b) Segmented depth plane 1
(c) Segmented depth plane 2 (d) Segmented depth plane 3
Figure 4-10: Visual depth planes of Breakdancers sequence
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Calculating : distortion of the relative distance in depth axis among depth planes
First, measurement Mj is evaluated. The relationship between the actual depth value z and its 
corresponding unsigned 8-bit pixel value m of the depth map is as follows [112]:
—  + k ^ , w ) - k ^ , w  (4.12)
Positive and negative values of z mean that the corresponding pixel should be in front and behind 
the display respectively. k„ear and specify the range of the depth information behind and in 
front of the picture respectively, relative to the screen width W. The mean intensity of the 
segmented depth planes are calculated for both original and degraded signals, m\ and m'y, where
superscript / denote the depth plane index. The relative distance between adjacent depth planes i 
and i+1 along the depth axis for original and the distorted signals can be identified as follows:
4  -  . (m' _ m f '  ) (4.13)
4   ^ k -  <  ) (4.14)
Thus, the Distortion of the Relative Distance (DRD) in depth axis for depth planes i and i+7, 
compared to the original depth map can be identified as,
DRD‘-‘» = -""D l (4.15)
knear+ kfar =10 and W=1920 for the 42” Philips multi-view autostereoscopic display. By 
aggregating DRD values for all adjacent depth planes Mj measure is evaluated.
M, (4.16)
1=1
n refer to the number of visually recognized depth planes.
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Calculating : distortion of the consistency in perceived depth of the contents in depth 
planes
Secondly, the mean intensity from the signals X‘ and Ÿ  are removed. X' and F* refer to the 
disparity signals of the f' depth plane. In discrete form, the resulting signals (X'~rri^) and 
(Y ‘-rriy) corresponds to the projection of the vectors onto the hyperplane defined by, - g
and ^  y _ 0 . Here, j  and N  refer to the pixel index and the total number of pixels of the
corresponding depth plane. Intention of this is to make the three measurement techniques M^ 
and Mg relatively independent of each other. To model the distortion of the consistency in the 
perceived depth, the standard deviations of the eiTor signal in each of the identified depth plane is 
evaluated. Error signal, e‘, refers to the difference of the pixel values between the processed and 
the original depth planes. For depth plane i the standard deviation of error can be identified as.
= (4.17)
where, e‘ = x ‘ -  y' and ju‘^ is the mean value of the error signal for plane i. Summation of the 
standard deviation of the error for all the depth planes defines
n
M ^= Y,< y'e  (4.18)
j= l
Calculating : structural comparison
Third, to evaluate M, after removing the mean intensity from the signals X  and Y they are 
normalized by its own standard deviation, thus the two signals being compared have unit standard 
deviation. As a result measurement techniques, M j, Mg and Mg are statistically independent of
each other. The structure comparison is conducted on these normalized signals and/o-T
that the correlation between the above unit vectors is equivalent to the 
correlation coefficient between X  and Y. In image processing, the covariance between these
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signals is considered as a simple but an effective measure to quantify the structural similarity. 
Structural comparison measure in SSIM is utilized for this purpose [105]. Structural compaiison 
is evaluated on the entire depth image (i.e. image containing all depth planes). Each image frame 
is divided into 16x16 macroblocks and the structural comparison (SC) is computed on macroblock 
basis. Structural comparison is defined as follows:
(J^ , <7y and <j^ ,^ represents the standaid deviations and covariance of signals X  and Y. A small 
constant is introduced to both numerator and denominator to avoid instability when is
veiy close to zero, = { c 'l f  is chosen where c  is the dynamic range of the pixel values (255 
for 8 -bit gray scale representation) and /as 0.001. <j^ in (4.19) can be estimated as,
1 ^.^vv (4.20)^  y=i
where, L refers to the number of pixels of the full image. Structural error of the depth image/frame 
is evaluated as the average SC over the macroblocks.
1 in'
" 3 = — S S C , (4.21)m ;=i
m* and j  refer to the number of macroblocks and its index respectively.
Depth quality model
Finally, the three components are combined to yield an overall Disparity Distortion Model 
(DDM).
DDM  -  f { M ^ { x ,y ) ,M i{ x ,y ) ,M 2 {x ,y i)  (4.22)
An important point is that the three components are relatively independent. For example, the 
change of relative distance in depth axis and/or consistency of the perceived depth of the contents
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in the depth planes will not affect the structural error of the depth image. Thus the three 
components M ,, and M 3 are combined as follows:
DDM =    0  23)
A constant, k^= \ is introduced to the denominator to bound the depth quality rating between 0 
and 1, and to avoid instability when M, Mg is close to zero. DDM=1 and DDM=0 implies the 
maximum and minimum bounds of depth quality from the depth image respectively. This is for 
the reason that, at maximum depth qualityMj - Mg —> 0  and M3 - > 1  and at minimum depth 
quality M3 - ^ 0 .
In practice, one usually requires a single overall measure of the entire depth sequence. Thus mean 
of DDM index (MDDM) is evaluated to predict the depth quality form the depth sequence.
M D D M {X,Y) = ^ Y D D M ( X i , y j )  (4.24)M
where X  and Y are the reference and the distorted disparity signals respectively, Xi and y, are the
contents at the frame, and M  is the number of frames in the depth map.
Thus, as shown in (4.10) the overall depth quality from 3D video (i.e. effects from both colour 
texture video and depth map) can be modelled as follows:
Depth _ quality = [ l  -  VQM • MDDM ^  (4.25)
Since a VQM score of 0 implies the best quality and 1 implies the worst with respect to the
original video, in equation (4.10) is defined as \ —VQM .
Subjective ratings for depth quality from test 3 are used to assess the performance of the proposed 
model. Average PSNR, SSIM and VQM quality ratings of rendered left and right video are used 
as measures of depth quality for performance comparison of the proposed model. The relationship 
between the MOS for perceived depth quality and the assessment models are approximated by a
1 0 1
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symmetrical logistic function (4.8). The performance comparison metrics (CC, SSE, RMSE) for 
each prediction model, approximated using the symmetrical logistic function are evaluated for all 
test sequences and results are presented in Table 4-4. a  and ^  in (4.25) are varied from 0 to 5 in
steps of 0.5 and ûr = 1.5, = 1 revealed the best correlation with the subjective ratings. However,
the optimum values of a  and will vary for different types of displays. Results imply that, the 
proposed model has better values for the performance comparison metrics, with regards to 
subjective ratings in predicting depth quality of colour-plus-depth based 3D video. Therefore the 
proposed model, based on visually important features to the brain (both monocular and binocular), 
can be used in predicting depth quality of 3D video.
Table 4-4: Performance of overall depth assessment models for 3D video sequences
Objective quality model
Depth quality
CC RMSE SSE
Average PSNR of the Rendered 
Left and Right views 0.7788 0.07375 0.0579
Average SSIM of the Rendered 
Left and Right views 0.8065 0.06745 0.05478
Average VQM of the Rendered 
Left and Right views 0.7753 0.07397 0.0603
Proposed Depth Quality Model 0.8716 0.03253 0.03791
4.3.3 Compound 3D Video Quality Model
This section presents the design of a compound 3D video quality model by combining the image 
and depth quality models proposed in section 4.3.2. hi general, when different user (observer) 
groups and terminal characteristics are considered, the relative importance of image and depth 
quality of 3D video depends on content characteristics, context characteristics (display 
characteristics and lighting conditions) and user preference. However in this study, effects of 
different context characteristics and preferences of the 3D observer are not considered. Thus, the 
compound 3D quality measure is modelled with respect to the content characteristics and is 
described as follows:
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3D _  Quality = / j  [content) • Image _  quality  + [content) • Depth _  quality  (4.26)
f^[con ten t) + f ^ [  content ) = 1 (4.27)
Weighting functions
Z“direction (depth direction) motion activity (ZMA) of 3D video is used to model the weighting 
functions /j  and . For this purpose depth map of the 3D video is segmented into blocks of N
frames, where N  refers to the frame rate of the depth map, and the standard deviation of each pixel 
position is evaluated for each block. After aggregating the standard deviation for all pixel 
positions per block the mean standard deviation over all the segmented blocks is evaluated as 
shown in (4.28) and (4,29). This is illustrated in Figure 4-11,
W
Figure 4-11: Calculation of ZMA
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G\ (4.28)
1 M
Z M A  = — T
H W
(4.29)
K , refers to the pixel, <7y, , refers to the standard deviation and Ul . refers to the mean of the
pixels at f", f"  position of the block t. N  is the number of frames per block (N -  fps), k  is the frame 
index and M  refers to the number of segmented blocks of the depth map. H  and W denote the 
frame height and width respectively. ZMA is then normalized (nZMA) with respect to resolution 
of the depth map and the dynamic range of the pixel values, i.e. 2" -1(255 for 8-bit gray scale 
representation), where n refers to the number of bits used for the gray scale representation of the 
depth map.
nZMA = ZMA (4.30)
To model weighting functions / ,  and / j  , the relative importance of the subjective ratings (MOS)
for image and depth quality with respect to the subjective ratings (MOS) for overall 3D quality 
are analyzed, for Interview, Orbi and Breakdancers sequences, for the quality variations 
considered in test 3. Here, SSCQS method is used instead of DSCQS method for subjective 
testing. This is due to the fact that, in DSCQS method difference in the MOS between the 
undistorted original video and the distorted video, of the same sequence, is considered. Thus, the 
difference calculation will eliminate the effect of content characteristics of the video. Finally, / j
and / j  are derived as functions of nZMA, such that they correlates with the subjectively 
evaluated relative importance of image and depth quality with regards to overall 3D quality, over 
different content characteristics. Resultant / j  and functions are as follows:
/ ,  (nZMA) = 1 -  0.997 • nZMA°-2393 (4.31)
[nZMA) = 0.997 • nZMA0.2393 (4.32)
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Correlation Coefficient (CC) between the objectively evaluated weighting functions and the 
subjectively evaluated relative importance is 0.94 (CC=1 indicate the perfect correlation). The 
effectiveness of these weighting functions for different content characteristics is verified for all 
other video sequences considered in the following section.
Compound 3D quality model
Incorporating the weighting functions / j  and the equation (4.26) can be rearranged as 
follows:
3D  _  Quality = (l ~  0.997 • ) • Im age _  quality +
(4 33)(0.997 • ) • D epth  _  quality
By substituting the objective quality models proposed in section 4.3.2 for image and depth quality 
to (4.33), the overall 3D quality model can be defined as follow:
3D _  Quality  = (l -  0.997 ■ ) ■ ( l  -  ) +
(0.997 • ) • [(1 -  ) • MDDM,,,„_,„„^ ]
Subjective tests are conducted for the quality variations considered in test 3, for ''Ballet”, "Inition 
2D-3D world cup”, “Butterfly”, “Watermill” and “Interior” to assess the performance of the 
proposed compound 3D quality model. These 3D sequences contain different motion 
characteristics and different spatial and temporal resolutions (see Appendix A). Subjects are asked 
to rate the overall 3D quality using the SSCQS method. Currently, average PSNR of rendered left 
and right video is widely used as a measure of overall 3D video quality. Average quality rating of 
rendered left and right video using PSNR and other recently developed perceptual models like 
SSIM and VQM are used for a more general performance comparison of the proposed model. The 
relationship between the MOS for overall 3D video quality and the assessment models are 
approximated by the symmetrical logistic function (4.8). The Performance comparison metrics 
(CC, SSE, RMSE) for each prediction model, approximated using the symmetrical logistic 
function are evaluated for above test sequences and results are presented in Table 4-5.
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Table 4-5: Performance of 3D quality assessment models
Objective quality model
Overall 3D video quality
CC RMSE SSE
Average PSNR of the Rendered 
Left and Right views 0.7061 0.1363 0.1091
Average SSIM of the Rendered 
Left and Right views 0.7387 0.0949 0.0887
Average VQM of the Rendered 
Left and Right views 0.8092 0.0570 0.0501
Proposed Compound 
3D Quality Model 0.8461 0.0337 0.0319
Results clearly imply that the proposed compound 3D quality model has better values for the 
performance comparison metrics in predicting overall 3D quality of colour-plus-depth based 3D 
video. Therefore, the proposed model can be effectively used in predicting perceptual quality of 
colour-plus-depth based 3D video.
4.3.4 Analyzing the Effects of Transmission Errors on 3D Quality
A further issue for 3D video quality assessment is the effects introduced during transmission over 
communication networks. 3D video streaming over networks (e.g. IP core network) may lead to 
degraded quality due to packet losses. These random packet losses may result in losing the entire 
frame at the receiver/intermediate network node. The effect of frame/slice losses on the perceived 
quality of reconstructed stereoscopic video may be worse compared to that of conventional video 
(i.e. 2D video) applications. In this section effect of transmission errors on perceived quality of 
colour-plus-depth based 3D video are analyzed to further justify the performance of the proposed 
3D quality model, The H.264/SVC coded colour-plus-deptli map video is corrupted using the 
error patterns representing an IP core network. The resultant quality of the synthesized binocular 
video is rated by subjects for perceived overall 3D quality. Then the correlation between tlie 
proposed model and other objective quality models with the subjective ratings are analyzed.
To resemble a typical bandwidth limited transmission scenario, all 8 video sequences considered 
are encoded to an average bit rate of 1 Mbps targeting medium bit rate 3D video applications. The
1 0 6
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JSVM version 8.9 (described in Table 4-1) is used to encode the colour texture and depth views 
simultaneously as a scalable video bit stream. In order to squeeze colour texture and depth views 
into the 1Mbps bandwidth requirement, this study exploits the asymmetric coding of binocular 
content. Asymmetric video coding can be utilized to exploit the characteristics of colour-plus- 
depth 3D content to reduce the overall bit rate requirement. For example, in this study, the depth 
is quantized coarsely than the colour texture video with no degradation to the perceptual quality of 
reconstructed 3D video [113]. Thus, in this study different quality levels for base and 
enhancement layers are assigned using different quantization pai’ameters (QP) for each layer of 
the scalable video codec. The final bit rate combinations of colour-plus-depth image sequences 
are selected experimentally. The resultant video quality of each layer, used QPs and their bit rate 
percentages of the final bit rate combination are shown in Table 4-6 for “Interview”, “Orbi” and 
“Brealcdancers” video sequences. The encoding parameters are similar to the setting listed in 
Table 4-1. However, IPPP...IPPP... sequence format is utilized instead of IPPP... sequence 
format to minimize error propagation caused by frame losses under IP network errors.
Table 4-6: Encoded colour texture and depth video characteristics
SVC layer QPsused
Encoded quality Bit 
rate %PSNR SSIM VQM
1 Base 26 39.46 0.9680 0.0959 77.2Enhancement 32 40.93 0.9784 0.0278 22.8
1 Base 29 38.36 0.9497 0.1041 76.4Enhancement 33 38.53 0.9511 0.0815 23.6
II Base 31 36.47 0.9025 0.2208 74.7Enhancement 34 38.02 0.9486 0.1017 25.3
IP error patterns, generated for video experiments, are used to corrupt the SVC bit-streams at 
different packet loss rates as in [114]. Each coded video frame (i.e., either colour texture or depth 
map frame) is encapsulated in a single Network Abstraction Layer (NAL) unit, and is fragmented 
into packets of 1400 bytes, which is below the Internet's Maximum Transfer Unit (MTU) size of 
1525 bytes. The first fragment contains the important header data of the frame NAL unit. Hence, 
if the first fragment of a frame is lost, it is assumed that the whole frame is lost, as the header data 
is unrecoverable without adding redundant information. Furthermore, it is assumed that the
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sequence headers and the first I frame of colour texture and depth image sequences are received 
uncorrupted. The corrupted bit-streams are later decoded using the JSVM decoder. The JSVM 
frame copying method is used to conceal the missing frames of both the colour texture and the 
depth image sequences. Five packet loss ratios (0%, 3%, 5%, 10% and 20%) are used to simulate 
the lossy transmission environment.
During the subjective evaluation tests, observers are asked to rate the video sequences for overall 
3D quality according to DSCQS method. As in section 4.3.3 average quality rating of rendered 
left and right video using PSNR, SSIM and VQM are used for performance comparison of the 
proposed compound 3D quality model. The relationship between the MOS for overall 3D video 
quality and the assessment models are approximated by a symmetrical logistic function (4.8). The 
performance comparison metrics (CC, SSE, RMSE) for each prediction model, approximated 
using the symmetrical logistic function are evaluated for all test sequences and results are 
presented in Table 4-7.
Table 4-7: Performance of 3D quality assessment models under network errors
Objective quality model
Overall 3D video quality
CC RMSE SSE
Average PSNR of the Rendered 
Left and Right views 0.6897 0.1492 0.1156
Average SSIM of the Rendered 
Left and Right views 0.7501 0.0771 0.0702
Average VQM of the Rendered 
Left and Right views 0.8008 0.0612 0.0586
Proposed Compound 
3D Quality Model 0.8369 0.0408 0.0404
Results imply that the proposed compound quality model could be successfully used to predict the 
quality degradations under transmission errors. Thus the above study further justifies the 
performance of the proposed 3D quality model.
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4.4 Application of the Proposed Quality Models
With the continued global growth of broadcast technologies, real time 3D video services can be 
now realized. Delivery of 3DTV, movies, media, advertising or other popular 3D content to a set­
top box through a broadcast system such as broadband, wireless or satellite network connection 
helps service providers round out their "triple-play" service offering, and to remain competitive in 
a rapidly evolving marketplace. The acceptance and success of a 3D broadcast system depends on 
how well the system performs. It is highly important to optimize the end-to-end 3D video chain to 
enable cost efficient delivery of rich 3D media services in real-life environments by jointly 
addressing user experience and quality/resource trade-offs. Quality of perceptual attributes of 3D 
video is one of the evaluation criteria to assess the performance of a 3D broadcast system. Hence, 
the systems' parameters can be tuned and optimized to the customers’ quality preference.
Due to the bandwidth restrictions, it is necessary to pre-process and compress 3D content before 
transmission. This is equally applicable for broadcasting services as well as real time streaming 
scenarios such as IPTV. In such situations pre-processing and compression need to be carried out 
in a manner not to compromise perceived quality attributes of 3D video. Coding decisions can 
effectively be taken using the proposed quality models in the compression life cycle, replacing 
simple statistical metrics such as PSNR, MSE or SAD (Sum of Absolute Difference) that do not 
consider 3D perception of humans. Further, in online streaming applications, delay, jitter and 
packet loss may cause unacceptable 3D viewing conditions. A reduced reference version of the 
proposed quality models can be used at network nodes to predict the affects of network conditions 
on perceptual attributes of 3D video and to improve the perceived quality of the received data by 
error concealment.
Availability of such objective quality models would allow for a 3D video service infrastructure 
that focuses on the user experienced 3D quality and allows for a seamless, trusted and, most 
importantly, a satisfying experience to benefit both service provider and end user.
109
Chapter 4. Perceptual Quality Assessment o f 3D Video
4.5 Conclusions
3D video in the format of monocular video (colour texture video) augmented by the gray scale 
depth map is a promising representation technique, which provides high quality 3D video with 
lesser bandwidth. This chapter has addressed the possibility of modelling important attributes of 
above format of 3D video, which could accelerate the further development of broadcast 
technology and introduction of new 3D video services in time. First, subjective results are 
analysed to investigate the effects of monocular colour texture video and the depth map on image 
and depth quality attributes as experienced by the viewers. Secondly, the possibilities of 
modelling these attributes are investigated. To predict image quality of 3D video, three widely 
used 2D quality models have been considered with four different combination approaches 
incorporating different aspects of visual characteristics of the observers. The quality rating of the 
colour texture video evaluated using VQM showed better potential in predicting image quality of 
3D video. To model depth quality of 3D video, a novel quality assessment framework, which 
could estimate separately the monoscopic and stereoscopic contributions, is presented. While the 
former assesses the trivial monoscopic perceived distortions caused by blur, noise and contrast 
change, the latter assesses the perceived degradation of visually recognized depth planes of the 3D 
content. Due to the lack of suitability of existing 2D quality models to evaluate the depth map for 
its contribution towards binocular cues, MDDM metric is proposed by combining visually 
important features to the brain. Results imply that the proposed model has better performance in 
predicting depth quality of 3D video compared to existing methodologies.
Developing a single quality metric for 3D video still remains to be a big challenge due to the 
number of perceptual attributes, such as image quality, depth quality and visual comfort, 
associated with 3D experience, and their relative importance to the brain. As a simplified solution 
to the above problem, a compound 3D quality model is designed by combining dominant 
perceptual attributes of 3D video, i.e. image and depth quality. Subjective tests are conducted to 
verify the performance of the proposed model and results clearly imply that the proposed 
compound 3D quality model has better performance in predicting overall quality of 3D video 
compared to existing methodologies. Moreover, the performance of the proposed model is further 
justified for transmission errors of an IP network. This implies that, while subjective test results 
remain as the best and precise judgment of 3D video quality, the use of proposed quality models, 
is an acceptable compromise for the 3D video research community to speed up the development 
of 3D consumer products, services and consumer products.
1 1 0
Chapter 5. Perceptual Quality based JSCC Schemes for 3D Video over Wireless Networks
Chapter 5
5 Perceptual Quality based JSCC Schemes 
for 3D Video over Wireless Networks
5.1 Introduction
Development of real time video transmission to the third dimension has been one of the main 
goals in digital communication during the last decade. Capturing real life 3D content and creating 
a precise replica of the scene at a remote destination, in real time or at a later stage, are vital 
aspects in 3D video communications. However, limitations in perceptual quality and user 
satisfaction have hindered the development of 3D consumer mass markets to date. Unlike 3D 
films, which can be dated back to eaily 1900s’, 3D communication applications such as 3DTV, 
Video On Demand (VOD) and video streaming requires effective rate adaptive transmission 
schemes, error resilient mechanisms and signalling protocols to achieve a satisfactory level of 3D 
perception at the end user. However, the technology is yet to be matured up to the level of 2D 
video communication. Furthermore, most of the developments will be built resting on the existing 
architectures and methodologies for conventional 2D communications.
High quality and mobility are prime features of today’s user experience. With recent advances in 
digital transmission and digital video compression and standards like mobile WiMAX [5] and 
H.264/AVC [3], real time 3D video transmission applications can now be realized over wireless 
networks. Higher data rate and Quality of Service (QoS) offered by mobile WiMAX standard 
make it attractive to video services, such as VOD, video streaming, and video gaming. 
H.264/AVC source coding standard (also known as MPEG-4 Part 10 - Advanced Video Coding 
(AVC) [3]), is known as one of the most successful digital video compression standards available 
to date. This includes a number of advance features to attain a considerable compression 
efficiency compared to previous source coding standards. Moreover, the concept of Network 
Adaptation Layer (NAL), of H.264/AVC, provides flexibility for the compressed data to a wide 
range of network environments. Although standards like WiMAX and H.264/AVC support large 
bandwidth and efficient compression techniques respectively, in practice, available bandwidth
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needs to be effectively utilized to maximise the system resources as well as the perceptual quality, 
as experienced by the 3D observer.
The aim of this chapter is to enhance the perceptual quality of colour-plus-depth 3D video 
transmission over wireless channels. Unlike 2D video, colour-plus-depth 3D video requires more 
bandwidth due to two video streams: colour texture and depth map. In video communications, 
data compression is considered as a vital tool to reduce the amount of bandwidth required for 
transmission. Compression is useful to reduce the consumption of expensive resources like 
transmission bandwidth or storage space. Although, modern video codecs such as H.264/AVC can 
be utilized to achieve a significant gain on data compression of 3D content, due to the use of 
predictive and Variable-Length Coding (VLC), highly compressed video bit streams are very 
sensitive to channel errors [115]. In fact, under adverse channel conditions, a single bit error can 
cause loss of synchronisation between the video encoder and the decoder. Thus, regardless of 
correct reception at the receiver, all the data could be ineffective due to loss of synchronization. 
Joint Source Channel Coding (JSCC) is considered as an effective method to overcome such 
challenges to improve the performance of video transmission over error prone and bandwidth 
limited wireless channels [116] [117] .The main concept of JSCC is to adapt both the source coding 
and channel coding according to channel conditions, such that the overall distortion of the 
decoded video is minimised at the receiver. In video communication, distortion can be separated 
into two main types, known as, source distortion and channel distortion. Source distortion (also 
know as quantization error) is introduced by lossy compression and channel distortion is caused 
by the noise in the transmission channel. The overall distortion is considered as the resultant 
affects of both source and channel distortions. The usual approach in the JSCC literature for 
quantifying the overall distortion is to use simple statistical measures, such as PSNR and MSB. 
[118] to [122]. The overall distortion at the receiver is generally defined as the PSNR or MSB 
between the received and the original videos. However, it is a well known fact that due to the lack 
of correlations with the HVS, simple statistical measures such as PSNR or MSB cannot evaluate 
the quality as by a panel of human [73]. Furthermore, quality evaluation with regards to simple 
statistical 2D metrics does not accurately measure the added value of depth quality in 3D video. 
Therefore, determining optimum JSCC schemes based on 2D quality measures is less effective for 
3D video. A more effective approach would be to design JSCC techniques that maximise the 
actual quality of 3D video. This chapter investigates on minimising the effects of both source and 
channel coding using a JSCC approach from a perceptual quality point of view. Unlike JSCC for 
2D video, it is important to determine the optimum rate allocation for both colour texture and 
depth components for source and channel coding in order to maximise the perceptual quality of 
3D video. In this study, quality models proposed in chapter 4 are utilized to design JSCC
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techniques for colour-plus-depth 3D video.
The structure of this chapter is organised as follows. In section 5.2 related literatures in line with 
this research are discussed. Fundamental concepts about the rate-distortion theory are presented in 
section 5.3. Section 5.4 provides details of the perceptual quality driven JSCC schemes for colour- 
plus-depth based 3D video over mobile WiMAX, Rayleigh fading channel. The effectiveness of 
the proposed perceptual quality based JSCC approach is discussed in section 5.5. Finally, section 
5.6 concludes the chapter.
5.2 Related Work
The main objective of communication is to convey as much information as possible over a given 
channel with as few errors as possible. JSCC is a robust and effective mechanism used for data 
communication over error prone and bandwidth limited wireless channels. In [123] a brief 
overview of the most prominent techniques of JSCC are given. It covers Index Assignment (lA), 
Unequal Error Protection (UEP), co-optimised vector quantizing (i.e. channel optimised vector 
quantizer), and direct modulation organising schemes. JSCC methods developed for image 
transmissions are presented in [124] to [127]. Unlike image transmission, for video transmission 
more intelligent and effective JSCC schemes are necessary due to its demand for higher 
bandwidth. A JSCC scheme utilised for wireless video transmissions over Code Division Multiple 
Access (CDMA) networks is presented in [128]. In this work, a compressed video bit stream is 
transmitted over multiple-channel of wireless CDMA networks. Each video source layer is 
protected by a product channel code structure, where row coding is a combination of Rate- 
Compatible Punctured Convolution (RCPC) and Cyclic Redundancy Check (CRC). Reed- 
Solomon (RS) is applied for column coding. This JSCC effectively protects transmitted video 
over multipath fading channels. Usage of the JSCC for video broadcasting over a WiMAX 
network, to enhance the performance of TV transmission over internet protocol (IP) is illustrated 
in [129]. In [130], the JSCC is introduced for scalable video coding (H.264/SVC) with Low- 
Density Parity-Check (LDPC) channel coding. The experimental results suggest that the LDPC 
provides high degree of protection to any scalable setting of the SVC. In [131] authors have 
proposed a hybrid error control technique consisting of two types of mechanisms: Forward Error- 
Correction (EEC) and retransmission. The objective of this study is to optimise the trade-off 
between overhead bits due to an application of the EEC and the system delay due to an application 
of the ARQ to retransmit lost packets. JSCC scheme to minimise average distortion if channel 
conditions are known at a receiver side is proposed in [132]. In this study JSCC methods are
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designed for three different scenarios. In the first scenario JSCC scheme evaluates an optimal 
channel coding rate assuming the source coding rate is known. The second scenario finds an 
optimal source coding rate assuming the channel coding rate is known. The last scenario 
iteratively searches for an optimal bit rate between source and channel coding. JSCC for 
stereoscopic video transmission application is proposed in [121]. This study proposes an unequal 
error protection (UEP) based JSCC scheme for stereoscopic video transmission over an AWGN 
(Additive White Gaussian Noise) channel. The operation between H.264 and Rate Compatible 
Punctured Turbo codes (RCPT) for source and channel coding is considered in this study. 
Different levels of error protection are assigned to different partitions based on their decoding 
importance. The JSCC approach introduced in tliis chapter aims to improve the performance of 
colour-plus-depth 3D video transmission over a mobile WiMAX channel with Rayleigh fading, 
from a perceptual quality point of view.
5.3 Classical Rate-Distortion Theory
Rate distortion theory is a key aspect of information theory which provides the theoretical bounds 
for lossy data compression. Theories of rate distortion were created by Claude Elwood Shannon, 
known as “the father of information theory”, in 1948, during his initial work on information 
theory [133]. This addresses the problem of determining the minimal amount of information or 
entropy (R) that should be communicated over a channel, such that the source signal (input signal) 
can be approximately reconstructed at the receiver (output signal) without exceeding a given 
distortion (D). The relationship between rate and distortion is illustrated in Figure 5-1. Term 
“rate” is usually refers to the number of bits per data sample to be transmitted or stored and 
“distortion” refers to the degree of difference between original and reconstructed signals, usually 
evaluated by the PSNR or MSE in video related studies. However, as most lossy compression 
techniques operate on data samples that will be ultimately perceived by human consumers (e.g. 
watching video and pictures), the distortion measures should be intelligent to model the human 
perception. To date, since the human perception models are less well developed for image and 
video, lossy compression techniques still rely on simple statistical measure such as PSNR and 
MSE, although with less correlation with regards to HVS.
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Figure 5-1: Relationship between rate and distortion in lossy data compression.
Consider a simple model of an error prone communication channel shown in Figure 5-2. .Ideal 
noiseless transmission channels should produce the same massages or symbols, X, emitted by the 
source at the destination. However transmission impairments in the channel, such as noise, alter 
the emitted symbols, resulting in a different symbol space Y at the receiver. Let’s assume Figure 
5-3 illustrates the forward transitions of the channel. Here X  and Y represent the alphabets of 
symbols transmitted and received respectively, during a unit time over the channel. Let, 
P iY j IX,.) defines the conditional probability distribution functions of output symbols yj for a 
given input Xi, where X/G X  and yj e  Y.
ReceiverError prone channelTransmitter
Figure 5-2: Block diagram of a simple communication channel
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Figure 5-3; Forward transition probabilities of a noisy channel
If the system is intended to deliver y,- when X/ transmitted, then the error probabilities are defined 
by the conditional probabilities f  (y^ I x.) for all j  ^  i. For the channel, mutual
information, 7 (x. ; y^ ) measures the amount of information that symbols x,- and y; convey about
each other. /(Xp y^) , is defined as follows:
P (x , l y . )  
/ ( x . ; y ^  =  lo g  bits
r \ X . )
(5.1)
In practice, most transmission channels are considered to lie between perfect transfer (i.e. each yj 
uniquely identifies a paiticular x j and zero transfer (i.e. yj is totally unrelated to x j. Average 
mutual information is defined to analyse the general case.
(5.2)
H ( X )  denotes the entropy of the output signal X  and H { X  IY)  denotes the conditional entropy 
of the input signal (X) given the output signal (Y). Equation 5.2 states that the average information 
conveyed per symbol equals the source entropy minus conditional entropy.
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The solution for rate and distortion problem can be achieved by minimising the rate-distortion 
function given below:
R ( D ) =  min I { X ; Y )
( f ( y y l x , ) } e r
Where R is the information rate and D is the average distortion. I ( X ; Y )  describes the average 
mutual information between an original source (X) (where the source selects symbols from an 
alphabet X) and a reconstructed data (T). Equation 5.3 says that for a given maximum average 
distortion D„^ ax, the rate distortion function R(D) defines the lower bound for the transmission bit 
rate. The minimisation is over all conditional probability distiibutions P( y j  IX;)for which the
joint distribution P(y^.;x,.) satisfies the expected distortion constraint. The set of F  defines all the
conditional distributions of P{yj  I x, ) .
Conditional probability P{yj  I x.) is considered as an inherent and fixed property of the
communicational channel defined by the characteristics of the noise in the channel. The joint 
probability distribution of X  and Y is entirely determined by the nature of the channel and the 
distribution of messages, f(x), to be transmitted over the channel. Under these constraints, the 
objective is to maximise the rate of information communicating over the noisy channel. The 
appropriate measure for this is known as the mutual information. The theoretical upper bound of 
mutual information is known as the channel capacity and is given by:
C = max/(Z;7) (5 ,4 )
Channel capacity has the subsequent property related to transmitting information at rate R, where 
R is generally bits per message or symbol. For a communication system where the information 
rate R < C and coding error 8 > 0, it is always possible to transmit with an arbitrarily small error, 
such that the maximal probability of error is less than an acceptable level 8. In addition, for any 
rate /? > C, it is unachievable to transmit with arbitrarily small block error. The objective of 
channel coding is to find nearly optimal codes that can be used to transmit data over an error 
prone channel with an acceptable error at a rate close to channel capacity. However, in most 
practical video communication systems, the quality of transmitted video varies due to variations 
in the allowable bandwidth limitations. Thus in practical terms, the aim is usually to deliver the
117
  Chapter 5. Perceptual Quality based JSCC Schemes for 3D Video over Wireless Networks
best quality image/video subject to certain channel bandwidth. The maximum perceptual quality, 
under the rate constraint, can be achieved by solving the following:
(5.3)
Here, D is the distortion and R is the information rate for a maximum rate constraint R,nax- The rate 
distortion function D(R) defines the lower bound for the distortion subject to rate constraint R,„ax- 
The set of 0  defines the solution space of conditional distributions P{yj  I x,.)for which the joint
distribution P(yj  ; x. ) satisfies the expected rate constraint.
5.4 Joint Source and Channel Coding for 3D Video
In this section, the framework of the proposed JSCC to improve the performance of colour-plus- 
depth 3D video transmission over wireless channels is discussed. The difference between the 
JSCC for 2D video and the JSCC for 3D video is that the traditional 2D video has only one source 
component while the 3D video consists of two source components: colour texture video and depth 
map. The overall system model considered for the proposed JSCC for colour-plus-depth 
representation of 3D video is illustrated in Figure 5-4. At the transmitter (T%), colour texture and 
depth videos are separately compressed by H.264/AVC source coding and CRC information is 
added. Then the data is protected by LDPC codes. The output bit streams from the LDPC 
encoders are reaiianged to obtain single output at the multiplexer. Next, the output from the 
multiplexer is transmitted over a simulated mobile WiMAX channel with Rayleigh fading 
chaiacteristics. By using the error detection property of CRC and the standard decoders, errors in 
the encoded data can be successfully detected even if they are not detected and corrected by the 
LDPC decoding process. At the receiver (R^), data stream is separated back to two data streams 
before decoded by the LDPC decoder. Finally any remaining errors after channel decoding are 
detected by CRC/standard H.264/AVC decoder and are concealed accordingly at the H.264/AVC 
decoder. At the end of the process, colour texture and depth map sequences are reconstructed.
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H.264/AVC Source Coding
In 2003 JVT (Joint Video Team) developed H.264/AVC source coding standard and today it is 
considered as one of the most powerful video compression standards of all time. This can achieve 
almost twice the coding gain when compared to former video compression standards like H.263. 
Studies have shown that [134] H.264/AVC does not only offer high quality services for high- 
bandwidth networks but also an acceptable quality service for low-bandwidth services.
H.264/AVC standard is capable of providing technical solutions to a broad range of application 
areas that covers all varieties of digital compressed video including video broadcasting, VOD, 
Multimedia Messaging Services (MMS) and serial or interactive storage on magnetic and optical 
devices. Moreover, due to flexible and customizable design of the codec new applications may be 
deployed over the existing architecture. This is because the design architecture covers a Video 
Coding Layer (VCL), which is intended to efficiently represent the video content, and a Network 
Abstraction Layer (NAL), which organize the VCL representation of the video in a manner to 
allow the same video syntax to be compatible in different network environments. These features, 
along with several others, aid H.264/AVC to perform considerably better than any prior video 
coding standard under a wide range of circumstances and application environments.
M obile WiMAX (W orldwide Interoperability for Microwave Access/IEEE 802.16e)
Mobile WiMAX is a widely used telecommunications technology, which provides mobile 
broadband wireless internet access. Features such as, high data and QoS provided by mobile 
WiMAX technology makes it more attractive to multimedia applications. IEEE 802.16e-2005 
standard [5] [135] defines the formal specifications of mobile WiMAX. This standard was 
developed by the WiMAX forum and is an amendment to IEEE 802.16d-2004 (Fixed WiMAX 
standard) to introduce support for mobility. The technology promises high data rates up to 70 
Mbps and a wide coverage, coverage radius of up to 50 km, at a lower cost. Consequently, Mobile 
WiMAX has gained the most commercial attention to date and is being successfully deployed in 
many countries. To accomplish high efficiency, throughput and reliability, several techniques are 
built into the MAC (Media Access Control) and Physical layers of the mobile WiMAX standard. 
In addition, security and QoS mechanisms aie also incorporated. Mobile WiMAX is suited for 
non line of sight communication, which is the typical mobile WiMAX user experience. Fading 
distribution of non line of sight communication is closely correlated to Rayleigh distribution, 
because it processes the statistical time varying properties of non line of sight communication link 
[136] [137]. Channel coding for error coiTection is necessary for reliable communication due to 
channel noise, fading and other transmission impairments. For this purpose the IEEE 802.16e- 
2005 standard suggests the use of following coding methods [138]:
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• Low-density parity check (LDPC) - allows six fundamental code rates: 1/2, 2/3A, 2/3B, 
3/4A, 3/4B and 5/6.
• Convolution Turbo Code (CTC) - allows fundamental code rate of 1/3 and additional code 
rates using puncturing: 2/3, 3/4 and 5/6.
• Convolutional Code (CC) - allows a mother code rate of 1/2 and additional rates using 
puncturing: 2/3, 3/4 and 5/6.
In most cases LDPC codes are utilized for channel coding in mobile WiMAX. Advantages of 
LDPC over CTC and CC codes are discussed in [138].
LDPC channel coding
LDPC codes were originally invented by Gallager in early 1960’s [139] as an error correcting 
code. After the invention, LPDC codes were largely forgotten and were rediscovered by Mackay 
in 1999 [140]. Since then they have experienced a remarkable return in the last few years. As a 
result of the significant development of the LDPC codes, it is recommended as an optional 
channel coding technique to be used in the mobile WiMAX standard [5]. LDPC codes are 
considered as capacity-approacliing codes, which mean that the codes allow transmission at rates 
close to the theoretical maximum, as defined by the Shannon limit, for a symmetric memory-less 
channels over a very large code length. For instance, the performance of the LDPC code is only
0.0045 dB below the theoretical maximum, for a code length of one million bits.
LDPC codes in mobile WiMAX is based on a set of (one or more) fundamental coding rates: 1/2, 
2/3A, 2/3B, 3/4A, 3/4B, and 5/6. Each LDPC code in the standard is defined by a parity check 
matrix H of size m x «, where m refers to the number of parity bits and n refers to the length of 
output packet. The number of systematic bits (information bits) of the code is k = n -  m, 2/3A, 
2/3B and 3/4A, 3/4B has the same coding rates but different parity check matrices H. Parity check 
matrix H is obtained by expanding the generator base matrix by replacing the entries with a 
square matrix, where the matrix dimension is equal to the block size. The generator matrices 
defined in the IEEE 802.16e standard [5] for the six fundamental code rates are given in Appendix 
C.
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The main objective of this chapter is to investigate on minimising the effect of both source and 
channel distortions of colour-plus-depth based 3D video, using a JSCC approach, from a 
perceptual quality point of view. In the following sections, first the impact of rate allocation for 
source coding of colour texture and depth components on overall 3D quality is investigated. Next, 
performance of several JSCC schemes with different protection to colour texture and depth 
components are analysed over a simulated mobile WiMAX channel for different channel 
conditions.
5.4.1 The Impact of Rate Allocation for Colour Texture and Depth Map on 
Perceptual Quality of 3D Video
In this section, the influence of colour texture and depth components, in terms of bit rate and 
perceptual 3D quality is analysed. The aim of this experiment is to find out the optimum relative 
bit rate between colour texture and depth components, such that the 3D quality is maximised. The 
details of this experiment are as follows. Both colour texture and depth components are encoded 
by H.264/AVC, reference software JM.IO [97]. Tiiree test sequences are selected considering 
different motion level characteristics: "'Interview'" (low motion/texture variation with static 
camera), "Orbi” (medium to high motion, high texture variation and parallel camera motion) and 
“Breakdancers" (high motion/texture variation with static camera), with 25 fps, GIF resolution 
(352 X 288), 8-bits per each colour texture and depth component with 30 P-frames between I- 
frames. Bit rate of depth component Bdepth vary from 5% - 90 % of the total source bit rate Bso„rce 
(in step of 10% from Bjepth = 10%). The rest of available bit rate is allocated to colour texture
component, i.e. Bcolour— Psource Pdepth-
In this experiment, Bsource is varied from 100 kbps up to I Mbps. Finally, the perceptual quality of 
3D video is objectively evaluated with the proposed compound quality model presented in chapter 
4. In this assessment criterion: quality index of 1 implies excellent or same quality as the original 
sequence and quality index of 0 implies bad or much worse quality than the original sequence. For 
more information about the quality assessment methodology readers should refer to chapter 4 of 
the thesis. Resultant 3D quality of "Interview”, "Orbi” and "Breakdancers” test sequences are 
shown in Figure 5-5, Figure 5-6 and Figure 5-7 respectively. X-axis denotes the depth bit rate as a 
percentage of the total source coding bit rate and Y-axis denotes the perceptual quality of the 3D 
video.
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Figure 5-6: Decoded perceptual quality of Orbi sequence
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Figure 5-7: Decoded perceptual quality of Breakdancers sequence
According to the results shown in Figure 5-5, Figure 5-6 and Figure 5-7 for low transmission bit 
rates (when Bsource < 500 kbps) the highest perceptual quality of colour-plus-depth based 3D 
video is obtained if 10% of the available source bit rate is allocated to depth component and the 
rest to colour texture component. For higher bitrates > 500 kbps) the highest perceptual
quality is obtained when 20% of the total bit rate is allocated to depth component. This is because 
colour texture component contains more information than depth component, a higher bit rate is 
required to maximise the 3D quality under bit rate constraint conditions. Furthermore, when the 
available bit rate is high a higher bit budget could be allocated to depth component to enhance the 
sensation of depth without degrading the overall quality of 3D perception.
5.4.2 Performance Evaluation of JSCC Schemes over Wireless Networks
In this section, the performance of the proposed JSCC for 3D videos is evaluated. Based on the 
framework shown in Figure 5-4, at the transmitter (T%), colour texture and depth map sequences 
are separately compressed by H.264/AVC encoders. In this experiment each frame of the video 
sequence (both colour texture and depth sequences) is subdivided such that each row of 
macroblocks composes of a slice. Video data such as picture slices (coded data) and parameter 
sets are encapsulated into NAL (Network Abstraction Layer) units as defined by H.264/AVC data 
encapsulation structure [141]. In the mobile WiMAX MAC (Media Access Control) layer, 
payload is fragmented to segments of 122 bytes and a 32-CRC is added to each segment. Here, 
the payload refers to the encapsulated data from the H.264/AVC video coding layer. The
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generator polynomial, G(x), used for 32-CRC is given below [142];
G (x ) = 4- + x ^  + x'^ + x^  ^-I- x*^  + x^ ® + x  ^+ x  ^+ x  ^-1- x'^  +  x^ + X-}- 1 (5.4)
The format of the MAC Protocol Data Unit (MPDU) incorporating 32-CRC and the MAC layer 
header information is illustrated in Figure 5-8. The MAC Protocol Data Unit (MPDU) is 
composed of a fixed length header, a payload of 976 bits (i.e. 122 bytes) and a 32-bit CRC. The 
total length of the MPDU is 1056 bits (which is lower than the maximum allowable payload 
length of 2048 bytes [143]). Before transmitting over the wireless channel, the encapsulated data 
streams are protected with LDPC codes. Colour texture and depth map data streams are protected 
by LDPC code with coding rates of 1/2, 2/3, 3/4 and 5/6. The base matrices defined in the IEEE 
802.16e standard [5] for these code rates are given in Appendix C. In this study, 16 protection 
schemes are used considering all possible combinations. At the multiplexer, the output bit streams 
of the LDPC encoders are rearranged to obtain a single output and is transmitted over a simulated 
mobile WiMAX channel.
Generic MAC  
header Payload 32-CRC
bits
bits
-48- -970- — 32-
■1056-
Figure 5-8: The format of MAC Protocol Data Unit (MPDU)
At the receiver (R%), the data stream is demodulated by log-MAP algorithm and decoded by sum- 
product decoding algorithm with maximum iteration set to 50. Demodulated data is separated 
back to two data streams before decoded by LDPC decoder. Error detection capability of 32-CRC 
will be used, at the receiver, to detect transmission errors after channel decoding. 32-CRC assures 
the safety of 122 bytes of data in the payload [142]. 8 bits reserved inside the MAC header, 
known as Header Check Sum (HCS) bits, are used to detect transmission errors in the 48 bit 
header of the MPDU [143]. If an error is detected witliin a MPDU after channel decoding, the 
whole MPDU is declared as an error. Since MPDU carries a fragment of a NAL unit, one 
erroneous MPDU means loosing a part of a NAL unit. Therefore, NAL units with one or more 
erroneous fragments will be dropped. H.264/AVC decoder will identify missing NAL units based 
on the information available through correctly received NAL units. Eiror concealment is applied
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in the video decoding layer whenever slice losses are detected (at the H.264/AVC decoder). For 
this purpose, error concealment mode 1 of the reference software JM version 10 [97] is applied by 
copying the pixel area of the slice from the reference frame that is at the same location as the 
distorted slice in the current image. At the end of the H.264/AVC decoding process, colour 
texture and deptli map sequences are reconstructed.
In this experiment, the effective bit budget Btotau available for source and channel coding, is fixed 
to 2 Mbps. If the coding rates of colour texture and depth map are denoted as Rc and Rd, 
respectively, the relationship between the effective bit budget Btotai and the colour texture bit rate 
Bcohur and the depth map bit rate Bdepth can be identified as:
(5.9)
According to the experimental results in the previous section, the relationship of the colour texture 
and depth map bit budgets for source coding is set to the optimum values according to the 
available bit budget (i.e. 80% of the source coding bit budget to colour texture video and 20% to 
depth map). Therefore, equation (5.9) can be reaixanged as:
(5.10)
According to different combinations of code rates, Rc and Rd, corresponding bit budgets for Bcohur 
and Bficpth can be evaluated and colour texture and depth components of 3D video can be encoded 
accordingly.
JSCC schemes considered are simulated over different conditions of the mobile WiMAX based 
Rayleigh fading channel: SNR = 10, 12, 14, 16, 18 dB. Characteristics of the Rayleigh fading 
channel and system parameters of the mobile WiMAX simulator are given in Appendix D. 
Compound 3D quality model proposed in chapter 4 is utilized to evaluate the performance of the 
JSCC schemes under different channel conditions. Simulation results for ‘'"Interview”, “Orbi” and 
“Breakdancers” sequences, for different JSCC schemes considered aie given in Figure 5-9, 
Figure 5-10 and Figure 5-11 respectively. X-axis denotes the channel SNR and Y-axis denotes the 
perceptual quality of 3D video, evaluated with regards to the compound 3D quality model 
proposed in chapter 4 ..
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Figure 5-9: Performance analysis of the JSCC schemes for the Interview  sequence
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Figure 5-10: Performance analysis of the JSCC schemes for the Orbi sequence
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Figure 5-11: Performance analysis of the JSCC schemes for the Breakdancers sequence
Different combinations between the coding rates of the colour texture and that of the depth 
components results in different degrees of protection. This is represented by “X and Y” in the 
above figures, where X represents Rc and Y represents Rd. Code rates Rc and Rd are defined as 
k/n, where k and n denotes the information and channel coding bits respectively (see Figure 2-7).
When the protection level is varied, the system performance can be summarized as follows. The 
performances of different JSCC schemes are similar for all video sequences considered. At poor 
channel conditions (i.e. SNR = 10, 12 dB) “ 1/2 and 1/2" and “1/2 and 2/3” protection schemes has 
better performance compared to other combinations. However, “ 1/2 and 1/2” protection gives the 
best 3D quality, in poor channel conditions, since it allows the highest percentage of bits for 
channel coding, for both colour texture and depth components, compared to other protection 
schemes. When protection schemes such as “ 1/2 and 2/3” and “2/3 and 1/2“ or “ 1/2 and 3/4” and 
“3/4 and 1/2” are compared with each other, at low channel SNRs, results show that “ 1/2 and 2/3” 
and “1/2 and 3/4” schemes (where more protection is provided to colour texture component 
compared to depth component) have better performance than “2/3 and 1/2“ and “3/4 and 1/2” 
schemes (where less protection is provided to colour texture component compared to depth 
component) respectively. This implies that, at poor channel conditions, it is important to provide 
more protection to the colour texture component than the depth component for a better 3D 
experience. The effect of this phenomenon on visual quality is illustrated for the “Or/?/” test
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video sequence, in Figure 5-12 for the 17“’ frame of colour texture, depth map, and rendered left 
and right views. In the case of “1/2 and 3/4” at SNR 12 dB even though the depth map is heavily 
distorted, the visual quality of synthesized left and right views is acceptable. When displaying 
them on 3D display, although the depth map is corrupted, viewers can perceive some sense of 
depth. This is due to the fact that, although with the lack of depth map information the sense of 
depth from binocular disparity is limited, the observers can sense depth from other monocular 
depth cues such as retinal image size, texture gradient and overlapping of objects from the 
protected colour texture video. In the case of “3/4 and 1/2” at SNR 12 dB, where the quality of 
depth map is high compared to colour texture video, the quality of reconstructed left and right 
views is very low. Thus, when displaying them on 3D display, as the quality of the colour texture 
video dominates the overall 3D perception, this results in poor 3D quality. Moreover, at poor 
channel conditions, when JSCC schemes such as 5/6 and Rd or 3/4 and Rd are considered (where 
R d = 1/2, 2/3, 3/4 or 5/6) it is noted that, when the colour texture component is less protected, 
irrespective of the protection level of the depth map, the perceptual quality of the 3D video is 
unacceptable. This further justifies that it is vital to protect the colour texture video at poor 
channel conditions. This is due to the fact that, unless the colour texture video is at an acceptable 
quality, overall 3D quality will not be affected by the quality of the depth map.
On the other hand, at good channel conditions as the amount of incorrectly received data is less, 
less protected schemes such as “3/4 and 3/4” (at 16-18 dB) and “5/6 and 5/6” (at 18 dB) shows 
much better performance than low SNR regions. In addition, when “1/2 and 1/2” and “2/3 and 
2/3" JSCC schemes are compared, at better channel conditions (> 14 dB), “2/3 and 2/3” scheme 
shows slightly better performance than “1/2 and 1/2" scheme. Although “1/2 and 1/2” provides 
better protection than “2/3 and 2/3", at good channel conditions, redundant bit allocation of “1/2 
and 1/2” protection scheme prevents the system from achieving a high level of perceptual quality 
as achieved by “2/3 and 2/3”. Therefore, to maximise the system performance, at such channel 
conditions, most of the available bit budget should be allocated to source coding.
In view of the above observations, an appropriate JSCC scheme could be considered according to 
different channel conditions to maximise the actual 3D perception under transmission constrains 
such as the available bit budget.
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(a) Original frames
(b) Decoded frames with coding rates" 1/2 and 3/4" at SNR =12 dB
(c) Decoded frames with coding rates "3/4 and 1/2" at SNR =12 dB
Figure 5-12: Visual quality of decoded frames
5.5 Effectiveness of the Proposed Perceptual Quality based JSCC 
approach
In this section the effectiveness of the proposed perceptual quality based JSCC technique is 
analysed. The proposed approach aims to maximise the actual quality of colour-plus-depth 3D 
video, by selecting the appropriate JSCC technique for different channel conditions based on the 
quality assessment technique proposed in chapter 4. However, it is a well known fact that, the 
subjective impression is the most precise judgment on 3D perception due to the multidimensional
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attributes, such as image and depth quality, associated with it. Therefore, subjective tests are 
conducted to analyse the relationship between the subjective impressions and the objectively 
evaluated perceptual quality of the decoded 3D videos (with regards to the JSCC schemes utilised 
and the channel conditions) to measure the effectiveness of the perceptual quality based JSCC 
approach. The effectiveness of JSCC approach is assessed with respect to overall 3D quality, 
image quality and depth quality attributes for a more detailed study. For subjective analysis the 
42” Philips WOWvx multi-view autostereoscopic display is used and the environmental setup and 
luminance is similar to the conditions considered in chapter 4. During the subjective evaluation 
tests, observers are asked to rate the video sequences for overall 3D quality, image and depth 
quality according to the DSCQS method, as described in ITU-Recommendation BT.500-11 [65]. 
25 expert observers participated in the experiments. The stimulus set contained all impaired video 
sequences (according to 16 JSCC schemes and 5 channel conditions: SNR 10, 12, 14, 16 and 18 
dB) and the original, uncompressed version of each scene is used as the reference in the 
evaluation test. During the analysis of the results, the difference in subjective ratings for the 
impaired image sequences and the original image sequences are calculated. The relationship 
between the subjective impressions for overall 3D quality, image quality and depth quality and the 
corresponding modelling technique used in the quality assessment technique (i.e. compound 3D 
quality model to evaluate the overall 3D quality, VQM quality rating of the colour texture video 
to evaluate the image quality and the depth quality model to evaluate the depth quality) are 
approximated using the symmetrical logistic function (equation 4.8), as described in ITU-R 
BT.500-11 [65], The quantitative measures for each proposed prediction model approximated 
using the symmetrical logistic function are presented in Table 5-1. Correlation Coefficient (CC), 
Route Mean Squared Error (RMSE) and Sum of Squares due to Error (SSE) are used as 
performance comparison metrics in Table 5-1. Performance comparison metrics are evaluated 
over all JSCC schemes, channel conditions and video sequences considered, for a more general 
performance analysis.
Table 5-1: Effectiveness of the proposed approach with regards to perceptual quality
attributes of 3D video
Perceptual quality attribute Performance comparison metrics
CC RMSE SSE
3D Quality 0.8306 0.0589 0.0521
Image Quality 0.9473 0.0302 0.0294
Depth Quality 0.8613 0.0375 0.0399
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Results show that performance of the proposed perceptual quality based JSCC approach correlates 
closely with the subjective ratings with regards to all dominant perceptual attributes of 3D video. 
Therefore, the proposed perceptual quality based approach can be used effectively in selecting 
appropriate JSCC schemes with respect to different channel conditions, to maximise the actual 
end user 3D experience.
Furthermore, in addition to the performance analysis of the proposed methodologies, for the 
assessment of 3D video quality attributes, discussed in chapter 4 (for compression and 
transmission artefacts), the above results further justifies the suitability of the proposed techniques 
for perceptual quality assessment of colour-plus-depth based 3D video.
5.6 Conclusions
The aim of this chapter is to improve the performance of 3D video transmission over wireless 
networks from a perceptual point of view. First, an experiment is conducted to evaluate the 
optimum rate allocation on colour texture and depth components on overall 3D video quality for 
source coding. According to the experimental results, the perceptual quality of 3D video is 
dominated by the quality of the colour texture component. Encoded by the H.264/AVC, in most 
cases the best quality of colour-plus-depth based 3D video is achieved when 20% of available 
source coding bit rate is allocated to the depth component and the rest (80%) to the colour texture 
component. For lower transmission bit rates, results show that the best quality is achieved if 10% 
of available source bit rate is allocated to the depth component. Next, a perceptual quality based 
JSCC approach for colour-plus-depth based 3D video is proposed. The proposed JSCC approach 
aims to maximize the actual quality of colour-plus-depth 3D video under different channel 
conditions. Compound 3D video quality model proposed in chapter 4 is used to quantify the 
overall source and channel distortion, in selecting efficient JSCC schemes with respect to 
different channel conditions for a mobile WiMAX channel with Rayleigh fading chaiacteristics. 
Results suggest that, at poor channel conditions it is vital to protect the colour texture component 
compared to depth component, to deliver a satisfactory 3D experience. At better channel 
conditions, due to the lesser amount of incorrectly received data, less protected schemes for both 
colour texture and depth components of 3D video can be utilized. To maximise the system 
performance, at such channel conditions, most of the available bit budget should be allocated to 
source coding of colour texture and depth components. Results further suggest that, unless the 
colour texture video is at an acceptable quality, overall 3D quality will not be affected by the 
quality of the depth map. Finally, the effectiveness of the proposed perceptual quality based JSCC
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approach is investigated with subjective tests. Test results imply that the proposed perceptual 
quality based approach is effective in quantifying the actual overall source and channel distortion, 
implying that it can be efficiently used in selecting appropriate JSCC schemes with respect to 
different channel conditions, to maximise the actual end user 3D experience.
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Chapter 6
6 Conclusions
The ability to provide a richer, more exciting, more informative and more entertaining end-user 
experience has created an enormous interest among the viewers towards 3D content. Whereas 
traditional 2D video is sufficient for describing details of captured scenes, 3D video can provide 
more realistic representation of the scene with the additional value of depth. Driven by the 
powerful vision of being able to communicate in 3D, the integration of 3D video and 
communication technologies aie now underway. As a result rapid technological advancements 
can be seen from video capture to display technologies covering the entire end-to-end 3D video 
delivery chain. Today, 3D video research is demanding due to the stringent requirements on 
quality and the large amounts of data involved. The success of today’s 3D video services requires 
that the end users meet a satisfactory level of perceptual quality. Thus the main focus of this 
research is to investigate and design efficient means in delivering the maximum perceptual quality 
of colour-plus-depth based 3D video services to end-users. In order to achieve this, the scope of 
the research is mainly focused on the below aspects of 3D video communication framework:
Design of efficient encoding techniques to maximise the perceptual quality of video 
services subject to practical constrains.
Design a 3D quality model that accounts for the major perceived attributes of 3D video 
quality to monitor the performance of the delivery chain.
Propose effective transmission schemes to improve the perceptual quality and 
transmission reliability in 3D video transmission over wireless networks.
The specific technical contributions presented in this thesis, in order to achieve the above 
objectives are summarized in the following section.
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6.1 Technical contributions of the thesis 
Perceptual Quality based Rate Controlling
A number of authors have proposed improved algorithms to optimize the performance of the 
encoding phenomenon based on several rate distortion concepts [70] to [72]. These algorithms 
have concentrated on using objective statistical quality measurements for rate distortion 
optimisations. But it is a well known fact that simple statistical measurements such as MAD and 
MSE do not necessarily accurately model perceptual quality due to their lack of correlations with 
the HVS characteristics. Ultimately, when it comes to the QoE of the end-user, the visual quality 
of the encoded video sequence becomes the most significant feature. However, manipulating the 
quantization step size to control the data rate directly affects the perceived picture quality. For 
example higher and lower quantization step size will lead to a poor and good visual quality 
respectively. Therefore, deciding on the best quantization parameters to maximize the perceived 
video quality subject to a targeted bit rate is a challenging problem. This thesis proposes a novel 
perceptual quality based rate-controlling algorithm using ES for off-line H.264/AVC 3D and 2D 
video encoding by considering perceptual quality of the encoded video. The proposed algorithm is 
capable of identifying the best possible quantization parameters for each 16X16 macroblock, of 
3D and 2D videos, to encode the video sequence such that it would maximise the perceptual 
quality of the entire video sequence subject to the target bit rate. Results show that the proposed 
technique can improve the perceptual quality of the encoded 3D and 2D video. Even though the 
proposed technique needs some additional computational power, it is well suited for off-line 3D 
and 2D video applications since it reduces both the storage capacity and the transmission 
bandwidth for a given video stream at the same video quality.
Perceptual Quality Assessment of 3D Video
The 3D video technologies are emerging to provide more immersive media content compared to 
conventional 2D video applications by providing the sensation of depth to the end-users. 
Although several quality models have been proposed in literature [91] [92] [105] [106] to assess 
the quality of 2D video, no similar effort has been taken for the quality assessment of 3D video. 
Therefore, in this thesis important quality attributes of 3D video in the format of colour texture 
video (monocular video) augmented by the gray scale depth map are investigated and modelled. 
In the process of defining appropriate objective models, the effects of monocular video and depth 
map on image and depth quality attributes of 3D video are investigated and the possibility of 
modelling them are discussed. After investigating to what degree the existing quality metrics are 
suitable to evaluate the perceptual attributes of 3D video, VQM quality rating of the monocular
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video is proposed to predict the image quality of 3D video. However, use of existing 2D objective 
quality metrics is not suitable to evaluate the depth map for its contribution towards binocular 
cues (e.g. stereopsis). This is due to the fact that as depth maps are not natural images. Thus a 
novel disparity distortion model is designed to predict the depth quality of 3D video, by 
combining visually important features to the brain. The proposed depth quality model is capable 
of evaluating both monoscopic and stereoscopic contributions towards depth perception. Finally a 
compound quality model is designed by identifying the relative importance of perceptual 
attributes with respect to content characteristics of 3D video. Performance of the compound in 
quality model is validated for both compression and transmission artefacts with extensive 
subjective testing. Results show that the perceptual quality attributes of colour-plus-depth 3D 
video can be effectively predicted using the proposed methodologies.
Perceptual Quality based JSCC Schemes for 3D Video over W ireless Networks.
Efficient transmission schemes to improve the perceptual quality of 3D video communication 
over wireless channels are discussed in this thesis. Highly compressed H.264/AVC video bit­
streams are very sensitive to channel errors. To improve the performance of 3D video 
transmission over wireless channels, which are considered as bandwidth limited and error prone, 
JSCC is an effective method that could be utilized to overcome such challenges. The main 
advantage of JSCC is that both the source and channel coding can be adapted, according to 
channel conditions, in order to effectively utilize the available bandwidth for transmission such 
that the overall distortion in video sequence is minimized. Distortion in video communication can 
be separated into two major types: “source distortion” and “channel distortion”. The usual 
approach in the JSCC literature for quantifying the overall distortion is to use simple statistical 
measures, such as PSNR or MSE. However, due to the lack of correlations with the HVS, simple 
statistical measures cannot accurately evaluate the quality of the 3D video. Moreover, due to the 
multidimensional attributes of 3D video, such as image quality and depth quality, usage of 2D 
quality measurement techniques are less effective to determine the appropriate JSCC schemes for 
3D video transmission. Therefore, in this thesis a perceptual quality based JSCC approach is 
proposed for mobile WiMAX channel with Rayleigh fading characteristics. Compound 3D video 
quality model proposed in chapter 4 is used to quantify the overall source and channel distortion, 
in selecting efficient JSCC schemes with respect to different channel conditions. First, the 
influence of colour texture and depth components on final 3D video quality is investigated. 
Secondly, performances of several JSCC schemes are analysed for different channel conditions, 
such that the effect of both source and channel distortions are minimised, from an end user 
perceptual quality point of view. The effectiveness of the proposed perceptual quality based JSCC
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approach is justified with subjective testing.
6.2 General Conclusions
High quality and mobility are foremost elements of today’s 3D media experience. People expect a 
higher level of quality on variety of application such as, 3DTV in home, 3D cinema in public 
places, 3D video conferencing at workplace and 3D mobile while on the go. A poor level of 
perceptual quality will result in unsatisfied users, leading to a poor market awareness and 
ultimately, brand dilution. Being able to deliver a satisfactory level of video quality as perceived 
by end-users will play a key role in the success of future 3D video services, both for the 
companies deploying them and for the satisfaction of end-users that use and pay for the services. 
Considering these stringent requirements, the main objective of the thesis is focused towards 
delivering a satisfactory level of perceptual quality to the end-user. Throughout this research 
efficient methodologies in delivering an acceptable perceptual quality (from end-user point of 
view) of colour-plus-depth based 3D video services to the observer are discussed.
As mentioned in the previous sections, the ultimate challenge faced by the service providers is 
how to deliver a maximum level of perpetual quality to end-users with an optimal encoding 
scheme under constrains such as transmission bandwidth, and storage. To achieve this, 3D content 
needs to be compressed effectively before transmitting over communication channels due to the 
large amount of raw data associated with it. However, compression of 3D content introduces 
coding artefacts, which hinder the true perception of 3D video. For this purpose a novel 
perceptual quality based rate-controlling algorithm is proposed for both 3D and 2D video 
encoding, by considering perceptual quality of the entire encoded video. It is vital that 3D video 
services are continuously monitored to ensure that end users perceive them as being of adequate 
quality. Thus the requirements of quantifiable quality measurements are understandable. 
Developing a single quality metric for 3D video is a big challenge due its multidimensional 
attributes in nature and their relative importance to the brain. As a simplified solution to the above 
problem, a compound 3D quality model is designed by combining dominant perceptual attributes 
of 3D video. While subjective test results remain as the best and precise judgment of 3D video 
quality, the use of proposed quality model is an acceptable compromise for the 3D video research 
community to speed up the development of 3D consumer products, services and applications. 
Moreover, effective ti'ansmission schemes are necessary to improve the end-user perceptual 
quality and transmission reliability in 3D video communications. To improve the performance of 
3D video transmission over wireless networks, a perceptual quality based JSCC approach is
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proposed for a mobile WiMAX channel, to effectively control the effects of both source and 
channel distortions, under transmission constrains.
In line with the above goals, there have been significant technical contributions made in this 
research as descriptively discussed in the previous chapters. The effectiveness of the proposed 
methodologies was verified through extensive subjective testing and simulations. Also, 13 
research publications were made in international refereed journals and conference proceedings 
over the past three years in relation to this activity. As a result of this and other parallel research 
in the community, the state of the art in 3D has been enhanced in terms of the quality of 
experience in 3D video communications. Although with the promising developments, some 
further effort is due in realising real time high profile 3D services to its full potential. The next 
section presents some possible future work suggested in achieving this goal.
6.3 Areas for Future Research
Based on the understanding accomplished through this research and review of peer research, there 
are a number of aspects of 3D video communication identified as having potential for future 
research. This includes possible extensions to the algorithms proposed in this thesis as well as 
other significant research areas.
1. A compound quality model to assess the 3D quality of colour-plus-depth based 3D content is 
proposed in the thesis. Major perceptual quality attributes, i.e. image and depth quality, of 3D 
video are considered in this study. However, as discussed in this thesis, 3D video is 
multidimensional in nature. Other visual comfort attributes such as fatigue, difficulty in 
focussing and blurred vision need to be studied in order to understand and model more 
accurate experience of 3D content. The contribution of monocular and binocular cues on 
depth quality and the relative importance of image and depth quality towards overall 3D 
experience will differ on the display technologies (e.g. holographic displays and auto- 
stereoscopic displays), display resolution, usage of viewing aids and ambient properties. 
Moreover, the user preference and tolerance levels on perceptual quality attributes will vary 
from one observer to the other. The interactions between the multidimensional attiibutes (i.e. 
image quality, depth quality and visual comfort), context and user properties of 3D video are 
illustrated in Figure 6-1. Thus this study needs to be extended in view of the above to develop 
a more generic objective quality model to evaluate the overall visual experience of 3D video. 
Availability of such model, which highly correlates with HVS, can be used to evaluate the
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effects from 3D capture to display technologies without restoring to full subjective test 
campaigns. Based on the feedback from the 3D visual experience modelling (VE models), 
guidelines could be provided to the 3D content provider (for content creation), application 
provider (for content adaptation) and network provider (for content delivery) to maximise the 
ultimate visual experience of the end-user. As a result, an end-to-end quality could be assured 
throughout the 3D video distribution chain. This is further illustrated in Figure 6-2. End-to- 
end quality assurance is more important for media-based services, where better 
experience for the end-user is crucial for the continued widespread adoption of new 
media services.
Image Depth
Quality Perception
Perceptual Quality
Display
Properties
Ambient
Properties
Context
3D Visual Experience
User
Age, 
Gender, etc
Vision
Characteristics Preferences
Visual Comfort
Fatigue Difficulty in Focussing
Blurred
Vision
Rules and Recommendations for Content Creation, Conversion, 
Delivery and Representation (end-to-end quality assuarense)
Figure 6-1: 3D visual experience modelling
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Figure 6-2: End-to-end quality assurance
2. A particularly important issue in video streaming application refers to in-service quality 
models with no intrusive setup which allow monitoring and controlling the systems while in 
operation. In such broadcasting purposes, Reduce Reference (RR) and No Reference (NR) 
metrics are necessary since transmitting the whole reference image is not realistic. Thus from 
a practical point of view it is important to convert the designed 3D quality model to a RR or 
NR quality model. Availability of such technique will be valuable in optimising real time 3D 
broadcasting services to enhance the 3D user experience.
3. The asymmetric coding approach proposed in section 4.3.4 can be effectively used in 
optimising the transmission bandwidth and storage required for 3D video services without any 
degradation to perceived quality. This approach can be incorporated in rate controlling 
algorithms to support bandwidth variations in communication channels. The proposed 
asymmetric coding approach can also be extended to design JSCC methods as discussed in 
chapter 5. For instance, at poor channel conditions, the depth map can be encoded with 
reduced spatial and temporal resolution to allow for more channel protection to be applied to
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the 3D stream and the full resolution depth map can be transmitted with reduced protection at 
good channel conditions.
4, The proposed concept in chapter 3 can be further extended by incorporating the designed 
compound quality model in chapter 5 to develop a more accurate rate controlling technique, 
specifically to encode higher resolution 3D video sequences with high motion variations in 
depth direction, where the contribution of depth quality towards overall perception becomes 
more dominant. However, the processing delay of the algorithm will increase due to the 
complexity of the proposed quality model. For this purpose a more intelligent genetic 
algorithm is required to reach the optimal solution. Furthermore in the colour-plus-depth 3D 
representation, different regions of depth image has different importance with respect to 
overall 3D perception. For instance sharp variations in depth and intensity require more 
accurate depth information than smooth areas such as background or object surface. Thus the 
performance of rate controlling can be further improved with the concept of region-of-interest 
(ROl) based encoding.
Above suggested are some of the possible future considerations in achieving a reliable end-to-end 
3D video delivery chain to enhance the experience of the 3D observer.
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Appendix A: Test Video Sequences
2D Test Video Sequences
Some basic details of the 2D video sequences utilised for simulations in chapter 3 are given 
below.
Frame #0 Sequencename Frame format
Temporal
resolution
(fps)
Motion 
activity level
1^ 1 Clair QCIF(spatial res; 176x144; sampling: 4:2:0) 30 Low
Foreman
QCIF
(spatial res: 
176x144; 
sampling: 
4:2:0)
30 Medium
Soccer
QCIF
(spatial res: 
176x144; 
sampling: 
4:2:0)
30 High
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3D Test Video Sequences
Some basic details of colour-plus-depth based 3D video sequences utilised for subjective tests in 
chapter 5 are given below.
Frame #0 Sequencename
Spatial
resolution
Temporal
resolution
(fps)
Motion
activity
level
Orbi 720 X 576 25
Medium/
high
(parallel
camera
motion)
Interview 720 X 576 25
Low
(static
camera)
Breakdancers 720 X 576 15
High
(static
camera)
Ballet 720 X 576 15
Medium
(static
camera)
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Inition 2D- 
3D world cup 960 X 540 25
High
(parallel
camera
motion)
Butterfly 960 X 540 25
Low
(static
camera)
Watermill 960 X 540 30
Medium/
High
(parallel
camera
motion)
Medium
Interior 960 X 540 25 (parallel
camera
motion)
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Appendix B: Introduction to the Experiment and 
Questionnaire
The handout given to subjects, before the test, explaining the procedure of the experiment is given 
in Part A. The questionnaire given to the subjects on the day of the experiment is given in Part B.
Part A: Introduction to the experiment
Thank you for participating in this experiment.
In this experiment, you are asked to assess some 3D video sequences in terms of an evaluation 
attribute (i.e. Image quality or depth quality or overall 3D quality), which will be clarified to you. 
The sequences will be displayed as shown in Figure B-1* . The images/sequences are displayed on 
a 3D screen. Prior to each video sequence, a gray screen is displayed for 3 seconds. Each video 
sequence will be displayed for 10 seconds.
Video sequences A and B will be displayed on the screen consecutively. Then the same sequences 
will be repeated again. With the start of the repetition, you can start ranking individual sequences 
for their perceived quality attribute. In order to complete the assessment process a gray scale will 
be displayed for another 5-11 seconds after repeating the video sequences.
The assessment will take place on a paper provided to you on the evaluation day. The scale given 
to mark your scores is shown in Figure B-2. Assess all the sequences in terms of their perceptual 
quality attribute (i.e. Image quality or depth quality or overall 3D quality). You are expected to 
use the full range of the scale. The labels above the scale serve as a reference, i.e. the bottom of 
the scale is the lowest and the top is the highest score possible.
* When SSCQS method is used instead of DSCQS method, the handout is changed accordingly. 
Differences between SSCQS and DSCQS are explained in section 2.5.
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I f -
T1 T2 T3 T2 T1 T2 T3 T4
Vote
y/
Phases o f pt'esentation:
T1 = 10 s Test sequence A
T2 = 3 s Mid-gray
T3 = 10 s Test sequence B
T4 = 5 - I l s  Mid-gray
Figure B-1: Presentation structure of video sequences during the assessment
B
Excellent
Good
Fair
Poor
Bad
Figure B-2: Assessment scale (DSCQS scale)
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Before the experiment begins a short training session will take place. Through this training you 
will get acquainted with the videos that are used in the experiment.
It is important to overlook the whole video, because the differences are not the same for every 
video. You are allowed to move the position of your head only by a centimetre to the left and to 
right to get a better view of the image. If you have any questions, please ask them during the 
training session. After the training session the experiment begins. Experiment consists of two 15 
minute sessions. In between there will be a short break of 10 minutes.
Again, thank you for participating in this experiment.
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Part B: Questionnaire
Name of participant:
Age:
Test number:
Have you participated in subjective tests before? (Yes/No, if yes, please specify type of 
test, i.e. 3D or 2D video):
Have you experienced any 3D video content before? (Yes/No):
Symptom Check
1. Before the test
• General discomfort a) none b) slight c) moderate d) severe
• Fatigue a) none b) slight c) moderate d) severe
• Headache a) none b) slight c) moderate d) severe
• Difficulty focusing a) none b) slight c) moderate d) severe
# Blurred vision a) none b) slight c) moderate d) severe
2. After the test
• General discomfort a) none b) slight c) moderate d) severe
• Fatigue a) none b) slight c) moderate d) severe
• Headache a) none b) slight c) moderate d) severe
• Difficulty focusing a) none b) slight c) moderate d) severe
• Blurred vision a) none b) slight c) moderate d) severe
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Comments .......................................................................................................................................
Office use only
Vision characteristics of the participant
1. Eye dominance: Left Right
2. Left eye acuity: Right eye acuity:
3. Colour blindness: Yes No
4. Stereoscopic vision: Yes No
5. Stereoscopic sensitivity:
Date:
Name of experimenter:
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Appendix C: The Generator Matrices defined in the 
IEEE 802.16e Standard
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Appendix D: Mobile WiMAX Simulation Model
The system parameters of the mobile WiMAX simulator employed to generate error traces in 
chapter 5 are given in Table D-L
Table D-1; System parameters of the mobile WiMAX simulator
System parameter Description
Channel model Rayleigh fading
Modulation 64 QAM
Channel coding LDPC (code rates: 1/2, 2/3, 3/4 and 5/6)
SNR range 10, 12 14,16 and 18 dB
Test environment ITU Vehicular A
Bandwidth 10 MHz
Length of trace (s) 10
Bit error rate (HER) Vs. SNR (Eb/No) characteristics of the Rayleigh fading WiMAX channel for 
different LDPC codes considered are shown in Figure D-1.
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1
Eb/No [dB]
Figure D-1: LDPC-WiMAX 64-QAM performance characteristics of Rayleigh fading
channel
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