Abstract. Climate change is expected to strongly impact the hydrological and thermal regimes of Alpine rivers within the coming decades. In this context, the development of hydrological models accounting for the specific dynamics of Alpine catchments appears as one of the promising approaches to reduce our uncertainty of future mountain hydrology. This paper describes the improvements brought to StreamFlow, an existing model for hydrological and stream temperature prediction built as an external extension to the physically based snow model Alpine3D. StreamFlow's source code has been entirely written anew, taking advantage of object-oriented programming to significantly improve its structure and ease the implementation of future developments. The source code is now publicly available online, along with a complete documentation. A special emphasis has been put on modularity during the re-implementation of StreamFlow, so that many model aspects can be represented using different alternatives. For example, several options are now available to model the advection of water within the stream. This allows for an easy and fast comparison between different approaches and helps in defining more reliable uncertainty estimates of the model forecasts. In particular, a case study in a Swiss Alpine catchment reveals that the stream temperature predictions are particularly sensitive to the approach used to model the temperature of subsurface flow, a fact which has been poorly reported in the literature to date. Based on the case study, StreamFlow is shown to reproduce hourly mean discharge with a Nash-Sutcliffe efficiency (NSE) of 0.82 and hourly mean temperature with a NSE of 0.78.
Introduction
Mountainous areas play a major role in hydrology by accumulating precipitation as snow and ice during the winter and redistributing it as melt water during spring and summer. Downstream areas hereby receive larger amounts of water during the hot season, when demand -especially in terms of agriculture -is highest. In fact, Viviroli et al. (2011) estimate that more than 40 % of the world's mountainous regions provide an important supply for low-land water use. Accordingly, more than one-sixth of the world's population is currently living in areas depending on snow melt for their water supply (Barnett et al., 2005) . Apart from its relevance for downstream areas, mountain hydrology also strongly impacts hydropower production (e.g. Finger et al., 2012; Majone et al., 2016) , determines the habitat suitability of numerous aquatic organisms (e.g. Short and Ward, 1980; Hari et al., 2006; Wilhelm et al., 2015; Padilla et al., 2015) and even plays a noticeable role in the global emission of carbon dioxide into the atmosphere (Butman and Raymond, 2011; Raymond et al., 2013) .
Mountainous environments have recently been identified as being especially sensitive to climate change (e.g. Barnett et al., 2005; Stewart et al., 2005; Viviroli et al., 2011) . In particular, winter air temperature over the last 70 years has been 4492 A. Gallice et al.: Hydrological modelling and stream temperature prediction in Alpine3D observed to increase by more than twice the global mean in the European Alps (Beniston, 2012) , and this trend is forecasted to remain unchanged in the next decades (Kormann et al., 2015b) . Rising air temperature will be responsible for less precipitation falling as snow in winter and an earlier onset of snow melt in spring (e.g. Barnett et al., 2005; Bavay et al., 2009 Bavay et al., , 2013 . As a consequence, the spring freshet will occur earlier in the season and, assuming mean annual precipitation to remain constant, will also have a reduced magnitude (e.g. Stewart et al., 2005; Kormann et al., 2015a, b , to name just a few). Some studies predict an increase in winter precipitation, which could at least partially compensate for the decreased fraction of solid precipitation and sustain the spring freshet close to its actual level Beniston, 2012; Finger et al., 2012; Fatichi et al., 2015) . Autumn and winter stream discharge is expected to increase in magnitude and variability as a result of the higher fraction of precipitation falling as rain, which might result in greater flood risks in winter (Barnett et al., 2005; Bavay et al., 2009; Finger et al., 2012; Beniston, 2012) . Summer discharge will likely be much reduced and the drought risks therefore more pronounced, at least in the watersheds with little or no glacier cover Stewart et al., 2015) . In glaciated catchments, increased summer ice melt might (over)compensate for the reduced snow melt on an annual average basis (Bavay et al., 2013; Kormann et al., 2015a) . This compensation is, however, expected to last only until the glaciers have shrunk to the point where ice melt discharge starts to decrease as well, a phenomenon which has already been observed in some parts of the world (see, e.g. studies mentioned in Kormann et al., 2015a) . In summary, the hydrological regimes of many mountainous catchments are forecasted to shift from glacio-nival and nival signatures to nivo-pluvial or even pluvial regimes (Aschwanden and Weingartner, 1985; Beniston, 2012) .
As a result of the changes in climate and hydrological regime, the thermal regime of the mountain streams will change as well in the coming decades (e.g. Morrison et al., 2002; Null et al., 2013; Ficklin et al., 2014; Stewart et al., 2015) . Due to the strong correlation between stream and air temperatures (e.g. Mohseni et al., 1998; Caissie, 2006) , the increase in air temperature is expected to be associated with globally higher stream temperatures over the year (e.g. Ferrari et al., 2007; Ficklin et al., 2012) . The increase in mean annual precipitation predicted by some studies will only slightly mitigate this temperature rise through an increase of the mean annual discharge -and hence the heat capacity -of the streams (Ficklin et al., 2012 (Ficklin et al., , 2014 . The reduction of the spring freshet will diminish the buffering effect of snowmelt on stream temperature, hereby leading to larger stream temperature increases in spring (Ficklin et al., 2014) . Similarly, lower summer flows in little-glaciated catchments are likely to result in increased mean summer stream temperature and more frequent extreme temperature events (Stewart et al., 2005; Null et al., 2013) . All these predictions support the hypothesis that stream temperature will respond in a nonlinear way to the air temperature rise.
The climate-change-induced modifications of the hydrological and thermal regimes of alpine streams are expected to strongly impact their ecology. The forthcoming air temperature rise will lead to a modification of the riparian vegetation, which in turn will affect the stream ecosystem (Hauer et al., 1997) . The higher stream temperatures will also have consequences on the cold-water fish species encountered in mountain streams, whose fry emergence date (Elliott and Elliott, 2010) , growth rate (Hari et al., 2006) and death rate (Wehrly et al., 2007) are all mostly dependent on stream temperature. Future increases in stream temperature are expected to result in a shift of the suitable habitat for such species to higher elevations, where dams and other physical barriers might limit their migration and result in a reduction of their habitat (Hauer et al., 1997; Hari et al., 2006) . However, recent studies indicate that this habitat loss may be less important than was thought until now, since the high elevation gradients in mountainous areas imply only a small reduction of fish territory per degree increase in stream temperature (e.g. Isaak et al., 2016) .
The modification of the stream ecology is only one example of the consequences of climate change on mountain streams. In order to better evaluate and predict these consequences, numerous numerical models have been developed over the last decades. Most of them concentrate either on the prediction of discharge (e.g. Grillakis et al., 2010; Bürger et al., 2011; Schaefli et al., 2014; Ragettli et al., 2014) or water temperature (e.g. Caldwell et al., 2013; Tung et al., 2014; Hébert et al., 2015; Toffolon and Piccolroaz, 2015) , but few are able to simulate the two at the same time (e.g. Loinaz et al., 2013; MacDonald et al., 2014; Comola et al., 2015) . Regarding the models predicting only discharge, they can be classified -among other possibilities and in order of increasing spatial resolution -either as lumped, semi-distributed or fully distributed (e.g. Khakbaz et al., 2012) . Lumped models are often based on empirical equations and only allow for the computation of stream discharge at the catchment outlet. Fully distributed models, on the other hand, typically solve the full mass and momentum conservation equations, but require extensive computational resources (e.g. Beven, 2012) . As a trade-off between the two approaches, semidistributed models have become quite popular over the last decades, since they can be applied over large areas while at the same time be able to account for subcatchment characteristics (Khakbaz et al., 2012; Beven, 2012 ). An equivalent sort of classification is commonly applied to stream temperature models, which are usually separated into statistical and mechanistic models (Caissie, 2006) . Statistical models require less input data and are usually easier to use, but their lack of physical basis is often seen as a limit to the validity of their predictions in the context of climate change studies (e.g. Piccolroaz et al., 2016) . On the contrary, more credit is generally given to the long-term forecasts of the deterministic (2000) hourly, daily forested catchments in Canada UBC Morrison et al. (2002) hourly large river basins GISS GCM Ferrari et al. (2007) monthly large river basins SWAT Ficklin et al. (2012) daily, monthly medium-to large-scale catchments MIKE-SHE MIKE11 Loinaz et al. (2013) hourly (Ficklin et al., 2014) -than that of the statistical models. It should be mentioned that an intermediate sort of model, referred to as hybrid, has recently been developed (Gallice et al., 2015; Toffolon and Piccolroaz, 2015) and shown by Piccolroaz et al. (2016) to be suitable for climate change studies. As opposed to the separate simulation of discharge and stream temperature, the coupled modelling of the two offers new perspectives to investigate the effects of climate change on mountain hydrology (e.g. Ficklin et al., 2014) . For example, the variations of temperature resulting from the fluctuations in discharge can be better resolved (e.g. van Vliet et al., 2012; Null et al., 2013) . The use of both discharge and temperature measurement data to calibrate the model has also been shown by Comola et al. (2015) to improve the quality of the simulation. Surprisingly, only a few coupled hydrothermal models have been developed to date (see Table 1 ), probably as a result of the rather small size of the scientific community involved in stream temperature research. Out of the 13 semi-distributed coupled models listed in Table 1 , only 1 was specifically developed for mountainous environments (MacDonald et al., 2014) . The other ones were either tailored to large-scale applications (Morrison et al., 2002; Ferrari et al., 2007; van Vliet et al., 2012; van Beek et al., 2012; Null et al., 2013) or aimed at being used over low-altitude catchments (e.g. Sullivan et al., 1990; Chen et al., 1998; Haag and Luce, 2008) , except for the model of Sun et al. (2015) which has been tested over Alpine watersheds. In addition, all of these models simulate the snowpack energy balance using a more or less simplified approach, most of them relying on the degree-day method (e.g. van Beek et al., 2012; Null et al., 2013; MacDonald et al., 2014) .
The present study aims at presenting the improvements brought to the semi-distributed model recently developed by Comola et al. (2015) for coupled streamflow discharge and temperature simulations. This model, referred to as StreamFlow in the following, was specifically developed for high Alpine environments, as it builds upon the detailed snow model Alpine3D (Lehning et al., 2006) . It was decided to entirely rewrite the code of Comola et al. so as to fully exploit the advantages offered by object-oriented programming in terms of flexibility and code structure. In particular, the new model is much more modular, allowing for various components of the hydrological cycle to be modelled using different approaches. Some of these approaches which were not present in the original model of Comola et al. have been implemented, hereby offering a wider range of modelling possibilities to the end user. In its present form, the model application is restricted to catchments located above the tree line or with little to no vegetation cover along the stream, due to the absence of a proper riparian vegetation module. This constraint should be relaxed in the very near future with the next version of StreamFlow. The mass-and energy-balance equations implemented in the model are detailed in Sect. 2, and the new code structure in Sect. 3. The model is applied to a case study in Sect. 4 in order to demonstrate some of its features and provide an assessment of its accuracy. Conclusions are found in Sect. 5.
Model description
StreamFlow is built as an independent extension to the spatially distributed snow model Alpine3D (Lehning et al., 2006 (Lehning et al., , 2008 . The latter was developed to study multiple subjects such as the impact of climate change on snow cover (Bavay et al., 2009 (Bavay et al., , 2013 , the effect of wind and topography on snow deposition (Mott and Lehning, 2010; Mott et al., 2014) or the sublimation of drifting snow (Groot Zwaaftink et al., 2013 evolution of the vertical snow profile, as well as the vertical profiles of soil moisture and soil temperature (Bartelt and Lehning, 2002; Lehning et al., 2002b, a) . It accounts for the canopy layer (Gouttevin et al., 2015) and can simulate the vertical water transport using either the Richards equation or a simple bucket scheme (Wever et al., 2014 (Wever et al., , 2015 . StreamFlow is implemented as a semi-distributed model, i.e. based on the subdivision of the catchment into subwatersheds. This subdivision is typically performed using the wellknown tool suite TauDEM (Tarboton, 1997) , which extracts both the stream network and its corresponding set of subwatersheds from the digital elevation model (DEM). The stream network is automatically partitioned into so-called "stream reaches", where each reach is uniquely associated with a subwatershed and corresponds to the portion of the stream network which specifically drains the subwatershed in question. It should be stressed that subwatersheds are independent and distinct from each other, i.e. they do not spatially overlap and are considered not to interact from a hydrological point of view. Stream reaches, on the other hand, are connected to each other: the computation of discharge and temperature in a given reach requires the same variables to be computed in its upstream tributaries first.
As schematically represented in Fig. 1 , StreamFlow pursues the simulation of the water flow from the point where Alpine3D stops modelling it. Each subwatershed is approximated in StreamFlow as a linear reservoir. The total percolation rate computed by Alpine3D at the bottom of all the soil columns belonging to a given subwatershed is considered by StreamFlow as the inflow rate into the associated linear reservoir. The latter then computes the discharge and temperature of the subsurface water flux generated by the subwatershed. Note that the term "subsurface water flux" (or, shorter, "subsurface flux") will be used in the remainder of this paper as a generic word representing both the fast and slow components of subsurface flow, which are sometimes referred to as interflow and baseflow in the literature. The subsurface water flux produced by each subwatershed is delivered as lateral inflow to its associated stream reach (see Fig. 1 ). In other words, the subwatersheds are used in StreamFlow to compute the amount of subsurface water and heat penetrating the stream network. As such, the model is only able to reproduce so-called "gaining streams", as opposed to "losing streams" which would require a mechanism to transfer water from the stream network to the subwatersheds. As a final step, StreamFlow advects water and energy within the stream network down to the catchment outlet point. To this end, discharge and temperature are computed within each stream reach, notably taking the water and heat inflows originating from the upstream reaches and from the subsurface flux into account.
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The different processing steps of StreamFlow are described in more detail below.
Subwatershed modelling
In StreamFlow, the discharge Q subw (m 3 s −1 ) of the subsurface water flux generated by each subwatershed is computed independently from its temperature T subw (K). This allows for the different temperature modelling approaches to be combined with every discharge computation alternative.
Water transfer
Only the linear reservoir approach developed by Comola et al. (2015) has been implemented so far for the estimation of the subsurface flux discharge, but the modular structure of StreamFlow supports the integration of more complex, physically based algorithms. The approach of Comola et al. represents each subwatershed as two superposed linear reservoirs, the lower one being filled at a maximum inflow rate R max (m s −1 ) and the upper one receiving the excess inflow water. The model behaviour is controlled by three user-specified parameters: the mean characteristic residence times τ res,u (s) and τ res,l (s) in the upper and lower reservoirs, and R max . The complete mathematical background underlying this approach is detailed in Comola et al. (2015) ; a summary of the main equations and an explanatory figure can be found in Appendix A. Depending on the approach used to spatially discretize the stream reaches, water flowing out of each subwatershed is either transferred to its associated reach as a whole or partitioned between the different cells composing the stream reach (see below).
Computation of the subwatershed outflow temperature
Three alternatives are available in StreamFlow for the estimation of the subsurface flux temperature. The first approach corresponds to the one developed by Comola et al. (2015) , which performs a simplified energy balance of subsurface water at the subwatershed scale. Since this method specifically requires the subwatershed outlet discharge to be modelled exactly as in Sect. 2.1.1, it is not compatible with potential future alternatives for modelling the subsurface water flux. It computes the temperature of water stored in each one of the two superposed reservoirs based on the temperature of infiltrating water, taking thermal exchange with the surrounding soil into account. It requires the specification of a parameter, k soil (s), which corresponds to the characteristic time of thermal diffusion between the water stored in the reservoirs and the soil. The complete description of this technique can be found in Comola et al. (2015) and is also summarized in Appendix A for convenience. The second method implemented in StreamFlow for the computation of T subw is adapted from the approach used in the Hydrological Simulation Program-Fortran (HSPF; Bick- , 1997) . This technique essentially approximates the time evolution of T subw by smoothing and adding an offset to the time series of air temperature T a (K):
In the above equation, T a is taken as the mean air temperature over the subwatershed as computed by Alpine3D, and the smoothing coefficient τ HSPF (s) and the temperature offset D HSPF (K) can be freely specified by the user. This equation is solved in StreamFlow using a second-order CrankNicolson scheme. Finally, the third technique for estimating the temperature of the subsurface flux relies on the assumption that infiltrated water is in thermal equilibrium with the surrounding soil matrix. As such, T subw can be considered to have the same value as the local soil temperature T soil averaged between the soil surface and a given depth z d (m). In practice, T subw is determined at any point along the stream network by identifying the cell of the Alpine3D mesh in which it is located, and then averaging the soil temperature values computed by Alpine3D in this cell down to depth z d . We consider this approach for computing the subsurface flux temperature to be more physically based than the first two presented above. As such, we expect this method to provide better results, except in streams dominated by deep groundwater contributions, since it is less able than the other two methods to simulate an almost constant subsurface flux temperature over the year.
Stream network modelling
As mentioned above, the computation of discharge and temperature within the stream network is based on the subdivision of the latter into reaches. Each reach is uniquely associated with its corresponding subwatershed and is automatically identified by TauDEM based on a geomorphological analysis of the DEM. The stream reaches can be modelled in StreamFlow using two different approaches (see Fig. 2 ): a. The first is a lumped approach, in which each reach is treated as a single entity whose mean water depth, outlet discharge and temperature are to be computed. This method was already implemented by Comola et al. (2015) in the first version of StreamFlow. In this approach, each reach collects the subsurface water flux originating from its associated subwatershed as a whole; no spatial discretization is performed.
b. The second is a discretized approach, which subdivides each reach into smaller spatial units referred to as "cells" in the following. The cells are delineated using the grid pattern of the DEM used by TauDEM to identify the subwatersheds and the stream network (see Fig. 2) ; as a consequence, all cells do not have the same length within a single reach. This discretization method provides higher spatial resolution than the lumped approach and supports more advanced techniques for water and temperature routing (e.g. the resolution of the shallow water equations). In this approach, the water flowing out of each subwatershed is transferred to the cells of its corresponding stream reach, proportionally to the specific drainage area of each cell.
The different methods available in StreamFlow for instream routing of water and energy are described below.
Water routing
Stream discharge can be computed using two different approaches, which can both be used with lumped or discretized reaches. A third approach, namely the shallow water equation solver for the discretized reaches, is currently being developed and should be available in the near future.
The first water routing technique is the same as the one already available in the original version of StreamFlow, namely the instantaneous advection of water down to the catchment outlet. This approach is based on the fact that, in small catchments, the amount of time required for a rain drop to reach the catchment outlet is mostly dominated by the time spent within the hillslopes (see, e.g. Comola et al., 2015) . Water depth h (m) is computed using a power function of discharge Q (m 3 s −1 ), i.e. h = α h Q β h , where the coefficients α h and β h can be calibrated or specified a priori.
The second approach corresponds to the well-known Muskingum-Cunge technique, shown by Cunge (1969) to be a diffusive-wave approximation of the shallow water equations. StreamFlow implements the modified three-point variable parameter method developed by Ponce and Changanti (1994) , which is first-order accurate in time and second-order accurate in space. This method can be used with both lumped and discretized stream reaches. In discretized reaches, it estimates discharge Q n+1 i (m 3 s −1 ) at the outlet of cell i at time t n+1 = t n + t (see, e.g. Tang et al., 1999) as
where t (s) denotes the time step, Q n i−1 the sum of the outlet discharge of cell i − 1 and the lateral subsurface flow discharge into cell i at time t n , and the coefficients {c k } k=1,2,3 (-) are computed as
Parameters k i (s) and x i (-) can be related to hydraulic properties of the stream cell,
with l i (m) denoting the cell length, w (m) the stream width, S 0 (-) the local bed slope in cell i, c r (m s −1 ) a representative wave celerity and Q r (m 3 s −1 ) a representative discharge. Manning's formula is used to derive c r from Q r under the assumption of a rectangular channel cross-section,
where n m (s m −1/3 ) is the Manning coefficient, whose value is generally accepted to be within the approximate range 0.03-0.10 for small natural streams (e.g. Phillips and Tadayon, 2006) . Q r is computed as
Manning's formula is also used to determine the water depth h n+1 i (m) in cell i at time t n+1 based on Q n+1 i
:
In order to avoid numerical instabilities, the time step t is chosen according to the recommendations of Tang et al. (1999) :
Equation (8) must be verified for all cells belonging to the entire stream network. When using lumped stream reaches, Eqs. (2)- (8) have to be adapted as follows: l i is to be replaced with the reach length, S 0 with the average bed slope over the reach and Q n i−1 with the sum of the outlet discharge(s) of the upstream reach(es) and the lateral subsurface flow discharge into the stream reach at time t n . In addition, Q n i and h n i have to be interpreted as the outlet discharge and mean water depth in the reach at time t n .
Both water routing techniques assume the stream width w to be spatially constant within each reach. Several methods are available for the computation of w, such as a linear function of the total area drained by the stream reach. The possibility is also offered to set w as a power-law function of the reach outlet discharge, hereby making w time dependent. Each of these methods requires the specification of two parameters, which should be set prior to the StreamFlow simulation.
Stream energy-balance computation
The computation of in-stream temperature assumes a constant cross-sectional profile in each stream reach separately; it is based on the one-dimensional mass and energy-balance equations solved over each stream reach (adapted from Gallice et al., 2015) :
where t (s) denotes time and x (m) the streamwise distance; A (m 2 ), Q (m 3 s −1 ), T w (K) and w (m) stand for the cross-sectional area, discharge, temperature and width of the stream reach; φ (W m 2 ) corresponds to the sum of the net heat fluxes at the air-water and water-bed interfaces; ρ w (kg m −3 ) and c p,w (J kg −1 K −1 ) denote the mass density and specific heat capacity of water; q subw (m 3 s −1 m −1 ) is the lateral subsurface water inflow per unit streamwise distance; and g (m s −2 ) stands for the gravitational acceleration at the Earth's surface. Both T subw , the temperature of subsurface water inflow, and S 0 , the local bed slope, have been defined previously. Equations (9) and (10) are both written in conservative form. Assuming a smooth variation of A, Q and T w along the stream reach, the partial derivatives on the lefthand side of Eq. (10) can be developed using the product rule. By inserting Eq. (9) and rearranging the terms, one obtains the following expression:
where v = Q/A (m s −1 ) corresponds to the flow velocity and h = A/w (m) to the stream water depth. In Eqs. (9)- (11), the values of A, Q, v, h and w are provided by the water routing module of StreamFlow (see Sect. 2.2.1), while T subw is obtained from the subsurface flux temperature module (see Sect. 2.1.2). The value of q subw is derived from the subsurface flux discharge Q subw (see Sect. 2.1.1) depending on the stream reach type. In lumped reaches, it is simply computed as Q subw divided by the reach length, whereas it is calculated in each discretized reach cell as the fraction of Q subw proportional to the cell-specific drainage area, divided by the cell length.
The net heat flux φ is computed as in Westhoff et al. (2007) with the following modifications:
1. Incoming short-and long-wave radiation are directly obtained from meteorological measurements. They are spatially interpolated by StreamFlow over the stream network using library MeteoIO (Bavay and Egger, 2014) , taking topographic shading into account. Riparian forest shading is currently not represented in the model, hereby restricting the application of StreamFlow to high-altitude catchments. This limitation might be relaxed in the near future through the implementation of an appropriate shade model, taking, for instance, advantage of the improvements brought by Gouttevin et al. (2015) to the canopy module of Snowpack.
2. The heat flux at the water-bed interface φ b (W m −2 ) is computed at any given point along the stream according to Haag and Luce (2008) :
where k bed (W m −2 K −1 ) denotes the bed heat transfer coefficient, which corresponds to the bed heat conductivity multiplied by the distance over which the heat transfer occurs. The value of k bed can be freely specified by the user, but is fixed here to 52.0 W m −2 K −1 after Moore et al. (2005) and MacDonald et al. (2014) . Stream bed temperature T bed (K) is assumed to be equal to soil temperature as modelled by Alpine3D at the point of interest, averaged over depth z d . This depth is the same one as used by the subsurface flux temperature module (see Sect. 2.1.2) and should be specified prior to running the Alpine3D simulation. It should be mentioned that hyporheic exchanges are neglected here, although Eq. (12) could theoretically account for them, provided that the values of k bed and T bed are adapted accordingly.
3. The latent heat flux φ l (W m −2 ) is approximated using a simplified Penman equation (e.g. Hannah et al., 2004; Haag and Luce, 2008; Magnusson et al., 2012) :
where T a (K), ρ a (kg m −3 ) and c p,a (J kg −1 K −1 ) denote the temperature, mass density and specific heat capacity of air; v wind (m s −1 ) the wind velocity; γ (Pa K −1 ) the psychrometric constant; e s (T w ) (Pa) the saturated vapour pressure measured at stream temperature; and e(T a ) (Pa) the actual vapour pressure measured at air temperature. The values of parameters a vw (-) and b vw (m s −1 ) are chosen after Webb and Zhang (1997) , namely a vw = 2.20 × 10 −3 and b vw = 2.08 × 10 −3 m s −1 , although they can be changed by the user.
4. The sensible heat flux φ h (W m −2 ) is computed based on an approach similar to the one used in Comola et al. (2015) , namely
This expression for φ h is preferred over the one used in Westhoff et al. (2007) , since the latter contains a term e s (T w ) − e(T a ) in the denominator which we observed to be responsible for numerical instabilities when T w approaches T a (not shown).
In the case of lumped stream reaches, StreamFlow uses the first-order upwind finite difference approximation of Eqs. (9)- (10) to estimate stream temperature T w,j in each reach j (see, e.g. Westhoff et al., 2007) :
where A j (m 2 ), Q j (m 3 s −1 ), S 0 (-), L j (m) and w j (m) denote the cross-sectional area, outlet discharge, mean bed slope, length and width of reach j , and φ j (W m −2 ) corresponds to the net heat flux into reach j . Q in,j and T in,j stand for the discharge and temperature of water draining into the reach inlet. Q in,j is simply computed as the sum of the outlet discharges of the upstream reaches, whereas T in,j is approximated as the discharge-weighted mean of the outlet temperatures of the upstream reaches. T subw,j and q subw,j denote the temperature and discharge per unit streamwise distance of the subsurface water inflow into reach j . Equation (15) is discretized in time using an implicit Euler scheme, whose solution is obtained thanks to the simplified Brent root-finding method proposed by Stage (2013) . In discretized stream reaches, Eq. (11) is solved using a splitting scheme (e.g. LeVeque, 2002) . The idea is to decompose the equation into two simpler ones, where the solution of the first equation serves as the initial condition for the second one. Similarly to Loinaz et al. (2013) , we chose here to separate heat advection from the accounting of the heat sources, since standard approaches are available for the numerical resolution of advection in the absence of sources. The resulting splitting scheme is the following (adapted from Loinaz et al., 2013) :
Equation (16) is discretized over each stream reach using an explicit upwind finite volume scheme with second-order precision in space and first-order precision in time (Berger et al., 2005) :
In the above equation, T n w,i (K) and v n i (m s −1 ) denote the stream temperature and flow velocity in reach cell i at time t n , t corresponds to the time step and l i is the length of cell i. T L w,i+1/2 (K) refers to the so-called "left state" at the right boundary of cell i, which is computed as
where the factor ψ i (-), known as a "slope limiter", is introduced so as to limit numerical dispersion. Many slope limiters have been derived for regular space discretizations (LeVeque, 2002) , but very few are available for irregular meshes (Berger et al., 2005; Zeng, 2013) . StreamFlow implements the slope limiter developed by Zeng (2013),
with
The solution to Eq. (18) is used as initial condition for Eq. (17), which is discretized in time according to an implicit Euler scheme and solved using the root-finding method developed by Stage (2013) . A validation of the splitting scheme can be found in Appendix B, where it is compared with analytical solutions to the heat-balance equation in two simple test cases.
Model implementation
In order to allow for the calibration of its parameters, StreamFlow was developed as a stand-alone program rather than being seamlessly integrated into Alpine3D. This permits a higher flexibility, since Alpine3D -whose typical computation time is of the order of 24 h when simulating a 1-year period on a standard personal computer -does hereby not need to be newly run each time a new parameter set is tested in StreamFlow. Regarding the computation time of StreamFlow itself, we observed the simulation duration to be highly dependent on the methods used to compute the transport of water and heat along the stream network. In general, the lumped approaches are associated with much-reduced computation times as compared to the discretized methods, and the Muskingum-Cunge water routing technique is slower than its instantaneous advection counterpart. As an indication, the stream temperature simulations reported in Sect. 4, which were run on a personal computer with 2 GB of RAM and an Intel ® Core ™ i7 processor, took between a few seconds (with the lumped instantaneous routing approach) and more than 24 h (with the discretized Muskingum-Cunge approach) to complete. For the sake of consistency, StreamFlow is, similarly to Alpine3D, implemented in C++ and compiled using CMake. The choice was made to use version C++11 of the C++ language, since it offers new practical features such as anonymous functions or the "range-based" FOR loops as compared to the C++99 standard (Lippman et al., 2012 ) -regardless of the fact that C++11 is meant to supersede C++99 in the long term. The same coding strategy as detailed in Bavay and Egger (2014) is used here, namely the following:
-Advantage is taken of the object-oriented nature of C++ to clearly structure the code and make it as modular as possible, so as to facilitate understandability and ease future developments.
-The dependence towards third-party software is avoided as much as possible in order to limit installation issues. The only external utility required by StreamFlow is the library MeteoIO (Bavay and Egger, 2014) , which is used to read input files and interpolate meteorological data in space and time.
-Significant effort is put into documenting the code, both for end users and future developers. Online documentation provides indications regarding the installation procedure and the steps to follow in order to launch a simulation (see http://models.slf.ch/p/streamflow/doc/). In addition, technical documentation is directly integrated into the source code using the doxygen tool (van Heesch, 2008 ).
-Particular attention is paid to keeping the coding style consistent. This task is facilitated by the small size of the development team -mostly one person -and the young age of the project -the creation of StreamFlow dates from 2015. The coding style is essentially the same as in MeteoIO, with additional conventions regarding the naming of class attributes (see http:// models.slf.ch/p/streamflow/page/CodingStyle/).
-When compiling the code, all possible gcc warnings are activated and requested to be passed successfully. The code currently compiles on Windows, Linux and OS X.
-The program is designed so as to be as flexible as possible. In particular, its behaviour can be adapted without recompiling the code by modifying the configuration file, which regroups all adjustable parameters. Additionally, the use of library MeteoIO for preprocessing allows input data to be provided in a large variety of formats.
-Daily automated tests were set into place using CTest. This ensures that potential errors introduced by code modifications are rapidly identified and corrected, therefore increasing code stability.
The following sections provide some details about the code implementation and the program work flow.
Program main architecture
The architecture of the program core is depicted as a Unified Modelling Language diagram (UML diagram; see, e.g. Booch et al., 2005) in Fig. 3 . The code is essentially structured around a main class, "HydrologicalModel", which regroups two different objects:
-The first object is an instance of class "Watershed", in charge of computing the transport of water and heat within the hillslopes. This class is itself a container storing a collection of "Subwatershed" objects, each one of them representing one of the subwatersheds delineated by TauDEM (see Sect. 2). The computation of discharge and temperature at the outlet of each subwatershed is not performed in class Subwatershed directly, but in its subclasses instead. The idea behind this approach is to implement each alternative method for the computation of the subwatershed outflow discharge and/or temperature in a different subclass of class Subwatershed. Thus, since no spatially discretized techniques have been implemented in the code to date, class Subwatershed only has one subclass, LumpedSubwatershedInterface, which defines the interface to be implemented by lumped subwatersheds -i.e. subwatersheds being treated as single points (see Sect. 2.1.1). Future code developments could include the definition of a second interface inherited from Subwatershed, representing the subwatersheds as spatially distributed entities. -The second object is an instance of class "StreamNetwork", responsible for advecting water and heat along the stream network. This class contains a collection of "StreamReach" objects, which are intended to represent the actual stream reaches identified by Tau-DEM (see Sect. 2). Each StreamReach object holds a pointer to the Subwatershed instance it is associated with -and vice versa. Similarly to class Subwatershed, class StreamReach does not perform the discharge and temperature computations itself, but delegates it to its subclasses instead. As such, two classes inherit from StreamReach: LumpedStreamReachInterface representing lumped stream reaches, and DiscretizedStreamReachInterface symbolizing discretized stream reaches.
As indicated in Fig. 3 , the low-level classes described above -namely classes Subwatershed and StreamReach, along with their respective direct subclasses -are abstract. An abstract class in C++ is roughly equivalent to an interface in Java, i.e. it defines the set of methods which need to be implemented by its subclasses. In the present case, the use of abstract classes enabled us to implement the various water and heat transport methods in separated subclasses. Indeed, as mentioned above, we sought at creating one subclass for each water or heat transport technique described in Sect. 2. For instance, some of the subclasses of class LumpedStreamReachInterface concentrate on the advection of water in the stream reach, while others compute the advection of heat only. Similarly, the subclasses of class LumpedSubwatershedInterface are split between those focusing on subsurface discharge computation and those dealing with the modelling of the subsurface flux temperature. This approach not only helps with clarifying the code structure but also allows for the combination of every discharge computation technique with each temperature calculation method.
The association of a particular discharge computation technique with a given temperature modelling approach is performed in the code using the Decorator pattern. This standard design pattern, illustrated in Fig. 3b , enables the dynamic extension of the functionality of a class (Gamma et al., 1994) . In the figure, the parent class "Interface" stands for any of the abstract classes (LumpedSubwatershedInterface, LumpedStreamReachInterface or DiscretizedStreamReachInterface) described above (see Fig. 3a ): the general structure described hereafter is the same in all three cases, expect that the class names differ. Class Interface is subdivided into two classes, named "Implementation" and "Decorator" in Fig. 3b . Class Implementation defines the interface to be implemented by all the subclasses computing discharge, while class Decorator corresponds to the parent of all classes focusing on temperature calculation. This structure allows for a clearer separation between the subclasses concerned with discharge computation from those modelling temperature. Inheriting from class Implementation, class "ConcreteImplementation" stands for any non-abstract class modelling discharge. Similarly, class "ConcreteDecorator" -which inherits from class Decorator -corresponds to any concrete subclass modelling heat transport. The characteristic of the Decorator pattern resides in the fact that each Decorator object holds a pointer to an Interface instance. In this sense, class Decorator acts as a wrapper around a pointed (or, in other words, decorated) object of type Interface. In practice, the pointed objects are always of derived type ConcreteImplementation. Each call to a member function of the Decorator instance is typically forwarded to the decorated object, with additional operations occurring before and/or after the forwarded function call, hereby extending the functionality of the decorated ConcreteImplementation object. For example, each one of the three approaches described in Sect. 2.1.2 for computing the temperature of the subsurface water flux is implemented in StreamFlow as a separate subclass of class Decorator. These subclasses can be used to wrap the version of class ConcreteImplementation corresponding to the linear reservoir approach detailed in Sect. 2.1.1, therefore providing it with the ability to compute the subsurface flux tem-perature. It should be mentioned that classes Implementation and Decorator have been designed in StreamFlow so as to be easily subclassed by a casual developer, therefore facilitating the implementation of future discharge or temperature computation methods.
Input reading
For StreamFlow to run properly, Alpine3D has to be configured so as to output the grids of the water percolation rate at the bottom of the soil columns. In case stream temperature is to be computed, StreamFlow additionally expects grids of soil temperature from Alpine3D (see Sect. 2.1.2), on top of the same meteorological measurements as those required by Alpine3D as input. These measurements will be interpolated by MeteoIO over the stream reaches, taking topographic shading into account in the case of incoming shortwave radiation.
Similarly to MeteoIO, StreamFlow processes its input files in a centralized manner, hereby facilitating the understanding and reuse of the code by casual developers. All required files are parsed by a single class, "InputReader", which supports various input formats thanks to the integrated use of MeteoIO utilities (see Bavay and Egger, 2014) . It delegates the actual parsing of the input files to low-end classes, devised to be easily modified or enriched by end users.
Output writing
As a result of its semi-distributed nature, StreamFlow is able to output the discharge and temperature of the subsurface water flux produced by each subwatershed, as well as the water depth, discharge and temperature in each stream reach. Output files are currently produced in the SMET format (see https://models.slf.ch/docserver/meteoio/SMET_ specifications.pdf), for which various utilities -such as parsing and visualizing functions in Matlab and Python -are available in MeteoIO. The possibility is offered to the user to generate output files only for certain subwatersheds and/or stream reaches.
As for the parsing of the input files, the writing of the output data is handled by a high-level class, "OutputWriter", which delegates the actual generation of the output files to low-level classes. As mentioned in the previous section, this architecture both facilitates future developments and eases the understanding of the global code structure.
Calibration module
StreamFlow comes with an optimization module used to calibrate the model parameters. It aims to identify the parameter set minimizing the so-called "objective function". The latter can be freely specified by the user based on the following standard error measures:
-the root mean square error (RMSE); -the Nash-Sutcliffe efficiency (NSE; Nash and Sutcliffe, 1970) , also known as the coefficient of determination R 2 ;
-the mean absolute error (MAE), corresponding to the average over all time steps of the model error absolute values; and -the bias, defined as the mean value of the model errors over all time steps.
Each one of the above four measures can be evaluated either for water depth, discharge or temperature, bringing a total of 12 different error measures at disposal. StreamFlow also supports the case where measurement data are available at more than one point along the stream network. The objective function can be defined as any weighted sum of some (or all) of the available error measures, hereby making the model calibration entirely flexible. Monte Carlo simulations are currently used for calibrating the model, but other wellknown optimization algorithms, such as DREAM (Vrugt and Ter Braak, 2011) or GLUE (Beven and Binley, 1992) , could be easily integrated into the code. For the sake of modularity and flexibility, the list of model parameters is not managed centrally in the source code. Instead, each parametrizable class is responsible for defining its own associated parameters. This operation is performed through inheritance of a dedicated abstract class, "ParametrizableObject", which essentially possesses two member functions: "getParameters" and "setParameters" for obtaining and modifying the class parameters, respectively. The calibration module can then reconstruct the complete list of model parameters by simply calling method getParameters on each object inheriting from ParametrizableObject. Based on this list, it can compute new parameter values to be tested, which are transferred back to the individual objects through a call to their method setParameters.
In addition to its name, value and units, each model parameter in StreamFlow is associated with a range of physically acceptable values and a flag specifying whether it should be calibrated or not. The physically acceptable range is used by the calibration module to restrict the search domain for the best parameter value. The properties of each parameter can be freely set by the user in the program configuration file. In particular, the calibration flag can be individually set to true or false for every parameter, hereby making it possible to calibrate only a given subset of parameters.
Case study
In view of assessing its accuracy and demonstrating some of its capabilities, StreamFlow is tested over a high-altitude catchment in Switzerland. Section 4.1 presents the test catchment and the measurement data used to validate the model. The model setup is described in Sect. 4.2 and the simulation results are detailed in Sect. 4.3. 
Study site and measurement data
StreamFlow is tested over the Dischma catchment, located in the eastern Swiss Alps (see insert in Fig. 4) . The gauging station operated by the Swiss Federal Office for the Environment (FOEN) at the location named Davos Kriegesmatte -referred to as "Outlet" in Fig. 4 -is chosen as the catchment outlet. At this point, the watershed has an area of 43.3 km 2 and is mostly covered with pasture (36 %), rock outcrops (24 %) and bare soil (16 %), with only 2 % of glacier cover (Schaefli et al., 2014) . Very little riparian vegetation is present along the stream, which ensures that the current absence of riparian shade model in StreamFlow does not have a large influence on the quality of the stream temperature simulation. The watershed elevation ranges from about 1700 m to more than 3100 m above sea level. Its hydrological regime was classified as glacio-nival by Aschwanden and Weingartner (1985) , i.e. the stream discharge is low in winter and peaks in June-July due to snow and ice melt, therefore corresponding to a typical watershed over which StreamFlow is meant to be used. More information on the Dischma catchment can be found in, e.g. Zappa et al. (2003) and Schaefli et al. (2014) .
Water depth, discharge and temperature are continuously monitored by the FOEN at the catchment outlet. In complement to the quality control performed by the FOEN, hourly mean data are also corrected here using the procedure described in Gallice et al. (2015) , namely a combination of visual inspection and automatized outlier identification. In addition to the FOEN station, two temporary gauging stations were installed starting on 16 January 2015 at the locations named Am Rin and Dürrboden, indicated as red triangles in Fig. 4 . The gauging station at Am Rin was positioned in a small stream coming from a side valley, just above its confluence with the main stream, and remained in place until 17 July 2015. The station at Dürrboden was deployed in the upper part of the main stream, just below the confluence with the rivulet coming from the glacier. It was dismantled on 25 September 2015. Both stations continuously measured water depth and stream temperature with a sampling rate of 1 h. Discharge was manually estimated using the salt dilution technique on a few days during winter and spring, which enabled the derivation of a rating curve to convert the continuous water depth measurements into discharge values (e.g. Weijs et al., 2013) . The data from the gauging stations at Am Rin and Dürrboden are corrected using the same protocol as the data provided by the FOEN.
The meteorological data used to run the Alpine3D simulation and compute the stream temperature in StreamFlow are obtained from two different sources: a. One of the sources is the Swiss Federal Office of Meteorology and Climatology, MeteoSwiss, which operates a country-wide network of automatic weather stations. Two of these are in the vicinity of the Dischma catchment: the Davos and Weissfluhjoch stations, whose respective locations are about 5 and 8.5 km on the northwest of the catchment outlet. They are both equipped with heated rain gauges, the one at Davos being unshielded and the one at Weissfluhjoch shielded. These stations provide measurements of air temperature, relative humidity, incoming long-and short-wave radiation, precipitation, wind direction and snow height every hour.
b. The other source is the Intercantonal Measurement and Information System (IMIS), a network of automated weather stations mostly used for avalanche forecasting in Switzerland (Lehning et al., 1999) . Four of these stations are used in the present study, whose distances to the catchment outlet are 0.9, 4.7, 5.9 and 9.5 km. They provide hourly measurements of air temperature, relative humidity, outgoing short-wave radiation, wind speed and snow depth.
All meteorological time series are visually inspected to detect sensor failure. Data flagged as erroneous are removed from the time series.
Model setup
As mentioned previously, StreamFlow requires Alpine3D to be executed first. In the present case, Alpine3D is run over a grid with 100 m resolution and with an internal time step of 15 min. The simulated time period extends over 3 hydrological years, namely from 1 October 2012 to 1 October 2015. All meteorological input data are spatially interpolated using the inverse-distance weighting approach with lapse rate, except for solar radiation and precipitation. Solar radiation is computed based on the measurements at the Weissfluhjoch station alone, taking atmospheric attenuation into account for each grid cell separately. Precipitation is interpolated using the data measured at the Davos station only. It is corrected for undercatch using the approach advocated by the World Meteorological Organization (WMO) for Hellmann gauges (Goodison et al., 1998), before being distributed over each grid cell based on a lapse rate proportional to the measured precipitation intensity at Davos. Another procedure using the data from the Weissfluhjoch station in addition to the one from Davos was also tested for interpolating precipitation. However, it was rejected since it largely overestimated the total amount of precipitation falling over the catchment, due to the existence of a strong north-south precipitation gradient in the area, making the measurements at the Weissfluhjoch station -located further north -less representative of the situation in the Dischma catchment than those at the Davos station -located closer to the catchment (Voegeli et al., 2016) .
As an additional preliminary step to the StreamFlow simulation, the stream network and its corresponding set of subwatersheds are, as described in Sect. 2, extracted from a 25 m resolution DEM provided by the Swiss Federal Office of Topography, SwissTopo (see https://shop.swisstopo.admin. ch/en/products/height_models/dhm25). Application of the automatic Peuker-Douglas extraction method provided by TauDEM (see http://hydrology.usu.edu/taudem/taudem5/ help53/PeukerDouglas.html) results in a subdivision of the catchment into 39 subwatersheds, ranging in size from 0.2 ha to 6.4 km 2 (see Fig. 4 ). It should be mentioned that the difference in resolution between the DEM provided as input to Alpine3D (100 × 100 m) and the one used to extract the stream network (25×25 m) is seamlessly handled by StreamFlow. This allows, as in the present case, for Alpine3D to be run over a coarser grid than StreamFlow, hereby saving computational power and resources.
StreamFlow is configured so as to compute the width w of each stream reach as w = a w A reach,tot + b w , where A reach,tot (m 2 ) denotes the total area drained by the reach -including its upstream reaches. Parameters a w (m −1 ) and b w (m) are determined approximately based on the width of the main stream estimated at sample locations using aerial photographs of the Dischma catchment. In addition, the values of parameters α h and β h , which are required by the model to estimate water depth when simulating discharge based on the instantaneous advection technique (see Sect. 2.2.1), are derived from the discharge gauging curve provided by the FOEN at the catchment outlet. All model parameters used for the StreamFlow simulations presented in the next section are summarized in Table 2 , along with their respective calibration ranges when appropriate. For the purpose of reducing the impact of the initial conditions on the modelled stream variables, a warm-up period of 1 year is considered. In other words, the model is run over a random year before each simulation, and its state at the end of the warm-up period is used as an initial condition for the actual simulation. This approach is observed to improve the quality of the simulation -notably of modelled discharge -by letting enough time for the amount of water stored in the linear reservoirs representing the subwatersheds to adapt to the inflow conditions (not shown). The model is calibrated over hydrological year 2013 using Monte Carlo simulations, and validated over hydrological years 2014 and 2015. Calibration is performed in two steps:
1. All parameters associated with water routing, whether within the hillslopes or along the stream network, are calibrated by maximizing the Nash-Sutcliffe efficiency of simulated discharge at the catchment outlet. Only the parameters associated with the modelling of the subsurface flux discharge are actually calibrated in this step (namely R max , τ res,u and τ res,l ), since the only parameter related to water routing within the stream channels (i.e. Manning's coefficient) is fixed to some predefined value (see Sect. 4.3 and Table 2 ).
2. The parameters calibrated in step 1 are kept fixed to their respective best values, while the parameters related to stream temperature modelling are calibrated by maximizing the NSE of simulated temperature at the catchment outlet. This step is repeated for each method used to compute the temperature of the subsurface water flux (see Sect. 2.1.2). The parameters associated with the water heat balance in the stream network are fixed to specific values based on physical considerations (see Table 2 ).
In order to better assess the accuracy of StreamFlow, the approach advocated by Schaefli and Gupta (2007) is followed here. The error measures associated with StreamFlow are compared to those of a simplistic benchmark model, so as to verify whether StreamFlow allows for more robust predictions than those that could be made based on a basic procedure. Two benchmark models are actually considered here, one for discharge and one for temperature. Both are constructed by averaging, for each hour of each day of the year, the values of discharge and temperature measured at the catchment outlet on those particular hours and days between 2005 and 2014. For example, the output of the discharge benchmark model on 1 January at 13:00 UTC is the same for all years and corresponds to the average of the 10 discharge values measured at the catchment outlet on 1 January at 13:00 UTC from 2005 to 2014. Oct 2012 
Model evaluation 4.3.1 Results of the Alpine3D simulation
The Alpine3D simulation is observed to rather accurately capture the time evolution of the snow pack. As an example, Fig. 5 depicts the simulated snow depth in comparison with the measured one at the Stillberg meteorological station, which is located at an altitude of 2085 m above sea level on the western slope of the catchment. It can be noticed that the onset of snow accumulation and the timing of the melting period are satisfyingly reproduced, in addition to the fact that the snow depth appears to be overall well simulated. A more quantitative assessment of the accuracy of the Alpine3D simulation is obtained by considering the global volume of water transiting through the watershed each year. Thus, the measured cumulated volume of water (V out,meas ) flowing through the catchment outlet each year is compared to the simulated cumulated volume of water (V in,simu ) percolating at the bottom of all the soil columns belonging to the watershed over the same year. As can be observed in Table 3 , the relative difference between V out,meas and V out,simu remains within the range ±8 % for all 3 hydrological years.
StreamFlow simulations of discharge and water depth
As mentioned in the previous section, StreamFlow parameters related to discharge computation are calibrated against measured discharge at the catchment outlet. To this end, 10 000 Monte Carlo simulations are run, with StreamFlow configured so as to use a time step of 1 h and advect water in the stream channels based on the instantaneous routing scheme (see Sect. 2.2.1). Figure 6 presents a comparison of the simulated and measured hourly mean discharges over the 3 considered hydrological years. The uncertainty range of the simulated curve is defined by all parameter sets associated with a NSE larger than 0.85 during the calibration period, which amounts to a total of 300 curves. As observed in panel a, the simulation corresponding to the highest NSE value matches globally well with the observations, except for a few discharge peaks which are not well captured in 2013 and 2015. The simulation uncertainty range appears to be relatively narrow on an annual scale. When looking at a finer scale, it can be observed that the daily fluctuations of discharge are relatively well captured by the model as, for example, shown in panel b for the period 29 May to 8 June 2015.
On the other hand, the absence of a fast runoff component in StreamFlow prevents the model to correctly capture shortlived discharge peaks. As displayed in panel c, the modelled recession in these cases is much too slow compared to the observed one. This model limitation could be fixed by implementing a new method for transferring water across the subwatersheds, based on a more physically based approach than the linear reservoir method used here. For example, the Richards equation could be solved within the soil of each subwatershed, provided that the computational resources at hand are sufficient. The modularity of StreamFlow would allow for such a modification to be easily integrated into the existing code. Table 4 presents quantitative error measures of discharge modelled over the validation period at the three gauging points located in the Dischma catchment (see Fig. 4 ), for the same StreamFlow configuration as in Fig. 6 . The accuracy of the benchmark model at the catchment outlet is also indicated in the table for comparison. It should be mentioned that the benchmark model could not be evaluated at the two intermediate stations since the measurement time series at these points extend over less than a year (see Sect. 4.1). As observed in the table, the discharge NSE value associated with the best StreamFlow simulation is larger than 0.80 at all three points, as opposed to the NSE value of the benchmark model not exceeding 0.74. On the other hand, the values of the NSE log -defined as NSE computed with the logarithm of the discharge values -are quite comparable between both models. This is not particularly surprising in view of the strong seasonality of the baseflow component of discharge, particularly during the winter season. The NSE log value at point Am Rin is rather low, but should be considered with caution since the discharge gauging curve at this point is rather uncertain (not shown). The bias of StreamFlow is observed to be positive at all three gauging points, which certainly results from the slight overestimation of the rate of water percolating at the bottom of the soil columns in the Alpine3D simulation (see above). Overall, the performance of StreamFlow regarding discharge computation based on the instantaneous water routing scheme can be considered satisfying. Its accuracy is comparable to the one of other existing hydrological models applied over high Alpine catchments (e.g. MacDonald et al., 2014; Schaefli et al., 2014) . Table 4 . Accuracy of the hourly discharge simulations performed by StreamFlow using the instantaneous water routing technique. The performance of the discharge benchmark model is indicated in the last row for comparison. The third column contains the period over which the error measures are computed. NSE log corresponds to the Nash-Sutcliffe efficiency computed with the logarithm of the discharge values. r =0.27 Figure 7 . The 300 best sets of StreamFlow parameters associated with water transport (see Table 2 for more information on the parameters). Each panel contains the values of two parameters displayed as a function of each other: (a) R max versus τ res,l , (b) τ res,u versus τ res,l and (c) R max versus τ res,u . Each x or y axis spans the entire calibration range of its associated parameter. The parameter distributions are indicated in blue on the sides of the corresponding panels; for example, the distribution of the 300 best R max values is shown on the right-hand side of panel (a). Pearson's correlation coefficient r between each pair of parameters is indicated in the upper right-hand corner of the associated graph.
Model
Regarding the calibration parameters, it appears that the values of R max and τ res,u are rather well identified (see Fig. 7 ). Indeed, their respective distributions based on the best 300 parameter sets are contained within a rather narrow interval, clearly separated from the bounds of the respective calibration ranges. Within this interval, however, the two parameters are strongly correlated with one another, as pictured in panel c of Fig. 7 . This points at the equifinality of the parameter sets (Bárdossy, 2007) , since an increase in τ res,u conjugated with a decrease in R max keeps the model accuracy almost constant. As opposed to τ res,u and R max , parameter τ res,l is associated with a broad distribution, sticking to the upper boundary of the calibration interval (see panel a of Fig. 7 ). As such, StreamFlow appears to be relatively insensitive to the value of τ res,l , as further emphasized by the low correlation between τ res,l and the other two parameters (Bárdossy, 2007) .
In order to evaluate the influence of the channel water routing scheme on the modelled discharge, StreamFlow was run with the following configurations in complement to the instantaneous routing technique evaluated above: (a) the Muskingum-Cunge approach with lumped stream reaches The results indicate that the modelled hourly mean discharge curves in all cases (a) to (d) almost identically correspond to the one depicted in Fig. 6 , up to a maximum RMSE of 0.03 m 3 s −1 between all curves over the entire simulated period (not shown). Similarly, the error measures reported in Table 4 are also valid in cases (a) to (d). The routing technique therefore appears to have only a very limited impact on the simulated discharge in the Dischma catchment, which is easily explained by the small size of the watershed (Schaefli et al., 2014). Indeed, the average streamwise distance between the stream cells and the catchment outlet is about 6.6 km, which -assuming a flow velocity of 1 m s −1 -corresponds to a mean travel time of about 2 h down to the catchment outlet. This also explains the observed low sensitivity of StreamFlow to the value of Manning's coefficient in the present case. As expected, the above results suggest that, in small-to medium-sized catchments, the use of spatially discretized stream reaches to simulate discharge is not associated with any marked improvement with respect to the lumped approach.
Albeit discharge is simulated unequivocally by all water routing techniques, water depth and flow velocity are not. As pictured in Fig. 8 for hydrological year 2014, differences between the simulated water depth curves are quite large, with, for example, a RMSE of 44.5 cm between the curve associated with the instantaneous routing technique and the one corresponding to the Muskingum-Cunge approach with n m = 0.04. The instantaneous water routing technique predicts a higher water depth here as compared to the Muskingum-Cunge approach, reflecting the values of the gauging curve coefficients α h and β h (see Sect. 2.2.1 and Table 2). In addition, the predictions based on the MuskingumCunge technique depend on the value of Manning's coefficient, as expected from Eq. (7): the higher n m , the higher the simulated water depth. However, as for the case of discharge, the water depth estimations do not appear to benefit from the use of discretized stream reaches as opposed to lumped ones, since both corresponding curves almost overlap for a fixed n m (see legend of Fig. 8 ). It should be mentioned that comparison with the measured water depth is hazardous since the modelled river width at the outlet gauging station was not verified to correspond to the observed one. The measured curve is therefore only shown here as an indication. The fact that it diverges from the curve associated with the instantaneous advection approach during winter is due to the fact that the discharge gauging curve of FOEN is linear for small water depth values, and adopts the form of a power function as in StreamFlow only for larger values of h. Given that simulated discharge is almost the same for all water routing techniques, the differences in simulated water depth result in large differences in the simulated flow velocity as well (not shown).
StreamFlow simulations of stream temperature
Turning now to the stream temperature simulations, we first determine an appropriate value for the soil temperature averaging depth z d (see Sect. 2.1.2 and Eq. 12). Five different possibilities are considered here: 0.15, 0.30, 0.60, 1.20 and 2.40 m. Using StreamFlow configured so as to approximate the temperature of the subsurface flux as the depth-averaged soil temperature (Sect. 2.1.2), we find that the choice z d = 2.40 m leads to the best results in terms of temperature-based NSE (not shown). This rather large value may be due to the relatively low resolution of the vertical soil temperature profile computed by Alpine3D, which was configured here to use a coarse vertical discretization of the soil columns in order to spare computational power. The value z d = 2.40 m is nevertheless used in the remainder of this study, since emphasis is on demonstrating the model capabilities rather than performing particularly accurate simulations. Similarly, it can be observed based on Table 2 that the calibrated values of some stream temperature parameters (notably k soil and D HSPF ) are close to the respective upper limits of their associated calibration ranges. For the sake of conciseness, however, we proceed with the parameter values presented in Table 2 and postpone the in-depth evaluation of the model sensitivity with respect to its parameters to a future publication. The indications "lumped" and "discr." between brackets refer to the spatial discretization of the stream reaches (see Sect. 2.2). b The schemes described in Sect. 2.1.2 for the computation of the subsurface flux temperature are denoted as follows here: "soil temperature" for the scheme assuming the subsurface flux to be in thermal equilibrium with surrounding soil, "energy balance" for the original scheme implemented in StreamFlow and "HSPF" for the scheme inspired from the Hydrological Simulation Program-Fortran.
Oct 2012 channel water being advected based on the instantaneous routing scheme and subwatershed outflow temperature being approximated as the depth-averaged soil temperature (same configuration as above). As evident from panel a, stream temperature is generally underestimated by the model on a daily timescale, particularly during the snow melt season in spring. We attribute this discrepancy to soil temperature as simulated by Alpine3D being too low, since its value averaged down to 2.40 m typically remains around 0 • C until midJune (not shown). This underestimation of soil temperature is in turn expected to result from the coarse soil vertical discretization used in the Alpine3D simulation (see above). As a workaround, the soil temperature averaging depth z d could be increased, since it would result in larger soil temperature 
values while at the same time not lengthening the computation time of the Alpine3D simulation. This approach is not presented here in more detail in order to keep the article concise, but simply mentioned as a hint to interested readers. Past the snow melt season, soil temperature is modelled by Alpine3D to rapidly increase (not shown), which might explain the better agreement between the simulated and measured stream temperature curves during summer. Panels b and c of Fig. 9 present a zoom on two selected periods during winter and summer, respectively. StreamFlow is observed to be capable of simulating the diurnal cycle of stream temperature, albeit its magnitude is in general too low. It should be specified that temperature is cut off at 0 • C by the model in winter in order to avoid unphysical values. The underestimation of the magnitude of the diurnal cycle may originate from an overestimation of water depth or, equivalently, from an underestimation of the stream width. This hypothesis can unfortunately hardly be tested, since water depth and stream width are difficult to quantify in small mountainous streams with irregular, boulder-covered beds. We verified whether the latent and sensible heat fluxes are not underestimated by StreamFlow. To this end, we increased the values of coefficients a vw and b vw by 50 % (see Eq. 13 and Table 2) ; however, this did not result in a marked improvement of the simulated diurnal cycle (not shown). The effect of the heat exchange with the stream bed was also tested by reducing the value of k bed by 50 % (see Eq. 12 and Table 2), but this had almost no impact on the simulated temperature curve either (not shown). The underestimation of the diurnal cycle therefore appears to mostly originate from the approach selected for the modelling of the subsurface flux temperature, as discussed in more detail below. From the inspection of all three panels in Fig. 9 , it can be stated that modelled temperature is not particularly affected by the uncertainty in the values of hydrological parameters R max , τ res,u and τ res,l . As a matter of fact, the uncertainty range of the simulated temperature curve remains globally narrow, except around midday where it reaches a value up to 1 • C on some days (see panel b). This limited sensitivity of modelled temperature with re- Table 5 . The NSE value of the hourly mean temperature curve (0.78) is much lower than the one of the benchmark model (0.87), which denotes a strong improvement potential. This has to be put into perspective with the fact that the Dischmabach river is rather small and heavily turbulent, and therefore more challenging to model as compared to larger, low-altitude rivers. In addition, the NSE value is comparable to the one reported by MacDonald et al. (2014) over a mountainous watershed of similar size and altitudinal range as the Dischma catchment. The RMSE equals 1.45 • C, which is not very far from the RMSE of the benchmark model (1.14 • C). On the other hand, the bias is rather large (−0.88 • C), as already noted from the observation of Fig. 9 above. Regarding the model performance at the two intermediate gauging points, the values of the error measures at Dürrboden are found to be essentially the same as at the outlet point, except for the positive bias (see Table 5 ). The latter indicates that the modelled stream temperatures at these two points are -contrary to the temperature at the outlet point -not underestimated, which results from the fact that the stream temperature values measured at the intermediate points are much closer to the simulated soil temperature curve in spring as compared to the stream temperature measured at outlet point (not shown). Concerning Am Rin, the apparent better values for RMSE, NSE and bias have to be weighted against the short time period over which they are evaluated (17 January to 17 July 2015).
As already discussed above, the simulated stream temperature is not particularly sensitive to the modelled discharge (and water depth). This fact is confirmed by the values of the error measures reported in Table 5 for four temperature simulations, each one based on a different water routing scheme, namely the instantaneous advection technique or the Muskingum-Cunge approach, combined with either a lumped or discretized modelling of the stream reaches. In the simulations based on the Muskingum-Cunge approach, Manning's coefficient is fixed to 0.07, which corresponds to the middle of the above-defined range of plausible values in the case of the Dischmabach river. It appears that all four simulations are associated with a similar accuracy in terms of stream temperature modelling, as indicated by the narrow range of NSE (0.77-0.80) and RMSE (1.40-1.49 • C) values. Contrary to the discharge simulations, the discretized representation of the stream reaches here enables a slight improvement of the results as compared to the lumped approach, mainly due to a better resolution of the diurnal cycle (not shown).
In a recent study, Leach and Moore (2015) reviewed the approaches implemented in some of the most popular stream temperature models for approximating the temperature of the subsurface water flux. Based on a comparison with data collected in a small Canadian watershed, they concluded that none of them performed well, except for the method implemented in the HSPF model approaching the observations relatively closely. More interestingly, the authors pointed at large discrepancies between the predictions of the various models. As a further step, we propose here to investigate the effect of the modelled subsurface flux temperature on the simulated stream temperature at the catchment outlet. To this end, three StreamFlow simulations are run with the same configuration as above -namely lumped reaches and the instantaneous routing scheme -except that the temperature of the subsurface flux is computed each time based on a different method out of the three available ones (see Sect. 2.1.2). It should be mentioned that, in virtue of the modular structure of StreamFlow, changing from one method to the next simply requires one line to be modified in the configuration file. The simulation results are displayed in Fig. 10 , and the corresponding error measures can be found in Table 5 . It can be observed that the approach used to compute the temperature of the subsurface flux has a strong influence on the accuracy of the modelled stream temperature. The method originally implemented in StreamFlow appears to perform worse (NSE of 0.56, RMSE of 2.06 • C), followed by the HSPF approach (NSE of 0.70, RMSE of 1.69 • C). The method based on the depth-averaged soil temperature is associated with the best performance measures (see above). Overall, the three methods seem to determine the temperature of in-stream water to a large extent, leading to variations of more than 4 • C between the different curves (see Fig. 10 ). These observations point at the strong need for additional field investigations of the dynamics of the subsurface flux temperature, as already mentioned by Leach and Moore (2015) .
Conclusions
Combined modelling of hydrological and thermodynamic processes offers promising perspectives for the prediction of stream temperature at the catchment scale. The present study describes a new coupled hydrothermal model, named StreamFlow, which is currently intended to be used in high Alpine environments. Designed as an independent extension to the spatially distributed snow model Alpine3D, it has been written entirely anew compared to its initial version. The resulting code has a clear and modular structure which takes advantage of some of the latest available object-oriented features. Several of the hydrological processes represented in the model can be simulated using various alternatives. For example, the advection of water in the stream channels can be computed using either the Muskingum-Cunge technique or an instantaneous routing approach. This modularity enables the model to be adapted to the specific needs of each user, but also provides a rapid means to estimate the uncertainty of the simulation results by comparing the predictions of the various modelling alternatives.
Based on an evaluation over a high Alpine catchment, the model accuracy is shown to be satisfying, with NashSutcliffe efficiencies for the hourly mean discharge and hourly mean temperature being equal to 0.82 and 0.78, respectively. The various water routing techniques available in StreamFlow do not appear to have a marked effect on the quality of the simulations. On the other hand, it was observed that the approach used to compute the temperature of the subsurface water inflow strongly impacts the simulated stream temperature at the catchment outlet. This effect has not been reported in any previous study and points at the need for more intensive field investigations of the subsurface flux temperature.
Several improvements can be brought to the actual state of the model. The representation of riparian shading would allow StreamFlow to be applied in lower-altitude, vegetated watersheds. However, similarly to the case of the subsurface inflow temperature, the shading by riparian vegetation is a complex phenomenon which is difficult to simulate and requires further research (Moore et al., 2005) . The modelling of the ice and snow sheet forming over the stream in winter could also be included in StreamFlow, although little research has been conducted on this subject in high-altitude Alpine streams to date. Finally, additional modelling alternatives could be implemented for various components of StreamFlow, such as the approach developed by Leach and Moore (2015) for the estimation of the subsurface inflow temperature, or the full Saint-Venant equations for the routing of water in the stream channels.
In the near future, we plan to use StreamFlow in order to evaluate the effects of climate change on the hydrological functioning of high Alpine watersheds. In particular, advantage will be taken of the coupled hydrothermal nature of the model in order to investigate the impact of the future discharge modifications on stream temperature.
Code availability
The source code of StreamFlow is available under the GNU Lesser General Public License v3.0 (LGPL v3) at http: //models.slf.ch/p/streamflow/ upon creation of a free account. Installation instructions can be found at http://models. slf.ch/p/streamflow/page/Installing-StreamFlow/, and the detailed procedure to launch a StreamFlow simulation at http: //models.slf.ch/p/streamflow/page/Running-StreamFlow/. This section briefly describes the approaches which were already present in the original version of the code for computing the discharge and temperature of the subsurface flow generated by each subwatershed.
A1 Subwatershed outflow discharge computation
As illustrated in Fig. A1a , the original model developed by Comola et al. (2015) approximates each subwatershed as the vertical superposition of two linear reservoirs, where the upper one simulates the fast response to rainfall events and the lower one the slow response. Water percolating at the bottom of the subwatershed soil columns fills the lower reservoir up to a maximum flow rate R max (m s −1 ), the excess water draining into the upper reservoir. This translates into the following equations for the water levels S res,u (m) and S res,l (m) in the upper and lower reservoirs, respectively:
where the water inflow rates I res,u (m s −1 ) and I res,l (m s −1 ) into the upper and lower reservoirs are expressed as I res,u = I − I res,l and I res,l = min I, R max , with I (m s −1 ) denoting the total flow rate of water percolating at the bottom of the subwatershed soil columns and A subw (m 2 ) the subwatershed surface area. Q res,u (m 3 s −1 ) and Q res,d (m 3 s −1 ) correspond to the discharge at the outlet of the upper and lower reservoirs, which are linearly related to the reservoir water levels, Q res,u = A subw S res,u τ res,u ,
Q res,l = A subw S res,l τ res,l .
The characteristic residence times τ res,u (s) and τ res,l (s) are expressed as power functions of the subwatershed area:
τ res,l = τ res,l A subw A tot 1 3 ,
where τ res,u (s) and τ res,l (s) are two user-specified parameters and A tot (m 2 ) denotes the area of the entire parent watershed. The total discharge Q subw (m 3 s −1 ) flowing from the subwatershed into the stream is then computed as Q subw = Q res,u + Q res,l . The subwatershed behaviour can be adjusted by modifying the values of parameters R max , τ res,u and τ res,l . Figure A1 . Illustrations of the models devised by Comola et al. (2015) for the computation of (a) subsurface flux discharge and (b) subsurface flux temperature. The symbols are defined in the text.
A2 Subwatershed outflow temperature computation
The method developed by Comola et al. (2015) for the computation of the subwatershed outflow temperature T subw (K) is depicted in Fig. A1b . Temperatures T res,u (K) and T res,l (K) of water stored in the upper and lower reservoirs are computed as dT res,u dt = I res,u S res,u (T soil − T res,u ) + T soil − T res,u k soil ,
dT res,l dt = I res,l S res,l (T soil − T res,l ) + T soil − T res,u k soil ,
where k soil (s) is a calibration parameter corresponding to the characteristic time of thermal diffusion and T soil (K) refers to soil temperature at the bottom of the subwatershed soil columns as modelled by Alpine3D. T soil denotes the annual average of T soil , which is used as a proxy for the temperature of deep soil. The first term on the right hand-side of the above two expressions accounts for the heat flux associated with the inflow of water into the reservoirs. The second term corresponds to the diffusive heat exchange between water and the surrounding soil particles. These expressions were derived by assuming that the temperature of water percolating at the bottom of the soil columns is equal to the local soil temperature. They are solved using a second-order Crank-Nicolson scheme, and their solution is used to compute T subw (K) as the weighted average of T res,u and T res,l :
T subw = Q res,u T res,u + Q res,l T res,l Q res,u + Q res,l . Test case 1 Test case 2 Figure B1 . Root mean square error (RMSE) of the splitting scheme used to solve the heat-balance equation in test cases 1 (blue) and 2 (green). The RMSE is computed by comparing the simulated and analytical temperature profiles at the end of the simulation (8 h). Panel (a) indicates the splitting scheme RMSE for various time steps with a fixed spatial discretization length of 128 m, and (b) the splitting scheme RMSE for various spatial discretization lengths with a fixed time step of 1 s.
Closed-form expressions of the above equation can be found by choosing simple formulations for σ and v. Two cases are considered here:
Test case 1: Constant velocity and sinusoidal expression for σ :
v(x, t) = cst, for all x ∈ [0, L], t 0, (B9) σ (t) = a σ sin(ωt) + b σ , for all t 0,
with ω (s −1 ), a σ (K s −1 ) and b σ (K s −1 ) constant. This test aims at assessing the ability of the splitting scheme to correctly account for time-varying heat sources.
Test case 2: Velocity varying linearly in space and no σ term:
v(x, t) = a v x + b v , for all x ∈ [0, L], t 0, (B11) σ (t) = 0, for all t 0, to validate the robustness of the splitting scheme in the case of non-uniform flow velocity profiles.
In both cases, the expression of T in is chosen similarly to the one of, e.g. Lowney (2000) , who aimed at reproducing natural diurnal variations of stream temperature,
where a in (K) and b in (K) are constant, and ω is the same as in Eq. (B10).
B1.1 Analytical solution of test case 1
In test case 1, the solution to Eq. (B5) under the constraint x(s 0 ) = 0 is straightforward due to v being constant:
x(s) = v(s − s 0 ).
Replacing s with t and solving for t 0 , one obtains
After inserting this expression in Eq. (B8), replacing σ with its sinusoidal formulation and performing the integration, one gets the closed-form expression of the solution to 
with T in as defined in Eq. (B13). It should be mentioned that the above expression is actually valid for any formulation of T in , not just Eq. (B13).
B1.2 Analytical solution of test case 2
In case v is expressed as in Eq. (B11), the solution to Eq. (B5) satisfying x(s 0 ) = 0 becomes
The expression for t 0 is obtained by replacing s with t in the above equation:
The analytical solution of test case 2 is obtained by inserting the above expression for t 0 in Eq. (B8), imposing σ = 0 and performing the integration . (B15) The above solution describes the permanent regime, i.e. it is valid for all t ln(a v L/b v +1)/a v . As opposed to the solution of test case 1, which has already been reported by Lowney (2000) , the present one has -to the best of our knowledgenot been presented in any publication to date.
B2 Validation of the numerical splitting scheme
The splitting scheme is validated over a spatial domain of L = 12.8 km, for a simulated time period of 8 h. Table 6 contains the values of the parameters considered in test cases 1 and 2. Figure B1 shows the RMSE of the splitting scheme compared to the analytical solutions of both test cases, for various time steps and spatial discretization lengths. Based on the RMSE values associated with test case 1, it can be suggested that the scheme is of first order in time and second order in space, as expected from its formulation (see Sect. 2.2.2). This is, however, less visible in test case 2, probably as a result of the RMSE varying over a smaller range of time steps and spatial discretizations lengths as in the first case. In all cases, however, the scheme RMSE remains within acceptable bounds. As can be observed in Fig. B2 , the numerical scheme is also able to satisfactorily reproduce the strong fluctuations of the temperature profile in both test cases, except for the minima and maxima which are truncated.
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