INTRODUCTION
During the last few years much effort has been devoted to the study of the stability of the solutions of optimization problems under various perturbations of the original problem. Much has been said about the continuity properties of the optimal value and of the set of optimal solutions as a function of these perturbations. This is also the purpose of this paper, as well as its companion [8] . However, we make a break with the standard a p proach in at least two ways. First, we do not just consider a particular class of perturbations, but allow for perturbations of a global character. The reference to variational systems in the title, cf. Rockafellar and Wets [42] , is intended to stress this concern in our approach. Second, we are interested in quantitative results that could be used in estimating the rate of convergence of an approximation scheme, or to obtain error estimates for the current solution in an algorithmic procedure. T o measure the distance between optimization problems, we rely on the epi-distance. We deal mainly with the properties of local optima when the problems are appropriately conditioned, and derive holderian and lipschitzian inequalities in terms of the epi-distance. In [8] , we obtain lipschitzian properties for the €-approximate solutions of convex optimization problems.
An overview of the stability results of topological nature could be gather from the work of Evans and Gould [21] , Fiacco [22] , Bank, Guddat, Klatte, Kummer and ~a r n m e r [16] , Dolecki [19] , Gauvin [21] , Hogan [26] , Robinson [35] , 1361, Rockafellar [38] , and Zoiezzi [Sl] . Recently, the introduction of the concept of epi-convergence, has allowed us t o unify a large number of there results, cf., Mosco 1331, Wets [48] , Attouch and Wets [4] , Attouch [2] , and Robinson [37] . And it is also in that framework that we place ourselves in this paper.
Quantitative results, that provide (computable) bounds on the sensitivity of the solution t o changes in the values of the parameters, are much more limited. An approach initiated by Aubin [9 1, Aubin and Frankowska [ l l ] , (see also Rockafellar [39] , and Aubin and Wets [12] ), relies on nonsmooth analysis and the Inverse Function Theorem for multifunctions. Locally, the optimal solution of an optimization problem min, f(z) is characterized by the optimality condition where 8 f is some generalized gradient of f. Then, with a surjectivity assumption on the tangent cone to the graph of 8 f a t (z, O), the solution set is proved to be pseudelipschitz with respect t o the data. The counterpart of the great generality and flexibility attained here is the need t o calcualte second (generalized) derivatives of f and that could be quite involved.
In this article, we present a completely different approach that does not use optimality conditions. Recall that a local minimizer zf of f is characterized by f(zf) 5 f(y) for all y in X such that 11 y -zfl( 5 p, p > 0 .
Since our aim is a nonlinear conditioning theory for optimization problems, we must be able to deal with all kind of perturbations of f and predict the worst possible effect on zf of some change or slight error in the coefficients of the objective function and/or the constraints. We already know that the good notion of topological deformation that yields stability for minimization problems, is epi-continuity, we are thus naturally led to the study of metrics (for extended real valued functions) that induce epi-convergence. In [5] , and also [6] , we exhibit such classes of metrics obtained via regularization by epigraphical sum (inf-convolution). Distances are defined in terms of (uniform) bounds on the differences of these so-regularized functions on bounded subsets of X. In [7] , we define another metric, called the (hausdorff-) epi-distance, which also induces the topology of epi-convergence. It is this latter notion of distance that we shall use t o derive our results.
(In view of [7, Theorems 3.4, 3.7 and 3.91 , it is always possible t o re-express the results in terms of the metrics defined in [5] , [6] .) In [8] , where the attention is restricted t o convex functions, the epi-distance is also used t o prove that the multifunction f ++ e a r g m i n f is pseudo-lipschitzian.
T o be able t o consider any possible perturbation of f and still obtain quantitative results, we need some geometric assumptions about f. Clearly we have t o control the "curvature" of f a t z,. This is done with the help of the radial regularization of f a t z, (see Section 2), i.e., the largest function cp > 0 such that t, goes to 0 whenever cp(t,) goes t o 0, and j(z) j (~, ) + p(IJ z -z,ll) for all z such that 11% -zfll I P, P > 0 .
(1.1) A classical property of f that provides this strong local minimization property is uniform convezity. Let us however stress the fact that this assumption (existence of such a cp) is of local character, and in general we place no convexity restrictions on f.
The main result is Theorem 4.1 where z, is proved t o be holder stable. For example in the normalized case (z, = 0 and f(zf) = 0), when f is quadratically "conditioned" a t 0, i.e., f(z) > 11 z 112 = cp(z) for (1 z 11 5 1, and g is some approximation or perturbation of f , with zg a corresponding minimizer, Theorem 4.1 asserts that provided that hausp(f, g), the epi-distance (of parameter p) between f and g, is sufficiently small. We show in Section 5 that this holderian stability result is optimal. In fact, this estimate is consistent with related, but more specialized, results that have been obtained in various areas: Moreau [32] the sweeping problem (le problkme de rafle), Attouch and Wets [S] isometrics for the Legendre-Fenchel transform, Rabier and Thomas [34] approximations for the solutions of elliptic p.d.e., Dontchev [20] approximations and perturbations of optimal control problems, and Daniel [18] and Schultz [44] for specific perturbations in nonlinear mathematical programming.
CONDITIONING FOR MINIMIZATION PROBLEMS
Let X be a normed space and let )( 11 denote the norm of X. Given z E X and p > 0, we denote by B(z, p) the closed ball of radius p centered a t z. We also write p B for B(0, p). Given f : z -, R, a real extended valued function, a point z E X satisfying for some p > 0, is called a local minimizer o f f .
Our main objective is the study of the stability of the solution of such minimization problems with respect to d a t a perturbation (that is with respect to f ) . T o that end, let us introduce the following class of well behaved minimization problems. This notion will play a key role in our development. Let us mention that under assumption (2.2)) z is a unique minimizer of f on B(z, p) and that every minimizing sequence does converge strongly to z. That is precisely the notion of well posed minimization problem in Tykhonov's sense, see 1461.
Indeed as noticed by T . Zolezzi (50, Corollary 11, t When p ( r ) = 71rl, for some 7 > 0, (see Figure 1 ) ) the function f is sharply pointed a t z.
In that case, we shall be able t o derive li~schitz stability of the local minimizer z with respect o f f . When p ( r ) = cr2, the function f may be smooth a t z (see Figure 2) . The function y I + c p f ( l ) y -211) is the largest radial function which 'minorizes
This justifies the terminology of radial regularization which plays an important role in the theory of Orlicz spaces (see A. Fougkres [23] ). It is an interesting question to characterize the properties of cp, from the properties of f .
PROPOSITION 2.3 Assume that f is convez and that (2.2) holds for some admissible function 9. Then the radial regularization cpf of f at z is such that r I + l / r p f ( r ) is increasing, and hence ( p f is strictly increasing.
PROOF The proof is patterned after that of Proposition 2 of Zolezzi [50] . Let 0 5 r1 < r2 5 p and y2 E X such that lly2 -2 1 1 = r2. Take yl = (1 -rl/r2)z + rl/r2y2.
Then
Hence which by convexity of f yields This inequality being true for any yz E X satisfying lly2 -zll = r2, it follows This means that r + (cpf(r)/r) is increasing. Noticing that cpf(r) # 0 as soon as r # 0 (this is a consequence of Definition 2.1 of admissible functions), it follows that r -cp, (r) is strictly increasing on (0, p ] .
that is, cp, is convex "near the origin". T o avoid this difficulty one may work with the radial-convex regularization where the admissible functions cp are also required t o be convex.
When considering a concrete minimization problem, think for example of a mathematical program with a large number of variables, the construction of an admissible function cp such that the inequality (2.2) is satisfied could be quite involved. The main reason is that the point z which actually minimizes f is a priori unknown. For this reason it is important t o know what global properties for f automatically insure t h a t a n inequality of the type (2.2) is satisfied around z (which turns t o be a global minimizer). This is where the notion of uniform convezity turns out t o be useful. An abundant literature has been devoted to this subject (see e.g., Zalinescu [49] , Vladimirov, Nestorov and Chekanov [47] ) and its connection with stability in optimization and control (Sonntag 1451, Dontchev [20] 
Then f is said to be 7-strongly convez.
As a direct corollary of the equivalence (ii) (iv) we obtain COROLLARY 2.5
Let us assume that f E r 7 ( H ) for some 7 > 0 . Then f reaches its minimum at a unique point zf that satisfies 
When f is uniformly convex one can obtain rather easily a sharp upper bound on C l ( z f ; n: means that
The optimality condition for the linearly perturbed problem ( 2 . 1 0 ) is
From Proposition 2 . 4 , in particular the equivalence (iv) (iii),
From the Cauchy-Schwarz inequality it follows that for every v E H and hence REMARK 2.9 Inequality (2.13) is sharp. Consider the case where the Cauchy-Schwarz inequality in (2.14) turns to be an equality, that is
for some X E R , is to understand the meaning to attach to "(small) perturbations" o f f , and "dependence" of zf on f. This is the purpose of the next section.
THE EPI-DISTANCE
This notion was introduced in Attouch and Wets [7] . We made first use of it in the study of the pseudo-lipschitz stability properties of the €-approximate solutions of convex optimization problems [8] . We recall its definition, and mention those results that will be useful in the sequel.
Unless otherwise specifically mentioned, we always denote by ( X , 11 ell) a normed where the unit ball of X x R is the set B := BXxR = {(z, a ) : 11 z 11 5 1, I a I < 1) .
Convergence with respect to the family of epi-distances {haus,, p > 0) is closely related to epi-convergence, which in some sense, is the weakest form of convergence that will guarantee the convergence of the solutions of variational problems, cf. for example, Let us conclude by observing that there are many other ways to define metrics on the space of extended real-valued functions that induce epi-convergence. In fact, in view of Theorems 3.4, 3.7 and 3.9 of [7] , we know a number of them that are equivalent to that generated by the family of pseudo-distances {hawp, p > 0). We state our results in terms of the epi-distance, because in many applications it is easier to handle, and possibly easier to "visualize".
STABILITY RESULTS
We now turn to the main result that implies lipschitzian -when the problem is (sub)linearly conditioned (see Figure 1 , Section 2) -, and more generally holderian stability of the solutions with respect to perturbations measured in terms of the epi-distance.
To state our result, it is convenient to use the following notation: to any pair (4, 6) we can associate a translation map r such that for any function h
Then epi rh = epi h + {-4, -6). If 4 is a local minimum of h and h(4) = ai, then the function rh has a local minimum a t 0 with rh(0) = 0. 
PROOF Let us first prove (4.6). T h e optimality conditions could equivalently be stated as
Observe that assumption (4.5) implies that and hence Figure 3 illustrates the situation.
FIGURE 3 rf, rg and ~(11-11).

Let 9: = hausp(rf, rg). By definition of hausp, we have
Next, let us observe that These identities are justified by the following argument. For any (2, a ) 6 p B, Where (4.5) was used t o obtain the second inequality. Thus,
But, as follows from (4.4) and this confirms (4.10). The same argument yields (4.9) . In particular this implies that and If /3 < 0, noticing that rf 2 0 on B(0, p), it follows from (4.12) that IPI 5 '7. If P > 0 the other inequality (4.11) implies too that IP( I '7, since a > P for any (y, a ) E ( e p i~g )~~/~.
This completes the proof of (4.6).
From (4.10), it follows that q 1 d((y, P), ( e p i~f )~) . large enough so that all the significant elements are contained in B((zf, f(zf)), p).
When f is well-conditioned a t zf, and g a t zg, let
Let us assume that both pf and pg are convex, finite-valued. From (4.8) we obtain provided ( P '~ v ~'~) ( l l z~ -zgll) 5 1. Thus the larger of the two functions prevails.
c) The best stability estimates in (4.7) and (4.8) provided 112, -zg)l 5 ( 7 p ) ' / p -l .
Are these estimates optimal?
The following examples show that they are sharp, unless additional assumptions enter into play. with 6C the indicator function of the set C , Let us examine the stability of pC(zo) with respect to zo and C. We first assume X to be a real Hilbert space: i t is a well known result that zo ++ pC(zo) is a contraction. Let us now study the mapping C ++ P~( Z~) and prove the following which by definition of haus p(C, D) yields
EXAMPLES EXAMPLE
Take z = z" in (5.6)) y = y" in (5.7) and add the two inequalities. We obtain
Using inequality (5.8), we finally obtain Let us now explain how the 112-holder continuity result can be derived from Theorem 4.1 and how it is related to the hilbertian structure. At this point, we need a general version of Proposition 2.4 concerning uniformly convex functions, cf. to the recent survey of Azd [14] . PROPOSITION 5.5 Let X be a Banach space and f E ro(X), the space of eztended real-valued, proper, lower semicontinuous, convez functions. Let us consider the following statements: 
where p' is the conjugate exponent of p, p' = ( p l p -I).
Thus f given by (5.9) satisfies the same type of inequality. It follows from Proposi- -.).
FIGURE 6
It is for the hilbertian structure that we have the best stability result. So the hilber- 
FIGURE 7
Indeed when working in non reflexive Banach spaces, the good notion that still enjoys stability properties is the notion of t-solution. It is proved in Attouch & Wets [8] that the mapping
is lipschitz, when the space of convex functions is equipped with the epi-distance, and the distance between the t-solutions sets, t-argmin f, is measured in terms of the (hausdorff-) p-distance.
APPLICATION TO CONVEX PROGRAMMING AND PENALIZATION
The purpose of this section is to suggest the arguments that could be used to exploit Then, for all p 2 n 7 + a, assuming that hauspl(pi, $i) < a,
T o apply this to our situation, we take pa : = jo, ( p i : = 6{/ < o), i = I , . . . , m), and 1 -similarly $o = go, ($i = 6{g. <0) i = 1,. . ., m). We use the upper estimate for
I -
Assuming that inf fi < 0, and inf g, < 0 , a result in Attouch and Wets [8] 
