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Resumen
El grafeno es un cristal bidimensional consistente en una red hexagonal de a´tomos
de carbono. Su estructura de bandas a baja energ´ıa y en situacio´n de medio llenado
viene descrita por la ecuacio´n de Dirac sin masa en (2+1) dimensiones. Este hecho
hace que gran parte de las propiedades electro´nicas y de transporte que presenta este
sistema sean diferentes a aquellas que se encuentran en los semiconductores de baja
dimensionalidad usuales.
En la realidad, las muestras de grafeno se encuentran curvadas. Las principales
fuentes de curvatura son las fluctuaciones te´rmicas, los defectos topolo´gicos y las
interacciones con el sustrato. El hecho de encontrarse curvado hace que el grafeno
presente modificaciones en sus propiedades f´ısicas con respecto a la situacio´n ideal.
En esta tesis proponemos un modelo de fermiones de Dirac en espacios curvos para
modelizar estas desviaciones devidas a la curvatura en las propiedades electro´nicas y
de transporte del grafeno. Hemos calculado perturbativamente la densidad de esta-
dos local en presencia de defectos topolo´gicos y en presencia de corrugaciones suaves.
Tambie´n hemos calculado la conductividad DC a nivel semicla´sico en el grafeno cur-
vado por defectos topolo´gicos, encontrando un comportamiento de tipo difusivo, en
contraste con la conductividad hallada para otros tipos de desorden estudiados en la
literatura.
Por u´ltimo, proponemos una forma alternativa a las expuestas hasta ahora en la
literatura para la obtencio´n de haces electro´nicos polarizados en el ı´ndice de valle,
por medio del uso de la distorsio´n trigonal en las bandas del grafeno. Este efecto de
separacio´n de haces puede observarse en uniones n−p−n− bajo unas condiciones ac-
cesibles experimentalmente. Por u´ltimo, describiremos este mismo efecto en cristales
foto´nicos.
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Cap´ıtulo 1
Estructura de la tesis.
El cap´ıtulo segundo consiste en una introduccio´n al material llamado grafeno.
Pondremos este material en el contexto de todas las formas alotro´picas del carbono.
Revisaremos la manera en la que se modeliza la estructura electro´nica de baja energ´ıa
de este material a medio llenado, encontrando la muy interesante propiedad de que
las excitaciones electro´nicas a baja energ´ıa vienen descritas por la ecuacio´n de Dirac
sin masa en (2+1) dimensiones. La dimensionalidad del sistema y la forma co´nica de
la relacio´n de dispersio´n E(k) se traducen en una densidad de estados que depende
linealmente con la energ´ıa, siendo nula en los llamados puntos de Dirac (puntos en
los cuales los ve´rtices co´nicos de las bandas de conduccio´n y de valencia se tocan).
La densidad de estados nula esta´ en el corazo´n de la mayor parte de las propiedades
ano´malas que se observan en el grafeno. De entre todas esas propiedades ano´malas
desde el punto de vista de la teor´ıa de semiconductores, la ma´s interesante para
nosotros sera´ la respuesta que presenta el grafeno al desorden.
En el cap´ıtulo tres nos introducimos en el estudio principal de esta tesis: el es-
tudio de la estructura electro´nica del grafeno en presencia de desorden topolo´gico.
Como sabemos del cap´ıtulo anterior, el grafeno consiste en una la´mina bidimen-
sional de a´tomos de carbono dispuestos en estructura hexagonal. Un defecto to-
polo´gico consiste en la introduccio´n de un pol´ıgono de lado distinto a seis en dicha
estructura hexagonal. Los defectos ma´s comunes son los penta´gonos y hepta´gonos
(tambie´n conocidos como disclinaciones), o defectos compuestos, como dislocaciones
(un par hepta´gono-penta´gono) o los ce´lebres defectos Stone-Wales (doble pareja de
penta´gonos y hepta´gonos).
Comenzaremos el cap´ıtulo respondiendo a la pregunta de si los cristales bidimen-
sionales pueden existir. La respuesta es s´ı, gracias a la interaccio´n entre los modos
fono´nicos flexurales y los modos fono´nicos contenidos en el plano, pero pagando como
precio el uso de la tercera dimensio´n, es decir, efectivamente, los cristales bidimensio-
nales suspendidos son estables, pero presentara´n fluctuaciones estructurales en forma
de corrugaciones. Aparte, gracias a este doblado en la tercera dimensio´n, es posible
argumentar que los defectos topolo´gicos pueden existir, y por tanto, son una fuente
1
2 Cap´ıtulo 1: Estructura de la tesis.
natural de curvatura para la la´mina real de grafeno, junto con las propias fluctuaciones
citadas antes.
Tras la discusio´n anterior, nos metemos de lleno en el estudio de las consecuencias
que tienen estos defectos sobre la estructura electro´nica. El primer modelo que vamos
a considerar consiste en la consideracio´n de las condiciones de contorno sobre las
funciones de onda generadas por estos defectos. Veremos que estas condiciones de
contorno se pueden transformar en tres potenciales gauge ficticios. El primero esta´
relacionado con la frustracio´n de las subredes que se produce al introducir un pol´ıgono
de lado impar El flujo “magne´tico” asociado a este campo es pi/2RP , donde RP es
la matriz τ2 ⊗ σ2, la estructura peculiar de esta matriz tiene como consecuencia que
los puntos de Dirac se mezclen. El segundo campo esta´ relacionado con la falta o el
exceso angular en el material producido al introducir un defecto. Los electrones en el
grafeno son sensibles a dicho defecto o exceso de material, pudiendo entenderse este
campo como una “modificacio´n” en su momento angular, al estar asociado el flujo a
la matriz τ3 ⊗ σ3 de rotaciones. El tercer campo gauge aparece cuando se consideran
mu´ltiples defectos, y su origen es la no conmutatividad de los operadores de transporte
paralelo de la funcio´n de onda a lo largo de rotaciones en torno a cada defecto y de
las traslaciones. El flujo magne´tico asociado puede tomar tres valores η = 0,±1/3,
en funcio´n de la disposicio´n particular de los defectos. Debido a esta dependencia con
la disposicio´n concreta de los defectos, es posible encontrar situaciones en las cuales
la contribucio´n total sea nula, no apareciendo modificacio´n alguna en las funciones
de onda, lo cual resulta estar en contra con simulaciones realizadas al margen de este
modelo.
En el cap´ıtulo cuarto presentaremos un modelo que generaliza y modifica con-
venientemente el modelo de campos gauge analizado en el cap´ıtulo anterior. Este
modelo se basa en la apreciacio´n de que realmente, los electrones se hayan en grafeno
curvado. El modelo de espinores de Dirac en un espacio curvo fue aplicado con e´xito
en el estudio de la estructura de niveles electro´nicos en la mole´cula de C60 y sus deri-
vados. El fullereno, o mole´cula C60, puede considerarse como una la´mina de grafeno
en el que se han introducido cinco defectos pentagonales, forma´ndose una estructura
esfe´rica. La conjuncio´n del modelo de fermiones en una esfera con la presencia del
campo gauge que mezcla los puntos de Dirac da cuenta de forma muy aproximada de
esta estructura de niveles. Estando la estructura de campos gauge bien entendida,
en esta tesis analizamos de forma profunda el efecto que tiene la curvatura sobre la
estructura electro´nica. Para ello, resumimos la teor´ıa de espinores en espacios cur-
vos, introduciendo como herramientas las d´ıadas y la conexio´n de esp´ın. Las d´ıadas
constituyen un conjunto de vectores que forman un sistema de referencia localmente
plano en cada punto de la superficie curvada. En tal sistema de referencia es posible
construir representaciones espinoriales de las transformaciones de simetr´ıa tales como
rotaciones o traslaciones. Debido a que este sistema de referencia es distinto en cada
punto, es necesario modificar el concepto de derivada para poder definir correctamente
una accio´n global.
3El trabajo consiste en encontrar una me´trica que describa la superficie curva, y
tal me´trica resulta ser bien conocida en cosmolog´ıa, ya que los defectos topolo´gicos
son el ana´logo bidimensional a las cuerdas co´smicas en cuatro dimensiones. Estudia-
remos configuraciones de defectos en las que de forma efectiva los campos gauge no
geome´tricos (el primero y tercero de ellos explicados en el cap´ıtulo anterior). Veremos
como podemos transformar el hamiltoniano de Dirac en espacio curvo en un hamil-
toniano en el espacio plano en presencia de dos tipos de desorden: un campo gauge,
que generaliza el campo gauge asociado a la matriz Σ, y, lo que es ma´s interesante,
una velocidad de Fermi dependiente de la posicio´n generada por el desorden, te´rmino
que no tiene ana´logo en el modelo de campos gauge y que, en cierto sentido, cura las
limitaciones de este u´ltimo modelo.
Hemos calculado perturbativamente la densidad de estados para varias disposicio-
nes de defectos, encontrando modificaciones apreciables que pueden ser observadas
experimentalmente, En concreto, en el caso de un defecto de tipo Stone-Wales, en
el que el modelo de campos gauge no da alteracio´n alguna a la densidad de esta-
dos, se aprecia una densidad de estados que puede ser comparada con simulaciones
publicadas en trabajos anteriores.
Hemos mencionado que las muestras de grafeno curvadas, pueden estarlo tanto por
la presencia de defectos topolo´gicos o por las fluctuaciones te´rmicas inherentes a la fase
plana de la la´mina. Un tercer mecanismo que ocurre en las muestras depositadas sobre
un sustrato. En tales situaciones, corrugaciones que no se encuentran suprimidas y
las propias imperfecciones del sustrato pueden hacer que la muestra de grafeno se
encuentre curvada de manera suave. Hemos aplicado el formalismo de espinores en
espacios curvos a esta situacio´n de curvatura suave, modelizada por una superficie con
forma de gaussiana. Como en el caso anterior, encontramos modificaciones locales
en la densidad de estados, con la salvedad de que la validez de tales modificaciones
no se limitan a regiones concretas, al contrario que con los defectos, en donde las
modificaciones perturbativas densidad de estados dejan de tener sentido.
La pregunta que motiva el cap´ıtulo quinto surge de forma natural. ¿Cua´l es el
efecto, no de un conjunto pequen˜o de defectos, sino de un conjunto muy grande de
ellos? Este efecto se debe apreciar, no sobre magnitudes locales, como la densidad de
estados local, sino sobre propiedades medidas a escalas macrosco´picas, tales como la
conductividad ele´ctrica. Antes de calcular esta magnitud, definiremos con precisio´n
el modelo y la manera de calcular observables promediados sobre todas las posiciones
de desorden.
En el cap´ıtulo anterior, vimos que el desorden topolo´gico es un desorden de largo
alcance. Esta cualidad se va a transmitir en el modelo de desorden, apareciendo en
forma de una interaccio´n de cuatro fermiones de tipo corriente-corriente. el para´metro
de acoplo adimensional de dicha interaccio´n g(k,k′) resulta ser divergente en el l´ımite
k′ → k. Otra caracter´ıstica de este modelo, que resultara´ ser clave, es la aniso-
trop´ıa de la funcio´n g(k,k′). Descompondremos la interaccio´n de cuatro fermiones
en un conjunto infinito de canales angulares, de tal manera pasaremos de tener una
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funcio´n g dependiente de los a´ngulos de dispersio´n de entrada y de salida a un con-
junto de interacciones etiquetadas por un momento angular. La divergencia en el
para´metro de acoplo hara´ que las propiedades a una part´ıcula, tales como la vida
media 1/2τ o la densidad de estados al nivel de Fermi ρ(ω = 0) sean magnitudes
divergentes. Daremos cuenta de tal divergencia introduciendo un para´metro adimen-
sional δ, cuyo significado f´ısico estar´ıa relacionado con una distancia finita sobre la
cual, los electrones ser´ıan insensibles a los defectos. De esta manera, las propiedades
citadas anteriormente pasan a ser finitas pero dependientes de este para´metro, que
es esencialmente incontrolable. Emplearemos como herramienta de trabajo la teor´ıa
de los modelos sigma no lineales. En esta formulacio´n, se transforma el modelo de
fermiones de Dirac en interaccio´n a un modelo no lineal de matrices, cuyo significado
f´ısico es el de der los grados de libertad de difusio´n del sistema. En el caso concreto de
una interaccio´n de tipo corriente-corriente como la que aqu´ı nos atan˜e, veremos que
aparecen dos conjuntos de modos de difusio´n, que a orden arbol, no interaccionara´n
entre s´ı, generando dos posibles canales para la difusio´n.
Sin embrago, bajo las circunstancias de una densidad de estados y una vida
media finitas, calcularemos la conductividad DC,σDC , a nivel semicla´sico (Aproxi-
macio´n de Born Autoconsistente) encontrando que dicha magnitud es independiente
del para´metro δ, estando pues bien definida. El motivo principal por el cual obtene-
mos una conductividad bien definida es la existencia de mu´ltiples modos angulares
para la interaccio´n, que generara´n acoplos extra en las acciones para los modos de di-
fusio´n. Integrando los modos de difusio´n masivos, encontraremos que la constante de
difusio´n se ve renormalizada de tal manera que podemos obtener una conductividad
independiente del para´metro introducido para cancelar la divergencia.
Junto con la independencia con el para´metro δ, y lo que es ma´s interesante, en-
contramos que la conductividad DC es dependiente de la densidad de desorden. Esta
dependencia, que es propia de los sistemas difusivos, choca con gran parte de los
resultados teo´ricos y experimentales encontrados en la literatura hasta ahora, los
cuales evidencian un valor para la conductividad DC universal, similar al valor que
presentar´ıa el grafeno en ausencia total de desorden.
Al final del cap´ıtulo comentaremos los rangos de validez de la teor´ıa semicla´sica,
rangos que se encuentran definidos en te´rminos del para´metro δ. Tambie´n comenta-
remos las posibles direcciones futuras de este trabajo.
El cap´ıtulo sexto no guarda relacio´n directa con el trabajo anterior, versa sobre la
posibilidad de obtener haces polarizados en el grado de libertad de valle empleando
la distorsio´n trigonal que aparece a energ´ıas moderadas en las bandas pi del grafeno.
La “valletro´nica” es un te´rmino que acun˜aron los autores de la referencia [1] al
proponer que el grado de libertad de valle en grafeno (es decir, la estructura de
doble cono en la relacio´n de dispersio´n a baja energ´ıa) pod´ıa ser utilizada de la
misma manera que el esp´ın real para transportar informacio´n, tal y como ocurre
en espintro´nica. En general, la funcio´n de onda a baja energ´ıa para un electro´n
pi en grafeno es una combinacio´n lineal de las funciones de ondas en ambos conos,
5apareciendo esta degeneracio´n como un factor multiplicativo en la mayor´ıa de las
circunstancias. Sin embargo, es posible separar electrones procedentes de distintos
conos o valles cuando se consideran geometr´ıas especiales, tales como un contacto
cua´ntico inmerso en una banda de espesor finito de grafeno. Esta geometr´ıa tiene el
principal inconveniente de ser experimentalmente irrealizable a d´ıa de hoy, ya que este
dispositivo necesita un tipo concreto de bordes (bordes zig-zag) que puedan contener
modos cero, modos de energ´ıa cero responsables de generar un desequilibrio en la
poblacio´n de ambos conos y por tanto, de una corriente polarizada en el valle.
Nuestra propuesta es utilizar como dispositivo una unio´n n− p−n−. Esta unio´n,
fa´cilmente obtenible experimentalmente, consiste simplemente en una barrera de po-
tencial. La novedad consiste en considerar en uno de los lados de la barrera un
potencial tal que la distorsio´n trigonal de la banda sea apreciable. Esta distorsio´n,
correspondiente a considerar el siguiente te´rmino en el desarrollo en serie de momen-
tos de las bandas, hace que las superficies de energ´ıa constante, que en el caso de
Dirac eran circunferencias perfectas, ahora posean forma triangular, rompie´ndose la
isotrop´ıa del medio, y lo que es ma´s interesante, la anisotrop´ıa en cada cono es di-
ferente. La transmisio´n de electrones a trave´s del grafeno en estas condiciones de
anisotrop´ıa selectiva entre valles hace que la corriente transmitida tome direcciones
diferentes para cada valle, producie´ndose un feno´meno de separacio´n de haces pola-
rizados en el valle, siendo la separacio´n angular de ambos haces, en la circunstancia
ma´s favorable, de aproximadamente 20 grados.
El efecto de separacio´n de haces no es el u´nico que encontramos, ya que depende de
la orientacio´n relativa entre la barrera de potencial y la red. El otro efecto extremo,
tambie´n consecuencia de la distinta forma de las superficies de energ´ıa constante,
consiste en una colimacio´n hacia delante de uno de los dos conos, y una dispersio´n
angular del haz correspondiente al otro cono. Aunque cualitativamente la respuesta
de cada cono en este caso sea muy diferente, al estar ligada a la curvatura de la
superficie de Fermi, la diferencia de energ´ıas necesaria entre una parte de la barrera
y la otra hace que la curvatura de la superficie de Fermi en la zona de distorsio´n
trigonal sea lo suficientemente pequen˜a como para que esta diferencia de efectos no
sea muy pronunciada.
En el cap´ıtulo primero mencionamos que la aproximacio´n de Dirac empezaba a
fallar y el efecto de distorsio´n trigonal empezaba a ser apreciable en torno a energ´ıas
de 0.6eV. Los dispositivos experimentales disponibles hoy en d´ıa no son capaces de ir
mucho ma´s alla´ de esas energ´ıas. El principal motivo por el cual no se pueden obtener
dopados a mayor energ´ıa es debido al espesor concreto del sustrato de SiO2, ya que su
valor viene marcado por su contraste o´ptico con la la´mina de grafeno, lo que hace que
sea observable a trave´s de un microscopio o´ptico. Existe, sin embrago, otro ma´ximo en
el contraste o´ptico correspondiente a un valor mucho menor del espesor del sustrato,
lo cual permite alcanzar valores iguales y superiores al valor citado anteriormente
para la energ´ıa, siendo posible entonces observar experimentalmente este feno´meno
de polarizacio´n de valle.
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Este feno´meno de polarizacio´n de valle, aunque espectacular, no es exclusivo del
grafeno. Ciertos cristales foto´nicos (estructuras perio´dicas de materiales con distinto
ı´ndice de refraccio´n) tienen en su estructura de bandas conos similares a los conos
de Dirac, e igualmente, zonas de energ´ıa mayor ana´logas a las zonas de distorsio´n
trigonal en las bandas del grafeno. Al final del cap´ıtulo presentaremos simulaciones
nume´ricas en cristales foto´nicos de los dos efectos descritos anteriormente, simulando
la unio´n p − n− por medio de la unio´n de dos materiales con ı´ndices dde refraccio´n
diferentes. La ventaja actual en los cristales foto´nicos es que este tipo de dispositivos
experimentales ya son de uso comu´n en los laboratorios de o´ptica.
Cap´ıtulo 2
Grafeno: un material
verdaderamente bidimensional.
Figura 2.1: Imagen de una muestra de grafeno tomada mediante la te´cnica de mi-
croscop´ıa de fuerzas ato´micas. La la´mina de grafeno es de un a´tomo de espesor y de
aproximadamente 10 micras de longitud en ambas direcciones, conteniendo la muestra
del orden de billones de a´tomos de carbono.
2.1 Las formas alo´tropas del carbono.
El a´tomo de carbono tiene una estructura electro´nica 1s22s22p2. Esta estructura
electro´nica confiere al carbono la capacidad de conectarse entre s´ı de mu´ltiples mane-
ras y formar una variedad considerable de so´lidos, tanto moleculares como cristalinos,
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por medio del proceso de hibridacio´n.Los tres tipos principales de hibridacio´n del car-
bono dan lugar a materiales diferentes: si en la hibridacio´n participa un electro´n en
el orbital 2s y un electro´n en el orbital 2p, la hibridacio´n es de tipo sp1, y se ge-
neran estructuras moleculares cuyo miembro ma´s simple es el acetileno (C2H2). El
papel que desempen˜an cada uno de los orbitales en esta hibridacio´n es diferente: el
orbital hibridado σ es el que confiere estabilidad estructural a la mole´cula uniendo
los a´tomos de carbono, mientras que el resto de orbitales p, son perpendiculares al
orbital σ se encuentran de´bilmente ligados. Las cadenas generadas por los a´tomos
de carbono unidos por orbitales σ pueden ser tan largas como se desee, haciendo
que el nu´mero de mole´culas unidimensionales sea virtualmente infinito. La siguiente
Figura 2.2: Los diferentes tipos de hibridacio´n en el a´tomo de carbono: (a) Hibri-
dacio´n sp1. (b) y (c):Hibridaciones sp2
y sp3.
estructura posible para el carbono procede del tipo de hibridacio´n sp2. En este tipo
de hibridacio´n, el orbital ato´mico 2s se mezcla con dos orbitales 2p para generar tres
orbitales moleculares σ, dispuestos en forma trigonal. La estructura generada es una
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red de tipo hexagonal, conocida como grafeno. El orbital pi restante es perpendicular
a los orbitales σ, y, al igual que en el caso del acetileno, el electro´n que se encuentra
en dicho orbital esta´ de´bilmente ligado y puede saltar de orbital a orbital, y sera´ el
responsable de las propiedades electro´nicas de baja energ´ıa de este sistema.
Por u´ltimo, la estructura restante procede de la hibridacio´n del orbital 2s con los
tres orbitales 2p ( hibridacio´n de tipo sp3). Se generan cuatro orbitales σ dispuestos
en estructura con forma de tetraedro. El so´lido basado en el carbono con esta estruc-
tura es el diamante. Al contrario que las cadenas unidimensionales de tipo acetileno
y la estructura bidimensional del grafeno, el diamante posee una estructura tridimen-
sional, y puesto que no existen orbitales pi deslocalizados, el diamante sera´ (y es) un
magn´ıfico aislante.
El grafeno, a su vez, es la estructura generatriz de otros compuestos. Por ejemplo,
la inclusio´n de 12 penta´gonos en la red de grafeno produce una mole´cula cerrada, el
fullereno o C60, producido experimentalmente en 1985 por R. Curl, H. Kroto y R.
Smalley. Otras estructuras derivadas del grafeno son los nanotubos, descubiertos en
1952 por Radushkevich y Lukyanovich, y ma´s tarde, en 1991, redescubiertos para
la ciencia occidental por S. Iijima,. Un nanotubo no es ma´s que una la´mina finita
de grafeno enrollada sobre s´ı misma formando un cilindro. La libertad a la hora de
enrollar la la´mina de grafeno hace que existan toda una ple´tora de estas estructuras.
Sin embargo, debido a la peculiar estructura de baja energ´ıa del grafeno, que veremos
ma´s adelante, y a las simetr´ıas de la red hexagonal, los nanotubos puede pertene-
cer a dos grupos: nanotubos meta´licos y semiconductores. En teor´ıa, los nanotubos
meta´licos pueden soportar corrientes ele´ctricas muy superiores a las soportadas por
metales convencionales como el cobre o la plata, lo que los hace muy interesantes para
la posible fabricacio´n de dispositivos. Por u´ltimo, el grafito, que es la estructura
Figura 2.3: Imagen de un nanotubo.
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Figura 2.4: Imagen de la estructura ato´mica del diamante.
derivada del grafeno conocida desde hace ma´s tiempo, esta´ formado por una multitud
de la´minas de grafeno depositadas en forma de estratos unas sobre otras, y unidas en-
tre s´ı por fuerzas de Van der Walls. No disponemos de espacio suficiente en esta tesis
para enumerar y comentar todas las propiedades te´rmicas, meca´nicas y ele´ctricas de
los distintos tipos de alo´tropos del grafeno, la gran mayor´ıa documentadas y enten-
didas desde hace an˜os, as´ı como de todos los usos, tanto reales como potenciales que
tuvieren. Es curioso co´mo el grafeno, siendo la estructura madre de tantas formas de
carbono, ha sido la u´ltima en sintetizarse. El motivo principal por el cual el grafeno
tardo´ en obtenerse experimentalmente es que simplemente no se cre´ıa que pudiera
existir en la realidad como una estructura bidimensional.
El argumento fundamental que reside detra´s de tal creencia se debe a L. Landau
y R. Peierls, que demostraron que en un cristal estrictamente bidimensional, el valor
medio de las fluctuaciones te´rmicas de los fonones escalan logar´ıtmicamente con el
taman˜o de la muestra, divergiendo en el l´ımite termodina´mico, lo cual implica que
el cristal bidimensional simplemente se desintegrar´ıa. Ma´s tarde, Mermin, Wagner y
Hohenberg extender´ıan este resultado a sistemas bidimensionales ma´s generales esta-
bleciendo que no existe orden de largo alcance en dos dimensiones. No obstante, desde
hace casi veinte an˜os se sabe teo´ricamente que, en realidad, los cristales bidimensio-
nales pueden existir en la realidad. El motivo, que veremos de forma detallada en el
cap´ıtulo siguiente, es que las oscilaciones en la tercera dimensio´n pueden acoplarse a
las oscilaciones en la superficie definida por el cristal, aniquilando las fluctuaciones
divergentes y, por tanto, estabilizando el cristal bidimensional. Pese a todo, el cristal
no se encontrara´ en una situacio´n completamente plana, apareciendo corrugaciones y
defectos, tal y como se observa experimentalmente hoy en d´ıa.
A t´ıtulo informativo, comentemos brevemente el me´todo que se empleo´ originial-
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Figura 2.5: Imagen de la estructura estratificada en el grafito.
mente para aislar y caracterizar la´minas de grafeno. El me´todo de obtencio´n no es
realmente complicado, y consiste en depositar y separar un cristal de grafito sobre un
sustrato hasta obtener capas cada vez ma´s finas de grafito, apareciendo en algunos
casos capas de grafito de espesor de un a´tomo. El principal problema consiste ahora
en la identificacio´n de monocapas[2] frente a otros fragmentos de grafito de mucho
mayor espesor. Las te´cnicas de imagen como la microscop´ıa de efecto tu´nel no dan
informacio´n sobre el nu´mero de capas de las muestras. El elemento clave para la
identificacio´n de monocapas es que el grafeno de espesor monoato´mico resulta ser
visible cuando se deposita sobre un sustrato de SiO2 de un espesor determinado[3].
Incluso, esta te´cnica resulta ser muy sensible, ya que una variacio´n del 5% en el espe-
sor de la parte de sustrato de SiO2 har´ıa que la muestra fuera invisible. En el u´ltimo
cap´ıtulo de esta tesis, encontraremos que, con objeto de poder acceder a energ´ıas
donde el te´rmino de distorsio´n trigonal es relevante, es necesario variar el espesor de
dicho sustrato de dio´xido de silicio. Afortunadamente, el ma´ximo en el contraste ne-
cesario para detectar monocapas de grafeno no es u´nico, pudie´ndose jugar con varios
espesores. Adema´s, con el tiempo han aparecido otras te´cnicas complementarias a la
microscop´ıa o´ptica para determinar el nu´mero de capas en una muestra de grafeno,
tales como la microscop´ıa Raman o el efecto Hall cua´ntico.
Curiosamente, el grafeno no es el u´nico cristal bidimensional que se ha obtenido
experimentalmente[4]. Empleando el me´todo de exfoliacio´n de cristales, se han obte-
nido cristales bidimensionales de nitruro de boro (BN), seleniuro de niobio (NbSe2),
sulfuro de molibdeno (MoS2) y monocapas de superconductores de alta temperatura
(Bi2Sr2CaCu2Ox) abriendo la puerta al posible estudio experimental y teo´rico de
sistemas bidimensionales.
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El grafeno es un material estrella hoy en d´ıa en Materia Condensada, gracias a
sus mu´ltiples facetas. Por un lado, representa un material cristalino bidimensional,
lo cual lo hace muy atractivo para la comunidad de f´ısica estad´ıstica, al compartir
teo´ricamente muchas propiedades estad´ısticas con las membranas bidimensionales[5,
6]. Como veremos a continuacio´n, la estructura electro´nica de baja energ´ıa del grafeno
viene descrita por la ecuacio´n de Dirac sin masa, lo que abre las puertas a todo un
campo de estudio consistente en la implementacio´n de la Electrodina´mica Cua´ntica
en (2+1) dimensiones en un sistema de materia condensada[7, 8, 9, 10, 11]. Fonones
y espectroscop´ıa Raman[12, 13] y efecto Hall cua´ntico ano´malo en grafeno y la bicapa
de grafeno[14, 15, 16] son otros de los efectos interesantes, distintos a los estudiados
hasta ahora en semiconductores convencionales. Estos feno´menos f´ısicos nuevos y
fascinantes han atra´ıdo la atencio´n de los investigadores del campo. Mencio´n aparte
merecen las propiedades ano´malas de transporte que presenta este sistema, que se
estudiara´n en el cap´ıtulo quinto de esta tesis.
2.2 Estructura de la banda pi en el grafeno. Aproxi-
macio´n de enlace apretado.
Como hemos dicho antes, la hibridacio´n sp2 en los a´tomos de carbono genera una
estructura bidimensional hexagonal, tal y como se ve en la figura (2.6). La estruc-
Figura 2.6: Imagen de la estructura hexagonal, caracter´ıstica del grafeno. Los vectores
de la red directa son a1 =
√
3a
(
3
2
,
√
3
2
)
y a2 =
√
3a
(
3
2
, −
√
3
2
)
.
tura cristalina hexagonal puede entenderse como una superposicio´n de dos subredes
triangulares interconectadas, esto hace que la red hexagonal no sea una aute´ntica red
de Bravais, y que la celda unidad en el espacio real este´ constituida por dos a´tomos
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pertenecientes a distintas subredes, separados una distancia a ≈ 1.42A˚. En la figura
(2.6) se muestran los vectores de traslacio´n a1 y a2 para la red de grafeno, mientras
que los vectores δ1,2,3 representan los vectores a los primeros vecinos. Los primeros
vecinos del a´tomo de la otra subred son simplemente −δ1,2,3.
Vamos a calcular la estructura de bandas para los orbitales pi en aproximacio´n
de enlace apretado[17], a primeros vecinos, para una la´mina de grafeno perfecta e
infinita. En tal aproximacio´n, un electro´n situado en una celda unidad viene descrita
por la siguiente funcio´n de onda, en virtud del teorema de Bloch:
Ψ(K, r) =
1√
N
A,B∑
m
N∑
jm
Cme
iKRjmφA,B(r−Rjm) ≡
A,B∑
m
CmΦm(K, r). (2.1)
En la funcio´n de onda (2.1), el ı´ndice m = A,B representa cada una de las dos
subredes, el ı´ndice jm recorre todas las posiciones Rjm de los a´tomos de cada subred
m en todo el cristal y φA,B(r) es la funcio´n de ondas del orbital p en cada a´tomo
normalizada. El vector K se encuentra cuantizado t´ıpicamente en unidades de 2pi
Na
.
Conocido el ordenamiento de los a´tomos de carbono en la red hexagonal y las funciones
de onda ato´micas para los orbitales p, el problema consiste en calcular los coeficientes
Cm de tal forma que la funcio´n de onda (2.1) sea un autoestado del hamiltoniano
H(r) = − 1
2me
∇2 + V (r), (2.2)
con la propiedad de periodicidad de la red del potencial V , V (r) = V (r−Rj):
H(r)Ψ(K, r) = E(k)Ψ(K, r). (2.3)
Multiplicando la ecuacio´n (2.3) por Ψ∗(K, r) e integrando en r, tenemos que
N∑
jm,in
A,B∑
n,m
1
N
C∗nCme
iK(Rjm−Rin)
∫
d2rφ∗(r−Rin)H(r)φ(r−Rjm) =
= E
N∑
jm,in
A,B∑
n,m
1
N
C∗nCme
iK(Rjm−Rin )
∫
d2rφ∗(r−Rin)φ(r−Rjm). (2.4)
En este punto, consideraremos la aproximacio´n basada en suponer que la integral en
el lado derecho de (2.4) es no nula u´nicamente cuando in = jm (solapamiento de´bil
entre estados en distintas subredes), de tal forma que podamos escribir
E
N
N∑
jm,in
A,B∑
n,m
eiK(Rjm−Rin )C∗nCmδjm,inδnm = E
A,B∑
m
C∗mCm. (2.5)
Ma´s adelante comentaremos las implicaciones que conlleva esta simplicacio´n.
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Centre´monos ahora en el lado derecho de la ecuacio´n (2.4). Debemos notar que
los vectores de traslacio´n de ambas subredes se relacionan entre s´ı, para i = j, por
RjA −RjB = −δ2. (2.6)
Esta relacio´n resultara´ ba´sica en lo que sigue.
La aproximacio´n de enlace apretado a primeros vecinos implica que la integral∫
d2rφ∗(r−Rin)Hφ(r−Rjm) =
∫
d2rφ∗(r)Hφ(r− (Rjm −Rin)) (2.7)
sera´ distinta de cero en dos posibles casos, habiendo entonces dos contribuciones
en el lado derecho de (2.4). El primer caso corresponde a la situacio´n en la que
Rjm = Rin , reducie´ndose entonces la integral (2.7) a ²0 ≡
∫
d2rφ∗(r)Hφ(r). El
te´rmino que contribuira´ al lado izquierdo tendra´ la forma ²0
∑A,B
m C
∗
mCm.
A la segunda contribucio´n, correspondiente a considerar primeros vecinos ,n 6= m,
le correspondera´ una fase que puede escribirse en te´rminos de los vectores Rin de una
misma base, usando la relacio´n (2.6), como
Rjm −Rin = Rjm −Rim − δ2. (2.8)
Ahora que tenemos ambas sumas en la misma base, y debido a la invariancia de las
funciones de onda bajo traslaciones de cualquier vector de la red real, se tiene que
A,B∑
n 6=m
1
N
C∗nCm
N∑
jm,im
eiK(Rjm−Rim−δ2)
∫
d2rφ∗(r)H(r)φ(r− (Rjm −Rim − δ2)) =
=
A,B∑
n 6=m
1
N
C∗nCmN
2∑
j,i
eiK(ai−aj−δ2)
∫
d2rφ∗(r)H(r)φ(r− (ai − aj − δ2)). (2.9)
Ahora, simplemente, es suficiente con calcular ai − aj − δ2 para i, j = 1, 2, siendo el
resultado de las posibles combinaciones para i y j los tres vectores −δ1,2,3. Dado que
la integral
∫
d2rφ∗(r)H(r)φ(r − δ1,2,3) no depende del vector δ concreto, por lo que
definiremos el para´metro de salto t como t ≡ ∫ d2rφ∗(r)H(r)φ(r− δ1,2,3) (t ∼ 2.8eV).
Finalmente, el correspondiente te´rmino en el lado izquierdo de la ecuacio´n (2.4) queda
de la siguiente forma:
t
A,B∑
n 6=m
C∗nCm
∑
j
e−iKδj ≡ t
A,B∑
n6=m
C∗nCmf(K). (2.10)
Reuniendo todas las partes de la ecuacio´n, podemos escribir (2.4) en forma de ecuacio´n
matricial: (
²0 tf(K)
tf ∗(K) ²0
)(
C1
C2
)
= E(k)
(
C1
C2
)
. (2.11)
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Figura 2.7: Estructura de las bandas pi en el grafeno.
Las bandas, representadas por los autoestados de la ecuacio´n de autovalores (2.11),
son, empleando los valores expl´ıcitos de los vectores δj
E(k) = ²0 ± t
√√√√1 + 4 cos(3akx
2
)
cos
(√
3aky
2
)
+ 4 cos2
(√
3aky
2
)
. (2.12)
La estructura de bandas se muestra en la figura (2.7). En la pra´ctica, el para´metro
²0 puede eliminarse redefiniendo el origen de energ´ıas en la ecuacio´n (2.11). La
zona de Brillouin en el grafeno resulta tener forma hexagonal, hecho que puede an-
ticiparse conociendo los vectores que definen la red rec´ıproca, b1 =
2pi
3a
(
1,
√
3
)
y
b1 =
2pi
3a
(
1,−√3
)
. Tal y como puede verse en la figura (2.8), las bandas de valencia
y de conduccio´n, representadas por las soluciones E(k) < 0 y E(k) > 0 respectiva-
mente, se tocan en seis puntos, correspondientes a las esquinas de la zona de brillouin.
Por periodicidad de la red rec´ıproca, el nu´mero de puntos independientes se reduce a
dos: K1 =
1
a
(
0, 4pi
3
)
y K−1 = 1a
(
0,−4pi
3
)
. Este par de puntos, en los cuales los cuales
las bandas se tocan se conocen como puntos de Dirac. Puesto que cada a´tomo de
carbono cede un electro´n del orbital 2p a las bandas, tendremos que la banda de va-
lencia se encuentra totalmente llena y la de conduccio´n totalmente vac´ıa, situa´ndose
el nivel de Fermi, para el material neutro, justamente en los puntos de Dirac, y las
excitaciones electro´nicas a baja energ´ıa se encontrara´n en el entorno de dichos puntos.
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Figura 2.8: Estructura de las bandas pi en el grafeno. La zona de Brillouin exagonal
se muestra superpuesta.
2.3 Modelo continuo de baja energ´ıa.
Estos estados de baja energ´ıa, responsables de toda la f´ısica que se describira´ en
esta tesis, son, por lo tanto, aquellos que poseen un vector de ondas muy pro´ximo
a alguno de estos puntos, por lo que el hamiltoniano de baja energ´ıa que describa
dichos estados puede obtenerse desarrollando en torno a los puntos de Dirac K1,−1
en la ecuacio´n (2.11). Puesto que tenemos dos puntos de Dirac en torno a los cuales
podemos desarrollar en serie, el resultado va a ser que, de forma efectiva, tenemos dos
tipos de estados de baja energ´ıa, dependiendo de entorno a cual de los dos puntos de
Dirac nos encontremos:
H = t
(
0 f(K)
f ∗(K) 0
)
' vF
(
0 skx − iky
skx + iky 0
)
+O(k2), (2.13)
en donde el para´metro s ± 1 nos informa del punto de Dirac en torno al cual desa-
rrollamos, y vF =
3ta
2
es un para´metro con dimensiones de velocidad, que tiene un
valor muy aproximado de vF ∼ 106m/s, y recibe el nombre de velocidad de Fermi.
Podemos escribir la ecuacio´n (2.13) de forma ma´s compacta definiendo las matrices
cuadridimensionales γ a partir de las matrices de Pauli σ y τ :
γ1 = τ3 ⊗ σ1, γ2 = 1⊗ σ2, (2.14)
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quedando finalmente el hamiltoniano
H = vFγk, (2.15)
que resulta ser formalmente el hamiltoniano de Dirac en dos dimensiones espaciales.
Llegamos pues a la siguiente conclusio´n: los estados electro´nicos de baja energ´ıa en
las bandas pi se pueden entender como estados que satisfacen la ecuacio´n de Dirac sin
masa, actuando la estructura de subred como un grado de libertad de esp´ın. En la
literatura sobre grafeno, es muy comu´n llamar a dicho grado de libertad pseudoesp´ın
o esp´ın AB, en referencia a la estructura de subredes de la red hexagonal.
Los coeficientes CsKm pueden escribirse en forma espinorial, que, en el caso de baja
energ´ıa donde hemos encontrado que el hamiltoniano tiene la forma del hamiltoniano
de Dirac, pueden escribirse como
Ψλk ≡

CKA
CKB
C−KA
C−KB
 =

e−i
θk
2
λei
θk
2
ei
θk
2
−λe−i θk2
 . (2.16)
El para´metro λ = ±1 indica a que´ banda nos estamos refiriendo, λ = 1 para la banda
de conduccio´n y λ = −1 para la banda de valencia, y el a´ngulo θk es el a´ngulo del
vector de onda k = k (cos θk, sin θk).
Pasemos ahora a comentar las aproximaciones que hemos hecho en el modelo, que
son ba´sicamente dos: la primera esta´ relacionada con el nu´mero de vecinos a los que
permitimos que los electrones “salten”. Si incluimos por ejemplo, te´rminos de salto a
segundos vecinos, encontraremos un te´rmino en la ecuacio´n 2.11 que conecta a´tomos
de la misma subred, por el simple hecho de que todos los segundos vecinos de un
a´tomo pertenecen a la misma subred que e´ste, y que tendra´ estructura diagonal. Por
otro lado, puesto que cada segundo vecino posee otro situado en su posicio´n inversa,
el desarrollo a bajos momentos de este te´rmino contendra´ un te´rmino constante,
que rompera´ la simetr´ıa entre la bandas de valencia y conduccio´n (simetr´ıa electro´n
hueco) e incluira´ un te´rmino cuadra´tico en k, ESN = −9t′a24 |k|2. El para´metro t′ es
la probabilidad de salto por unidad de tiempo a los segundos vecinos, y se estima
que tiene un valor de t′ ' 0.1eV. La inclusio´n de ma´s vecinos en la aproximacio´n de
enlace apretado es posible, pero carece de intere´s pra´ctico, puesto que a baja energ´ıa
no aparecera´n te´rminos distintos a los que puedan aparecer al considerar primeros
o segundos vecinos, y los te´rminos que aparezcan ira´n acompan˜ados de coeficientes
ana´logos a t o t′, pero cuyo valor sera´ totalmente despreciable frente a estos dos.
La segunda aproximacio´n es la aproximacio´n de solapamiento de´bil hecha en la
ecuacio´n (2.5), donde consideramos que la integral∫
d2rφ∗(r−Rin)φ(r−Rjm)
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era nula salvo cuando Rin = Rjm , es decir, en el propio a´tomo en cuestio´n. Podemos
perfectamente considerar la posibilidad en la que dicha integral sea distinta de cero
cuando los orbitales pertenezcan a a´tomos adyacentes, o ma´s alla´. La aproximacio´n
de ser no nula a a´tomos adyacentes conlleva modificar el lado derecho de la ecuacio´n
(2.11) por el te´rmino matricial
E(k)
(
1 αf(K)
αK 1
)
,
tal y como se desprende sencillamente de la ecuacio´n (2.4). El solape entre orbitales
de a´tomos vecinos es α, y se ha estimado que tiene un valor en torno a 0.13. La
relacio´n de dispersio´n resultante,
E(k) =
²0 ± t|f(K)|
1± s|f(K)| ,
como en el caso anterior, rompe la simetr´ıa electro´n-hueco. Tambie´n, como en el
caso anterior, las modificaciones que conlleva esta aproximacio´n solamente se ven a
segundo orden en el desarrollo en serie de f(k), siendo el te´rmino lineal en el vector
de onda el mismo en todos los casos, y el descrito en la ecuacio´n (2.15).
Como vemos, la ecuacio´n de Dirac (2.15) resulta ser una ecuacio´n de ondas de
baja energ´ıa muy robusta frente a las aproximaciones que se hicieron para obtenerla
(ya que, aunque no lo hayamos comentado antes, la forma de (2.15) esta´ protegida
por las simetr´ıas de la red cristalina). Es posible ver en experimentos de fotoemisio´n
resuelta en a´ngulo[18] en que´ rango de energ´ıas es va´lida esta aproximacio´n de Dirac.
A simple vista, podemos estimar que la aproximacio´n lineal en las bandas es va´lida
hasta una energ´ıa del orden de 0.6− 0.7eV, energ´ıas en las que el te´rmino cuadra´tico,
tambie´n llamado de distorsio´n trigonal, comienza a ser relevante. A lo largo de esta
tesis, exceptuando el u´ltimo cap´ıtulo, donde estudiaremos un efecto de la distorsio´n
trigonal, vamos a considerar exclusivamente la aproximacio´n de Dirac. El valor de
la energ´ıa nos introduce una escala de distancias mı´nima para la cual la ecuacio´n
de Dirac describe la f´ısica de forma precisa. Escribiendo la velocidad de Fermi en
unidades de A˚rmstrong y electron voltios ( vF ∼ 6.5A˚eV), dicho valor mı´nimo es del
orden de 11A˚, es decir, la ecuacio´n de Dirac va a describir perfectamente los estados
electro´nicos en escalas que puedan ir desde miles de A˚rmstrongs a 10 ∼ 11 A˚, siendo
entonces una magn´ıfica aproximacio´n para describir todos los efectos macrosco´picos
que deseemos estudiar.
En los cap´ıtulos siguientes vamos a estudiar la densidad de estados del grafeno en
presencia de desorden topolo´gico, por lo que es conveniente conocer la densidad de
estados en el grafeno perfecto.
Se define la densidad de estados como el nu´mero de estados electro´nicos por unidad
de energ´ıa y unidad de volumen[19]:
ρ0(ω) =
∫
d2kδ(ω − E(k)). (2.17)
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Figura 2.9: Densidad de estados en las bandas pi de conduccio´n y de valencia en
grafeno. La densidad de estados en el nivel de Fermi ω = 0 es nula.
En la figura (2.9) mostramos la densidad de estados para la relacio´n de dispersio´n
(2.12). El elemento ma´s relevante a destacar de la densidad de estados en las bandas
pi es que es nula en el nivel de Fermi. Esta propiedad va a ser responsable o al
menos estara´ involucrada en todas las propiedades ano´malas que exhibe el grafeno,
desde el punto de vista de la f´ısica de semiconductores. La aproximacio´n de Dirac
nos va a capturar correctamente la densidad de estados en torno al nivel de Fermi.
Efectivamente, utilizando la aproximacio´n E(k) = ±vF |k| en (2.17), se encuentra
fa´cilmente que la densidad de estados en la aproximacio´n de Dirac es lineal con la
energ´ıa:
ρ0(ω) =
2
piv2F
|ω|. (2.18)
En el lenguaje de segunda cuantizacio´n[20], la densidad de estados local es la parte
imaginaria de la funcio´n de Green a dos puntos
ρ(ω, r) = lim
r′→r
ImTrγ0G(ω, r, r′). (2.19)
Con la definicio´n de la densidad de estados, finalizamos la descripcio´n breve del
grafeno y de su estructura electro´nica a baja energ´ıa. En los siguientes cap´ıtulos, nos
centraremos en el estudio de estas propiedades en presencia de desorden topolo´gico.
Cap´ıtulo 3
Fermiones de Dirac en grafeno con
defectos topolo´gicos.
“Like human defects, those of crystals come in a seemingly endless variety,
many dreary and depressing, and a few fascinating.[19]”
3.1 Introduccio´n. Defectos en membranas bidi-
mensionales.
En la vida real, los cristales tienen defectos que esta´n presentes incluso en equilibrio
te´rmico. En muestras reales de grafeno pueden encontrarse todo tipo de defectos:
vacantes, defectos intersticiales, microroturas, a´tomos de otras especies, impurezas
magne´ticas y dislocaciones. Es bien conocida la importancia que tienen los defectos
a la hora de entender las propiedades de transporte electro´nico y las propiedades
meca´nicas de un material. En el caso del grafeno, el papel que puede jugar los
defectos topolo´gicos es incluso ma´s interesante, al ser un material aute´nticamente
bidimensional.
A continuacio´n, revisaremos de forma breve el problema de una membrana cris-
talina bidimensional. Veremos que si se permite a esta membrana tanto deformarse
como combarse, a temperaturas suficientemente bajas la membrana es capaz de esta-
bilizarse en su fase plana[21, 22, 23].
Supongamos que la posicio´n sobre la superficie de la membrana viene descrita por
el vector tridimensional u(x, y) = (x, y, 0) + (u1(x, y), u2(x, y), f(x, y)) como funcio´n
de las coordenadas del plano (x, y), por lo que las distancias sobre la superficie dis-
torsionada verifican
d2r = d2r0 + 2uijdxidxj. (3.1)
El tensor uij esta´ definido, en orden ma´s bajo en gradientes de uj y f , como
uij =
1
2
(∂iuj + ∂jui + ∂if∂jf) . (3.2)
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No´tese el te´rmino anarmo´nico en (3.2), que acopla los modos ∂iuj con ∂jf .
En la teor´ıa de la elasticidad, la energ´ıa necesaria para deformar la membrana es
E[u, f ] =
1
2
∫
d2x
(
2µu2ij + λu
2
kk
)
+
1
2
κˆ
∫
d2x(∇2f)2. (3.3)
Las constantes µ y λ son las constantes de Lame´ de la membrana, y κˆ es la rigidez
de doblado del material. El para´metro de orden que vamos a emplear para definir el
orden cristalino es el vector normal a la membrana, n(r), relacionado con la funcio´n
f a trave´s de
n(r) =
1√
1 + |∇f |2
(−∂xf,−∂yf, 1). (3.4)
El valor medio del vector n puede calcularse a partir de (3.3) empleando toda la
maquinaria de f´ısica estad´ıstica:
〈n〉 =
∫
DuDfn(r)e−
Eb
kBT . (3.5)
La ausencia de orden cristalino se da, como sabemos de f´ısica estad´ıstica, cuando las
fluctuaciones en torno al valor medio (3.5) son lo suficientemente grandes, haciendo
que la fase plana de la membrana sea inestable. Las fluctuaciones en torno a (3.5)
pueden calcularse por medio del a´ngulo θ que forma n con el vector normal al plano
zˆ[24]: 〈θ2〉 ' 〈|∇f |2〉.
Puesto que n(r) es un funcional u´nicamente de la funcio´n f , podemos integrar
los modos uij en la funcio´n de particio´n definida a partir de (3.3), obteniendo una
energ´ıa libre efectiva
Eeff =
1
2
κˆ
∫
d2x(∇2f)2 + 1
2
K
∫
d2x
(
1
2
(∂if)(δij − ∂i∂j∇2 )(∂jf)
)2
, (3.6)
siendo K el mo´dulo de Young bidimensional. El te´rmino no lineal en (3.6) hace que
la rigidez de doblado deje de ser constante, pudiendo ser calculada como una serie
de potencias del mo´dulo de Young K. Pasando al espacio de momentos, es posible
ecribir una ecuacio´n de autocosistencia para la rigidez de doblado renormalizada
κR(q) = κ+ kBTK
∫ d2k
4pi2
qi(δij − qiqjq2 )qj
κR(k)|q+ k|4 . (3.7)
cuya solucio´n es, en el l´ımite de pequen˜os valores de q,
κR(q) ∼
√
kBTKq
−1. (3.8)
Las fluctuaciones 〈θ2〉 tienen entonces la forma
〈θ2〉 = kBT
∫ d2q
4pi2
1
κR(q)q2
'
√
kBT
K
∫ d2q
4pi2
1
q
. (3.9)
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La ecuacio´n (3.9) es divergente u´nicamente en el ultravioleta, siendo finita en el in-
frarrojo. Puesto que estamos trabajando con membranas cristalinas, la divergencia
ultravioleta se suprime imponiendo un valor ma´ximo para el momento q del orden
del inverso del espaciado de la red, Λ ∼ 1
a
. Que las fluctuaciones (3.9) no sean di-
vergentes infrarrojas significa que no son capaces de destruir la fase plana, al menos
a temperaturas bajas (a temperaturas suficientemente altas, la entrop´ıa de la mem-
brana cristalina favorece que e´sta se arrugue, lo que sugiere una transicio´n de fase
desde la fase plana a la fase arrugada). El resumen de la discusio´n de los pa´rrafos
anteriores es que la combinacio´n de los modos de deformacio´n en la superficie,uij,
con los modos fuera del plano o flexurales, f , hacen que la fase plana se estabilice a
bajas temperaturas, permitiendo pequen˜as fluctuaciones de la membrana, pero man-
tenie´ndose el orden cristalino. Por lo tanto, haciendo extensiva la discusio´n anterior
al grafeno, podemos pensar que una la´mina de grafeno suspendida tiene como fase
estable, a bajas temperaturas, la fase plana.
Figura 3.1: Defectos pentagonal y heptagonal en una membrana triangular. Se ha
permitido que la membrana se curve en torno a los defectos en la tercera dimensio´n.
3.2 Defectos topolo´gicos.
El ana´lisis anterior nos sugiere que una muestra de grafeno libre puede mantenerse
en su fase plana, permitiendo fluctuaciones sobre dicho estado que har´ıan que la
membrana se curvara localmente en regiones locales. Otra posible fuente de curvatura
en la membrana de grafeno es la presencia de defectos topolo´gicos : disclinaciones y
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dislocaciones. Este tipo de defectos se al sustituir un anillo hexagonal por un pol´ıgono
diferente.
En las figuras (3.1) y (3.2) se muestran ima´genes de discliniaciones positiva y ne-
gativa y una dislocacio´n, respectivamente. Una forma de construir una disclinacio´n es
por medio de la construccio´n de Volterra[25]: Supongamos una superficie cristalina
bidimensional sobre la que retiramos o an˜adimos una seccio´n angular de material.
Uniendo los bordes obtenemos, o bien una superficie co´nica, si hemos retirado mate-
Figura 3.2: Par hepta´gono-penta´gono curvado en la tercera dimensio´n.
rial, o bien una superficie hiperbo´lica, en el caso de an˜adir material a la superficie.
Una dislocacio´n puede entenderse como un defecto compuesto de dos disclinaciones
cercanas. Las disclinaciones se caracterizan por el a´ngulo de material retirado o
an˜adido θ(r), mientras que las dislocaciones vienen caracterizadas por su vector de
Burgers b(r), que se define como el vector que une los nu´cleos de las disclinaciones
que forman la dislocacio´n. La caracter´ıstica fundamental que van a cumplir las dis-
clinaciones esta´ relacionada con el exceso o defecto angular antes citado: cuando se
considera un circuito cerrado C que rodea la disclinacio´n, el recorrido angular va a
ser diferente al correspondiente para la la´mina plana:∮
C
dθ(r) = 1− β
2pi
≡ s2pi
6
. (3.10)
Estos defectos juegan un papel fundamental en las transiciones de fase en sistemas
bidimensionales[26, 27].
Al contrario que las ondas ela´sticas, que son excitaciones elementales de los cam-
pos uij y f , y que pueden excitarse con energ´ıas arbitrariamente pequen˜as, los de-
fectos topolo´gicos se caracterizan por tener energ´ıas de formacio´n fijas. A partir de
las energ´ıas de deformacio´n (3.3) o (3.6) podemos obtener las ecuaciones de movi-
miento para el campo f . Las ecuaciones extra´ıdas de (3.3) son las ecuaciones de
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von Karman[28], un conjunto de ecuaciones diferenciales en derivadas parciales no
lineales. Estas ecuaciones pueden reducirse escribie´ndolas en funcio´n de la funcio´n de
tensio´n de Airy χ(r) y del campo f(r), teniendo que cumplir las soluciones corres-
pondientes a los defectos topolo´gicos la condicio´n (3.10). Una vez encontradas dichas
soluciones, las energ´ıas ela´sticas para las disclinaciones pentagonal y heptagonal son
E5 =
pi
3
κ ln(R/a) y E7 = piκ ln(R/a). En estas dos expresiones vemos que las energ´ıas
divergen con el taman˜o de la muestra R, haciendo que la formacio´n de disclinaciones
aisladas en membranas de taman˜o macrosco´pico sea muy costosa energe´ticamente.
Sin embargo, e´ste no va a ser el caso de las dislocaciones.
En la figura (1.3) se muestra el valor de la energ´ıa asociada a un par hepta´gono-
penta´gono en unidades del mo´dulo de Young K0 como funcio´n de la coordenada
radial R para varios valores del cociente entre K0 y la rigidez de doblado κ˜. Salvo
en el l´ımite K0/κ˜ → 0, correspondiente a la situacio´n de la´mina cristalina, en la
que no son posibles las deformaciones, y que como sabemos, hace que F ∼ logR, la
energ´ıa de formacio´n tiende a un valor finito cuando R →∞. Este hecho genera un
cambio profundo en la estad´ıstica de formacio´n de defectos. En el umbral en el que
las deformaciones locales de la red en torno a los defectos son posibles, la contribucio´n
entro´pica domina a cualquier temperatura distinta de cero. La densidad de defectos
es ahora finita:
nD ≈ a−2e−F/(kBT ). (3.11)
De la ecuacio´n (3.11) podemos extraer la longitud de correlacio´n translacional ξD:
ξD ≈ n−1/2D ≈ aeF/(2kBT ). (3.12)
Esta relacio´n nos dice que el orden traslacional estara´ roto hasta distancias iguales
o mayores que ξD. La ecuacio´n (3.11) tambie´n nos dice que la densidad de defectos
compuestos por un par hepta´gono-penta´gono sera´ finita ( al serlo F ) a temperaturas
finitas, en contraposicio´n con lo que ocurre en el l´ımite de la´mina cristalina o en la
situacio´n de defectos aislados, en las que dicha densidad es nula en el l´ımite R → 0.
En el caso del grafeno, el mo´dulo de Young toma valores t´ıpicos del orden de 1000
GPa mientras que la rigidez de doblado κ es del orden de 1 eV en nanotubos[29]. Esto
hace que, en unidades adecuadas, K0
κ˜
¿ 1, alcanza´ndose el valor asinto´tico constante
ra´pidamente.
En base a toda la discusio´n anterior, es muy razonable pensar que los defectos to-
polo´gicos son una fuente natural de desorden en el grafeno. A lo largo de lo que queda
de cap´ıtulo y en los siguientes, veremos la manera profunda en la que la presencia de
este desorden modifica la estructura electro´nica de baja energ´ıa y las propiedades de
transporte electro´nico de una la´mina de grafeno.
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Figura 3.3: Energ´ıa de formacio´n de un par hepta´gono penta´gono para diferentes
valores de las constantes de rigidez en el caso de una membrana de estructura cristalina
triangular. En todos los casos la energ´ıa de formacio´n tiende a un valor constante en
el l´ımite infinito de radio de la muestra R salvo en el l´ımite inextensional. El par se
encuentra separado a una distancia de uno, en unidades de espaciado de la red.
3.3 Efecto de una disclinacio´n aislada.
Podemos construir un primer modelo para describir el efecto de una disclinacio´n
aislada en una la´mina de grafeno, basa´ndonos en la transformacio´n de las condiciones
de contorno que impone el cortado y pegado de la red tras la inclusio´n de un defecto
en campos gauge. Esta transformacio´n puede considerarse, de cierta manera, como el
procedimiento inverso al efecto Aharonov-Bohm, en el que el efecto de un campo gauge
se transformaba en una condicio´n sobre las funciones de onda. Este modelo se propuso
inicialmente para explicar el espectro discreto de baja energ´ıa de los fullerenos[9], y
posteriormente para entender el efecto de dichos defectos en nanoconos de grafito[30,
31].
Cuando consideramos u´nicamente una disclinacio´n aislada, el efecto de cortado
y pegado de la red hexagonal va a generar dos condiciones de contorno no triviales
sobre las funciones de onda. Como se muestra en la figura (3.3), la inclusio´n de un
defecto puede entenderse fa´cilmente por medio de cortado y pegado. En el caso de un
defecto pentagonal, se ha retirado un sector correspondiente a un a´ngulo de β = pi/3,
y posteriormente se han unido los a´tomos de los bordes. El primer efecto que genera
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Figura 3.4: Izquierda: Efecto de un defecto pentagonal en la red de grafeno. Derecha:
Procedimiento de corte y pegado de la red plana de grafeno para formar dicho defecto
pentagonal.
una condicio´n de contorno es que ahora el recorrido angular que, desde un punto
de vista cla´sico, deber´ıa hacer un electro´n al rodear el defecto, es menor que en la
situacio´n plana, exactamente el valor angular del sector retirado. Mientras que en la
situacio´n plana, la funcio´n de onda satisface la siguiente condicio´n de contorno
Ψ(r, θ) = −Ψ(r, θ + 2pi) = exp(2piiΣ)Ψ(r, θ), (3.13)
siendo Σ = 1
2
τ3⊗ σ3 = 12γ3 el generador de rotaciones en torno al eje perpendicular a
la la´mina de grafeno, en el caso que nos ocupa, la anterior condicio´n de contorno se
modifica de forma trivial considerando como la nueva variable angular θ′ = θ(1− β)
Ψ(r, θ′) = exp
(
2pi
(
1− β
2pi
)
iΣ
)
Ψ(r, θ′). (3.14)
Es decir, aparece una condicio´n de contorno extra con respecto a la situacio´n plana
en forma de RΣ = exp(−i β2piΣ).
La segunda condicio´n de contorno es ligeramente ma´s sutil. Cuando se incluye
un defecto cuyo nu´mero de lados es impar, como es el caso de un penta´gono o un
hepta´gono, los a´tomos en los bordes y que ahora se encuentran enlazados pertenecen
a la misma subred, mientras que, como ya sabemos, en la situacio´n plana cada a´tomo
se encuentra unido a a´tomos de la subred contraria.
Consideremos, para entender de manera ma´s sencilla co´mo describir este efecto
como condicio´n de contorno, la inclusio´n de un tria´ngulo, tal y como se expone en
la referencia [32], en ambas situaciones, como hemos dicho, la condicio´n de contorno
sera´ la misma. En la figura (3.5) se muestra la situacio´n y la equivalencia entre los
a´tomos de ambos bordes. Tambie´n se muestra como tras realizar dicha equivalencia,
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un desplazamiento a lo largo de la costura aparece como una inversio´n, que genera
el intercambio de las subredes. Esta inversio´n de la red tiene como consecuencias
asociadas, en el espacio de momentos, el cambio del vector k por −k, y por tanto
el intercambio de los puntos de Fermi, que satisfacen esa misma relacio´n: K′ =
−K. Por tanto, si consideramos que en θ = 0 el espinor tiene estructura Ψ =
(ψAK , ψBK , ψAK′ , ψBK′)
T , al realizar una rotacio´n de a´ngulo pi y cruzar la costura,
el espinor tendra´ la forma Ψ∗ = (ψBK′ , ψAK′ , ψBK , ψAK)
T . La forma matricial de la
condicio´n de contorno que cumple RPΨ = iΨ∗ es
RP = i
(
0 σ2
−σ2 0
)
. (3.15)
El factor i se incluye en la condicio´n de contorno para que se cumplaR2P = 1,manteniendo
la condicio´n de contorno espinorial (3.13).
Figura 3.5: Defecto pentagonal de apertura β = pi. En la figura de la izquierda se
muestra una trayectoria rectil´ınea al cruzar la costura en te´rminos de celda unidad
de la red hexagonal. En la figura de la derecha se muestra la superfice co´nica y la
misma trayectoria. Se observa claramente la inversio´n efectiva de la red con respecto
a la trayectoria al cruzar la costura. Esta inversio´n de la red es la responsable del
intercambio efectivo de los puntos de Fermi, tal y como se explica en el texto.
Es fundamental notar que estas condiciones de contorno hacen que la funcio´n de
onda electro´nica sea discontinua en θ = 0. Puesto que en la realidad, el proceso de
cortado y pegado que genera las condiciones de contorno no es ma´s que un artefacto
ideado para analizar el efecto de estos defectos sobre funciones de onda, e´stas no
tienen por que´ ser discontinuas, lo que motiva la conversio´n de dichas condiciones de
contorno en campos gauge, los cuales s´ı permiten una transformacio´n continua de la
funcio´n de onda a lo largo de todo el espacio. Para tal fin, el primer paso es escribir
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las condiciones de contorno en forma de exponenciales. En el caso de RΣ el trabajo
ya esta´ hecho en la ecuacio´n (3.14). Para RP tenemos[9, 30, 33]
RP = i exp
(
i
2pi
4
(
0 σ2
−σ2 0
))
. (3.16)
Ahora podemos entender las condiciones de contorno de forma general como
Ψ(2pi) = eiRjΨ(θ) = ei
∮
ARj drΨ(0), (3.17)
donde queda definido un campo gauge no abeliano localARj(r) = A(r)Rj = U+j (r)∇Uj(r)
asociado a cada condicio´n de contorno. Por lo tanto, podemos escribir la funcio´n de
onda general como
Ψ(r) = e−iΘ(r)Ψ′(r), (3.18)
con Θ(r) =
∑
Rj
∫
rARj(r)dr y Ψ′(r) una nueva funcio´n de onda que satisface la
condicio´n de contorno perio´dica para el grafeno plano (3.13).
Podemos aplicar la propia transformacio´n gauge al hamiltoniano de Dirac para
obtener el hamiltoniano para Ψ′(r):
H ′ = e−iΘ(r)HeiΘ(r) = ivFγj
(
∂j − i
(
1− β
2pi
)
ΣAΣ(r)− i
4
RPARP (r)
)
, (3.19)
donde, recordemos, Σ = 1
2
τ3 ⊗ σ3 y RP = −τ2 ⊗ σ2. Podemos completar la trans-
formacio´n de las condiciones de contorno a los campos gauge definiendo los flujos
ficticios asociados a cada campo gauge como ΦΣ =
β
2pi
= 1
6
y ΦRP =
1
4
, en caso de
considerar un defecto pentagonal.
3.4 Mu´ltiples defectos. Limitaciones del modelo
de campos gauge.
Nuestro objetivo final es poder describir la situacio´n en la que la muestra de
grafeno contiene un numero arbitrario de defectos topolo´gicos, repartidos de manera
arbitraria por toda la muestra. La forma de extender el formalismo anterior al caso
de mu´ltiples defectos situados en posiciones arbitrarias es directa. Consideremos un
punto al azar de la muestra como origen ( al final veremos que el resultado es inde-
pendiente de esta eleccio´n). Respecto a dicho centro, las posiciones de N defectos
sera´n {r1, r2, ..., rN}. Para ver cual es la condicio´n de contorno no trivial inducida
por los N defectos y, por tanto, el campo gauge ficticio asociado, consideraremos un
circuito cerrado centrado en r = 0 que englobe a todos los defectos y a lo largo del
cual integraremos el campo gauge ficticio total que de´ como resultado la condicio´n
de contorno deseada. La condicio´n de contorno no debe depender de la forma con-
creta de dicho contorno, por lo que podemos deformarlo de tal manera que podamos
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Figura 3.6: Deformacio´n del contorno C.
aprovechar la discusio´n de los pa´rrafos anteriores y entender la fase en funcio´n de las
fases aisladas generadas por cada defecto.
Consideremos como ejemplo la deformacio´n del circuito C propuesta en la figura
(3.3). El contorno deformado consiste en traslaciones desde el punto tomado como
origen hasta la posicio´n de cada defecto, rotaciones en torno a cada defecto y de nuevo
una traslacio´n al punto de origen. El siguiente paso es ver co´mo se transforman las
funciones de onda por este camino deformado. En los pa´rrafos anteriores hemos visto
el caso de los desplazamientos a lo largo de caminos cerrados rodeando los defectos.
Veamos ahora las traslaciones. El operador de traslacio´n para la funcio´n de onda en
aproximacio´n de enlace fuerte es[31]
T (n,m) = exp
(
2pi
3
i(n−m)τ3 ⊗ 1
)
. (3.20)
La forma de (3.20) merece un comentario. Sabemos que la funcio´n de onda total para
un electro´n en grafeno, en aproximacio´n de enlace apretado, es
Ψtotal(r) =
∑
j=A,B
∑
i=K,K′
Ψji(r)Fi(r), (3.21)
en donde Ψji(r) ∝ ekrΨk son las funciones envolventes que satisfacen la ecuacio´n de
Dirac, y Fi(r) =
∑
l e
Kidlφ(r−dl) son las funciones de onda de Bloch. Al aplicar una
traslacio´n Tδ de recorrido, digamos, δ = ma1 + na2, la funcio´n de onda Ψtotal(r) se
modificara´ con respecto a (3.21) de la siguiente manera:
Ψtotal(r+ δ) = T (δ)Ψtotal(r) = e
kδeKiδΨtotal(r). (3.22)
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La fase ekδ es global a todas las componentes del espinor, siendo por tanto, en notacio´n
matricial, proporcional a la matriz identidad, y, tras completar el circuito deformado
C, su contribucio´n sera´ nula. Sin embargo, en el caso de la fase eKiδ la situacio´n no
va ser tan simple, ya que, empleando los valores concretos de los puntos K y K′ en la
misma notacio´n quiral que δ, obtenemos (3.20). Por supuesto, al final del circuito C
la contribucio´n de la fase como funcio´n de δ debe ser nula, como en el caso anterior,
pero vemos en (3.20) que T (δ) es proporcional a la matriz 1 ⊗ τ3, y por tanto, en la
secuencia ordenada que constituye el circuito C:
C = T (r1) ◦ P1 ◦ T −1(r1) ◦ ... ◦ T (rN) ◦ PN ◦ T −1(rN), (3.23)
T (rj) y RPj no conmutara´n, al depender de las matrices τ3 ⊗ 1 y σ2 ⊗ τ2 respectiva-
mente. El operador asociado a la curva C entonces tiene la forma general, tras operar
adecuadamente, asociando todas las fases de la misma naturaleza:
PC = i(RPi)
N exp (2piβi(N5 −N7)Σ) exp
2pi
3
i
N∑
j
(nj −mj)τ3 ⊗ 1
 , (3.24)
expresio´n escrita en funcio´n del nu´mero de defectos pentagonales N5 y heptagonales
N7 presentes en la muestra, y del numero total de ellos: N = N5 + N7. Los dos
primeros te´rminos de (3.24) son ba´sicamente las fases ya descritas anteriormente. El
tercer te´rmino corresponde a una nueva fase, cuyo origen es, como hemos visto, la
no conmutatividad de los operadores de traslacio´n y de rotacio´n en torno a cada
defecto[31]. El flujo magne´tico ficticio asociado a este tercer campo puede leerse
directamente de (3.24), Φ3 =
1
3
∑N
j (nj − mj). Esta suma da lugar a tres posibles
valores mo´dulo 2pi: 0 y ±1
3
.
Como discutimos en el apartado anterior, uno de los defectos ma´s probables desde
el punto de vista energe´tico es el defecto de tipo Stone-Wales, consistente en dos
parejas de hepta´gono-penta´gono. Asimismo, en las la´minas planas de grafeno se
observan irregularidades con curvatura local que pueden deberse a la presencia de un
nu´mero igual de defectos hepta´gono-penta´gono. Es interesante preguntarse, llegados a
este punto, sobe cual es el efecto de tener el mismo nu´mero de defectos pentagonales y
heptagonales en una muestra, con el propo´sito de mantener la situacio´n de planaridad
a escala macrosco´pica. En la ecuacio´n (3.24) dicha situacio´n se alcanza haciendo de
manera inocente N5 = N7 (y por tanto siendo N = N5 + N7 un nu´mero par). Esta
simple substitucio´n hace que los flujos asociados a los camposAP yAΣ sean nulos. Si,
adema´s, la configuracio´n de los defectos es tal que el flujo Φ3 fuese nulo, se llega a la
conclusio´n de que dicha configuracio´n es equivalente a la situacio´n de no tener ningu´n
tipo de defectos. Esta situacio´n es la que se dar´ıa en el caso en el que todos los defectos
pentagonales y heptagonales estuvieran organizados en defectos Stone-Wales[34].
Esta situacio´n parece estar en contradiccio´n con estudios teo´ricos existentes en la
literatura, tanto sobre la´minas de grafeno[36, 37, 38] como de nanotubos[35] (figura
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Figura 3.7: Esquema de un defecto Stone-Wales, constituido por dos pares de defectos
pentagonales y heptagonales adyacentes, y de sus posibles orientaciones relativas a la
red de grafeno. Estos defectos son de particular importancia en la realidad, ya poseen
la energ´ıa de formacio´n ma´s baja de entre todos los posibles defectos que puedan ser
construidos combinando defectos aislados.
3.8), en los cuales se reporta una densidad de estados en presencia de estos defectos,
diferente a la correspondiente a una la´mina de grafeno o a un nanotubo perfectos.
En realidad, lo anterior no significa realmente que el modelo de campos gauge sea
incorrecto. Las fases asociadas a −τ2 ⊗ σ2 y τ3 ⊗ 1 tienen su origen en el el hecho
de que la red es discreta y al empalmado ano´malo de la red tras la generacio´n del
defecto, y son, en principio, imprescindibles en la correcta simulacio´n de la estructura
electro´nica en presencia de estos defectos. En el siguiente cap´ıtulo vamos a desarrollar
un modelo basado en el comportamiento de fermiones de Dirac en espacios curvos,
en el cual no so´lo aparecera´ de forma natural la fase asociada a la matriz Σ, que
es la u´nica fase de origen geome´trico en el problema, asociada con la conexio´n de
esp´ın. Adema´s aparecera´n nuevos te´rminos en el hamiltoniano general que originara´n
efectos no triviales, los cuales pueden subsanar las debilidades que presenta el modelo
de campos gauge. Veremos que en realidad, el modelo de espacios curvos se reduce
al modelo de campos gauge en el caso de la presencia de un solo defecto, y que es la
eleccio´n de un sistema concreto de coordenadas la que hace que el punto de vista curvo
se vea enmascarado. Por u´ltimo, decir que, por supuesto, este modelo de espacios
curvos admite de forma natural la inclusio´n de campos gauge externos, por lo que la
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Figura 3.8: Simulacio´n de uma imagen de microscop´ıa electro´nica de efecto tunel
(STM) en un nanotubo de carbono, extra´ıdo de [35]. La diferencia de potencial
entre la muestra y la punta del microscopio es de 1.5 eV. En los modelos de imagen
de STM ma´s simples, la corriente I que circula entre la muestra y la punta del
microscopio es directamente proporcional a la densidad de estados local de la muestra:
I(r, V ) ∝ ρ(r, E = V ).
inclusio´n de los campos gauge asociados a las condiciones de contorno generadas por
la red se ve salvaguardada.
Cap´ıtulo 4
Teor´ıa geome´trica de los defectos
topolo´gicos.
Figura 4.1: Imagen de microscopio de efecto tu´nel de una membrana suspendida de
grafeno. En la parte central, sen˜alizada con flechas, se encuentra una monocapa de
grafeno monocristalina[39].
4.1 Introduccio´n. Corrugaciones en grafeno.
En la introduccio´n del cap´ıtulo anterior hemos tratado de dar una visio´n general
sobre la descripcio´n de irregularidades y defectos topolo´gicos en membranas cristali-
nas, suponiendo que tal discusio´n era aplicable a una la´mina suspendida de grafeno.
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La primera referencia experimental relativa a las corrugaciones en la´minas de gra-
feno suspendidas es la referencia [39]. En este trabajo, por medio de te´cnicas de
deposicio´n meca´nicas junto con litograf´ıa de haz de electrones, los autores fueron ca-
paces de aislar muestras de grafeno suspendidas, unidas por sus extremos a soportes
meta´licos.
Las medidas de microscop´ıa de transmisio´n electro´nica han mostrado que en dicha
configuracio´n, las muestras de grafeno presentan corrugaciones espaciales, tal y como
se muestra en la figura (4.1).
Figura 4.2: Observacio´n experimental de una membrana de grafeno curva[39]. (f):
Evolucio´n del patro´n de difraccio´n con el a´ngulo de incidencia del haz electro´nico.
Los datos pueden compararse con la simulacio´n de la figura (e).
Aunque la naturaleza de dichas corrugaciones es au´n motivo de debate, trabajos
recientes [5] muestran que dichas corrugaciones pueden tener su origen en fluctuacio-
nes te´rmicas ( recordemos que la teor´ıa general de membranas descrita en el cap´ıtulo
anterior mostraba que las fluctuaciones de la normal a la membrana var´ıan con la
temperatura como
√
T , a temperaturas bajas).
Otro posible origen de las corrugaciones en las muestras de grafeno es el propio
desorden morfolo´gico que presenta el sustrato. Experimentalmente, los sustratos so-
bre los cuales se depositan las muestras de grafeno suelen presentar ona orograf´ıa
compleja, y es de esperar que el grafeno al depositarse, adquiera de forma muy apro-
ximada la forma del sustrato. Tal efecto se ha comprobado experimentalmente en la
referencia [40]. En este cap´ıtulo vamos a estudiar las propiedades electro´nicas de la
tercera fuente de corrugacio´n en muestras de grafeno: los defectos topolo´gicos. A lo
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Figura 4.3: (a): Imagen t´ıpica de STM de una muestra de grafeno depositada sobre
un sustrato de SiO2. La barra de escala es de 2 nano´metros. (b): Imagen de STM
con resolucio´n ato´mica de la misma muestra. La barra de escala es de 2.5 A˚. (c) y
(d): Diferente a´rea de la muestra. La ordenacio´n ato´mica no es perfecta, indicando
que existen corrugaciones.
largo de las pa´ginas siguientes construiremos un modelo basado en las propiedades
que adquieren los fermiones de Dirac cuando se encuentran en un espacio curvo y
en presencia de campos gauge externos. Este modelo, que generaliza al modelo de
campos gauge, nos va a permitir obtener informacio´n f´ısica para las configuraciones
de defectos en las cuales dicho modelo se hallaba comprometido, como ocurr´ıa con el
caso de los defectos de tipo Stone-Wales. Adema´s, este modelo de fermiones de Dirac
ha mostrado su eficacia en la descripcio´n de la estructura de niveles de baja energ´ıa
de la mole´cula C60[32, 9].
Podemos entender la mole´cula de C60 como un fragmento de grafeno en el que se
han incluido 12 defectos pentagonales, dando como resultado una mole´cula con forma
esfe´rica, tal y como se aprecia en la figura (4.1). En las referencias [32, 9] se propuso
un modelo de espinores en la esfera, en presencia de un campo gauge no abeliano de
tipo monopolo, que simulaba el efecto de la presencia de los penta´gonos en la red
de grafeno. Las soluciones de la ecuacio´n de Dirac resultante bajo esas condiciones
se pueden escribir como las autofunciones de un problema de momento angular ge-
neralizado. Con este formalismo, fue posible deducir los niveles electro´nicos y sus
multiplicidades, permitiendo postular el modelo de fermiones de Dirac en espacios
curvos y en presencia de campos gauge externos como una potente herramienta que
puede ser utilizada para estudiar otros tipos de defectos.
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Figura 4.4: Imagen art´ıstica de una mole´cula de C60, tambie´n conocida como fullereno.
Por u´ltimo, en virtud de los resultados experimentales sobre corrugaciones en
muestras de grafeno, es interesante preguntarse que´ tiene que decir el modelo de
espinores en espacios curvos cuando la superficie que habitan esta´ curvada de manera
suave, y la red no ha inducido ningu´n campo gauge externo. Al final de este cap´ıtulo
trataremos de dar respuesta a esta pregunta.
4.2 Ecuacio´n de Dirac en espacios curvos.
En la presentacio´n del modelo de espinores en espacios curvos vamos a seguir muy
de cerca la referencia[41].
En general, cuando se trata de trasladar una relacio´n matema´tica definida en un
espacio plano a un espacio curvo, simplemente se emplea el principio de covarian-
cia general, que consiste en sustituir cada magnitud escalar, vectorial o un tensor
general que se transforma bajo transformaciones definidas en ese espacio plano por
su homo´logo, que se transforma bajo transformaciones generales en el espacio curvo.
Esta simple sustitucio´n no funciona para objetos que se comportan como espinores
bajo transformaciones de coordenadas. La razo´n matema´tica es que existen represen-
taciones tensoriales del grupo de transformaciones generales, pero no existen repre-
sentaciones espinoriales de dicho grupo. Esta consideracio´n hace que haya que buscar
una formulacio´n alternativa para introducir espinores en un espacio curvo.
El formalismo adecuado para el estudio de espinores en espacios curvos es el
formalismo de las te´tradas. El formalismo de te´tradas se basa en el Principio de
Equivalencia, que afirma que en cada punto X de una superficie curva, es posible
definir un sistema de coordenadas ξaX que es localmente plano en dicho punto. En
general, dicho sistema de coordenadas no sera´ el mismo en todo punto de la superficie
a menos que la superficie sea realmente plana. En general, podemos escribir el tensor
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me´trico en dicho sistema de coordenadas como
gµν = e
a
µe
b
νηab, (4.1)
donde eaµ =
∂ξaX
∂xµ
se transforman como un conjunto de vectores covariantes bajo un
cambio de coordenadas general:
eaµ → e′aµ =
∂xν
∂x′µ
eaν . (4.2)
Entendiendo este conjunto de vectores como una base en el espacio vectorial (co-
tangente) definido en cada punto, podemos proyectar cualquier vector contravariante
Aµ(x) en el punto x sobre dicho conjunto de vectores:
∗Aa = eaµAµ. (4.3)
Podemos generalizar la relacio´n anterior a vectores covariantes y a tensores en general,
definiendo los vectores eµa . No´tese que los ı´ndices latinos bajan y suben empleando la
me´trica plana ηab y su inversa respectivamente, y los ı´ndices griegos hacen lo mismo
pero con la me´trica curva gµν . Es inmediato comprobar que, con estas reglas, el tensor
me´trico en estas coordenadas es, como era de esperar, ∗gab = ηab.
Las cantidades ∗Aa constituyen un vector contravariante en el espacio plano defi-
nido en el punto X, por lo que podemos tomar la alternativa de olvidar las cantidades
tensoriales definidas en un espacio curvo general, y trabajar con el sistema de coorde-
nadas localmente plano en cada punto que determinan eaµ y las cantidades tensoriales
definidas en ese espacio plano.
Una vez que estamos en el sistema de coordenadas plano, cualquier otro sistema
de coordenadas plano que se pueda definir sera´ igual de va´lido que el inicial, por lo
que podremos transformar, en el punto escogido x a trave´s de una transformacio´n de
coordenadas plana Λ(x), las cantidades tensoriales planas ∗Bab...mn...:
∗Bc...p... = Λca(x)...Λpm(x) ∗Ba...m.... (4.4)
Esta regla de transformacio´n se puede generalizar para objetos que se transformen
como espinores bajo cambios de coordenadas planos:
∗ψn = [D(Λ)]nm ∗ ψm, (4.5)
donde [D(Λ)]nm es una representacio´n espinorial de la transformacio´n Λ(x).
Para escribir el hamiltoniano de Dirac en una superficie curva, debemos saber
tambie´n co´mo se transforma la derivada de un espinor. La derivada es un objeto que
se comporta como un vector bajo cambios generales de coordenadas:
∂
∂xµ
→ ∂x
ν
∂x′µ
∂
∂xν
. (4.6)
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Como en los ejemplos anteriores, podemos proyectar dicho vector sobre el conjunto de
vectores {eµa} y, una vez escrito en la base plana, aplicarlo sobre una magnitud espino-
rial. La derivada se transformara´ entonces bajo una transformacio´n de coordenadas
plana Λ(x) como
Λ(x)bae
µ
b
∂
∂xµ
[D(Λ(x)) ∗ ψ(x)] = (4.7)
= Λ(x)bae
µ
b
{
D(Λ(x))
∂
∂xµ
∗ ψ(x) +
[
∂
∂xµ
D(Λ(x))
]
∗ ψ(x)
}
.,
Como podemos ver, la derivada de un espinor no se transforma como un vector
bajo cambios de coordenadas planas. Este problema se resuelve definiendo un vector
derivada covariante para espinores que tenga la forma
Da = eµa
[
∂
∂xµ
+ Γµ
]
. (4.8)
y que se transforme de forma usual bajo transformaciones planas tanto en el ı´ndice
vectorial plano como en el ı´ndice espinorial:
Da ∗ ψn → ΛbaD(Λ)nmDb ∗ ψm. (4.9)
Las matrices Γµ han de estar definidas de tal forma que su ley de transformacio´n bajo
cambios de coordenadas planas sea:
Γµ → D(Λ)ΓµD−1(Λ)−
[
∂
∂xµ
D(Λ)
]
D−1(Λ). (4.10)
El segundo te´rmino en (4.10) va a cancelar el segundo te´rmino en (4.8) para dar lugar
a la ley de transformacio´n deseada (4.9).
Para obtener la estructura de las matrices Γµ(x) es suficiente considerar la manera
en la que se comportan dichas matrices y los vectores {eµa} bajo transformaciones en
el espacio plano. El resultado es que la ley de transformacio´n (4.10) es satisfecha por
las matrices
Γµ =
1
4
γaγbeρagρνe
ν
b;µ, (4.11)
donde eνb;µ es la derivada covariante de los vectores e
ν
b :
eνb;µ = ∂µe
ν
b − Γνµρeρb . (4.12)
Por lo tanto, empleando este formalismo, la forma covariante de la accio´n en un espa-
cio curvo se obtiene reemplazando cada magnitud Bab...mn... por su correspondiente en
el sistema de coordenadas planas locales ∗Bab...mn..., y las derivadas por las derivadas
correspondientes dependiendo de si la magnitud es un vector (por ejemplo (4.12)) o
una magnitud espinorial (4.8).
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En concreto, el hamiltoniano para un espinor de Dirac sin masa en un espacio
curvo general se escribe de la siguiente manera:
Hcurv =
1
2
∫
d2x
√
gψ¯(x)ivFγ
µ(x)(∂µ + Γµ)ψ(x). (4.13)
En la expresio´n (4.13), aparte de la sustitucio´n de la derivada covariante para el
espinor ψ (4.8), las matrices γµ(x) dependientes de x esta´n definidas a trave´s de (4.3)
como
γµ(x) ≡ ∗γµ(x) = γaeµa(x). (4.14)
El hamiltoniano (4.13), de esta manera, es invariante bajo transformaciones de coorde-
nadas generales, independientemente de la eleccio´n concreta de sistema de referencia
plano ξaX escogido en cada punto.
En las siguientes secciones veremos de que´ manera el formalismo de espacios curvos
completa el modelo de campos gauge descrito en el cap´ıtulo anterior, y veremos que
informacio´n adicional nos proporciona dicho formalismo.
4.3 Descripcio´n de un nu´mero arbitrario de discli-
naciones.
Comenzaremos esta seccio´n conectando el lenguaje de espacios curvos con el mo-
delo para una disclinacio´n aislada, descrito en el cap´ıtulo anterior.
Para tal fin, el primer paso es encontrar el tensor me´trico que define una superficie
co´nica, que es la superficie que resulta de eliminar un sector angular de superficie plana
(ver, por ejemplo, la figura (3.4). El tensor me´trico en la superficie plana se escribe,
en coordenadas polares planas como:
ds2 = dr2 + r2dθ2, (4.15)
donde las variables r y θ esta´n definidas en (0,∞) y (0, 2pi), respectivamente. En
el caso de una superficie co´nica, la variable angular θ tendra´ un dominio menor,
concretamente, θ ∈ (0, 2pi − β), siendo β el de´ficit angular que posee el cono con
respecto a la superficie plana. Con el simple cambio de variables (r, θ) → (r′, θ′) =
(r, (1− β
2pi
)θ) podemos transformar el tensor me´trico definido a partir de (4.15) a
ds2 = dr2 +
(
1− β
2pi
)2
r2dθ2, (4.16)
por lo que las componentes no nulas del tensor me´trico son
grr = 1, gθθ =
(
1− β
2pi
)2
r2. (4.17)
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A partir de ahora, por sencillez, definiremos α = (1 − β
2pi
). Utilizando el formalismo
descrito en el apartado anterior, podemos calcular el conjunto de vectores {eµa} o
d´ıadas y la conexio´n de esp´ın. En coordenadas polares, las matrices γi y la conexio´n
de esp´ın tienen la forma:
γr = γ1 γθ =
1
αr
γ2, (4.18)
y
Γr = 0, Γθ = −αΣ. (4.19)
El hamiltoniano en coordenadas polares (4.13) se escribe entonces como
Hcurv = ivF
∫
d2rψ¯
[
γ1
(
α∂r − iα
r
)
+ γ2
1
r
∂θ
]
ψ. (4.20)
Retrocedamos brevemente al cap´ıtulo anterior, concretamente a las ecuaciones (3.14)
y (3.17). De esas expresiones podemos inferir la forma funcional que tendra´ un campo
gauge general que procede de una condicio´n de contorno, ya que la u´nica manera para
que se verifique
∮ Adr = Φ es que A(r) tenga estructura de vo´rtice:
Ai(r) = Φ
2pi
εij
xi
r2
. (4.21)
En coordenadas polares, el campo A(r) so´lo tendra´ componente angular: Ar = 0 y
Aθ = Φ2pi . Puesto que en la ecuacio´n (3.19) el campo gauge asociado a Σ entra en forma
de producto escalar, iγiΣAi, siendo el producto escalar un invariante bajo cambio
de coordenadas, en coordenadas polares tendra´ la forma iγθΣAθ. Como Σ = γ3
y γθ = 1
r
γ2, concluimos inmediatamente que, en coordenadas polares, el te´rmino
asociado al campo gauge en el hamiltoniano (3.19) es Aθ = i
αγ1
r
.
Podemos escribir el hamiltoniano en coordenadas polares planas como
Hgauge = ivF
∫
d2rψ¯
[
γ1
(
∂r − iα
r
)
+ γ2
1
r
∂θ
]
ψ (4.22)
y compararlo directamente con (4.20). La primera apreciacio´n es que en ambos for-
malismos, como ya hemos mencionado anteriormente, aparece el mismo te´rmino co-
rrespondiente al campo gauge. Sin embargo, existe una diferencia entre ambos ha-
miltonianos, correspondiente al te´rmino de la derivada radial: mientras que en (4.20)
el te´rmino es αγ1∂r, en (4.22) dicho te´rmino es simplemente γ
1∂r.
Podemos interpretar esta diferencia en te´rminos de la aparicio´n de una velocidad
de Fermi modificada. Consideremos de nuevo el hamiltoniano de Dirac en una su-
perficie plana, y calculemos el operador velocidad en primera cuantizacio´n. De las
ecuaciones de Heisenberg, tenemos que
va = −i [HD, xa] = vFγa. (4.23)
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En coordenadas polares, y en el espacio plano, el operador velocidad tiene como
componentes
vr = vFγ
1 vθ = vF
1
r
γ2, (4.24)
sin embargo, en las coordenadas definidas en (4.16), con el hamiltoniano definido en
(4.20) dicho operador velocidad tiene la expresio´n
vcurvr = αvFγ
1 vcurvθ = vF
1
r
γ2, (4.25)
comparando (4.24) y (4.25) llegamos a la conclusio´n anunciada anteriormente: en
el caso de una disclinacio´n aislada, hemos convertido el hamiltoniano de Dirac curvo
(4.13) en el hamiltoniano plano con un campo gauge (4.19) y una velocidad modificada
(4.25), ausente en el modelo de campos gauge (4.22). La aparicio´n de una velocidad
modificada por la existencia de defectos (y en general, por el hecho de tener espinores
inmersos en un espacio curvo) hace que el modelo de espacios curvos sea ma´s rico
que el modelo de campos gauge, pudiendo obtener variaciones en las propiedades
electro´nicas respecto a la situacio´n ideal en configuraciones de defectos en las cuales
el modelo de campos gauge no ofrecer´ıa nada, como es el caso, por ejemplo, de
los defectos Stone-Wales. En (4.22) y (4.20) no se han incluido los campos gauge
correspondientes a las condiciones de contorno cuyo origen es la red. La forma para
incluirlos es semejante al campo (4.21), puesto que en todos los casos el campo gauge
es singular, solamente cambia la matriz que acompan˜a a dicho campo. La ecuacio´n
(4.13) para espinores en una superficie curva que este´n acoplados a un campo gauge
general Aµ,a tiene la forma
Hcurv =
1
2
∫
d2x
√
gψ¯(x)ivFγ
µ(x)(∂µ + Γµ − iqaAµ,a)ψ(x). (4.26)
Nuestro objetivo es entonces aplicar el formalismo de espacios curvos cuando con-
sideramos la situacio´n de una la´mina de grafeno que contiene un nu´mero arbitrario de
defectos localizados en posiciones conocidas. Para tal fin, procederemos de manera
similar al caso de una disclinacio´n aislada, encontrando una me´trica que describa
apropiadamente el espacio curvo generado por un conjunto de disclinaciones, y cal-
culando posteriormente los vectores eµa y la conexio´n de esp´ın.
Podemos trabajar en este caso por analog´ıa. Las disclinaciones en grafeno son el
ana´logo bidimensional a las cuerdas co´smicas en 3 + 1 dimensiones[42, 25, 43].
Podemos encontrar la me´trica que describe un conjunto arbitrario de defectos a
partir de la me´trica para un defecto aislado (4.16) empleando los siguientes cambios
de variables:
r′ = (αr)α, θ′ = θ (4.27)
y
x = r′ cos θ′, y = r′ sin θ′. (4.28)
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La me´trica (4.16) se escribe entonces, en coordenadas conformes (x, y), como
ds2 = e2Λ(x,y)
(
dx2 + dy2
)
, (4.29)
quedando definido el factor conforme Λ(x, y) de la siguiente manera:
Λ(x, y) = λ log r′. (4.30)
quedando el para´metro λ definido como λ = 1− α = β
2pi
. Para el caso de un nu´mero
N de defectos situados en las posiciones r′i, y con una amplitud angular arbitraria λi,
generalizamos el factor conforme (4.30) a
Λ(x, y) =
N∑
i
λi log(|r′ − r′i|). (4.31)
Podemos calcular, a modo de comprobacio´n de la generalizacio´n (4.31), la cur-
vatura intr´ınseca correspondiente a la me´trica (4.29). En coordenadas conformes[44]
la curvatura intr´ınseca para una superficie bidimensional descrita en coordenadas
conformes satisface la siguiente relacio´n
R = e−2Λ(x,y)∇2Λ, (4.32)
que con (4.31) da R = λ
r‘2λ
δ(r− ri). En coordenadas polares resulta ser la expresio´n
conocida
R =
N∑
i
βi
2pi
δ(r− ri), (4.33)
es decir, la curvatura generada por los defectos sobre la superficie bidimensional
esta´ concentrada en los sitios donde se encuentran los defectos, siendo el resto de la
superficie plana.
Escogeremos el sistema localmente plano definido a partir de los vectores eaµ que
tengan las siguientes componentes e11 = e
2
2 = e
−Λ y e12 = e
2
1 = 0. En dicho sistema de
coordenadas localmente plano, la conexio´n de esp´ın es
Γ1 =
1
2
γ1γ2∂yΛ, (4.34)
Γ2 =
1
2
γ2γ1∂xΛ.
4.4 Densidad de estados.
A continuacio´n analizaremos las consecuencias f´ısicas que conlleva la existencia de
defectos topolo´gicos en una la´mina de grafeno, en concreto, analizaremos los cambios
en la densidad local de estados. En los ejemplos que discutiremos a continuacio´n
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hemos optado por mantenernos en el nivel de complejidad ma´s bajo, de tal forma
que estudiaremos configuraciones de defectos para las cuales las contribuciones de los
campos gauge asociados a las matrices Σ y RP son nulas, tal como discutimos en el
cap´ıtulo anterior. De este modo, podremos centrarnos en entender de que´ manera la
curvatura de la la´mina de grafeno modifica la estructura electro´nica dentro de este
modelo geome´trico.
Como sabemos del cap´ıtulo 1, la densidad de estados, definida como el nu´mero
de estados electro´nicos por unidad de a´rea y de energ´ıa, se puede calcular a partir de
la funcio´n de Green a dos puntos, siendo la densidad de estados la parte imaginaria
de dicha funcio´n de Green. En una la´mina de grafeno perfecto, debido a que existe
simetr´ıa traslacional, dicha densidad de estados es independiente de la posicio´n y es
proporcional al valor absoluto de la energ´ıa. En presencia de desorden, la simetr´ıa
bajo translaciones se pierde y la funcio´n de Green a dos puntos deja de depender de
la combinacio´n r − r′ y por lo tanto la densidad de estados pasara´ a depender de la
posicio´n en la la´mina:
ρ(r, E) = lim
r→r′
TrImG(E, r, r′)γ0. (4.35)
En lo que sigue, vamos a calcular la funcio´n de Green a dos puntos resolviendo la
ecuacio´n de Green en espacios curvos :
γ0EG(E, r, r′)− ivFγj(r) (∂j + Γj)G(E, r, r′) = 1√
g
δ(2)(r− r′). (4.36)
La ecuacio´n (4.36) es en principio, demasiado complicada para resolverla de forma
general, por lo que optaremos por resolverla de forma perturbativa en el para´metro
λ obteniendo correcciones perturbativas a la densidad de estados local.
Desarrollando en serie de potencias de λ en (4.36), obtenemos a primer orden en
λ la siguiente ecuacio´n:
γ0EG(E, r, r′)− ivFγj∂jG(E, r, r′)− V (E, r)G(E, r, r′) = δ(2)(r− r′), (4.37)
que interpretamos como la ecuacio´n de Green para la funcio´n de Green en el espacio
plano en presencia del potencial externo V (E, r),
V (E, r) = −EΛ(r) + ivFΛ(r)γj∂j + ivF
2
γj (∂jΛ(r)) . (4.38)
En la expresio´n (4.38) reconocemos te´rminos similares de velocidad dependiente de
la posicio´n generada por el desorden
ivFΛ(r)γ
j∂j
que aparece en (4.25) y el te´rmino correspondiente al campo gauge
ivF
2
γj (∂jΛ(r))
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, ana´logo a (4.21). Tambie´n obtenemos un te´rmino extra, dependiente de la energ´ıa,
que no aparece en el ana´lisis que hicimos sobre el hamiltoniano. Este te´rmino es
consecuencia de la estrategia que estamos utilizando para calcular la densidad de
estados a partir de la resolucio´n de la ecuacio´n de Green (4.36). Una vez que hemos
Figura 4.5: Representacio´n picto´rica de la ecuacio´n integral (4.39). La l´ınea vertical
continua representa a G(E, r− r′) y la estrella representa el potencial V (E, rj).
transformado el problema de resolver la ecuacio´n de Green en un espacio curvo al
problema de resolver la ecuacio´n de Green en un espacio plano con un potencial de
desorden V (E, r), podemos emplear la metodolog´ıa esta´ndar disen˜ada para resolver
estos problemas[45].
La ecuacio´n diferencial (4.37) puede convertirse en la siguiente ecuacio´n integral
G(E, r, r′) = G0(E, r− r′) +
∫
d2r2G0(E, r− r2)V (E, r2)G(E, r2, r′), (4.39)
que resolveremos de forma iterativa en serie de potencias de λ, para´metro que se
encuentra incluido en la funcio´n Λ(x, y). Por consistencia, nos quedamos en el primer
orden en λ, ya que en la deduccio´n de la ecuacio´n (4.37) nos quedamos con el primer
orden en λ. El ca´lculo de la funcio´n de Green a mayor orden en λ requerir´ıa calcular
V (E, r) a orden O(λ2), as´ı como el te´rmino de orden O(λ2) para el potencial (4.38).
A orden O(λ), la funcio´n de Green (4.39) se escribe como
G(E, r, r′) ' G0(E, r− r′) +
∫
d2r2G0(E, r− r2)V (E, r2)G0(E, r2 − r′). (4.40)
Puesto que se trata de utilizar la funcio´n de Green para calcular las correcciones a
la densidad de estados ∆ρ(E, r) ≡ ρ(E, r)− ρ0(E, r), nos centraremos en el segundo
te´rmino de (4.40), del cual extraeremos ∆ρ(E, r).
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Empleando la expresio´n de la funcio´n de Green libre:
G0(E, r− r′) =
∫ d2k
4pi2
(
Eγ0 − vFγjkj
E2 − v2Fk2 + i²
)
e−ik(r−r) (4.41)
y
Λ(r2) =
∫ d2p
4pi2
eipr2Λ(p), (4.42)
con
Λ(p) =
N∑
j
λje
prj
p2
(4.43)
en el l´ımite r′ → r la traza del segundo te´rmino de la ecuacio´n (4.40) queda
Figura 4.6: Izquierda: Imagen de la correccio´n a la densidad local de estados inducida
por un par hepta´gono-penta´gono en una porcio´n amplia de la muestra de grafeno, a
una energ´ıa normalizada ω = 0.7. El par de defectos se encuentra localizado en el
centro. La imagen muestra que la correccio´n a la densidad de estados es mayor en
puntos pro´ximos a las posiciones de los defectos. Derecha: Detalle de la densidad de
estados con el par localizado fuera de la imagen.
TrG(E, r, r) =
λ
2pi3v2F
∫
d2peiprΛ(p)Γ(E,p), (4.44)
donde Γ(E,p) es
Γ(E,p) =
∫
d2q
8E3 − 2Eq2
(E2 − q2 + i²)(E2 − (q − p)2 − i²) . (4.45)
La correccio´n a la densidad de estados ∆ρ(E, r) se obtiene, como hemos dicho, to-
mando la parte imaginaria de (4.44):
∆ρ(E, r) =
2Eλ
2pi3v2F
N∑
j
∫
dk
J0(Erj)
k2
(4E2 − k2)F (E, k), (4.46)
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donde J0(Erj) es la funcio´n de Bessel de primera especie de orden 0, y la funcio´n
F (E, k) viene dada por las siguientes expresiones
F (E, k) =

− arg tanh
( √
k2−E2√
k2−4E2
)
√
k2−4E2 , 4E
2 < k2
arctan
(
k√
4E2−k2
)
√
4E2−k2 , 4E
2 > k2
 (4.47)
A continuacio´n utilizaremos el resultado (4.46) para discutir algunos casos de
intere´s f´ısico. Comenzaremos por la situacio´n en la que tenemos una u´nica pareja
de defectos penta´gono-hepta´gono situados en posiciones (−1, 0) y (1, 0), en notacio´n
quiral. En la figura (4.6) se muestra la correccio´n a la densidad de estados para esta
Figura 4.7: Correccio´n a la densidad de estados en diferentes puntos de la muestra,
indicados en la leyenda, como funcio´n de la energ´ıa. El par hepta´gono-penta´gono se
encuentra localizado en las mismas posiciones que en la figura (4.4).
disposicio´n de defectos a una energ´ıa (normalizada a una frecuencia de corte Ω) de
ω = 0.7. El color verde corresponde a las zonas donde la correccio´n es casi nula o nula,
el color rojo corresponde a zonas donde aparece acumulacio´n de densidad de estados,
siendo el azul correspondiente a zonas donde la densidad de estados ha disminuido.
En la figura (4.6, izquierda) la imagen esta´ dominada por la densidad de estados en
las regiones que rodean ambos defectos. En torno a la posiciones de los defectos, la
correccio´n a la densidad de estados (4.46) es divergente, y la validez de la aproximacio´n
(4.40) se pierde. Sin embargo, lejos de las posiciones de los defectos, donde las
aproximaciones realizadas tienen validez, observamos una modulacio´n de la densidad
de estados que presenta un marcado cara´cter bipolar, hecho que esta´ de acuerdo
con simulaciones nume´ricas[46]. La figura (4.7) muestra la densidad de estados para
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Figura 4.8: Densidad de estados local para dos pares de defectos hepta´gono-penta´gono
para cuantro energ´ıas diferentes.
la misma disposicio´n de defectos que la figura (4.6) como funcio´n de la energ´ıa, en
distintos puntos de la la´mina. En esta figura se ve de forma clara que la densidad de
estados presenta oscilaciones a medida que la variamos la energ´ıa, y dichas oscilaciones
dependen fuertemente de la posicio´n sobre la la´mina de grafeno donde se observen.
En una muestra real, los defectos se encuentran repartidos de forma aleatoria y,
obviamente, en mayor nu´mero, as´ı que podemos estudiar configuraciones de defectos
que, cumpliendo las ligaduras impuestas para la anulacio´n de los campos gauge extras,
puedan representar esta situacio´n ma´s realista. En la figura (4.8) mostramos, para
diferentes energ´ıas, la correccio´n a la densidad de estados local para dos defectos
compuestos de un hepta´gono y un penta´gono. A energ´ıas bajas, la correccio´n es casi
cero, salvo en las regiones que rodean los defectos, en donde, como hemos dicho, la
aproximacio´n adoptada carece de validez. A medida que aumentamos la energ´ıa, la
densidad de estados se va viendo modificada en forma de oscilaciones inhomoge´neas,
debidas principalmente a la orientacio´n relativa de los defectos (no´tese que se sigue
apreciando el cara´cter dipolar en las proximidades de los pares). Tambie´n es relevante
mencionar que no parece que la longitud de onda de las oscilaciones escale de manera
inversa con la energ´ıa, como ocurre con un dipolo en electromagnetismo cla´sico.
Los defectos de tipo Stone-Wales constituyen otra disposicio´n de defectos de in-
tere´s para estudiar. Como ya sabemos, estos defectos son los que tienen mayor pro-
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Figura 4.9: Correccio´n a la densidad de estados local para un defecto de tipo Stone-
Wales.
babilidad de ocurrir en la realidad, ya de forma natural o en muestras artificialmente
dan˜adas.
En la figura (4.9) se muestra la densidad de estados a una energ´ıa normalizada
constante ω = 0.7 en una muestra amplia de grafeno que contiene en su centro un
defecto Stone-Wales. Como en los casos anteriores, las modificaciones en la densidad
de estados se encuentran fuertemente atenuadas, debido a la presencia de las correc-
ciones no va´lidas en los entornos muy pro´ximos al defecto. En la figura (4.9, derecha),
se muestra una seccio´n de la´mina de grafeno con el defecto localizado fuera del plano.
Como antes, se observan claramente ondulaciones ordenadas en la densidad de es-
tados, debidas a la simetr´ıa del defecto, y pueden compararse, al menos de forma
cualitativa, con modificaciones a la densidad de estados encontradas en simulaciones
de nanotubos que contienen dichos defectos[35].
4.5 Efecto de la curvatura suave en la estructura
electro´nica.
En las secciones anteriores hemos empleado el formalismo de espinores en espacios
curvos para describir el comportamiento electro´nico de baja energ´ıa en una la´mina
de grafeno con curvatura inducida u´nicamente por defectos topolo´gicos.
En la introduccio´n del presente cap´ıtulo hemos visto que gran la mayor´ıa de mues-
tras de grafeno depositadas sobre un sustrato[40] o suspendidas[5] presentan corruga-
ciones espaciales, visibles a trave´s de microscop´ıa de por transmisio´n de electrones[47]
y por espectroscop´ıa de efecto tu´nel[48].
Aunque la existencia de defectos topolo´gicos es una fuente de corrugacio´n en
grafeno, no podemos decir que sea la u´nica: fluctuaciones te´rmicas y corrugaciones
en el sustrato inducira´n curvatura en una la´mina de grafeno. Por otro lado, sabemos
que la curvatura inducida por los defectos es singular y esta´ localizada donde se situ´a
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el defecto. La pregunta que nos hacemos ahora es que´ efectos podemos esperar de
una muestra de grafeno donde, sin especificar el motivo, se presentan regiones con
curvatura suave y ma´s o menos extensa.
Para responder esa pregunta contamos con las herramientas matema´ticas que
hemos descrito en las secciones anteriores, por lo que seguiremos el mismo programa
que propusimos para el estudio de los efectos en la estructura electro´nica en grafeno
curvado por defectos topolo´gicos.
El primer paso es describir la superficie de grafeno curvado a trave´s de una me´trica.
Consideraremos que la superficie, inmersa en el espacio tridimensional, se puede des-
cribir por medio de la funcio´n z(r) que representa la altura de la superficie con respecto
a la situacio´n plana z = 0. Por sencillez, consideraremos regiones curvas con simetr´ıa
bajo rotaciones, por lo que z sera´ funcio´n u´nicamente de la coordenada radial r:
z(r) = z(r). La me´trica de la superficie vendra´ descrita entonces por el elemento de
l´ınea
ds2 = dr2 + r2dθ2 + dz2 = (1 + αf(r)) dr2 + r2dθ2, (4.48)
donde hemos escrito (α es un para´metro libre que emplearemos para cuantificar cua´nto
nos alejamos de la situacio´n plana)
dz2 =
(
dz
dr
)2
dr2 ≡ αf(r)dr2. (4.49)
Los u´nicos requisitos sobre la funcio´n f son que la superficie sea asinto´ticamente
Figura 4.10: Forma de la corrugacio´n descrita por la funcio´n z(r) para simular la
superficie curva suave de grafeno.
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plana, es decir, f(r)→ 0 en el l´ımite r →∞, y que la superficie z(r) sea suave en el
origen r = 0, condicio´n que se traduce en que la funcio´n f se anule suficientemente
ra´pido en el origen. El ejemplo ma´s sencillo de dicha situacio´n es el de una corrugacio´n
con forma de gaussiana, que utilizaremos para mostrar de que´ manera funciona el
modelo:
z = A exp
(
−r
2
b2
)
, (4.50)
donde A es la altura ma´xima de la gaussiana, y b es la anchura de la gaussiana. Con
esta eleccio´n para la funcio´n z(r) la funcio´n f(r) y el para´metro α quedan definidos
como
f(r) = 4
(
r
b
)2
exp
(−2r2
b2
)
(4.51)
y α = (A/b)2. Las corrugaciones que se observan experimentalmente nos proporcio-
nan valores t´ıpicos para el cociente entre la anchura y la altura de la gaussiana se
pueden encontrar en las referencias [39] y [49], variando en un rango de entre 0.1 y
0.3. Dicho rango se traduce para el para´metro α en 0.01 y 0.1, aproximadamente,
permitie´ndonos estudiar el efecto de la curvatura en la densidad de estados en el
re´gimen perturbativo del para´metro α.
Los vectores eaµ calculados para la me´trica definida en (4.48) se pueden escribir de
forma matricial como
eaµ =
(
(1 + αf)1/2 cos θ −r sin θ
(1 + αf)1/2 sin θ r cos θ
)
. (4.52)
Los vectores descritos en (4.52) no se reducen a los vectores eaµ planos cuando α = 0
que corresponder´ıan a la situacio´n plana en (4.18). Esto se debe a que la condicio´n
(4.1) no define de forma un´ıvoca los vectores eaµ, y la eleccio´n de un conjunto u otro
no tiene ninguna relevancia a la hora de calcular magnitudes f´ısicas. Este hecho va a
quedar patente una vez conocidas las componentes de la conexio´n de esp´ın:
Γr = 0 , Γθ =
1− (1− αf)−1/2
2
γ1γ2 (4.53)
La eleccio´n de d´ıadas (4.53) no se reduce al caso plano descrito en la seccio´n anterior,
cuando estudiamos el efecto de una disclinacio´n aislada en coordenadas polares en el
l´ımite plano β = 0. Esto se debe simplemente a la libertad definicio´n de las d´ıadas
que nos permite la ecuacio´n (4.1). La ley de transformacio´n de (4.52) en el l´ımite
α = 0 al sistema de vectores eaµ descrito en la seccio´n anterior en el l´ımite β = 0
eaµ =
(
1 0
0 r
)
, (4.54)
es una simple rotacio´n de a´ngulo θ en torno al eje perpendicular a la superficie:
Λµν(x) =
(
cos θ sin θ
− sin θ cos θ
)
. (4.55)
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La representacio´n espinorial (4.5) de la transformacio´n (4.55) es la conocida matriz
D(Λµν) = exp
(
1
2
θγ3
)
. (4.56)
Introduciendo esta D(Λ) en la expresio´n (4.10) obtenemos la conexio´n de esp´ın para
el sistema de coordenadas decrito por (4.54) en el l´ımite plano:
Γµ = iγ
3∂µθ(r)⇒ γθAθ = γ11
r
,
como cab´ıa esperar.
Para calcular la densidad de estados, seguiremos la estrategia definida en la seccio´n
anterior para el caso de mu´ltiples defectos. Una vez calculada la conexio´n de esp´ın
y las d´ıadas, resolveremos perturbativamente la ecuacio´n de Green (4.36) para este
caso, y de ella extraeremos las correcciones a la densidad de estados local. Aunque la
estrategia a seguir sea la misma, vamos a proceder de un modo ligeramente diferente
al caso anterior, para aprovechar al ma´ximo las ventajas de la simetr´ıa rotacional que
presenta el problema.
Puesto que vamos a trabajar a orden O(α), desarrollaremos el te´rmino g−1/2 que
multiplica a δ(2)(r − r′) en el lado derecho de (4.36): g−1/2 ' 1
r
(1 − αf
2
). En cuanto
al lado izquierdo de (4.36), el desarrollo en serie a orden O(α) genera el te´rmino de
potencial
V (r, θ) =
ivFαf(r)
2
Γ(θ)
(
1
2r
− ∂r
)
, (4.57)
en donde la funcio´n Γ(θ) quedara´ definida ma´s adelante. En el potencial (4.57) junto
con el te´rmino libre que aparecera´ en la ecuacio´n de Green, podemos identificar los
te´rminos de velocidad de Fermi modificada en la direccio´n radial, a orden O(α):
vr = vFΓ(θ)(1− 1
2
αf(r)),
y el potencial magne´tico
Aθ =
αf(r)
2r
.
El campo magne´tico asociado a Aθ, a orden ma´s bajo en el para´metro α es
Bz =
1
4r
αf ′(r). (4.58)
La magnitud de este campo magne´tico resulta ser del orden de 0.5 a 2 Teslas, compa-
tible con las estimaciones dadas en la referencia [49], siendo una posible explicacio´n a
la ausencia de localizacio´n de´bil descrita all´ı. Es interesante notar que la velocidad de
Fermi modificada por la curvatura es siempre menor que el valor vF , independiente-
mente del tipo de superficie considerada. Inspiradas por este trabajo se han realizado
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recientemente medidas de microscop´ıa tu´nel sobre muestras de grafeno suspendido
que sugieren la existencia de una variacio´n local de la velocidad de Fermi. El ana´lisis
de estos resultados experimentales en el marco de la teor´ıa de espinores en grafeno
curvo sera´ objeto de un estudio futuro.
A continuacio´n expondremos los resultados obtenidos para las correcciones a la
densidad de estados. El primer te´rmino en el desarrollo de G(E, r, r′) equivalente a
(4.40), teniendo en cuenta los dos te´rminos originados por g−1/2 y la representacio´n
de la funcio´n delta de Dirac en coordenadas polares, es:
G(E, r, r′) = G0(E, r−r′)−1
2
αf(r)G0(E, r−r′)+
∫
d2r2G0(E, r−r2)V (r2)G0(E, r2−r′).
(4.59)
Aunque en el caso de mu´ltiples defectos topolo´gicos, trabajamos con la representacio´n
Figura 4.11: Correccio´n a la densidad de estados local bajo la corrugacio´n en una
la´mina de grafeno. Color oscuro significa una contribucio´n negativa a la densidad
de estados, mientras que la escala de colores clara indicara´ contribuciones positivas
respecto de la densidad de estados libre para el grafeno a la energ´ıa dada.
de momentos del propagador, aqu´ı nos mantendremos en el espacio real, por lo que
tendremos que definir el propagador de Dirac (4.41) en coordenadas polares. La forma
ma´s sencilla es aplicar la bien conocida relacio´n existente entre el propagador de Dirac
y el propagador de Klein-Gordon
G0Dirac = D(x)G0Klein−Gordon (4.60)
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a trave´s del operador de Dirac en coordenadas polares:
D(x) = γ0E + i
(
Γ(θ)∂r + Γ
′(θ)
1
r
∂θ
)
, (4.61)
donde
Γ(θ) = γ1 cos θ + γ2 sin θ, (4.62)
Γ′(θ) = −γ1 sin θ + γ2 cos θ.
El propagador de Klein-Gordon en el espacio de posiciones tiene la forma
G0Klein−Gordon(E, r− r′) = − i
4
H0(E|r− r′|), (4.63)
siendo H0 la funcio´n de Hankel de orden cero[50]. La aplicacio´n del operador (4.61)
a (4.63) genera la siguiente expresio´n para el propagador de Dirac en te´rminos de H0
y la funcio´n de Hankel de orden uno:
G0Dirac(E, r− r′) = −iE
4
γ0H0(E |r− r′|)− E
4 |r− r′|H1(E |r− r
′|) [rΓ(θ)− r′Γ(θ′)] .
(4.64)
Usando las expresiones (4.64), (4.59) y (4.35), llegamos a la expresio´n siguiente para
la densidad de estados local:
ρ(E, r′) = 4g
E
2pi
1
(vF h¯)2
[1− αf(r
′)
2
+
α
8
∫
drdθ
4E2f(r)r
r − r′ cos(θ − θ′)
(r2 + r′2 − 2rr′ cos(θ − θ′))1/2Y1(E∆r)J1(E∆r)−
[2f ′(r) + rf ′′(r)Y0(E∆r)J0(E∆r)]], (4.65)
en donde hemos definido ∆r = |r − r′| y J0,1, Y0,1 son funciones de Bessel de primera
y segunda especie, respectivamente. Exceptuando el ca´lculo expl´ıcito de los factores
geome´tricos, en los ca´lculos anteriores, no se ha hecho mencio´n expl´ıcita a la forma
concreta de la corrugacio´n, por lo que, aunque en las figuras se haya escogido una
forma de gaussiana, la discusio´n que sigue sera´ general para cualquier tipo de funcio´n
z(r) axialmente sime´trica.
De la ecuacio´n (4.65) se aprecia que, debido a la presencia de funciones de Bessel,
la correccio´n a la densidad de estados muestra oscilaciones cuya frecuencia crece al
aumentar la energ´ıa y cuya amplitud decrecera´ con la distancia como r−1. En la figura
(4.11) se muestra la correccio´n a la densidad de estados local para una corrugacio´n
correspondiente a los para´metros b = 50A˚ y una energ´ıa E = 0.1eV. El ma´ximo valor
de la correccio´n con respecto al valor de la densidad de estados libre a esa energ´ıa
es del orden de un uno por ciento, para una corrugacio´n correspondiente al valor
α ∼ 0.01.
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Figura 4.12: Comparacio´n entre la correccio´n a la densidad de estados (linea de
puntos) en unidades arbitrarias, la forma de la corrugacio´n (color rojo) y la curvatura
de dicha corrugacio´n (color amarillo).
En la figura (4.12) comparamos la correccio´n a la densidad de estados con la mor-
folog´ıa de la corrugacio´n (en este caso s´ı definida como una gaussiana) y la curvatura
de la superficie descrita por dicha gaussiana. A bajas energ´ıas, se puede ver que el va-
lor mı´nimo de la correccio´n esta´ correlacionado con el el primer cero de la curvatura,
que, de nuevo para el caso particular de la gaussiana, corresponde a
√
2b.
En el caso general de una corrugacio´n de perfil arbitrario, se puede demostrar que
el potencial gauge efectivo no contribuye a la correccio´n a la densidad de estados a
primer orden en teor´ıa de perturbaciones. En este caso, como el caso de los defectos
topolo´gicos, el campo inducido sera´ proporcional a la matriz γ3, lo que significa que
de manera efectiva, cada uno de los dos conos en el la relacio´n de dispersio´n notara´ un
campo magne´tico de signo contrario, mantenie´ndose el sistema completo invariante
bajo inversio´n espacial. En equilibrio, la corriente total sera´ cero, lo que significara´
que la carga no se acopla al campo magne´tico, al menos en primer orden de teor´ıa
de perturbaciones[51]. Esta consideracio´n explica el hecho de la anulacio´n de la
contribucio´n a la densidad de estados asociada al campo gauge.
Por u´ltimo, comentaremos que el valor ma´ximo de la correccio´n a la densidad de
estados se concentra en torno al taman˜o t´ıpico de la corrugacio´n, por lo que en un
experimento de STM, las modificaciones ma´s altas a la densidad de estados debera´n
estar en correspondencia con la morfolog´ıa de la superficie.
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4.6 Conclusiones.
En el presente cap´ıtulo, hemos planteado un formalismo alternativo al modelo de
fermiones de Dirac en presencia de campos gauge, estudiado en el cap´ıtulo anterior.
Dicho formalismo, consistente en el estudio de dichos fermiones en un espacio curvo
junto con los campos gauge mencionados generaliza y complementa el modelo de
campos gauge, pudie´ndose analizar disposiciones de defectos para las cuales el mero
modelo de campos es sospechoso. Hemos calculado perturbativamente las correcciones
a la densidad de estados local para varias disposiciones de defectos, algunos de ellos
de relevancia f´ısica, como el defecto Stone-Wales, para el cual el modelo de campos
gauge no da correccio´n alguna.
Las corrugaciones en grafeno pueden tener ma´s or´ıgenes aparte de los defectos
topolo´gicos. En la u´ltima parte de este cap´ıtulo, hemos aplicado el modelo de espacios
curvos a la situacio´n de una la´mina de grafeno con curvatura suave. Hemos calculado
las correcciones a la densidad de estados va´lidas para corrugaciones con simetr´ıa axial,
aunque hayamos tomado como referencia una corrugacio´n con forma gaussiana. Junto
con oscilaciones caracter´ısticas, hemos encontrado que el campo gauge asociado a la
curvatura no contribuye a estas correcciones de la densidad de estados, al menos a
primer orden en teor´ıa de perturbaciones, como era de esperar.
Cap´ıtulo 5
Desorden topolo´gico y transporte
en grafeno.
5.1 Introduccio´n. Situacio´n experimental.
En muestras experimentales de taman˜os t´ıpicos del orden de unas cuantas micras,
el desorden, independientemente de su origen, puede jugar un papel relevante en
algunas de las propiedades f´ısicas del sistema. En muestras de ese taman˜o, la variedad
de formas de distribuirse dicho desorden sobre la muestra es enorme. Esto hace que
cuando se mida sobre diferentes muestras, encontremos magnitudes que var´ıen de
muestra a muestra de manera aleatoria; magnitudes que, au´n variando entre muestras,
presenten un patro´n que puede ser estudiado en forma de ley f´ısica; y por u´ltimo
magnitudes que tienen un caracter universal, independiente de cual muestra se este´
analizando. Para estas dos u´ltimas categor´ıas hay que establecer un modelo para el
desorden en el que la distribucio´n concreta de defectos sobre la muestra sea irrelevante.
A menudo el desorden puede describirse por medio de un potencial V (r, rα) que
depende expl´ıcitamente de las posiciones rα de los defectos. El formalismo a utilizar
debe permitirnos calcular observables independientes de rα pero dependientes de unos
pocos para´metros que caractericen el tipo de desorden, y eventualmente, la densidad
de defectos presente.
Desde las primeras observaciones experimentales sobre conductividad realizadas
sobre muestras de grafeno[52, 53], una de las propiedades ma´s sorprendentes y que
ma´s atencio´n ha recibido es la obtencio´n de un valor mı´nimo finito, del orden del
cuanto de conductancia ∼ 4e2/h. La observacio´n ma´s robusta en situacio´n de medio
llenado parece ser independiente de la temperatura en un amplio rango de tempera-
tura. Otro hecho a destacar es la dependencia de la conductividad con el potencial
de puerta aplicado, o lo que es lo mismo, con la densidad de portadores. En las prime-
ras observaciones experimentales, se observaba un comportamiento lineal con dicha
densidad de portadores, salvo, como hemos mencionado antes, en situacio´n de medio
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Figura 5.1: Conductividad mı´nima en el grafeno. En esta figura se muestra el va-
lor de la conductividad en torno al punto de neutralidad de carga, como funcio´n
de la movilidad de los portadores µ, para diferentes muestras. La mayor´ıa de las
muestras muestran un valor de σmin en torno al valor 4e
2/h, salvo en dos casos (de
aproximadamente 50). La muestra marcada en color verde mostro´ inicialmente un
valor anormalmente alto de σmin, que, tras calentamiento a 400K, adquirio´ un valor
pro´ximo al valor medio. Por otra parte, solamente el valor teo´rico 4e2/pih, predicho
por la mayor parte de las teor´ıas de transporte en grafeno fue obtenido para una
muestra.
llenado n ∼ 0, para la que se alcanza el valor σ ∼ 4e2/h. Ma´s tarde, se comprobo´
que el comportamiento lineal de la conductividad con la densidad de portadores no
es universal en grafeno, dependiendo por ejemplo, de la geometr´ıa [55, 56] o del tipo
de impurezas en la muestra[54].
Desde que se publicaron los primeros datos experimentales (e incluso antes) que
suger´ıan un valor mı´nimo universal en ausencia de portadores, se ha realizado un gran
esfuerzo teo´rico para tratar de entender dicho feno´meno[57, 58, 56, 59, 60, 61, 62, 63,
64].
Es interesante observar que, en el re´gimen bal´ıstico, es decir, en ausencia de inter-
acciones y desorden, teo´ricamente se espera un valor finito y universal de la conduc-
tividad, en contraposicio´n a lo que se espera para un gas de electrones bidimensional
usual. El concepto clave para entender este hecho es el llamado “Zitterbewegung”[58].
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Figura 5.2: Variacio´n de la conductividad con el potencial de puerta Vg en ausencia
de campo magne´tico. Se puede apreciar el mı´nimo en la conductividad σmin a vol-
tajes de puerta cercanos a cero. El comportamiento en forma de V que presenta la
figura anterior no es universal, variando de muestra a muestra de un comportamiento
lineal a sublineal. Este hecho se considera que esta´ relacionado con la naturaleza
de las impurezas en la muestra[54]. En la figura interior se muestra una imagen de
microscop´ıa de efecto tu´nel de una muestra t´ıpica de taman˜o cercano a la micra.
Este feno´meno fue propuesto por primera vez por E. Schro¨dinger en los an˜os 30 en
su ana´lisis de las soluciones en forma de paquetes de onda de la ecuacio´n de Dirac.
La idea clave subyacente al “Zitterbewegung” es la no conmutatividad del operador
corriente con el hamiltoniano de Dirac, lo que se traduce en que la corriente no se
conserva con el tiempo. El mero hecho de la no conservacio´n de la corriente implica
que las correlaciones entre valores de la corriente a diversos tiempos produzcan un
valor finito en la conductividad, tal y como se deduce de la fo´rmula de Kubo. Como
se puede ver, empleando la fo´rmula (A.13) del ape´ndice A, junto con el valor a orden
a´rbol del tensor polarizacio´n para el grafeno[65],
Kxx =
8e2
h¯
√
ω2 − v2Fk2,
obtenemos el valor universal σmin =
4e2
h¯
.
Muy recientemente, han surgido trabajos en los que se considera la posibilidad de
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que la conductividad mı´nima no sea universal, dependiendo, entre otros para´metros,
de la densidad de desorden. Por ejemplo, en la referencia [54] se especula con la
posibilidad de que la naturaleza de las impurezas sea determinante a la hora de
determinar el valor de la conductividad mı´nima y de la forma de la conductividad
como funcio´n del voltaje de puerta. En esta l´ınea de razonamiento, se ha investigado
con ma´s detalle el papel de las impurezas cargadas situadas en el sustrato, en la
situacio´n en la que el potencial qu´ımico esta´ lejos del punto de Dirac. En este caso, se
obtiene, tanto teo´rica como experimentalmente[66, 67] un valor para la conductividad
proporcional al cociente entre la densidad de portadores n y la densidad de impurezas
nimp: σmin ∼ nnimp . El escenario anterior se puede generalizar a la situacio´n en la que
el voltaje externo se sustituye por un sustrato cargado[68] que genera fluctuaciones en
la densidad de portadores, encontra´ndose que el valor de la conductividad es de nuevo
no universal, y verifica´ndose la ley de escala anterior, donde el papel de densidad de
impurezas lo juega la fluctuacio´n de carga δn inducida por el sustrato.
Exceptuando el trabajo de Nomura y MacDonald[54], todos los resultados ante-
riores esta´n basados en la presencia de una densidad de portadores en la muestra,
ya sea inducida por la aplicacio´n de un voltaje de puerta externo o generada por la
presencia de impurezas cargadas en el sustrato. Una de las preguntas que nos vamos
a hacer en este cap´ıtulo es que´ cabe esperar en cuanto a la universalidad del valor de
la conductividad mı´nima en presencia de desorden topolo´gico, donde la densidad de
portadores es inicialmente nula y no existe un mecanismo externo que induzca den-
sidad de portadores en el grafeno, tal y como pasa con las impurezas cargadas. Un
resultado interesante al que llegaremos es que, al menos a nivel semicla´sico, el valor
de la conductividad mı´nima no es universal, y depende inversamente de la densidad
de desorden, σ
(0)
min ∼ 1nimp , comportamiento t´ıpico de los sistemas difusivos.
5.2 El modelo.
En esta seccio´n vamos a recordar brevemente el modelo propuesto para estudiar
el efecto del desorden topolo´gico sobre la estructura electro´nica del grafeno.
Como hemos visto, un defecto topolo´gico consiste en la substitucio´n de un anillo
hexagonal por un anillo poligonal de n lados, donde n es distinto de 6. Para definir
mejor el modelo, nos vamos a centrar en penta´gonos y hepta´gonos, que son los defectos
que se pueden encontrar con mayor probabilidad en muestras reales.
En el cap´ıtulo anterior vimos que la inclusio´n de dichos defectos sobre una muestra
plana de grafeno genera dos tipos de efectos: curvatura local, e introduccio´n de fases
extra de tipo Aharonov-Bohm.
Sin despreciar el efecto de dichas fases extra, cuya presencia genera efectos muy
interesantes sobre la estructura electro´nica [9, 30, 33, 69], en el presente cap´ıtulo nos
vamos a centrar en los efectos que la curvatura induce sobre la estructura electro´nica
de la la´mina de grafeno curvada, siguiendo el modelo de fermiones de Dirac en espacios
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curvos descrito en los cap´ıtulos anteriores. Vamos a describir la situacio´n realista en
la que el nu´mero de defectos pentagonales y heptagonales es el mismo. Esta condicio´n
nos permite, primero, asegurar la planaridad asinto´tica de la muestra, es decir, vamos
a permitir que la muestra se curve localmente en puntos arbitrarios, pero que a gran
escala no se separe en manera apreciable de la situacio´n plana, y segundo, hacer que,
de entrada, una de las fases extra que inducen estos defectos, concretamente la fase
que da cuenta de la mezcla de los puntos de Fermi o valles asociada a la matriz τ2,
sea nula.
La segunda fase, relacionada con la no conmutatividad de los operadores de las
holonomı´as de traslacio´n y de mezcla de valles, va asociada con la matriz τ3⊗ 1, esta´
acompan˜ada por un para´metro η que puede tomar los valores ±1
3
y 0. Supondremos
que dicho para´metro η es nulo. Esto hace que los resultados que obtengamos no sean
totalmente generales. Sin embargo, la inclusio´n en el modelo de estos campos gauge
que no consideramos puede realizarse de forma sencilla, puesto que, al ser formalmente
similares al campo gauge asociado a la conexio´n de esp´ın, tras el promedio sobre
desorden generara´ un te´rmino de interaccio´n de tipo corriente-corriente.
En el cap´ıtulo anterior tambie´n vimos la forma de obtener la me´trica de un con-
junto de defectos, modificando la me´trica de un u´nico defecto co´nico, a trave´s de una
transformacio´n de coordenadas. En esta ocasio´n vamos a obtener la me´trica a trave´s
de la dina´mica de los defectos en la superficie curva. Esta forma de obtener el tensor
me´trico tiene la ventaja de permitirnos calcular correladores del factor conforme en
distintos puntos de la superficie. Este tensor me´trico, en coordenadas conformes, se
escribe como:
gij(r) = e
Λ(r)δij. (5.1)
Las ecuaciones que describen la dina´mica de los defectos se reducen a u´nica ecuacio´n
para el factor conforme Λ(r):
∇2Λ(r) =
N∑
j
µjδ(r− rj), (5.2)
cuya solucio´n en coordenadas conformes es
Λ(r) =
N∑
j
µj
2pi
log
∣∣∣∣r− rja∗
∣∣∣∣ (5.3)
El para´metro µj esta´ relacionado con el a´ngulo de defecto o exceso presente en el
defecto y toma los valores µ = ±1
6
, siendo el valor positivo para penta´gonos y negativa
para hepta´gonos. a∗ es una constante del orden de la constante de red, que se puede
interpretar como el radio del nu´cleo del defecto. El valor de µ permite desarrollar
en serie los te´rminos dependientes de µ en el hamiltoniano curvo (4.13) a trave´s de
(5.3). La dependencia expl´ıcita de los diferentes te´rminos que aparecen en (4.13)
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con el factor conforme Λ(r) se ha deducido en el cap´ıtulo anterior. El hamiltoniano
resultante es:
H = ivF
∫
d2r[(1 + Λ(r))ψ¯γi∂i +
i
2
ψ¯γi(∂iΛ(r))ψ]. (5.4)
En la ecuacio´n (5.4) aparecen dos te´rminos extra con respecto a la situacio´n plana. El
primer te´rmino representa una modificacio´n local de la velocidad de Fermi inducida
por la curvatura de la superficie. El segundo representa un campo magne´tico efectivo
Ai ∼ ∂iΛ(r).
Estos te´rminos de desorden son dependientes de las posiciones concretas rj de los
defectos. En el cap´ıtulo anterior vimos que la densidad de estados local se puede
modificar en un sistema con un conjunto pequen˜o de defectos. En este caso, nos va a
interesar la situacio´n en la que, en un sistema idealmente infinito, se ha introducido
un conjunto infinito de defectos, caracterizado por una densidad nimp. Adema´s, como
hemos mencionado en la introduccio´n, las propiedades de transporte no deben de-
pender de la distribucio´n concreta de defectos. En la siguiente seccio´n estudiaremos
la manera de construir funciones de transporte promediando sobre la distribucio´n de
defectos.
5.3 Promedio sobre desorden.
Definamos la funcio´n generatriz Z de un sistema de campos fermio´nicos ψ y ψ¯:
como la integral de camino
Z[Λ] =
∫
Dψ¯ψe−HD−
∫
drJ(r)Λ(r). (5.5)
El valor esperado de un cierto observable O puede obtenerse por medio de derivacio´n
funcional de la funcio´n generatriz 5.5:
O = δ
n
δJn
|J=0 lnZ[Λ, J ], (5.6)
donde hemos definido la funcio´n generatriz a trave´s de la integral de camino de los
campos
donde HD se definio´ en (5.4), y en general, O sera´ un funcional de Λ(r).
El promedio sobre desorden se puede definir como
〈O〉dis =
∫
DΛe−HΛ(O). (5.7)
Para darle cara´cter operacional a la definicio´n (5.7) es necesario tener una accio´n
para Λ(r). En la mayor´ıa de los trabajos sobre desorden, simplemente se considera
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la funcio´n que define el desorden V (r) como una variable estad´ıstica con un valor
promedio nulo 〈V 〉dis = 0 y una varianza finita,
〈V (r)V (r′)〉dis = ∆δ(r− r′).
Toda la informacio´n sobre la densidad de desorden esta´ contenida en el para´metro
adimensional ∆. En nuestro caso, podemos hacer una interpretacio´n un poco diferente
del desorden y determinar unas propiedades similares a partir de lo que sabemos de
la “dina´mica” de los defectos topolo´gicos.
Cuando definimos la funcio´n Λ(r), vimos que satisfac´ıa la ecuacio´n no homoge´nea
(5.2), en donde la curvatura S(r) =
∑N
j µjδ(r − rj) es el te´rmino independiente. La
solucio´n de (5.2) se puede escribir formalmente mediante la funcio´n de GreenK(r−r′)
como:
Λ(r) =
∫
dr′S(r, rj)K(r− r′). (5.8)
donde K es
K(r− r′) = log
∣∣∣∣∣r− r′a∗
∣∣∣∣∣ . (5.9)
Esto nos permite definir una accio´n HΛ para Λ(r) a partir de K(r− r′):
HΛ =
1
2nimpa∗
∫
drdr′Λ(r)K−1(r− r′)Λ(r′). (5.10)
Es importante notar el te´rmino adimensional nimpa
∗ en la definicio´n deHΛ, que jugara´
el mismo papel que juega ∆ en la definicio´n estad´ıstica de desorden anteriormente
mencionada.
En lo que sigue, vamos a trabajar en el espacio de momentos, en el cual HD tiene
la forma ((dp) ≡ d2p
4pi2
):
HD =
1
4pinimpa∗2
∫
(dp)Λ(p)p2Λ(−p). (5.11)
Con todo lo anterior podemos postular una varianza para la funcio´n Λ(p) como:
〈Λ(p)Λ(−p)〉 = 2pinimpa
∗2
p2
.
Una vez que tenemos definida la operacio´n de promedio sobre desorden, retorne-
mos a la definicio´n de valor esperado de un observable O como derivada variacional
de lnZ, y su promedio sobre desorden:
〈O〉dis =
〈
δn
δJn
|J=0 lnZ
〉
dis
≡
∫
DΛe−HD
1
Z[Λ, J = 0]
δn
δJn
|J=0Z[Λ, J ]. (5.12)
La integral funcional es, en general, imposible de hacer, debido a que la funcio´n Λ(r)
aparece tanto en el numerador como en el denominador.
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Este problema se puede solventar de tres maneras diferentes: supersimetr´ıa[70],
la te´cnica de contornos de Keldysh[71] y el truco de las re´plicas[72].
En el presente cap´ıtulo utilizaremos esta u´ltima te´cnica, consistente en modificar
la funcio´n de particio´n Z de tal manera que Z[Λ, J = 0] = 1 pero manteniendo la
definicio´n (5.12) intacta.
La base de esta te´cnica esta´ en la serie de igualdades formales
lnZ = lim
R→0
1
R
(eR lnZ − 1) = lim
R→0
1
R
(ZR − 1),
que permiten escribir (5.12) como
〈O〉dis = limR→0
1
R
δn
δJn
〈
ZR
〉
dis
. (5.13)
El resultado formal es que se puede realizar el ca´lculo de 〈O〉dis calculando ZR en
vez del logaritmo de Z. El ca´lculo de ZR no conlleva ningu´n problema, ya que, en
te´rminos de integral de camino,
ZR =
(∫
e−H
)R
=
∫
e−
∑
R
HR ,
y el promedio sobre desorden se hace ahora en una exponencial cuyo exponente de-
pende linealmente de Λ(r) . El nombre de truco de re´plicas procede del hecho de
haber “replicado” la accio´n R veces en la exponencial de la integral de camino. He-
mos pasado de trabajar con un conjunto de campos fermio´nicos (ψ¯, ψ) a trabajar con
R especies de campos (ψ¯R, ψR),promediados sobre R. Al final del ca´lculo se tomara´
el l´ımite R→ 0.
El u´ltimo paso entonces es el ca´lculo de〈
ZR
〉
dis
=
∫
DΛe−HΛZR.
Empleando (5.5) expresada en el espacio de momentos, calculando ZR con (5.4) y
realizando la integracio´n funcional sobre Λ(p), obtenemos el siguiente hamiltoniano
de “interaccio´n”:
H = H0 + v
2
F
λ
2
R∑
a,b
∫
(dk)(dk′)Γ(k, k′)(ψ¯aγiψa)(ψ¯bγiψb), (5.14)
donde λ = 2piµ2nimpa
∗2 y la suma es sobre ı´ndices de re´plica a y b. H0 es el hamilto-
niano libre usual
H0 =
∫
dkψ¯a(ωγ
0 − vFγk + iηM)ψa, (5.15)
Tanto en (5.14) como en (5.15) hemos definido dos tipos de campos fermio´nicos:
campos avanzados, para los cuales el para´metro η es positivo en (5.15), y campos
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retardados, donde η es negativo. En presencia de estos dos tipos de campos, y para η =
0 en (5.15), el hamiltoniano (5.14) posee una simetr´ıa O(2N). Cuando se introduce
el te´rmino asociado a η, dicha simetr´ıa se rompe y pasa a ser O(N) × O(N). Tal y
como se explica en la referencia [73], esta ruptura expl´ıcita de simetr´ıa genera modos
Goldstone, que como veremos ma´s adelante, se interpretan como los modos de difusio´n
del sistema. La matriz M se define, por tanto, como
M =
(
1 0
0 −1
)
2N
. (5.16)
En toda la discusio´n que se sigue, nos centraremos en estudiar lo que sucede al nivel
de Fermi, es decir, a ω = 0.
La funcio´n Γ(k, k′) tiene la expresio´n
Γ(k, k′) =
(
(k + k′)2
(k − k′)2 −
1
4
)
. (5.17)
El segundo te´rmino en Γ(k, k′) procede de la integracio´n funcional del potencial
vector en (5.4). Dicha integracio´n se ha realizado fa´cilmente en el espacio de mo-
mentos, donde ∂iΛ(r) → kiΛ(k). El correlador para el campo magne´tico efectivo
Ai ∼ ∂iΛ([74]) se ha tomado como
〈Ai(p)Aj(−p)〉 = δij2pinimpa∗2.
As´ı pues, el te´rmino correspondiente al campo magne´tico efectivo genera un
te´rmino de correlacio´n de corto alcance, mientras que el primer te´rmino de Γ(k, k′),
procedente del promedio del te´rmino que modifica localmente la velocidad de Fermi,
es un te´rmino aniso´tropo y fuertemente divergente en el l´ımite de dispersio´n hacia
delante: k′ → k. Esta divergencia procede del correlador 〈Λ(p)Λ(−p)〉 a momentos
pequen˜os, o, equivalentemente, a distancias muy largas. Vamos a regularizar esta
divergencia en (5.17) por medio de un cutoff δ:
Γ(k, k′) =
(
(k + k′)2
(k − k′)2 + δ2 −
1
4
)
. (5.18)
Podemos darle un significado f´ısico a δ. Si en vez de considerar un propagador de
largo alcance para los defectos que se comporta como 1
P 2
, consideramos un propagador
del tipo
K(p) ∼ 1
p2 + δ2
, (5.19)
que corresponde, en el espacio real, a cambiar el logaritmo en (5.9) por la funcio´n de
Bessel modificada de segunda especie:
K(r− r′) = K0(δ |r− r′|). (5.20)
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El te´rmino dominante en el desarrollo en serie de (5.20) para pequen˜os valores de δ
es
K(r− r′) ≈ log(δ |r− r′|). (5.21)
Podemos interpretar entonces δ como el inverso de la distancia χ sobre la cual dos
defectos topolo´gicos dejan de estar correlacionados.
Aunque hayamos encontrado un te´rmino de interaccio´n de cuatro fermiones tras
promediar sobre Λ(p), hay que recordar que estamos tratando con un problema de
dispersio´n ela´stica de electrones, en el cual los mo´dulos de los momentos de los estados
entrante y saliente tras un proceso de dispersio´n por una impureza se conservan. En
virtud de esta consevacio´n de momento, la expresio´n (5.18) no es funcio´n del mo´dulo
de los momentos, definiendo la diferencia de a´ngulos de incidencia y salida φ ≡ θk−θk′ ,
y δˆ2 ≡ δ2
k2
, encontramos
Γ(φ) =
(
cos2(φ/2)
sin2(φ/2) + δˆ2
− 1
4
)
. (5.22)
Podemos asumir, adema´s, que los momentos involucrados en nuestro problema esta´n
en un pequen˜o entorno de los puntos de Dirac, por lo que podemos suponer que 1/k
es del orden de la longitud de onda λ de dichos estados ( o la longitud de correlacio´n,
si estuvieran localizados). Por lo tanto podemos estimar δˆ del orden de λ/χ, siendo
χ comparable con el taman˜o del sistema L. Estas hipo´tesis no son suficientes para
caracterizar bien δˆ, siendo por tanto un para´metro incontrolable en nuestra teor´ıa.
Solamente realizaremos la hipo´tesis de que χ > λ. A pesar de ello, veremos que la
conductividad Drude calculada resulta ser independiente de este para´metro, y por lo
tanto, bien definida.
Para concluir esta seccio´n, vamos a descomponer Γ(φ) en armo´nicos,
Γ(φ) =
∑
n
Γne
−inφ =
∑
n
Γnχ
∗
n(kˆ)χn(kˆ
′), (5.23)
donde, por conveniencia, hemos definido χn(kˆ) = e
inθk . Esta descomposicio´n es de
enorme utilidad, ya que nos va a permitir determinar que´ canales de la interaccio´n
(5.14) van a ser los que realmente van a contribuir en el ca´lculo de la conductividad.
Adema´s, nos permite comparar nuestro modelo, que tiene mu´ltiples canales de dis-
persio´n, con modelos de corto alcance, en los cuales la dispersio´n ocurre u´nicamente
en el canal s.
Adelantando acontecimientos, vamos a encontrar que solamente los modos con
n = 0 y n = ±1 contribuyen al proceso de difusio´n electro´nica. Los valores expl´ıcitos
de los coeficientes Γn para estos valores de n son (Γ−n = Γn):
Γ0 =
1
δ
− 5/4 +O(δ) , Γ1 = 1
δ
− 2 +O(δ). (5.24)
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5.4 Aproximacio´n de campo medio. El modelo σ
no lineal.
En esta seccio´n vamos a construir la teor´ıa de campos de baja energ´ıa que des-
cribe el comportamiento a escalas muy grandes del sistema, es decir, a muy grandes
longitudes de onda[75].
Sustituyendo la descomposicio´n en armo´nicos en el hamiltoniano de interaccio´n
(5.14) tenemos:
Hint = v
2
F
λ
2
R∑
a,b
∫
(dk)(dk′)
∑
n
Γnχ
∗
n(kˆ)χn(kˆ
′)(ψ¯aγiψa)(ψ¯bγiψb), (5.25)
con λ = 2piµ2nimpa
∗2. Podemos transformar la interaccio´n corriente-corriente (5.25)
en una interaccio´n de tipo densidad-densidad aplicando una identidad de Fierz[76]:
(ψ¯1Mψ2)(ψ¯3Nψ4) =
∑
i
(ψ¯1Biψ4)(ψ¯3MBiNψ2), (5.26)
donde M y N son matrices gene´ricas de SU(2) y Bi = {1, γ1, γ2, γ5} es una base de
matrices de SU(2).
El hamiltoniano (5.25) se escribe, entonces, como
Hint = −v2F
g
2
R∑
a,b
∫
(dk)(dk′)
∑
n
Γnχ
∗
n(kˆ)χn(kˆ
′)
[
(ψ¯aψb)(ψ¯bψa)− (ψ¯aγ5ψb)(ψ¯bγ5ψa)
]
,
(5.27)
donde hemos definido g = 2λ. Es interesante notar que el hamiltoniano de interaccio´n,
tanto en la forma (5.25) como en (5.27), es invariante bajo transformaciones globales
continuas Uχ(1) quirales, en contraste con una interaccio´n de tipo (ψ¯aψb)
2 ([77]),
genuina de un problema de dispersio´n ela´stica iso´tropa de fermiones, que es invariante
bajo Uχ(1) discreta. Pese a esta diferencia, veremos que en ambos casos es posible
encontrar una solucio´n de campo medio que rompa esta simetr´ıa, tanto en el caso
continuo como en el discreto.
Podemos desacoplar la interaccio´n efectiva de cuatro fermiones(5.27) por medio
de una transformacio´n de Hubbard-Stratonovitch
Hint =
∫
(dk)
1
4gv2F
[
∑
n
Γn
(
Q2n +Π
2
n
)
+ i
∑
n
Γnχn(kˆ)ψ¯a (Qn − iγ5Πn)ψb]. (5.28)
Los campos Qabn y Π
ab
n son campos auxiliares matriciales de dimensio´n 2N , debido a
que hemos definido campos fermio´nicos retardados y avanzados. Podemos simplificar
los ca´lculos que vienen a continuacio´n realizando una transformacio´n unitaria que
diagonaliza el hamiltoniano libre (5.15) y deja inalterada la medida de integracio´n
funcional: ψ¯ → ψˆU+, Qn → UQnU+, Πn → UΠnU+, γ5 → Uγ5U+. Sin pe´rdida de
generalidad, renombraremos los campos transformados como los originales.
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Escribiendo la integral de camino
〈
ZR
〉
dis
en funcio´n de los campos auxiliares
Qabn y Π
ab
n e integrando los campos fermio´nicos (ψ¯, ψ), obtenemos la siguiente accio´n
efectiva:
Heff =
∫
Tr lnG−1 − 1
4gv2F
∑
n
Γn(Q
2
n +Π
2
n), (5.29)
donde hemos definido G como
G−1 = G−10 + iηM + i
∑
n
Γnχn(kˆ)(Qn − iγ5Πn), (5.30)
y
G−10 =
(
vFk 0
0 −vFk
)
⊗ 12N . (5.31)
La integral de camino escrita en te´rminos de los campos auxiliares, estara´ dominada
por las configuraciones de los campos Qabn y Π
ab
n cercanos a la solucio´n de campo
medio, definida a partir de las ecuaciones de punto de silla para dichos campos,
δHeff
δ〈Qn〉 = 0,
δHeff
δ〈Πn〉 = 0.
Es fa´cil comprobar que las ecuaciones anteriores pueden agruparse en un u´nico con-
junto de ecuaciones para los campos compuestos Sn = Qn − iγ5Πn, verifica´ndose que
S2n = S
+
n Sn = Q
2
n + Π
2
n, en virtud de las reglas de conmutacio´n de los campos Q
ab
n y
Πabn . La ecuacio´n
δHeff
δ〈Sn〉 = 0 se escribe como
1
2gv2F
〈Sn〉 =
∫
(dk)
χn(kˆ)
G−10 + iηM + i
∑
n Γnχn(kˆ) 〈Sn〉
. (5.32)
Siguiendo la referencia [78], consideraremos como solucio´n de prueba para estas ecua-
ciones
〈Sn〉 = fδn0M. (5.33)
donde f es una funcio´n a determinar. En el l´ımite η → 0, dicha funcio´n tiene la forma
f =
vFK
Γ0
(
e
2pi
gΓ0 − 1
)− 1
2
, (5.34)
expresio´n en la que hemos tenido que introducir un momento de corte ultravioleta
K. Ahora se pone de manifiesto el hecho de tener una solucio´n que rompa la simetr´ıa
Uχ(1) continua, ya que la solucio´n (5.33) no fija de manera un´ıvoca las soluciones
para 〈Q0〉 y 〈Π0〉. Podemos elegir entonces aquella solucio´n en la que 〈Q0〉 = fM y
〈Π0〉 = 0.
Una vez elegida una solucio´n de campo medio (5.33), el tiempo de vida media o
tiempo de relajacio´n de una part´ıcula se define como
1
2τ
≡ vFK
(
e
2pi
gΓ0 − 1
)− 1
2
, (5.35)
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resultando ser una constante, y con una dependencia con la densidad de defectos
t´ıpicamente no perturbativa: τ−1(g) ∼ exp(1/g). Este valor de la vida media depende
de ambos regularizadores, K y δˆ. La dependencia con K puede ser eliminada por
medio de te´cnicas de grupo de renormalizacio´n [57], te´cnica que no se puede aplicar
para eliminar la dependencia con δˆ. Las propiedades de una part´ıcula, como la vida
media (5.35) y, como veremos a continuacio´n, la densidad de estados, fuertemente
dependen de dicho para´metro.
La densidad de estados promedio en el nivel de Fermi puede calcularse a trave´s
de la expresio´n
ρ(0) = lim
R→0
− 1
R
Im
∫ d2k
4pi2
GR(k). (5.36)
GR(k) es la parte retardada ( η = −1) de la funcio´n de Green (5.30). En funcio´n de
la vida media, ρ(0) se escribe como
ρ(0) =
1
gΓ0v2F
1
2τ
. (5.37)
La densidad de estados finita (5.37) nos va a permitir utilizar la substitucio´n usual
Figura 5.3: Densidad de estados e inversa de la vida media como funcio´n de la energ´ıa.
El valor de la densidad de estados escala con δ1/2, mientras que 1/τ escala con 1/δ1/2.
para la integracio´n de momentos en gases de electrones bidimensionales de hamilto-
niano parabo´lico: ∫ d2k
4pi2
→ ρ(0)
∫
dεk , vFk → εk.
Esta substitucio´n tendra´ efectos no triviales, ya que, en el caso de tener grafeno
perfecto, la densidad de estados escala con la energ´ıa, como ya sabemos, de la siguiente
manera ρ0(ω) ∼ |ω|, impidiendo en general utilizar la substitucio´n anterior.
Antes de calcular las fluctuaciones cua´nticas en torno a la solucio´n de simetr´ıa
quiral rota, debemos hacer otro comentario. La ecuacio´n (5.32) admite otra solucio´n,
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aparte de la definida por las ecuaciones (5.33) y (5.34), que es 〈Sn〉 = 0, y que corres-
ponde a la fase donde la simetr´ıa no esta´ rota. La densidad de estados correspondiente
a esta solucio´n se hace nula en el nivel de Fermi, y eventualmente tendr´ıa la forma,
en funcio´n de la energ´ıa, de ρ(ω) ∼ |ω|α, siendo α una funcio´n de g[60].
Para determinar cual de las dos soluciones es de menor energ´ıa, calculamos el
potencial efectivo como funcio´n de f . El potencial efectivo Veff calculado es el mismo
que el correspondiente al modelo de Nambu-Jona Lasinio [79], tomando la expresa-
mente 〈Π0〉 cero:
Veff =
1
4gv2F
f 2 +
f 2
4pi
(
log
(
f 2
K2
)
− 1
)
. (5.38)
La solucio´n f = 0, a la que corresponde un valor para el potencial Veff = 0 resulta
ser un ma´ximo, mientras que la solucio´n f ∼ e−pig es efectivamente un mı´nimo, y co-
rresponde al valor Veff = −K24pi f 2. Por lo tanto, tiene sentido calcular las correcciones
al valor de punto de silla de la integral de camino en torno a la solucio´n (5.34).
Podemos desarrollar Qn y Πn en torno a sus valores de campo medio Qn = 〈Qn〉+
δQn y Πn = 〈Πn〉+ δΠn en (5.29) y escribir
Heff ≈ 〈Heff〉+ δQn
δ2H∗eff
δQnδQm
δQm + (Qn,m ↔ Πn,m) . (5.39)
El s´ımbolo ∗ significa que la derivada variacional de Heff esta´ evaluada en los valores
de los campos en la aproximacio´n de punto de silla. En la ecuacio´n (5.39) aparecera´n
te´rminos cruzados de δQn y δΠm , esas derivadas funcionales originan te´rminos nulos,
y por lo tanto los campos anteriores no se acoplan entre ellos. Efectivamente, las
derivadas de los campos tienen la siguiente forma:
δQn
δ2S∗
δQnδQm
δQm = −1
2
∑
n
ΓnδQ
2
n +
1
4
∫
(dp)(dq)
∑
n,m
ΓnΓmχp(k)χm(p+ q)δQn
TrG(k)G(p+ q)δQm, (5.40)
y
δΠn
δ2S∗
δΠnδΠm
δΠm = −1
2
∑
n
ΓnδΠ
2
n −
1
4
∫
(dp)(dq)
∑
n,m
ΓnΓmχn(p)χm(p+ q)δΠn
Trγ5G(p)γ5G(p+ q)δΠm. (5.41)
El te´rmino δQn
δ2S∗
δQnδΠm
δΠm es proporcional a TrG(p)γ5G(p+ q) que no contribuira´ al
te´rmino de correlacio´n de difusio´n correspondiente 〈δQ(q)δΠ(−q)〉.
Las funciones espectrales se encuentran concentradas en torno a la energ´ıa de
Fermi, por lo que podemos restringir la integracio´n en la variable q a valores en
torno al nivel de Fermi, q ¿ KF , y hacer la aproximacio´n χm(p+ q) ≈ χm(p),
produciendo un error despreciable mientras la integracio´n sobre k se realice en un
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entorno muy pequen˜o alrededor de KF . En la ecuacio´n (5.40), la integral no nula
para el producto GRGA, es decir, para el sector no diagonal δQ+−, da lugar a un
comportamiento de polo difusivo para los campos δQn. Por el contrario, empleando
la propiedad de las funciones de Green γ5G
R,Aγ5 = −GA,R, veremos que, en el caso
de los modos δΠn, el polo difusivo aparece en el producto G
RGR y su compan˜ero
avanzado-avanzado, indica´ndonos que el canal difusivo sera´ el canal asociado a las
partes diagonales δΠ++,−− de los campos δΠn. El signo − procendente de la simetr´ıa
de G con γ5 corrige el signo relativo de los segundos te´rminos en el lado derecho de
las ecuaciones (5.40) y (5.41).
Realicemos la integracio´n en k en la expresio´n (5.40). La misma integracio´n se
efectuara´ en (5.41), aplicando la relacio´n entre GR y GA. Definamos la cantidad
Cmn(η, q) como
Cmn(η, q) =
1
4
∫
(dp)χn(p)χm(p)TrG
R(p)GA(p+ q). (5.42)
con ² = η + 1
2τ
.La estructura diagonal de GR,A, nos permite hacer uso de la relacio´n
TrGRGA = Tr
(
1
vF p−i² 0
0 1−vF p−i²
)( 1
vF |p+q|+i² 0
0 1−vF |p+q|+i²
)
. (5.43)
Efectuando el producto y la traza, la expresio´n anterior queda
TrGRGA =
1
vFp− i²
1
vF |p+ q|+ i² +
1
vFp+ i²
1
vF |p+ q| − i² . (5.44)
Inmediatamente vemos que el primer te´rmino en el lado derecho de esta igualdad es
el complejo conjugado del segundo te´rmino, y por tanto podemos escribir
TrGRGA = 2Re
(
1
vFp− i²
1
vF |p+ q|+ i²
)
. (5.45)
Como estamos interesados en el comportamiento de largas longitudes de onda de los
campos δQn, desarrollaremos (5.45) en torno a pequen˜os valores de q.
El primer te´rmino de este desarrollo, C0nm consiste en hacer q = 0 en (5.45) y
hacer la substitucio´n d2k→ ρ(0)d²k. El resultado es
C0nm =
1
4
ρ(0)δ−nm
1
η + 1
2τ
, (5.46)
o, desarrollando nuevamente en el l´ımite η → 0:
C0nm =
δ−nm
4gv2FΓ0
− 1
4
ρ(0)δ−nm(2τ)2η +O(η2). (5.47)
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Podemos agrupar el te´rmino constante en (5.47) con el te´rmino proporcional a δQ2n
que aparece en (5.29) al desarrollar en torno a la solucio´n de campo medio, originando
un te´rmino de masa para los campos:
Lm ≡ 1
4gv2F
∑
n
Γn
(
Γn
Γ0
− 1
) (
δQ2n +Π
2
n
)
. (5.48)
De este te´rmino de masa, vemos que u´nicamente los modos δQ0 y δΠ0 son modos no
masivos ( los modos Goldstone producidos por la ruptura de la simetr´ıa O(2N)), y
que sera´n los modos colectivos responsables del comportamiento difusivo del sistema,
de igual manera que ocurre en los gases de electrones bidimensionales[78].
El siguiente te´rmino en el desarrollo de Cnm es
C1nm =
1
4
∫
(dp)ei(m+n)θvF q cos θ
( −1
(vFp− i²)(vFp+ i²)2 +
1
(−vFp− i²)(−vFp+ i²)2
)
.
(5.49)
Notemos que, en el caso de la dispersio´n de electrones iso´tropa y de corto alcance,
este te´rmino es nulo debido a la integracio´n angular. En nuestro caso, sin embargo, la
presencia de la funcio´n em+nθ permite un te´rmino no nulo lineal en q, lo que originara´
un acoplo entre los modos masivos δQ±1 y el modo sin masa δQ0 (y lo mismo para
los modos δΠ±1 y δΠ0). Cambiando la variable de integracio´n y teniendo en cuenta
que la integracio´n angular es distinta de cero solamente para n = −m±1, C1nm puede
escribirse como
C1nm =
1
4
vF q(δnm−1 + δnm+1)ρ(0)
∫
dεp
1
(εp − i²)(εp + i²)2 , (5.50)
o, tras hacer η = 0 e integrar por residuos,
C1nm = −
vF q
4
ρ(0)(δnm−1 + δnm+1)(2τ)2. (5.51)
El te´rmino C1nm, aunque es el ma´s bajo en el desarrollo en q, solamente da informacio´n
del acoplo entre modos n = ±1 y n = 0. Para tener un te´rmino dependiente de q
para δQ0, tendremos que calcular el siguiente orden, C
2
nm. Empleando los me´todos
anteriores, es fa´cil ver que este te´rmino se puede escribir como
C2nm =
1
2
q2Re
∫
(dp)ei(m+n)θ
1
vFp− i²
(
cos2 θ
(vFp+ i²)3
− sin
2 θ
2vFp(vFp+ i²)2
)
. (5.52)
La integracio´n angular de (5.52) nos dice que habra´ te´rminos proporcionales a δ−nm± 2
junto con te´rminos proporcionales a δnm. Estas condiciones para n y m generara´n
te´rminos de acoplo entre el modo δQ0 y los modos masivos δQ±2, junto con el te´rmino
buscado para δQ0. Al final del ca´lculo, vamos a integrar los te´rminos masivos en la
accio´n (5.29), queda´ndonos con una accio´n efectiva para los modos sin masa. La
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integracio´n de los modos δQ±2 generara´ un te´rmino de orden q4, despreciable frente
a los te´rminos de orden q2. El resultado para (5.52), teniendo en cuenta u´nicamente
el te´rmino de δnm es
C2nm =
v2F q
2
8pi
δ−nmρ(0)(2τ)3. (5.53)
Una vez obtenido el desarrollo para la funcio´n Cnm podemos escribir la accio´n total
para los modos δQn=0,±1:
δHeff ≈
∫
(dq)
1
4gv2F
∑
n±1
Γn
(
Γn
Γ0
− 1
)
δQ2n −
ρ(0)(2τ)2
4
Γ20δQ0
(
η +
v2F (2τ)q
2
2pi
)
δQ0
+
Γ1Γ0ρ(0)vF q(2τ)
2
4
(δQ0δQ1 + δQ0δQ−1) , (5.54)
e integrar los modos masivos obteniendo, finalmente,
δHQ =
∫
dqδQ0
(2τ)Γ0
4gv2F
(
η +Dq2
)
δQ0. (5.55)
D es la constante de difusio´n de los modos δQ0, renormalizada por la interaccio´n
de dichos modos con los modos masivos δQ±.La expresio´n de D en te´rminos de la
densidad de estados en el nivel de Fermi es
D =
1
2pi2
1
gρ(0)
1
Γ0 − Γ1 . (5.56)
A partir de la constante de difusio´n D podemos definir el tiempo de transporte como
D = 1
2
v2F τtr. La interpretacio´n f´ısica es el tiempo que tarda un electro´n inicialmente
en un estado de momento k en abandonar dicho estado. Esta constante D permitira´
definir un recorrido libre medio l. Ma´s adelante discutiremos la validez de nuestros
resultados en funcio´n de este recorrido libre medio.
Finalmente podemos calcular el valor de la conductividad DC en aproximacio´n
semicla´sica por medio de la relacio´n de Einstein (ver ape´ndices):
σDC = 4
e2
h¯
ρ(0)D =
4e2
h
2
4
3pig
. (5.57)
El factor 4 en (5.57) procede de tener degeneraciones de valle y de esp´ın real. El factor
2 extra proviene de tener dos canales difusivos, δQ0 y δΠ0. Como factor ma´s relevante,
la conductividad DC depende inversamente del para´metro de acoplo g = 4piµ2a∗2nimp,
que contiene informacio´n de la densidad de defectos presente en el sistema.
En conexio´n con la teor´ıa de los modelos σ no lineales, podemos reescalar los
campos δQ0 como U =
√
h(2τ)Γ0
2e
δQ0, y rescribir (5.55) en funcio´n de U en el espacio
real como[80, 57]:
HNLσM = σDC
∫
d2rTr∇U(r)∇U−1(r), (5.58)
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donde ahora σDC actu´a de para´metro de acoplo de la teor´ıa. Este modelo σ eventual-
mente nos permitir´ıa utilizar toda la maquinaria de grupo de renormalizacio´n para
calcular correcciones cua´nticas a σDC [81, 57].
Sin necesidad de entrar el el ca´lculo de dichas correcciones cua´nticas, podemos dis-
cutir brevemente el resultado obtenido para la conductividad σDC . El resultado ma´s
llamativo, en el contexto de transporte en grafeno desordenado, es que la conductivi-
dad, a nivel semicla´sico, es inversamente dependiente de la concentracio´n de defectos,
una cualidad distintiva, sin embargo, de los sistemas difusivos. Un comportamiento
no universal similar se ha encontrado cuando se ha estudiado el efecto sobre el trans-
porte del desorden formado por impurezas cargadas distribuidas aleatoriamente en el
sustrato sobre el que se deposita la muestra[82, 83, 84]. Sin embargo, una diferencia
crucial entre estos trabajos y el aqu´ı expuesto es que la muestra de grafeno estudiada
se encuentra o bien fuertemente dopada o bien existe una densidad de portadores no
nula generada por efecto campo inducido por las impurezas cargadas. En nuestro
caso, la densidad de estados es generada por el desorden, de igual manera que en las
referencias [57, 85].
Otra caracter´ıstica a destacar del modelo presentado aqu´ı es la fuerte dependencia
de las propiedades a una part´ıcula, como la vida media 1/τ y la densidad de estados
ρ(0), con el para´metro δˆ. La situacio´n aqu´ı es incluso peor que en un gas de electrones
bidimensional sometido a un campo magne´tico aleatorio con correlaciones de largo
alcance discutido en la referencia [78]. All´ı, aunque el el tiempo de vida media de las
cuasipart´ıculas es divergente cuando δˆ → 0, el tiempo de transporte τtr es finito. En
nuestro, caso, τtr tambie´n depende de la densidad de estados al nivel de Fermi, pero
e´sta diverge para el l´ımite anterior. Como hemos visto, a pesar de esta divergencia,
el ca´lculo semicla´sico de la conductividad Drude es independiente de δˆ y por tanto
finito, debido a la particular manera con la que escala la constante de difusio´n D con
la densidad de estados ρ(0).
Hemos definido el para´metro δˆ de manera fenomenolo´gica como el cociente entre la
longitud de correlacio´n λ de los estados en el nivel de Fermi, si estuvieran localizados,
y la distancia caracter´ıstica χ. Sin entrar en el ca´lculo de las correcciones cua´nticas
a la conductividad, δˆ es esencialmente no controlable. Podemos, au´n as´ı, hacer una
estimacio´n del rango de aplicabilidad de nuestro resultado. El re´gimen difusivo esta´
caracterizado por el recorrido libre medio, definido como l = vF τtr, que es mayor que
la longitud de localizacio´n λ pero ma´s pequen˜o que el taman˜o lineal de la muestra,
L. Podemos estimar este recorrido libre medio a partir de τ y rho(0), y asumiendo
que a∗ ∼ a y χ ∼ L. La estimacio´n para el recorrido libre medio es
l ∼ 2
3µ
(
χ
λ
)1/2 1
n
1/2
imp
. (5.59)
Con esta expresio´n podemos obtener unas cotas superior e inferior a la densidad de
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defectos nimp. Empleando λ < l, obtenemos
nimp <
4
9µ2
L
λ3
. (5.60)
De manera similar, la condicio´n l < L ofrece la cota superior:
nimp >
4
9µ2
1
Lλ
. (5.61)
5.5 Conclusiones, problemas abiertos y trabajo fu-
turo.
En el presente cap´ıtulo hemos abordado la cuestio´n de co´mo se modifica el trans-
porte en grafeno en presencia curvatura inducida por defectos topolo´gicos. Basa´ndonos
en el modelo geome´trico descrito en los cap´ıtulos anteriores, hemos construido un mo-
delo sigma no lineal que describe el comportamiento de los modos colectivos en una
muestra de grafeno en presencia de una densidad de defectos topolo´gicos.
Debido a la divergencia del correlador para el desorden, el modelo presenta una
fuerte divergencia infrarroja, que “curamos” introduciendo una distancia caracter´ıstica
arbitraria que acota la accio´n de dichos defectos. Debido a esto, todas las propiedades
a una part´ıcula dependen de esta distancia arbitraria. Pese a esto, el modelo nos ha
permitido determinar un valor para la conductividad a frecuencia cero que es inde-
pendiente de esta escala de longitudes arbitraria, haciendo que el modelo sea va´lido
cuando se use para estimar cantidades a dos part´ıculas.
Otro detalle interesante es la dependencia del valor de la conductividad con la
densidad de desorden. Contrariamente a todos los modelos teo´ricos no basados en
impurezas cargadas, el valor encontrado es en esencia no perturbativo, es decir, el
valor encontrado no es accesible por medio de teor´ıa de perturbaciones en la densidad
de desorden nimp, me´todo que nos dar´ıa un valor universal. En nuestro caso, el valor
de la conductividad es el esperado en un sistema difusivo, ya que var´ıa con la inversa
de la densidad de desorden. En los casos anteriores, la densidad de portadores no nula
hace que ba´sicamente el grafeno se comporte como un buen conductor, apareciendo
de forma lo´gica la f´ısica de metales desordenados. En nuestro caso, el sistema ha
generado una densidad de estados no nula, que si bien depende de la escala arbitraria
δ, es capaz de hacer que, a nivel semicla´sico, el sistema se comporte como un sistema
difusivo.
El valor de la conductividad a frecuencia cero presentado en este cap´ıtulo ha sido
calculado a nivel semicla´sico, lo que hace que no este´ justificado compararlo con
los datos experimentales. La pregunta siguiente que debemos hacernos es co´mo las
fluctuaciones cua´nticas afectan a este resultado.
En trabajos relacionados con el expuesto aqu´ı[63, 64] se apunta a que el modelo
sigma descrito en la ecuacio´n (5.58) debe ir acompan˜ado de un te´rmino topolo´gico
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( te´rmino de Wess-Zumino). La te´cnica del grupo de renormalizacio´n nos permitira´
estudiar el flujo de la conductividad con la energ´ıa, que, segu´n los trabajos antes
citados, puede converger al valor universal. Esta consideracio´n se basa en el ana´lisis
de los posibles puntos fijos de la conductividad en funcio´n de las simetr´ıas del modelo
fermio´nico con desorden original. Debido al valor concreto del para´metro de acoplo,
la validez de esta suposicio´n es cuestionable. La investigacio´n de la modificacio´n de
los puntos fijos en la conductividad se realizara´ en un futuro.
Cap´ıtulo 6
Formacio´n de haces polarizados en
el esp´ın de valle en grafeno.
6.1 Introduccio´n.
Como ya se vio´ en el primer cap´ıtulo, la estructura electro´nica a baja energ´ıa del
grafeno viene bien descrita por un modelo de enlace apretado a primeros vecinos para
los orbitales hibridados pi en el grafeno. Dicho modelo origina dos bandas de energ´ıa
que se tocan mutuamente en dos puntos no equivalentes ( puntos de Dirac). Tambie´n
vimos que estos dos puntos eran el origen de una simetr´ıa adicional, que llamamos
esp´ın de valle o degeneracio´n de valle. En situacio´n de medio llenado, en la que tene-
mos un electro´n por orbital pi, vimos que el nivel de Fermi se encuentra exactamente
en dichos puntos. Tambie´n hemos visto que las excitaciones de baja energ´ıa dentro
de esta aproximacio´n tienen estructura espinorial y obedecen la ecuacio´n de Dirac
sin masa. El origen de esta estructura espinorial en las funciones de onda esta´ en la
estructura concreta de la red hexagonal que presenta el grafeno y en la degeneracio´n
de valle. El esp´ın real electro´nico dar´ıa una estructura SU(2) adicional, sin embargo,
dicho esp´ın no juega un papel de relevancia en los feno´menos descritos en esta ex-
posicio´n, por lo que ha sido y sigue siendo considerado aqu´ı como una degeneracio´n
que u´nicamente multiplica por dos cualquier resultado que se pueda obtener. Tal y
como mencionamos en el primer cap´ıtulo, esta descripcio´n en te´rminos de espinores
de Dirac solamente es va´lida a muy bajas energ´ıas, del orden de 0.6 a 0.7 eV , dejando
de ser lineal por encima de estas energ´ıas, segu´n se desprende de medidas de ARPES
realizadas en muestras de grafito [18].
En este cap´ıtulo vamos a ver un ejemplo sencillo donde este alejamiento de la des-
cripcio´n de Dirac tiene efectos observables. Vamos a considerar uno de los dispositivos
ma´s simples que se pueden disen˜ar, una unio´n n − p − n−, donde la segunda regio´n
n ha sido dopada hasta el punto en el que el nivel de Fermi se situ´e a una energ´ıa
donde la distorsio´n trigonal es apreciable. Veremos como este simple hecho hace que,
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Figura 6.1: Superficies de energ´ıa constante en torno a los puntos H en grafito. La
isotrop´ıa cesa al alcanzarse energ´ıas en torno a 0.6 eV . Figura extra´ıda de la referencia
[18].
bajo unas condiciones concretas, se formen dos haces electro´nicos polarizados en el
grado de libertad de valle.
Las uniones p − n son los sistemas ma´s sencillos que se pueden plantear cuando
se pretende estudiar propiedades de transporte en sistemas cua´nticos. En el caso
del grafeno, resultan ser muy u´tiles, ya que la transmisio´n electro´nica a trave´s de
barreras de potencial presenta diferencias sustanciales frente a sistemas descritos por
el hamiltoniano usual en los gases de electrones bidimensionales. La diferencia ma´s
relevante es la paradoja de Klein[86].
Dicho efecto consiste en una transmisio´n anormalmente alta de electrones a trave´s
de una barrera de potencial. La transmisio´n resulta ser uno independientemente de
la anchura de la barrera, cuando la masa del electro´n incidente es despreciable o nula,
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como ocurre en el grafeno [11]. Sin entrar en el detalle matema´tico, este efecto es
fa´cilmente entendible, si recordamos que los estados electro´nicos a baja energ´ıa vienen
descritos por funciones de onda con helicidad bien definida que debe conservarse en el
proceso, ya que la barrera no conecta estados de distinta helicidad. Concretamente,
para un estado incidente de momento ki⊥ perpendicular a la barrera de potencial, el
estado reflejado sera´ ortogonal a dicho estado incidente, y el coeficiente de reflexio´n
ide´nticamente nulo. Por lo tanto, la transmisio´n ha de ser uno, lo que significa que el
electro´n accedera´ a un estado propagante dentro de la barrera. Esto es exactamente
lo que ocurre, puesto que dentro de la barrera el electro´n encontrara´ accesibles los
estados de la banda de valencia, y concretamente, el estado de momento −kt⊥, el
cual es inmediato comprobar que dara´ una transmisio´n perfecta, de nuevo por mera
conservacio´n de la helicidad.
Esta breve discusio´n sirve para poner de manifiesto que, en el caso del grafeno,
como ya hemos mencionado antes, es posible encontrar comportamientos en la trans-
misio´n de electrones en el grafeno que no son esperables a primera vista en un semi-
conductor usual. En la siguiente seccio´n vamos a introducir en detalle el concepto de
distorsio´n trigonal y veremos co´mo afecta a la transmisio´n de electrones, formando,
con una propuesta de disen˜o de unio´n n−p−n+, un sistema de dos haces electro´nicos
divergentes polarizados en el valle, as´ı como su relacio´n con el concepto recientemente
acun˜ado de “valletro´nica”. A continuacio´n veremos que e´sta no es una propiedad ex-
clusiva del grafeno, y co´mo los cristales foto´nicos, de nuevo bajo ciertas condiciones,
pueden mostrar el mismo comportamiento.
6.2 Distorsio´n trigonal, dispositivos y “valletro´nica”.
En esta seccio´n introduciremos el concepto de distorsio´n trigonal (TW, de sus
siglas en ingle´s), mostraremos el cambio cualitativo que la TW produce en la trans-
misio´n de electrones por una barrera de potencial, dando algunos nu´meros, pensando
en la posible realizacio´n experimental, y acabaremos explicando por que´ este efecto
puede ser relevante, situa´ndolo en el contexto de la “valletro´nica”.
Escribamos, de nuevo, el hamiltoniano en aproximacio´n de enlace apretado para
los electrones pi en el grafeno, incluyendo ambos valles:
H(k) =

0 φK(k) 0 0
φ∗K(k) 0 0 0
0 0 0 φK′(k)
0 0 φ∗K′(k) 0
 , (6.1)
siendo φ(k) = −t
(
eikxa + e−
i
2
kx cos(
√
3
2
kya)
)
. En esta ocasio´n, vamos a desarrollar en
torno a momentos pequen˜os φ en torno a ambos puntos de Dirac, y vamos a retener
los dos primeros te´rminos:
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H(k) ' vF

0 kx − iky 0 0
kx + iky 0 0 0
0 0 −kx − iky
0 0 −kx + iky 0
−
−vFa
4

0 (kx + iky)
2 0 0
(kx − iky)2 0 0 0
0 0 (kx − iky)2
0 0 (kx + iky)
2 0
 . (6.2)
El primer te´rmino es el ya familiar te´rmino de Dirac, y el segundo es el te´rmino
de TW.
la relacio´n de dispersio´n que se obtiene diagonalizando (6.2) es:
Es(k) = ±vF
√
k2 +
a2
16
k4 − sa
2
(k3x − 3kxk2y), (6.3)
en donde hemos definido el para´metro s = ±1 como el ı´ndice de valle o esp´ın de valle.
Figura 6.2: L´ıneas de contorno de la relacio´n de dispersio´n (6.3) en torno al punto
de Dirac K. Las l´ıneas de contorno en torno al otro punto de Dirac, K’, se obtienen
haciendo una reflexio´n especular sobre el eje kx.
Como se puede ver en la figura (6.2), el efecto que produce la inclusio´n de te´rminos
superiores en el hamiltoniano es el de romper la isotrop´ıa en el espacio de momentos
que presenta el te´rmino de Dirac alrededor de cada punto de Dirac, aunque estemos
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por debajo de la singularidad de Van Hove, y por tanto, la identidad de cada cono se
mantenga.
Pasemos ahora a analizar brevemente nuestra unio´n n−p−n−. En la figura (6.3),
puede verse una imagen real y un esquema de un dispositivo de estas caracter´ısticas.
Consiste en una pequen˜a muestra de grafeno depositado sobre un sustrato, general-
mente una capa de dio´xido de silicio, crecido a partir de silicio dopado, y sobre la
cual se deposita por litograf´ıa un conjunto de electrodos.
Figura 6.3: Esquema e imagen experimental de un dispositivo electro´nico t´ıpico de
grafeno. El electrodo inferior esta´ formado por silicio dopado, sobre el que se ha
hecho crecer una capa de dio´xido de silicio. Sobre el SiO2 se encuentra la la´mina de
grafeno, y por u´ltimo, se han depositado el conjunto de electrodos superiorres[87].
Los dispositivos como el de la figura (6.3) se basan en el efecto campo. Por medio
de una diferencia de potencial, llamado voltaje de puerta Vg, entre los electrodos
superiores y el electrodo de silicio dopado, es posible controlar la posicio´n del nivel de
Fermi en toda la muestra de grafeno. La modificacio´n del nivel de Fermi puede hacerse
tambie´n localmente, permitiendo crear distintas barreras de potencial, tal y como
mostramos esquema´ticamente en la figura (6.4). Por u´ltimo, aplicando un voltaje de
polarizacio´n Vb en los extremos de la muestra, podemos estudiar la transmisio´n de
electrones a trave´s de cualquier perfil de potenciales que de disen˜e. El valor esperado
de la corriente que circula por la unio´n viene expresado en funcio´n de la velocidad de
grupo vg y del coeficiente de transmisio´n t, por medio de la expresio´n
〈J〉 = e
h¯
|t|2 vg. (6.4)
El ca´lculo del coeficiente de transmisio´n es ba´sicamente un ejercicio de libro de texto:
conocidas las funciones de onda en cada una de las regiones de la barrera, los coefi-
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Figura 6.4: Perfil de potenciales en la unio´n n− p− n− considerada en el texto.
cientes de transmisio´n y de reflexio´n se calculan aplicando la condicio´n de continuidad
de las funciones de onda en cada frontera de la barrera. Un detalle a destacar es que
no se requiere una condicio´n de contorno para la derivada de la funcio´n de onda,
puesto que la corriente, como ya sabemos, es un bilineal en la funcio´n de ondas, y no
depende de su derivada, al contrario de lo que ocurre en el caso de tener un hamilto-
niano cuadra´tico. En el caso de V1 = 0, definido en la figura (6.4), los coeficientes de
transmisio´n y de reflexio´n han sido calculados en [11] y en [88], en aproximacio´n de
barrera abrupta y suave, respectivamente. Tomar una u otra aproximacio´n, aunque
modifica cuantitativamente el perfil de los coeficientes de transmisio´n y de reflexio´n,
no modifica sus rasgos caracter´ısticos cualitativos, como el mencionado al final de la
introduccio´n del presente cap´ıtulo, por lo que adoptaremos aqu´ı la aproximacio´n de
barrera abrupta, por ser la ma´s sencilla de las dos.
Sin prestar demasiada atencio´n al coeficiente de transmisio´n, que no nos va a
aportar ningu´n feno´meno nuevo al considerar el te´rmino de TW en el hamiltoniano
(ver ape´ndices), el comportamiento de la corriente que pasa a trave´s de la barrera
esta´ controlado por la velocidad de grupo:
vg,s ≡ ∇kEs(k). (6.5)
El hecho de que el movimiento del electro´n no venga determinado precisamente
por la direccio´n del momento adquiere relevancia cuando las condiciones de contorno
sobre las funciones de onda se traducen a condiciones entre los momentos en las
diferentes zonas de la barrera. Veamos esto con un poco ma´s de detalle, teniendo
en cuenta solamente el te´rmino de Dirac en todas las zonas de una unio´n n − p,
incluyendo a continuacio´n el te´rmino de TW.
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Figura 6.5: (a) Conservacio´n de la componente paralela del momento. Las dos posi-
bles opciones para el momento transmitido. (b) Cinema´tica de la transmisio´n.
Tal y como se muestra esquema´ticamente en la figura (6.5), un electro´n en la
banda de conduccio´n con energ´ıa Ei, momento ki = |Ei| (cos θi, sin θi), y velocidad de
grupo vg,i = vF (cos θi, sin θi) entra en la barrera a un estado de la banda de valencia
con energ´ıa Et = Ei − V0 = −vF |kt|. Por conservacio´n de la componente paralela
del momento a la barrera, los posibles valores del a´ngulo de transmisio´n son θt y
θ′t = pi − θt, con cos θt = cos θ′t pero sin θ′t = − sin θt (figura 6.5,a). Necesariamente
la velocidad de grupo del electro´n transmitido tiene que apuntar hacia el interior
de la barrera, lo que fuerza a θt a pertenercer al segundo cuadrante, y |Ei| sin θi =
− |Ef | sin θf . Notese que esta derivacio´n es independiente del valle (6.5.a).
Esta ley de Snell es similar a la que se encuentra en metamateriales zurdos, donde
el ı´ndice de refraccio´n es negativo (aqu´ı, el papel de ı´ndices de refraccio´n lo hacen las
energ´ıas: nt/ni = |Et| / |Ei|). Ma´s adelante volveremos sobre esta semejanza con los
materiales zurdos.
Cuando se incluye el te´rmino de TW, lo primero que hay que tener en cuenta es
la orientacio´n relativa entre la red hexagonal y la barrera. Ahora que la relacio´n de
dispersio´n no es iso´tropa, el resultado de la conservacio´n de la componente paralela
de k dara´ resultados distintos, tal y como se aprecia en la figura (6.6).
Vamos a considerar la situacio´n en la que |Ei| ¿ |Et|. Del cap´ıtulo uno, sabemos
que la primera zona de Brillouin puede tomarse con forma de un hexa´gono, en cuyos
ve´rtices se encuentran los puntos de Dirac. Esta zona de Brillouin formara´ una
red hexagonal en el espacio de momentos, que se encuentra rotada un a´ngulo de
valor pi
2
con respecto de la red hexagonal en el espacio real. Si nos encontramos en
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Figura 6.6: Resultado de la conservacio´n del k paralelo cuando el te´rmino de TW es
considerado. (a)y (b): Las dos posibles orientaciones l´ımite entre la red y la barrera.
(c) y (d): orientaciones entre las superficies de Fermi a un lado y al otro de la barrera
de pontencial en dichos casos.
la situacio´n descrita en la figura (6.6.a), se aprecia que para cualquier valor de ki
permitido, dentro de un mismo valle, la velocidad de grupo correspondiente tendra´
muy aproximadamente la misma velocidad de grupo vg,t, y diferira´ en direccio´n con
respecto a la velocidad de grupo del otro valle, producie´ndose de manera efectiva una
separacio´n de haces polarizados en el ı´ndice de valle.
En el otro caso extremo, (figura(6.6.b)), los momentos permitidos en la zona de la
barrera presentan un comportamiento muy diferente. Mientras que uno de los valles
origina un haz totalmente colimado hacia delante, al otro valle le corresponde una
zona con mayor curvatura, lo que se traduce en un haz mucho ma´s disperso.
Podemos pensar en la siguiente realizacio´n experimental: una muestra de grafeno
depositada sobre un sustrato de SiO2 sobre la que se ha crecido un conjunto de
electrodos que simulan el perfil de potenciales de la figura (6.4). Los electrones
son introducidos en el dispositivo a trave´s de una punta de STM, y se transmiten
por la muestra bajo una diferencia de potencial de polarizacio´n, Vb. En la figura
(6.2) se muestran los trazados de rayos correspondientes a las posibles situaciones
experimentales para ambos casos extremos, cuando las energ´ıas son Ei = 0.05eV y
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Figura 6.7: (a): Trazado de rayos correspondiente a las figuras (6.6.a y c)
. (b): El mismo trazado, correspondiente a la situacio´n de las figuras (6.6.c y d). En
ambas situaciones se ha elegido |Et| / |Ei| = 35.
Et = 1.75eV . La distancia entre la punta y la barrera de potencial es tal que el foco
imagen esta´ ligeramente fuera de la barrera.
Es necesario, con vistas a la posible realizacio´n experimental, hacer unas estima-
ciones nume´ricas. Como hemos mencionado antes, el te´rmino de TW comienza a ser
relevante a energ´ıas del orden de 0.6 − 0.7eV . Sin embargo, las energ´ıas t´ıpicas al-
canzadas experimentalmente en medidas de efecto campo son en torno a 0.31eV [89],
energ´ıas a las cuales el te´rmino de Dirac predomina. Sin embargo, es posible alcanzar
valores ma´s altos para el potencial qu´ımico modificando algunos para´metros en el
dispositivo experimental.
Normalmente, las muestras de grafeno se depositan en sustratos de SiO2 de unos
300nm de espesor. Este valor para el espesor del sustrato no es casual. La manera
experimental ma´s eficiente hasta la fecha con la que se identifican las muestras de
grafeno es por contraste o´ptico[3], es decir, por observacio´n directa a trave´s de un
microscopio o´ptico. Para ser identificada, la muestra de grafeno debe tener suficiente
contraste con el sustrato desnudo. Este contraste, depende esencialmente del espesor
del sustrato y de la longitud de onda de la radiacio´n electromagne´tica que se este´
utilizando, que cae en el rango del visible (entre los 400nm y los 700nm). Esta cota
en el rango de longitudes de onda hace que el contraste, definido como la variacio´n
relativa de intensidad luminosa medida en el sustrato con y sin muestra de grafeno, sea
ma´ximo a espesores de unos 300nm. Sin embargo, teo´ricamente[3] se ha encontrado
que existe otro ma´ximo de contraste a un espesor de sustrato de 90 − 100nm, que,
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junto con un valor t´ıpico de voltaje de puerta de Vg ∼ 100V , permiten alcanzar
unos valores para el potencial qu´ımico de ∼ 0.6eV , mucho ma´s cerca del valor que
necesitamos para empezar a notar el te´rmino de TW.
El efecto de separacio´n de haces polarizados en grafeno que hemos descrito antes
tiene ma´s importancia de la que aparenta. Recordemos una vez ma´s que el grado de
libertad de valle corresponde a una simetr´ıa SU(2) extra, inicialmente presente en to-
dos los sistemas con fermiones de Dirac no interactuantes en una red ([90, 91]). Hasta
hace poco, esta simetr´ıa jugaba un papel secundario en las propiedades de transporte
en grafeno, exceptuando quiza´ el problema de la ausencia de localizacio´n de´bil, donde
transiciones entre valles debidas a ciertos tipos de desorden([69]) pueden originar una
ruptura efectiva de la simetr´ıa bajo inversio´n temporal, y la ausencia de magneto-
resistencia a campos magne´ticos pequen˜os, sen˜al de localizacio´n (o antilocalizacio´n)
de´bil en sistemas electro´nicos([92]).
El esp´ın de valle adquiere protagonismo a partir del trabajo de A. Rycerz, J.
TworzydÃlo y C. W.J. Beenakker[1], donde proponen usarlo de manera similar al esp´ın
real en dispositivos de espintro´nica. Esta semejanza pasa por la posibilidad de crear
y mantener corrientes polarizadas en el esp´ın de valle y la deteccio´n eficiente de dicha
polarizacio´n. En este trabajo se propone la creacio´n de un filtro de valle a partir
de una tira de grafeno donde se ha construido un nanocontacto cua´ntico, sometido
al efecto de un voltaje de puerta local. Debido al taman˜o finito W de la la´mina
de grafeno, los valores para la componente transversa del momento se encuentran
cuantizados, con un espaciamiento de niveles ∆ ∝ 1/W , fuera del nanocontacto, y
δc ∝ 1/Wc dentro del nanocontacto, con ∆c > ∆. Los estados que pueden atravesar el
nanocontacto son aquellos que tengan una vg = sign
(
∂E(k)
∂k
)
definida (segu´n el signo
del voltaje de polarizacio´n aplicado), y el resto es simplemente contar el nu´mero de
estados permitidos con una vg dada dentro y fuera del nanocontacto para ambos valles.
El resultado final es una mayor poblacio´n de uno de los dos valles respecto del otro,
y de forma efectiva, la polarizacio´n en el esp´ın de valle de la corriente, entendiendo la
polarizacio´n como el cociente entre estados permitidos dentro del nanocontacto con
una vg dada y estados totales fuera del nanocontacto con dicha vg. La eficiencia de
esta polarizacio´n va decayendo a medida que el nivel de Fermi aumenta, pasando por
los valores 1,1
3
,1
5
...
Gracias a este ejemplo, vemos que tener corrientes polarizadas en el esp´ın de valle
es de relevancia capital si pretendemos usar dispositivos de grafeno basados en la
“valletro´nica”. La desventaja principal de la propuesta de Rycerz y colaboradores
es experimental: a d´ıa de hoy no hay manera ni de obtener tiras de grafeno con
bordes bien controlados, ni de fabricar nanocontactos como los requeridos en este
esquema. La propuesta presentada en este cap´ıtulo para la generacio´n de haces pola-
rizados en esp´ın de valle podr´ıa suplir dichas dificultades experimentales, al necesitar
u´nicamente de una barrera de potencial electrosta´tico, barreras que se pueden obtener
sin problema hoy d´ıa en los laboratorios.
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6.3 Analog´ıa o´ptica.
El feno´meno de haces polarizados en esp´ın no es un feno´meno exclusivo que aparece
en el grafeno, si lo consideramos como un feno´meno relacionado con la propagacio´n
de ondas en medios materiales, y nos olvidamos por un momento de la naturaleza de
dicha onda. Los ingredientes ba´sicos que han dado lugar a la formacio´n de haces son:
la propagacio´n de una onda a una energ´ıa para la cual el medio en el que se transmite
dicha onda es aniso´tropo, y la curva de isofrecuencia presenta zonas planas para un
amplio rango de momentos. Como vamos a ver a continuacio´n, algunos cristales
foto´nicos van a mostrar el mismo feno´meno de formacio´n de haces, en este caso, de
haces luminosos, exactamente por la misma razo´n f´ısica por la cual los presenta el
grafeno.
Un cristal foto´nico[93] (PC) es una estructura artificial que posee una constante
diele´ctrica perio´dica, disen˜ada para albergar radiacio´n electromagne´tica de la misma
forma que un cristal puede albergar y controlar electrones. De la misma manera
que los electrones en los cristales reales, la propagacio´n de la luz en el seno de un
cristal foto´nico viene gobernada por el teorema de Boch, y, por lo tanto, solamente
unos vectores de onda estara´n permitidos para la luz, dando lugar a la formacio´n de
bandas en el cristal foto´nico[94] (por supuesto, tambie´n puede ocurrir que un rango de
frecuencias no este´ permitido para la propagacio´n de ondas, es decir, pueden aparecer
gaps en la estructura de bandas.)
De la misma manera que en la propagacio´n de electrones en cristales, la perio-
dicidad en los cristales foto´nicos hacen que los vectores de onda formen un espacio
finito, la zona de Brillouin. Como ejemplo concreto de analog´ıa o´ptica con el grafeno
consideraremos un cristal foto´nico bidimensional de estructura de red triangular. En
la figura (6.8) podemos ver la estructura de bandas para dicho cristal foto´nico con
dos ı´ndices de refraccio´n diferentes, n1 = 3.4 para las bandas rojas y n2 = 2.65 para
las bandas azules. La zona de Brillouin de este cristal foto´nico es, al igual que la del
grafeno, hexagonal, pero con la diferencia de estar ambas zonas de Brillouin rotadas
una respecto de la otra en el espacio de momentos. Este hecho es debido simplemente
a la diferente estructura de red que presentan el grafeno y el cristal foto´nico que vamos
a considerar aqu´ı.
El segundo detalle que nos va a permitir continuar con la analog´ıa o´ptica es la
estructura de las bandas en torno a los puntos K y K ′ de la zona de brillouin. En la
figura (6.9) se muestra ampliada dicha zona de la banda. De manera similar al grafeno,
dos bandas de cristal foto´nico, a una frecuencia dada, se tocan en un u´nico punto,
siendo la banda a continuacio´n lineal, es decir, la luz, en el entorno de esos puntos K
y K ′ y a unas frecuencias determinadas, se comporta como si fuera libre, pero a una
velocidad efectiva dada por vg = ∇kω(k). Por supuesto, a medida que consideremos
frecuencias mayores, la aproximacio´n lineal deja de ser va´lida, apareciendo el efecto
de distorsio´n trigonal.
Ahora que contamos con una estructura de bandas similar, para hacer la analog´ıa
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Figura 6.8: Estructura de bandas para dos cristales foto´nicos de estructura trigonal
con diferentes valores del ı´ndice de refraccio´n. n1 = 3.4 para las bandas rojas y
n2 = 2.65 para las bandas azules. En la figura se muestra u´nicamente la estructura
de bandas para la zona de Brillouin reducida, formada por los puntos M, K y Γ.
En la zona de Brillouin completa aparecera´ otro punto K ′, de forma similar a lo que
ocurre en la zonda de Brillouin del grafeno.
entre ambos sistemas completa, necesitamos poder simular con cristales foto´nicos
una unio´n p−n. A diferencia del caso electro´nico, con cristales foto´nicos no podemos
modificar el llenado de las bandas (esto es, el nivel de Fermi) por medio de un voltaje
de puerta externo, ya que solamente podemos trabajar con frecuencias aisladas para
la luz. La forma de solucionar este problema es trabajar con una sola frecuencia pero
considerar dos cristales foto´nicos con estructura de bandas similar, cuyos para´metros
caracter´ısticos (´ındice de refraccio´n y para´metro de red) sean diferentes. E´ste es
el motivo por el cual dibujamos en la figura (6.8) dos estructuras de bandas para
dos cristales foto´nicos de para´metros diferentes. En la figura (6.9) se muestra una
imagen en detalle de la estructura de bandas en torno al punto K, donde se observa
la estructura de conos. Aunque en la figura (6.8) no se muestra, tenemos el mismo
cono en torno al punto K ′.
En las figuras (6.10) y (6.11) se muestra una simulacio´n nume´rica de elementos
finitos del mo´dulo del campo ele´ctrico procedente de una fuente puntual emitiendo luz
polarizada en el modo transversal ele´ctrico con longitud de onda λ = 4.08aPC en una
matriz diele´ctrica con ı´ndice de refraccio´n n1 = 3.04 junto con otro cristal foto´nico de
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Figura 6.9: Detalle de la estructura de bandas en torno al punto K para los dos
cristales foto´nicos considerados en el texto. Debido a la diferencia de para´metros entre
ambos cristales, el punto en el cual se tocan las bandas estara´ situado a diferentes
energ´ıas en ambos casos, por lo que la velocidad de grupo en ambas situaciones a
una misma energ´ıa sera´ muy diferente, dando lugar a los feno´menos de separacio´n de
haces o de colimacio´n.
la misma estructura pero con ı´ndice de refraccio´n ligeramente ma´s pequen˜o n2 = 2.65
en ambos casos.
6.4 Conclusiones.
En el cap´ıtulo 6 hemos estudiado una manera alternativa a la propuesta en la
referencia [1] para la creacio´n de haces de electrones polarizados en esp´ın. La pro-
puesta presentada consiste en una unio´n n − p − n− en la que en uno de sus lados
se ha introducido un dopado por medio de efecto campo tal que el nivel de Fermi
se encuentra en la zona de energ´ıas donde la distorsio´n trigonal es apreciable. Las
superficies de Fermi para cada valle, debido a la distorsio´n trigonal, son diferentes.
Esto hace que las direcciones de las corrientes transmitidas a trave´s de la barrera
tengan direcciones distintas para cada valle, producie´ndose un efecto de separacio´n
de haces electro´nicos polarizados en el valle.
El efecto de polarizacio´n de valle es muy sensible a la orientacio´n relativa entre la
red y la barrera de potencial, encontra´ndose que solamente se da cuando la barrera es
paralela a la ordenacio´n zig-zag en la red, por lo que la separacio´n de haces electro´nicos
es uno de los dos casos extremos que pueden ocurrir. El otro efecto, asociado a la
ordenacio´n “armchair”, consiste en la colimacio´n de uno de los dos haces, mientras
que el otro sufre una dispersio´n angular.
Hemos mostrado que las energ´ıas en las que la distorsio´n trigonal comienza a
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Figura 6.10: Estructura de dos cristales foto´nicos que simula una unio´n p − n. La
disposicio´n zig-zag de los cilindros produce el efecto de colimacio´n de haces, a dife-
rencia con el caso electro´nico, en donde esta configuracio´n de la red produce el efecto
de separacio´n de haces.
ser apreciable esta´n en el l´ımite de las posibilidades experimentales actuales. No
obstante, variando el espesor del sustrato de SiO2, es posible alcanzar valores de
dopado correspondientes a las energ´ıas de la zona de distorsio´n trigonal. El valor
del espesor de sustrato es clave a la hora de poder identificar experimentalmente las
muestras de grafeno por medio de un microscopio o´ptico, por lo que su variacio´n juega
en detrimento de la posible realizacio´n experimental del dispositivo propuesto, ya
que, como hemos dicho, para tal valor es complicado alcanzar las energ´ıas necesarias,
mientras que si tal espesor es modificado, aunque sea levemente, se corre el riesgo de
no poder observar la muestra de grafeno. Sin embargo, existe otro valor para el cual
el contraste o´ptico de la muestra de grafeno con el sustrato es o´ptimo[3], valor que
permitir´ıa alcanzar dopados suficientes como para ver los efectos aqu´ı descritos sin
problema.
Al final del cap´ıtulo hemos construido una analog´ıa de la transmisio´n electro´nica
en grafeno con la transmisio´n de luz en cristales foto´nicos. En tales sistemas es
posible encontrar puntos de Dirac en las bandas, obtenie´ndose propiedades de trans-
porte ana´logas a las encontradas en grafeno[95, 96, 97]. Entre esas propiedades se
encuentra la separacio´n de haces electromagne´ticos procedentes de distintos valles, y
la colimacio´n y dispersio´n angular de haces. La ventaja de la observacio´n de tales
feno´menos es la ventaja experimental que conlleva, puesto que estas estructuras son
de uso actual en los laboratorios de o´ptica.
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Figura 6.11: Estructura de dos cristales foto´nicos que simula una unio´n p−n. La dis-
posicio´n armchair de los cilindros produce el efecto de separacio´n de haces, en el caso
electro´nico, la configuracio´n de este tipo genera e´l efecto de colimacio´n electro´nica.
Ape´ndice A
Teor´ıa de la respuesta lineal.
A.1 El teorema de fluctuacio´n-disipacio´n.
En general, los experimentos en F´ısica de la Materia Condensada consisten en
estudiar la respuesta del sistema bajo la accio´n de perturbaciones externas. En la gran
mayor´ıa de los casos, si la perturbacio´n es pequen˜a, la respuesta del sistema sera´ lineal,
esto es, proporcional a dicha perturbacio´n. Por tanto, el objeto de estudio en esas
condiciones es el te´rmino de proporcionalidad entre perturbacio´n aplicada y respuesta
medida, que recibe el nombre de susceptibilidad generalizada χ. Entre las mu´ltiples
aplicaciones que posee la teor´ıa de respuesta lineal, una de las ma´s importantes es
la respuesta del sistema a campos electromagne´ticos externos, de donde se extraera´
informacio´n sobre la susceptibilidad de esp´ın o de carga del sistema.
En este ape´ndice vamos a introducir de manera muy breve la teor´ıa de la respuesta
lineal a trave´s de un caso concreto, que sin embargo ha demostrado ser de la mayor
importancia en el cap´ıtulo 3, consistente en la respuesta del sistema a un campo
ele´ctrico (o una diferencia de potencial) externo.
En general, podemos entender la respuesta Xˆ(x) del sistema a una perturbacio´n
externa F (x) como el valor esperado de cierto operador X:
Xˆ(x) = 〈ψ¯(x)Xψ(x)〉. (A.1)
En esta ocasio´n, el promedio funcional se va a realizar empleando la accio´n S =
S0 + δS[F ], donde S0 es la accio´n del sistema sin perturbar y
δS[F ] =
∫
dxF (x)ψ¯(x)Xψ(x), (A.2)
es el te´rmino correspondiente a la perturbacio´n generada por la fuerza generalizada
F (x). Al final de los ca´lculos, haremos F = 0 para poder identificar el promedio
funcional en (A.1) con el valor esperado en el vac´ıo de la teor´ıa original, descrita
u´nicamente por S0:
Xˆ(x) = − δ
δF (x)
logZ[F ]|F=0. (A.3)
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Vamos a an˜adir formalmente otro te´rmino a la accio´n total similar en estructura a
(A.2) asociado a una segunda fuerza generalizada F ′, de tal manera que (A.3) pase a
ser ahora
Xˆ(x) ≡ 〈X〉 = − δ
δF (x)
logZ[F, F ′]|F=F ′=0. (A.4)
La diferencia, aunque formal, asegura que el valor esperado (A.4) sea distinto de cero.
El otro motivo por el cual se ha introducido esta segunda fuerza generalizada es que
vamos a considerar que X depende de´bilmente de F ′, y es suficiente considerar en
(A.4) el te´rmino lineal en F ′:
Xˆ(x) ' − δ
δF (x)
(
logZ[F, F ′]|F ′=0 + 1Z[F, F ′] |F ′=0
δ
δF ′
Z[F ]|F ′=0F ′
)
|F=0. (A.5)
La susceptibilidad generalizada χ definida a trave´s de la relacio´n Xˆ = χF ′ tiene la
expresio´n siguiente, en te´rminos de derivadas funcionales:
χ(x, x′) = − 1Z
δ2
δF (x)δF ′(x′)
Z[F ,F ′]|F=F ′=0 +
(
1
Z
δZ
δF
|F=F ′=0
)2
. (A.6)
Aplicando las derivadas funcionales a Z y usando (A.4) la expresio´n de χ funcio´n del
operador Xˆ es
χ(x, x′) = 〈Xˆ(x)Xˆ(x′)〉 − 〈Xˆ(x)〉〈Xˆ(x′)〉 = 〈
(
Xˆ(x)− 〈Xˆ(x)〉
) (
Xˆ(x′)− 〈Xˆ(x′)〉
)
〉.
(A.7)
La relacio´n entre X(x) y la fuerza generalizada F (x′) puede escibirse entonces como
〈X(x)〉 '
∫
dx′χ(x, x′)F (x′). (A.8)
El el caso de respuesta lineal a un campo electromagne´tico electromagne´tico apli-
cado Aµ(x) que actuara´ como fuerza externa F (x), el sistema respondera´ originando
una redistribucio´n espaciotemporal de la carga ρ(x) = 〈ρˆ(x)〉 y (o) una corriente neta
j(x) = 〈ˆj(x)〉. Usando una notacio´n generalizada jµ = (ρ, j) podemos escribir (A.8)
en este caso particular como:
jµ(x) =
∫
dx′Kµν(x, x′)Aν(x′). (A.9)
La invariancia gauge introduce una ligadura en la susceptibilidad Kµν(x, x
′):
∂µxKµν(x, x
′) = 0.
Por supuesto, a partir de la definicio´n general (A.6) podemos escribir (Aµ = A
′
ν)
Kµν(x, x
′) = −Z−1 δ
2
δAµ(x)δAν(x′)
Z[A]|A=0 + 〈jµ〉2, (A.10)
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y, por tanto, Kµν(x, x
′) = Kνµ(x, x′), es decir, Kµν(x, x′) es sime´trico.
En la teor´ıa de la electrodina´mica en medios materiales, la relacio´n (A.9) es ya
conocida. Si la escribimos en el espacio de momentos, la ecuacio´n integral pasa a ser
la siguiente ecuacio´n algebraica:
jµ(ω,q) = Kµν(ω,q)Aν(ω,q). (A.11)
Es natural considerar la situacio´n en la que las fluctuaciones medidas sean de taman˜o
macrosco´pico, comparable al taman˜o macrosco´pico. Adema´s, experimentalmente es
usual emplear campos ele´ctricos y magne´ticos cuyas variaciones espaciales sean muy
pequen˜as comparadas con el taman˜o t´ıpico de las muestras. Esto hace que sea lo´gico
tomar el l´ımite q → 0 en (A.11). Empleando la condicio´n de gauge ∇φ = 0 junto con
E(ω) = ωA y podemos reescribir la parte espacial de jµ como
j(ω) = σ(ω)E(ω), (A.12)
que es la ley de Ohm en su forma vectorial. De esta forma, queda definido el tensor
conductividad ele´ctrica a partir de la susceptibilidad Kµν :
σ(ω) = lim
q→0
1
ω
Kij(ω,q). (A.13)
A.2 La relacio´n de Einstein.
La relacio´n de Einstein nos va a permitir calcular la conductividad a frecuencia o
voltaje cero en una aproximacio´n semicla´sica a partir de la densidad de estados del
sistema en cuestio´n y la constante de difusio´n sin necesidad de aplicar la expresio´n
(A.13) directamente.
Si consideramos en general un gas de electrones sometido a un potencial ele´ctrico
φ(r) a temperatura constante, una variacio´n local de dicho potencial ele´ctrico origi-
nara´ una variacio´n en la densidad de electrones n segu´n la expresio´n ( en equilibrio,
el potencial qu´ımico cumple µ(r) = eφ(r))
δn(r) =
dn
dµ
|
µ=EF
eδφ(r). (A.14)
Por otra parte, una variacio´n espacial de la densidad de electrones produce un movi-
miento en forma de corriente de difusio´n, que, en situacio´n de equilibrio, tratara´ de
contrarrestar dicha variacio´n δP (r):
j = −eD∇n(r) = −De2dn
dµ
|
µ=EF
∇φ(r). (A.15)
Igualando esta expresio´n para la corriente con (A.12) y empleando E(r) = −∇φ(r)
llegamos inmediatamente a
σ = e2
dn
dµ
|
E=EF
D. (A.16)
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Es bien conocido que la densidad de electrones se puede obtener a partir de la densidad
de estados sabiendo que
n =
1
h¯
∫ µ
ρ(E)dE. (A.17)
Simplemente derivando esta expresio´n con respecto a µ y particularizando en el nivel
de Fermi, obtenemos la versio´n final de la relacio´n de Einstein:
σ =
e2
h¯
ρ(EF )D. (A.18)
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