Abstract. This is a continuation of the Cambridge Tract "Harmonic maps between Riemannian polyhedra", by J. Eells and the present author. The variational solution to the Dirichlet problem for harmonic maps with countinuous boundary data is shown to be continuous up to the boundary, and thereby uniquely determined. The domain space is a compact admissible Riemannian polyhedron with boundary, while the target can be, for example, a simply connected complete geodesic space of nonpositive Alexandrov curvature; alternatively, the target may have upper bounded curvature provided that the maps have a suitably small range. Essentially in the former setting it is further shown that a harmonic map pulls convex functions in the target back to subharmonic functions in the domain.
Introduction and preliminaries
While interior regularity (Hölder continuity) of locally energy minimizing maps from an admissible Riemannian polyhedron (X, g) was the subject of the article [F3] -an addendum to the recent monograph [EF] by J. Eells and the author-the present paper is concerned with the Dirichlet problem for harmonic (i.e., continuous locally energy minimizing) maps of (X, g) into a complete geodesic space (Y, d Y ) of nonpositive curvature (Theorem 1) or of upper bounded curvature (Theorem 3), assuming that X is compact and has nonvoid boundary bX. As an application in the former setting, two pull-back properties of harmonic maps are included (Theorem 2). I am indebted to Professor Eells for posing the problems treated in this article to me back in 1996.
Upper bounds (≥ 0) for the curvature of Y are understood in the sense of A.D. Alexandrov [A1] , [A2] . Existence and uniqueness of the variational solution φ : X → Y was obtained in [EF] , [F4] , and Hölder continuity of φ off the boundary in [EF] , [F3] . A few references to related known results for the particular case of maps from a Riemannian manifold will be given below in Section 2.
In Part (a) of Theorems 1 and 3 we show that the variational solution φ is continuous up to the boundary bX provided that the prescribed boundary map is continuous and, in Theorem 3 (a) , that Y is locally compact. In Part (b) of either theorem we establish uniqueness of a harmonic map with prescribed continuous restriction to the boundary. This is done by proving the same maximum principle for the distance function d Y (φ 0 , φ 1 ) between two harmonic maps φ 0 , φ 1 which was obtained by Jäger and Kaul [JK] in the case where X and Y are Riemannian manifolds. Also in our setting, d Y (φ 0 , φ 1 ) is therefore subharmonic in case Y has nonpositive curvature (Theorem 1 (b)), as shown by considering the map φ 0 ×φ 1 : X → Y ×Y . In the case of upper bounded curvature (Theorem 3 (b) ), d Y (φ 0 , φ 1 ) is expressed in terms of a subsolution to the very same elliptic operator of divergence type as devised in [JK] . Summing up, the Dirichlet problem is uniquely solvable and well posed.
Similar results are obtained for the Dirichlet problem for maps into a smooth Riemannian manifold without boundary (Theorems 4 and 5). The study of maps into a manifold is not quite a particular case of that of a geodesic space target because our concept of energy of maps into a geodesic space, extending that of Korevaar and Schoen [KS] for maps from a (smooth) Riemannian manifold, requires that the Riemannian metric g on the domain polyhedron X be simplexwise smooth, while bounded measurable components of g suffice for a good concept of energy of maps into a Riemannian manifold. When g is simplexwise smooth, the two concepts of energy are identical (up to a dimensional constant factor) provided either that φ(X) is bounded [EF, Theorem 9.2] or that the target manifold is complete and simply connected with nonpositive sectional curvature (Proposition 2 below).
Recall from [EF, Chapter 4 ] that a polyhedron X is termed admissible if it is dimensionally homogeneous, say of dimension m, and if (in case m ≥ 2) any two m-simplexes of X with a common face σ (dim σ = 0, 1, . . . , m − 2) can be joined by a chain of m-simplexes containing σ, any two consecutive ones of which have a common (m − 1)-face containing σ.
We denote throughout by X an m-dimensional admissible polyhedron, connected and locally finite, and endowed with a nondegenerate Riemannian metric g whose restriction to each open m-simplex of X is at least bounded and measurable. The associated volume measure on X is denoted by µ g = µ, the intrinsic (Riemannian) distance on X by d g X = d X , and the closed ball with center x ∈ X and radius r by B X (x, r) .
Based on the work of Korevaar and Schoen [KS] a concept of energy of a map φ of (X, g) into a metric space (Y, d Y ) is developed in [EF, Chapter 9] , assuming that g is simplexwise smooth, i.e., g shall be smooth in every open m-simplex s of X, and g |s shall extend smoothly to a (nondegenerate) Riemannian metric on the affine m-space containing s [EF, Remark 4.1] . The map φ is supposed first of all to be µ-measurable with separable essential range, and to be of class L loc (X, Y ) denotes the space of all maps X → Y for which E(φ |U ) < ∞ for every relatively compact connected open set U ⊂ X (equivalently, the above lim sup is finite for every f ).
We shall sometimes use the fact that the supremum over f in (1.2) is also the limit of the increasing net in question with the upper directed index set C c (X, [0, 1]) (ordered pointwise). If X is compact, then (1.2) reduces to
It is shown that, if φ ∈ W for every f ∈ C c (X). In the affirmative case it follows from (1.2), (1.3) that
For the above assertions, see Steps 2, 3, and 4 of the proof of [EF, Theorem 9 .1]. These steps are independent of the general requirement in [EF] that also the target of maps X → Y shall be locally compact. However, the proof of the second part of
Step 1 [F4] .
A function u : X → R is of class W 1,2 loc (X, R) in the sense of Definition 1 (with Y = R) if and only if u ∈ W 1,2 loc (X) as defined in [EF, p. 63] (cf. [F3, note 2, p. 377] for the uniqueness of ∇u). And if that is the case, the energy density of u equals [EF, Corollary 9.2] , which is based on [KS, Theorem 1.6 .2] (where X is a Riemannian domain in a Riemannian manifold), and is also a particular case of [EF, Theorem 9.2] .
By polarization, (1.3) and (1.4) lead, for any two functions u, v ∈ W 1,2 loc (X), to (1.5)
dµ(x ) → c m ∇u(x), ∇v(x)
as → 0, in the sense of weak convergence as measures. For any map φ ∈ W 1,2 loc (X, Y ) and any connected open set U ⊂ X it is easily shown that e(φ |U ) = e(φ) µ-a.e. in U , and so E(φ |U ) = U e(φ) dµ. It follows that, if two maps φ, ψ ∈ W 1,2 loc (X, Y ) agree µ-a.e. off a closed set F ⊂ X, then e(φ) = e(ψ) µ-a.e. in X \ F , and hence (if E(φ) < ∞) (1.6) E(ψ) − E(φ) =
F (e(ψ) − e(φ)) dµ.
A map φ ∈ W 1,2 loc (X, Y ) is said to be locally E-minimizing, or to be a local Eminimizer, if X can be covered by relatively compact subdomains U for each of License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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which E(φ |U ) ≤ E(ψ |U ) holds for every map ψ ∈ W 1,2 loc (X, Y ) such that ψ = φ µ-a.e. in X \ U [EF, Definition 10.1] . It would clearly amount to the same to consider instead maps ψ such that ψ = φ µ-a.e. off some closed set F ⊂ U (F depending on ψ). If E(φ) < ∞ (e.g. if X is compact), then the inequality E(φ |U ) ≤ E(ψ |U ) may therefore be replaced equivalently by E(φ) ≤ E(ψ), according to (1.6).
In the setting of any one of the five theorems below, a continuous local E-minimizer φ : X → Y is called a harmonic map; see [EF, Chapter 12] .
Formulation of results
We proceed to formulate and comment on the results of the present article. Proofs are mostly given in subsequent sections. The admissible Riemannian polyhedron (X, g) of dimension m is supposed (in the absence of another indication) to be compact with nonempty boundary bX, the union of all (m − 1)-simplexes of X contained in only one m-simplex. It follows that X \ bX is noncompact.
Maps into a geodesic space. In this subsection we suppose that g is simplexwise smooth (as explained in the paragraph containing (1.1)). To begin with,
. We denote by W 1,2 (X, Y ) the class of all maps φ : X → Y of finite energy in the sense of Definition 1:
For each (m − 1)-simplex σ of the boundary bX, the trace tr σ φ on σ of a map φ ∈ W 1,2 (X, Y ) is well defined as the trace on σ of the restriction φ |s of φ to the unique open m-simplex s of X having σ as a face; cf. [KS, §1.12] . Note that tr σ φ is of class L 2 (σ, Y ) on σ relative to (m − 1)-dimensional Hausdorff measure H m−1 [KS, p. 606] . When collected, the traces tr σ φ on the various (m − 1)-simplexes σ of bX define the trace tr bX φ of φ on bX as a map of class L 2 (bX, Y ), a complete metric space with metric analogous to D above.
In terms of a quasicontinuous version φ (cf. [F4, Theorem 1] ), the restriction of φ to σ equals tr σ φ H m−1 -a.e. (In fact, the projection on σ of a set ω ⊂ s along a flow in s transversal to σ has capacity ≤ a constant times the capacity of ω, and any set of capacity 0 has H m−1 -measure 0; cf. e.g. [La, Theorems 2.9, 3.13] .)
The following lemma, proven in Section 3, is known when (X, g) is a Lipschitz Riemannian domain (in a Riemannian manifold); see [KS, Theorem 1.12 .2] for (a) and (b) in that setting.
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It follows from (c) that 
is subharmonic in X \ bX, and hence attains its maximum on bX:
According to the proof of [EF, Theorem 11.3] , W 1,2 ψ (X, Y ) has indeed a unique element φ of least energy, called the variational solution to the Dirichlet problem on X with boundary map ψ (or tr bX ψ). This was proved as in [KS, Theorem 2.2] , where (X, g) is a Lipschitz Riemannian domain (in a Riemannian manifold).
It is understood in (a) that φ has been redefined (uniquely) on a µ-nullset so as to become (Hölder) continuous in X \ bX; this is possible by [EF, Theorem 10 .1], [F3, Theorem 1] , because φ |X\bX is, in particular, locally E-minimizing. See also Jost [Jo2] for the underlying technique. It is further understood that tr bX φ = tr bX ψ has been redefined H m−1 -a.e. on bX so as to become continuous at the given point x 0 ∈ bX. The latter claim in (a) is then that the version of φ : X → Y thus obtained (with φ |bX := tr bX φ) is continuous at x 0 .
1 From (b) it follows that the variational solution φ is the only map of class W 1,2 ψ (X, Y ) which is harmonic in X \ bX. (Use the latter expression (2.1) for W 1,2 ψ (X, Y ) and apply the maximum principle from [EF, Proposition 5.3 (i) 
If tr bX ψ is continuous it follows similarly from (a) and (b), in view of the former expression (2.1) and [EF, Proposition 5.3 (ii) ], that the variational solution φ is also the only solution to the classical-style Dirichlet problem of finding a continuous map φ of class W 1,2 ψ (X, Y ) such that φ is harmonic in X \ bX. Thus the classical-style 1 In the proofs of [EF, Theorems 10.1, 10.2] and [F3, Theorem 2] , the assertion at the beginning that X may be assumed compact is incorrect and should simply be omitted, having only trivial consequences such as replacing W 1,2 (X) by W 1,2 loc (X) and Lip(X) by Lip c (X). The same applies to the proofs of the corresponding results for maps into manifolds [EF, Propositions 12.1, 12.2] and [F3, Theorem 4] . Furthermore, in the beginning of the large display [F3, p. 395] , one should accordingly delete the string "
(e(φ λ ) − e(φ))dµ =" (not used anyway) because E(φ) may now be infinite. Similarly, on [EF, p. 194] 
Dirichlet problem is uniquely solvable, and well posed (in the uniform topology on continuous maps) in view of (2.2).
The question of Hölder continuity of the variational solution φ in (a) up to the boundary in case tr bX ψ is Hölder continuous remains open in the present setting of a polyhedral domain X. For the case that (X, g) is a Riemannian manifold with smooth boundary, φ is Hölder continuous up to the boundary with exponent α provided that ψ is Hölder continuous with that exponent (0 < α < 1) [Se1] .
The proof of Theorem 1 is given in Section 4. Part (a) is reduced there to the (nontrivial) case Y = R of harmonic functions. The key to (b) is to pass to the product map φ 0 ×φ 1 : X → Y ×Y and profit from the isometric involution (y 0 , y 1 ) → (y 1 , y 0 ) on Y ×Y , thereby greatly simplifying triangle comparison, or rather quadrilateral comparison [KS, §2.1 ]-a particular case of the characterization of nonpositive curvature by comparison of closed curves, due to Reshetnyak [R] . The proof in (b) that d Y (φ 0 , φ 1 ) is subharmonic (when the maps φ 0 and φ 1 are harmonic) is given in the slightly more general situation in which φ 0 and φ 1 are harmonic in an open subset of X, or equally well in the entire space X, which is then typically noncompact and may have empty boundary. Remark 1. By comparison with the classical Dirichlet problem for harmonic functions it is natural to replace X \ bX in Theorem 1 by a domain Ω with compact closure and nonvoid boundary in an ambient admissible Riemannian polyhedron X. It can be shown that Theorem 1 remains valid in that setting (at least for bounded maps), assuming just that the point of continuity in question in (a) is a regular boundary point in the sense of potential theory, and using the latter definition (2.1) of W 1,2 ψ (X, Y ); similarly as to Theorems 3, 4, and 5. See [F5] .
Our next theme is certain pull-back properties of harmonic maps. The domain polyhedron X is no longer required to be compact and with nonempty boundary (except in Corollary 1). 
Recall that the shortest distance d Y (y, C) between a point y ∈ Y and the set C from (a) is well defined by
and d Y (y, C) is convex and contractive as a function of y ∈ Y , the former because (Y, d Y ) is globally squared-convex (cf. e.g. [EF, p. 26]) , and the latter by [KS, Proposition 2.5.4] . Part (a) is therefore a particular case of Part (b), but needed in our proof of (b). The proof of Theorem 2 is given in Section 5.
As an immediate consequence of (a) we have a kind of maximum principle for harmonic maps X → Y when X is compact and has nonempty boundary bX: Ad (a). For maps between Riemannian manifolds (no curvature requirement) this removable singularity result is due to Eells and Polking [EP] . To prove it in the present setting, let U denote the (open) star of a vertex of X in a triangulation sufficiently fine that U is the interior of its closure; cf. [EF, Remark 4.2] . Then ∂U = bU , and U is compact. Let ψ be the variational solution to the Dirichlet problem in U with boundary map tr bU ψ = tr bU φ; cf. Theorem 1 (a). Since the stars U cover X, it suffices to prove that
0 (U ) is subharmonic in U \ F , and consequently in all of U by the known analogue of (a) for subharmonic functions.
2 It therefore follows from [EF, Proposition 5.3 (i) ] (as noted in the third paragraph following Theorem 1 above) that d Y (φ, ψ) = 0, and so φ = ψ is indeed harmonic in U .
Ad (b). We may assume that φ n → φ uniformly and that sup n E(φ n ) < ∞, hence E(φ) < ∞ by [EF, Lemma 9 .1] (which does not require that Y be locally compact). With U and ψ as in the proof of (a) the subharmonic functions
, and so φ = ψ is harmonic in U , as above.
Returning to Theorem 2, Part (b) was obtained (along with its converse) for the particular case dim X = 1 in [EF, Proposition 12.4 ] as an application of Jensen's inequality on Y [EF, Proposition 12.3] .
For smooth maps between smooth Riemannian manifolds without boundary (no curvature requirement) the pull-back property (b) was shown by Ishihara [Ish] to characterize harmonic maps. This was extended in [EF, Theorem 12 .1] to continuous maps of locally finite energy from the present polyhedral domains into Riemannian manifolds. Here is yet another case of Ishihara's characterization (proven in Section 6): Theorem 3 below is a companion to Theorem 1 for targets Y of upper bounded curvature, now assuming for the existence and continuity part (a) that Y is locally compact. For a variant proof of the existence (and uniqueness) of the variational solution in Theorem 3 (a) without requiring local compactness of Y see [F4] , based on [Se2] (unpublished). The uniqueness part (b) of Theorem 3 is an extension of the corresponding result for maps between Riemannian manifolds, due to Jäger and Kaul [JK] .
For the proof of that extension (given in Section 8) we prepare Lemma 2 below, providing a kind of complement to Reshetnyak's characterization by quadrilateral comparison, now for upper bounded curvature. In the standard unit sphere S 2 in R 3 an (ordered) quadrilateral P QRS with perimeter < 2π (hence with sides and diagonals of length < π) is said to be convex if the geodesic segments P Q, QR, RS, and SP form a subdivision of the boundary of some geodesically convex subset of S 2 . A trapezoid in S 2 is understood here as a convex quadrilateral P QRS in S 2 such that P QRS is mapped onto SRQP under reflection in some great circle in S 2 . Equivalently, the diagonals have the same length: P R = QS, and so have two opposite sides: P Q = RS; this implies indeed, by convexity, that Q and R are in the same hemisphere bounded by the great circle through P and S (when e.g. P = S); and the triangles P QS and SRP are congruent, so that the reflection of S 2 that interchanges P and S likewise interchanges Q and R. Since cos is concave on [0, π/2] and decreasing on [0, π], we have
When P QRS denotes a quadrilateral in a geodesic space Y of curvature ≤ 1 (for simplicity), we say that a trapezoid P Q R S in S 2 is a comparison trapezoid for P QRS if P Q, RS ≤ π/2 and 
and similarly the points
Here (1 − λ)P + λS, say, denotes the point P λ of the geodesic segment joining P and S for which P P λ = λP S. Concerning bipoint uniqueness, see the paragraph following Theorem 3 below.
The proof of the lemma, given in Section 7, uses for (a) Reshetnyak's characterization of curvature ≤ 1 by quadrilateral comparison [R] ; furthermore, the wellknown fact that, given 6 numbers a ij ∈ [0, π], 1 ≤ i < j ≤ 4, there exist on the unit sphere S 3 in R 4 four points P i , i = 1, 2, 3, 4, with the distances d S 3 (P i , P j ) = a ij , if and only if the symmetric 4×4 matrix A with entries cos a ij above the diagonal and entries 1 in the diagonal is positive definite or semidefinite; furthermore, S 3 can be replaced by S 2 here if and only if rank A < 4. See [Sbg] . Part (b) is elementary (spherical trigonometry).
is Hölder continuous in X \ bX, and continuous at any point of bX at which tr bX ψ is continuous.
(b) For any two continuous maps φ 0 , φ 1 : X → B which are harmonic in X \ bX the continuous function θ : X → R defined by Concerning (a), a map of least energy in W 1,2
is called a variational solution to the Dirichlet problem in question. We prove existence of a variational solution when Y is locally compact, and hence B is compact, by the Hopf-Rinow theorem (cf. e.g. [EF, p. 28] ): Denote
.1]; and tr bX φ = tr bX ψ, by Lemma 1 (a). Thus φ ∈ W 1,2 ψ (X, B) is a variational solution. As such, φ is, in particular, locally E-minimizing in X \ bX, and hence Hölder continuous there (after being redefined uniquely on a µ-nullset in
Continuity of φ up to the boundary bX (at any point of bX at which ψ |bX is continuous) will be established in Section 8, assuming again that Y is locally compact or that
, interior continuity of φ being used. If φ is not continuous in X \ bX, our proof of (a) still shows that ess lim
for any x 0 ∈ bX at which tr |bX ψ is continuous.
Like in Jäger-Kaul [JK] , Theorem 3 (b) will be established by proving that,
Once that has been proved (in Section 8, by use of Lemma 2) it remains to extend Hopf's maximum principle for the operator L to the present setting of a polyhedral domain X. For this, the function a may even be replaced by any bounded measurable function a > 0, bounded away from 0. The local subsolutions to L are then nothing but the weakly subharmonic functions for a new Brelot harmonic sheaf and Dirichlet structure on X, obtained simply by replacing the Riemannian volume element dµ = √ det g dx 1 · · · dx m on X by a dµ, and hence the Dirichlet form ∇u, ∇v dµ by ∇u, ∇v a dµ. This substitution causes no problems whatsoever, and so the maximum principles in [EF, Proposition 5.3 ] carry over and replace the Hopf maximum principle used in [JK] in the manifold case. See Hervé [Her] for the case of a bounded domain X in R m . For any two variational solutions φ 0 , φ 1 to the Dirichlet problem the distance function d Y (φ 0 , φ 1 ) is of class W 1,2 (X), by [EF, Corollaries 9.1, 9 .2], hence so is θ(φ 0 , φ 1 ). It therefore follows from Part (i) of [EF, Proposition 5.3 ] (applied to the operator L in place of the weak Laplacian, and to X \ bX in place of X) that θ(φ 0 , φ 1 ) ≤ 0 a.e. in X \ bX, and so θ(φ 0 , φ 1 ) = 0 there; i.e., φ 0 = φ 1 in X \ bX and hence a.e. in X. This establishes uniqueness of the variational solution.
If tr bX ψ is continuous, and if φ 0 , φ 1 are two continuous maps of class W 1,2 ψ (X, B) which are harmonic in X \ bX, then Part (ii) of [EF, Proposition 5.3] 
shows that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The above additional hypothesis that Y be locally compact is actually not needed for the existence (and uniqueness) of the variational solution. This was shown (in the typical case where the domain of the maps is a Lipschitz Riemannian domain) by [Se2] (unpublished).
3
For the particular case of a smoothly bounded Riemannian domain it was shown in [Se2] that the variational solution φ is even Lipschitz continuous in X \ bX; 4 this fails for polyhedral X, even when Y = R; see e.g. [EF, Example 6 
, not even for maps between Riemannian manifolds. Thus interior regularity may break down, as shown by an example due to Hildebrandt, Kaul, and Widman [HKW, §6] ; cf. [EF, Example 12.3] . Uniqueness of the variational solution will of course break down even in the simplest case of geodesics on a closed hemisphere.
Maps into a Riemannian manifold. In this subsection the Riemannian metric g on each m-simplex of the m-dimensional admissible polyhedron X is allowed to be just bounded and measurable (rather than smooth), and as always nondegenerate, i.e., with elliptic bounds (cf. [EF, eq. (4 
.1)])
. That suffices for the definition and properties of a natural covariant concept of energy of maps into manifolds as in [EF, Definition 9 .2]; see Definition 2 below. For simplicity of enunciations we suppose here that X is compact; but at first we do not insist that X have a boundary bX = ∅. Let (N, h) be an n-dimensional Riemannian C 1 -manifold without boundary, having a countable base for its topology, and endowed with a countable atlas. In particular, N is locally compact. Definition 2. A map φ of (X, g) → (N, h) has finite energy if and only if (i) φ can be redefined on a µ-nullset so as to become quasicontinuous; and (ii) the components φ 1 , . . . , φ n of φ in each chart V → R n are of class W 1,2 on the quasiopen set φ −1 (V ); and (iii) the energy density e(φ) of φ, defined µ-a.e. in each of the sets φ
For the terms quasiopen and quasicontinuous see [EF, Definitions 7.2, 7.3] , where the capacity is associated with the Dirichlet form X |∇u| 2 dµ, u ∈ L 1,2 0 (X) (see [EF, p. 21 and Proposition 7.3] ), possibly applied locally; cf. [EF, Remark 7.2] .
Note that the above pre-images φ −1 (V ) in (ii) and (iii) are quasiopen in view of (i); we refer to Kilpeläinen and Malý [KM] for the Sobolev space W 1,2 (U ) on a 3 In [Se2] , and hence (sic!) in [EF] , the inequality reproduced in [EF, eq. (11.15) ] is unfortunately misstated, the "hat" over φ 1/2 being missing (thereby invalidating the inequality, even in the case of geodesics on a standard 2-sphere). The proof in [Se2] pertains of course to the correct version of the inequality and is completed and extended to polyhedral domains in [F4] . 4 Continuity of φ up to the boundary, though mentioned in [EF, p. 210 ] without justification, is not claimed in [Se2] .
quasiopen set U ⊂ R m and the gradient operator ∇ on it, equally applicable in the present setting, where U ⊂ X. See [EF, text following Definition 7.4] .
If φ(X) has compact closure in N , then (iii) is a consequence of (i) and ( In case (a), this follows from [EF, Theorem 9.2] . Case (b) is derived from (a) in Section 9.
In the rest of this subsection, g may again be just bounded measurable, and Definition 2 of energy is used. In combination with Proposition 2 the following lemma serves as a key to transferring the existence theory from [EF, Chapter 11] to the present setting of maps into manifolds; cf. Remark 1 below:
Lemma 3. With g just bounded measurable, let (N, h) be simply connected complete with nonpositive sectional curvature, and let
A corresponding inequality holds µ-a.e. in X for the energy densities e( · ) in place of the energies E( · ) of φ t , φ 0 , φ 1 , omitting the integration. For the proof see Section 10.
For a finite energy map of (X, g) into a complete Riemannian manifold (N, h) the concept of trace on a compact subset of bX does not involve the Riemannian metric g on X, and therefore remains in force when g is just bounded measurable. Lemma 1 remains valid because the assertions are not affected when g is replaced by a Euclidean (hence simplexwise smooth) Riemannian metric g e on X. Here is a companion to Theorem 1 in the present setting with X compact and bX = ∅ (using now Definition 2 of energy, g being just bounded measurable). Recall the definition (2.1) of W 
is subharmonic in X \ bX, and hence attains its maximum on bX. In particular, if φ 0 = φ 1 on bX, then φ 0 = φ 1 on X.
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The existence and uniqueness of the variational solution φ in (a) is contained in [EF, Theorem 11.3] when g is simplexwise smooth, in view of Proposition 2 (b); the proof carries over to the present case where g is just bounded measurable, in view of Lemma 3 above and [EF, Remark 9.6] . Hölder continuity of φ in X \ bX follows from [F5, Proposition 2] , [F3, Theorem 3] . Continuity up to the boundary is proved just like in the case of Theorem 1 (a); see Section 4.
The proof of (b) is simply carried over from the case settled by Jäger and Kaul [JK] , where X is a Riemannian manifold with boundary. If tr bX ψ is continuous, it follows from (a) and (b) that φ is continuous in all of X, and is thus the unique solution to the classical-style Dirichlet problem in X with continuous boundary map tr bX ψ.
Without assuming X compact and bX = ∅ it still holds of course that d N (φ 0 , φ 1 ) is subharmonic when φ 0 , φ 1 : X → N are harmonic. Here is a short, alternative proof of that: Since φ 0 and φ 1 are weakly harmonic, by [EF, Theorem 12 .1], so is clearly φ 0 ×φ 1 : X → N ×N . Because N is globally squared-convex (cf. e.g. [EF, Chapter 2] ), the intrinsic distance d N is convex on N ×N , and its pull-back d N (φ 0 , φ 1 ) under φ 0 ×φ 1 is therefore indeed subharmonic according to Ishihara's characterization of harmonic maps between (smooth) Riemannian manifolds [Ish] , extended in [EF, Theorem 12 .1] to the present setting of maps with polyhedral domain (X, g), g being just measurable and bounded on each top-dimensional simplex.
For the case where (X, g) is a Riemannian manifold with boundary, Theorem 4 was obtained, along with further regularity results, by Hildebrandt, Kaul, and Widman [HKW] and by Giaquinta and Hildebrandt [GH] . The same applies to the following companion to Theorem 3 for the case where (N, h) has just upper bounded curvature (and g is just measurable and locally bounded). Under the remaining hypotheses on N and B the cut locus condition is fulfilled if and only if B satisfies bipoint uniqueness, or equivalently: radial uniqueness, [AB2, §4] (see also the paragraphs following Theorems 2 and 4 in [F3] ). Note that B is compact, by the Hopf-Rinow theorem. The existence of a variational solution φ in (a) is therefore established as above concerning Theorem 3 (a) when g is simplexwise smooth, in view of [EF, Theorem 9 .2] (or Proposition 2 above); the proof carries over to the present case where g is just bounded measurable, in view of [EF, Remark 9.6] .
Hölder continuity of φ in X \ bX follows from [F5, Proposition 2] , [F3, Theorem 4] . Continuity up to the boundary is proved just like in the case of Theorem 3 (a) in Section 8.
The uniqueness proof in [JK] for the case of a manifold domain X carries over to the present setting in view of the properties of the subsolutions to L described in the paragraph containing (2.7) above; this establishes (b).
Remark 2. Theorem 2 and Corollaries 1 and 2 above carry over rightaway to the present setting with g just bounded measurable (but with manifold target (N, h) ), using now Definition 2, and invoking [EF, Remark 9.6] . Like the existence and uniqueness of the variational solution to the Dirichlet problem, other results in [EF, Chapter 11] have companions in the present setting. Suppose that X and N are compact and that (N, h) has nonpositive sectional curvature:
( (2) Suppose that bX = ∅. Given a continuous map ψ : X → N , let C ψ (X, N ) denote the class of all continuous maps φ : X → N such that φ |bX = ψ |bX .
5 Give C ψ (X, N ) the topology of uniform convergence on X. Every homotopy class H in C ψ (X, N ) (i.e., every connectivity component of C ψ (X, N )) has a unique element φ of least energy, and φ is Hölder continuous in X \ bX. See [EF, Theorem 11.2] , [F3, Theorem 3] .
In view of Lemma 3 these assertions are obtained from the proofs of the quoted results from [EF] (where g is required to be simplexwise smooth). See also [EF, Remark 11.4 ], proven in [F5] .
Proof of Lemma 1
It suffices to consider the case where X is embedded in some R N , with every simplex affinely embedded [EF, Remark 4 .1]; furthermore, g = g e (a Euclidean Riemannian metric), and d X = d e X (the Euclidian Riemannian distance on X); cf. [EF, .
Proof of (a).
We have E(φ) ≤ lim inf n E(φ n ) < ∞ according to [EF, Lemma 9 .1], generalizing [KS, Theorem 1.6 .1] and valid without requiring that Y be locally compact. For every (m − 1)-simplex σ of bX with associated m-simplex s ⊃ σ it follows by [KS, Theorem 1.12 
Proof of (b).
Write d Y (φ, ψ) = u, and suppose first that tr Γ u = 0. The proof of [KS, (1.12vi )], applied to the above Lipschitz Riemannian domain s • with an (m − 1)-face σ in bX, extends right away when the entire boundary bs is replaced by γ := Γ ∩ σ; cf. [KS, (1.12ii) ]. When applied to the function u : s
• → R with tr γ u = 0 this leads to 6 (3.1)
The proof of [EF, Theorem 11 .2] covers the stronger assertion in which C ψ (X, Y ) is defined as C ψ (X, N ) above, i.e., without requiring that its members have finite energy. 6 The proof of [KS, (1.12ii) 
, which converges to 0 as t → 0, by (3.1). Consequently, tr γ φ = tr γ ψ µ-a.e. in γ, and hence tr Γ φ = tr Γ ψ µ-a.e. in Γ, by varying σ. Conversely, suppose that tr Γ φ = tr Γ ψ. With σ, s, and γ = Γ ∩ σ as above, the proof of [KS, (1.12ix)] shows that (since tr γ φ = tr γ ψ)
We show that (3.2) remains valid when γ is replaced by Γ and s by X; i.e., tr
where 
is the desired bi-Lip bijection. Note that α maps s affinely onto α(s) = β 1 (s 0 ) = conv({c 1 } ∪ σ) ⊂ s, and that α(x) = β 1 (x) = x for x ∈ σ. Using [KS, Lemma 1.12.1] we infer that tr σ φ = tr σ (φ • α −1 ), and similarly for ψ. From (3.2), with φ, ψ replaced by 
, and η t (x) affine elsewhere as a function of d X (Γ, x). Then |∇η t | ≤ 2/t µ-a.e. It follows easily that η t u → u in W 1,2 (X) as t → 0, and so
, noting that the energies E(u n ) = X |∇u n | 2 dµ converge, hence remain bounded, and that obviously tr Γ u n = 0.
Proof of (c).
The proof will show that it suffices to require that u ∈ W 1,2 0 (X \ σ) (or equally well u ∈ Lip c (X \ σ)) for some (m − 1)-simplex σ of bX. Let s be a given m-simplex of X, and denote s the unique m-simplex having σ as a face. It suffices to prove the stated inequality with X replaced by s on the left. Via a chain A joining s to s , and a bi-Lip bijection α : A → s as in the proof of (b) above, the claim further reduces to the well-known case X = s = s:
To establish (3.4), denote v the unit vector in R m ⊃ s parallel to the median in s to the midpoint of σ, and denote c the length of that median. Then (ξ, t) → x := ξ +tv defines a linear bijection θ of a set S of the form S = {(ξ, t) : ξ ∈ σ, t ≤ τ (ξ)}, with τ (ξ) ≤ c, onto s. Because u = 0 on σ we have
and that leads by integration to (3.4).
Proof of Theorem 1
Proof of (a). As explained in Section 2 (after stating the theorem) we employ a version of φ ∈ W 1,2 (X, Y ) such that φ |X\bX is (Hölder) continuous and that φ |bX is a version of tr bX φ = tr bX ψ ∈ L 2 (bX, Y ) for which φ |bX is continuous at a given point x 0 ∈ bX. We shall prove that φ : X → Y is continuous at x 0 . That will be done by reduction to the case (Y, d Y ) = R of harmonic functions. For a function h ∈ Lip c (Z + \ Z 0 ) the (τ -)antisymmetric extension of h across Z 0 (likewise denoted h) is of class Lip(Z). Indeed, for points x ∈ Z + and y ∈ Z − , a geodesic segment [x, y] in Z has some point z in common with Z 0 , and since h(z) = 0 we obtain, denoting by C the Lip constant of h : Z + → R:
(Consider a geodesic segment γ in Z joining x and z. Replacing the parts of γ in Z − \ Z 0 by their images under τ , we obtain a new geodesic in Z joining x and z and with the same length d Z (x, z), but lying entirely in Z + , whence the assertion.) Likewise, , z) , the latter again because τ (z) = z.
As already noted, the given function f ∈ W 1,2 (X), restricted to Z + , is of class W 1,2 0 (Z + \ Z 0 ) and can therefore be approximated in W 1,2 (Z + ) by functions h ∈ Lip c (Z + \ Z 0 ) as considered above. The antisymmetric extension of f (likewise denoted f ) is then approximated in W 1,2 (Z) by the antisymmetric extended functions h ∈ Lip(Z), and so f ∈ W 1,2 (Z).
Because tr Z0 u = tr Z0 f = 0, the antisymmetric extension u is of class W 1,2 (Z), like that of f . We show that u is weakly harmonic in the interior U of Z. For any antisymmetric function λ ∈ Lip c (U ) we have tr Z0 λ = 0, and hence λ |U+ ∈ W 1,2 0 (U + ) by Lemma 1 (b), U + = Z + \ Z 0 denoting the interior of Z + relative to Z. Because u is weakly harmonic in the open set U + (⊂ X \ bX) it follows that U+ ∇u, ∇λ dµ = 0, and similarly with U + replaced by U − := τ (U + ), or even by
∇u, ∇λ is antisymmetric, and so we have again U ∇u, ∇λ dµ = 0. We conclude that u is indeed weakly harmonic in U , and therefore has a continuous (harmonic) version in U [EF, Theorem 6 .2], necessarily equal to f = 0 on U ∩Z 0 . Consequently, (4.1) holds in the present case.
Step 2. This is the general case, where it is merely required that f |bX be continuous at the given point x 0 , and that f (x 0 ) = 0. For > 0 consider, as in [EF, p. 67] , the odd function T : R → R supported by [−2 , 2 ], and defined for s ≥ 0 by
Each T is a normal contraction of R, operating on W 1,2 (X) [EF, Definition 2.5 and If, in addition, f is subharmonic in X \ bX, it follows from the very last assertion of [EF, Theorem 5 .2] that f ≤ u in X \ bX, and hence by (4.1)
Under the hypotheses on Y and φ in the theorem this applies to the distance function f (x) = d Y (φ(x), φ(x 0 )), which is of class W 1,2 (X) by [EF, Corollaries 9.1, 9 .2]; (Hölder) continuous in X \ bX, like φ, and continuous at x 0 relative to bX with the value 0, by hypothesis on φ. According to [EF, Lemma 10.2 (a) ] (likewise applied with X replaced by X \ bX) f is weakly subharmonic in X \ bX, and indeed subharmonic there, by continuity.
7 It therefore follows from (4. 
Proof of (b). Replacing X \ bX by any admissible Riemannian polyhedron (X, g),
The fact that every continuous weakly subharmonic function f is subharmonic follows, e.g., from [EF, Proposition 5.3 (ii) ], applied to u = f − H V f in any regular domain V . See also [EF, Remark 7.4] . [EF, Lemma 12.6 
, has according to Definition 1 (with the supremum over f ∈ C c (X, [0, 1]) viewed as a limit) the energy
It follows that φ 0 ×φ 1 is locally E-minimizing if φ 0 and φ 1 are also.
The permutation (y 0 , y 1 ) → (y 1 , y 0 ) is an isometric involution of Y ×Y , and 
For x, x ∈ X consider the following (ordered) quadrilateral
in Y . Then S =P , R =Q, and so P Q = RS and P R = QS. By Reshetnyak's majorization theorem [R] (cf. [KS, Theorems 2.1.1 and 2.1.2]), there exists in R 2 a convex comparison quadrilateral P Q R S with the same side lengths and no shorter diagonals. In brief notation: 
with the usual abuse of notation; and P λ and Q λ are defined similarly in R 2 . We show that it can be arranged that P R = Q S. By continuity, in proving this we need not consider degenerate cases (coalescence or collinearity among points). Among all convex quadrilaterals P Q R S in R 2 satisfying (4.4), there exists by compactness one in which | P R − Q S| is minimal. If the minimum value is 0 we are done, for then P R = Q S. Suppose that, e.g., P R > Q S. Fixing P and S, turn P Q about P so as to slightly increase the angle of the quadrilateral P Q R S at P . Then Q S increases (by the cosine relation for the triangle Q P S), and so the angle at R increases as well (by the cosine relation for the triangle Q R S). One (in fact both) of the two remaining angles at Q or S must therefore decrease, and hence P R decreases. In this way P R remains > Q S ≥ QS = P R, but P R − Q S decreases, in contradiction with the minimality. Thus there does exist a convex quadrilateral P Q R S in R 2 satisfying (4.4) and P R = Q S. Being convex, P Q R S is therefore symmetric about the line in R 2 through the midpoints of P S and Q R (say the line R×{0}). With U as in the definition of a local E-minimizer (Section 1) (cf. [EF, Lemma 12 .1]), consider a Lipschitz function λ, 0 ≤ λ ≤ 1, of compact support in U , and
For brevity write
a function of class W 1,2 loc (X) according to [EF, Corollaries 9.1, 9.2] 
where of course φ λ (x ) :
For the approximate energy densities e (φ 0 ) and e (φ λ ) (cf. (1.1)) we thus have
according to (1.5) applied to −λu and u − λu, both of class W 1,2 (U ) [EF, Remark 5.1 (a) ]. Note that φ λ = φ 0 off F := supp λ. By (1.2) applied to φ λ and (1.3) applied to φ 0 it follows from (1.6) and (4.8) (after restricting φ 0 to U ) that
In the resulting inequality, replace t by λt for small t > 0, divide by t, and let t → 0:
This should be compared with [EF, eq. (10.6) 
Thus it follows that u is weakly subharmonic, and indeed subharmonic because φ 0 , φ 1 , and hence u = d Y (φ 0 , φ 1 ) are continuous, see footnote 7 above. That simplifies the proof at this point: the set U n on [EF, p. 184] , becomes a usual open set, and so there is no need for fine potential theory here. (Similarly concerning the proof of Theorem 3 in Section 8.)
Proof of Theorem 2
For y ∈ Y let p C (y) = p(y) denote the unique point of C nearest to y (cf. [KS, Proposition 2.5.4] 
Proof of (a). For y, y ∈ Y \C
and similarly in R 2 :
again according to [R] ; cf. [KS, Theorem 2.1.2] . We show that (if R = S) the angles η and η in P QRS at S and R, respectively, are both ≥ π/2. Taking λ = 1 and hence y λ = p(y ), Q λ = R in (5.1) we obtain
the latter inequality because p(y λ ) = p(y) and because p is contractive (and idempotent) [KS, Proposition 2.5.4 ]. For λ → 1 this shows, e.g. by the cosine relation, that indeed η ≥ π/2. Taking instead λ = 1 leads similarly for λ → 1 to η ≥ π/2.
From P QRS we construct a further convex quadrilateral P Q R S in R 2 , now with the angles at S and R equal to π/2, and with three side lengths preserved:
P Q = P Q, P S = P S, Q R = QR.
Taking P = P and Q = Q we consider the circles in R 2 centered at P , resp. Q, and passing through S, resp. R. Then S and R are uniquely determined (up to reflexion in the line through P and Q) as the points of contact between these two circles and one of their common tangents not separating P and Q. None of these two circles encloses the other because
and similarly QR ≤ P Q + P S.
(This also holds if the quadrilateral P QRS degenerates.) With U as in the definition of a local E-minimizer (Section 1) (cf. [EF, Lemma 12 .1]), consider a function λ ∈ Lip c (U ), 0 ≤ λ ≤ 1, and apply the above to
where we have used (5.1), (5.2), (5.3) for the inequality in (5.4). For the convex quadrilateral P Q R S in R 2 we then have from (5.3), (5.4), (5.5)
BENT FUGLEDE
For the approximate energy densities e (φ) and e (φ λ ) (cf. (1.1)), we therefore obtain
By integration over U we get for → 0 from (1.2), (1.3), (1.4) (applied with U in place of X after restricting φ to U ; cf. (1.6))
For details about this, compare with the analogous deduction of (4.9) via (4.8).
In the resulting inequality replace λ by tλ for small t > 0, divide by t, and let t → 0:
This should be compared with [EF, eq. (10.6 C) ). In this way we conclude that u is weakly subharmonic, and indeed subharmonic, by continuity (cf. footnote 7 in Section 4).
Proof of (b).
Like Y , the product Y ×R is a simply connected complete geodesic space of nonpositive curvature, with the "Pythagorean" metric given by 
and the subharmonic function
. Denote z n = z n (x) the point z of Q realizing the minimum (5.6), i.e., (z n , f(z n )/n) is the point of C n nearest to (φ(x), 0). It follows from (5.6) that the sequence (u n (x)) is increasing. Furthermore,
as n → ∞, and since f • φ is continuous and the u n are subharmonic, f • φ is likewise subharmonic in U , and hence in all of φ −1 (V ).
Proof of Proposition 1
In view of Theorem 2 (b), only the "if part" remains. Let U denote the (open) star of a vertex of X in a triangulation sufficiently fine that U is the interior of its closure (cf. [EF, Remark 4.2] ); then ∂U = bU . Let ψ be the continuous variational solution to the Dirichlet problem in U with continuous boundary map ψ |∂U = φ |∂U ; cf. [EF, Theorem 11.3 ] and the present Theorem 1. Since the stars U cover X, it suffices to prove that ψ = φ in U , i.e., d Y (φ, ψ) ≡ 0 in U , for then φ is harmonic in each U and hence in all of X. And for that we show that d Y (φ, ψ) is subharmonic at each point x 0 of U ; cf. Theorem 1 (b). We may assume that φ(
Suppose first that dim Y = 2 and, for some 0 < τ < 1, γ(τ ) belongs to an open 2-simplex s of the target polyhedron (Y, h). Let B denote a Riemannian ball in Y (necessarily convex), centered at γ(τ ) and contained in s; and let C be the geodesic segment in B through γ(τ ) and perpendicular to γ at γ(τ ) for the Riemannian metric h |B on B, and hence for the intrinsic distance d Y on Y , in particular on B [Jo1, Definition 2.1 and Lemma 2.2]. Then γ is perpendicular to
because φ and p are continuous [KS, Proposition 2.5.4 
]. Similarly as to p(ψ(x)).
Moreover, the geodesic segment φ(x)ψ(x) converges to φ(x 0 )ψ(x 0 ) as x → x 0 , and has therefore some point κ(x) in common with C for x near x 0 . Then 
. . , k, and perpendicular to γ(J) in s i ∪ σ. These geodesics C i exist because h is simplexwise smooth; cf. the paragraph containing (1.1). Again, C is convex, now because C i ∪C j is a geodesic in Y for any two i = j. (Indeed, for points y i ∈ C i \ {γ(τ )} and y j ∈ C j \ {γ(τ )} with sufficiently small distances i and j from γ(τ ), the balls [Jo1, Lemma 2.3] , and hence to C (in the sense that p C (φ(x 0 )) = γ(τ )). The previous argument therefore carries over. (If dim Y = 1, C reduces to the point γ(τ ).)
Attempting to extend this proof to higher dimensional polyhedral (or geodesic) targets Y would require replacing C by the union of all geodesics in Y perpendicular to γ at γ(τ ), but that union generally fails to be convex (even near γ(τ )).
Proof of Lemma 2
Proof of (a). Consider a quadrilateral P QRS in B satisfying P Q, RS ≤ π/2, as well as (2.5): 2(P Q RS) + QR + P S < 2π; cf. (2.3). We shall construct in S 2 a comparison trapezoid P Q R S for P QRS; cf. (2.4). For brevity write Clearly, a, b, c, d , h, k < π since the diameter of B is ≤ 2R < π. In view of Reshetnyak's majorization theorem [R] we may therefore suppose from the beginning that Y = S 2 and that P QRS is convex. The construction for that case will be done in four steps, in each of which a b, c, and d will remain unaltered, while h k will become larger (or remain the same).
Let T denote the 3×4 matrix with columns P, Q, R, S ∈ S 2 ⊂ R 3 , and T * its transpose; then the 4×4 matrix (a, b, c, d, h, k) 
is positive semidefinite of rank rk A = rk T ≤ 3 (hence A is not positive definite).
Step 1. Interchanging P, S, and likewise Q, R, leads to a new convex quadrilateral SRQP in S 2 with associated matrix A # obtained from A by interchanging a, b and likewise interchanging h, k, while keeping c and d. Since A and A # are positive semidefinite, so is the matrix
where
but A 1 may well have rank 4 and thus be positive definite.
Step 2. The positive semidefinite matrix A 1 with diagonal entries 1 can be embedded in S 3 (the unit sphere in R 4 ); that is, there exists a quadrilateral P 1 Q 1 R 1 S 1 in S 3 with side lengths a 1 , b 1 , c 1 , d 1 and diagonals h 1 , k 1 . Here is the easy proof (cf. [Sbg] ): There exists a 4 × 4 matrix T 1 such that T * 1 T 1 = A 1 ; the columns of T 1 serve as P 1 , Q 1 , R 1 , S 1 .
Step 3. In particular,
, by hypothesis. We show that P 1 Q 1 R 1 S 1 is contained in a ball of radius < π/2 in the Riemannian manifold S 3 . Such a ball is of course geodesically convex and satisfies bipoint uniqueness. Thus [R] applies again, now with Y replaced by S 3 (having Alexandrov curvature ≤ 1), and that produces a convex quadrilateral P 2 Q 2 R 2 S 2 in S 2 with unchanged side lengths a 2 , b 2 , c 2 , d 2 and with diagonals h 2 ≥ h 1 , k 2 ≥ k 1 (= h 1 ).
To prove that such a ball in S 3 exists, note that for example P 1 and Q 1 are symmetric about a linear 3-space
with poles L, L . Working in this S 2 , and invoking the relations
and
, we see that the triangles P 1 Q 1 S 1 and S 1 R 1 P 1 are congruent (though possibly not with the same orientation). If P 1 Q 1 R 1 S 1 is nonconvex (in S 2 ), then P 1 S 1 and Q 1 R 1 have the same midpoint M , and P 1 Q 1 R 1 S 1 is contained in the ball in S 2 centered at M and with radius max{M P 1 , MQ 1 } < π/2, hence also contained in the corresponding ball in S 3 ⊃ S 2 . In the remaining case, where P 1 Q 1 R 1 S 1 is convex, P 1 , Q 1 and S 1 , R 1 are symmetric about a great circle γ in S 2 (by the congruence of P 1 Q 1 S 1 and S 1 R 1 P 1 ). Furthermore, P 1 and Q 1 are symmetric about a great circle γ , and γ ∩ γ is (or contains) a pair of antipodal points N, N . If, for example,
, and we are done in case N P 1 < π/2. Finally, if N P 1 = π/2, P 1 Q 1 R 1 S 1 lies on a great circle S 1 in S 2 ; and we may assume that P 1 Q 1 + Q 1 R 1 < π since P 1 Q 1 R 1 S 1 is convex with perimeter < 2π. Then Q 1 lies on the arc P 1 R 1 of length < π; and P 1 Q 1 + Q 1 R 1 + R 1 S 1 < π, for otherwise the perimeter of P 1 Q 1 R 1 S 1 would be 2π. Now take as center the midpoint of P 1 S 1 in S 1 (⊂ S 3 ) and as radius
Step 4. Here we further achieve that the diagonals in the convex quadrilateral P 2 Q 2 R 2 S 2 in S 2 from the first paragraph of Step 3 become equal. Suppose, for example, that h 2 > k 2 . We may then slightly reduce h 2 and enlarge k 2 while keeping a 2 (= b 2 ), c 2 , d 2 unaltered. Fixing P 2 and S 2 , this is done by slightly increasing the angle at P 2 , whereby the angle at S 2 decreases, as it is easily seen by invoking the convexity of the quadrilateral P 2 Q 2 R 2 S 2 . This can be continued until we obtain the desired convex quadrilateral P Q R S in S 2 with side lengthsã =b = a b,c = c,
Proof of (b).
Again we may assume, by [R] , that Y = S 2 and that P QRS is convex. We begin by determining a * := P λ Q from the spherical cosine relation for the triangles QP S and QP P λ by eliminating the common angle at P , and similarly determining b * := S λ R from the triangles RSP and RSS λ :
sin c cos a * = sin(c − λc) cos a + sin(λc) cos k,
In particular, we may determine
by replacing λ by 1 − λ in (7.2); and similarly k * := QS λ = QP 1−λ from (7.1):
sin c cos h
2 the quadrilateral QP λ S λ R is convex, and so u := Q λ P λ and v := R λ S λ arise from (7.1) and (7.2), respectively, when we replace λ by λ and P QRS by QP λ S λ R. Thus a, b, c, d, h, k 
Inserting here the expressions for cos a * , cos b * , cos h * , cos k * given by (7.1) through (7.4) leads to sin c sin d cos u = p 1 cos a + p 2 cos k + p 3 cos h + p 4 cos b, (7.5) sin c sin d cos v = p 1 cos b + p 2 cos h + p 3 cos k + p 4 cos a, (7.6) where
Now consider a comparison trapezoid P Q R S for P QRS, both quadrilaterals being in S 2 . Then (7.5) and (7.6) likewise hold for P Q R S with the same λ, λ , c, d and hence the same p 1 , p 2 , p 3 , p 4 , but with a, b replaced by two equal sidesã =b = a b, and h, k by two equal diagonalsh =k ≥ h k. Adding (7.5) to (7.6) for P QRS, and comparing with the same for P Q R S, leads after division by sin c sin d (if > 0) to
that is, u v ≤ũ =ṽ, whereũ := P λ Q λ ,ṽ := S λ R λ (they are equal because P , Q and S, R are symmetric about a great circle γ; cf. the last paragraph of Step 3 above). We conclude that indeed
If λ > 2). We therefore arrive again at (7.7), now by adding (7.1) to (7.2) for P QRS and for P Q R S, and dividing by sin c (> 0) while invokingã =b = a b andh =k ≥ h k. The proof of (b) is complete, the only remaining case c = d = 0 being trivial.
Proof of Theorem 3
By rescaling the metric d Y we arrange that K = 1 and hence R < π/2. Fix ρ > 0 with R + ρ < π/2, and write
Proof of (a). We employ a version of φ ∈ W 1,2 (X, B) such that φ |X\bX is (Hölder) continuous (cf. [F3, Theorem 2] ), and that φ |bX is a version of tr bX φ = tr bX ψ ∈ L 2 (bX, B) for which φ |bX is continuous at a given point x 0 ∈ bX. We shall prove that φ : X → B is continuous at x 0 .
Consider
is of class W 1,2 (X) by [EF, Corollaries 9.1, 9 .2], weakly subharmonic in X \ bX by [EF, Theorem 10.2, eq. (10.19) ], [F3, eq. (8.4 )] (applied to q = y with R replaced by R + ρ), and hence subharmonic in X \ bX by continuity; cf. footnote 7 in Section 4 above. Because f |bX is continuous at x 0 with the value 0, it follows from the proof (in Section 4) of Theorem 1 (a) that (4.2) holds (this much did not involve the target Y , nor the map φ : X → Y , but only the subharmonicity of f ); and so
, we may take y = φ(x 0 ), and it follows in that case from (8.1) that indeed φ(x) → φ(x 0 ) as x → x 0 in X. This applies, in particular, if R ≤ ρ (e.g. if R < π/4), so we may suppose that R > ρ.
In order to proceed by induction (much like it is done in [F3, pp. 397-399] ), define the integer k by
then k > 0 because R > ρ. For j ∈ {0, 1, . . . , k} write ρ j = 2 j ρ, and choose R j with R 0 = R so that R j + ρ j increases strictly with j from R + ρ (< π/2) up to
and hence R k < ρ k ; this is possible because R + ρ < π/2, while R + ρ < 2ρ k by (8.2). It follows that
2), and hence
star of x 0 in X under the Euclidean homothety with center x 0 and factor δ; then S(x 0 , δ) is an admissible Riemannian polyhedron.
8 Suppose, for some j ∈ {0, . . . , k}, that X j := S(x 0 , δ j ) (with 0 < δ j ≤ 1), Y j ⊂ Y , and q j ∈ Y j have been defined so that
that Y j is a closed convex subset of B ∩ B Y (q j , R j ) (hence satisfies bipoint uniqueness, along with B), and that
For j = 0 this is fulfilled with δ 0 = 1, Y 0 = B, and q 0 = q. We proceed to show that either φ is continuous at x 0 , or else j < k and there exist δ j+1 , Y j+1 , q j+1 conforming with the above requirements. In the latter case, repeat the argument with j replaced by j +1, etc.; that will complete the inductive proof that φ is indeed continuous at x 0 . For the given index j ∈ {0, . . . , k} let X j , Y j , q j , R j , ρ j take the place of X, B, q, R, ρ, noting that R j + ρ j < π/2 by (8.3). Then (8.1) remains in force (with the corresponding proof) for any
We may thus assume that j < k, and hence R j > ρ j by (8.4). It follows by (8.5) and (8. 
and hence 
hence there does exist δ j+1 with 0 < δ j+1 ≤ δ j such that
, thus extending (8.6) and completing the inductive proof that φ is indeed continuous at x 0 .
Proof of (b).
We choose here not to pass to the map φ 0 ×φ 1 into Y ×Y (as it was done in the proof of Theorem 1) because that would require assuming R √ 2 < π/2, rather than just R < π/2; cf. (4.3). Instead, Lemma 2 provides a similar symmetry.
Replacing X \ bX by any admissible Riemannian polyhedron (X, g) (possibly noncompact) we show more generally that Lθ ≥ 0 holds in X (in the weak sense), cf. (2.6), (2.7), now with K = 1, for any two harmonic maps
or equivalently: two continuous locally E-minimizing maps [EF, Remark 12 .1]. As explained after (4.7), u and hence θ are of class W 1,2 loc (X). Given a point x 0 ∈ X we shall prove that Lθ ≥ 0 holds in some open neighbourhood U of x 0 in X. Because θ is continuous and ≥ 0, we may assume that θ(x 0 ) > 0, that is, φ 0 (x 0 ) = φ 1 (x 0 ) (cf. text following (2.7)). Choose U as in the definition of a local E-minimizer (Section 1), in this case φ 0 , resp. φ 1 , and furthermore so that x 0 ∈ U and, for some constant σ > 0,
With 0 < ρ < π/2 − R as before, let > 0 be small enough so that, for all x ∈ U and x ∈ B U (x, ),
φ i being uniformly continuous on U . For such x, x apply Lemma 2 to the (ordered) quadrilateral
in which the side lengths u = u(x) = P S and u = u(x ) = QR are ≤ 2R < π − 2ρ; and so 2(d 0 d 1 ) + u + u < 2π; cf. (2.3). By Lemma 2 (a) there exists in S 2 a comparison trapezoid P Q R S for P QRS, in the sense defined in Section 2 before that lemma; in particular,
For any continuous function κ with support in the above set U such that 0 ≤ κ ≤ 1 we have (after restricting φ 0 and φ 1 to U )
the maps φ κ , φ 1−κ : U → B (competing with φ 0 , resp. φ 1 ) being defined by (8.12) with the usual abuse of notation. Write briefly κ(x) = κ, κ(x ) = κ for x ∈ U , x ∈ B U (x, ), and consider in S 2 the points
By extending (8.9) write
The great circles through P and S, resp. Q and R, meet in at least one point O of S 2 with distance ≤ π/2 from R and S. Write Given a function λ ∈ Lip c (U ), 0 ≤ λ ≤ σ/π, apply the above to
From the spherical cosine relation, applied to the triangles O P Q and O P κ Q κ , we therefore obtain (cf. [EF, p. 193] ), after eliminating the common angle at O,
Insert this expression for cos P κ Q κ in (8.14), together with cos P Q = cos d = 1 2 (cos d 0 + cos d 1 ) from (8.15). After some manipulations serving to make (1.2), (1.4), and (1.5) applicable this leads to
cf. [EF, eq. (10.17) ], [F3, eq. (8.2) ]. Here Concerning the first term after the last inequality sign, note that (1.3) is applied here with f replaced by − 1 2 f λv cot v (≥ 0). For given λ ∈ Lip + c (U ) apply the resulting inequality with tλ in place of λ for small t > 0, divide by t, and let t → 0, noting that as in (8.18) instead of the final estimate of R 1 in [EF, p. 193] , [F3, §8] ; besides, we no longer estimate v −1 sin v from below, as it was done (of necessity) in [EF, line preceding (10.19) ] and in [F3, (8.4) ].
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We are now prepared to prove that the Jäger-Kaul function 
Proof of Part (b) of Proposition 2
For given r > 0 write θ r (t) = θ(t) = r/ √ r 2 + t 2 , 0 ≤ t < ∞. Then θ(0) = 1, θ(t) ≤ 1, t → θ(t) is decreasing, and t → tθ(t) is increasing and bounded: tθ(t) ≤ r. Fix a point q ∈ N . By the hypotheses on N the exponential map exp q : T q (N ) → N is bijective, so Euclidean coordinates y α on T q (N ) serve as normal coordinates on N , centered at q. Identify N with T q (N ) = R n via (exp q ) −1 and these Euclidean coordinates y α ; then d 2 N (q, y) = |y| 2 = n α=1 (y α ) 2 . For y ∈ N and c ∈ R, cy ∈ Y is thus well defined and has coordinates cy α . In particular, we define p θ (y) = θ(|y|)y ∈ N for y ∈ N ; thus |p θ (y)| = θ(|y|)|y| ≤ r.
We first show by triangle comparison that the map p θ : N → N is contractive:
