As a natural example of a 1-random real, Chaitin proposed the halting probability Ω of a universal prefix-free machine. We can relativize this example by considering a universal prefix-free oracle machine U . Let Ω A U be the halting probability of U A ; this gives a natural uniform way of producing an A-random real for every A ∈ 2 ω . It is this operator which is our primary object of study. We can draw an analogy between the jump operator from computability theory and this Omega operator. But unlike the jump, which is invariant (up to computable permutation) under the choice of an effective enumeration of the partial computable functions, Ω A U can be vastly different for different choices of U . Even for a fixed U , there are oracles A = * B such that Ω A U and Ω B U are 1-random relative to each other. We prove this and many other interesting properties of Omega operators. We investigate these operators from the perspective of analysis, computability theory, and of course, algorithmic randomness.
Introduction
We begin with a brief review of algorithmic randomness, focusing on Chaitin's halting probability Ω. For a more complete introduction, see Li and Vitanyi [16] or the upcoming monograph of Downey and Hirschfeldt [4] .
A partial computable function M : 2 <ω → 2 <ω is called a prefix-free machine if whenever σ, τ ∈ domain(M ), then σ is not a proper prefix of τ . There is a universal prefix-free machine, i.e. a prefix-free machine U such that for each prefix-free machine M there is a string τ ∈ 2 <ω for which (∀ σ) U (τσ) = M (σ) or both U (τσ) and M (σ) diverge. We say that U simulates M by the prefix τ . The importance of prefix-free machines to algorithmic information theory is well established, originating independently in the seminal work of Levin [15] and Chaitin [2] . They modified Kolmogorov complexity to capture effective randomness for real numbers (an earlier approach is described in Levin [14] ). For any prefix-free machine M , define K M (σ) = min{|τ | | M (τ ) = σ}. If U is universal, then for each partial computable prefix-free M , there is a constant c ∈ ω such that (∀ σ) K U (σ) ≤ K M (σ) + c. We write K for K U and call this prefix-free Kolmogorov complexity. Note that, up to an additive constant, K is independent of the choice of U . We say that A ∈ 2 ω is 1-random if and only if (∀ n) K(A n) > n − O (1) . Schnorr observed that this definition of randomness is equivalent to an earlier definition given by Martin-Löf [17] (see the next section).
If M : 2 <ω → 2 <ω is a prefix-free machine, the halting probability of M is the probability Ω M that M halts on (a prefix of) an infinite input string. Formally, Ω M = M(σ)↓ 2 −|σ| . Note that Ω M is the limit of a monotonically increasing computable sequence of rationals; such reals are called c.e. (or left computable) reals. Conversely, every c.e. real is the halting probability of some prefix-free machine. Chaitin [2] proposed the halting probability Ω = Ω U as a natural example of a 1-random real, where U is any universal prefix-free machine. It is not hard to prove that Ω is 1-random; a straightforward generalization is proved in Proposition 3.1 below. Note that we call Ω the halting probability, even though the definition is machine dependent. This is akin to the situation in computability theory where the halting problem ∅ also depends on the choice of universal machine. In that case, the machine dependence of ∅ is entirely superficial; Myhill's theorem [18] states that it is always the same up to a computable permutation of the natural numbers. Here a similar situation occurs: any two versions of Ω are Solovay equivalent [28] .
For X, Y ∈ 2 ω , which we can think of as reals in [0, 1], we write Y ≤ S X (Y is Solovay reducible to X) to mean that there is a c ∈ ω and a partial computable ϕ : Q → Q such that if q < X, then ϕ(q) ↓ < Y and Y −ϕ(q) < c(X −q). The idea is that given any sequence of rationals approximating X from below, we can generate a sequence of rationals approximating Y from below that, up to a multiplicative constant, converges no slower. We say that a c.e. real X is Solovay complete if Y ≤ S X for every c.e. real Y . It is not difficult to prove that Ω U is Solovay complete for every universal prefix-free machine U [28] , which implies that Ω is well-defined up to Solovay equivalence.
a Two further theorems should be mentioned. [11] ). Suppose that X ∈ 2 ω is a 1-random c.e. real. Then X is Solovay complete.
Together, these results imply that the 1-random c.e. reals, the Solovay complete c.e. reals, and the possible values of Ω all coincide. We will relativize these theorems in Sec. 4.
Relativizing Ω. As we have already indicated, one can draw an analogy between the (measures of) domains of prefix-free machines in algorithmic randomness and the domains of partial computable functions in classical computability theory. Let us consider this analogy in detail.
(i) The domains of partial computable functions are exactly the c.e. sets, while the measures of the domains of prefix-free machines are exactly the c.e. reals. (ii) The canonical example of a non-computable set is the halting problem ∅ , i.e. the domain of a universal partial computable function. The canonical example of a 1-random real is Ω, the halting probability of a universal prefix-free machine. (iii) ∅ is well-defined up to computable permutation, while Ω is well-defined up to Solovay equivalence.
How much further can this analogy be taken? Relativizing the definition of ∅ gives the jump operator. If A ∈ 2 ω , then A is the domain of a universal A-computable machine. Myhill's theorem relativizes, so A is well-defined up to computable permutation. Furthermore, if A ≡ T B, then A and B differ by a computable permutation. A fortiori, the jump is well-defined on the Turing degrees. The jump operator plays an important role in computability theory; it gives a natural, uniform and degree invariant way to produce, for each A ∈ 2 ω , a set A with Turing degree strictly above A.
What happens, on the other hand, when the definition of Ω is relativized? In some ways, the situation is as nice as one would expect. First, note that for any oracle A ∈ 2 ω there is an A-computable prefix-free machine which is universal with respect to all such machines. We will find it convenient to use a universal prefix-free oracle machine U A : 2 <ω → 2 <ω , which essentially gives us a coherent choice of universal machines over all oracles (see Sec. 3). Let Ω
a Solovay reducibility implies Turing reducibility on the c.e. reals, so the Turing degree of Ω is well-defined. Indeed, it is well known that Ω ≡ T ∅ . In Sec. 5, it is proved that the range of an Omega operator has positive measure and that every 2-random real is in the range of some Omega operator. This is not true for every 1-random real. Section 6 turns to the question of degree non-invariance. We prove that every Omega operator maps a set of positive measure to a c.e. real. The preimage of any non-c.e. real has measure zero, so even for relativized halting probability the c.e. reals play a special role. We also prove that for any Z ∈ 2 ω , every Omega operator maps a set of positive measure to the Z-random reals. It is now a simple consequence of Kolmogorov's 0-1 law (see next section) that there are reals A = * B such that Ω A U is a c.e. real and Ω B U is Z-random. Degree non-invariance is immediate.
and K
In Sec. 7, we prove that A ∈ 2 ω is mapped to a c.e. real by some Omega operator if and only if Ω is A-random. Such an A is called low for Ω. (This property does not depend on the particular choice of Ω.) More interesting is the characterization in Sec. 8 of the reals A ∈ 2 ω which are mapped to c.e. reals by every Omega operator. These are proved to be the K-trivial reals: reals which have minimum prefix-free initial segment complexity. This class has been studied thoroughly in recent work [5, 20] . We prove that the K-trivial reals are the only reals for which the Turing degree of Ω A U does not depend on the choice of U . In the final section, we consider the analytic behavior of Omega operators. We prove that Omega operators are lower semicontinuous but not continuous, and moreover, that they are continuous exactly at the 1-generic reals. We also produce an Omega operator which does not have a closed range. On the other hand, we prove b Martin's conjecture is over ZF with dependent choice and the axiom of determinacy. See Slaman and Steel [27] and Downey and Shore [7] for discusion of the conjecture and partial results.
that every non-2-random in the closure of the range of an Omega operator is actually in the range. As a consequence, there is an A ∈ 2 ω such that Ω A U = sup(range Ω U ).
Preliminaries
We use "real" to denote a member of the Cantor space 2 ω . When convenient, we also think of reals as elements of [ 
A real which passes all Martin Löf tests is called Martin-Löf random, which Schnorr proved equivalent to being 1-random.
To capture stronger notions of randomness, take the sets V i ⊆ 2 <ω to be uniformly c.e. relative to an oracle A ∈ 2 ω . Then {V i } i∈ω is called an A-Martin-Löf test and, relativizing Schnorr's result, the A-random reals are exactly the reals which pass every such test. Of special interest are the ∅ (n−1) -random reals, which are called n-random.
Next we recall some of the results which are needed below. We repeatedly use the following elegant theorem of van Lambalgen [29] (see [6] for a short proof). We also require a few important theorems from classical measure theory.
The Lebesgue density theorem. If S ⊆ 2 ω is measurable, then for almost every
A proof of Lebesgue density can be found in [23] . We do not need the full strength of Lebesgue's theorem. Instead, we use the following corollary which says that if a class has positive measure then there is a neighborhood in which the local measure is arbitrarily close to one. 
But ε > 0 was arbitrary, hence µS = 1.
Additionally, in Sec. 5 we use the theorem of Lusin that analytic sets (i.e. projections of Borel sets) are measurable. See Sacks [26] for details. c K-trivial reals. We finish this section by reviewing an important class of reals:
The K-trivial reals are the central topic of Sec. 8 and are also useful elsewhere. Nies [20] proved that A is K-trivial if and only if A is low for 1-randomness, that is, each 1-random set is also 1-random relative to A. Another notion which turns out to be equivalent is due to Kučera [10] : A is a base for 1-randomness if A ≤ T Z for some Z which is 1-random relative to A. By the Kučera-Gács theorem [8, 13] , each set that is low for 1-randomness is a base for 1-randomness. Hirschfeldt, Nies and Stephan [9] showed that in fact each base for 1-randomness is K-trivial.
Omega Operators
In this section, we introduce universal prefix-free oracle machines and the primary objects of study in this paper: the Omega operators. In other words, U can simulate any prefix-free oracle machine by prepending an appropriate string to the input. Note that this condition is much stronger than the requirement that U A is a universal A-computable prefix-free machine for all A ∈ 2 ω . The existence of universal prefix-free oracle machines can be verified by a standard construction. It is not difficult to see that there is an effective enumeration {M i } i∈ω of prefix-free oracle machines. Given such an enumeration, we can define a universal prefix-free oracle machine U by
. If U is universal, then we call Ω U an Omega operator. We will make frequent use of stage notation. In particular, we write
Now that we have defined Omega operators, we make a few simple but important observations. Fix a universal prefix-free oracle machine U . The following proposition is a straightforward relativization of the 1-randomness of Ω.
Proof. We define a prefix-free oracle machine M as follows. For any A ∈ 2 ω and σ ∈ 2 <ω , first calculate τ = U A (σ 
−n , which is absurd, or
This is a contradiction, so
This proves that all reals in the range of Ω U are 1-random with constant b + c. In other words, the range of Ω U is contained in the closed set
c , the closure of the range of Ω U , is 1-random. We will discuss the range of Ω U and its closure in more depth in Sec. 9.
Next we consider the complexity of Ω A U . Call A ∈ 2 ω an A-c.e. real if it is the limit of an increasing, A-computable sequence of rationals. The following observation is immediate. ω .) On the other hand, the fact that Ω ≡ T ∅ has a natural relativization in the following simple result. 
Proof. It is clear that Ω
A U ⊕ A ≤ T A . For the other direction, define a prefix- free oracle machine M such that M A (0 n 1) ↓ if and only if n ∈ A , for all A ∈ 2 ω and n ∈ ω. Assume that U simulates M by the prefix τ ∈ 2 <ω . To determine if n ∈ A , search for a stage s such that Ω A U − Ω A U [s] < 2 −(|τ |+n+1) . This can be done computably in Ω A U ⊕ A. Note that U A cannot converge on a string of length |τ | + n + 1 after stage s, so n ∈ A ⇔ M A (0 n 1) ↓ ⇔ U A (τ 0 n 1) ↓ ⇔ U A (τ 0 n 1)[s] ↓ . Therefore, A ≤ T Ω A U ⊕ A. Recall that B ∈ 2 ω is called generalized low (GL 1 ) if B ≤ T B ⊕ ∅ .
Theorem 3.4 (Nies and Stephan). If a ∆
It is shown that this property does not depend on the particular version of Ω used. We will see in Sec. 7 that the low for Ω reals are exactly those which can be mapped to a c.e. real by some Omega operator.
Applying Theorem 3.4 with A = Ω, one obtains the following corollary. 
On A-Random A-c.e. Reals
We can relativize Solovay reducibility as follows. For A, X, Y ∈ 2 ω , we write Y ≤ A S X to mean that there is a c ∈ ω and a partial A-computable ϕ :
ω . Some basic facts about Solovay reducibility relativize easily. For example:
The proof is a straightforward relativization of results in Solovay [28] . Similarly, Kučera and Slaman's [11] proof of Theorem 1.2 relativizes without alteration.
Theorem 4.2. If X is an A-random A-c.e. real, then X is A-Solovay complete.
On the other hand, a satisfactory relativization of Theorem 1.1 presents some difficulty. The direct relativization states that if X ∈ 2 ω is an A-c.e. real and A-Solovay complete, then there is an oracle machine M such that M A is universal for A-computable prefix-free machines and X = Ω A M . It is not hard to add the requirement that M be prefix-free for all oracles, but there is no reason that M should be universal for oracles other than A, let alone be a universal prefix-free oracle machine. However, with extra work we can satisfy this stronger requirement. 
We also require n to be large enough that 2 −n ≤ X ≤ 1 − 2 −n (clearly, no computable real can be A-Solovay complete, so X = 0, 1). We now define another universal prefix-free oracle machine U . To make Note that (if B = A) this procedure may get stuck in any of the first three steps. In this case, U B will converge on only finitely many strings not extending 0 n . This completes the construction of U , which is clearly a universal prefix-free oracle machine.
It remains to verify that Ω
−n , there are enough strings available in
Because the strings extending 0 n add at most 2 −n ≤ X to Ω A U , there must be some s that causes too many strings to be added to the domain of U in step (iv). In other words, there is an s such that Ω 
Reals in the Range of Some Omega Operator
We proved in the last section that X ∈ 2 ω is in the range of some Omega operator if and only if there is an A ∈ 2 ω such that X is both A-random and an A-c.e. real. What restriction does this place on X? In this section, we show that every 2-random real is an A-random A-c.e. real for some A ∈ 2 ω , but that not every 1-random real has this property. Furthermore, we prove that the range of every Omega operator has positive measure.
Proof. Let A = (1−X + Ω)/2. Then X = 1−2A + Ω is an A-c.e. real. In particular, take a nondecreasing computable sequence {Ω s } s∈ω of rationals limiting to Ω. Then X is the limit of {1 − 2(A s) + Ω s } s∈ω , a nondecreasing A-computable sequence of rationals. It remains to prove that X is A-random. Because X is 2-random it is Ω-random. Hence, by van Lambalgen's theorem, Ω is X-random. But then A = (1 − X + Ω)/2 is X-random (because clearly, Ω ≡ X S (1 − X + Ω)/2). Therefore, applying van Lambalgen's theorem again, X is A-random.
As was mentioned above, the previous theorem cannot be proved if X is only assumed to be 1-random. Proof. The 1-random real X = 1 − Ω is a co-c.e. real, i.e. the limit of a decreasing computable sequence of rationals. Assume that X is an A-c.e. real for some A ∈ 2 ω . Then A computes sequences limiting to X from both sides; hence X ≤ T A. Therefore, X is not an A-random A-c.e. real for any A ∈ 2 ω .
It would not be difficult to prove that 1 − Ω cannot even be in the closure of the range of an Omega operator. In fact, a direct proof is unnecessary because this follows from Theorem 9.4 below.
There is more to be said about which reals can be in the range of an Omega operator. For example:
ω , then is X necessarily a c.e. real?
Note that Theorem 5.1 cannot help provide a counterexample because no 2-random real computes ∅ .
Next we consider a specific Omega operator. Let U be an arbitrary universal prefix-free oracle machine. Recall that analytic sets are measurable and that the image of an analytic set under any Borel operator -for example, Ω U -is also analytic. Proof. Let R = Ω U [S] . Note that R is an analytic subset of 2 ω . Hence µ(R) is defined. Assume, for a contradiction, that µ(R) = 0. In particular, the outer measure of R is zero. This means that there is a nested sequence
ω such that R ⊆ U n and µ(U n ) ≤ 2 −n , for each n ∈ ω. Take a set B ∈ S which codes {U n } n∈ω in some effective way. Then {U n } n∈ω is a B-Martin-Löf test, which implies that Ω
. This is a contradiction, so µ(R) > 0.
The theorem implies that many null classes have Ω U -images with positive measure, for example, S = {A | (∀ n) 2n / ∈ A}. We finish with a simple consequence of Theorem 5.3. 
Corollary 5.4. For almost every
X ∈ 2 ω , there is an A ∈ 2 ω such that X = * Ω A U . Proof. Let S = {X | (∃A ∈ 2 ω ) X = * Ω A U }. Then S is Σk = A k. Then 2 −n ≥ Ω An M − X ≥ Ω An M [s] − X = Ω A M [s] − X > 2 −m ≥ 2 −n .
This is a contradiction, proving that Ω
A M = X. Finally, we must prove that A can be a ∅ -c.e. real. 
Define the spectrum of Ω U to be Spec(Ω U ) = {X | m U (X) > 0}. By the lemma, the spectrum is a set of 1-random c.e. reals. We prove that it is nonempty.
Kurtz [12] defined Z ∈ 2 ω to be weakly n-random if it is not contained in a Π 0 n class which has measure zero. He proved that this randomness notion lies strictly between n-randomness and (n − 1)-randomness. In particular, an n-random real cannot be contained in a null Π 0 n class. We use this fact below. We have proved that Ω U maps a set of positive measure to the c.e. reals. One might speculate that almost every real is mapped to a c.e. real. We now prove that this is not the case. (However, in the next section we will see that almost every real can be mapped to a c.e. real by some Omega operator.) Proposition 6.5. There is an ε > 0 such that We close the section with two further observations on the spectrum. 
On the Low for Ω Reals
We turn the question of the last section around: for which oracles A ∈ 2 ω is there a universal prefix-free oracle machine U such that Ω A U is a c.e. real? We show that this is true for almost every A. Recall from Sec. 3 that if Ω is A-random for someor equivalently any -version of Ω, then A ∈ 2 ω is said to be low for Ω. Almost every real is low for Ω; in particular, every 2-random real is.
Proposition 7.1. A ∈ 2 ω is low for Ω if and only if there is a universal prefix-free oracle machine U such that Ω

Proposition 7.2 (Nies, Stephan, Terwijn [21]). A 1-random real A ∈ 2 ω is low for Ω if and only if A is 2-random.
Proof. Assume that A ∈ 2 ω is 1-random. Recall that Ω ≡ T ∅ . So A is 2-random if and only if A is Ω-random if and only if Ω is A-random, where the last equivalence follows from van Lambalgen's theorem.
More evidence for the ubiquity of low for Ω reals is the following basis theorem. It is an immediate corollary of Theorem 6.1 and Proposition 7.1. Every K-trivial real is low for 1-randomness, hence low for Ω. To see that there is a low for Ω real that is neither 2-random nor K-trivial, apply the previous result to the Π 0 1 class of completions of Peano arithmetic. The completions of Peano arithmetic form a null Π 0 1 class, so none are 1-random by Kurtz [12] . Every completion of Peano arithmetic computes a 1-random real, but the class of K-trivial reals is closed downward under Turing reduction [20] , hence no completion of Peano arithmetic is K-trivial.
Corollary 7.3 (The low for Ω basis theorem). Every nonempty Π
Although it is a digression from our primary topic, we finish this section with a generalization of Corollary 7.3. The following result is a "low for X" basis theorem for every 1-random real X ∈ 2 ω ; it reduces to the corollary when we take X = Ω. This result was found independently by Reimann and Slaman [25] , for whom it is not a digression but a useful lemma.
Proposition 7.4. For every 1-random X ∈ 2
ω and every nonempty Π
Proof. Let P ⊆ 2 ω be a nonempty Π 0 1 class. Our goal is to construct a Martin-Löf test {V i } i∈ω such that if X ∈ 2 ω is not A-random for any A ∈ P, then X ∈ i∈ω V i . Fix a universal prefix-free oracle machine U . Whenever an s ∈ ω and σ ∈ 2 <ω are found such that
Martin-Löf test. Finally, assume that X ∈ 2 ω is not A-random for every A ∈ P. By compactness, for every i ∈ ω, there is a σ ≺ X such that
This proves that if X ∈ 2 ω is 1-random, then there is an A ∈ P such that X is A-random. We must still prove that A can be taken to be an X-c.e. real. For every
class. We proved above that S i is nonempty, for large enough i ∈ ω. So A = min(S i ) is an X-c.e. real satisfying the theorem.
Ω
A for K-Trivial A
In the previous section, we considered the reals that can be mapped to c.e. reals by some Omega operator. Now we look at A ∈ 2 ω such that Ω A U is a c.e. real for every universal prefix-free oracle machine U . We will see that these are exactly the K-trivial reals.
The lemma below is a spinoff of the golden run construction from [20, Theorem 6.2]. It actually holds for any prefix free oracle machine M in place of U . That is, we do not use universality to prove the lemma.
Lemma 8.1. Let U be a universal prefix-free oracle machine, and let
Informally,ĉ(x, r) is the maximum amount that Ω Proof. We refer to the proof of [20, Theorem 6 .2] and use its notation. (For more details, see [19] .) By [20, Lemma 6.6] , choose a golden run P i (p, α).
Claim 8.2. For each stage s, there is a stage t > s such that, for all σ < s, if
U A (σ)[t] = y with use w ≤ s, then a run Q i−1,
σ,y,w has returned by t and is not released yet, that is, P i waits at (P2 σ ).
To see this, let r ≥ s be the least stage by which A r s has settled. A run Q i−1,σ,y,w such that w ≤ r is never canceled after stage r, therefore it returns by the definiton of golden runs in [20, Lemma 6.6 ]. This proves the claim.
The least t > s as in the claim can be determined effectively. Let q(0) = 0. If s = q(r) has been defined, let q(r + 1) be the least t such that the condition of the claim holds. Let g ∈ N be the number such that p/α = 2 g . We show thatŜ < 2 g . Suppose x is minimal such that A q(r+1) (x) = A q(r+2) (x). Then A s−1 (x) = A s (x) for some stage s with q(r +1) < s ≤ q(r +2). No later than s, the runs of procedures Q i−1,σ,y,y+1 with x ≤ y < q(r) which are still waiting at (P2 σ ) are released. This adds a weight of at leastĉ U (x, r) to C i . ThusŜ < 2 g , since otherwise the run of P i reaches its goal.
The following proof uses an alternative characterization of 1-randomness due to Solovay [28] . A Solovay test is a computable sequence {I r } r∈ω of intervals with (dyadic) rational endpoints such that r∈ω |I r | is finite. A real passes a Solovay test if it is in only finitely many of the intervals. It is not difficult to see that X ∈ 2 ω is 1-random if and only if it passes every Solovay test. 
Proof. (ii)
Thus µ r measures the computations existing at stage q(r + 1) whose use is at most q(r). We define r 0 below; first we verify that Ω 
Then r∈ω |I r | is finite by (2), so {I r } r∈ω is indeed a Solovay test. Also note that, by the comment after the lemma, min I r ≤ max I r+1 for each r ∈ ω.
Since Ω One consequence of this theorem is the fact that Omega operators are degree invariant at least on the K-trivial reals. The next example shows that they need not be degree invariant anywhere else.
Example 8.4.
There is an Omega operator that is degree invariant only on K-trivial reals.
Proof. Let M be a prefix-free oracle machine such that
For any A ∈ 2 ω , define a realÂ byÂ(n) = A(n) if and only if n = 0. Let U be a universal prefix-free oracle machine. Define a universal prefix-free oracle machine
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Then |Ω
, so A is a base for 1-randomness and hence K-trivial by [9] .
The It is known that the d.c.e. reals form a real closed field [22, 24] . The corollary gives us a nontrivial real closed subfield: the K-trivial reals. To see this, note that the K-trivial reals form an ideal in the Turing degrees ( [5] for closure under ⊕ and [20] for downward closure). Because a zero of an odd degree polynomial can be computed relative to the coefficients, the K-trivial reals are also a real closed field.
Analytic Behavior of Omega Operators
In this section, we examine Omega operators from the perspective of analysis. Given a universal prefix-free oracle machine U : 2 <ω → 2 <ω , we consider two questions:
(ii) How complex is the range of Ω U ?
To answer the first question, we observe that Ω U is lower semicontinuous but not continuous. Furthermore, we prove that it is continuous exactly at 1-generic reals.
Together with the semicontinuity, this implies that Ω U can only achieve its supremum at a 1-generic. But must Ω U actually achieve its supremum? This relates to the second question. Theorem 9.4 states that any real in (range Ω U ) c range(Ω U ) must
. Fix a universal prefix-free oracle machine U . We assume that A is not 1-generic and show that there is an ε > 0 such that
Take a Σ 0 1 class S that is dense along A but A / ∈ S. Define a prefix-free oracle machine L X as follows. When (some initial segment of) X ∈ 2 ω enters S, then L X converges on the empty string. Thus L A is nowhere defined. Let c ∈ ω be the length of the coding prefix for L in U . We prove that ε = 2 −(c+1) satisfies (9.2).
Choose m as in (9.1) for the given universal machine, where
Let U be a universal prefix-free oracle machine.
Proof. By the previous theorem, it suffices to prove that Ω U is continuous at A. But note that the lower semicontinuity of Ω U implies that
The corollary above does not guarantee that the supremum is achieved. Surprisingly, it is. In fact, we can prove quite a bit more. One way to view the proof of the following theorem is that we are trying to prevent any real which is not 2-random from being in the closure of the range of Ω U . If we fail for some X ∈ 2 ω , then it will turn out that X ∈ range(Ω U ). Note that this is a consequence of universality; it is easy to construct a prefix-free oracle machine M : 2 <ω → 2 <ω such that Ω M does not achieve its supremum.
c is not 2-random and let
Note that every C p is closed (in fact, a Π 0 1 class). For every rational q ∈ [0, 1] such that q < X, we will define a closed set B q ⊆ 2 ω such that
where q and p range over the rationals. Furthermore, we will prove that every finite intersection of sets from {B q | q < X} and {C p | p > X} is nonempty. By compactness, this ensures that R X is nonempty, and therefore, that X ∈ range(Ω U ). We are ready to define B q ⊆ 2 ω for a rational q ∈ [0, 1] such that q < X. Assume that U simulates M q by the prefix ρ ∈ 2 <ω . Choose σ, τ ∈ 2 <ω such that U ∅ (σ) = τ ≺ X and |τ | > |ρσ|. Such σ and τ exist because X is not 2-random. Choose Next we verify (9.3). Assume that A ∈ R X . We have just proved that A ∈ B q for all rationals q < X. Also, it is clear that A ∈ C p for all rationals p > X. Therefore, R X ⊆ q<X B q ∩ p>X C p . For the other direction, assume that A ∈ q<X B q ∩ p>X C p . Thus if q < X, then Ω It remains to prove that R X is nonempty. Let Q be a finite set of rationals less than X and P a finite set of rationals greater than X. Define l = max{l q | q ∈ Q} and r = min(P ∪ {r q | q ∈ Q}). Note that X ∈ (l, r). Because X ∈ (range Ω U ) c , there is an A ∈ 2 ω such that Ω A U ∈ (l, r). From (9.4) it follows that A ∈ B q for all q ∈ Q. Clearly, A ∈ C p for every p ∈ P . Hence q∈Q B q ∩ p∈P C p is nonempty. By compactness, R X is nonempty. Proof. Note that sup(range Ω U ) is a c.e. real, hence not 2-random. So, the corollary is immediate from Theorem 9.4.
No 1-generic is 1-random, so µ{A | Ω A U = sup(range Ω U )} = 0. Therefore, sup(range Ω U ) is an example of a c.e. real in the range of Ω U which is not in Spec(Ω U ).
One might ask whether Theorem 9.4 is vacuous. In other words, is the range of Ω U actually closed? We can construct a specific universal prefix-free oracle machine such that it is not. The construction is somewhat similar to the proof of Theorem 5.3. In that case, we avoid a measure zero set by using an oracle that codes a relativized Martin-Löf test covering that set. Now we will avoid a measure zero closed set by using a natural number to code a finite open cover with sufficiently small measure.
The following example makes use of the recursion theorem for prefix-free oracle machines. Let V be a universal prefix-free oracle machine. Assume that ψ A : 2 <ω × 2 <ω → 2 <ω is a partial computable oracle function such that σ → ψ A (σ, τ ) defines a prefix-free oracle machine, for all τ ∈ 2 <ω . Then we can compute a ρ ∈ 2 <ω such that V A (ρσ) = ψ A (σ, ρ), for all σ ∈ 2 <ω and A ∈ 2 ω . Informally, this means that we can define a prefix-free oracle machine N in terms of a prefix ρ by which V simulates N . The recursion theorem for prefix-free oracle machines is a straightforward application of the relativized recursion theorem. See Downey and Hirschfeldt [4] for a (relativizable) proof. We construct a prefix-free oracle machine N . By the recursion theorem for prefix-free oracle machines, we may assume in advance that we know the prefix ρ by which V simulates N . Given an oracle A ∈ 2 ω , find the least n ∈ ω such that A(n) = 1. Intuitively, N A will try to prevent Ω 
