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В данной статье рассматривается проблема оценки параметра Хёр-
ста для процесса, представляющего собой композицию независимых
фрактального броуновского движения и 𝛼–устойчивого движения Ле-
ви. Предложенная оценка базируется на частотно–временном разложе-
нии изучаемого процесса с помощью вейвлета Хаара и применении взве-
шенного метода наименьших квадратов к сумме логарифмов модулей
вейвлет–коэффициентов. Предложенный подход не требует коррекции
ни зависимой переменной, ни размера октавы 𝑗 (факторной переменой)
и обеспечивает асимптотическую эффективность получаемой оценки.
Мы иллюстрируем его работоспособность на нескольких модельных
примерах.
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Введение
Самоподобный характер, долгая память и сильная вариабельность длин соеди-
нений от очень коротких (в миллисекундах) до экстремально длинных (в часах) в
современных телекоммуникационных системах подтверждены многочисленными
эмпирическими и аналитическими исследованиями [2, 7]. Наиболее популярными
моделями такого типа являются дробное броуновское движение и устойчи-
вое движение Леви. Оказалось, что эти модели тесно связаны с тяжелыми хво-
стами у распределений длин сообщений [3] и скоростью соединения удаленных
источников с сервером: при быстром соединении получаем дробное броуновское
движение, при медленном — устойчивое движение Леви [8, 14].
1Работа выполнена при финансовой поддержке РФФИ (проект № 18-07-00678).
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В ряде эмпирических исследований [12] было показано, что трафик может со-
держать обе отмеченные выше компоненты. Относительно недавно появились ра-
боты, посвященные теоретическому описанию моделей смешанных процессов [4] и
оценке их влияния на вероятность переполнения буфера для однородного и неод-
нородного по параметру 𝐻 входящего потока [5, 6].
Оценка параметра самоподобия 𝐻 для моделей смешанного типа является
отдельной интересной задачей. К настоящему времени разработано достаточно
много методов для оценки параметра 𝐻 для «чистых» процессов, включая 𝑅/𝑆–
анализ, метод агрегированной дисперсии, метод максимального правдоподобия и
т.п. Особый интерес у исследователей вызывают подходы, основанные на мето-
дах вейвлет–декомпозиции, в силу свойства декорреляции изучаемых процессов в
области вейвлет–коэффициентов [17].
«Классический» алгоритм оценки 𝐻 для дробного броуновского движения, ос-
нованный на анализе выборочной дисперсии вейвлет–коэффициентов, описан в ра-
боте [15]. В [10] было показано, что метод Абри–Вейча неустойчив к присутствию
в сигналах нестационарных компонент, и предложен робастный метод оценки экс-
поненты Хёрста, базирующийся на применении логарифмических моментов для
вейвлет–коэффициентов. Аналогичный подход применялся в [13] для оценки 𝐻 в
случае устойчивых процессов.
В рамках данной статьи будет рассмотрен алгоритм оценки показателя 𝐻 для
смешанного процесса с независимыми компонентами, однородными по параметру
самоподобия, основанный на применении вейвлет–анализа и линейной регрессии.
1. Самоподобные процессы
1.1. Устойчивые распределения и их свойства
Определение 1. Распределение вероятностей 𝐹 называется устойчивым, ес-
ли для любых н.о.р.с.в. 𝑋1, 𝑋2, 𝑋3, имеющих распределение 𝐹 и любых положи-
тельных 𝑎1 и 𝑎2 существуют 𝑎3 > 0 и 𝑐 ∈ 𝑅1 такие, что
𝑎1𝑋1 + 𝑎2𝑋2
𝑑
= 𝑎3𝑋3 + 𝑐,
где символ
𝑑
= означает равенство по распределению.
Если 𝑐 = 0 для всех 𝑎1, 𝑎2 > 0, то распределение называется строго устой-
чивым.
Устойчивые распределения абсолютно непрерывны, но за исключением трех
специальных случаев: 𝛼 = 2 (гауссовское распределение), 𝛼 = 1 (распределение
Коши), 𝛼 = 0.5, 𝛽 = 1 (распределение Леви) у их плотностей нет явного аналити-
ческого выражения. Поэтому обычно такие распределения описываются в терми-
нах характеристических функций:
𝑀
(︀
𝑒𝑖𝑡𝑋
)︀
=
⎧⎪⎪⎨⎪⎪⎩
exp
{︁
−𝜎𝛼|𝑡|𝛼
(︁
1− 𝑖𝛽 𝑠𝑖𝑔𝑛(𝑡) tg (︀𝜋𝛼2 )︀)︁+ 𝑖𝜇𝑡}︁, если 𝛼 ̸= 1,
exp
{︁
−𝜎|𝑡|
(︁
1 + 𝑖𝛽 2𝜋 𝑠𝑖𝑔𝑛(𝑡) ln |𝑡|
)︁
+ 𝑖𝜇𝑡
}︁
, если 𝛼 = 1,
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где 0 < 𝛼 6 2 — показатель устойчивости; 𝛽 ∈ [−1, 1] — параметр асимметрии;
𝜎 > 0 — параметр масштаба; 𝜇 ∈ 𝑅1 — параметр сдвига. Т.о. мы имеем 4–х пара-
метрический закон распределения, который в литературе обычно обозначают как
𝑆𝛼(𝛽, 𝜎, 𝜇).
При 𝛽 = 0 имеем симметричное относительно 𝜇 устойчивое распределение,
характеристическая функция которого при 𝜇 = 0 имеет вид
𝑀
(︀
𝑒𝑖𝑡𝑋
)︀
= exp{−𝜎𝛼|𝑡|𝛼}.
Характеристическая экспонента 𝛼 отвечает за скорость убывания хвоста
распределения. Случай 𝛼 = 2 соответствует нормальному распределению —
единственному из устойчивых законов c конечными математическим ожиданием
и дисперсией. При 0 < 𝛼 < 2 распределение с.в. 𝑋 имеет тяжёлый хвост, по-
скольку при 𝑥→∞
𝑃 (𝑋 > 𝑥) ∼ 𝐶𝛼 · 𝜎𝛼 · (1 + 𝛽) · 𝑥−𝛼,
𝑃 (𝑋 < −𝑥) ∼ 𝐶𝛼 · 𝜎𝛼(1− 𝛽) · 𝑥−𝛼, (1)
где константа 𝐶𝛼 имеет вид
𝐶𝛼 =
1
∞
0
𝑥−𝛼 sin(𝑥) 𝑑𝑥
=
⎧⎪⎨⎪⎩
1− 𝛼
Γ(2− 𝛼) · cos (︀𝜋·𝛼2 )︀ , 𝛼 ̸= 1,
2
𝜋
, 𝛼 = 1.
В силу соотношения
Γ(1− 𝑥) · Γ(𝑥) = 𝜋
sin(𝜋 · 𝛼) =
𝜋
2 sin
(︀
𝜋·𝑥
2
)︀ · cos (︀𝜋·𝑥2 )︀
получаем
𝐶𝛼 =
2 · Γ(𝛼)
𝜋
· sin
(︁𝜋 · 𝛼
2
)︁
.
Если 0 < 𝛼 < 1, 𝜇 = 0 и 𝛽 = 1, то случайная величина 𝑋 положительна с
вероятностью 1. В дальнейшем будем говорить, что случайная величина 𝑋 имеет
стандартное 𝛼–устойчивое распределение, если 𝜇 = 0 и 𝜎 = 1.
Сформулируем несколько важных результатов, на которые мы будем опирать-
ся при дальнейших выкладках. Их доказательства можно найти в литературе,
указанной в библиографии.
Теорема 1. Если 𝑌1 имеет симметричное 𝛼1–устойчивое распределение,
0 < 𝛼1 6 2, 𝑌2 имеет одностороннее 𝛼2–устойчивое распределение (𝛽 = 1),
0 < 𝛼2 < 1, причём 𝑌1 и 𝑌2 независимы. Тогда с.в. 𝑌 = 𝑌1 ·𝑌 1/𝛼12 имеет симмет-
ричное 𝛼1 · 𝛼2–устойчивое распределение.
Нам понадобится также важное следствие из данной теоремы.
Следствие 1. Положим 𝛼1 = 2 и 𝛼2 = 𝛼/2. Тогда любая случайная величина 𝑋 c
𝛼–устойчивым симметричным распределением представима в виде:
𝑋 = 𝑌1 ·
√︀
𝑌2, (2)
где 𝑌2 — односторонняя
𝛼
2 –устойчивая с.в., а с.в. 𝑌1 имеет стандартное нормальное
распределение.
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Хорошо известен следующий результат.
Лемма 1. Пусть с.в. 𝑋 ∼ 𝑆𝛼(𝛽, 𝜎, 0), где 0 < 𝛼 < 2 Тогда справедливо
𝑀 |𝑋|𝑝 <∞, ∀ 0 < 𝑝 < 𝛼,
𝑀 |𝑋|𝑝 = ∞, ∀ 𝑝 > 𝛼.
Поэтому при 0 < 𝛼 < 2 дисперсия с.в. 𝑋 и моменты порядка 𝑝 > 𝛼 бесконечны
и, кроме того, при 0 < 𝛼 < 1 математическое ожидание с.в. 𝑋 также бесконеч-
но. В этой связи для нахождения оценок параметров устойчивых законов вместо
выборочных средних и дисперсий используют величины (𝑀
(︀|𝑋|𝑝)︀, которые в ли-
тературе называют дробными моментами младших порядков (fractional lower order
moment, FLOM).
Теорема 2. (см. [11], утверждение 1.2.17) Пусть с.в. 𝑋 ∼ 𝑆𝛼(𝛽, 𝜎, 0) где
0 < 𝛼 < 2 и 𝛽 = 0 при 𝛼 = 1 и 𝑋0 ∼ 𝑆𝛼(𝛽, 1, 0). Тогда для любого 0 < 𝑝 < 𝛼
справедливо
𝑀
(︀|𝑋|𝑝)︀ = (︀𝑐𝛼,𝛽(𝑝))︀𝑝 · 𝜎𝑝,
где константа
(︀
𝑐𝛼,𝛽(𝑝)
)︀𝑝
вычисляется по формуле(︀
𝑐𝛼,𝛽(𝑝)
)︀𝑝
= 𝑀
(︀
𝑋0|𝑝
)︀
=
=
2𝑝−1Γ
(︀
1− 𝑝𝛼
)︀
𝑝
∞
0
𝑠𝑖𝑛2(𝑢)
𝑢𝑝+1 𝑑𝑢
·
(︁
1 + 𝛽2 tan2
(︁𝜋𝛼
2
)︁)︁ 𝑝
2𝛼 · cos
(︁ 𝑝
𝛼
arctg
(︁
𝛽 tan
(︁𝜋𝛼
2
)︁)︁)︁
.
Интегрируя по частям и делая замену переменной, мы получим
𝑝
2𝑝−1
∞
0
𝑠𝑖𝑛2(𝑥)
𝑥𝑝+1
𝑑𝑥 =
∞
0
sin(𝑢)
𝑢𝑝
𝑑𝑢 =
⎧⎨⎩
Γ(2− 𝑝) · cos (︀𝜋·𝑝2 )︀
1− 𝑝 , 1 < 𝑝 < 2,
Γ(1− 𝑝) · cos (︀𝜋·𝑝2 )︀ , 0 < 𝑝 < 1, 𝛼 ̸= 1.
Следовательно, при 0 < 𝑝 < 𝛼 для с.в. 𝑋 ∼ 𝑆𝛼(0, 𝜎, 0) имеем
𝑀
(︀|𝑋|𝑝)︀ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1− 𝑝) · Γ (︀1− 𝑝𝛼)︀
Γ(2− 𝑝) · cos (︀𝜋·𝑝2 )︀ · 𝜎𝑝, 1 < 𝛼 < 2,
Γ
(︀
1− 𝑝𝛼
)︀
Γ(1− 𝑝) · cos (︀𝜋·𝑝2 )︀ · 𝜎𝑝, 0 < 𝛼 < 1.
(3)
При 0 < 𝛼 < 1 для 𝛼–устойчивой положительной односторонней с.в. 𝑋 спра-
ведливо (см. [9], следствие 4)
𝑀
(︁
𝑋𝑝
)︁
=
Γ
(︀
1− 𝑝𝛼
)︀
Γ(1− 𝑝) , ∀ 0 < 𝑝 < 𝛼. (4)
Чтобы избежать сложностей, связанных с вычислением гамма функции от
нецелочисленных 𝑝 и выбором подходящих 𝑝 можно перейти к логарифмическим
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моментам 𝑀
(︁
log |𝑋|𝑝
)︁
, которые существуют для любых 𝑝 > 0. Действительно, в
силу (1)
𝑀
(︀
log |𝑋|𝑝)︀ = ∞
0
𝑃
(︁
log |𝑋|𝑝 > 𝑥
)︁
𝑑𝑥 =
∞
0
𝑃
(︁
|𝑋| > 𝑒 𝑥𝑝
)︁
𝑑𝑥 <∞, ∀ 𝑝 > 0.
1.2. Фрактальное броуновское движение и 𝛼–устойчивый процесс Леви
Определение 2. Случайный процесс 𝑌 =
(︀
𝑌 (𝑡), 𝑡 > 0
)︀
называется процессом
Леви, если выполнены условия:
1. 𝑌 (0) = 0 почти наверное;
2. 𝑌 имеет независимые и однородные (по времени) приращения;
3. 𝑌 является стохастически непрерывным;
4. траектории 𝑌 непрерывны справа и имеют конечные пределы слева при
𝑡 > 0.
В силу независимости и однородности приращений, распределение процесса
𝑌 полностью и единственным образом определяется распределением с.в. 𝑌 (1),
которое обладает свойством безграничной делимости.
Наиболее известным примером процесса Леви является броуновское движение
(Винеровский процесс).
Определение 3. Процесс Леви 𝐵 = (𝐵(𝑡), 𝑡 > 0) называется броуновским
движением (Brownian Motion = BM), если для любых 𝑡 > 0, ℎ > 0 случайная
величина 𝐵(𝑡+ ℎ)−𝐵(𝑡) имеет гауссовское распределение со средним 0 и диспер-
сией 𝜎2 · ℎ.
Если 𝜎2 = 1, то говорят, что соответствующее броуновское движение является
стандартным. Нетрудно показать, что
𝐾(𝑡, 𝑠) = 𝐶𝑜𝑣(𝐵(𝑡), 𝐵(𝑠)) = 𝜎2 min(𝑡, 𝑠).
Приращения броуновского движения имеют нормальное распределение. В силу
центральной предельной теоремы такие распределения получаются асимптотиче-
ски для нормированных сумм независимых и одинаково распределенных случай-
ных величин с конечной дисперсией. В случае бесконечных дисперсий приходим
к понятию устойчивого распределения. Впервые такие законы были рассмотрены
П. Леви.
Определение 4. Случайный процесс 𝐿𝛼 = (𝐿𝛼(𝑡), 𝑡 > 0) называется
𝛼–устойчивым процессом Леви, если это процесс Леви такой, что 𝐿𝛼(1) имеет
заданное 𝛼–устойчивое распределение. Если 𝛼 = 2, 𝜇 = 0, то мы имеем броунов-
ское движение 𝐵.
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Самоподобие (self–similarity) или масштабная инвариантность — это важ-
нейшее свойство, присущее трафику в современных компьютерных сетях.
Определение 5. Случайный процесс 𝑋 = (𝑋(𝑡), 𝑡 > 0) называется самоподоб-
ным с параметром Херста 0 < 𝐻 < 1, если он удовлетворяет условию
𝑋(𝑡)
𝑑
= 𝑐−𝐻𝑋(𝑐𝑡), ∀𝑡 > 0, ∀𝑐 > 0, (5)
где символ
𝑑
= означает равенство конечномерных распределений.
Можно показать, что ковариационная функция самоподобного процесса с ко-
нечными моментами второго порядка и имеет вид:
𝛾(𝑡, 𝑠) =
𝜎2
2
(︁
|𝑡|2𝐻 + |𝑠|2𝐻 − |𝑡− 𝑠|2𝐻
)︁
, 0 < 𝐻 < 1. (6)
Одним из наиболее известных и наиболее популярных примеров таких процес-
сов является дробное броуновское движение.
Определение 6. Дробным броуновским движением (fractal brownian motion,
FBM) с параметром 𝐻 называется гауссовский процесс (𝐵𝐻(𝑡), 𝑡 > 0) с нулевым
средним и ковариационной функцией заданной в (6).
Однородность ковариационной функции обуславливает самоподобие дробного
броуновского движения
𝐵𝐻(𝑎𝑡) ∼ |𝑎|𝐻 ·𝐵𝐻(𝑡).
Из (6) также следует, что при𝐻 = 0.5 приращения процесса независимы (обыч-
ное броуновское движение); при 0.5 < 𝐻 < 1 — приращения процесса положи-
тельно коррелированы; при 0 < 𝐻 < 0.5 — приращения процесса отрицательно
коррелированы.
Другим примером является 𝛼–устойчивое движение Леви, определение кото-
рого было дано выше. Используя выражение для характеристической функции,
легко показать, что 𝛼–устойчивое движение Леви является самоподобным процес-
сом с параметром 𝐻 = 1/𝛼.
1.3. Фрактальное броуновское движение и 𝛼–устойчивый процесс Леви
Феномены долгой (long–range dependence) и короткой памяти (short–range
dependence) у случайных процессов обычно связывают со скоростями убывания
их корреляционных или спектральных функций.
Определение 7. Говорят, что процесс 𝑋(𝑡) обладает свойством короткой па-
мяти, если при 𝑛 → ∞ имеет место экспоненциальное убывание корреляцион-
ной функции, то есть существуют постоянные 0 < 𝑎 < 1 и 0 < 𝑏 < ∞ такие,
что ⃒⃒
𝜌(𝑛)
⃒⃒
6 𝑏 · 𝑎𝑛. (7)
Определение 8. Говорят, что процесс 𝑋(𝑡) обладает свойством долгой па-
мяти, если его корреляционная функция 𝜌(𝑛) имеет асимптотику вида:
𝜌(𝑛) ∼ 𝑛−𝛽 · 𝐿(𝑛), 0 < 𝛽 = 2− 2𝐻 < 1, 𝑛→∞, (8)
где 𝐿(𝑛) есть медленно меняющаяся на бесконечности функция.
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У процессов с короткой памятью корреляционная функция является суммиру-
емой, т.е.
∞∑︁
𝑛=0
⃒⃒
𝜌(𝑛)
⃒⃒
<∞,
а у процессов с долгой памятью — несуммируемой
∞∑︁
𝑛=0
𝜌(𝑛) = ∞.
Из (6) и (8) следует, что наиболее интересными с практической точки зрения
являются самоподобные процессы с 0.5 < 𝐻 < 1, т.к. именно они обладают свой-
ством долгой памяти.
2. Вейвлет–анализ смешанного трафика
Очень важная практическая проблема при изучении поведения смешанного се-
тевого трафика заключается в оценке параметров Хёрста для его компонент. Для
оценки соответствующих параметров будем использовать вейвлет–разложение
сигнала с последующим применением к нему регрессионного анализа.
2.1. Основы вейвлет–анализа
Вейвлет–анализ так же как и классический анализ Фурье относится к области
гармонического анализа. Он опирается на «малые волны» или вейвлеты, представ-
ляющие собой систему математических функций определенной формы (базисных
функций), ограниченных по времени/пространству и частоте для сигналов/изоб-
ражений. Это позволяет получить одновременно как временные/пространствен-
ные так и частотные характеристики изучаемого сигнала/изображения, при го-
раздо меньшем числе коэффициентов по сравнению с анализом Фурье. Поскольку
анализ проводится сразу на нескольких масштабах разложения, вейвлет–анализ
также называют кратномасштабным анализом.
Пусть 𝜓0(𝑡) ∈ 𝐿2(R) есть материнский (порождающий) вейвлет. Вейвлет–
базис строится на основе функции 𝜓0(𝑡) посредством её сдвигов и растяжений по
оси времени, т.е. по правилу
𝜓𝑗,𝑘(𝑡) = 𝑎
−𝑗/2 · 𝜓0(𝑎−𝑗𝑡− 𝑘), 𝑗, 𝑘 ∈ Z, 𝑎 = 𝑐𝑜𝑛𝑠𝑡 > 0,
где 𝑗 — параметр масштаба, 𝑘 — параметр сдвига, 𝜓𝑗,𝑘(𝑡) — дочерний вейвлет.
Тем самым анализирующее семейство проявляет масштабно–инвариантное свой-
ство. Поскольку свойство «долгой памяти», присущее современным телекоммуни-
кационным процессам — это, по сути, инвариантность данных к масштабу агреги-
рования, этим и обуславливается эффективность вейвлетов при анализе данного
феномена.
Если для семейства функций 𝜓𝑗,𝑘(𝑡) выполняется условие ортогональности,
⟨𝜓𝑗,𝑘(𝑡), 𝜓𝑖,𝑚(𝑡)⟩ =
∞
−∞
𝜓𝑗,𝑘(𝑡) · 𝜓*𝑖,𝑚(𝑡) 𝑑𝑡 = 𝛿𝑗𝑘 · 𝛿𝑖𝑚,
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где 𝛿𝑗𝑘 есть символ Кронеккера, а * означает комплексное сопряжение, то мы
получаем ортонормированный базис в пространстве 𝐿2(R).
Финитность вейвлет–функций означает их равенство нулю за пределами неко-
торого конечного интервала, причём для локализации спектра вейвлета в частот-
ной области они также должны иметь нулевое среднее значение по интервалу за-
дания. На практике часто накладывается более «жёсткое» требование о равенстве
нулю первых 𝑀 моментов:
∞
−∞
𝑡𝑚 · 𝜓0(𝑡) 𝑑𝑡 = 0, (9)
где 𝑚 = 0, . . . ,𝑀 − 1,𝑀 .
В этом случае любая функция 𝑓(𝑡) ∈ 𝐿2(R) разложима по этому базису
𝑓(𝑡) =
∑︁
𝑗∈Z
∑︁
𝑘∈Z
𝑑𝑗,𝑘 · 𝜓𝑗,𝑘(𝑡), (10)
где коэффициенты 𝑑𝑗,𝑘 — проекции сигнала на новый ортогональный базис функ-
ций — определяются скалярным произведением
𝑑𝑗,𝑘 = ⟨𝑓(𝑡), 𝜓𝑗,𝑘(𝑡)⟩ =
∞
−∞
𝑓(𝑡) · 𝜓𝑗,𝑘(𝑡) 𝑑𝑡. (11)
Ряд в (10) равномерно сходится, то есть
lim
𝐿,𝐾→∞
⃦⃦⃦
𝑓(𝑡)−
𝐿∑︁
𝑗=−𝐿
𝐾∑︁
𝑘=−𝐾
𝑑𝑗,𝑘 · 𝜓𝑗,𝑘(𝑡)
⃦⃦⃦
= 0.
Существуют непрерывное и дискретное вейвлет–преобразования. В рам-
ках нашего исследования мы будем работать с дискретным вейвлет–
преобразованием (ДВП) поскольку для него существуют быстрые алгоритмы
вычислений, экономные как по числу операций так и по требуемой памяти.
ДВП основано на ортонормированном базисе функций вида
𝜓𝑗,𝑘(𝑡) = 2
−𝑗/2𝜓0(2−𝑗𝑡− 𝑘), 𝑗, 𝑘 ∈ Z,
известным в литературе как диадное вейвлет–преобразование. Здесь
1 6 𝑗 6 𝐽 отвечает за глубину разложения или уровень декомпозиции сигна-
ла, причём за нулевой уровень 𝑗 = 0 обычно принимается уровень максимального
временного разрешения сигнала, т.е. сам сигнал, 𝐽 = ⌊log2𝑁⌋ — число октав,
𝑘 = 1, 𝑛𝑗 — номер коэффициента, а 𝑛𝑗 = ⌊2−𝑗 · 𝑁⌋ — число доступных вейвлет–
коэффициентов на масштабе 𝑗.
В силу (9) коэффициенты 𝑑𝑗,𝑘 являются центрированными. Поэтому обрат-
ное ДВП (10) не способно выполнить восстановление нецентрированных сигналов.
Поэтому вейвлет–функции 𝜓𝑗,𝑘(𝑡) используются в паре с так называемыми мас-
штабирующими или скейлинг–функциями 𝜙𝑘(𝑡). Скейлинг–функции имеют
с вейвлетами общую область задания и определенное соотношение между значе-
ниями (формой), но их первый момент равен 1. С практической точки зрения
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вейвлеты можно рассматривать как аналоги высокочастотных фильтров, выделя-
ющих локальные особенности или «детали» сигнала, а скейлинг–функции — как
аналоги низкочастотных фильтров, с помощью которых можно выделить «общую
тенденцию его развития».
Скейлинг—функции образуют дополнительный базис в пространстве 𝐿2(R) и
порождают коэффициенты
𝑎𝑘 = ⟨𝑓(𝑡), 𝜙𝑘(𝑡)⟩ =
∞
−∞
𝑓(𝑡) · 𝜙𝑘(𝑡) 𝑑𝑡. (12)
Совокупность вейвлет–коэффициентов 𝑑𝑗,𝑘 и скейлинг–коэффициентов 𝑎𝑘 поз-
воляет выполнять точную реконструкцию сигналов по формуле
𝑓(𝑡) =
∞∑︁
𝑘=−∞
𝑎𝑘 · 𝜙𝑘(𝑡) +
∞∑︁
𝑘=−∞
∞∑︁
𝑗=−∞
𝑑𝑗,𝑘 · 𝜓𝑗,𝑘(𝑡), (13)
где 𝑎𝑘 называют коэффициентами аппроксимации сигнала, а 𝑑𝑗,𝑘–
коэффициентами детализации.
Простейшая ортогональная система функций, подходящая для ДВП, была
предложена венгерским математиком Альфредом Хааром в 1909 году. Материн-
ская 𝜓0,𝑘(𝑡) и масштабирующая 𝜙0,𝑘(𝑡) функции для вейвлета Хаара задаются
соотношениями:
𝜓0,𝑘(𝑡) =
⎧⎨⎩ 1, 0 6 𝑡 < 0.5,−1, 0.5 6 𝑡 < 1,
0, иначе,
𝜙0,𝑘(𝑡) =
{︂
1, 0 6 𝑡 < 1,
0, иначе.
(14)
Тогда для дочерних–вейвлетов 𝜓𝑗,𝑘(𝑡) справедливо правило:
𝜓𝑗,𝑘(𝑡) = 2
−0.5·𝑗 · 𝜓0,𝑘(2−𝑗𝑡− 𝑘) = 2−0.5·𝑗 · 𝜓0,𝑘(𝑢− 𝑘) =
=
⎧⎨⎩ 2
−0.5·𝑗 , 𝑘 6 𝑢 < 𝑘 + 0.5,
−2−0.5·𝑗 , 𝑘 + 0.5 6 𝑢 < 𝑘 + 1,
0, иначе.
(15)
Вейвлеты Хаара просты в построении и анализе. Они обладают хорошей лока-
лизацией во временной области, не локализованы в области частот и плохо ана-
лизируют гладкие сигналы.
Самое известное семейство дискретных вейвлет–преобразований с компактным
носителем — вейвлеты Добеши было построено бельгийским математиком Ин-
грид Добеши в 1988 году. Оно включает вейвлет Хаара как частный случай при
𝑀 = 2. Вейвлеты из этого семейства при 𝑀 > 2 основаны на неявно заданной
материнской функции 𝜓0(𝑡) и вычисляются рекуррентно, в силу чего не очень
удобны для аналитического исследования.
2.2. Структура вейвлет–коэффициентов для смешанного трафика
Предполагается, что входящий сигнал есть композиция двух независимых
самоподобных процессов: фрактального броуновского движения (FBM) и 𝛼–
устойчивого движения Леви с одинаковыми параметрами Херста 𝐻, т.е.
𝑋(𝑡) = 𝐵𝐻(𝑡) + 𝐿𝛼(𝑡), 𝑡 = 1, 2, . . . , 𝑁, (16)
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где 0.5 < 𝐻 < 1, 1 < 𝛼 = 1/𝐻 < 2 — в этом случае у устойчивого распределения
есть конечное среднее, но дисперсия бесконечна, 𝑁 = 2𝐽 — длина сигнала.
Устойчивый процесс Леви самоподобен и имеет независимые приращения с
тяжёлыми хвостами. Фрактальное броуновское движение при 0.5 < 𝐻 < 1 — са-
моподобный процесс с долгой памятью, приращения которого характеризуются
лёгкими хвостами. Т.о. модель, комбинирующая оба этих процесса, позволяет от-
разить все характерные особенности современного сетевого трафика: самоподобие,
долгую память и тяжёлые хвосты.
В силу самоподобия имеем
𝑋(𝑐𝑡) = 𝑐𝐻𝐵𝐻(𝑡) + 𝑐
𝐻𝐿𝛼(𝑡), 𝑐 > 0. (17)
В силу линейности вейвлет–преобразования, независимости процессов 𝐿𝛼(𝑡) и
𝐵𝐻(𝑡) и свойства (17) получаем следующее
𝑑𝑗,𝑘 =
∞
−∞
𝜓𝑗,𝑘(𝑡) 𝑑𝑋(𝑡) =
∞
−∞
2−0.5·𝑗 · 𝜓𝑗,0(2−𝑗 · 𝑡− 𝑘) 𝑑𝑋(𝑡) =
=
∞
−∞
2−0.5·𝑗 · 𝜓𝑗,0(𝑢− 𝑘) 𝑑𝑋(2𝑗 · 𝑢) =
=
∞
−∞
2𝑗·(𝐻−0.5) · 𝜓𝑗,0(𝑢− 𝑘) 𝑑𝐵𝐻(𝑢) +
∞
−∞
2𝑗·(𝐻−0.5) · 𝜓𝑗,0(𝑢− 𝑘) 𝑑𝐿𝛼(𝑢) =
= 2𝑗·(𝐻−0.5) ·
⎡⎣ 𝑘+0.5
𝑘
𝑑𝐵𝐻(𝑢)−
𝑘+1
𝑘+0.5
𝑑𝐵𝐻(𝑢) +
𝑘+0.5
𝑘
𝑑𝐿𝛼(𝑢)−
𝑘+1
𝑘+0.5
𝑑𝐿𝛼(𝑢)
⎤⎦ =
= 2𝑗·(𝐻−0.5)·
(︁[︀
2·𝐵𝐻(𝑘+0.5)−𝐵𝐻(𝑘)−𝐵𝐻(𝑘+1)
]︀
+
[︀
2·𝐿𝛼(𝑘+0.5)−𝐿𝛼(𝑘)−𝐿𝛼(𝑘+1)
]︀)︁
,
где 𝜈 = 𝐻 − 0.5.
Вновь используя свойство самоподобия процессов 𝐵𝐻(𝑡) и 𝐿𝛼(𝑡), мы получаем
следующее представление для
𝑑𝑗,𝑘
𝑑
= 2𝑗·𝜈 ·
[︁
2 · (𝑘 + 0.5)𝐻 − 𝑘𝐻 − (𝑘 + 1)𝐻
]︁
·
[︁
𝐵(1) + 𝐿(1)
]︁
=
= 2𝑗·𝜈 · 𝑐𝑘 ·
[︁
𝐵(1) + 𝐿(1)
]︁
, (18)
где 𝑐𝑘 = 2 · (𝑘 + 0.5)𝐻 − 𝑘𝐻 − (𝑘 + 1)𝐻 , 𝐵(1) — гауссовская с.в. с нулевым средним
и дисперсией 𝜎2 = 1, а 𝐿(1) = 𝐿𝛼(1) — устойчивая симметричная с.в. с нулевым
средним. Причём для для каждого 𝑘 имеем свои независимые с.в. 𝐵(1) и 𝐿(1).
Вследствие ортонормированности базиса Хаара и свойства (9) коэффициенты{︀
𝑑𝑗,𝑘
}︀
образуют совокупность квази–декоррелированных случайных величин. В
частности, долговременная зависимость, присутствующая во временной области
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для фрактального броуновского движения, практически полностью отсутствует в
плоскости вейвлет–коэффициентов (𝑗, 𝑘). Более точно [17], скорость убывания ав-
токорреляционной функции вейвлет–коэффициентов для FBM на всех масштаб-
ных шкалах пропорциональна величине
|𝑘 − 𝑠|2(𝐻−𝑀), 1 6 𝑗 6 𝐽,
где 𝑀 — число нулевых моментов у выбранного материнского вейвлета. Следова-
тельно, можно считать, что
1. для фиксированного 𝑗 с.в.
{︀
𝑑(𝑗, 𝑘)
}︀
𝑘∈𝑍 независимы;
2. последовательности
{︀
𝑑(𝑗, 𝑘)
}︀
𝑘∈𝑍 при разных 𝑗 независимы.
3. Оценка параметра 𝐻
Поскольку для устойчивого распределения существуют логарифмические мо-
менты любых порядков мы будем строить оценки, следуя [13] и опираясь на пове-
дение суммы логарифмов log2 |𝑑𝑗,𝑘| модулей отдельных коэффициентов.
В силу того, что
𝐿𝛼(1)
𝑑
= 𝑌1
√︀
𝑌2, 𝑌1 ∼ 𝑁(0, 1), 𝑌2 ∼ 𝑆𝛼2 (1, 1, 0),
по формуле полной вероятности получаем, что
|𝑑𝑗,𝑘| 𝑑= 2𝑗·(𝐻−0.5) · |𝑐𝑘| · |𝑌1,𝑘| ·
√︀
1 + 𝑌2,𝑘, (19)
где {𝑌1,𝑘} и {𝑌2,𝑘}— независимые и одинаково распределённые с.в. со стандартным
нормальным и односторонним устойчивым распределением соответственно.
Поскольку с.в. 𝑌2 имеет одностороннее положительное 𝛼/2–устойчивое распре-
деление, справедливо
log2 |𝑑𝑗,𝑘| 𝑑∼ (𝐻 − 0.5) · 𝑗 + log2 |𝑐𝑘|+ log2 |𝑌1,𝑘|+ log2
√︀
1 + 𝑌2,𝑘.
По факту мы имеем дело с моделью
𝑧𝑗,𝑘 = 𝛾𝑗,𝑘 + 𝛽 · 𝑗 + 𝜆𝑗,𝑘 =
[︀
𝛾𝑗,𝑘 + 𝑀(𝜆𝑗,𝑘)
]︀
+ 𝛽 · 𝑗 + [︀𝜆𝑗,𝑘 −𝑀(𝜆𝑗,𝑘)]︀ =
= 𝛼𝑗,𝑘 + 𝛽 · 𝑗 + 𝜀𝑗,𝑘, (20)
где 𝛽 = 𝐻 − 0.5, константа 𝛼𝑗,𝑘 имеет вид
𝛼𝑗,𝑘 = log2 |𝑐𝑘|+ 𝑀
(︀
log2 |𝑌1,𝑘|
)︀
+ 𝑀
(︀
log2
√︀
1 + 𝑌2,𝑘
)︀
, (21)
случайные ошибки 𝜀𝑗,𝑘 — некоррелированы и имеют одинаковое распределение с
нулевым средним и постоянной дисперсией
𝜎2𝑗,𝑘 = 𝐷(𝜀𝑗,𝑘) = 𝐷
(︀
log2 |𝑌1,𝑘|
)︀
+ 𝐷
(︀
log2
√︀
1 + 𝑌2,𝑘
)︀
. (22)
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Для избавления от 𝑘 перейдём к усреднённым величинам
𝑧𝑗 =
1
𝑛𝑗
𝑛𝑗∑︁
𝑘=1
𝑧𝑗,𝑘 = 𝛼𝑗 + 𝛽 · 𝑗 + 𝜀𝑗 , (23)
где
𝛼 =
1
𝑛𝑗
𝑛𝑗∑︁
𝑘=1
𝛼𝑗,𝑘 = 𝑐1(𝐻), (24)
𝜀𝑗 =
1
𝑛𝑗
𝑛𝑗∑︁
𝑘=1
𝜀𝑗,𝑘, 𝜎
2
𝑗 =
𝑐2(𝐻)
𝑛𝑗
, (25)
где 𝑐1(𝐻) и 𝑐2(𝐻) есть некоторые константы, зависящие от 𝐻 и независящие от
номера октавы 𝑗, а ошибки 𝜀𝑗 независимы при разных 𝑗 и имеют распределение с
нулевым средним 0 и дисперсией, обратно пропорциональной числу коэффициен-
тов 𝑛𝑗 .
Следовательно, в (23) нарушено требование гомоскедасичности ошибок и для
оценки коэффициентов этой модели можно использовать взвешенный МНК с ве-
сами 𝑤𝑗 = 𝑛𝑗 , т.е.
arg min
𝜃=(𝛼,𝛽)
𝐽∑︁
𝑗=1
𝑛𝑗 · (𝑧𝑗 − 𝛽 · 𝑗 − 𝛼)2. (26)
В векторно–матричном представлении решение данной задачи имеет вид
̂︀𝜃 = (𝑋𝑇𝑊−1𝑋)−1𝑋𝑇𝑊−1𝑧,
где 𝑧𝑗 =
1
𝑛𝑗
𝑛𝑗∑︀
𝑗=1
log2 |𝑑𝑗,𝑘|, в качестве фактора 𝑥𝑗 выступает номер октавы 𝑥𝑗 = 𝑗, а
𝑊 — диагональная матрица вида
𝑋 =
⎛⎜⎜⎜⎝
1 1
1 2
...
...
1 𝐽
⎞⎟⎟⎟⎠ , 𝑊−1 =
⎛⎜⎜⎜⎝
𝑛𝐽 0 . . . 0
0 𝑛𝐽−1 . . . 0
...
... . . .
...
0 0 . . . 𝑛1
⎞⎟⎟⎟⎠ .
Для матрицы ковариаций оценок справедливо
Σ( ̂︀𝜃 ) = ̂︀𝜎2 · (𝑋𝑇𝑊−1𝑋)−1,
где состоятельная и несмещенная оценка для 𝜎2 вычисляется по формуле
̂︀𝜎2 = 1
𝐽 − 2 ·
(︀
𝑧 −𝑋 ̂︀𝛽)︀𝑇𝑊−1(︀𝑧 −𝑋 ̂︀𝛽)︀.
По теореме Эйткена оценка ̂︀𝛽 является несмещенной, состоятельной и эффек-
тивной в классе линейных несмещенных оценок. Поскольку 𝛽 = 𝐻 − 0.5, для 𝐻
справедливо ̂︀𝐻 = ̂︀𝛽 + 0.5. (27)
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Замечание 1. В силу нерегулярного поведения 𝑧𝑗 на «грубых» уровнях разложе-
ния их можно исключать при построении регрессии, т.е. полагать 1 6 𝑗 6 𝑗0 < 𝐽 .
4. Численное моделирование
На основе предложенной методики, разработана численная процедура оцен-
ки параметра 0.5 < 𝐻 < 1 для смешанного трафика, а также её программная
реализация. В качестве исходных данных используются смоделированные процес-
сы, состоящие из независимых дробного броуновского движения c параметром
0.5 < 𝐻 < 1 и 𝛼 = 𝐻−1–устойчивого движения Леви.
Ниже на графиках типа «ящик с усами» представлены результаты оценки для
трёх «смешанных» процессов с 𝐻 = 0.58, 𝐻 = 0.75 и 𝐻 = 0.92 по 𝐾 = 100 смоде-
лированным траекториям. Нас интересует поведение оценки ̂︀𝐻 в зависимости от
длины сигнала 𝑁 = 211 : 218 и числа уровней декомпозиции 11− 18 при фиксиро-
ванной длине сигнала 𝑁 = 218.
Анализ Рис. 1 подтверждает, что с увеличением длительности сигнала возрас-
тает и точность получаемой оценки ̂︀𝐻. Относительная «нерегулярность» величин
𝑧𝑗 на грубых уровнях разложения существенно на точность оценки не влияет,
средние и медианы оценок ̂︀𝐻 ведут себя стабильно и по величине близки к своим
теоретическим значениям.
Стандартная теория линейной регрессии предполагает нормальное распреде-
ление для величины ошибки 𝜀𝑗 или эквивалентно 𝑑𝑗 . Но на практике при большом
числе наблюдений и конечных дисперсиях метод наименьших квадратов мало чув-
ствителен к конкретному виду распределения и статистика ̂︀𝐻 оказывается в преде-
ле распределена по нормальному закону. Этот факт иллюстрируется на графиках
гистограмм и квантилей (Рис. 2), где уровень разложения 𝑗 выбран в соответствии
с минимальным значением 𝜒2–критерия согласия с нормальным законом.
Таблица 1: Результаты численного моделирования
Статистики 𝐻 = 0.58, 𝐻 = 0.75, 𝐻 = 0.92,
для ̂︀𝐻 𝑗 = 16 𝑗 = 16 𝑗 = 12
среднее 0.5803 0.7503 0.9204
ст. откл. 0.0032 0.0043 0.0058
медиана 0.5802 0.7503 0.9202
квантиль, 1/4 0.5781 0.7474 0.9167
квантиль, 3/4 0.5826 0.7530 0.9240
макс. 0.5881 0.7616 0.9337
мин. 0.5739 0.7395 0.9069
𝜒2, 𝑑𝑓 = 6 2.9114 1.4051 0.3793
Заключение
В настоящей статье описан метод оценки параметра 𝐻 для смешанного
процесса, являющегося суммой независимых фрактального броуновского дви-
жения и 𝛼–устойчивого движения Леви. Процедура оценивания заключается в
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частотно–временной декомпозиции сигнала с помощью вейвлета Хаара с после-
дующим применением взвешенной линейной регрессии к сумме модулей вейвлет–
коэффициентов. Работоспособность алгоритма проверена на искусственно смоде-
лированных данных.
Рис. 1: Характеристики оценок ̂︀𝐻 для 100 независимых траекторий при
𝐻 = 0.58; 0.75; 0.92
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Рис. 2: Гистограмма и график квантилей для распределения ̂︀𝐻 при 𝑁 = 218 и
уровне разложения 𝑗
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In this paper we consider the problem of the Hurst parameter estimation for
the input flow generated by the composition of independent fractal browian
motion and 𝛼–stable Le´vy motion. We use the time–frequency decompo-
sition of the process by Haar wavelet and apply the weighted least square
regression to the sum of logarithms of the wavelet–coefficients absolute val-
ues. Proposed method does’t require any additional corrections neither
dependent variable nor octave’s number 𝑗 (factor variable) and provides an
asymptotically efficient estimation. Several simulated examples are used
for its illustration.
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