Introduction
Optical communication systems that are ubiquitous in today's Internet and data transport networks have seen a more than four orders of magnitude increase in capacity since the first deployments roughly 30 years ago [1] . Their application has evolved from being a highperformance specialized technology reserved for the sensor networks and consumer communications to storage area networks (e.g. for the finance and entertainment industries), scientific computing and large campus networks.
To deal with energy concerns in future optical networks, photonic integration has emerged as an important technology. In a photonic integrated circuit, optical system components are fabricated at the chip scale similar to electronic integrated chips. This technology constitutes a pathway to significantly improving the energy and footprint of optical systems. Photonic integration is still in the early stages of development and clear directions for realizing lowcost, volume-manufactured chips need to be developed. Much research is underway today to realize such densely integrated optical systems. However, much of the energy for communication systems is not found in the optical components themselves, but rather in the electronic processing that is used with the optics. Hence, a cross-platform (electronics and optics) approach is required to jointly optimize power consumption and footprint overall for high-performance communications and get the best advantage of each.
In this work, we elaborate on the energy challenges for communication networks and the potential bottlenecks that may impact future trends. Analysis of the system capacity versus distance is used to identify bottlenecks and to understand the network scaling properties.
Energy in optical systems
Energy impacts optical systems through several dimensions. The first is the energy use itself, which adds to operational costs and has environmental implications. Much effort has been focused recently on sustainable communication approaches, for instance using renewable energy resources to power up network equipment. Increase in energy usage translates to a larger thermal load. In fact, in recent years, optical equipment has become constrained by thermal density limits in central offices, in the case of air cooling [4] . Similar to electronic systems, a new generation of devices based on optical technology must fit within the same electrical power budget per shelf allotted to the equipment it replaces. The alternative is to increase footprint, which adds to cost. Likewise, the use of optics in edge equipment such as computers that constantly demand higher data rates is constrained by thermal limits.
In recent years, there has been concern about the overall energy use of information and communication technologies (ICTs) [10] . Estimates of global electricity consumption and carbon footprint place ICTs at roughly 5% and 2%, respectively [11, 12] . These numbers of course depend on which technologies are counted within the broad classification of ICT, which typically includes computers as well as network equipment. Networks are a significant fraction and are reported to be growing fastest (10% annually) [11] . The energy associated with network infrastructure is therefore a significant consideration. However, studies have further pointed out that ICTs can be used to monitor and control energy use in other sectors of society that are far more consuming. This application of ICTs can result in an overall reduction in greenhouse gas emissions by more than seven times the emissions of the ICT equipment itself. Thus a significant net gain is possible. This relies on the premise that additional economic growth and other stimulating factors from ICTs do not have an opposite effect. In general, however, the energy efficiency of developed economies has been improving steadily throughout the period since the Internet was introduced [4] . Furthermore, older network equipment is very inefficient and therefore in the near term significant reductions in energy use are often seen as older equipment is retired. Notably, optical systems are a small fraction of the energy use of communication networks compared with electronic access equipment, wireless networks and packet switches. Thus, from an overall network energy-use perspective, optical equipment is not significant today and may contribute to improved network efficiency through greater use. Expanded use together with exponential growth, however, will quickly become a problem if the energy efficiency does not scale with this growth. In fact widespread use in general is likely to be problematic if further energy reductions are not realized.
A high-performance optical transceiver today requires more than 100 W, which cannot be supported in most computing or edge applications [13] . Figure 1 depicts the evolution of the typical power for long-reach optical transceiver line cards, updating data in [4] with data from [14, 15] . The power is broken down into two components: the optical transceiver parts and the line card common equipment, which includes the controllers, backplane interfaces and power regulation. At low data rates, the common equipment power dominates such that the data rate can be increased with little impact on the system power. For data rates above 10 Gb s −1 , this is no longer the case as the transceiver components quickly dominate. At 100 Gb s −1 , advanced modulation formats are used with coherent detection, demanding high-speed digital signal processing. The extrapolations beyond 100 Gb s −1 assume that power scales linearly with the data rate, which clearly is not the case for the lower data rates. One additional point shows a representative line card power for a photonic integrated chip-based 500 Gb s −1 line card using roughly half the power [15] . With exponential traffic growth, this would mean exponential power increases, which cannot be sustained. This illustrates the importance of energy in the scalability of next-generation optical systems. In order for systems to scale today, the energy efficiency must improve at close to the same rate as the capacity increases, where energy efficiency is measured for example in joules per bit. This improvement no longer comes for free with increasing data rate-since the line hardware is the limiting factor now, the communication hardware needs to be re-engineered for better efficiency, for example through greater use of photonic integration. Reducing the processing burden by using optical techniques may provide additional benefits, for example through optical carrier recovery or dispersion compensation [16, 17] . However, the performance and costs need to be balanced for the given system and application/network [18] .
The fibre capacity crunch
At the system level, the historical capacity scaling, over four orders of magnitude, was achieved in large part by a combination of transceiver capacity increases and long-distance wavelength division multiplexing (WDM) of signals. The bandwidth-distance product of systems steadily increased. Mid-link transceivers (that were responsible for optical-to-electrical-to-optical conversion for signal regeneration) were replaced by optical amplifiers as the transmission distances increased. Since a single optical amplifier has sufficient bandwidth to simultaneously amplify tens of signals across the entire WDM band (e.g. the C band), considerable savings in cost and energy could be achieved. More channels were added at higher data rates without a significant change in cost or energy. In fact both the cost per bit and energy per bit scaled down at exponential rates [19, 20] .
In recent years, however, the full band for erbium-doped fibre amplifiers, which are the predominant amplifier in commercial systems, has become fully exhausted and the spectral density of the transceivers is approaching the Shannon channel capacity limit. transmission distances have reached continental scales. This situation is often referred to as the optical fibre capacity crunch [1] . Further growth through historical means is no longer possible.
The solution to the fibre capacity crunch is straightforward in concept, but very challenging to realize. Continued capacity growth requires moving to multiple amplifier bands and/or multiple fibres-essentially multiple parallel systems. Growth in capacity and distance within a singlefibre system must now be replaced with growth through parallelism. The difficulty is that this multiplicative growth can only sustain exponential rates if the cost, footprint and energy of the systems are reduced at similar rates.
Microprocessor scaling
The situation in the fibre capacity crunch is analogous to the recent transition in computer processors from clock frequency-based scaling to multi-core scaling. The clock frequency of processors saturated near 4 GHz and subsequent performance improvements were realized through parallelism-moving to dual cores to quad cores, and so on [20] . This trend was helped by Moore's law continuing to realize reductions in transistor feature size. However, the power scaling slowed and as a consequence much greater emphasis was placed on energy efficiency improvements through techniques such as voltage and frequency scaling as well as significant structural and functional improvements [20] . Thus, a similar 'capacity crunch' or in this case a 'performance crunch' was experienced in the computer processor systems and it was addressed through parallelism and a focus on efficiency.
Electronic processor scaling is highly relevant to the fibre capacity crunch as the optical transceiver power is dominated by digital signal processing electronics [4, 13] . Performance improvements in electronic processors can enable better scaling for the optical systems. Unfortunately, processors are facing a number of challenges as they approach the limits of Moore's law. Total processor power is capped at around 100 W [5] . As the processors grow in size and aggregate performance, they need to move more data longer distances both across chip and off-chip to memory. Electrical off-chip interconnects are reaching efficiency limits in the range of 1-10 pJ bit −1 [5, 6] . Therefore, in order to support 10 Tb s −1 off-chip I/O would require 10-100 W, up to the full available chip power. Assuming a 2 pF cm −1 on-chip capacitance, an interconnect across a 1 cm chip driven at 1 V would use roughly 2 pJ bit −1 . This on-chip interconnect power will not improve with Moore's law scaling unless the chip size is reduced, although some reductions in voltage may still be possible. Chip I/O is also limited in density. Current estimates set the maximum number of pins at around 2000 [5] . Assuming half the pins are used for memory access and a 10 Tb s −1 memory I/O is required, the necessary line rate would be 10 Gb s −1 . While this rate is manageable, the limit to board-level electrical interconnects is expected to be 25-50 Gb s −1 , so it is approaching the limits. Note that commercial processors support on-chip and processorto-processor I/O (e.g. QPI bridge) capacities in the 0.1-10 Tb s −1 range and 0.1-10 TFLOPS (tera floating point operations per second). A 1 byte per FLOP memory access is often desired although 0.1 bytes per FLOP is common today (in part due to I/O limitations).
Mobile communications and emerging applications
Another technological trend that contributes to the energy challenges facing optical systems is the present situation for wireless (cellular) communications. For some time now, wireless systems have been limited by the Shannon channel capacity limit. Capacity enhancement for wireless systems is very much based on parallelism, in both spectrum and space. Proposals for nextgeneration mobile communications (5G) generally fall into three categories: increased spectrum (i.e. more RF carriers), smaller cell sizes and the use of multiple-input and multiple-output (MIMO) to realize beam forming or parallel paths [9] . Each of these approaches requires more power and there is much research and development activity around low-power and low-carbonfootprint methods to enable capacity growth. Optical systems will be essential for the capacities involved in proposals for 5G mobility. This means expanded use of optics in applications with a limited energy budget. As data speeds approach 10 Gb s −1 , fibre becomes the more cost-effective data transport medium. Optical solutions for USB 3.0 at 5 Gb s −1 are commercially available for home and office use today (e.g. http://www.corning.com/opcomm/OpticalCablesByCorning). This opens up new application areas for optical communication systems. Other network-centric application trends are further expanding the use of optics at the edge, in the core and in the data centre. Cloudbased applications in particular make heavy use of each of these networks for data replication and virtualization. It is important to note that it is not just the local data that are involved, often much additional data are transmitted along with the local data. Studies have shown that as much as 1000× more data are transmitted in these network-based applications [21] . Many so-called 'smart' technologies make use of the network in order to better monitor and control energy use. A recent study considering a 2020 future projection estimate that heavy use of ICTs for smart energy management could lead to a 5-7× carbon-footprint reduction compared with the carbon footprint of the ICTs themselves [12] . Other studies also indicate that heavier use of ICTs will have a net positive impact on total energy and carbon footprint [22] . This smart community and lifestyle enabled future would depend on ubiquitous network access. An interesting question is how much of these data need to go over the backbone network versus remaining local. Expanding use of communication networks is likely to have an impact on both the volume of data and the flow of data-where, when and how they are processed.
Information hubs
In order to better understand different networks and their energy and scaling properties, we analyse the network capacity, taken either from the maximum system capacity or as a multiple of the peak traffic volume, as a function of network diameter along several technology dimensions. Traffic volumes or system capacities are considered as the total ingress and egress traffic/capacity at the corresponding distance or diameter. Thus, any internal-only traffic is not counted. For example, at 10 cm, we get the link capacity between chips on a computer motherboard, whereas for 1 m distances we only look at the data capacity going into and out of the computer. Since traffic can be quite bursty, we take the peak traffic or maximum capacity of the system. The system capacity is used when it is available and the peak traffic is used for cases where there is no corresponding system to employ. For example, at the scale of 100 km, there will be multiple optical transmission systems entering and leaving a metropolitan area. We estimate the capacity of these systems by the total long-haul traffic per major metropolitan area and include a factor of 9 to account for the difference between the capacity and the average traffic. Representative data are collected on networks at different length scales starting at the microprocessor chip scale and continuing up to the continental scale, rounding each to the nearest order of magnitude. For the first case, we consider a data-centre network model, such that we can scale from the microprocessor to the board, computer, rack, data centre, inter-data-centre network and finally the continental-scale network. The results are shown in figure 2 . A similar analysis conducted for the consumer Internet considers the following technology path: microprocessor, board, computer, home network, access network, metropolitan area, inter-metro network and continental scale, shown in figure 3. The data and sources for each (before rounding) are given in table 1. We detail the characteristics of the differently sized networks as follows.
(a) Processor on-chip network
Detailed data on microprocessor internal bus capacities are not generally available with the exception of the IBM Power8 chip [23] . It has a 19.2 Tb s −1 on-chip core-to-core bus, which is a factor of 4 greater than the total of the I/O and memory capacities. We use this factor to estimate the internal bus bandwidth of the Intel Xeon E5 2697v2, which is another 22 nm high-performance server chip. The distance is taken as 1/2 the diagonal distance of the die. These two data points are included as representative values for the data centre. We average these two figures and round to the nearest order of magnitude to obtain the trend line. For the case of consumer networks, we apply the same method to determine the internal bus for Intel i7 4770k [24] and AMD A10 [25] chips and obtain the corresponding trend line.
(b) Computer motherboard
The PCIe v. 3.0 bus corresponding to each of the representative data-centre and consumer processors described above is used for the motherboard networks. We use 1/2 the PCIe maximum bus length (0.3 m) for the distance [26] . The trend line is an average rounded to the nearest order of magnitude as above. [28] . The length scale is 1 m.
(d) Rack scale/home access
A typical 40 server rack is assumed in a full bisection bandwidth configuration [27] . Therefore, the total capacity entering and leaving the rack is 800 Gb s −1 . Typical home access capacities are 20 MB s −1 , which translates to 320 Mb s −1 bidirectional [28] . The distances are rounded to 10 m.
(e) Data-centre network/access network On this scale, each top of rack (ToR) switch provides ingress/egress traffic at full bisection bandwidth for the data centre. This quantity will vary widely depending on the size of the data centre. Three sizes are considered [29] . (1) The mega data centre consisting of 100 000 servers covering a roughly 500 m diameter area: at 20 Gb s −1 per server this translates to 2000 Tb s −1 of capacity. (2) A more common 1000 server data centre with 20 Tb s −1 capacity. (3) The trend line uses a 10 000 server data centre. For the consumer network trend, a 32 home PON fan out will feed a 10 Gb s −1 line terminal.
(f) Inter-data-centre network
For larger enterprise data centres, a dedicated fibre network might be deployed between data centres. This would be a long-haul network [30] with 88 wavelengths at 100 Gb s −1 for total ingress-egress capacity of 17 600 Gb s −1 , neglecting additional capacity due to the network topology. For smaller data centres, the facility will be coupled into the Internet at a long-haul connection near a metro area. Therefore, the smaller data centre follows the consumer metro area trend.
(g) Metro and long-haul (continental) networks
These networks are composed of multiple systems for different service providers. Therefore, it is not straightforward to estimate capacity focusing on a single system. For this reason, we take continental-scale traffic estimates for North America, T NA [7] . The North American networks start with a few wavelengths and add wavelengths as traffic increases. Carriers are reported to begin their deployment planning for a new system when the existing system reaches 50% of capacity and due to wavelength fragmentation they often reach capacity at 80-90% of the full capacity. Furthermore, capacity is provisioned at roughly two to three times the mean diurnal peak traffic, which is 1.5 times the overall mean. Thus, we take a factor of 4.5 over the mean traffic and multiply by 2 to account for unused capacity. We also note that metro-only traffic is roughly equal to the total backbone traffic. The total continental metro traffic is equal to the total continental traffic, whereas the total backbone traffic is 1/2 this value since 1/2 the traffic does not continue to the backbone. The traffic for an individual metro area can be taken as a fraction of the total traffic. Considering a North American model, we use 40 major metropolitan areas. Thus the capacity for the metro networks is calculated as 9T NA /40 and the continental-scale network capacity is 9T NA /2. Figure 2 also depicts the bit rate-distance product at which optical technologies become cost and performance competitive compared with electronic link technologies, using 100 Gbs −1 m as the metric. Note that distance for this case is the maximum link length and the capacity is the peak link data rate, which should be distinguished from network capacity and distance in terms of ingress-egress traffic or capacity. However, this gives an indication of the potential for each technology to address the respective applications. We observe that on-chip networks are at the break-even point, although many on-chip connections involve much shorter distances. Cost, density and energy are key factors preventing the use of photonics at this scale. The cross-over point is at 1-10 m distances where optical interconnects begin to replace electronic interconnects on large scales. In fact, many data centres still use electrical connections from the servers to the ToR switch, although this is beginning to change starting from systems that host high-performance computing applications.
Several important features are apparent from the network capacity distance scaling shown in figures 2 and 3. Network capacity is not a monotonically increasing function with distance as one might expect due to aggregation over distance. Instead, we find that there are distances over which a large amount of data flows locally forming a peak. We refer to these peaks as information hubs. Information hubs collect, process and transmit data from constituent sources. The computer processor is a hub for processor core computations. The data centre is a hub for compute jobs and the continental network is a hub for Internet communications. We also see an emerging hub around the metropolitan area-reflected by the increase of metro-only traffic in recent years.
The formation of information hubs can reflect local processing needs and efficiencies as well as distance-dependent costs. These costs are not necessarily borne by the end customers, but might instead impact service and content providers. As the costs for high-capacity connections to the Internet increase, limited connectivity across the core can drive content providers to place more facilities locally or to build out their own network infrastructure [31] .
A growing metropolitan area information hub will offset capacity in the core, which may be either a response to a capacity crunch or a mitigating factor. At the same time, large valleys can represent bottlenecks to growth or potential inefficiencies. In the ideal case, high capacity would be available at low cost over any distance, represented by a flat line across the highest peaks in figures 2 and 3. This would allow complete freedom in terms of how to organize the application infrastructure and remove all network-related bottlenecks. This is not feasible from a cost perspective. A good approximation, however, might be a series of peaks and valleys with a small peak to valley ratio dependent on the amount of aggregation occurring within the respective information hubs and the inter-hub traffic requirements.
At present, the largest valley is the consumer access rate relative to the on-chip processor capacity and the long-haul continental network with over four orders of magnitude on one side and six on the other, shown in figure 3 . Including the metro network as a hub alleviates this by one order of magnitude. Both peaks in this case are constrained by the fibre capacity crunch on one side and by Moore's law scaling limits and electronic interconnects on the other side. Transitioning to optical interconnect technologies creates an opportunity to fill both the bottleneck created by the valley and interconnect limitations on the processor peak. The datacentre information hub shows the potential for growing metropolitan area networks. Although larger in size and more heterogeneous in their service support, metropolitan areas might be thought of as a form of data centre, where the sensors, devices, mobile sites, enterprise and consumer connections act as data sources and sinks similar to the servers in a data centre.
In order to evaluate how figure 3 might evolve in the future with a transition to optics end to end, we consider a jump to 10 Gb s −1 at the edge, which amounts to a two orders of magnitude capacity increase. Since high-performance servers can already affordably provide an order of magnitude higher performance using electrical interconnects, we assume the consumer processors will increase in capacity by an order of magnitude before transitioning to optics. Likewise, since long-haul networks can still support another order of magnitude based on recent laboratory system results [1] , we consider another order of magnitude in capacity growth in the core networks. The bulk of the capacity increase at the edge, therefore, is processed by a growing metro area information hub, which grows in direct proportion to the edge capacity increases. These trends are shown in figure 4 along with the original consumer network scaling from figure 3.
The scenario in figure 4 depicts a capacity scaling model for consumer networks with optical connectivity from the processor core to the long-haul network core. We assume there will be demarcation points at which the performance and cost of the optics will transition. For example, the extreme low cost and energy requirements at the processor and board level will likely limit optical reaches to tens of metres, perhaps to the edge of the home network where it will transition to a longer reach access technology. This access technology, such as long-reach PON solutions under investigation today [28, 32] , could very well go to the edge of the metro network before aggregating to the much higher capacity and performance of the backbone network. The valleys in figure 4 thus represent natural demarcation points for transitions between technologies at different cost and performance levels.
From an energy standpoint, the targets for the demarcation points shown in figure 4 are well known. For optical interconnects to be competitive on-chip, they need to reach 100 fJ bit −1 performance levels [5] . Transmission distances that can reach across a home or to the top of a rack in the data centre (10-100 m) will further open up possibilities for scaling compute infrastructure. Disaggregated architectures, for example, have been considered for more efficient pooling of resources in a data centre [33] . Similarly, if affordable optical technologies can reach the edge of the metropolitan area (100 km), they could open up significant capacity for growing the metro information hub. 
Volume manufacturable photonics and commoditization
Perhaps the main obstacle to realizing the scaling properties shown in figure 4 is the lack of highvolume manufacturable photonic communication components and commodity systems. Photonic devices are still largely discrete with high-cost precision packaging requirements [34] . Optical systems are complex engineered 'analogue' systems of large scale that lack standardization and widespread inter-operability [30] . The emphasis has always been on high-end, high-performance applications that need the speeds of photonics. As we have seen, however, these high speeds are needed today at the low-cost, high-volume end of the spectrum. Recently, integrated photonic chips have been introduced to optical systems. A single photonic chip with 1700 unique functional elements was recently reported [35] . Multiple lasers, modulators, multiplexers, switches and amplifiers can all be integrated onto a single chip, removing the cost of packaging each discrete component and the associated performance hit from the losses.
Although indium phosphide-based photonic integrated chips have had more commercial success, silicon photonics is also promising and has begun to find commercial use in communication systems. Silicon photonics-based devices are made from silicon and have the potential to benefit from the volume manufacturing of silicon electronics as well as the compatibility with complementary metal-oxide-semiconductor (CMOS) electronics. On-chip optical interconnects in a three-dimensional CMOS-compatible structure were recently reported with 250 fJ bit −1 energy-very close to the target 100 fJ bit −1 [36] . Active devices have been problematic in silicon, but hybrid integration methods are overcoming this [37] [38] [39] . Methods for optical isolation have also been introduced. The development of silicon photonic foundry capabilities is accelerating including large-scale national investments [40] .
Higher on-chip I/O capacity over longer distances will benefit electronic processors in a number of ways. Much of the processor cache memory could be moved off-chip, freeing up valuable chip real estate for processing. Faster memory access in general will pave the way for multi-TFLOP processors while preserving a high memory byte access to FLOP ratio (of the order of 1 byte/FLOP) [6] . Similar gains might be realized in specialized application-specific integrated circuit (ASIC) processors used in Internet Protocol routers and in digital signal processing for optical systems.
Hybrid systems
Optical functionality can also be used to realize new architectures that minimize electronic processing in communication systems, pushing the processing to the edge of the network. One such architecture under investigation for data centres is the hybrid networking approach [41, 42] . This involves using two networks side by side: one a low-capacity, fast electronically switched network and the other a high-capacity, on-demand optical circuit-switched network. The electronically switched network provides all-to-all connectivity and is deployed for the transfer of short bursty flows (mice) including the control and management signals required for the proper operation of the optically circuit switched network. High-capacity point-to-point optical connections, on the other hand, are set up on demand and carry high-bandwidth sustained traffic flows (elephants). This architecture has been realized using commercial three-dimensional micro-electro-mechanical system (MEMS)-based space switches for millisecond speed switching [43] . Recently, a silicon photonic chip-based two-dimensional MEMS switch was demonstrated that can support microsecond switching times [44] . These MEMS switches operate at low power levels. In fact, the two-dimensional switch can be latched so that almost no power is used while the switch is in position. Microsecond speed control is low speed from a processing perspective and therefore very energy efficient. The challenge is in identifying the elephants and efficiently scheduling the optical circuits through these switches. However, offloading the high-capacity data to end-to-end optics and pushing the intelligence to the edges has promise to improve efficiency by the orders of magnitude needed for future network scaling. For example, in a study of content distribution networks, the energy savings can be in direct proportion to the difference between the optical system efficiency and the electronic switching efficiency [45] . To what extent these benefits can be realized remains to be seen and requires both the efficiency improvements in the hardware together with new control planes to access those efficiency improvements.
Hybrid switching is attractive for integrating optical switching into communication systems because of the unique functional constraints of the optics. Optical memories are still very difficult to realize. Time of flight delays are perhaps the most common approach [46] . Computation in general, even at very high speeds, is more efficient and cost effective using electronics than optical technologies, unless very few, simple operations are involved [47] . From a fundamental standpoint in fact, electronics is in principle more efficient, being limited by Johnson-Nyquist thermal noise, whereas optics is limited by the photon energy. Thus, the challenge becomes how to use each of these technologies in ways that provide the best overall efficiency and performance. The hybrid approach creates a platform through which the optics can be programmatically implemented based on the service requirements. An optical connection needs to be established and possibly tuned or conditioned for the signal requirements [48] . Isolating the optical control allows this complexity to be handled separately and thereby facilitates closer inter-working of the two. The separation of the control and data plane that is inherent in this is a key element of what is often referred to as software-defined networking (SDN) and thus hybrid networking is further compatible with emerging standards and developments in the area of SDN.
Conclusion
Communication systems are at a point of transition, an inevitable juncture brought about by decades of exponential capacity growth. Energy efficiency is essential for moving forward. The end to historical scaling in optical systems, the fibre capacity crunch, is bringing about a shift to growth through parallelism, which can only be supported through exponential improvements in energy efficiency. In fact, multiple Internet technologies, having undergone similar growth, are facing related scaling challenges, including electrical interconnects and mobile systems. Improving the energy efficiency of optics can enable the use of optics in these energy-constrained network edges. Efficiency gains in electronics will further benefit optical systems creating synergistic gains and open energy and cost-sensitive applications to optical technologies. The high capacities in data centres provide a potential model for growing metro area networks, reducing reliance on core network capacity growth. Hardware integration of photonics, in particular silicon photonics, is needed to realize high-volume, low-cost components for the metro area. Hardware efficiency improvements together with hybrid control architectures to enable close inter-working of electronic and optical systems promise the efficiency gains essential for continued network scaling.
