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Abstract
We address in this paper the notion of relative phase shift for mixed
quantum systems. We study the Pancharatnam–Sjo¨qvist phase shift
ϕ(t) = ArgTr(Ûtρ̂) for metaplectic isotopies acting on Gaussian mixed
states. We complete and generalize previous results obtained by one of
us while giving rigorous proofs. This gives us the opportunity to review
and complement the theory of the Conley–Zehnder index which plays
an essential role in the determination of phase shifts.
1 Introduction
While the postulates of quantum mechanics seem to recognize complex wave
functions as mere instruments for calculating probability amplitudes, their
phases should definitively not be viewed as secondary objects. There is
actually a plethora of examples in which the phase plays the title-role. The
arguably most famous example of this is the Aharonov–Bohm effect dealing
with questions about the factual significance of electromagnetic potentials
[2]. A break point on general phases behavior in quantum mechanics also
emerges from Berry’s seminal work [3]. Its main contribution is to recognize
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that the total phase of a system is composed by two essentially distinct
effects: a phase related to the system dynamics, and a geometrical phase,
which mirrors the geometry of the underlying Hilbert space of the system of
pure states. The same kind of geometrical phenomenon was observed earlier
by Pancharatnam [41] in the context of classical optics, where the phase shift
is due to the spherical geometry of the polarization states of light. Also, the
Hannay angle [29] is an example of phase shifts induced by the space shape
in classical mechanics.
A more profound and general knowledge was acquired by Mukunda and
Simon [38], where the authors gave precise definitions for the total, the
dynamical, and the geometrical phases for pure states only as functions of
paths in the Hilbert space.
Consider a quantum system represented at initial time t = 0 by a func-
tion ψ ∈ L2(Rn). Assuming that the time-evolution of the system is gov-
erned by a one-parameter family of unitary operators Ût on L
2(Rn) the
system will be represented at time t by the function ψt = Ûtψ. In [38]
Mukunda and Simon (see also [1]) defined the (relative) phase shift of the
system when (Ûtψ|ψ)L2 6= 0 by the formula
ϕ(t) = Arg(Ûtψ|ψ)L2 , (1)
which was named as the Pancharatnam or total phase.
Suppose now that the system under consideration is in a “mixed state”
represented by a density operator ρ̂ =
∑
j λjΠ̂ψj (Π̂ψj the orthogonal pro-
jection on the ray Cψj). The operator ρ̂ is a positive semidefinite (and hence
self-adjoint) trace class operator on L2(Rn) with trace Tr(ρ̂) = 1. Its time
evolution is given by ρ̂t = Ûtρ̂Û
∗
t and one now defines, following Sjo¨qvist et
al. [46], the phase shift of this quantum state by
ϕ(t) = ArgTr(Ûtρ̂) (2)
when Tr(Ûtρ̂) 6= 0. It is easy to see that this definition coincides with
Pancharatnam’s formula (1) when ρ̂ = Π̂ψ: since trace class operators form a
two-sided ideal in the algebra of bounded operators the product Ûtρ̂ is a trace
class operator with same rank one as ρ̂; it follows that Tr(Ûtρ̂) is precisely
the only eigenvalue of this operator. The equation Ûtρ̂φ = λφ is equivalent
to (φ|ψ)L2 Ûtψ = λφ. Choosing φ = Ûtψ we get (Ûtψ|ψ)L2 Ûtψ = λÛtψ hence
λ = (Ûtψ|ψ)L2 . The generalization (2) relies on the fact that this quantity,
as well as the one in (1), can be defined and measured by interferometric
techniques as explained in [46, 40].
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We will study in this paper the Pancharatnam–Sjo¨qvist phase shift when
the Wigner distribution of ρ̂ is of the type
ρ(z) = (2π)−n
√
detV −1e−
1
2
V −1z·z (3)
and (Ût) is the Schro¨dinger evolution operator determined by a time-depen-
dent quadratic Hamiltonian. Gaussians distributions of the type (3) play
a central role in quantum mechanics and optics, and are paradigmatic for
all other states. We thus extend the results obtained by one of us in the
recent work [40]; this allows us in particular to give precise formulas for the
harmonic oscillator in n dimensions.
This work is structured as follows:
• In section 2 we introduce the notion of symplectic isotopy: a symplec-
tic isotopy is a C1-path of symplectic matrices passing through the
origin at time t = 0. This notion generalizes that of one-parameter
group; we show that a symplectic isotopy can always be viewed a the
Hamiltonian flow of a (possibly time-dependent) Hamiltonian that is
a quadratic form in the position and momentum variables. To every
symplectic isotopy is associated in a canonical way a C1-path of meta-
plectic operators; this allows the derivation of Schro¨dinger’s equation
for quadratic Hamiltonians [17, 21];
• In section 3 we review the properties of the Weyl symbol of metaplectic
operators as developed by one of us [20, 21, 22]; these properties will
be instrumental for our derivation of phase formulas. This gives us the
opportunity to present “in a nutshell” a rather technical topic which
is not very well-known outside mathematicians working on symplectic
geometry and intersection theory; this section begins by a review of
the general notion of Weyl transform;
• In section 4 we review the basic properties of density operators we
will need, focusing in particular on the Gaussian case, which is of
great practical interest in quantum optics. Among all quantum states,
Gaussian states are those whose properties are the best understood
from a theoretical point of view; they play a significant role in many
areas of quantum mechanics and optics, quantum chemistry, and signal
theory.
• Section 5 is devoted to the study of the Pancharatnam–Sjo¨qvist phase
shift when the Hamiltonian flow is determined by a quadratic Hamilto-
nian and acts on a density operator with Gaussian Wigner distribution.
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We prove a general formula for the action of metaplectic operators on
Gaussian density matrix and thereafter give detailed calculations for
the harmonic oscillator.
• In section ?? we generalize the previous results to the Inhomogeneous
metaplectic group, taking into account affine transformations related
to displacements in phase space.
To make the paper self-contained we have carefully detailed the con-
struction and the properties of the Conley–Zehnder index, and added two
Appendices: in Appendix A we collect the main definitions and properties
of the metaplectic group, and in Appendix B we review the theory of the
Leray–Maslov index which plays an essential role in the definition of the
extended Conley–Zehnder intersection index of symplectic paths without
restrictions on the endpoint of these paths.
Notation and prerequisites The standard symplectic form on R2n is
σ =
∑n
j=1 dpj ∧ dxj, that is σ(z, z′) = p · x′− p′ · x if z = (x, p), z′ = (x′, p′);
in vector notation σ(z, z′) = Jz · z′ = (z′)TJz where J =
(
0n×n In×n
−In×n 0n×n
)
.
The scalar product on the space L2(Rn) is defined by
(ψ|φ)L2 =
∫
ψ(x)φ(x)dnx.
Let Q be a real quadratic form on Rm. The signature sign(Q) is the
number of > 0 eigenvalues of the Hessian matrix of Q minus the number of
< 0 eigenvalues. We will use the generalized Fresnel formula (see Appendix
A of Folland [17]) ∫
e−
1
2~
Az·zd2nz = (2π~)n det−1/2A (4)
which is valid for all A = A∗ with ReA > 0 and where (detA)−1/2 =
α
−1/2
1 · · · α−1/22n , the α−1/2j being the square roots of α−1j with positive real
part.
2 Symplectic and Metaplectic Isotopies
2.1 Hamiltonian and symplectic isotopies
A symplectomorphism of R2n is a C∞ diffeomorphism f : R2n −→ R2n such
that f∗σ = σ; equivalently the Jacobian matrix Df(z) ∈ Sp(n) for every z ∈
4
R2n. If in addition there exists a Hamiltonian function H ∈ C∞(R2n×R,R)
such that f = fH1 ((f
H
t ) the flow determined by the Hamilton equations for
H) then f is called a Hamiltonian symplectomorphism. A symplectic isotopy
is a one-parameter family V = (St)t∈I of elements of Sp(n) depending in
a C1 fashion on t ∈ I where I is some real interval containing 0 and such
that f0 = Id. The interval I can be bounded, or unbounded. If each ft is a
Hamiltonian symplectomorphism, then Σ = (ft)t∈I is called a Hamiltonian
isotopy.
It is immediate to check that if St = e
tX with X ∈ sp(n) (the symplectic
Lie algebra) then (St)t∈R is a genuine one-parameter subgroup of Sp(n), in
fact the flow determined by the quadratic Hamiltonian H = −12JXz · z. It
turns out that each symplectic isotopy is a Hamiltonian isotopy determined
by some time-dependent H (we are following here the presentation in [25]):
Proposition 1 Let (ft)t∈I be a Hamiltonian isotopy. We have (ft)t∈I =
(fHt )t∈I with
H(z, t) = −
∫ 1
0
σ(f˙t ◦ f−1t (λz), z)dλ (5)
where f˙t = dft/dt. Equivalently:
H(z, t) = −
∫ 1
0
σ
(
XH(f
−1
t (λz), z
)
)dλ (6)
where XH = J∂zH is the (time-dependent) Hamilton vector field of H.
Proof. See Wang [48]; on a more conceptual level see Banyaga [5].
In the case of general linear symplectic isotopies we have:
Corollary 2 Let Σ = (St)t∈R be a symplectic isotopy in Sp(n).
(i) The associated Hamiltonian function is the quadratic form
H(z, t) = −1
2
JS˙tS
−1
t z · z =
1
2
σ(z, JS˙tS
−1
t z) (7)
where S˙t = dSt/dt.
(ii) Writing St in block-matrix form
St =
(
At Bt
Ct Dt
)
(8)
that Hamiltonian is explicitly given by
H = 12(D˙tC
T
t − C˙tDTt )x2 + (C˙tBTt − D˙tATt )p · x+ 12(B˙tATt − A˙tBTt )p2. (9)
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Proof. (i) Applying formula (5) we get
H(z, t) = −
∫ 1
0
σ
(
S˙tS
−1
t (λz), z
)
dλ (10)
which yields
H(z, t) =
1
2
σ(z, JS˙tS
−1
t z)
hence (7), taking into account the linearity of σ and St. (ii) It follows from
the identity StJS
T
t = J that
S−1t =
(
DTt −BTt
−CTt ATt
)
(11)
and hence
JS˙tS
−1
t =
(
C˙tD
T
t − D˙tCTt D˙tATt − C˙tBTt
B˙tC
T
t − A˙tDTt A˙tBTt − B˙tATt
)
;
formula (9) readily follows.
2.2 The Conley–Zehnder index of a symplectic isotopy
The Conley–Zehnder index iCZ(Σ) for symplectic paths was introduced in
[10] in the context of the study of Hamiltonian periodic orbits in R2n.
Meinrenken [36] has considerably extended this index and applied it to
Gutzwiller-type trace formulas [35] (also see the recent papers [12, 43]).
In [23] one of us has shown that Conley–Zehnder index can be viewed as a
particular case of an index due to Leray which generalizes the Maslov index.
The vocation of iCZ(Σ) is to count the intersections of a symplectic path
Σ = (St)0≤t≤1 with the manifold
Sp0(n) = {S ∈ Sp(n) : det(S − I) = 0}.
Let us describe the original construction of the Conley–Zehnder index; we
will need for that some preparatory material. Consider the following subsets
of Sp(n):
Sp+(n) = {S ∈ Sp(n) : det(S − I) > 0}
Sp−(n) = {S ∈ Sp(n) : det(S − I) < 0};
these sets are connected and contractible and, together with Sp0(n) form a
partition of the symplectic group:
Sp(n) = Sp0(n) ∪ Sp+(n) ∪ Sp−(n).
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Consider now the particular symplectic matrices S+ and S− defined by
S+ = −I and S− =
(
L 0
0 L−1
)
, L = diag(2,−1, ...,−1);
it is straightforward to check that we have S+ ∈ Sp+(n) and S− ∈ Sp−(n).
Define now an extension Σ˜ of the symplectic path Σ by
Σ˜(t) =
{
St , 0 ≤ t ≤ 1
S′t , 1 ≤ t ≤ 2
where the S′t ∈ Sp(n) are defined as follows: if S ∈ Sp+(n) then (S′t)1≤t≤2 is
a continuous path joining S = S1 to S+ in Sp+(n), and if S ∈ Sp−(n) then
(S′t)1≤t≤2 is a path joining S to S−in Sp−(n). Recalling [17, 21] that every
S ∈ Sp(n) has a polar decomposition S = PR where P = (STS)1/2 ∈ Sp(n)
is positive definite and R = (STS)−1/2S is in the unitary subgroup U(n) of
Sp(n) (i.e. RTR = RRT = I, see [21]), we define
Rt =
(
Σ˜T (t)Σ˜(t)
)−1/2
Σ˜(t) ∈ U(n)
hence Rt is of the type
Rt =
(
At Bt
−Bt At
)
, ut = At + iBt ∈ U(n,C).
To the path Σ˜ we associate a path γ in C by the formula γ(t) = (detut)
2.
We have γ(0) = γ(2) = 1 and |γ(t)| = 1 hence γ is in fact a loop in S1. The
Conley–Zehnder of Σ is, by definition, the winding number of that loop:
iCZ(Σ) =
1
2πi
∮
γ
dz
z
. (12)
We note that since Sp+(n) and Sp−(n) are contractible, the integer iCZ(Σ)
does not depend on the choice of the extension Σ˜ of the symplectic path Σ.
The main properties of the Conley–Zehnder index are summarized be-
low. We denote by C( Sp±(n)) the set of all symplectic isotopies having
their endpoint in Sp±(n) = Sp+(n) ∪ Sp−(n). We denote by Σ ∗ Σ′ the
concatenation of two paths Σ and Σ′.
Proposition 3 The index iCZ is the only mapping C( Sp±(n)) −→ Z having
the following properties:
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(CZ1) The integer iCZ(Σ) only depends on the homotopy class (with
fixed endpoints) of Σ;
(CZ2) For every Σ ∈ Sp±(n) we have iCZ(Σ−1) = −iCZ(Σ);
(CZ3) Let Σ ∈ Sp±(n) have endpoint S and let Σ′ be a continuous path
joining S to S′ in the same connected component Sp+(n) or Sp−(n) as S.
Then iCZ(Σ ∗ Σ′) = iCZ(Σ);
(CZ4) For every r ∈ Z we have iCZ(Σ ∗ αr) = iCZ(Σ) + 2r (α the
generator of π1[Sp(n)] ≡ π1[U(n)] whose image in Z is +1).
Proof. See [30] and [21], §4.3.1. Observe that (CZ1) is an immediate
consequence of the definition (12) of the Conley–Zehnder index since Sp+(n)
and Sp−(n) are contractible.
We moreover have the following important conjugation property:
Proposition 4 Let Σ = (St)t∈I be a symplectic isotopy in Sp(n) with end-
point S /∈ Sp0(n).
(i) iCZ(Σ) is locally constant on the set of all Σ with fixed dimKer(S−I);
(ii) For every R ∈ Sp(n) we have
iCZ(RΣR
−1) = iCZ(Σ) (13)
where RΣR−1 = (RStR
−1)t∈I .
Proof. See Meinrenken [36] (Proposition 6). Formula (13) follows from (i)
since iCZ(RΣR
−1) is invariant if one connects R to the identity in Sp(n)
(alternatively, it readily follows from definition (12)).
One of us has defined [21, 22, 23] the Conley–Zehnder index of symplec-
tic path without any restriction on the endpoint using the properties of the
Leray index (see Appendix B), to which it is closely related. Introducing the
symplectic form σ⊖ = σ⊕ (−σ) on R2n⊕R2n ≡ R2n×R2n and denoting by
Sp⊖(2n) and Lag⊖(2n) the corresponding symplectic group and Grassman-
nian Lagrangian, the following results identifies the Conley–Zehnder index
as previously defined with the Leray index:
Proposition 5 Let Σ = (St)t∈I be an arbitrary symplectic isotopy in Sp(n)
with endpoint S. Let
ν(Σ) =
1
2
µ⊖∆((I ⊕ S)∞) (14)
where µ⊖Λ is the ∆-Maslov index on the universal covering group Sp
⊖
∞(2n) of
Sp⊖(2n) with ∆ = {(z, z) : z ∈ R2n} and (I⊕S)∞ ∈ Sp⊖∞(2n) the homotopy
class of the path
I ∋ t 7−→ {(z, Stz) : z ∈ R2n} ∈ Lag⊖(2n).
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We have ν(Σ) ∈ Z and
ν(Σ) = iCZ(Σ) (15)
when S /∈ Sp0(n).
Proof. That 12µ
⊖
∆((I ⊕ S)∞) ∈ Z can be seen as follows: in view of the
congruence in (B7) we have
µ⊖∆((I ⊕ S)∞) ≡ 2n+ dim((I ⊕ S)∆ ∩∆) mod2.
But
(I ⊕ S)∆ ∩∆ = {z ∈ R2n : Sz = z} = Ker(S − I)
so that
µ⊖∆((I ⊕ S)∞) = 2n+ dimKer(S − I) mod 2.
The eigenvalue 1 of a symplectic mapping having even multiplicity the in-
teger dimKer(S − I) is always even and so is thus µ⊖∆((I ⊕S)∞). Using the
characteristic property (MA) of the relative Maslov index (Appendix B2)
it is easy to show that the restriction of ν to Sp+(n) ∪ Sp−(n) satisfies the
properties (CZ1)–(CZ4) of the Conley–Zehnder index (for a detailed argu-
ment see [21], §4.3.3 or [23]. We thus have ν(Σ) = iCZ(Σ) for such paths.
To study the Conley–Zehnder index of products of symplectic isotopies
we need the notion of symplectic Cayley transform of S ∈ Sp0(n). It is, by
definition [21, 22], the symmetric 2n× 2n matrix
M(S) =
1
2
J(S + I)(S − I)−1 = 1
2
J + J(S − I)−1. (16)
It has the following properties:
M(S−1) = −M(S) and RTM(S)R =M(R−1SR) (17)
for S /∈ Sp0(n) and R ∈ Sp(n). We will use several times in this paper
following addition result:
Lemma 6 Let S, S′ ∈ Sp0(n). If SS′ ∈ Sp0(n) then M = M(S) +M(S′)
is invertible and we have
M = J(S − I)−1(SS′ − I)(S′ − I)−1. (18)
Proof. See [21], §4.3.2, Lemma 4.1.4.
In the following result we give an explicit expression for the Conley–
Zehnder index of the product of two symplectic isotopies:
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Proposition 7 Let Σ = (St)t∈I and Σ
′ = (S′t)t∈I be two symplectic iso-
topies and set ΣΣ′ = (StS
′
t)t∈I with endpoints S and S
′ not in Sp0(n). If
SS′ /∈ Sp0(n) then
ν(ΣΣ′) = ν(Σ) + ν(Σ′) + 12 sign(M(S) +M(S
′)) (19)
where M(S) and M(S′) are the symplectic Cayley transforms of S and S′,
and signM is the signature of the invertible symmetric matrix M .
Proof. See [21] (Proposition 4.20) or [22] pp. 1163–1164 for detailed proofs.
Notice that signM = sign(M(S) + M(S′)) is an even integer since M is
invertible.
2.3 Metaplectic isotopies
The metaplectic group Mp(n) being a twofold covering of the symplectic
group (see Appendix A), it follows from the path lifting property for covering
groups that every symplectic isotopy Σ = (St)t∈I in Sp(n) can be lifted in a
unique way to a path Σ̂ : t 7−→ Ŝt (t ∈ I) in Mp(n) such that Ŝ0 = Id (i.e.
πMp(Ŝt) = St). Conversely, every such path (which we call a metaplectic
isotopy) covers a symplectic isotopy. The following result is well-known
[17, 21]:
Proposition 8 Let Σ̂ = (Ŝt)t∈I be a metaplectic isotopy and Σ = (St)t∈I
the symplectic isotopy it covers. We have
i~
d
dt
Ŝt = ĤŜt
where H is the quadratic Hamiltonian function (7) determined by (St)t and
Ĥ is the Weyl quantization of H.
This result thus justifies Schro¨dinger’s equation in the case of quadratic
Hamiltonians; for a detailed discussion of the quantum-classical correspon-
dence from the symplectic point of view see de Gosson [25].
We will need the following elementary conjugation result in our calcula-
tion of the relative phase shift:
Lemma 9 Let ΣH = (SHt )t∈I be the symplectic isotopy determined by a
Hamiltonian H. (i) For R ∈ Sp(n) the symplectic isotopy RΣHR−1 =
(RSHt R
−1)t∈I is determined by H ◦R−1, that is
RΣHR−1 = ΣH◦R
−1
.
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(ii) Let Σ̂H = (ŜHt )t∈I be the metaplectic isotopy induced by Σ
H . We have
R̂Σ̂HR̂−1 = Σ̂H◦R
−1
that is
(R̂ŜHt R̂
−1)t∈I = (Ŝ
H◦R−1
t )t∈I
where πMp(R̂) = R.
Proof. Property (i) follows from formula (7) noting that JS = (ST )−1J
since S ∈ Sp(n). Property (ii) follows from (i) using the symplectic covari-
ance of Weyl operators which implies that
i~
d
dt
(R̂ŜHt R̂
−1) = R̂−1(ĤŜHt )R̂ = (R̂
−1ĤR̂)(R̂−1ŜHt R̂);
noting that R̂ĤR̂−1 = H ◦ R−1 we have ŜH◦R−1t = R̂ŜHt R̂−1 in view of
the uniqueness of the solution to Schro¨dinger’s equation with given initial
datum in S(Rn).
We define the (extended) Conley–Zehnder index ν(Σ̂) of a metaplectic
isotopy Σ̂ = (Ŝt)t∈I on Mp(n) as being [ν(Σ)]mod 4, the class modulo 4 of the
Conley–Zehnder index ν(Σ) of the projected symplectic path Σ = πMp(Σ̂).
When the endpoint Ŝ of Σ̂ is such that S = πMp(Ŝ) /∈ Sp0(n) then, by
Proposition 5,
ν(Σ̂) = [iCZ(Σ)]mod 4. (20)
Following result is important for practical calculations; it shows that
the value modulo four of the Conley–Zehnder index iCZ(Σ) of a symplectic
isotopy with endpoint a free symplectic matrix SW is related to the Maslov
index of the corresponding metaplectic isotopy:
Proposition 10 Let Σ = (St)t∈I be a symplectic isotopy in Sp(n) with
endpoint S /∈ Sp0(n) and SℓP ∩ ℓP = 0. Thus S = SW for some generating
function W (see (A4)). We have
ν(Σ̂) = iCZ(Σ̂) = m− InertWxx mod 4 (21)
where Ŝ = ŜW,m is the endpoint of the metaplectic isotopy Σ̂ = (Ŝt)t∈I .
Proof. Formula (21) follows from the definition (14) of the Conley–Zehnder
index and the properties of the Leray index.
Remark 11 The integer InertWxx in appearing (21) is called “Morse’s in-
dex of concavity” [37] in the literature on periodic Hamiltonian orbits.
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In terms on the explicit expression (A4) of the quadratic form W , that
is
W (x, x′) = 12Px
2 − Lx · x′ + 12Qx′2
we have
Wxx = P − L− LT +Q.
Thus, if the metaplectic isotopy Σ̂ has endpoint ŜW,m we have
ν(Σ̂) = m− Inert(P − L− LT +Q).
3 Metaplectic Operators and their Weyl Symbols
The Weyl symbol of a metaplectic was introduced implicitly and without
justification in the work [33] of Mehlig and Wilkinson, and was studied
rigorously in [20] (also see [22, 21]).
3.1 Weyl operators
We will make use of the two following elementary but yet very useful unitary
operators on L2(Rn). For z0 = (x0, p0) ∈ L2(R2n) the displacement (or
Weyl–Heisenberg) operator T̂ (z0) and the reflection (or Grossmann–Royer
[28, 42, 21, 26]) operator Π̂(z0) are defined by
T̂ (z0)ψ(x) = e
i
~
(p0x−
1
2
p0x0)ψ(x− x0) (22)
Π̂(z0)ψ(x) = e
2i
~
p0(x−x0)ψ(2x0 − x). (23)
One verifies that Π̂(z0) = T̂ (z0)Π̂(0)T̂ (z0)
∗ and that
T̂ (z0 + z1) = e
−
i
2ℏσ(z0,z1)T̂ (z0)T̂ (z1) (24)
T̂ (z0)T̂ (z1) = e
i
ℏ
σ(z0,z1)T̂ (z1)T̂ (z0). (25)
For a ∈ L1(R2n) the function Fσa defined by
Fσa(z) =
(
1
2π~
)n ∫
e−
i
~
σ(z,z′)a(z′)d2nz′ (26)
is called the symplectic Fourier transform of a; we have Fσa(z) = Fa(Jz)
where F is the usual Fourier transform on R2n. The operators T̂ (z0) and
Π̂(z0) are related by Fσ in the following way:
Π̂(z0)ψ = 2
−nFσ[T̂ (·)ψ](−z0) (27)
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(see [24], §8.3.3, Proposition 149). The displacement and reflection operators
Π̂(z0) allow to give very simple definitions of the cross-Wigner and cross-
ambiguity functions [28, 42, 21]: for ψ, φ ∈ S(Rn) they are defined [21, 26]
by, respectively,
W (ψ, φ)(z) =
(
1
π~
)n
(Π̂(z0)ψ|φ) (28)
A(ψ, φ)(z) =
(
1
2π~
)n
(ψ|T̂ (z)φ); (29)
a straightforward computation using the definitions (23) and (22) show that
these equivalent to the usual expressions
W (ψ, φ)(z) =
(
1
2π~
)n ∫
e−
i
~
p·yψ(x+ 12y)φ(x− 12y)dny (30)
A(ψ, φ)(z) =
(
1
2π~
)n ∫
e−
i
~
p·yψ(y + 12x)φ(y − 12x)dny. (31)
The functions W (ψ, φ) and A(ψ, φ) are related by the symplectic Fourier
transform [21]
W (ψ, φ) = FσA(ψ, φ) , A(ψ, φ) = FσW (ψ, φ)
as immediately follows from formula (27).
Let a ∈ S(R2n). The Weyl operator with symbol a is defined by Â =
OpW(a) where
OpW(a)ψ(x) =
(
1
2π~
)n ∫∫
e
i
~
p(x−y)a(12(x+ y), p)ψ(y)d
npdny. (32)
Using the displacement operator this definition takes the more tractable
form
OpW(a) =
(
1
π~
)n ∫
a(z0)Π̂(z0)d
2nz0. (33)
Setting aσ = Fσa we also have, using the Plancherel theorem for the sym-
plectic Fourier transform [21],
OpW(a) =
(
1
2π~
)n ∫
aσ(z0)T̂ (z0)d
2nz0. (34)
The integrals above should be interpreted as vector-valued integrals (Bochner
integrals). Using the generators Ĵ , V̂−P , and M̂L,m defined by (A1), (A2),
(A3) it is a simple exercise to show that the displacement and reflection
operators satisfy the symplectic covariance relations
T̂ (Sz0) = ŜT̂ (z0)Ŝ
−1 , Π̂(Sz0) = ŜΠ̂(z0)Ŝ
−1 (35)
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for every Ŝ ∈ Mp(n), S = πMp(Ŝ), and using (34) it follows that Weyl
operators satisfy the conjugation formula
ŜOpW(a)Ŝ−1 = OpW(a ◦ S−1). (36)
We also have a conjugation formula for the operators T̂ (z0):
T̂ (z0)Op
W(a)T̂ (z0)
−1 = OpW(T (z0)a) (37)
where by definition T (z0)a(z) = a(z − z0); this easily follows from formula
(25).
Formula (30) implies that we have the following relation:
〈OpW(a)ψ, φ〉 = 〈〈a,W (ψ, φ)〉〉 (38)
for all ψ, φ ∈ S(Rn); here 〈·, ·〉 and 〈〈·, ·〉〉 are the distributional brackets on
Rn and R2n, respectively. This formula allows to define Â = OpW(a) for
arbitrary symbols a ∈ S ′(R2n) [21, 26].
Proposition 12 Assume that the product ÂB̂ = OpW(a)OpW(b) is well
defined. Then the twisted Weyl symbol of Ĉ = ÂB̂ is given by the “twisted
convolution” formula
cσ(z) =
(
1
2π~
)n ∫
e
i
2~
σ(z,z′)aσ(z − z′)bσ(z′)d2nz′. (39)
This in particular applies when a or b is in S(R2n).
Proof. See for instance [21], §6.3.2.
3.2 The Weyl symbol of a quadratic Fourier transform
Let us denote by Sp0(n) the subset of Sp(n) consisting of all symplectic
matrices having no eigenvalue equal to one:
Sp0(n) = {S ∈ Sp(n) : det(S − I) 6= 0}. (40)
Let now S ∈ Sp0(n) and consider the family of operators R̂ν(S) defined,
for ν ∈ R, by
R̂ν(S) =
(
1
2π~
)n
iν
√
|det(S − I)|
∫
T̂ (Sz0)T̂ (−z0)d2nz0. (41)
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One verifies that for all S ∈ Sp0(n) and ν ∈ R the operators R̂ν(S) satisfy
the intertwining formula
T̂ (Sz0) = R̂ν(S)T̂ (z0)R̂ν(S)
−1.
It follows, using the irreducibility of the Schro¨dinger representation of the
Heisenberg group [17], that there exists a constant c(S, ν) ∈ C such that
R̂ν(S) = c(S, ν)Ŝ where π
Mp(Ŝ) = S. It is moreover easy to check that
the operators are R̂ν(S) unitary, hence |c(S, ν)| = 1. The following result
connects the integer ν in (41) to the Conley–Zehnder index when R̂ν(S) is
a true metaplectic operator:
Proposition 13 Let Σ = (St)t∈I be symplectic isotopy in Sp(n) leading
from the identity to S /∈ Sp0(n). Let Σ̂ = (Ŝt)t∈I be the metaplectic isotopy
covering Σ and Ŝ ∈ Mp(n) be its endpoint (thus S = πMp(Ŝ)). We have
Ŝ = R̂
ν(Σ̂)
(S)
where ν(Σ̂) = ν(Σ) mod 4.
Proof. This results from the identity (20) (see [20] and [22, 21]).
The statement above has the following consequences when the endpoint
of the symplectic isotopy Σ is a free symplectic matrix SW :
Corollary 14 Let ŜW,m ∈ Mp(n) be such that SW = πMp(ŜW,m) /∈ Sp0(n).
We then have
ŜW,m = R̂m−InertWxx(S) (42)
where InertWxx is the index of inertia of the matrix Wxx of second deriva-
tives of the quadratic form x 7−→W (x, x) on Rn.
This allows us to give a rigorous explicit formula for the twisted Weyl
symbol of ŜW,m:
Corollary 15 The twisted Weyl symbol of ŜW,m with SW /∈ Sp0(n) is given
by
(sW )σ(z) =
im−InertWxx√
|det(SW − I)|
exp
(
i
2~
MW z · z
)
(43)
where MW is the symplectic Cayley transform of SW .
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Proof. In view of (41) and (42) we have
ŜW,m =
(
1
2π~
)n
im−InertWxx
√
|det(SW − I)|
∫
T̂ (SW z0)T̂ (−z0)d2nz;
using formula (24) this can be rewritten
ŜW,m =
(
1
2π~
)n
im−InertWxx
√
|det(SW − I)|
∫
e−
i
2~
σ(SW z0,z0)T̂ ((SW−I)z0)d2nz0.
Making the change of variable z0 7−→ (SW − I)−1z0 we get
ŜW,m =
(
1
2π~
)n im−InertWxx√
|det(SW − I)|
∫
e−
i
2~
σ(SW (SW−I)
−1z0,(SW−I)
−1z0)T̂ (z0)d
2nz0
hence the twisted Weyl symbol of ŜW,m is
(sW )σ(z) =
im−InertWxx√
|det(SW − I)|
e−
i
2~
σ(SW (SW−I)
−1z0,(SW−I)
−1z0).
A simple algebraic calculation shows that
σ(SW (SW − I)−1z0, (SW − I)−1z0) = 1
2
J(SW + I)(SW − I)−1 =M(SW );
formula (43) follows.
Proposition 13 and formula (43) suggest that the Conley–Zehnder index
is related to a choice of argument of the square root of the determinant of
S − I. This is indeed the case:
Proposition 16 Let ŜW,m ∈ Mp(n) have projection SW /∈ Sp0(n). We
have
ν(ŜW,m) = n+
1
π
arg det(SW − I) mod 2. (44)
that is
ν(ŜW,m) =
{
n mod 2 if SW ∈ Sp+(n)
n+ 2 mod 2 if SW ∈ Sp−(n)
. (45)
Proof. The projection SW = π
Mp(ŜW,m) is a free symplectic matrix, in
block-matrix form
SW =
(
A B
C D
)
, detB 6= 0.
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A straightforward calculation yields the factorization
SW − I =
(
0 B
I D − I
)(
C − (D − I)B−1(A− I) 0
B−1(A− I) I
)
.
Since SW ∈ Sp(n) we have C −DB−1A = −(BT )−1 and hence
C − (D − I)B−1(A− I) = B−1A+DB−1 − (BT )−1 =Wxx
so that
SW − I =
(
0 B
I D − I
)(
Wxx 0
B−1(A− I) I
)
.
It follows that
det(SW − I) = (−1)n detB detWxx
and hence
arg det(SW − I) = nπ + arg detB + arg detWxx mod2π.
Noticing that arg detWxx = π InertWxx and that this is
arg det(SW − I) = nπ + arg detB + π InertWxx mod 2π.
In view of formula (21) and (43) we have arg det(B) = mπ (see Appendix
A) and hence
arg det(SW − I) = (n+m− InertWxx)π mod 2π
that is
arg det(SW − I) = (n+ ν(ŜW,m))π mod 2π
which yields (44).
3.3 Products of metaplectic operators
Each Ŝ ∈ Mp(n) can be written as a product ŜW,mŜW ′,m′ (Appendix A,
Proposition 25). It turns out that ŜW,m and ŜW ′,m′ can be chosen so that
their projections SW and SW ′ have no eigenvalue equal to one. This fact,
together with the composition formula (39) leads to a complete character-
ization of the symbol of a metaplectic operator. When Ŝ has projection
S /∈ Sp0(n) we have the following explicit result:
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Proposition 17 Let Ŝ ∈ Mp(n) be such that πMp(Ŝ) /∈ Sp0(n).
(i) There exist ŜW,m and ŜW ′,m′ such that Ŝ = ŜW,mŜW ′,m′; moreover
these operators can be chosen so that SW = π
Mp(ŜW,m) /∈ Sp0(n) and SW ′ =
πMp(ŜW ′,m′) /∈ Sp0(n).
(ii) We have
Ŝ = R̂ν+ν′+ 1
2
sign(M)(S) = R̂ν(Ŝ)(S) (46)
where M =MW +MW ′ (MW and MW ′ the symplectic Cayley transforms of
SW and SW ′), and
ν = m− InertWxx , ν ′ = m′ − InertW ′xx (47)
are the Conley–Zehnder indices of ŜW,m and ŜW ′,m′ ;
(iii) The twisted Weyl symbol of Ŝ is given by
sσ(z) =
iν(Ŝ)√
|det(S − I)| exp
(
i
2~
Mz · z
)
(48)
with
ν(Ŝ) = ν + ν ′ + 12 signM. (49)
Proof. See Proposition 10 in [20] or [21], §7.4 for detailed proofs. That Ŝ
can always be factored as ŜW,mŜW ′,m′ where ŜW,m and ŜW ′,m′ have projec-
tions SW and SW ′ not in Sp0(n) was proven in [20]. For formula (48) the
idea is to apply formula (39) to (43) and to use the Fresnel formula (4),
which yields, after some calculations
cσ(z) =
iν+ν
′+ 1
2
sign(M)√
|det[(SW − I)(SW ′ − I)M ]|
e
i
2~
Mz·z.
A simple calculation taking into account the definition of the symplectic
Cayley transforms shows that
(SW − I)(SW ′ − I)M = S − I (50)
(M is invertible in view of Lemma 6).
We have seen in Proposition 16 that the Conley–Zehnder index of a
quadratic Fourier transform ŜW,m is simply related to a choice of argument
for det(SW − I). Using the result above, this observation can be generalized
to the case of an arbitrary Ŝ ∈Mp(n) with projection S /∈ Sp0(n):
18
Corollary 18 Let Ŝ ∈Mp(n) with S = πMp(Ŝ) /∈ Sp0(n). We have
ν(Ŝ) = n+
1
π
Arg det(S − I) mod 2. (51)
Proof. Writing Ŝ = ŜW,mŜW ′,m′ with SW and SW ′ not in Sp0(n) it follows
from the identity (50) that
det [(SW − I)(SW ′ − I)M ] = det(S − I)
with M =MW +MW ′ and hence
arg det(S − I) = arg det(SW − I) + arg det(SW ′ − I) + arg detM.
Since M =MW +MW ′ is invertible (Lemma 6) we have
arg detM = π InertM = −π InertM mod2π
and hence, using formulas (44) and (19) together with the relation signM =
2(n − InertM),
arg det(S − I) = ν(ŜW,m)π + ν(ŜW,m)− π(n− 12 signM) mod 2π
= ν(ŜW,m)π + ν(ŜW,m)− nπ + 12π signM mod2π
= ν(Ŝ)π − nπ mod 2π
proving formula (51).
4 Gaussian Density Operators
4.1 Generalities
A density operator on a complex Hilbert space H is a positive semidefinite
(and hence selfadjoint) trace class operator ρ̂ on H with unit trace. Every
trace class operator is the product of two Hilbert–Schmidt operators, and
is hence compact. The spectral theorem for compact operators implies that
there exists a family (ψj) of orthonormal vectors in H such that
ρ̂ =
∑
j
λjΠ̂j (52)
where Π̂j is the orthogonal projection on the vector ψj ; the λj are the eigen-
values corresponding to the eigenvectors ψj and we have Tr(ρ̂) =
∑
j λj = 1.
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In what follows we will assume that H = L2(Rn). Let a be the Weyl symbol
of ρ̂; by definition ρ = (2π~)−na is the Wigner distribution of ρ̂. Taking (52)
into account we have ρ =
∑
j λjWψj where Wψj is the Wigner transform
of ψj .
Let Â = OpW(a) and B̂ = OpW(b) be two trace class operators (or, more
generally, Hilbert–Schmidt operators). Since Hilbert-Schmidt operators are
precisely those with kernels in L2(Rn ×Rn) it follows that a ∈ L2(R2n) and
b ∈ L2(R2n). The product ÂB̂ is of trace class and we have
Tr(ÂB̂) =
(
1
2π~
)n ∫
a(z)b(z)d2nz. (53)
Let aσ = Fσa be the symplectic Fourier transform of a (see (26)). The
formula
Tr(Â) =
(
1
2π~
)n ∫
a(z)d2nz = aσ(0) (54)
is often used in the literature; one should however be aware that it is only
true if one assumes that in addition a ∈ L1(R2n) (see [6, 15]). (It is instruc-
tive to read B. Simon’s analysis in [45] of trace formulas of this type; also
see Shubin [44], §27).
4.2 Gaussian states
Let ρ̂ be a density operators whose Wigner distribution is a Gaussian:
ρ(z) = (2π)−n
√
detV −1e−
1
2
V −1z·z. (55)
The covariance matrix V is a positive definite symmetric (real) 2n × 2n
matrix, and z = (x, p) is in the phase space R2n ≡ Rn × Rn. A necessary
and sufficient condition for a function (55) to represent a quantum state is
that the Hermitian matrix V + (i~/2)J (J the standard symplectic matrix)
has no negative eigenvalues; for short
V +
i~
2
J ≥ 0. (56)
This condition ensures that the density operator ρ̂ is indeed positive semidef-
inite and is equivalent in the Gaussian case to the Robertson–Schro¨dinger
uncertainty principle: see de Gosson and Luef [27]). It will be convenient to
set V = 12~F
−1; with that notation the Wigner distribution of the Gaussian
state (55) can be written
ρ(z) = (π~)−n
√
detFe−
1
~
Fz·z (57)
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and the quantum condition (56) becomes F−1 + iJ ≥ 0. The symplectic
Fourier transform (26) of ρ is given by
ρσ(z) = (2π~)
−ne
1
4~
JF−1Jz·z = (2π~)−ne−
1
4~
F−1Jz·Jz. (58)
Notice that if F = F T ∈ Sp(n) then JFJ = −F−1 hence, in this case
ρσ(z) = (2π~)
−ne−
1
4~
Fz·z (59)
which is the symplectic Fourier transform of the Wigner transform of a
generalized coherent state [32, 21] (see below).
The purity of ρ̂ is by definition µ = Tr(ρ̂2), and we have in the Gaussian
case
µ =
(
~
2
)n
det(V )−1/2 =
√
detF. (60)
Thus ρ̂ is a pure state (µ = 1) if and only if det(V ) = (~/2)2n, that is
detF = 1. One shows [32, 21] that this equivalent to the existence of
R ∈ Sp(n) such that V = RTR. It follows that the only Gaussian pure
states are those with Wigner distribution
ρ(z) = (π~)−ne−
1
~
STSz·z. (61)
Let φ0 be the standard coherent state: φ0(x) = (π~)
−n/4e−|x|
2/2~. The
action of the local metaplectic operators M̂L,m and V̂−P on φ0 is the L
2-
normalized Gaussian ψX,Y = V̂−P M̂L,mφ0 given by
ψX,Y (x) = i
m(π~)−n/4(detX)1/4e−
1
2~ (X+iY )x·x
where X = LTL and Y = P . The Wigner transform of ψX,Y is ([32], [21]
§8.5):
WψX,Y (z) = (π~)
−ne−
1
~
Gz·z (62)
where G is the positive definite symplectic and symmetric matrix
G =
(
X + Y X−1Y Y X−1
X−1Y X−1
)
. (63)
The ambiguity function FσρX,Y is easily calculated and one finds that
FσρX,Y (z) =
(
1
2π~
)n
e−
1
4~Gz
2
. (64)
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5 Relative Phase Shifts
5.1 A general result
We will need the following generalization of formula (53):
Lemma 19 Let Ŝ ∈ Mp(n) be such that πMp(Ŝ) /∈ Sp0(n) and ρ the Gaus-
sian distribution (57). The product Ŝρ̂ is of trace class and we have
Tr(Ŝρ̂) =
(
1
2π~
)n ∫
sσ(z)ρσ(z)d
2nz (65)
where sσ is the twisted Weyl symbol of Ŝ.
Proof. The product Ĉ = Ŝρ̂ is of trace class because trace class operators
form a two-sided ideal in the algebra of bounded operators on L2(Rn). We
can however not apply directly formula (53) since Ŝ is not a Hilbert–Schmidt
operator. Let us proceed as follows: in view of formula (39) in Proposition
12. The twisted Weyl symbol cσ of Ĉ is given by the absolutely convergent
integral
cσ(z) =
(
1
2π~
)n ∫
e−
i
2~
σ(z,z′)sσ(z
′)ρσ(z − z′)d2nz′
where the twisted symbol sσ of Ŝ is given by formula (48) and ρσ is the
Gaussian (58). Since ρσ ∈ S(R2n) we have cσ ∈ S(R2n) and hence also
c ∈ S(R2n), and we may therefore apply the trace formula (54) which yields
Tr(Ŝρ̂) = Tr(Ĉ) = cσ(0)
which is precisely formula (65).
Notation 20 To simplify the statements below it will be convenient to write
ν(St) for the Conley–Zehnder index of the symplectic isotopy t
′ 7−→ St′ for
0 ≤ t′ ≤ t and ν(Ŝt) for the Conley–Zehnder index of the corresponding
metaplectic isotopy.
Using this notation we have:
Theorem 21 Let Σ = (St)t∈I be a symplectic isotopy with endpoint S ∈.
Let Σ̂ = (Ŝt)t∈I be the associated metaplectic isotopy, and assume that St /∈
Sp0(n). We have
Tr(Ŝtρ̂) =
iν(Ŝt)√|det(St − I)| det−1/2(12F−1 + iM(STt )). (66)
22
The relative phase shift is thus given by the formula
φ(t) =
π
2
ν(Ŝt) + Arg det
−1/2(12F
−1 + iM(STt )). (67)
Proof. We have ρ ∈ L1(R2n) ∩ L2(R2n) and Ŝt is bounded on L2(Rn). Let
st be the Weyl symbol of Ŝt; applying formula (65) in Lemma 19 we get
Tr(Ŝtρ̂) =
∫
Fσst(z)Fσρ(−z)d2nz.
Since Fσst = (st)σ is the twisted symbol of the metaplectic operator Ŝt
(formula (43)) we get, taking the expression (58) into account
Tr(Ŝtρ̂) =
(2π~)−niν(Ŝt)√
|det(St − I)|
∫
e−
1
2~
(− 1
2
JF−1J−iMt)z2d2nz.
Taking A = −12JFJ − iMt in the Fresnel formula (4), we get
Tr(Ŝtρ̂) =
iν(Ŝt)√
|det(St − I)|
det−1/2
(
1
2F
−1 + iJM(St)J
)
hence the result once ν(Ŝt) = νCZ(Σ) modulo four, since JM(St)J =M(S
T
t )
in view of the second formula (17).
5.2 Application: harmonic oscillator and standard coherent
state
Assume that the symplectic path Σ consists of the rotations
St =
(
cosωt sinωt
− sinωt cosωt
)
.
Then H = ω2 (x
2 + p2) and we have for ωt /∈ πZ and ψ0 ∈ S(R)
Ŝtψ0(x) = i
−[ωt/π]
√
1
2πi~| sinωt|
∫ ∞
−∞
e
i
~
W (x,x′,t)ψ0(x
′)dx′ (68)
where m(Ŝt) = −[ωt/π] is the usual Maslov index ([α] denotes the integer
part of α ∈ R); the generating function is here
W (x, x′, t) =
1
2 sinωt
[
(x2 + x′2) cos ωt− 2xx′] (69)
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(see e.g. [13], pp.196–198). One verifies by direct calculation that the func-
tion ψ(·, t) = Ŝtψ0 satisfies
i~
∂ψ
∂t
=
ω
2
(
−~2 ∂
2
∂x2
+ x2
)
ψ , ψ(·, 0) = ψ0.
Choose ρ(z) = (π~)−1e−|z|
2/~ (it is the Wigner transform of the standard
coherent state φ0(x) = (π~)
−4e−x
2/2~). We have here Wxx = −2 tan(ωt/2).
Also,
Mt =
1
2
(
cot(ωt/2) 0
0 cot(ωt/2)
)
(70)
hence, since F = I in this case,
det
(
1
2I + iJMtJ
)
=
−eiωt
4 sin2(ωt/2)
. (71)
Using the prescriptions following Fresnel’s formula (4) we get, setting At =
1
2I + iJMtJ ,
det−1/2At =
√
−4 sin2(ωt/2)eiωt
and hence, writing Arg det−1/2At = Arg(t),
Arg(t) =
 −
ωt+ π
2
for 2kπ < ωt < (2k + 1)π
ωt− π
2
for (2k + 1)π < ωt < 2(k + 1)π.
On the other hand, using formula (21) we have
ν(Ŝt) = −[ωt
π
]− Inert
(
− tan(ωt
2
)
)
mod 4 (72)
where Inertα = 0 if α > 0 and Inertα = 1 if α < 0; explicitly:
ν(Ŝt) = −2(k + 1) for 2kπ < ωt < 2(k + 1)π.
Using formula (66) in Theorem 21, the phase ϕ(t) = ArgTr(Ŝtρ̂) is given
by
ϕ(t) = −π
2
(
[
ωt
π
] + Inert
(
− tan(ωt
2
)
))
+Arg(t)
and hence, summarizing:
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ωt ν(Ŝt) Arg(t) ϕ(t)
(2kπ, (2k + 1)π) −(2k + 1) −ωt+ π
2
2kπ − ωt
2
((2k + 1)π, 2(k + 1)π) −(2k + 1) ωt− π
2
2kπ +
ωt
2
which coincides with the results obtained by one of us in [40].
5.3 The generalized oscillator
We now consider symplectic isotopies associated with Hamiltonian functions
of the type
H(z) =
1
2
Kz · z (73)
where K = K(t) is a positive definite symmetric real matrix. We recall
Williamson’s symplectic diagonalization theorem (Folland [17], Ch.4 and
[21], §8.3.1): there exists R ∈ Sp(n) such that
K = RTDR , D =
(
Ω 0
0 Ω
)
(74)
where Ω is a diagonal matrix whose diagonal entries ωj > 0 are such that
the ±iωj are the eigenvalues of JK. The numbers ωj are the symplectic
eigenvalues of F . We have
H(R−1z) =
1
2
Dz · z =
n∑
j=1
ωj
2
(x2j + p
2
j ). (75)
Rearranging the phase space coordinates by replacing z = (x, p) with u =
(x1, p1, ..., xn, pn) the symplectic flow S
H◦R−1
t is thus given by u(t) = S
H◦R−1
t u
where (xj(t), pj(t)) = S
(j)
t (xj , pj) with
S
(j)
t =
(
cosωjt sinωjt
− sinωjt cosωjt
)
.
The corresponding generating function will thus be W =
∑n
j=1Wj where
the Wj are given by formula (69):
Wj(xj , x
′
j, t) =
1
2 sinωjt
[
(x2j + x
′2
j ) cosωjt− 2xjx′j
]
. (76)
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Theorem 22 Let Σ = (SHt ) be the symplectic isotopy determined by (73).
Let Σ̂ = (ŜHt ) be the corresponding metaplectic isotopy. Let ρ̂ a density
matrix with Gaussian Wigner distribution (57). We have, for ωjt /∈ πZ,
Tr(ŜHt ρ̂) = Tr(Ŝ
H◦R−1
t
̂ρ ◦R−1) (77)
and hence
ϕ(t) = −π
2
n∑
j=1
(
[
ωjt
π
] + Inert
(
− tan(ωjt
2
)
))
+Arg det−1/2(−12(R−1)TFRT + iM(RStR−1)).
Proof. Let R be as in the Williamson diagonalization (74); we have SHt =
R−1SH◦R
−1
t R and Ŝ
H
t = R̂
−1ŜH◦R
−1
t R̂ (Lemma 9) and thus
Tr(ŜHt ρ̂) = Tr(R̂
−1ŜH◦R
−1
t R̂ρ̂) = Tr(Ŝ
H◦R−1
t R̂ρ̂R̂
−1)
hence (77) follows in view of the symplectic covariance result (36). Since
W =
∑n
j=1Wj and Wj being given by (76), it follows from formulas (68)
and (76) that we have, for ωjt /∈ πZ,
ŜH◦R
−1
t ψ(x) =
(
1
2πi~
)n/2
∆(W )
∫ ∏n
j=1(e
i
~
Wj(xj ,x′j ,t))ψ(x′)dnx′
where
∆(W ) = im(t)| sinω1t · · · sinωnt|−1/2
and m(t) = −∑nj=1[ωjt/π] is the Maslov index. We have, by definition (57)
of ρ and recalling that detR = 1,
ρ ◦R−1(z) = (π~)−n
√
det(R−1)TFR−1e−
1
~
(R−1)TFR−1z·z.
On the other hand
ν(ŜHt ) = ν(R̂
−1ŜH◦R
−1
t R̂) = ν(Ŝ
H◦R−1−
t )
(property (13) of the Conley–Zehnder index). We thus have (formula (72))
ν(ŜH◦R
−1
t ) = ν(Ŝ
(1)
t ) + ν(Ŝ
(1)
t ) + · · ·+ ν(Ŝ(n)t )
where
ν(ŜH◦R
−1
t ) = −
 n∑
j=1
[
ωjt
π
] + Inert
(
− tan(ωjt
2
)
) mod 4. (78)
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On the other hand we have M(R−1SH◦R
−1
t R) = R
TM(SH◦R
−1
t )R in view of
the second formula (17) and hence
1
2F
−1 + iJMSHt
J = 12F
−1 + iJM(R−1SH◦R
−1
t R)J
= 12F
−1 + iJRTM(SH◦R
−1
t )RJ
= 12F
−1 + iR−1JM(SH◦R
−1
t )J(R
T )−1.
We thus have
det(12F
−1 + iJM(SHt )J) = det(
1
2RF
−1RT + iJM(SH◦R
−1
t )J)
where
M jt =
1
2
(
cot(ωjt/2) 0
0 cot(ωjt/2)
)
(79)
and thus
φ(t) =
π
2
ν(Σ) + Arg det−1/2(−12F + iMt).
6 The Inhomogeneous Case
Our central result is placed in theorem 21 which now will be slightly gener-
alized to a larger class of Hamiltonian dynamics, besides the quadratic term
we will include affine transformations related to phase space displacements.
Despite its simplicity, the new form of the Hamiltonian is widely used in the
literature as an approximation for any Hamiltonian dynamical system, see
for instance [9, 32, 39].
6.1 The groups HSp(n) and IMp(n)
The inhomogeneous symplectic group ISp(n) is the semi-direct product [7,
11]
ISp(n) = Sp(n)⋉ T(2n)
where T(2n) is the group of phase space translations T (z0) : z 7−→ z + z0.
Its elements are the affine symplectomorphisms ST (z) (or T (z)S) where
S ∈ Sp(n) and T (z) ∈ T(2n); note that
ST (z) = T (Sz)S , T (z)S = ST (S−1z).
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The group law of ISp(n) is given by
(S, z)(S′, z′) = (SS′, S′−1z + z′)
More interesting is, in a sense, the group HSp(n) ([17, 7]; it is denoted
by WSp(n) in [7]). It is defined as follows: Let H(2n) be the Heisenberg
group, that is R2n × S1 equipped with the group law
(z, t)(z′, t′) = (z + z′, t+ t′ + 12σ(z, z
′)).
The symplectic group acts on H(2n) by S(z, t) = (Sz, t) hence we can form
the semidirect product Sp(n) ⋉ H(2n). By definition this group is HSp(n)
the group law being given by
(S, (z, t))(S′, (z′, t′)) = (SS′, (S′−1z, t)(z′, t)), t′))).
Let now T̂ : H(2n) −→ U(L2(Rn)) be the Schro¨dinger representation of
H(2n) defined by T̂ (z, t) = e
i
~
γt T̂ (z).
We similarly denote by IMp(n) the group of unitary operators on L2(Rn)
generated by the the operators Ŝ ∈ Mp(n) and T̂ (z, t), z ∈ R2n. It follows
from the symplectic covariance relations
ŜT̂ (z, t) = T̂ (Sz, t)Ŝ , T̂ (z, t)Ŝ = ŜT̂ (S−1z, t)
that every element of IMp(n) can be written in the form ŜT̂ (z) or T̂ (z)Ŝ.
This is often referred to as the extended metaplectic representation of HSp(n);
the projection πIMp : IMp(n) −→ HSp(n) is given by
πIMp(T̂ (z, t)Ŝ) = (S, z, t).
Notice that if we restrict ourselves to the case t = 0 this reduces to
πIMp(T̂ (z)Ŝ) = (S, z) ∈ ISp(n).
6.2 Symplectic paths in ISp(n)
Consider an affine metaplectic isotopy (Ût)t∈R where Ût ∈ IMp(n) is of the
type
Ût = T̂ (zt, γt)Ŝt = e
i
~
γt T̂ (zt)Ŝt; (80)
here t 7−→ zt = (xt, pt) is a C1 path in R2n and (Ŝt)t∈R a metaplectic
isotopy. The phase γt ∈ R depends in a C1 fashion on t. A straightforward
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calculation taking into account the identity p̂T̂ (zt) − T̂ (zt)p̂ = ptT̂ (zt) (cf.
(37)) yields
i~
d
dt
T̂ (zt) = −(12σ(zt, z˙t) + σ(z˙t, ẑ))T̂ (zt) (81)
where σ(z˙t, ẑ) is the operator Jz˙t · ẑ with ẑψ = (xψ,−i~∂xψ); equivalently
i~
d
dt
T̂ (zt) =
(
σ(ẑ − zt, z˙t) + 12σ(zt, z˙t)
)
T̂ (zt). (82)
On the other hand one easily verifies that
i~
d
dt
Ŝt = H(ẑ, t)Ŝt
where H(ẑ, t) is the Weyl quantization of the Hamiltonian function H(z, t)
defined by (7), that is
H(ẑ, t) = −1
2
JS˙tS
−1
t ẑ · ẑ.
Collecting these results we see that Ût satisfies the Schro¨dinger equation
i~
d
dt
Ût =
(−γ˙t − 12σ(zt, z˙t)− σ(z˙t, ẑ) +H(ẑ − zt, t)) Ût.
We next observe that the operator
Ĥzt = −γ˙t − 12σ(zt, z˙t)− σ(z˙t, ẑ) +H(ẑ − zt, t) (83)
occurring in this equation is the Weyl quantization of the inhomogeneous
quadratic Hamilton function
Hzt(z, t) = −γ˙t − 12σ(zt, z˙t)− σ(z˙t, z) +H(z − zt, t).
The solutions of the associated Hamilton equations
z˙ = J∂zHzt(z, t) = z˙t + J∂zH(z − zt, t)
are given by z = u + zt where u is the solution of the Hamilton equations
for H(z, t). Recalling that the flow determined by H(z, t) is the symplectic
isotopy (St)t∈R we thus have
z(t) = St(z(0) − z0) + zt.
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6.3 Application to relative phase shifts
We assume now that ρ is a Gaussian centered at a point z ∈ R2n:
ρ(z) = (2π)−n
√
detV −1e−
1
2
V −1(z−z)·(z−z) (84)
and that (Ût)t∈R is an affine metaplectic isotopy given by (80). We will use
the following elementary result:
Lemma 23 Let Â = OpW(a) and z0 ∈ R2n. We have T̂ (z0)Â = OpW(c)
where
cσ(z) = aσ(z − z0)e−
i
2ℏσ(z,z0). (85)
Proof. The twisted Weyl symbol of T̂ (z0) is given by tσ(z) = (2π~)
nδ(z −
z0); formula (85) follows using (39).
Theorem 24 Let ρ̂ be the density operator with Wigner distribution (84)
and (Ût)t∈R the metaplectic isotopy defined by (80). We have
Tr(Ûtρ̂) =
iiCZ(Σ) e
i
~
γt+
i
~
Jzt·z¯−
1
2~
Jzt·F−1Jzt+Φ(zt,z¯)√
|det(St − I)|
√
det(12F
−1 + iM(STt ))
, (86)
Φ(zt, z¯) =
1
8~
[
(F−1 + iJ)Jzt − 2iz¯
] · [12F−1 + iM(STt )]−1 [(F−1 + iJ)Jzt − 2iz¯] .
Proof. In view of formula (85) in Lemma 23 the twisted Weyl symbol of
T̂ (zt)Ŝt is the function z 7−→ (st)σ(z − zt)e− i2~σ(z,zt). Proceeding as in the
proof of Theorem 21 we have
Tr(T̂ (zt)Ŝtρ̂) =
∫
(st)σ(z − zt)e−
i
2~
σ(z,zt)ρσ(−z)d2nz
=
∫
(st)σ(z)e
− i
2~
σ(z,zt)ρσ(zt − z)d2nz.
Using the Fresnel formula (4) with (st)σ(z) in (43) and ρσ, the symplectic
Fourier transform (26) of ρ in (84), eq.(86) follows.
The relative phase shift (2) for the Gaussian state in (84) subjected to
the inhomogeneous dynamics in (80) will thus be (see Notation 20):
φ(t) =
π
2
ν(Ŝt) +
1
~
γt +ArgΦ(zt, z¯) + Arg det
−1/2(12F
−1 + iM(STt )). (87)
This formula reduces to the one in (67) when z = zt = 0 and γt = 0, ∀t ∈ I.
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7 Discussion and Perspectives
The proof of the general result in Theorem 21 heavily relies on the fact
that the integral giving the trace is easily calculable because the integrand
is a Gaussian and can, as such, be explicitly determined by a Fresnel-type
formula. This relative straightforwardness is due to the fact that the twisted
Weyl symbol of the unitary evolution operator (Ût) is here a family (Ŝt) of
metaplectic operators and is hence itself a (complex) Gaussian function,
namely
sσ(z) =
iν+ν
′+ 1
2
sign(M)√
|det(S − I)| exp
(
i
2~
M(S)z · z
)
when det(S − I) 6= 0. It would of course be interesting (and even essential)
to extend Theorem 21 to more general situations. But even when ρ̂ is still
a Gaussian state we run into a major difficulty, which is the determination
of the Weyl symbol (twisted, or not) of a general evolution operator (Ût).
Very little is actually known; to the best of our knowledge only sporadic at-
tempts exist in the literature, and they usually consist in using non-rigorous
Feynman-type path integral methods.
Fortunately, semiclassical propagation methods are very well developed
in the context of the inhomogeneous dynamics presented in section ??. In
this scenario, a generic analytic Hamiltonian function of zˆ can be expanded
up to second order, always giving rise to a quadratic structure (83), as
proposed in [32]. The validity of this approximation is guaranteed for a
time interval limited by the very known Ehrenfest time τE ∼ log(~−1) [9].
This scheme is very well suited for propagation of Gaussian states, since the
operators (80) keep this set of states invariant. However, any quantum state
can be expanded as a superposition of (Gaussian) coherent states, thus this
method can be applied to the propagation of any initial state [9, 32]. An
example for the propagation of states under a non-linear (and classically
chaotic) Hamiltonian dynamics is given in [39].
On the other side, the study of the Pancharatnam phase for states outside
of the Gaussian set is possible and can reveal new and interesting scenarios
for the phase behavior. For instance, coherent and incoherent superposi-
tions of Gaussian states [39] can be studied quite directly using the tools
presented in this paper; the relation of the total phase for the interference
fringes has not yet been explored in the literature. Even for more general
states, the developed tools can also be applied using the Glauber–Sudarshan
representation [34], which constitutes an expansion, in principle written for
any quantum state, in terms of the standard coherent state basis. More
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generally, the notion of Gabor (or Weyl–Heisenberg) frame could be useful
in this context [16].
In the same spirit of the generalization of the total phase (1) defined
in [38] to any density state (2), a possible generalization of the dynamical
phase [38]
ϕd = Im
∫ t
0
(ψt′ , ψ˙t′)dt
′,
can be given, introducing the more general quantity
ϕ′d =
∫ t
0
Tr(ρˆHˆ(t′))dt′.
However, in [38] the geometric phase is defined to be ϕ − ϕd for ϕ in (1).
The association of generalized geometric phase to ϕ−ϕ′d should be carefully
investigated, specially in what concerns its relation with the Conley–Zehnder
index. This index can be viewed as a geometric quantity associated to paths
on the space L2(Rn) connecting Gaussian states. This idea will be developed
in forthcoming work.
APPENDIX A: The Metaplectic Group
For detailed studies of the symplectic group Sp(n) see [14, 21]; the properties
of the metaplectic are studied in [17, 21].
A.1 Definition
The metaplectic group Mp(n) is a unitary representation on L2(Rn) of the
double cover Sp2(n) of the symplectic group Sp(n). The simplest (but not
necessarily the most useful) way to describe Mp(n) is to use its elementary
generators Ĵ , V̂−P , and M̂L,m [17, 21]. Denoting by π
Mp the covering pro-
jection Mp(n) −→ Sp(n) these operators and their projections are given
by
Ĵψ(x) = e−inπ/4Fψ(x) , πMp(Ĵ) = J (A1)
V̂−Pψ(x) = e
i
2~
Px2ψ(x) , πMp(V̂−P ) = V−P (A2)
M̂L,mψ(x) = i
m
√
|detL|ψ(Lx) , πMp(M̂L,m) =ML,m. (A3)
Here F is the unitary ~-Fourier transform
Fψ(x) =
(
1
2π~
)n ∫
e−
i
~
xx′ψ(x′)dnx′
32
and V−P (P = P
T ), ML,m (detL 6= 0) are the symplectic matrices
V−P =
(
I 0
P I
)
, ML,m =
(
L−1 0
0 LT
)
.
The index m in M̂L,m is an integer corresponding to a choice of arg detL:
m is even if detL > 0 and odd if detL < 0. It is called the Maslov index of
M̂L,m.
A.2 Definition using quadratic Fourier transforms
Let P,Q ∈ Sym(n,R) and L ∈ GL(n,R), and let W be the real quadratic
form on Rn × Rn defined by
W (x, x′) = 12Px
2 − Lx · x′ + 12Qx′2. (A4)
To W we associate [31, 21] an operator ŜW,m : S(Rn) −→ S(Rn) by the
formula
ŜW,mψ(x) = e
−niπ/4
(
1
2π~
)n/2
im
√
|detL|
∫
e
i
~
W (x,x′)ψ(x′)dnx′
where the integer m (which is only defined modulo 4) corresponds to a
choice or arg detL as above. By definition, that integer is the Maslov index
of Maslov index of ŜW,m. One verifies by a simple calculation that we have
ŜW,m = V̂−P M̂L,mĴ V̂−Q (A5)
hence ŜW,m ∈ Mp(n) is a unitary operator on L2(Rn). Using the formulas
(A1)–(A3) a simple calculation shows that SW = π
Mp(ŜW,m) is given by
SW =
(
L−1Q L−1
PL−1Q− LT L−1P
)
. (A6)
The operators ŜW,m are called quadratic Fourier transforms; one easily
[31, 21] verifies that
(ŜW,m)
−1 = ŜW ∗,m∗ with W
∗(x, x′) = −W (x′, x), m∗ = n−m. (A7)
The quadratic Fourier transforms form a dense subset of Mp(n). In fact
they generate this group:
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Proposition 25 Every Ŝ ∈ Mp(n) can be written as a the product of two
quadratic Fourier transforms: Ŝ = ŜW,mŜW ′,m′ and π
Mp(ŜW,m) = SW where
SW ∈ Sp(n) is generated by the quadratic form W , that is
(x, p) = SW (x
′, p′)⇐⇒
{
p = ∂xW (x, x
′)
p′ = −∂x′W (x, x′).
Proof. See Leray [31], de Gosson [21]; for a detailed discussion of the notion
of generating function see Arnol’d [4].
The factorization Ŝ = ŜW,mŜW ′,m′ of a metaplectic operator is by no
means unique; for instance we can write the identity operator I as ŜW,mŜ
−1
W,m
= ŜW,mŜW ∗,m∗ for every quadratic Fourier transform ŜW,m. There is how-
ever an invariant attached to Ŝ: the Maslov index. Denoting by InertR the
index of inertia (= the number of negative eigenvalues) of the real symmetric
matrix R we have:
Proposition 26 Let Ŝ = ŜW,mŜW ′,m′ = ŜW ′′,m′′ ŜW ′′′ ,m′′′ . We have
m+m′ − Inert(P ′ +Q) ≡ m′′ +m′′′ − Inert(P ′′′ +Q′′) mod 4. (A8)
Proof. See Leray [31], de Gosson [18, 21].
It follows from formula (A8) that the class modulo 4 of the integer m+
m′ − Inert(P ′ + Q) does not depend on the way we write Ŝ ∈ Mp(n) as a
product ŜW,mŜW ′,m′ of quadratic Fourier transforms; this class is denoted
by m(Ŝ) and called the Maslov index of Ŝ. The mapping
m : Mp(n) ∈ Ŝ −→ m(Ŝ) ∈ Z4
is called the Maslov index on Mp(n). We have m(ŜW,m) = m, mod 4 ([31,
18]). The theory of the Maslov index has been further developed by Arnol’d,
Leray, and by the author (see the review [8] by Cappell et al.).
8 APPENDIX B: Leray and Maslov Indices
B.1 The Leray index
Let Lag(n) be the Lagrangian Grassmannian of the symplectic space (R2n, σ).
We have a natural action
Sp(n)× Lag(n) −→ Lag(n).
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Let (ℓ, ℓ′, ℓ′′) ∈ Lag3(n); we denote by τ(ℓ, ℓ′, ℓ′′) the signature of the quadratic
form
Q(z, z′, z′′) = σ(z, z′) + σ(z′, z′′) + σ(z′′, z)
on ℓ× ℓ′ × ℓ′′. It has the following properties:
• Symplectic invariance:
τ(Sℓ, Sℓ′, Sℓ′′) = τ(ℓ, ℓ′, ℓ′′) for all S ∈ Sp(n);
• Cocycle property :
∂τ(ℓ, ℓ′, ℓ′′, ℓ′′′) = 0 (B1)
where ∂ is the usual coboundary operator;
• Antisymmetry :
τ(π(ℓ, ℓ′, ℓ′′)) = (−1)sign(π)τ(ℓ, ℓ′, ℓ′′)
for every permutation π of (ℓ, ℓ′, ℓ′′).
We have
τ(ℓ, ℓ′, ℓ′′) ≡ n+ ∂ dim(ℓ, ℓ′, ℓ′′) mod 2 (B2)
where dim(ℓ, ℓ′) = dim(ℓ ∩ ℓ′).
Let π∞ : Lag∞(n) −→ Lag(n) be the universal covering space of Lag(n)
(“Maslov bundle”). We will write ℓ = πLag∞ (ℓ∞). The Leray index is the
only mapping
µ : Lag∞(n)× Lag∞(n) −→ Z
having the two following properties:
LM1 It is locally constant on the set
{(ℓ∞, ℓ′∞) ∈ Lag∞(n)× Lag∞(n) : ℓ ∩ ℓ′ = 0};
LM2 Its coboundary descends to the signature: ∂µ(ℓ∞, ℓ
′
∞, ℓ
′′
∞) = τ(ℓ, ℓ
′, ℓ′′),
that is
µ(ℓ∞, ℓ
′
∞)− µ(ℓ∞, ℓ′′∞) + µ(ℓ′∞, ℓ′′∞) = τ(ℓ, ℓ′, ℓ′′). (B3)
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Taking ℓ∞ = ℓ
′′
∞ in (B3) and using the antisymmetry of τ we get the
relation
µ(ℓ∞, ℓ
′
∞) = −µ(ℓ′∞, ℓ∞). (B4)
Identifying as usual the unitary group U(n,C) with a subgroup U(n) of
Sp(n) we have a transitive action
U(n,C)× Lag(n) −→ Lag(n).
Let ℓP = 0 × Rn the mapping ℓ = uℓP 7−→ uuT (u ∈ U(n,C)) induces a
homeomorphism
Lag(n) −→W (n,C) = {w ∈ U(n,C) : w = wT }
and we have the identification with the set
Lag∞(n) ≡ {(w, θ) : w ∈W (n,C), detw = eiθ};
the projection πLag∞ is the mapping (w, θ) 7−→ w. The Leray index can then
be explicitly be defined in the transversal case ℓ∩ ℓ′ = 0 by the Souriau [47]
formula
µ(ℓ∞, ℓ
′
∞) =
1
π
(θ − θ′ + iTr Log(−w(w′)−1) (B5)
when ℓ∞ = (w, θ) and ℓ
′
∞ = (w
′, θ′). The condition ℓ ∩ ℓ′ = 0 is equivalent
to −w(w′)−1 having no eigenvalue on the negative half-axis. In the non-
transversal case one chooses ℓ′′∞ ∈ Lag∞(n) such that ℓ′′ ∩ ℓ = ℓ′′ ∩ ℓ′ = 0
and one then defines
µ(ℓ∞, ℓ
′
∞) = µ(ℓ∞, ℓ
′′
∞)− µ(ℓ′∞, ℓ′′∞) + τ(ℓ, ℓ′, ℓ′′). (B6)
That the right-hand side in this formula is independent on the choice of ℓ′′∞
readily follows from the cocycle property (B1) of the signature τ [19, 21].
We have
µ(ℓ∞, ℓ
′
∞) ≡ n+ dim(ℓ ∩ ℓ′) mod 2 , µ(ℓ∞, ℓ′∞) = −µ(ℓ′∞, ℓ∞) (B7)
(the first equality immediately follows from (B3) using (B2) and the second
by taking ℓ′′∞ = ℓ∞ in (B3)). Let Sp∞(n) be the universal covering group of
Sp(n). The natural group action
Sp∞(n)× Lag∞(n) −→ Lag∞(n)
such that
(αS∞)ℓ∞ = S∞(β
2ℓ∞) = β
2(S∞ℓ∞) (B8)
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where α and β the generators of the cyclic groups π1[Sp(n)] and π1[Lag(n)],
respectively [31]. We have
µ(βrℓ∞, β
r′ℓ′∞) = µ(ℓ∞, ℓ
′
∞) + 2(r − r′) (B9)
for all (r, r′) ∈ Z2.
The Leray index is invariant under the action of Sp∞(n):
µ(S∞ℓ∞, S∞ℓ
′
∞) = µ(ℓ∞, ℓ
′
∞). (B10)
This immediately follows from the fact that both functions (ℓ∞, ℓ
′
∞) 7−→
µ(ℓ∞, ℓ
′
∞) and (ℓ∞, ℓ
′
∞) 7−→ µ(S∞ℓ∞, S∞ℓ′∞) satisfy the characteristic con-
ditions (LM1) and (LM2) and that the signature is a symplectic invariant.
B.2 Relative Maslov indices
For S∞ ∈ Sp∞(n) and ℓ ∈ Lag(n) we define the Maslov index on Sp∞(n)
relative to ℓ by
µℓ(S∞) = µ(S∞ℓ∞, ℓ∞). (B11)
It follows from (B8) that for every ℓ∞ ∈ Lag∞(n) the function Sp∞(n) −→ Z
associating to S∞ the integer µ(S∞ℓ∞, ℓ∞) only depends on the projection
ℓ = π∞(ℓ∞), justifying the notation (B11).
Let S∞, S
′
∞ ∈ Sp∞(n) and ℓ ∈ Lag(n). We have the product formula
µℓ(S∞S
′
∞) = µℓ(S∞) + µℓ(S
′
∞) + τ(ℓ, Sℓ, SS
′ℓ) (B12)
(it readily follows from the coboundary property (B3) of the Leray index);
taking S′∞ = S
−1
∞ in this formula it follows that
µℓ(S
−1
∞ ) = −µℓ(S∞). (B13)
The following identity describes the action of π1[Sp(n)] on the relative
Maslov index: for every r ∈ Z we have from (B8) that
µℓ(α
rS∞) = µℓ(S∞) + 4r. (B14)
It follows from the properties (LM1) and (LM2) of the Leray index that
MA The Maslov index relative to ℓ ∈ Lag(n) is the only mapping µℓ :
Sp∞(n) −→ Z which is locally constant on the set {S∞ : Sℓ ∩ ℓ = 0}
and satisfying the product formula (B12).
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