1 Introduction 1.1 Aim of the paper Density functional approximations have been very successful for describing properties of molecules and crystals when these depended on their electronic structure. However, a multitude of approximations exists, the values for the properties produced by them can differ significantly, and some criterion must be used in order to choose a given functional to predict a given property. Most often, density functional approximations are evaluated against some benchmark data sets, and quantities like the mean error and mean absolute error are indicated in order to asses the validity of the approximation. Moreover, in many approximations, the exchange-correlation functional may contain parameters that are determined by optimizing some statistical measures like those mentioned above on a training set of data. In such a case, the approximation itself is evidently dependent on the choice of the measure used. The aim of the present paper is to show that the ''best approximation'' can be a different one, depending upon the criterion used for defining the closeness of the approximation to the reference data.
Systems and approximations
Much of the early success of density functional theory is due to the success in the description of the band structure of the crystals. However, a quantitative agreement is still missing: all existing density functional approximations produce errors which are larger than the (assumed) experimental error bars. In this paper, we analyze whether statistical descriptors of the errors in the calculated band gaps allow choosing the best approximation. It is shown that different measures recommend different approximations. We thus conclude that faced with such a dilemma, in order to make a decision, one is coerced into using some additional, external criterion.
The band gaps considered cover two orders of magnitude, between E0.2 and E20 eV. They were obtained for the following crystals (Strukturbericht designation 1 in parentheses):
AlN(B4), AlP(B3), AlAs(B3), AlSb(B3), GaN(B3), GaN(B4), GaP(B3), GaAs(B3), GaSb(B3), InN(B4), InP(B3), InAs(B3), InSb(B3), ZnS(B3), ZnSe(B3), ZnTe(B3), CdS(B3), CdSe(B3), CdTe(B3), MgS(B1), MgSe(B1), MgTe(B1), BaS(B1), BaSe(B1), BaTe(B1); LiH(B1) and alkali halides (i.e. LiF(B1), LiCl(B1), NaF(B1) and NaCl(B1)); oxides, i.e., MgO(B1), a-SiO 2 (C8), ZnO(B4), SrTiO 3 (E2 1 ); solid Ne(A1) and Ar(A1).
The values for the experimental (fundamental) band gaps are taken from references.
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The approximations used can be classified into the following groups:
Hartree-Fock Local and semi-local density functionals -LDA (local density approximation, in the parametrization of Slater for exchange 11 17 ; in contrast to the generally used B3LYP, we used the variant implemented in the CRYSTAL code, where the local functional is fitted to the accurate correlation energy of the uniform electron gas, i.e. VWN5, 12 and not to the random phase approximation of it, i.e., VWN5 and not VWN3) -PBE0 (PBE functionals for exchange and correlation, with 25 percent admixture of Hartree-Fock 13, 18 ) -PBEsol0 (as PBE0, replacing PBE by PBEsol) -B97 (Becke's 1997 hybrid functional for exchange and correlation, 19 ,20 using 21 per cent of Hartree-Fock) long-range hybrids (where the long-range part of the exchange is described by Hartree-Fock) -RSHXLDA (range-separated hybrid with LDA exchange [21] [22] [23] and separation parameter o = 0.40 a.u. as proposed for solids 24 )
-LC-oPBE (using PBE exchange and separation parameter o = 0.40 a.u. 25, 26 ) -LC-oPBEsol (using PBEsol exchange and separation parameter o = 0.60 a.u. 25 
)
-oB97 (using B97 exchange and separation parameter o = 0.40 a.u. 27 ) mixture of long-range and linear hybrid -oB97-X (Long-range and partly short-range (c SR= 0.157706) corrected with Hartree-Fock, and using B97 exchange and separation parameter o = 0.30 a.u. 27 ) mixture of middle-range hybrid and linear hybrid -HISS ( 
Some recent, successful approximations such as, 34 or 35 were not part of the test set.
The reference (experimental) and the calculated data are given in reference. 36 
A visual test
In order to take a glimpse of the problematic, let us look at two typical plots of the calculated vs experimental band gaps. In Fig. 1 we see on the left graph that the method used has a systematic error for the whole range of band gaps. The graph on the right shows small errors for small band gaps and large errors for large gaps. If one is interested in small gaps only, one certainly should prefer the latter method. For the whole range of band gaps, however, it seems easier to correct for the systematic error, present in the former approximation. By the way, the left graph presents results obtained with the Hartree-Fock method, long time rejected for the computation of band gaps, while the right graph presents results obtained with the LDA method, considered useful for many years for the computation of band gaps.
The errors produced are shown in Fig. 2 for four different approximations (LDA, the gradient-corrected PBE, Hartree-Fock and the hybrid PBE0), for all systems considered in this paper, ordered according to the experimental band gaps. We can see that the errors of LDA become larger as the band gaps get bigger. The same trend is also present in PBE. It is somewhat reduced, but not eliminated, with the hybrid method, PBE0.
Overview of the paper
In the following, we will first present the results for some classical measures: the mean error, the variance, and the mean absolute error. Next we will consider measures used in robust statistics, such as medians, or interquartile ranges. The following section deals with trends as given by rankings. Later, we will comment on the choice and on the reliability of experimental data, and ask whether the errors produced are due to the approximations, or to the inability of orbital energy differences to reproduce fundamental band gaps (even using exact density functionals).
2 Classical measures
Mean error
Let the measured data be y i , exp and the calculated ones be y i , calc , the index i corresponding to one of M = 45 crystals under consideration. The mean error is defined as
The best method is that for which the mean error is closest to 0. The winner is PBEsol0, cf. Having a mean error equal to 0 is a necessary, but not a sufficient condition for having the ''perfect'' approximation. In Fig. 2 we can see in the panel corresponding to PBE0 that the mean close to zero is obtained by having errors of different signs. (Please notice that with our choice of data there are more systems with small band gaps, producing a shift towards positive errors not recognizable on the figure at the first glance.)
Variance
In order to have the ''perfect'' approximation, not only the mean should be zero, but the variance should be zero, too. We will use the variance defined by:
where Dy i= y i,calc -y i,exp , and m is given by eq 1. In the following we will concentrate on its square root, s. We see (Fig. 4 ) that the winner of the ''mean error contest'' is not among the method having the smallest variance. At the same time, the winner of the ''s contest'' (LC-oPBEsol) is not among the methods yielding the best mean error. Furthermore, we notice that even the method with the smallest s still yields the quite large value of sE1eV.
Mean absolute error
A compromise between the two preceding measures is the mean absolute error, It is zero for the ''perfect'' approximation. However, a method producing a systematic error, i.e., y i,calc= y i , exp þ constant, is easy to correct by simply subtracting the constant. It has zero variance, but non-zero mean, and would produce a large MAE, despite of showing perfectly the trends. The best method, based on the MAE is HISS, with a value of 0.7 eV, followed closely by B97, HSE06, PBEsol0, and B3LYP (see Fig. 5 ).
3 Robust statistics 3.1 Outliers We can notice in Fig. 2 that there are only a few points producing large errors. In statistics they are called outliers, observations which deviate markedly from other observations. 37 Sometimes the existence of outliers can be simply due to some trivial (like copying) mistakes. They can also be due to mistakes which are more difficult to detect, e.g., to situations where the technique used is not recommended. In these cases, the outliers should be eliminated. However, there are situations when outliers cannot be ignored: it is known in statistics that seldom events can happen. Outliers may denature our judgment on the data analyzed, by giving a too important weight to rare situations. Thus, it is not clear how to behave when outliers show up. Should they be weighted less, or even ignored? In robust statistics, some measures are used that are less sensitive to outliers, and some of them will be applied below.
Definitions from robust statistics
Let us order the data (our errors) in increasing order and split them into four quarters: the first contains the smallest 25 per cent of the data, the first two contain 50 per cent of the data etc. The three values that produce that division are called quartiles, the second one being called median. The distance from the first to the third value is the interquartile range. For the normal distribution, the mean is equal to the median, and the interquartile range toE0.6745s; for a sufficiently large set of data following the normal distribution, the ''best'' method would be the same whether the mean or the median is chosen, the variance or the interquartile range is chosen.
That the robust measures are less sensitive to outliers than the classical measures discussed before can be seen in a simple example. Suppose that the data we consider are the integers from À6 to 6, excluding 0. (These numbers are chosen only for a simple illustration of the principle, and, in particular, do not follow a normal distribution.) The mean is 0, and sE3.89. The quartiles are À3.5, 0, and 3.5, yielding a median equal to 0 and the interquartile range of 7. Imagine now that by mistake 6 is replaced by 16. The mean becomes 0.83, and sE5.73. However, median and interquartile range are unchanged.
Medians
We will consider below the medians of the errors y i,calc -y i , exp obtained for different methods (cf. Fig. 6 ).
The best median defines a new winner, B3LYP. It is nearly two times better than that of the next candidate, B97.
Interquartile ranges
A zero median does not guarantee that the method is free of error, in the same way as when looking at the mean error only. Let us now look at the interquartile ranges (Fig. 7) . Now, the best results are obtained for B97, although, the best value is relatively large (E0.6 eV). HISS, PBE0, LC-oPBE, PBE0, PBEsol0 are only less than 0.1 eV worse.
Median absolute deviations
Another robust measure is given by the median of the absolute deviations from the median. When all absolute deviations from the median are zero, and the median is zero we have a perfect fit. By now, it will not be surprising that we do not have a perfect fit. The best median absolute deviation is obtained for PBE0 and PBEsol0 (0.24 eV, see Fig. 8 ).
Trends

Linear model fit
As none of the methods fits the experimental data (within some assumed experimental errors of the order of 0.1 eV), one can check whether trends are correctly followed. This might help to choose the ''best'' method. One may define a trend by using a linear fit
Ideally, the intercept b should be equal to zero, and the slope a equal to one.
All winners up to now where hybrid density functionals. This is not the case for the linear model fit. Figure 9 shows that the best intercept is obtained for a generalized gradient approximation, PBE. PBEsol and even LDA are not much worse, as they produce intercepts of E0.1 eV. The best slope is not obtained for a density functional: Hartree-Fock is the method providing the slope closest to unity (see Fig. 10 ).
It may be worth to notice that PBE, PBEsol and LDA are the methods having the largest median absolute deviation from the median, being 2-3 times worse than the winner, PBE0. Furthermore, Hartree-Fock is the method yielding the worst mean absolute error (6.1 eV,E1 eV larger than the worst method containing a density functional approximation).
Another way of looking at the data is to analyze the (Pearson's) correlation coefficients, defined by: where m calc is the mean value of the y i,calc and m exp the mean value of the y i,exp . For the highest possible value for r, r = 1, the calculated band gaps increase linearly with the experimental band gaps. If the minimal value r = À1 were reached, a linear relationship exist, but the calculated band gaps would decrease when the experimental band gaps increase. We did not choose any ''winner'' for this criterion: r lies between E0.97 and E0.98 for all methods considered. user of approximate methods would do, recognize whether a calculation shows the same trends as the exact data. The user will compare the results with similar systems, and, if the ordering is correct, will correctly know how to intercalate the calculated number between the already known ones. To measure how well ordering is reproduced, we will use Kendall's rank correlation coefficient. In order to construct it, we first define the pairs (y i,exp , y i,calc ). For two pairs, i and j, if y i,calc >y j,calc when y i,exp >y j,exp or if y i,calc oy j,calc when y i,exp oy j,exp the pairs are said to be concordant. If y i,calc >y j,calc when y i,exp oy j,exp or if y i,calc oy j,calc when y i,exp >y j,exp the pairs are said to be discordant. Let n c be the number of concordant pairs, and n d that of the discordant pairs. The total number of pairs (of systems considered) is n p= M(M À 1)/2. Kendall's correlation coefficient is defined by:
Ranking
Like r, equation 5, t lies between 1 and À1. When t=1, all the pairs are concordant, the calculated band gaps follow the trend of the experimental band gaps. The spread of the t is slightly larger than the spread of the r, yielding values between E0.90 and E0.83. The value of t decreases from HSE06, HSEsol, HISS, PBE0, LC-oPBE, but is, for all these methods E0.90. We can extend the definition above, considering concordance only if the difference between the y i and y j exceeds what one might consider the experimental accuracy of 0.1 eV. In this case, only HISS keeps a correlation coefficient of 0.90, but several other methods follow with a correlation coefficient of 0.89. The worst correlation coefficient is 0.82, for LDA.
Reference data
Selecting data of interest
When calibrating or judging an approximation, something may be gained by choosing subsets of data for which the approximation is supposed to work. For example, one can see in Fig. 2 that the errors are much smaller for LDA, PBE and PBE0 when only systems with small band gaps are considered. In such a case, one may say that ''density functional approximations should not be used when the band gaps are large''. One might even argue that one does not even need more, as band gaps are of interest mostly in semiconductors. Let is suppose that we are only interested in solids having relatively large band gaps; we choose the range between 1.7 eV (visible light) to 6.5 eV (medium UV), and analyze the errors in this range.
The best mean absolute error (MAE) decreases to 0.34 eV, result obtained for HSE06 and not for HISS as for the full data set. However, other functionals follow closely, as seen in Fig. 11 .
Splitting a data set into subsets may help to identify the cases when a method works, and when it does not. However, splitting may mislead in judging the accuracy. Imagine that two papers present the mean absolute errors for the band gaps for the same set of crystals. The authors of the two papers decide to split the systems into two subgroups, but the subgroups are defined differently in the two papers. The errors are smaller for both subgroups in the second paper. Does this mean that the method used in the second paper is better? Not necessarily. Suppose that the first paper presents the band gaps divided into those with band gaps smaller and larger than 5 eV, and obtains the mean absolute errors of 0.54 and 1.34 eV, respectively. The second paper chooses one group to be constituted by the ''useful cases'' above (band gaps between 1.7 and 6.5 eV), the other being formed by the remaining systems. It obtains for both groups smaller mean absolute errors (0.46 and 1.19 eV, respectively). However, these figures were obtained from our data, with the same method, PBE0. To see how this can happen, consider the following simple example. For four systems the following errors were obtained (in arbitrary units): 1, 3, 8, 10. We now split the set into two sets, one with small errors, 1, 3, and one with large errors 8, 10. The MAEs are 2, and 9, respectively. Let us now split the data set into two different sets, 1, and 3, 8, 10, yielding the MAEs 1 and 7, respectively. (The largest error from the set with small error was moved into the set with large errors.) The second way of splitting produced lower MAEs, but we have not changed the data. One may find that a grouping into small and larger errors (1, 3, and 8, 10, respectively) is better than the one that puts one of the systems showing small errors into the group of systems presenting large errors.
Reliability of reference data
We have considered that the experimental have error bars too small to be taken into consideration for the comparison with calculated data. Even more importantly, we have considered that the calculation should reproduce some ''ideal'' measurement, corresponding to the fundamental band gap, which can be defined as the difference between the ionization potential I and the electron affinity, A of the system (see, e.g., [38] [39] [40] ). However, the experimental data do not always correspond to this. Let us take Si as an example. There are not many systems for which the purity of the material and the measurement of the band gap had the same importance as for Si. Let us consider the paper by R. Pa¨ssler 4 which provides fundamental band gaps for a series of crystals. We see in his Fig. 3 that the experimental data seem to be very accurate, and that the model used to extrapolate to 0 K seems reliable to meV, i.e., by orders of magnitude more accurate than the calculations discussed here. The experimental data used in ref. 4 are taken from a different paper, by Bludau et al. 41 In the latter paper it is stated: The band-gap energy E g of silicon has been re-evaluated with high precision between 2 and 300 K by the following method: the derivative of the absorption coefficient, resulting from freeexciton absorption, . . . Is this not the optical gap? In fact, Bludau et al. discuss this point. They write: The subsequent analysis then involves determination of E g the band-gap energy, from E g= E gx þ E xb= hv m þ E xb À h -o TO where E xb is the free-exciton binding energy. We have taken E xb= 14.7 AE 0.4 meV and o TO= 57.3 AE 0.4 meV from the work of Shaklee and Nahory. They thus find that in order to obtain the fundamental gap, E g , from the optical excitation energy, hv m , one has to add two correcting terms. One is due to lattice vibrations (it is an indirect gap), h -o TO . The second one, is called free-exciton binding energy, E xb . Both corrections are taken from ref. 42 where it is written: We expect, on the basis of effective mass theory, that the exciton excited states should form a hydrogen series. . . . We can then calculate, on the basis of a hydrogenic series, an exciton Rydberg of R = 14.7 AE 0.4 meV. The corrections are given to meV accuracy, but the experimental data do not correspond to the assumed difference between the ionization potential and the electron affinity. Thus, even a calculation yielding the exact I -A would not coincide with the experimental result.
Conclusion
To summarize the situation, we show in Fig. 12 the number of calculated band gaps lying within a given interval D from the measured band gaps. We see that for most crystals the errors of the approximations are large, and outside of what one can expect as error bars (around 0.1 eV). The approximations are thus models in which we cannot be confident.
The ideal method should compute for the fundamental gap the energy difference between the ionization potential and the electron affinity of the system. However, we know that the exact Kohn-Sham method will not provide it. 39, 40 We also know that the difference of Hartree-Fock orbital energies does not exactly yield the desired quantity. Hybrid methods could provide the fundamental gap, in principle 43, 44 : the exact functional ensures for the highest occupied orbitals to behave correctly asymptotically, and thus to yield the correct ionization potential, and the mixture with Hartree-Fock can be used to produce a value for the lowest unoccupied orbital energy corresponding to the electron affinity. However, at present, we do not know of any universal definition of a hybrid which will provide the exact fundamental gaps, even assuming the associated exact density functional known. Hybrids can be made system-dependent, and the hybrid tuned to give the correct gap ( [45] [46] [47] ; for a recent review see 48 ). Even if we obtain the ideal method, we do not automatically get a good agreement with experimental data, because these, as the Si example shows, do not necessarily correspond to what the calculation aims to provide.
Applying measures from the statistical analysis of data does not permit to select one of the methods. The situation is summarized below. The best result is obtained for the mean error with PBEsol0, s with LC-oPBEsol, the mean absolute error with HISS, the median with B3LYP, the interquartile range with B97, the median absolute deviation with PBE0, the intercept (linear model fit): with PBE, the slope (linear model fit): Hartree-Fock, Pearson's correlation coefficient: HSEsol, Kendall's rank correlation coefficient: HSE06.
Thus, a method can be chosen only by introducing some supplementary, external criterion. For example, the user can decide whether his/her own experience with a given method is more valuable than some improvement obtained for one of the statistical measures.
One can try to reduce the range of application of a given approximation to a class of systems where it works well. However, even this enterprise can be risky, as it is difficult to define subsets for which the method is supposed to work.
Of course, one can choose some functional based on analyzing several criteria, weighting their quality, and choose one, e.g., HSE06 (that yields small mean absolute errors for small band gaps), HISS (as recommended by the recent paper of Lucero et al. 49 ), or another hybrid like PBE0, etc. Personal experience with a given method also plays a role, and may make some user decide to use B3LYP, although this method is not ''better'' than other hybrids in some statistical sense.
absolute value of the intercept of the linear fit (9b9) the absolute value of one minus the slope of the linear fit (91 -a9) one minus Pearson's correlation coefficient (1 -r) one minus Kendall's rank correlation coefficient (1 -t) in trigonometric order (counterclockwise, cf. Fig. 14) . Figure 13 shows the ratios between the measures (e.g., MAE) obtained for a given method, e.g., LDA, and the maximal value for that measure (e.g., MAE) among all methods (Hartree-Fock, LDA, etc.). The latter are, for 9ME9, 6.12 eV s, 1.77 eV for MAE, 6.12 eV for 9MED9, 5.95 eV for IQR, 1.24 eV for MAD, 0.71 eV for 9b9, 6.00 eV for 91 -a9, 0.40 for 1 -r, 0.05 for 1 -t, 0.16 All the measures above would be zero for the ideal fit. The polygons (''blobs'') shown in Fig. 13 are constructed by connecting the points on the stars corresponding to the ratios of the different measures. Thus, the larger the ''blobs'', the ''worse'' the method is. Notice, however, that often systematic errors can be easily dealt with, and that sometimes a large deviation from a zero error may be not impede the validity of the calculation. 
