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SECTION I
INTRODUCTION AND SUMMARY
A. STUDY BACKGROUi`1D
Meteroroid spaceflight experiments performed to date have been limited
to those that require a physical collision of the particle with a detector whose
available area-time exposure is highly limited, with a resulting limitation of
the number of meteoroids detected. Destruction of part of the sensitive
surface by the measured impacts also degrades the detector, particularly
for larger meteoroids. Alternate methods of detecting and measuring particle
parameters must be considered to obtain a more complete description of the
interplanetary debris population. By detecting and characterizing meteoroid
particles having sizes from a millimeter to a meter, new and improved models
of the size distribution, space density, and orbital characteristics could be
developed for the interplanetary meteoroid population. This information
could prove of great value for future space missions, particularly manned
missions. Currently available meteoroid flux models are strongly biased by
near-earth meteor data, optical asteroid belt observations made on large
sized asteroids, and micrometeoroid data collected by spaceflight experiments.
Little is known of meteoroids in the particle size range from one millimeter
to one meter,
B. PURPOSE OF THE STUDY
This study investigated; the feasibility of employing a radar mounted on
an interplanetary spacecraft to detect and measure characterizing parameters
for meteoroid data having particle sizes in the one-millimeter to one-meter li
range. Since a radar system is a remote sensor, the available area-time
exposure can be significantly greater than that available with impact-type 	 j
detectors. And, since the sensor is remote, physical damage to the sensor
also is largely avoided. The data collection volume is many orders of magni.
tude-greater than the physical volume occupied by the spacecraft and sensor.
The study goals specified for the radar were (1) detection and measurement
of 1000 particles in a one-year period of operation, (2) particle characterizing
measurements were to be designed to have an accuracy of 10 percent- of the
measured parameter value, and (3) a state-of-the-art radar concept was to
be developed for these purposes which was to be used on a Mariner or
Voyager, type spacecraft for missions to Mars or the asteroid belt. 	 ^
C. STUDY' REPORT SYNOPSIS	 1.
The results of this investigation are reported in the two volumes of
this final report. Volume I reports the analytical and tradeoff studies
performed in first determining and then optimizing the detection and measure-
ment capabilities of a radar system. Volume II presents a state-of-the-art'
1-1	 ;
r	 i
b,
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V olumo I
radar design concept which realizes a ystem representative of the design
resulting from the analytical results of the first volume. Abstracts of the
two volumes are given below.
1.	 Volume I
Section II specifies the two spacecraft missions considered in
this report—a, Mars flyby mission and an asteroid belt fly-through mission.
Details of the computations of the meteoroid radiant distribution and velocity
distribution are given for several points in each orbit. These computations
employed a computer program and data tape provided by NASA-MSG which
details the orbital parameters of known meteoroids. The assumption was
made for the study that the particles of interest in this investigation had
identical radiant and velocity distribution to those characterized on the
tape even though the particle sizes are considerably different.
1
t
t
A cumulative meteoroid flux model was specified in the statement
of work in terms of particle mass sizes. This model was converted from
mass to radar cross-section dependence. The specified flux model was
expressed in terms of the flux intercepted by a randomly oriented surface
in a circular orbit. Several adjustments were'necessa;ry to determine the
flux detected by an oriented surface in the specified orbits.
Section III describes the use of the meteoroid radiant, velocity,
and flux distributions to determine the number of meteoroids detected by
a specified radar during the one-year mission period considered. Several
analytical methods are developed which may be used to determine the number
of meteoroids detected by a given radar design.
Section IV presents the results of the optimization and tradeoff
analyses. The influence of various radar parameter choices on the data
accumulated ks Investigated in detail. It is shown that a noncoherent pulsed
radar system employing a pair of scanned pencil beams can be employed to
detect and to make the desired meteoroid measurements. Radar parameters
which optimize the total number of detected particles are determined, ,
assuming fixed average power and antenna aperture constraints.
The bias placed on the detected particle distribution by the
radar is also examined. The influence of flux model deviations from the
p	 g	 Section IV.s ecified design model . is also considered in Se 	 ,
_ISection V examines the measurement errors resulting from the
above radar system choices It is observed that particle radar cross section
will be the most difficult measurement to make and the desired 10-percent 	 4
accuracy is probably not achievable. Meteoroid velocity is noted to be
measurable with the desired accuracy for the two-beam system selected for
	 ,t
detailed consideration.
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2 .	 Volume II
The above results are implemented in a noncoherent pulsed radar
design discussed in this volume. The design selected assumes a 50-watt
average radiated power and two antenna beams each having nominal antenna
beamwidths of 0. 5 degree by 0. 5 degree. The nominal mission profile selected
corresponds to the asteroid belt fly-through trajectory previously discussed.
The antenna boresights are oriented to lie in the ecliptic and to
be essentially normal to the direction of principal flux arrival. The beams
are ele-ctronically scanned in a plane which is normal to both the ecliptic and
to the principal flux component.
Two scanned pencil beams are used to permit accurate velocity
measurements, with the planes of scan separated by an internal angle of ten
degrees. A single radar pulse is divided into two equal pulses and radiated 	 .J
simultaneously into the two beam Locations. Both beams are scanned together
and in parallel.
For a single-beam system (which cannot measure velocity) the
number of particles detected would be roughly 50 per year. Dividing the power
between two beamsreduces the number to about 35 per year.
A system designed to detect and measure the desired 1000 particles
in the -one-year per%od could be realized with 800 watts of average radiated
power and a nominal 0. 1 degree by 0. 1 degree scanned antenna beamwidth.
Such a design is inconsistent with near-term spacecraft prime power systems.
D.	 CONCLUSIONS
The study has resulted in several detailed analysis methods which
may be used for investigating the number of particles detected by a given radar
'	 design. ''The feasibility of employing a radar for detecting and measuring
meteoroids in the desired size range has r Qn conclus rely demonstrated.
Some information has also been developed indicating the possibilit y of tailoring
the radar parameters to bias the detected particle density towards sizes of
particular interest. Numrerous design curves are presented enabling the
ruder to select optimump	 radar parameters for a wide variety of missions. i
The substantial value of radar power/aperture product necessary to
achieve the 1000 detectionoal has been disap pointing but not unexpected.g	 PP	 g	 P
y	 both illuminate and detect the meteoroids in anAny s stem which must
environment following the (detection range)-4 power law will enhibit the same
behavior. It is expected that a radar , will perform more capably for meteoroid
detection in the specified size range than most other remote sensors which
could be employed. Narrow antenna beamwidths and high antenna :;can rates
have been shown to be extremely important for detecting large numbers of
particles; radar systems are by far the most highly developed in these two {i
important areas.
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Volume I
The analysis methods resulting from this study should prove extremely
useful in the future. Many characteristics of the meteoroid detection
radar are consistent with and could accommodate other space related radar
needs of the future 'such as (1) meteoroid detection and avoidance radars for
manned spaceflight, and (2) multipurpose space radars employed for rendezvous,
acquisition, and tracking. In a multipurpose configuration, the relatively large
power/aperture products required (by space standards) for meteoroid detection
may be employed to great advantage for high-resolution, long;-range detection
and identification of other targets.
One word of caution is required. The absolute numerical detection results
obtained depend to a large degree on the use of current flux and radiant distri-
butcn models. These models can only be verified by performing spaceflights
of the type, and for the purpose, discussed in this report. The potential value
of improved meteoroid models may well necessitate experiments of the type
reported if man's knowledge of his environment and travel into deep space is
to continue.
Several other assumptions were made in the analysis. The method used
to relate the mass of a particle to its radar cross section assumed that the
meteoroids were spherical in shape and of uniform composition to obtain a
characteristic particle radius. The particle radius was then related to radar
cross section by employing a linearized and scaled version of the radar
cross section of a perfectly conducting sphere.
The detection analyses assumed 1) an idealized scanned beam over-
lapping at the 3 dB points and having uniform gain, 2) a simplified probability
of detection dependence, and 3) an illumination probability proportional to the
time a particle spends in the beam relative to the interpulse period.
r
A. GENERAL CONSIDERATIONS
To assess the meteoroid detection and measurement capability of
alternate radar system designs, the meteoroid physical properties and flux
characteri:.L:cs must be specified in detail. The meteoroid radar cross-section
distribution, angular flux distribution, the velocity distribution, and the
particle size distribution directly affect the detection capability of a radar
system. These characteristics determine the probability of illumination and
the probability of detection for each size meteoroid and for each radar system
design.
The evaluation of a radar system design detection capability also is
dependent upon the position, orientation, and spacecraft velocity (both magni-
tude and direction) at each point along a given trajectory. Therefore, to
compare the operational capability of alternate radar system designs for a
one-year operating period, specific spacecraft trajectories and radar system
operating times must be specified.
This section will develop the meteoroid particle and flux characteristics
for two specific spacecraft trajectories and for specified operating times.
This will be accomplished by first relating the cumulative flux distributions
specified in the statement of work l in terms of mass. to a flux distribution in
terms of meteoroid radar cross section, and then by computing the radiant
and velocity distributions for meteoroids at selected points along each of the
two trajectories. The total meteoroid flux at points along the trajectory will
also be computed, and related to a normalized "model" flux used extensively
in the detection and optimization analyses of Sections III and IV.
B. METEOROID RADAR CHARACTERISTICS
i
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particles per square meter per second) to the particle mass. Two separate
models are involved: one representative of meteoroids of asteroidal origin,
and the other representative of cometary meteoroids. Both models assume
a randomly oriented detection surface in a circular orbit of radius r AU.
The model statement is given below for both asteroidal and
cometary particles. 3
Asteroidal flux:	 P= 3.5 gm/ cm3
log Na — 0. 79 log10 m — 15. 84 r< 1.88 AU
log Na — 0.79 log m — 2. 45(r —2. 9)2 — 13.30 1.88 < r < 4.3
f
(2-2)
Cometary flux:	 P = 0. 24 gm/ cm3
log Nc = — 1. 0 log m 13. 68 10 -8 < m < 10-Z
	 (2-3)
log NC = -1. 34 log m - 14.36 10 -2 < m < 107.
	 (2-4)
The purpose of this section is to translate the mass dependence of the
above expressions into an equivalent dependence on radar cross section. The
translation employed is dependent on several assumptions which are given
below:
Particle mass is uniquely related to a characteristic particle
dimension by assuming the meteoroids are spherical
with radius a, density P.
M = (4/3)n a3 P	 (2-5)
r
;'	 7
Radar cross section is related to particle radius by a
pair of linear approximations as is shown in
Figure II-1. !	 ^,
t
Rayleigh region:
a= s(64/9)1Ta 2 (2ira/X)4 ,	 0 < 2na/a < 0.613. (2-6)
Optical region:
t	 ^,
6= snag , 0. 613 > 2na/A (2-7)' =1
F
3. This ; model statement corrects several minor typographical errors
:.
which were made- in the model as given in the statement of work and is the
reason for the slight difference in the two sources.
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Figure II-1. Assumed Normalized Cross Section for Meteoroids
For the cross-section expressions, -X represents the wavelength
of the illuminating radiation and s is a scaling constant, 0 < s < 1, repre-
sentative of the fraction of the particle cross-sectional area which is effective
in a radar sense. This constant can be usedto grossly.scale the radar cross
section results which apply to idealized models such asa perfectly conducting
s phere to snheres made of other materials. etc.
N
b	 1.0
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Employing these two expressions in Equation (2-5) results in two different
	
a
representations for particle mass in terms of radar cross section.
Raleigh region:
M (P/8)(1/ 703/1
- (Q/ s )l /2 A2 .	 (2-10)
Optical region:
M
	
4P ( Q/s)312
3 N I-T 	
(2-11)
Equations (2-10) and (2-11) are then employed in the original flux models to
determine the variation of particle flux with radar cross section. The units
employed in the above expressions may be any consistent set. In this section
E
radar cross section a will have units of square centimeters to be consistent
with mass in grams, density in grams per cubic centimeter, and wavelength
in centimeters. Conversion to a in square meters well be made also. Several
of the multiplicative constants in Equations (2-10) and (2-11) can be combined
into a convenient form for later use. The constant terms will be denoted as
	 *'
follows
C1(P) = P/87r3/2
and
These expressions are then evaluated for several specific forms which prove,
of later interest and are tabulated in Table II-1.
Table II-1. Asteroidal and Cometary_Flux Constant Terms
eAsteroidal Flux Constant Terms i
P gm /cM	 C1(P)	 CZ(P)	 0. 79 log C1(P)
	
0. 79 log C2(P)
3.5	 7. 86 X 10-2	 2.63	 +0.873	 0.332
	 M"
I
Cometary Flux Constant Terms
p gm/cm	 G1(P)	 C2(P)
	 Cl' (P)
	 C2(P)	 Cl (P)	 C2(P)
3	 -1. 0 log	 —1.0 log	 — 1. 34 log
	 — 1.34 log	 t  
Volume I
	
!	 Since each flux model employs a pair of expressions, each defined
in a different region, the addition of two cross -section equations results in
four separate expressions for both asteroidal and c ometary flux.
Consider first asteroidal flux. For heliocentric radii less than
1. 88 AU', the flux model of Equation (2-1) applies. The resulting flux model
in terms of radar cross section is then given by 3ubsituting Equations (2-10)
	
►,	 and ( 2 -11) into Equation (2-1).
Asteroidal flux in the near-sun region 	 r < 1. 88 AU.
Rayleigh region:
log Na —0. 395 log a --0. 395 log (1/s)--1._58 log X —14. 97.	 (2-12)
Optical region:
log Na
 =-1.185 log a-1. 185 log (1/s)-16.17.
	
(2-13)
Asteroidal flux for the region 1. 88 < r < 4. 9.
For regions beyond 1.88 AU, the expressions become, employing
:Equations (2-1), (2-10), and (2-11),
Rayleigh region
log Na = - 0. 395 log a -0. 395 Log (11s) -1. 58 log X — 2. 45(r -2. 9) 2 -12. 43
(2-14) fi
Optical region:
log Na = —1. 185 Log a --1. 185 log (11s) —2.45(r —2.9) 2 -13. 63. 	(2-15)
By employing particular values of s, r, and X, the constant terms
,,...
in the above expressions (considered to be a function of o') may be evaluated.
Note that all equations are of the form
log Na = —Kllog a _ K l log (1 /s) — K2 log X — K'3
or equivalently,
log Na _ — K l log a 
—
K2(K 1 , K2 , K3 , s, X).
The constants K I and K2, slope and intercept, respectively, are s-
presented in Table 11-2 for various values of the parameters s, X, and r. The
values of'r selected correspond to maximum flux (r = 2.9) and near-sun flux
(r = 1. 88). f
The values of s and X are those which appear to have reasonable
pertinence to the current problem. The present best guess value for the scaling
constant s is unity, with 0. 1 being a more conservative estimate. Each of
these equations are plotted in Figure H-2. A discussion of these scaling
constants is given later in this section.
_ 2-5 3
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Table 11-2. Asteroidal Flux, Numerical Examples
Flux
Equation r (AU) s X cm KI
Slope
K?
Intercept
Comments
Employed
Volume I
	
2-12	 1.88	 1	 1	 0.395	 14.97	 Rayleigh Region, Near-
Sun
	
2-12	 1.88	 1	 2	 0,395	 15.45	 Rayleigh Region, Near-
Sun
	
2-12	 1.88	 1	 3	 0.395	 15-72	 Rayleigh Region, Near-
Sun
2-12 1.88 0.1 1 0.395 15.37 Rayleigh Region, Near-
Sun
2-12 1.88 0.1 2 0.395 15.85 Rayleigh Region, Near-
Sun
2-12 1.88 0.1 3 0.395 16.12 Rayleigh Region, Near-
Sun
2-13 1.88 1 1.185 16.17 Optical Region, Near - ^j
Sun
2-13 1.88 0.1 1.185 17. 36 Optical Region, Near-
Sun
2-14 2.90 1 1 0.395 12.43 Rayleigh Region, Peak
^tFlux
2-14 2.90 1 2 0.395 12.91 Rayleigh Region, Peak
Flux
2-14 2.90 1 3 0.395 13.18 Rayleigh Region, Peak
Flux
2-14 2.90 0.1 1 0.395 12.83 Rayleigh Region, Peak
Flux
2-14 2.90 0.1 2 0.395 13.31 Rayleigh Region, Peak
Flux
2-14 2.90 0.1 3 0.395 1.3.58 Rayle igh Region, Peak
Flux
2-15 2.90 1. 1.185 13.63 Optical Region, Peak
Flux
2-15 2.90 0.1 1.185 14.82 Optical Region, Peak
Flux
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Resonance effects near the knee of the curve could cause the
actual curve to vary above and below the approximations shown. A factor
of *10 variation in the equation relating radar cross section to particle area
would rozult in a *G. 4 variation in log Na for a fixed value of log Q.
Consider now a similar derivation for flux of cometary origin.
For this result, Equations (2-2) and (2-3) will be employed as well as
Equations (2-10) and (2- 11). There will again be several applicable expressions
because of the different representations in the two mass ranges and the cross-
section differences in the Rayleigh and optical regions. Cometary flux for
small mass values	 10- 8 < m < 10 -2 is
P 0. 24 gm/cm3
Rayleigh regions
log Nc = — 0, 5 log a — 0.5 log (11s) —2, 0 log X-11.40	 (2-16)
Optical region;
log Nc = —1. 5 log a —1, 5 log (1/s) 12.94.	 (2-17)
Cometary flux for large mass values 10- 2 < m < 0, p = 0. 24 gm/cm3,
Rayleigh region:
log Nc = — 0.  67 log a --0. 67 log (1 /s) -. 2. 68 log h — 11. 32 .	 (2-18)
Optical region:
log Nc = —2. 01 log a -2. 01 log (1/s) — 13. 36	 (2- 19)
Observe that each of these expressions may again be written in the general
form
log Nc = -K1 log a — K2(Kl, K2, s n)
The slope and intercept values are listed in Table II-3 for selected
parameter values. Because of the estimated lowdensity of cometary particles,
	
roughly like plastic foam;, the scaling factor is expected to be s = ,10- 3 or less.	 'I
Figure II-3 illustrates the numerical examples of Table.II-3. Note
	
tl
that if s = 10- 3 is truly a reasonabl,o. value, the number- of cometary particles
having v > 10- 6 square meters is more than an order of magnitude less than
similar asteroidal flux near earth and almost four orders of magnitude less
than the asteroidal flux encountered in the asteroid belt. These cases are
plotted_ together in Figure II-4 for easy comparison.
`s
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	 Table 11-3. Cometary Flux, nrumerical Examples
Flux
I
K1 K?
Equation r(AU) S Xcm Slope Intercept CommentsEmpl o y „d
2-16	 - 1 1 0. 5 11.40 Rayleigh Region,
10-8 < m < 10-2 i
S°
r 2-16
	
- 1 2 0.5 12.00 Rayleigh Region,
10- 8 < m < 1.0-2
2-16	 - 1 3 0.5 12.35 Rayleigh Region,
10- 8 <. m <..10-2
- r
2-16	 - 10-3 1 0.5 12.90 Rayleigh Region,
10-8 < m < 10-2
2-16
	
- 10'3 2 0.5 13.50 Rayleigh Region,
10-8 <. m < 10-2
{ 2-16
	 - 10'3 3 0.5 13.85 Rayleigh. Region,
10-8 < m < 10-2 s
2-17
	
- 1 = 1. 5 12.94 Optical Region,
2-17	 - 10-3 - 1	 5 17.44
10- 8 < m < 10-2
Optical Reg-ion,
}
10-8 < m <-10-2
2-18	 - 1 1 0.67 i 1. 32 Rayleigh Region, 10-2<m
It
2-18	 - 1 2 0. 67 12. 56 Rayleigh Region, 10-2<.m
2-18	 - 1 3 0. 67 12.60 Rayleigh Region, 10-2<m
-
2-18	 - 10-3 1 0. 67 13.33 Rayleigh Region, 10'2<m
-
')
2-1$
	 - 10'3 2 _ 0.67 14 .57 Rayleigh Region, 10'2<m
f
1
2-18	 - 10-3 3 0.67 14.61 Rayleigh Region, 10-2<m
2 -19	 - 1 - 2.01 13. 36 Optical Region, 10 -2<m
2-19	 - 10-3 - 2. 01 19.39 Optical Region,	 1'0--2<m,
z
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The multiplicity of line segments in the curves of Figure II-3 is
caused by the shift in the positions of the breakpoints between the Rayleigh 	 is,
and optical regions for the radar cross-section model relative to the small
mass —large mass cometary flux model breakpoint. For the X = l cm and
X 2 cm curves, the pertinent regions from left to right are
(i,) Rayleigh/small mass
(ii) Optical/small mass	 4
(iii) Optical/large mass.
For X = 3 cm, the regions are somewhat different:
(i) Rayleigh/small mass
(ii) Rayleigh/large mass
(iii) Optical/large mass.
The results determined above provide a way for determining the
cumulative number of particles having a given radar cross section, an
important result for effecting a radar design. Accurately determining the
tenuous scaling parameter s is of great importance for determining the actual
number of particles detected. However, if the scaling parameter is nearly
identical for both the optical and Rayleigh regions, as has been assumed
above, 4 the radar optimization is not strongly affected by the particular value
of s since it is the shape of the cumulative distribution functions which most
strongly influences radar design. This result will become apparent in the
detection analysis of Section III. 	 f'
The, particle density distribution versus radar cross section will
also prove to be of value in the detection analysis. For this reason, it too
will be developed.
Because of the large number of special cases required to
describe eachof the above cumulative particle models, the following discussion
will be specialized to a case which will later prove to be of most interest.
Justification for this choice will be given later in this section and in Section
s
In the following paragraph, the model parameters which will be	 t
considered are:
X = 0. 02 meters	 i
sa -1 (asteroidal scaling,, constant)
fSc = 10 - 3 (cometary scaling cions.tant)
r G. 9 AU.	 }
Different scaling constants, say SR and so, could also easily be
incorporated into the appropriate equations.
f
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r For this case, the previous models, converted to radar cross section
measured in square meters are:
1.1 AU<r<1.88AU
log Na = — 0. 395 log a — 17. 03; v < 1. 224 X 10- 5 m2
log Na = —1. 185 log a —20. 91; 6 > 1. 224 X 10-5
log Nc =-0.5 log a- 15.5;a<1.1X10-8m2
log Nc =-1.5 log a-23.44; 1. 1 X 10-8 <a< 1.8X 10-8
log Nc = —2. 01 log v -27. 43; 1. 8 X 10- 8 < a <oo
1.88 AU<r<4.3AU
log Na = — 0. 395 log v — 2. 45 (r-2. 9) 2 — 14.49;Q < 1. 224 X 10-5
log Na = — 1. 185 log a — 2. 45 ( r -2. 9)2 — 18. 37;6 > 1. 224 X 10-5
These fluxes are cumulative and thus represent the total- flux corresponding
to particles of cross section equal to or greater than a. To determine the
density distribution in cross section, we must find a 71(v) such that
N(6)	 77(a) da
Thus	 6
..
71(a,) _ — d N6(a) = K2Kl (r) a -K2 -1
or
I
Volume I
As an example, consider the case for asteroidal fluxes at r = 2. 9 AU.
Thus, for d < 1. 224 X 10` 5 m2
log Na = —0. 395 log a 14. 49
or
Na = 3. 236 , X 10 - 15 a — 0. 395
Hence
T1a(a) = 1. 278 X 10- 15II-1.3956 < 1. 224 X 10-5m2
Now for 1. 224 X 10- 5 < v <oo
log Na = —1. 185 log or —18. 37
or
Na = 4. 266 < 10 -19 a.-1.185
and
V
'1a(a) = 5. 055 X 10- 1 9 a.-2. 185	 1^i
These fluxes and flux df;nsity distributions are plotted in Figure II-5.
Extensive use will be made of these two results in Section III. Note that the
	 }'s
discontinuity in the density curve occurs at the Rayleigh region-optical region
breakpoint and hence results from the linear approximations used. Since
the integral of the density function will be the result of importance, the exact
behavior of the curve near the discontinuity will not have a critical effect on
the results. Also, note that a minimum radar cross section of 10-9m 2
 was
employed. It was assumed that the cumulative distribution flattened off at
this -value. The corresponding particle mass would be 8. 3 X 10 - 8 grams.
The optical region/Raleigh region breakpoint (al ) corresponds to a
particle mass of 2. 6 grams.
s
i
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2.	 Meteoroid Radar dross-Section Considerations
k
4. .
a.	 Introduction.
The previous subsection discussed the translation of the
particle distribution model from mass dependence to radar cross-section
(RCS) dependence. In arriving at th:,se results, it was necessary to relate
the radar cross section to some size parameter descriptive of the particle.
The assumption used was that this relationship could be approximated by a
linearized and scaled version of the results which apply to a perfectly con-
ducting sphere. This subsection discusses this assumption and relates the
scaling constant s to particle composition and structural properties.
Two separate models are considered. The asteroidal
f
particles are assumed to be similar to homogeneous metal or dielectric
spheres. The cometary particles, because of their low density, are
modeled by composite groupings of smaller spheres having significant voids.
Expressions for the RCS are obtained from approximate
models of known cross section. Smooth, spherical bodies of homogeneous
composition are used as models of the meteoroids. The effects of variation
from the model, such as surface roughness and inhomogeneity, are qualitatively
discussed at the conclusion of this subsection.
Solutions to the problem of scattering by a spherical target
are thoroughly treated in great mathematical detail throughout the literature. 5, 6
Therefore, with the exception of a brief summary, the mathematics is
omitted. Although an exact expression for the RCS of a sphere has been $	 e
obtained, the expression is in the form of an infinite series and approximate u°
techniques are usually employed to facilitate numerical computation. A-
discussion of the application of these approximations and the resulting
r	 t
expressions for the RCS of a meteoroid model constitutes the major portion
of this section.
In the following discussion certain parameters are particularly
important and it is worthwhile to devote a paragraph to the explicit definition
of Oit-14P rnara_mPfPrc _
KVolume I
s
the permittivity e, the permeability I.L, and the conductivity a of the material.
The numerical values of a and µ are usually expressed in terms of the ratio
of permittivity or permeability of the material to that of free space. Thus, #
the relative permittivity is e r = E/ Eo and the relative permeability is i
µr = µ/µo . To avoid unnecessary complexity, the constitutive parameters
of the materials considered in this memo will be assumed to be real, scalar 'E
quantities. In problems involving theelectromagnetic waves, propagation  of electroma^.	 p	 ^	 g	 p	  	 g^
the wave number k and the intrinsic impedance -q associated with the medium
of propagation play important roles. These quantities are related to the con-
stitutive parameters by
k= w µ(e _ j 1
and
IE
w
in which w is the angular frequency of the wave. Denoting the free space
values of the various quantities by the subscript "o" and those of the
scattering sphere by the subscript "s, " the wave numbers become
2 Tr
ko = W SIO IE 0
 
=_
o
4
ks = w	 µ( e —j 1	 = ko	 µr(E r — j wE o)
and the ratio of intrinsic impedances is
6
710	
Er 
` j	 weo^ _ µo ks
'n= — =	 -n	 far	 µs ko
A special case exists which is that of scattering by a good conductor (6»W E ^.
In this case, it is easier to treat the scatterer as a, perfectly conducting body
in which case the parameter of interest is ko.
The region of validity of the various techniques for obtaining
approximate values for the RCS of a sphere depends upon the dimensions
of the sphere relative Ito the wavelength of the incident field. Thus, the F	 Ntechniques are different according to whether the radius of the sphere is much
a
less than a wavelength (Rayleigh region), much greater than a wavelength
(Geometrical Optics region), or of the order of a wavelength (Resonant region).
These regions are in indicated in Figure II-6 which shows the RCS of a perfectly
conducting sphere obtained by summing a sufficient number of terms in the
exact series representation of the RCS. Note that the RCS shown in Figure II-6
has been normalized with respect to the cross-sectional area of the sphere.P	 P J J	 ,.
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Figure 11-6. Normalized Cross Section for Conducting Spheres
b.	 Small Meteoroids (Rayleigh Region)
When the circumference of the target sphere is small with
respect to the wavelength of the incident field, an approximate expression for
the RCS of a highly conducting sphere may be obtained from the exact
solution. In this case, the first term in the exact expression for the RCS is
dominant. By expanding the spherical Bessel functions in their series repre-
sentation and retaining only the lowest order terms, the normalized RCS is
found to be given by
RCS C
5,(k0 ac)4
	 (2'- 2 0)
IT a 2C
in which a c is the radius of the sphere.
In the case of a dielectric sphere or a sphere with small
conductivity, both k a and k0 	 a must be less than unity for the small
sphere approximation to be valid. Again, the small argument expansions of the
appropriate Bessel function may be used to obtain the normalized RCS given
by
RC	 2Sd 4	 42	 2	 (k o dirad	n +
2-18
2RCSd	 2 n2 - l	 RCS
3 1 n2 + 2 1	
c01 (2-22)
^x
Volume I
in which n is the ratio of the intrinsic impedances (index of refraction) defined
earlier. A comparison shows that for small spheres the RCS of a dielectric
or poorly conducting sphere is related to that of a highly conducting sphere
of the same size by
a	 The proportionality factor is a function of the ratio of intrinsic impedances
and, hence, the constitutive parameters of the target sphere, Using
Equation ( 2-22), the radius of a dielectric sphere required to produce the same
RCS as that of a perfectly conducting sphere is given by
2 2 1/3
Ad	 2 n2 + `^	 Ac	 (2-23)n	 1
where
Ad = radius of dielectric sphere
Ac
 = radius of highly conducting sphere.
Thus, if the size of a small meteoroid is determined on the basis of its RCS
by assuming that it is -a highly conducting sphere, the measured radius will
be in error by an amount given by Equation (2-23).
By way of illustration, consider the following examples.
A sample of a meteoroid recovered in the vicinity of Plainview, Texas,
can be characterized for our purposes by the quantity
n2 30-j5.1
s	 Using this value ? in Equation ( 2-22), the RCS of a small spherical fragment
of this sample would be 0. 367 times (or 4. 35 dB less than) the RCS of a highly
conducting sphere of the same size. ; However, from Equation ( 2-23) the
measured radius of the sample (assuming no other errors) would be in error
by only 15 percent. A second meteoroid sample, recovered near Leedy,
Oklahoma, can be characterized by
7 W. E. Fensler, et al. , "The Electromagnetic Parameters of Selected
^.,	 Terrestrial and Extraterrestrial Rocks and Glasses, " Symposium No. 14 of the
International Astronomical Union, edited by Z. Kopal and Z. K. Mikhailov,k..	 Academic Press, 1962.
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The RCS of a small spherical fragment of this sample would be 0. 268 times
(or 5. 7 dB less than) the RCS of a highly conducting sphere of the same size.
In this case, the measured radius of the sample would be in error by 20
percent.
Finally, for the frequency range of interest (loo = 2 cm) the
small sphere approximation is valid for meteoroids whose radius is 3 milli-
meters or less.
C.	 Large Meteoroids (Optical Region)
When the radius of the target sphere is large with respect
to the wavelength of the incident field, an approximate expression for its RCS
can be obtained by the application of the method of Geometrical Optics.
Geometrical Optics allows the scattering from a large body to be described
by tracing the rays of the incident field onto and off the body according to the
classical laws of reflection and refraction. The ray diagram for a perfectly
conducting sphere is shown in Figure II-7a. By treating the rays and their
associated wave fronts in terms of the differential geometry of the surface
at the points of reflection, the RCS of a large smooth, highly conducting sphere
can be shown to be given by
RCSO = Trac2
	
(2-24)
In the case of a dielectric body, a ray diagram can be obtained for the
reflected and refracted fields by treating the problem as if the waves were
plane vu 5 and the dielectric interface was an infinite plane, 	 e, , by
using the Fresnel formulas to obtain. reflection and transmission coefficients
relative to the interface. A typical ray diagram for a dielectric sphere is
shown in Figure II-7b. For a large, slightly lossy sphere, contributions to the
RCS from the back axial ray and the glory rays are insignificant and the RCS
can be written as
2
RCSd = n - 1In
2Tr ad 	(2-25)+ 1
This amounts to assuming that all the energy transmitted into the body is i
absorbed. In the case of a los sles s dielectric sphere, the glory rays will
not exist if E-r^4. Hence, Equations (2-24) and (2-25) seem adequate to describe ;	 E
the scattering of a large spherical meteoroid. The radar cross section of a
large spherical fragment of the Plainview meteoroid (n N 5. 5-j0.47) would be
0. 48 times (or 3. 2 dB less than) the RCS of a highly conducting sphere of the
same size (see Figure II-9). Thus, if', its size weredetermined on the basis ;	 x	 ,
of its RCS being that of a highly conducting sphere, -the ,measured radius would
be in error by 31 percent. For the Leedy meteoroid (n
	
3.46-j0. 07) the RCS
}
{
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would be 0. 305 times (or 5. 2 dB less than) the RCS of a highly conducting 	 ,
sphere of the same size. This amounts to a 45-percent error in the deter-
mination of its size. For the frequency range of interest, the large sphere
approximation is valid for meteoroids whose radius is 6 cm or larger.
Also, note that the RCS of large rough bodies could be
significantly larger than that of the smooth sphere discussed above due to
specular reflection from highly directive regions of the surface. Predicting
such behavior is difficult with the minimal meteoroid data available, however,
and a conservative approach will be used.
d.	 Resonant Region
The term "Resonant Region' s describes the region in which
the RCS of a highly conducting sphere oscillates above and below the optical
region value as the circumference of the sphere is increased from one to about :r
ten wavelengths. Depending on its constitutive 	 parameters, a dielectric or s
poorly conducting sphere may or may not exhibit resonance. In any case, it is
believed that because of the probable surface roughness of real meteoroids,
the expressions obtained for the RCS of a sphere in the optical region will be =`
valid in the resonance region as well. This assumption is based on the fact
?_i4
that the RCS of a sphere can be regarded as composed of a geometrical-
optics term and a diffraction term. The origin of the optics term has already
been c?escriber- The origin of the diffraction term can be described in terms ;f
of the creeping-wave concept. The creeping wave is a wave which is excited
at the shadow boundary (the points at which the optics rays are tangent to the
sphere), travels around the body, and is reradiated in the direction of th-e
transmitter. Furthermore, the creeping wave continually radiates in a t°'
direction tangent to the sphere as it travels around the sphere. The path of the
creeping wave., -showing radiation attenuation, is shown in Figure II-8. The
creeping wave is not excited on a dielectric sphere. If a sphere is poorly
the creeping wave is rapidly attenuated b 	 radiation and absorconducting,	 p	 g	 P	 y	 y	 p' =t	 1
tion and is therefore not significant.; The surface roughness of a highly
conducting meteor constitutes discontinuities in the propagation path of the
creeping wave. This 	 in turn	 results in a more rapid radiation attenuationP '{
of the creeping wave to where its contribution to the RCS of th-e meteoroid
may again be considered insignificant. Thus, the optics term is dominant in
all cases of interest and the approximate expressions for the RCS of a
meteoroid obtained; in the previous section are valid for meteoroids whose
radius is 3 millimeters or more.
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Figure II-8. Creeping Wave Path with Radiation Attenuation
It is possible to observe normalized RCS values of signifi-
cantly greater than unity for the resonance region also. See, for example,
Greenberg, et al. , 8 where a/ira 2 values of three to six were experimentally
observed with spheroids formed from lucite and polystyrene.
e.	 Cometary Meteoroid (Diaphanous Sphere) f
Since the cometary meteoroids are expected to be low density
dust balls, the a..vroximation technique that is applicable to this situation is of
interest. The Born approximation can be applied to the problem of scattering
by a. sphere with useful results, provided that both (k 0 a) 2 In2 -1 I and In2 -1 1 are
much less than unity. An estimate of the quantity In2-1 can be obtained from the
theory of artificial dielectrics. Assume that a dust ball consists of a collection-
of perfectly conducting spherical particles of radius r and that the permeability
of the ambient meffium is 1 and its conductivity is zero. Then n2 = E r . From
the theory of artificial dielectrics the effective permittivity of an array of such
particles is given by
Er=1+3vN
8J. M. Greenberg, et al. "Scattering by Nonspherical Particles Whose
" R	 Size is of the Order of the Wavelength, " in Symposium on Electromagnetic
Theory and Antennas, Copenhagen, 1962, Ed. E. C. Jordci, (New York.:
Macmillan Company, 1963). 
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where v is the volume of the particle and N is the number of particles per
unit volume of the array. Suppose that the separation between particles is
1Or; then
e  = 1 + 47r X 10' 3 	1. 0126	 (2-26)
If the particles are not perfectly conducting then
Z	 2
E r ~ 1 + 3vN n- --1	 (2-27)
P +2
in which np describes the particles. Thus, for dielectric or poorly conducting
particles, the effective permittivity will be considerably less than that for
conducting particles. If koa is small, the cross section may be determined from
the Rayleigh formulas. If koa is not small, the radar cross section is
`
RCS 1/2	
2
'I e r 	 7ra 2	 (2-28)
Thus, for metal particles the cross section would be 8 X 10-5 times (or 41dB
less than) the cross section of a solid metal sphere of the same size. This
result is plotted in Figure I1-9.
	
f.	 Summary and Conclusion
Expressions have been obtained for the RCS of several
different types, of meteoroids and these expressions appear to be valid if the
meteoroid can be considered to be essentially spherical. The effects of
surface roughness and the finite conductivity of sample meteoroids are
proposed as a reason to expect the large meteoroid approximations to be
valid in the resonant region. Thus, the Rayleigh and Optical approximations
can be used to calculate the approximate radar cross section of a meteoroid
-r
	
t'o of it- size if the Constitjstive	 arameters of the meteor are
	
a s a unc i n	 s	 p
known
4
1
g	 PFigure II -9 shows a lot of the RCS of several model and
	
sample meteoroids as a function of their circumference in wavelengths' { 	 " i
	
i	 I
(koa). This plot clearly shows that an accurate determination of the size of
a meteoroid by RCS measurement requires a knIpwledge of the constitutive
parameters, of the meteoroid.
F
Calculations based on a model of a diaphanous scatterer_
shows that the RCS of such a scatterer will be far less than the RCS of a
solid, highly conducting sphere of the same size. The 41-dB figure determined
in the sample calculation corresponds to 'a ratio of 100 for the radii of spheres
with equal RCS. This last figure could easily reach 1000 since the particles
in the cometar meteoroid could be dielectric with small EY	 r'
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The results derived above indicate a large expected
	
:Jdifference in the radar delectability of meteoroid particles of cometary and
asteroidal origin. Even if cometary particles have a scaling constant s = 10-3
rather than the s 10- 4 figure computed above, the relative number of cometary
particles detected will be quite small over much of the range of particle
radar cross sections as can be seen from Figure II-4. Results given in Section
III show that the radar significantly biases the detected particle density
towards those having the larger radar cross sections. For these reasons, it
was decided that the radar design and optimization should focus attention on
the asteroidal meteoroids. Since these particles appear to be significantly
more detectable it seemed prudent to reflect this preference in design.
	 I
This does not mean that cometary particles will not be
detected; only that the radar design will be controlled by considerations more
pertinent to particles of asteroidal origin.
C. SPACECRAFT TRAJECTORIES
As mentioned previously, two sample spacecraft trajectories were
selected for detailed consideration in the evaluation of alternate radar system
designs. Trajectory l corresponds to a high-energy, low-inclination Mars
flyby mission. Trajectory 2 corresponds to a low-inclination asteroid belt
fly-through mission. Trajectory 1 was considered primarily to assess
,
 the
performance capability of a state-of-the-art radar system design as an
experiment on a Mariner or Voyager class Mars flyby mission. Trajectory 2
was selected as an optimum trajectory for maximum asteroid flux detection
capability. Note, however, that the results based on Mission 2 would be
considered as approximate for a Jupiter flyby mission. Figure-II-10 depicts
the two spacecraft trajectories for the missions considered.
The detailed characteristics of the spacecraft trajectories are important
in determining the detection andmeasurement capability of a radar system
for two reasons: (1) the asteroidal spatial density and flux are strongly dependent
upon the distance from the sun and therefore the flux detected will depend upon
.the time spent at each point along the trajectory, and (2) the flux as seen by a
radar system (oriented, detection surface) attached to a spacecraft moving
with a velocity vrel with respect to the mean velocity of the asteroidal flux
will be greater than the flux predicted by the specified flux model which
assumes a random detection surface moving with the mean asteroidal motion.
Bence, for each trajectory being considered, the position and the spacecraft
velocity vector must be computed as a function of time throughout the mission.
The trajectory parameters important for this study were computed using
the heliocentric trajectory computation computer program included in Appendix
A-1. For each trajectory, the following parameters were computed for a number
of time increments throughout one orbital period:
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Figure H-10. Selected Mission Trajectories
r(t) = radial distance from the sun
0(t) = the angle in the ecliptic measured from perihelion
to the spacecraft measured in the direction of motion
.4
vs (t) = spacecraft velocity magnitude
X(t) = the angle in the ecliptic made by V^ with circulars
velocity direction, vc
Vrel (t)	 s—V I , relative velocity magnitude between the
spacecraft and circular motion
AI (t) the angle in the ecliptic made by the relative velocity
vrel with the negative circular velocity direction.
	 ,
These trajectory parameters sufficiently specify the velocity magnitudes and
directions at each point along the trajectories for later analyses. The computer
program described above was utilized to compute the required trajectory
parameters for the mission parameters in Table H-4.
N
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Table II-4. Mission Input Parameters ?`;
Trajectory 2 t
Trajectory 1 (Asteroid Belt
(Mars Flyby) Fly-Through)
Perihelion	 1.0 AU	 1.0 AU
Aphelion	 2. 2 AU	 4. 4 AU
t^
Orbital Period	 2.024 years	 4.44 years
Inclination	 0 degree	 0 degree f	 ''
A
The results for Trajectory 1 are shown in Figure II-11. In the figure
k
F
are plotted I vrel ( ► r, and 'Y as a function of time throughout the two-year s
mission, where 'Y is defined for convenience to be the sun-spacecraft relative
velocity angle, and can be directly related to X' as previously defined. Positions
At B, and C indicated on the figure denote the beginning of the radar system
operational sequence, aphelion, and the end `of a one-year operating time,
respectively. This operating period was selected for detailed evaluation as a
-result of a preliminary attempt to maximize the number of particles detected
during a one-year period and as an attempt to minimize radar system opera-
tional complexity by minimizing the variations in 'Y during operating conditions
since the spacecraft-sun direction is likely to be fixed by stabilization require-
ments.
The corresponding results for Trajectory 2 are shown in Figure II-12
where I ure  r, and 'Y are plotted versus time throughout the _4.4-year j
mission. Again, the positions A and C denote the beginning and end of a one-
Iyear operating period, and position B was selected as representing the point
of maximum flux in the asteroid belt, i. e. , r = 2. 9 AU. As in the preceding
case, this operating period was specified in an attempt to maximize the total
detected flux during a one-year operating period.
The geometry for positions A, B, and C for Mission 1 is shown in
Figure II-1'3. In the figure, 'vs is the spacecraft velocity vector, vc is the
velocity vector of an object in circular orbit at each of the three positions, }
and vrel is the relative velocity, v — vs . The circular velocity vector is
shown as an_apProximate indicator of the nominal asteroidal flux direction
and speed at each position. The actual flux directions and speeds will be 3
computed 	 each' 	 for	 p	  the specified asteroid model in the following
section. 'Figure 11-13 is useful, however, in visualizing the sun-spacecraft
relative velocity geometry throughout the mission. This is especially
important if the sun-spacecraft direction is assumed fixed in the spacecraft
reference frame, as is the case for solar-oriented spacecraft. 1
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The geometry for positions A,
B and C for Mission 2 is shown in
Figure 11 - 14. As in the preceding
case, vs, vc, and vrei are shown in
\	 a heliocentric frame for the three
mission positions.
Note that the included angle
between vr el and vs does not vary
s	 significantly during the duration of
VREL	 Mission 2. This implies that an
antenna boresight direction selected
to be normal to vrel at point B would
remain nearly so for the entire
mission without any further changes
in the mechanical boresight of the
antenna. This result is significant
and is used to advantage in the radar
design discussed.
69368	 No such advantage may be
Figure II-13. Mission 1 Velocity 	 observed in Mission 1.D.
	FLUX CALCULATIONSR:	 Geometries for the Selected Positions
For the meteoroid model and
the two trajectories specified in the preceding sections, the meteoroid flux
characteristics sere computed at selected points along each trajectory. The
technique employed and the results of these calculations will be presented in
this section.
The meteoroid flux characteristics required for the subsequent tasks
of this study axe
Radiant distribution n(©, 4') m'- —sec- 1 —sterad` 1 , the fractional
number of particles arriving at a given position in space
from direction (A; 4') with respect co a referenced radar or 	 1spacecraft coordinate system.	 1
The velocity distribution nv(8, 0) of particles arriving from ea.ch
radiant sector. 	 F
The cumulative flux F' (o, r, vs ) ;particles /m2' — sec, the total number
of meteoroids with radar cross section greater than or equal
"	 to a as seen bya spacecraft moving with velocity vs
	
-4at a 
distance r from the sun.a
r^
These characteristics of the meteoroid flux will then be utilized to evaluate
the capability of a given radar system designed to detect, meteoroids and make
1	 measurements of particle size, speed, and relative velocity direction.
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The techniq_vz employed in performing the flux characteristics calcu-
lations is based on a meteoroid penetration flux analysis developed at the
National Aeronautics and Space Administration—Manned Spacecraft Center at
,Houston. A computer program that computes asteroidal flux radiant distri-
):)utions was supplied by NASA-MSC and was modified according to the specific
requirements of this study. The modified flux distribution computation program
is included in Appendix B.
In the calculations, the distributions in sem.imajor axis n(a),
eccentricity n(e), and inclination n(i), and argument of perihelion n(w), are
assumed independent of each other, and furthermore that n(w) constant,
such that in the ecliptic plane, the asteroidal orbits are uniformly distributed
about the sun. hence, the fractional number of asteroids with aphelion a,
eccentricity e, and inclination i is given by
n!a, e, i)	 n(a) n(e) n(i)	 ( 2 -29)
Also, noting that for a spacecraft at a distance r from the sun and moving
with velocity vs
	
,, the probability of collision per unit t me % 10 is given by
(Z - rtrs2 )3/ 2	 vrel
P cc	 (2-30)
cos ;k I r 5/2 vs	 (sini) I vx j a3/2
where
V	 = relative velocity between the spacecraft and a specific
asteroid, va —_
vx = radial component of the asteroid heliocentric velocity
X = angle between the spacecraft velocity vsc and the velocity
of a circular orbit at position r in the ecliptic plane.
(A is positive vsc has a component toward the sun and is
negative if vsc has a component away from the sun.
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Figure 11-15. Spacecraft-Centered Coordinate System for Radiant
Flux Distribution Calculations
Hence, the number of asteroids arriving at the spacecraft wi-&'-.h orbital
parameters a, e, and i is proportional to the probability of collision times
n(a, e, i), or the relative number is given by
n(a, e, i) :7, P (r, vs )	 n(a, e, i).	 (2-31)
Correspondingly, if a reference coordinate system is established in the
spacecraft reference frame, then the relative number of asteroids arriving
at the spacecraft at r moving with velocity V's is
E^
n(O,	 P(r, _Vs ) n(a) n(e) n(i) 	 2.-32)
t
where
0 = angle between	 vrel and vs
= the angle between the plane containing vrel and vs
and the ecliptic plane.	 0 denotes a direction in the
ecliptic with a component toward the sun and	 180
degrees denotes a direction in the ecliptic with a
component away from the sun.
The geometry is illustrated in Figure 11-15. The computer program supplied
by NASA-MSC systematically varies a, e, and i for specified increments of
2-34
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and calculates the relative number of asteroids arriving from each
radiant sector. The desired radiant distribution in terms of asteroids/m2
sec — s terad is obtained by dividing by sin 0, such that
nij(ei' Oj) - s n e• L aE p(r, ^s) n(e) n(a) n(1)i a e i
ei 0 :5 ei + Ae	 (2-33)
+0
t
The program was also used to compute nv(0, 0) by computing the velocity
distribution of the asteroids arriving in each radiant :factor. It was discovered,
however, that for sufficiently small increments in 0 and ^, the velocity distri-
bution for each increment could adequately be described by a single average
velocity 
vavgg 
( 8i , j ). Therefore, the subsequent radar system analyses will r
assume a v(9i , qSi) corresponding to the average velocity of all asteroids )
arriving from each radiant sector. The variance as well as the average was ^1
computed for each sector as a check to ensure validity of this approximation.
To facilitate the radar system analyses, a spacecraft (or radar system)
} centered coordinate system will be defined according to the following convention.
1T0	 < --	 2Tr
L IhOf =
	 c'	 _	 (2-34)
Zi* 	 —2
G
This flux computation technique was employed to compute the meteoroid
flux characteristics at positions A, B, and C for each of,.,the two specified n
trajectories. At each point, a normalized radiant distribution, average velocity,
and variance in velocity were computed for each increment in 0 and ^. Angle
increments of 1.0 degrees in 0 and 20 degrees in ^ were specified.
The program inputs for each position in space are summarized in Table
II-5. In addition to these position-dependent variables, the specified incrementsF
in inclination," eccentricity, and aphelion are fixed at Ai = 10, Ae = 0. 02, a.nd
fa = 0. 05 AU for each computation.
The radiant distributions corresponding to the various positions in
space are plotted in Figurers 11 -16 through II-21. The most striking feats:re
of the plotted results is the high degree of directirw,lity of the flux as seen
by the radar system fixed with respect to the spacecraft at each position
considered. The directionality is protnunc,ed throughout Trajectory 2, where
both the magnitude of relative velo(.",,v	 the angle included between Oie
spacecraft velocity vectur vs and th, n	 kc.:u=	 roidal velocity va are quite large.
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Table I1-5. Flux Computation Input Parameters
Trajectory 1	 r(AU)	 vs(X29.67 km./sec)	 X(degree)
Position A	 1.7	 0.7439	 —21.7
Position B	 2.2	 0.5335	 0.4
Position C	 1.9	 0.6581	 19.5
Trajectory 2
Position A	 2. 0	 0.7980	 —36.98	 1
Position B	 2.9	 0.5658	 —38. 9
Position C	 3. 9
	
0, 3771	 -29.8
For example, throughout Mission 2 more than half of the total incident flux ri
is included within a solid angle bounded by 8M-10  degrees 	 8 < 9m + 10
degrees ane, -- 20 degrees	 < 20 degrees, where em represents the average.
Furthermore, at Position A more than 80 percent of the total flux arrives
within the above angular increments.
The ,most significant consequence of these computed radiant flux XN
.z
distributionpP rofiles is that an optimum asteroidal collection area can be
shown to be a surface with maximum cross-sectional area normal to the
mean flux direction. This characteristic of the flux will be used to advantage
in the radar antenna design considerations. The computed fractional flux per
unit solid angle, the associated velocity, and variance for each position are
tabulated in Tables I1-6 through II-11. The tabulate-,d data includes only those.
radiant sectors for which a non-negligible fraction of the total flux occurs.
As previously indicated, the magnitude of the total incident flux at
each point in the trajectory is required for the radar system evaluation as
well as the radiant distributions and velocity profiles developed above. }
The asteroid model reviewed in a preceding section specifies the cumulative
flux passing through a randomly oriented surface in a circular orbit about the i
sun for each point in space within the region of interest. Specifically, the
motel requires that
log N =-0. 79 logl o m - 15 84 r :s 1.88 AU
log N ` _ -0. 79 log, 0 m — 2. 45 (r-2. 9) 2 -13. 3	 1.88	 4. 3
or in terms of radar cross section,
r 3
}
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Table I1-6. Relative Radiant Flux Distribution for Mission 1, Position A
r
r;
?
D' ' N(el,	 ') Vavg(8',	 `) war e',	 `)
j
240-250 0-20 0.00657 26.974 0.02233
20-40 0.00013 15.570 0.06352{
40 -60 0.00003 15.302 0. 06565
60 -80 0.00014 22.213 0.00390
80- 90 c10-5 18.931 0.02018
250-260 0 -20 0.01287 1 9. 959 0.00983
20-40 0,00132 17.617 0.01460 i
40-60 0.00034 16, 763 0. 01092
60-80 0.00033 18.479 0.00378
80 -, 90 0.00001 20.288 0. 00636'
r
260-270 0-20 0.06869 14. 372 0.00801
20-40 0. 01553 13.448 0, 00602
40 -60 0.01637 13.322 0.0013 4
60-80 0.00098 15.503 0.00314
80-90 0.00002 14.725 0.00569
it
270-280 0-20 0.56032 9. 9302 0.00121
20-40 0. 16260 10. 682 0.00075
40 -60 0.01214 11.562 0.00165
60-80 0.00061 11. 1.92 0.00286
80-90 0.00004 11.790 0.00529 rk
280-290 0-20 0,'08052 9.3121 0.00167
20-40 0.01577 8.8426 0.00156
40-60 0.00344 8.9104 0.00207 f
60-80 0.00054 9. 1392 0. 00351
80-90 0.00013 10.092 0.00263
290-300 0-20 0. 01767 7.5999 0.00155
20-40 0.00590 7.5575 0.00192 r'
40-60 0.00189 7.6504 0.00210
60 -80 0.00044 7.9803 0.00220
1'
80-90 0.00019. 8.2336 0.00189
Ak
300-310 0-20 0.00584 6.6830 0.00167
20-40 0.00270 6. 6384 0.00175 g
40-6`0 0.-001-10 6. 9311 0.00180
t	 ^
60-80 ° 0.00042 7. '1599 0. 00134`
80- 90 0.00028 7.
 
1426 0. 00 12 1
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Table 11-7. Relative Radiant Flux :Distribution for Mission 1, Position B
0' " N(0", ^') vavg ( 0", 0 1 ) Vvvar (®',
0--10	 0-20 0.0126 S. 8710 0.00078
20-40 0.0730 5.6628 0.00021
40 -60 0.0041 4.4869 0.00027
60-80 0.1860 5.6690 <10-5
80-90 0.1283 5.6624 0.00003
10-20	 0-20 0.0227 5.8194 0.00069
20-40 0.0149 5.6706 0.00098
40-60 0.0109 5.6303 0.00097
60 -80 0.02 16 5.7192 0.00039
80 -90 0.0423 5.7263 0.00010
I
20-30 0-20 0.0196 6.0476 0.00074 4
20-40 0.01824 5. 9695 0.00071
40-60 0.01289 6. 0646 0.00075
60-80 0.00691 5.6817 0.00106 ^r
89 -90 0. 03606 5.9656 0.00013
30-40 0-20 0.0145 6.2692 0.00093 x
20-40 0.01198 6.2263 0.00092 E
40-60 0.0088 6.3105 0.00087
60-80 0.0066 6.3772 0.00099 '
80-90 0.0230 6.4283 0.00023
320-330 0-20 0.01231 6.2782 0.00086
20-40 0,:00914 6. 2596 0.00087
40 -60 0.00767 6.3273 0.00088 to
60-80 0.00746 6.3333 0.00089
80 -90 0.02301 6.4283 0.00023'
330-340 0-20 0.01930 5.9948 0.00072
20-40 0.01609 5.9755 0.00074
40 -60 0.01377 5.9811 0.00071
60-80 0.00810 5.7855 0.00091
' 80- 90 _ 0.03606 5.9656 0.00013
340-350 0-20 0.01690 51.8152 0.00077
20-40 0.02210 5.7431 0.00070 i
40- 60 0.01000 5.7004 0.00083
60,-80 0. 01240 5.7397 0.00098
80 -90 0.04230 5.7263 0.00010
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Table II-7. Relative Radiant Flux Distribution for Mission 1, Position B (Continued)ti
el	
''	 N(8', P')	 Vavg(e1, (PI)	 vvar(el, ^1)
350-360	 0'-20 0.01000 5.2715 0.00061
20-40 0.01700 5.6929 0.00105
40-60 0.01820 5.5169 0.00106
60-80 0.00920 5.7910 0.00160
80 -90 0.12830 5.6623 0.00003
Table II-8. Relative Radiant Flux Distribution for Mission 1, Position C
N (0' , 4)") V,	 (0' , ^') IV	 (01, 01)
20-30	 0-20 0.00363 5.4180 0.00098
20-40 0.00240 5.2092 0.00095
40-60 0.00159 5.2605 0.00107
60-80 0.00113 5.5162 0.00116
80-90 0.00061 5.-6241 0.00086
30-40 0-20 0.00823 5.5772 0.00105
20-40 0.00479 5.4918 0.00118
40-60 0.00194 5.5408 0.00107
60-80 0.00098 5.6861 0.00136 is
80-90 0.00054 5.9271 0.00132
40-50 0-20 0.02124 5.9771 0.00117
20-40 0.00995 6. 0864 0.00114
40-60 0.00331 6. 006? 0.00134
69-80 0.00112 6.1566 0.00135
80-90 0.00048 6.5461 0.00138
50--60 0-20 0. 06710 6.7942 0.00113
20-40 0.02119 6.6545 0.00129
40-60 0.00685 6.7566 0.00128
60-80 0.00161 6.6981 0.00140 =
80-90 - 0.00040 7. 1039 0.00172
60-70 0-20 0.10462 7.3789 0.00066
20-40 0. 04478 7,5169 0. 00086
40-60 0.01475 7.7091 0.00140
60-80 0.00202 7.7038 0.00163
80-90 '0.00029 8.0095 0.00249
P 1
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Table 11-8. Relative Radiant Flux Distribution for .Mission 1, Position C (Continued)
0 N(01,	 y ) Vav8 ( 0' Vva r ( 011 ^1)
70-80 0-20 0.29785 9.2900 0.00175
20-40 0.07841 9.2245 0.00166
40 --60 0.001706 8. 9978 0.00115
60 -80 0.00278 9.2872 0.00209
` 80 -90 0.00021 9.4483 0.00222
80 -90 0-20 0.19270 11.295 0.00238
20-40 0.06077 11 .133 0.00202
40-60 0.01402 11.319 0.00221
60-80 0.00232 11.139 0.00195
80 -9`0 0.00010 11.355 0.00363
f 90-100 0-20 0. 04121 14.366 0^ 00698j! 20-40 0.010,30 13.444 0.00435
40 -60 0.00403 13.652 0.00255
60-80- 0.00086 14. 066 0.00284
80-90 0.00005 14.394 0.00390
100-110 0-20 0.00604 19.618 0.00465
20-40 0.00041 18.059 0.00904
40-60 0.00017 16. 855 0.00560
60 -80 0.00021 18.729 0.00485
80 - 90 0.00005 19. 320 0.00094
110-120 0-20 0.00467 25.695 0. 0,04Z7
20-40 0.00002 19.375 0.0.6112
40- 6 0 0.00001 20.086 0.05947 F
60 -80 0.00003 20.888 0.00430
80-90 X10-5 17.076 0.01745
^I
t
I
ff
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S
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Table II-9. Relative Radiant Flux Distribution for Mission,
 2, Position A
®,	 N(01, 0	 1 vavg(e', 0 	1 Vvar ( 0, ^ 1)
220-230 0-20 0.00240 32.986 0.00472 F
20-40 0.00001 18.196 0.21641 s
40-60 <10-5 12.910 0.18129
60 -80 X10-6 4.7361 0.01390
80-90 <10-7 5.4860 0.00220
^. 230-240 0-20 0.02522 20.473 0.02140
20-40 0.00212 19.187 0.01587
40-60 0. 00028 20. 768 0. 01597
60-80 0.00009 23.048 0.00752
80-90 -10`6 12.444 0.04299
240-250 0-20 0.75798 15.842 0.00584
20-40 0.07355 15.827 0.00586 If
40-60 0. 00327 16. 172 0. 00769
60-80 0.00008 17.062 0.02768
80 -90 <10-5 13.333 0.04004'
250-260 0-20 0.11595 12.772 0.00414
20-40 0.01599 12.949 0.00397
40 -60 0.00083 13.103 0.00782
60-80 0.00004 9.6622 0.01450
g
80 -90 X 10- 5 10.112 .000857 All
260-270 _ 0 -20 0. 00359 9.4786 0.00448
20-40 0.00081 8.9989 0.00544
40 -60 0. 00019 7.7072 0.00568
60-80 0.00004 7.7483 0.00450
80-90 0.00001 6. 147 6 0.00493
270-280 0-20 0.00033 5,5606 0.'00264
20-40 0.00015 5.7185 0.00198
40-60 0.00003 5.8113 0.00108
60 -80 X10-5 6.,8464 0.00227
8 0 -90 0.00 00 1. 4„ 2632 0.00168
f
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Table II-10. Relative Radiant Flux Distribution for Mission 2, Position B
6' I	 ^' I	 Nye ' , ^^> I	 vavg^e^'^> I	 vvdr(8',
230-240 0-20 0.00486 15.589 0.01174
20-40 0. 00035 14.457 0.01026
40-60 0. 00007 16.990 0.01210 4 .
60-80 0.00002 17.266 0.00342
80-90 X10-6 3.5852 0.00435
240-250 0-20 0.25597 13.557 0.00286 J
2!0-40 0. 02076 13.544 0.00359
40-60 0.00114 14.068 0.00494 a
60 -80 0.00010 16.520 0.00471
80-90 X10-5 10.557 0.02601
250-260 0-20 0.61738 11.709 0.00228
20-40 0. 05651 11, 728 0. 00253
i 40 -60 0. 00209 11.745 0.00289 rr
-50-80 0.00002 11.797 0. 00770 a
80 -90 X10-6 9. 3112 0.01533
260-270 0-20 0. 08058 9.3330 0. 00135
20-40 0. 00856 9.2666 0. 00133 3
40-60 0.00029 9.2888 0.00236
60 -80 0.00001 6.6002 0.00554
80-90 X10`6 6.,964 0.00236
i
s
270 -28 0 0-20 0. 00131 7.0428 0.00195 {
° 20-40 0.00019 6.8284 - 0.00255
40-60 0.00002 5.5823 0.00252
60-80 X10-5 5.0055 -0.00187
- 80- 90 X10-6 5.9949 - 0.00074 t
I
i
c
1
F.
r
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Table II-11. Relative Radiant Flux Distribution for Mission 2, Position CA-10-1
01
I	
^I
I	
N(8 1 , fl I	 Vavg (Q I ,	 ► ^ I	 Vvar( ® ', V)
240-250 0-20 0.00542 10.703 0.00542,
20-40 0.00027 9.3920 0.008.59
40-60 0. 00003 10.273 0. 01398'
60 -80 0.00003 12.118 0.00524
80 -90 <10-5 2.7432 0.00647
►^_	 250-260 0-20 0. 02293 9. 4171 0.00194
20-40 0.00319 9.2676 0.00203
40- 60 0.00050 9.7692 0.00447
60-80 0.00011 11.195 0.00569
80 -90 0.00001 7.4198 0.01849
260-270 0-20 0.19985 8.2487 0.00116
20-40 0.02617 -8.5743 0.00135
40 -60 0.00273 8.2864 0. 0023360 -80 0.00016 8.6421 0.00424
80 -90 <10-5 8.7486 0.01083
270-280	 0-20 0.23670 7.7358 0.00246M; 20-40 0. 04470 7.3349 0. 00229 F
40 -60 0.00444 7.5928 0.00221
60 -80 0._00015 7.2895 0.00411
80-90 0.00001 5.1546 0.00236 .
280-290	 0-20 0.18278 6.9265 0.00152
I20-40 0 .02960 6. 9248 0.00163
40 -60 0.00253 6.8878 0.00188
60 -80 0.00011 6. 0502 0.00322
80 -90 0.00002 4. 2365 0.00126
290 -300	 0-20 0.05604 6.2273 0.00082
20-40 0.0`1092 6. 2453 0.00082
40-60 0.00113 6.0211 0.00138
60-80 0.00007 4.7153 0.00301
80-90 0.00003 3.5336 0. 00098
_I
v.
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Table II-11. Relative Radiant Flux Distribution for Mission 2, Position C (Continued)
91	
i	
^^ N^0', ^')
I 
V
avg (01	 ^') I Vvai:(e1,	 ')
300-310	 0-20 0.01399 5.5601 0.00051
20-40 0.00297 5.4858 0.00078
40-60 0. 00036 5.1529 0.00143
60-80 0.00006 3.6191 0.00189
80-90 0.00003 3.1149 0.00075
310-320	 0-20 0.00247 4.9095 0.00062
20-40 0.00066 4.7040 0.00092
40-60 0.00014 4.2639 0.00152
60-80 0.00004 3.2338 0.00148
80 -90 0.00003 2.8262 0.00087
log N -0 395 log v -17. 03; a < 1. 224 X 10-5 m2, r - 1. 88 AU
10
log N _ -1. 185 log 6 -20. 91; a > 1. 224 X 10- 5 m2, r	 1. 88 AU i
log N = -0. 395 log 6 -2.45(r-2. 9)2-14.49, a : 1. 224 X 10- 5 m-2,
1.88	 r < 4.3 AU
-
w..
log N = -1. 185 log v-2. 45(r_2. 9) 2 -18. 37; a > 1. 224 X 10- 5m2 , !I
1. 88	 r	 4. 3AU x
The total flux incident to any given point denoted F	 is related to the
flux to a randomly oriented surface at that point, N, according to
2Tr	 Tr	 2
^	
N = 4
[F] f	
sin 8 cos 9 d9 d^ = 4
	
(2-35)f
t'
0=0	 0=0
or
F = 4N	 ( 2 -36) 4
Furthermore, since the spacecraft is moving along a noncircular trajectory
the actual flux F' is given by
v }F' _ F	 (2-37)
vcir
i
Y
2-50
kL
x
Volume I
where
vavg = the average relative closing velocity in a noncircular
trajectory, i. e. , eccentricity ^ 0
vcir = the average relative closing velocity in a circular orbit.
According to Kessler" the average closing velocity in a circuiar orbit
is given by
vcir = 15r- 1 / 2 	(2-38)
At each position the average velocity v avg was computed according to
x
k
s
nij(01, ^j) vij (0i , Vii)
avg ' i^	 _	 (2..39)
nij (ei, ^ j )
.-
Hence, the total asteroidal flux at each point along the trajectory is
given by
F1 4
GJ
j
15 r -1 /2	
_
It will be found in the radar system detection and optimization sections
that a useful method of expressing the total flux at each position in the tra-
jectory is the ratio of the total flux in the reference spacecraft coordinate
system to the flux to a randomly oriented > surface moving in a circular obit
at 2.9 AU, i. e. F'/N(2. 9). From the flux model we see that
b log N(r) — log N(,2. 9) = --2. 45 (r — 2. 9) 2 ; 1.88 <_ r :!i 4. 3 AU
log N(r) — log N(2. 9) = — 2. 54; r <_ 1. 88	 (2-41)
Hence, the ratio of the totaa incident flux to the spacecraft at a distance r from
the sun is given bi
_,{
ll Kessler, op. cit.
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t ( 
iirnin^
k
r(AU) A(deg) vs km
- sec
v	
km
avg sec
fvats	 / 1.5r-1	 2g
^' 
1
N(2. 9)
Mis s ion 1	 -
Volun-)e I
J"
4 1 0-2. 45(r-2. 9)2 
1115 r
va- v-^--1--1 2 , 1. 88 C r ts 4. 3
F^
N(2, 9)
1. 15 X 10- 2 Vavg 	 ,r - 1. 8815 r,'.1f2
(2-42)
r
The results of these calculations for positions A, B, and C for the two
missions are summarized in Table II-12.	 'Y
Thus, the meteoroid flux characteristics required for the radar system
evaluation and optimization have been developed in this section: the radiant
flux distributions, the velocity distribution, and the total cumulative asteroidal
flux to a spacecraft moving with velocity vs at a distance r from the sun. These
results are employed in Section III to determine the total number of meteoroids
detected during one-year missions of the types previously described.
Table II-12. Flux Ratio Results
Position A 1. 7 -21.75 22. 14 10. 6 0. 92 1.04X10 - 2
Position B 2. 2 0.42 15.88 ' 6.38 0. 63 1. 59X10-1
Position C 1. 9 19. 5 19.59 9. 59 0.88 1. 25X10-2
Mis s ion 2
Position A 2 0 -36.98 23.75 15.5 1. 46 6. 06X10'2
Position B 2. 9 -38.9 16.84 12.0 1. 36 5.45 JJt
Position C 3. 9 -29 .8 11. 22 7. 58 1. 00 1. 42X10_ 2
1
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SECTION III
DETECTION ANALYSIS
A. INTRODUCTION
The analyses presented in this section will be concerned primarily
with examining the detection capabi.ities of a nnoncoherent pulse type radar
sys to m.
The pulse type system was selected for detailed consideration subse-
quent to a preliminary study in which both pulsed and continuous wave (CW)
systems were considered. A brief description of the CW system and the
reasons for this selection will be given in Subsection E. A summary of the
reasons for this choice are given below.
The CW radar system proved to require a significantly more complex
receiver structure for detection because of the CW system's critical dependence
on particle parameters. Since the return CW signal would have a variable
duration and doppler history dependent upon the particle velocity, trajectory
geometry, and radar range, the receiver structure must be similarly varied.
The resulting receiver requires a bank of matched filters designed to encompass
the range of expected signal bandwidth/duration products in a way so that the
filter mismatch loss for those signals lying between two adjacent filters is
acceptable, say no more than 3 dB.
The complexity of the CW detection process, plus the difficulty of
measuring the radar range of a target with a CW system (range is necessary
for measuring radar cross section), resulted in the pulsed system being
selected for fur*her detailed study.
The advantage of the noncoherent pulse system results from the con-
sistency of the received signal shape. The pulsewidth can now be selected
to minimize the effect of doppler shifts and the signal duration is now deter-
mined_ principally by the pulsewidth and is largely independent of the particle
parameters.
The initial_ subsections will discuss the determination of the number
F
of particles detected with a pulsed radar system having specified parameters.
As was discussed in Section II, the asteroidal flux has been observed to be
highly directional so that the most effective detection coverage is obtained
by orienting the antenna beam normal to the direction of the principal flux
component. As will be shown in the following material_, scanning the beam
in a plane normal to the principal flux component results in the detection of
a significantly larger number of particles than either a simple pencil beam or
a fan beam having the same orientation andcoverage. It has also been deter-
mined that a system transmitting multiple _pulses per beam position is less
effective than a radar system employing single hit detection with a corres-
pondingly increased number of scan positions
_ 3-1 x	 I
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Subsequent did Gus sions will. be oriented toward a radar system using a
scanned pencil beam and transmitting a single pulse per scar position,. The
mathematics developed can accommodate any of the three cases with some
slight modifications.
B. METEOROID DETECTION ANALYSES
r
1.	 General
The relative geometry of the radar scan pattern and principal
particle trajectory is shown in Figure III-1. The beam has been idealized to
a rectangular shape to simplify portions of the analysis. The number of scan
positions (SP) is assumed to be variable as are the 3-dB azimuth and elevation
antenna beamwidth:s, denoted a and Vii, respectively.
Since the particles of interest have a considerable range of radar
cross sections and a particle of given cross sections can be detected with
varying success at many different radar ranges denoted R, the total detection
capability must account for these variations.
Two methods have been developed for evaluating the number of
particles detected with a given radar design. The first method assumes small
variation in both me*eoroid arrival directions and velocities and arrives at an
analytical result. The second method permits more variability in particle
parameters but requires numerical integration of the resulting expression.
Both results have been prograrzmed for a digital computer to simplify eval-
uation.
The first analysis discussed assumes small variation in particle
direction and velocity parameters. An expression will be obtained for the
number of particles detected for a given radar design.
r
f
cn
r
.r4
41
111''!!!
'
Ir
^ -.
I
I
4J
uU
I
U
cd
INf
r-1U
y
P4b
M
nn^
-^P1
u
^i
I^
Cd
Ir-i
HH
U
Q
>oa
^°^
<
a
WW>Z
W14-
u 
F-J0
CL NIIL	 o ^
co
3-3
wi
i
'^1
V'olurr, I
The various terms in Equation (3-1) are defined below;
n(^i ,qjj , 9B4 O B , r) the fractional number of asteroidal particles
arriving from an angular increment at fti, ^j)
as seen by a spacecraft located at a radial
distance r from the sun and employing an
antenna having boresight direction ®B in the
plane of the ecliptic (relative to the negative
spacecraft velocity vector) and scanned to
direction OB with respect to the ecliptic.
„(TI r, h, s) asteroidal particle size density distribution
in number/m2-sec for the differential radar
cross-section interval between a` and T+do- square
meters. The value depends parametrically on
several variables as discussed below.
The density function Tl(G' I r, X, s) depends upon three parameters
r = sun - spacecraft distance in AU
X radar wavelength in meters
s radar cross section scaling constant
relating actual particle cross section to that of an equivalently sized,
perfectly conducting sphere. Because of the form of the particle
density expression, the sun - spacecraft distance affects
	 only through a
multiplicative constant.
Subsequent paragraphs will assume r 2. 9 AU and ,I (TI r, A, s)
T(d 2. 9, A, s) since its effect may be easily noted independent of the other
computations involved in Equation (3-1) Values A = 0. 02 meters and s = 1. 0
will also be assumed for definiteness. The resulting expression for
91(TI 2. 9, 0. 02, 1 0) = -9(a') is given below.
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Figure 111-2. Asteroidal Particle Density and Cumulative 'Distributions
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Changing the values of A or s would alter both the multiplicative constants
and the Rayleigh region-optical region breakpoint T l . (Note that there are
potentially two different s values for the two regions. )
The third term of interes t is the probability of illumination
Pij( ' ), where
pi.Q(^ , ^j vij, R) probability of single-pulse illumination for a 	 rt j.,parti cle having velocity vij , arrival direction
and range R relative to the radar.
I
This function has been approximated in the following manner.
aR	 PRF	 SP vii s §s i(eB-'W cos^i
vij sin(OB -^i ) cos ^j SP ' R 
<	
aPRF
pij( Vii ,  j R)
SP 'V^ . sin(eB ^ i ) Cos LP.
1	 ,R >	 J	 aPRF	
:	 l
This function represents the total time a particle spends passing throe.-gh the
antenna pattern within the 3-dB antenna beamwidth (a radians) divided by the
total time between pulses for a particular beam, tb p = SP/PRF, where 5P
is the n=ember of scan positions and PRF is the pulse repetition frequency of
the radar. This approximation assumes the idealized antenna beam and scan
pattern shown in Figure III'-1. The principal flux arrival direction is assumed
to be near; the plane of the ecliptic and largely normal to the plane of the fan. 	 }
f	 g	 Y "iInclusion o_ the effe^t of antenna an variation and transit time with distance 3
from
ecl iptic would
	
particles passing through
e the total. number u 	 ^detected
 of the plane of the
'	 particles	 Nc) attempt,
will be made to evaluate this effect although the constant would be in the
range (0. 5, 1)-. 	 y
4
To further simplify the integration of Equation 3-1 the probabilityP Y	 g	 q	 (	 ), 
of illumination function is altered so that the regions of definition depend only
upon the average transverse velocity V. Furthermore the i, J dependence of
Pi f is moved outside the integral.
In the paragraphs which follow, the term v/ (vi. sin (9B -Vii ) cos ^j]
will be moved outside the integral and will not be considered part of the 	 i
probability of illumination. A new definition and functional notation will be	 k
employed for the probability of illumination, namely 	 i
i
t r
3-6
0 144 '44n--	 — _.
-_	 -.
..^._r+ .^.'...	
-.. ,..,..^ z .r	
... ,atu	 .. JAS	 a^	
.r.,... '._z^ ws^.	 _,:.:e:...._..: •, .v:ex.tah-.r '.a.... .. ..,__.	 ,.,;.ra:."ra^.. _I! _,,... _ess __ ._... LI,iL^r.....^m.,.s _.._.a..,.. x..:.r.'.
nijvij
nl
Ji, j
and Rif 
= SP v
 aPRFIIt
Volume I
aR •PRF R < R•
v aP	 1 QPi f(R, v) -
1	 R>Rif
(3-2)
X	 where
This approximation is not strictly valid since the regions of integration (Rif)
differ slightly for each (^ i , Lp interval. The error is thought to be insignificant
because of the approximate equality of the integrands near Rij.
Lastly, the conditional probability of detecting the particle, given
that it has been illuminated, is represented by PD (. ).
PD (o-, R, Vii,
	 j , vij I PFA, KO) = PD (o-, RI PFA ,K O ) = probability of
^ detecting an illuminated particle having radar cross
section o- square meters at radar range R meters with a
radar having a probability of false alarm PFA anddescribed by a-system constant KO.
The radar constant K O _	 PT
 G2 A2/64Tr3kTBNF •Ls depends upon radar peak
power PT, antenna gain G, bandwidth B, noise figure F, miscellaneous
losses L s
 effective receiver temperature T, and Boltzmann constantk.
The probability of detection has been assumed independent of ej,
4j , and vij . This is not generally true since the particle doppler velocity
will affect the detection process. However, since it is expected that most
asteroidal particles will arrive almost normal to the beam, the doppler shift
will be small and ha' s been accounted for by increasing the system bandwidth
- slightly. An alternativemethod discussed in a subsequent section does not
make this assumption.
Assuming a pulsed radar using square law detection, the variation
of PD (- ,) with the received signal - to -noise< ratio is shown in Figure III-3.
Relating PD to the radar range of the particle R and particle cross section
can then be done through the radar range equation and the associated radar
constant K O defined above,
S	 KO
— _ —	 (3-3)N	 R4
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`	 Since both Pij(• ) and PD(' ) have been approximated as being independent of
i and j, the integration and summation operations can now be separated. The
approximate number of particles detected by the scanned pencil beam can
then be written as the product of two terms,
	
IAE J 	 iji , j
(3-4)
00	 00
(T) Pi, ( R , v)PD(a-, R)dTdA(R)
R=R0 v"= To
= r• MD
where the quantities correspond to the terms in brackets. Since the two
operations have been decoupled,they can now be investigated separately. The
,k	 rest of this subsection will be concerned with evaluating the integral since theyE	
summation can be effectively evaluated using the asteroid data tape provided
by MSC; the results are reported later in this sectioa. The results of this
subsection will also assume r 2. 9 AU, X= 0. 02 m, s = 1. Thus, all numerical
results are normalized to this case. Since the spacecraft cannot remain at
r = 2. 9 AU for a one-year period, nor will it be in a circular orbit or employ
a randomly oriented detection surface, these considerations must be,subse-
quently accounted for. This is done at the end of this subsection.
Initial interest will also be directed to the case where the two
integrals are evaluated in the inverse order to that shown above. This is
udone so that the first integral will yield an expression for the detectable
density versus radar cross section,, denoted 1D(T). This result will enable
one to observe the detection bias placed on -9(a-) by the radar.
--	 To determine the effective collection area corresponding to a
particle having a particular radar cross section cr, one can jointly express the
effective collection area for a given range R and cross section a- and then
x	 integrate over all possible ranges while holding T fixed.
This is shown below where Rmax is the range corresponding to
one half of an interpulse period (Rmax = c/2PRF). Targets at greater ranges
are not detected since the antenna is pointed elsewhere after this period.
3- 9
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Rmax
Aeff(G-)	 Pij(R, v) PD (v, R) dA(R)	 (3-5)
R0
where dA(R) = SP R dR
or
Rif
	
Rmax
PRFf
Aeff(G) p 5P a SP
	
PD(T, R) R 2dR +	 PD(cr, R)RdR
v
R0	 Rij
I
Di
4
1.0
r
t
Due to the nature of the detection probability expression, it cannot
be analytically represented in.a convenient way. However, note from Figure
III-3 that for a fixed cross section, the probability of detection varies from
zero to almost one as SIN varies by, a factor of three. This implies, by
Equation (3-3), that R need vary on]'y by V3
 
= 1. 078 for PD to vary from
PD 1. 0 to PD 0. 0. To simplify evaluation of the above integrals, the
following approximation will be made for PD(')'
K`>42.2^ N
	
R4	 DPD(cr, R)
Ko o-
0,	
R
4 <42.2
The bounding radar range value for a given radar cross section may then be
defined as
4 KO^
R(^) =
	
(3- 6)
42.2 I
BY employing 
	 PPthis approximation, a conservative result will be
	
__
	 ,
obtained since it ignores some area in-which particles could be detected.
Incorporating tfiis approximation yields several expressions for the effective
area, depending upon the value of a- of interest and the relative size of TO
and °max• Recall that ^0 = 10' 9m2, and that' Amax and o f are determined
from*Equation (3-6) by subsituting Rmax and Rif , respectively. The effective	 }
'collection areas resulting from this analysis are given below.
i
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JAWIL
't
R(a)
PRFf R2dR.
v
Ro .
Ri j	 R (o-)
a p PRF R 2dR+PS P RdR;
v
Ro	 Ri l
Rij	 RmaxR Pi? F R2dR+PSP	 RdR
v
Ro	 RiR
Rif
aR PRFR2dR
v
Ro
;Rmax
20 PRF R2dR
v
Ro
T
Aeff(T)
; G'o < a- < 'Ti. < omax
; Q'o <. Ti.Q <. 2 < 6max
; o•o < T i j < Tmax : T < 00
; To < Q' < o-max < oil < 00
(T*O < Amax < T< Ti  < °°
Evaluating the integrals and substituting for R(T) in terms of T from Equation
( 3 -6), the resulting expressions are given by I
Volume I
etc. The constants ^C l and C2 are defined to be Cl =(&P/3)^ RF/A (K,,,)0• ?5
and C 2 = (p/ 2)[SP (Ko) 0.5 ^, The effective area for cr > Amax is likewise
defined to be Amaxt
Amax C 1 Ti pb . 75 + C? (max _' ^^0.5)^  
The simplified equations for Aeff(°-) are then
Cl T0. 75	 TC) < o- < o f
A	 a• . < (- < Teff(`^)	 C1^ 0.75 + C2( ^0. 5 —(-OQ 5)
►
 z2	 _ max
Amax	 Ti Q < ("max <. ar <, co
f
0
Note from the expression for C l that the area with less than unity probability
of illuminations (T<Ti f) is not affected by the number of scan positions. Also,
the effective area becomes constant for all particles having radar cross
sections greater than Tmax• This results from the assumed bear,; scanning
procedure; the beam is moved to a new location before a return can be
received from large particles (G'aTmax) at ranges greater than Rmax• Large
cross -section particles for F.<Rmax are sill included. Since there are
comparatively few large particles (at long ranges) but a greatly increasing
area (ANR 2 ), a variation of the number of particle detections with PRF can be
easily predicted. A particular example of Aeff(T) is plotted in Figure III-4.
Having computed Aeff(G-), the number of detected particles of
cross section between rr and a'+dT, say rID(T .), can be seen to be just the product
of Aeff(c') and 710) with both terms defined appropriately,
'I D( T ) Aeff(T)
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Volume
	
T1D (ct) 5. 055X 10 19{^	 (Ko)0. 75e, i10. 75+2 5P (K ' ) 0. 5(d 0. 5-090 510-2. 185
ao < Ofi Q < al < Q < amax
Figure III-5 illustrates the detectable particle density TI D (Q) for the same	 y
conditions as the previous illustration. Because of the difficulty encountered
in interpreting these results due to the logarithmic scales, a second result is
shown in Figure 111-6 for a somewhat different case. This figure represents
the total data detected per year for each	 10 interval in radar cross section.
Figure I1I- 6 thus represents the 21 integra s
3
1 OQ.i
pMDt(cri,3	
yr
oa.) 3. 1 5 X 107 sec	 ^(d )Aeff(ar )dQ for cr i = 10 -9, .. .
di
and illustrates the total number of particles which are detected in each
interval during a one-year period for tl±.e assumed design parameters. a
The total number of particles detected can be seen to be the same
integral evaluated over the range a = [a vo < a <Col,
00
	MD	 Aeff (Q) 71(a) dQ
vo
Evaluation of this integral is once again complicated by the multiplicity of
function definitions necessary for the integrand.
Recall that the various limits of integration are primarily 	 I
specified by the paints at whichthe integrands'mnst be redefined. In
particular,
Cr	 cross section of minimum sized particle, 1. OX 10-9m2
aip (42. 2)Ko- 1 Ri	 unity illumination cross section
Amax (42. 2)Ko -
 1 Rmax unity detee.tion cross section
a, = Rayleigh region-optical region model breakpoint, 1. 224X 10-5m2.
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To make the result more generally applicable, the definition of asteroidal
particle density and cumulative distribution will be specified in terms of
arbitrary model constants. This is done to simplify computer programming
and to make any desired particle model changes convenient.
K l a - ,	 ao <a < al
K3 a-K4	 al <a<  o0
K5 a+K6	 ao <a < al
N(d) =
K7 a+Kg	 a i < a <00
The integral expression for MD can then be evaluated for the cases
of interest. The resulting expressions are given below. The general expressions
are written with the integrands omitted to indicate the applicable limits of
integration.
It
Case 1 Qo < a 2 < amax < a l <
Ou	 Amax
MD	 da +f da +	 da
Qo	 ai.Q	 Amax
i
Volume I
_	 C 1 K 1M	 ------- -K2+1.75— -K2+1.75C .	 di2	 0 +
0.75	 0.5	 K6	 K(^C cr •	 C d .	 of •	
—'ma1	 12	 2 if	 ^^x
K 5
D	
-K2+1.75
C 2K 1
	-K2+1.5 -K2+1.5	 0.5	 0.75 Kg	 Kg
+
	
	 Q 1	 —Crk	 + C 2cri.Q -"C l d ik	 [
,Cfmak—(71	 K7
-K2+1. 5
+ CZK3 
a
-K4+1. 5 -K4+1. 5
+ 
A	 K7 o K8
- K4+1- 5 max	 max
3	 do < a I < Qi, < Qmax < 00
01	 cru	 Amax	 Iw
MD	dar+	 dcr +	 drt +	 do
^o	 arl	 °Q	 Qmax;_
M	 C1K1 Q -K2+1.75_
cr
-K2+1.75 + C 1 K3	
or
-K4+1. 75_0-K4+1.75.
D	 K2+1 75 L 1	 o	 K4+1.75 zQ	 1Q
0. 75	 0. 5 , Kg Kg	 C2K3	 -K4+1. 75	 K4+1. 5C 1 Ui p -C tai Q, Qi 2 r^max K7 + _ K 5 17max	 -Q i I
Volume I
t. Case 5	 cro <amax < aik < al < Q
Cr max	 ail	 a1 CIO
MD =	 da +	 da +	 da -	 • da
ao	 amax	 aik	 a 1
ct
M	 C1K1 a-K2+1.75_a-K2+1.75 + C K a0.75+K6
D -K2+1.75 max	 o 	 C I K5 max
These expressiols represent all cases of practical interest with
Cases 2 and 3 being the more desirable situations from the radar design
standpoint. For any particular radar design, the number of particles detected
per second can be determined by evaluating the appropriate expression above.
Because of the complex nature of the expressions, the evaluation has been
programmed on a digital computer assuming a one-year mission. The design
point selected for evaluation was that previously indicated, namely
X 0. 02 m, s 1, r 2. g AU. The above program provides a valuable tool
for radar optimization since the radar parameters can be varied and their
effect on the total data determined. The program is illustrated in Appendix D
As written, the total data has been scaled from data per second to data per
year.
Model constants K 1 , K2, etc-. , applicable to other choices of X,
r, s, and other models may be easily changed by varying the appropriate
Volume I
r
The above term is dependent only upon the position in the
trajectory, the spacecraft orientation and velocity at that point, and the
antenna pattern orientation. In the evaluation of I', it will be assumed that
the antenna beam boresight will be articulated with respect to the spacecraft
such that the plane of the antenna pattern remains normal to the mean incident
meteoroid flux. In addition, the plane of the antenna beam pattern will be
assumed to be normal to the ecliptic, such that 0B = 0. Furthermore, in the
radar system analysis, v has been assumed to be 12 km per second and,
therefore, will also be utilized in the computation of the angular adjustment
factor r.
In calculating the effects of the radiant and velocity distribu-
tions on the detection capability of a radar system, it is most convenient to work
in a spacecraft-centered coordinate system for which the negative spacecraft
velocity vector represents the reference axis. The angular coordinates of a
relative velocity vector will be denoted as (
	 ), where ^ represents the angle
measured in the ecliptic from the reference axis to the projection of the velocity
vector, and 4 represents the inclination of the relative velocity with respect to
the ecliptic. The geometry of this coordinate system is shown in Figure III-7.
The angles ^ and ^ are related to 0 and (^, the coordinate system in which the
radiant distributions are computed, through
= tan ` '	 [(tan ())( cos	 )^
= sin_' [(sinO)(sin 0)j ^.
The angle between the normal to antenna boresight and the particle relative
velocity 1/ is the angle that determines the projected antenna pattern area in
the (^, y) direction and the time of particle passage through the antenna
beam in the (	 ) direction. Recall that cos a= sin (O B -0 cos tP.
The angular correction factor
r-
vi j
i
, 
J
was calculated, at positions A, B, and C for each of the specified spacecraft
trajectories . This computation was achieved with the computer p rog ramJ	 P	 p,	  
included in Appendix C-3. In practice, the sumration over each radiant
sector was achieved by summing over each (AO i, AO j ) increment and trans-
forming the midpoint of each (O1, Oj) increment to a O direction. This
program was also employed to compute the average meteoroid relative
velocity, vavg. The results of these calculations are summarized in Table
III-1.
x
,r
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Figure 111 -7 -
 Radar System-Centered Coordinate System
for Flux Detection Calculations
ty
Position A	 1.7	 1.17
Position B	 Z. 2	 1. 91
Position C	 1. 9	1.32
Mission 2	 t'
Position A	 Z. 0	 0. 782
tr	 Position B	 2.9	 1.01
Position C	 3. 9 	 1. 6 1
In addition, the noncircular nature of the spacecraft
trajectory and the variation of cumulative particle flux during the one.-year
mission must be determined at various points alo^ig the spacecraft orbit and
integrated over the mission lifetime. This is done irc Section IV since its
effect hasbeen reduced to a simple scale change for each point in space.
- .	 These results will be discussed subsequently.
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Table III-1. Angular Adjustment Factors for Selected
Trajectory Positions
Mission 1	 1	 r	
I	
Angular Adjustment Factor (I')
Volume I
3.	 Method Two, Numerical Integration
A second method of evaluating the number of detected particles has 	 I
also been developed. The second method performs the double integration in the
inverse order, thereby resulting in a description of the number of particles
detected versus radar range. In addition, because of the numerical integration
employed, it is convenient to include a specific particle velocity and directional
distribution into the calculations. Recall that it was not convenient to do so in
the previous result.
Rewrite Equation (3 1) expressing the total number of particles
detected per unit of time at any point in space. 	 }
VHF
	
0	 DO
mrN D( r ) =	 n( ^i , Oj eB4OB, r) f	 f n(a(r,X, s)l'if ( ^ ,kbj , vij, R)
i^	 R = Ro a ao,
(	 )P j (Q, ^i, ^^ , viJ , R) do' sin(9 B — ^i ) cos OD dA R 
v..	 I
Z
The order of integration employed is now just that of the above expressions
first radar cross section, then radar range. Since only the particle flux density
and detection probability depend upon radar cross section, the first integral
need be concerned with only these terms. In addition, the summation over i
	 :'	 s
F^and j is moved inside the outer integral (the :range integration) since - PD( •)	 x
and 1' • will be treated as i, dependent. The analysis employs an a roxima-i ^')	 J	 P	 YPP	 :
tion for the probability of detection which is similar to that which was-pre-
viously used, namely	
;, p
1' o^ >- 42.2 = !N)
	 l
R4	 D
PD (Q, R)
KoQ
0	 42.2
R4	
p
	For given values of the radar range R and radar constant K O (Ai3O j , vij ), the,x
	
-i
minimum detectable particle cross section can be determined from the above
condition.
42. 2 R4	 fi
	
amin i, q1j, vij R)	 Ko( Ci Oj , vij .) a
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;;^ Note that the radar constant Ko is considered to be a function of the particle
parameters for this analysis (unlike the previous result). This enables one to
compute the doppler shift corresponding to particles arriving in angular incre-
ment	 with velocity vij. Th( . , effect of doppler shift is approximated by
reducing the radar coniitant. Ko in proportion to the misalignment between the
returned pulse spectrum and the receiver IF bandwidth. Increasing doppler
shifts thus correspond to an increasing value for amin and, hence, fewer
detectable particles at any given range. 	 fhe detection probability is thus angle
dependent. The first integral is then approximated for each interval i, j by the
cumulative particle flux evaluated at the corresponding value of a	 or mini , j
since PD	 (1	 and is zero otherwise.I for	 ^^ amini j
00	 CO
r^ (al r, X, s ) PD (a, fit V'j , R)	 da	 77(a P , s	 af	 f	 IF d
P
Cy 	 ao	 Cfmini,
J
where	 00	
N(Cmin)i, j	 amin :2: ao
77 (cr IA, s)	 da
f
a	 NT(Cro)	 amnmini ,	 	 !:E! Croj
For each range cell and each angular increment 	 the value
of N(amin 1, J is computed (numerically) for the range of angular increments
of significance. In this way the present method of analysis accounts for the
loss of signal power caused by iffie individual doppler shifts imposed on the
returned radar pulse for the various particle arrivals. The adjustment
employed assurnes a power reduction in direct proportion to the fraction of
the return signal spectrum falling outside of the receiver IF bandwidth. This
adjustment variable is labeled BWE (bandwidth effect) 0 :S BWE !S I in the
computer program.
Having derived the number of detectable particles per square meter
per second for all angular increments of interest at radar range R, this result
is multiplied by both' the corresponding differential area at range R, denoted
dA(R) ij, since it is angle dependent, and by the probability of illumination
Pil (-)ij at range R.
The probability of illumination function which is employed is similar
to that used in the preceding analysis except that the transverse component of
velocity corresponding to each angular increment is employed to compute the
appropriate beam transit time. Hence, the dependence on velocity and angular
increment implied by the i, j subscript for the probability of illumination.
The range integration over R is also approximated by a summation.
The effective differential area associated with each range increment (R
	
AR ^'
R + ^—R 	 is given by the 
	 expression,2 J.
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DA (R) ij = PRAR sin(6B	 i) cos j f
It is shown in Appendix E that the area-flux density product approximation is
accurate to within 3 percent so long as AR/R is no greater than 0. 75. For most
cases of Interest it is considerably better than this.
The modified detection equation corresponding to these approxima-
tions is then given by	 4
Rmax
ND (r)
	
	
n(^i3Oj, 0B, OB,vij) N ( (rnmin)ij Pil H ij &A (R) ij
R=Roi,j
The resulting products are first summed over all angular incre-
ments i, j containing a significant fraction of the total incident flux (for fixed
9	 1
radar Lange R), and secondly, over all range increments visible to the radar.
The first summation results in the number of particles detected
per range increment R. This result is indicative of which range ,increments
are most effective in detecting particles. A typical curve of differential data c
versus radar range is shown in Figure 111-8. The result should be plotted, as
a histogram having AR = 200 meters but for ease of plotting is smoothed. The ^b
total summation will yield essentially the same results as were obtained in the s
-last subsection. Since the flux has proven to be extremely directive, the total J,Jdetected data resulting from the two methods has been essentially identical a
for all comparable cases. The second methodtakes considerably longer
computationally and,- hence, 	 is inferior for highly directive flux but would ji j
prove valuable for les s directive flux where the approximations employed in
the first' analysis would not be valid. 1
Recapitulating, the second method of analysis employs a computer
program which determines the smallest detectable target using the radar range
equation, taking into account the bandwidth effect (BWE). This value of target
size is computed for a particular °range and flux direction.
From the flux model the cumulative flux density distribution value is
corresponding	 Pto this minimum detectable	 article is then :determined for the . 4
given range increment. A datum representing particle counts per r_-ange and t'	 i
angle of arrival increment is then computed employing a computed intercept_
area and probability of illumination. Flux direction angles are then stepped
to compute addit'Gonal data at the given range and this data is added to the
previously computed data to yield DT,_ dotal incremental range data. Finally
the range is stepped to a new value, DT is set to 0,; and then recomputed at
the new range. When the range is equal to Rmax (maximum unambiguous range)
the computation is complete and the total data ND labeled DTT in this program
is calculated. The computer program corresponding to the second detection
analysis method is discussed in both Appendices F and G. Two different versions
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of the same basic program are presented. Appendix k' describes the initial
program permitting distributions in: particle velocity, arrival angles, and
radar range. Appendix G describes a simplified program which removes
several. of the loops of the initial program and speeds operations considerably.
4.	 Mission-Dependent Flux Detection Capability
The total flux detection capability of the radar system throughout
	 {
a one-year operation mission willnowbe discussed for each of the two
trajectories being considered. In preceding sections expressions and numerical
results have been developed for (1) the detection capability of a given radar
system design for a or — --ear operating period in a unidirectional meteroid
flux of magnitude equal to the model asteroidal flux at 2. 9 AU, (Z) the ratio
of total cumulative flux seen by a spacecraft with velocity ws at a distance
r from the sun to the nominal model flux at 2. 9 AU [F' (r, vs) /N(2. 9) ] , and	 t(3) an angular adjustment factor r(r) at points in the two trajectories. <
The total detected flux during a one-year operating mission is
thus the time integral of the product of thes e
 three factors, i. e. ,
Ndetected
t l +l year
f	 IMD (2. 9) F'(r, vs ) r (r, vs) dtN(2. 9)
t^
tl+l year
MI)t(2, 9) 1 year f	 N(2 9)	 [r(r, vs )] dt
ti
The integrand in. the above expression is plotted in Figure III-9
for Mission 1 and the time average of the integrand during the mission is
denoted by the dashed line. This curve was produced by interpolating
vav4 "-'cir and r(r, vs)	 between the calculated trajectory points. Both
vavg / vrir and r(r, vs)	 are W owly varying functions and interpolation rather
than detailed computation was employed in order to limit computational, time.
+► The significance of these results is that the total asteroidal flux detection
capability for a Mission l trajectory and a given radar system design is
0. 145 times the detection capability in the nominal model flux environment
at 2 9 AU.
The corresponding results for Mission 2 are plotted in Figure
III- 10. For th?s case, the total flux detection capability is 2. 0 times the
calculated det e;:tion capability in the model flux environment-. The results
for Mission 1 are also plotted in this figure for comparison.
These two results should be noted carefully since all data
detection capabilities discussed in Section TV assume normalized: data
corresponding to MDt
 as previously defined. The reader can mentally
multiply all normalized data by a factor of two for Mission 2 and a factor
of 0. 145 for Mission 1. The relative detection advantage of Mission 2 is
immediately obvious.
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SECTION IV
RADAR DESIGN PARAMETER TRADE, OFF ANALYSIS
A. GENERAL CONSIDERATIONS
Having developed several analytical tools for measuring the number of
particles detected as a function of the particle and radar parameters, it is
now possible to observe the effect of different choices of radar parameters
aizl, hence, to optimize the radar design. The parameters which may be
varied are listed below. Note that the parameters listed are not all independent
of one another.
Antenna Parameters
Mechanical boresight direction, (OBI ^B)
Elevation beamwidth, P, BETA, BET
Azimuth beamwidth, a, AL,ALD
Number of scan positions, SP
3
Radiation efficiency, RHO
Signal Parameters
Pulse repeti t ion frequency, PRF
Peale radiated power,_ PT
Average radiated power, PAVE	 a
Pulsewidth, PW, r
Wavelength, WL,
Receiver Parameter
Bandwidth W, B
Noise figure  FN, NF.
Several, of the parameter choices have been established in prior sections.
#	 Specifically, it has been noted that the antenna mechanical bor esight should
be directed normal to'the direction of the principal flux co r.ponent. Scanning
is performed normal to this direction to realize the largest effective coverage
area.
t+	
.
Using the tools developed in the last section, it is possible to select the
optimum set of radar parameters for eachpoint along the spacecraft orbit.
Note that the optimum parameter set depends upon the velocityand directional
^r. A
	distributions of the particles and, hence, upon the spacecraft location. Thus,
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3no single choice of radar parameters can be optimum throughout the spacecraftorbit. The following tradeoff analysis is made by selecting a single point in
the asteroid belt as a design point and optimizing the design for this location.
The location selected corresponds to the example previously discussed: the
midpoint of the asteroid belt for the asteroid belt fly-through mission. The
reason for this selection is obvious: many more particles are predicted for
this location than any other. If a single design must be maintained throughout
the orbit, this is obviously the best choice. For the Mars flyby mission,
another choice would be necessary although previous results show the compara-
tively limited value of such a mission.
It is possible to vary some of the radar parameters with spacecraft
location to maintain an optimum design but most are difficult to change without
complicating the radar design considerably. Fortunately, the selection of
parameter values is not extremely critical for a given orbit and the degradation
in detection capabilities encountered by employing nonoptimal parameter values
for part of the trajectory is acceptable. This result will be examined in greater
detail in subsequent paragraphs.
Two different optimization methods were employed to select the radar
parameters. A computer program, SYSOPI, was employed which permitted
the simultaneou-- variation of all nine radar variables within prespecified
regions. SYSOPI is a general system optimization program which had
previously been developed at Texas Instruments . The optimum system was
defined to be the design yielding the largest number of detected particles for
a given average radiated power. Elevation and _azimuth antenna beamwidths
(P and a, respectively) were allowed to vary independently with a lower limit
specified for permissible beamwidths. System pulsewidth and receiver band-
width were also permitted to vary.
The second optimization technique employed was a variable by variable
sensitivity analysis and assumed several of the results obtained in the SYSOPI
runs to be fixed to reduce the number of variables. By varying one parameter
at a time and determining results for given families of the remaining variables,
sets of parametric curves were obtained which provided valuable insights into
the relationships between these variables This method was used to build on
	the results obtained with-_SYSOPI and provided results that the SYSOPI point
	 I
solution could not conveniently give.. The sensitivity analysis method would be
	
somewhat inefficient for finding the overall optimum since it is essentially ,a	 j
cut and try procedure. It ;lid_ prove useful for examining a given region once
the near optimum values were, localized.
Both methods fail to give any analytical way of determining the set of
radar system parameters< which result in the maximum detectable data fora
given average radiated power. This is not a serious failing since the curves
presented in the following paragraphs may be used to determine suitable
designs for most sets of radar parameters which would be of interest.
4-2
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B. SYSOPI OPTIMIZATION PROGRAM
A multivariable optimization program had been developed at Texas
Instruments and was used as a guide in radar parameter selection. The com-
plexity of the overall problem precluded a complete analytical solution. The
SYSOPl program considered nine variables in the tradeoff portion of this
study. They were
PT Peak transmitted power
PW Pulsewidth
PRF Pulse repetition frequency
WL	 Carrier wavelength
ALD Antenna azimuth beamwidth
BET Antenna elevation beamwidth
B	 System bandwidth (receiver)
SP	 Number of scan positions
AA	 Antenna pointing angle.
The object of the SYSOP-1 program was to maximize the number of detections
!t
for a given time period.
Average transmitted power was selected as a constraint and SYSOPl was
utilized to maximize detected particle counts per time period for a given
average transmitted power. Initially, the program included the unknown
4
velocity and directional distributions of the particle flux. Therefore, the prime 	 °F
subprogram in the optimization runs contained a numerical integration of the
flux distribution ^J each range element.
AA, a variable name assigned to the antenna pointing; direction, was 	 f
allowed to vary and, as expected, this angular value was finalized in the
optimization process so the antenna was pointing normal to the general flux
direction'. In. subsequent runs, when the flux had been more accurately 	 fi
defined, AA was made a constant so the antenna was normal to a single flux
direction; vector.
The system bandwidth B was also allowed to vary independently	 y	 p	  of the
ulsewidth within .certain constraints. Since modestp	 ' doppler frequency shifts
were expected to translate the returned signals
'
a certain amount of excess
bandwidth, in addition to the pulse spectral bandwidth, was included. This
enabled the systerY to maximize received signal-to'-system noise ratio for
a particular particle size and velocity vector. After some experience with
SYSOP1, and to speed up the optimization, B was fixed as a constant along
with PW.
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Optimum values of antenna beamwidths ALD and BET were very small,
as expected from the observed general resul l- showing that maximizing
meteoroid detection capabilities would indicate a radar laving a maximum
average power aperture product. For practical reasons, a minimum value of
0. 5 degree was selected for both ALD and BET. This is discussed further
in the next section.
Judicious use of SYSOPI had at this point reinforced conclusions
indicated by analytical methods. Yet to be determined were the optimum set
of values for the four remaining variables PT, PRF, SP, and WL.
SYSOPI printed information relating the relative sensitivity of the
objective function to each variable.
Since the constraining function was sensitive to only three of the four
variables (PT, PW, PRF) and PW had been fixed, there was a certain diffi-
culty in finding an absolute optimum for the parameter set. Therefore, to
save computer running time (and cost) the use of SYSOPI was intermixed
with several other fixed parameter computer programs. Of great use was the
sensitivity matrices printed out by SYSOPI for all sets of parameters in the
course of its run. Since SYSOPI takes complete command of the numerical
values of all, parameters defined as variables, there can be no a priori
biasing of the final results except for placing upper and lower bounds on each
variable.
Hawing selected parameter sets for several average transmitted power
values, it was possible to make detailed studies of the region, of n-space
selected by SYSOPI to gain further insight into the basic detection problem.
These investigations are discussed at length in the following section.
I
x
-0
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C. SENSITIVITY ANALYSIS
1.	 Discussion of Parameters Considered To Be Fixed
rVolume I
One very important restriction is antenna size. Antenna gain G
is limited primarily by the physical size of the antenna (for a fixed frequency).
Considering the analytical expressions for the number of particles detected as
given in Subsection III. B. 1, one notes that each of the multiplicative constants
C l and C2 depend strongly on antenna gain; specifically
Cl vG1.5
C2 r► G .
By way of comparison, peak radiated power PT influences C 1 and
C2 much less strongly.
Cl ry ( PT )0. 75
C 2 ry (PT )0. 5
One would thus expect that increasing the antenna gain would increase the
number of detected particles. This is indeed true as will be demonstrated
below.
Since large gains are desirable, the values to be examined must
be selected from environmental considerations. The range of antenna beam-
widths selected for examination was
0, 15 at P 1. 0 degree.
These beamwidths correspond to antenna aperture diameters ranging from
16 meters to 1. 6 meters for a radiated frequency of 15 GHz. The 0. 1-degree
beamwidth antenna would be very difficult to achieve in the space environment
and is primarily included to indicate the advantage of a high-gain antenna.:`
The indicated selection of a = R is not truly optimum for all antenna beamwidths
as may be seen by reference to Figure IV-1. It is near optimum for the nominal
0. 5 X 0. 5 degree beam which will subsequently be considered in detail. For
antennas having bearnwidths wider than the nominal 0. 5 X 0. 5 degree beam
an asymmetrical beam having P = 2a would be a better choice. Note that
is measured along the direction of scan.
If the antenna is limited in total aperture size to be physically
no larger than 2 meters and the wavelength of the radar signal is varied, the
	
I
total data detected reaches a maximum near A 0. 02 meters (15 GHz) as
may be seen by reference to Figure IV-2. This illustrates the choice of
X = 0. 02 meters for the optimum system.
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Figure IV-2. Total Data Detected Versus Wavelength
One interesting aside resulting frorn the wavelength variation
is shown in Figure IV-3 where the influence of signal wavelength on the incre-
mental detected data versus radar range is shown for the constrained aperture
case. Significant variation in the detection range profile is observed as the
signal wavelength is varied. The minimum detectable particle cross section
is also shown for each radar range increment illustrated. Note that the X = 2 cm
case can uniformly detect smaller sized particles than either the X 	 cm, or
X=3  cm, alternatives.
The influence of exchanging peak pulse power (PT) for pulsewidth
PW is shown in Figure IV-4 to be minimal for PW values consistent with
those required for accurate range measurements.
Average radiated powers of 25 watts and 50 watts are assumed for
,.nany of the sensitivity analyses described below. These were selected because
they represent reasonable upper limits on the state -of -the -art for near-term
missions. The 50-watt figure is too large for direct application on existing
spacecraft but is within reach for near-term missions now being considered.
The 25-watt figure was selected to represent the detection capabilities of a
two-beam 50-watt system where 25 watts are radiated into each beam. Two
beams are required for accurate velocity measurements as is shown in
Section V.
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2.	 Results of the Optimization _	 1
Figure IV-5 illustrates the normalized data detected in a one-year
period versus average radiated power. Several different symmetrical antenna
beumwidths are shown. For each value of Pa vg the corresponding optimumPRF has been determined numerically Busing the first (approximate) analysiss.
method. Recall that
I pavg _ PT •'PRF• PW
;.
and that PW has previously been selected at PW' = 0 5 µsec. The 'corresponding
plot of the optimum PRF is shown in Figure IV -6. The peak powers. corresponding
: }
t
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to these values may be computed from the above expression. Recall that
the term normalized data assumes a circular orbit at r = 2. 9 AU and a
randomly oriented detection surface. The actual data collected for the
asteroid belt fly-through mission can be approximated by multiplying the
normalized data by the corresponding adjustment factor 2. 0 as determined
in Section III. For Mission 1 the corresponding value is 0. 145.
The analytical expression for the optimum PRF has not been
determined although several candidates were examined and discarded.
However, most cases of interest can be determined from Figure IV-6.
The optimum PRF indicated in Figure IV-6 results in the maximum
detected data for the specified set of parameters: average power, beamwidth,
nominal particle velocity, and number of scan positions. The dependence on
PRF is not very critical as can be seen from Figure IV-7 showing the
variation of detected data versus PRF. A f25-percent variation in PRF is
acceptable for the parameter values illustrated. Several parameters have
been held constant to arrive at the above curves. The influence that each of
th ,^ ,m has on the above results is discussed in the following paragraphs
The first radar parameter considered will be the number of
scan positions (SP) observed by the radar before returning to its initial beam.
position.
The total data detected was found to increase linearl y with an
increasing number of scan positions (SP) for small SP but flattened off and
asymptotically approached a constant value as SP was increased further.
This behavior is illustrated in Figure IV-8 for several meteoroid velocities
of interest. The values written below some of the points on the curve are the
corresponding optimum PRF values.
The asymptote is reached whenever 'the radar range Ril corres-
pondinging to unity probability of illumination is set equal to Rmax' Recall that
:h.
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Figure IV-8. Normalized Data Versus Number of Scan Positions
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Furthermore, since increasing the number of scan positions
increases the difficulty of constructing both the antenna and the beam-
pointing hardware, the lowest number consistent with achieving the asymptotic
data region is desirable. Note, too, that increasing SP requires a steadily
increasing PRF to achieve optimum data detection. Increasing the PRF
likewise increases the required rate of beam scanning since the maximum
data is detected when a single radar pulse is radiated at each location.
(This result is discussed below. ) Achieving the increased beam scanning
rate requires more rapid determination of the beam-pointing commands and,
hence, further complicates the radar system.
Because of the small increase in the data detected and the large
increase in beam steering complexity caused by selecting a large number of
scan positions, SP was selected to be SP = 50. Even so, for a near optimum
PRF of 20 kHz, the dwell time at each beam location is only 50 µsec so that
all beam-pointing computations must be completed rapidly. One observes
that an electronically scanned antenna is required.
The nominal particle velocity does not have a very strong influence.
on the desired number of scan positions as may be noted by reference to
Figure IV-8. The effect of particle velocity on the optimum PRF is much more
significant. This effect is illustrated in Figure IV-9 showing the optimum PRF
versus particle velocity. Note the linear increase of PRF with velocity and
also the dependence on average power.
Recall from Figure IV-8 that the optimum PRF also varied with
the number of scan positions, and generally increased nearly linearly with
increasing scan positions
I 'V
Ir
3.	 Effect of PRF on Meteoroid Detection Ranges
The influence of PRF on the ranges at which particles- are detested
may be determined by using the second analysis method as has been noted.
The results of this investigation are shown in Figure IV-10 for several PRF
values assuming fixed average power. The second curve (curve 2) employs a y
near optimum PRF while, curves l and 3 are selected to bracket this value.
Even though there is a wide disparity in PRF values, the total data detected
is insignificantly different for the three cases.
iNote the expected variation in the radar range at which detections	
-j
are made for the three cases The radar system of curve 1, which employs	 j
a 40-KC PRF, is very effective at near ranges but tails off quickly due to the
corresponding low peak power. The other two curves exchange PRF for peak
power (PT) to achieve the observed behavior. Curves 1 and 2 have several
radar ranges of analytical interest (Rmax and Rif ) labeled along the abscissa. 	 r
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Figure IV -9. Optimum: PRF Versus Particle Velocity
One word of caution: all curves of this type should be plotted in the form
of his tograms with OR = 200 meters. The continuous curve is plotted for
convenience in plotting and to minimize the illustrating clutter. Note, too, Y
that for long radar ranges a small detection advantage could be realized by	 I
using incoherent pulse integration. The multiple hit results are obtained
whenever a particle remains visible in a single beam long enough for all 50
scan positions to be examined prior to returning to the given location fora
second hit. The complications inherent in receiver construction necessary to
achieve the multiple hit re3ults would be inconsistent with the small advantage
obtained. For curve 1, the additional data detected with pulse integration is
less than 1 percent of the total. Since the twopulses integrated are separated
by 50 interpulse periods (assuming SP = 50), the receiver would require a
similarly xtended memos time with little resulting benefit.y	 Y	 g
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D. THE EFFECTS OF RADIATING MULTIPLE PULSES PER ANTENNA.
SCAN POSITION
One might also question the potential advantage of radiating multiple
pulses rather than a single pulse into each beam position prior to moving to
the next location. One major disadvantage of the multiple pulse design is the
resulting radar range measurement difficulties introduced by it. Since
multiple (two or more) pulses are radiated at each location, there is a basic
range ambiguity so that two targets separated by a range equal to the interpuls e
period cannot be uniquely located.
In addition, exact analysis of this case becomes more difficult. The
probability of meteoroid illumination which has previously been developed
is no longer applicable. A new probability of illumination would be required
wherein both single and multiple hits are accounted for.
An approximate analysis is illustrated below for the specific case of .
two pulses. The two-pulse system will be compared to the previously discussed
single-pulse-per-beam position system and shown to be slightly inferior.
The two systems are assumed to have the same average power, pulsewidths,
beamwidths, and number of scan positions. The double-pulse system employs
a ,PRF (say PRF 2 ) which is twice as large as the PRF of the single-pulse
system, labeled PRF 1 . Its peak power is thus half as large (PT2 = 1 /2 PT1)
to satisfy the constant average power constraint.
C
A schematic of the single-beam particle coverage of both systems is
shown in Figure IV-11 to illustrate the relative illumination capabilities
of each. The two-pulse system has several anomalous regions not seen in the
single-pulse system. These regions increase its relative coverage area. For .s
particles near the leading or trailing edges of the 'beam, only single-pulse
illumination is possible. Assuming particles arriving normal to the beam, Tt3
only the second pulse will illuminate those particles within f = v/PRF2
of the forward edge of the 3-dB antenna beam because they have not yet
entered the beam when the first pulse passes. These particles are missed
altogether by the single-pulse system. Similarly, those, particles within a ^	
1distance of ,f = -/ PRF2 of the back edge of the beam pass out of sight after , t
being illuminated by the first pulse alone. Note that the distance f is radar
range independent and that is is typically very small for the parameter values
of concern; for example,
v	 12, 000 m/ sf =	 _	 = 0. 3 mete rs
1
PRF2	TO, 000 p1s
s.
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The corresponding distance across the beam at R = Z00 meters for gar - 0. 5	 t
degrees is da 1.7 meters.
Note too from Figure IV-lla that double hit detection is impossible
for the two-pulse system for radar ranges greater than Rmax/2 since the
receiver is listening elsewhere when the second pulse returns.
The two hit coverage region is thus a small fraction of the total
region of illumination for the two-pulse system. The overallvolume illuminated
is slightly larger for the two-pulse system although the increase is utilized
less effectively than for the single-pulse system. The added area is about
35 percent at R 200 meters and decreases to 3.5 percent at 2000 meters.
The two hit region is smaller by identical amounts because of the like region.
near the trailing edge of the beam.
If one assumes the idealized case of coherent pulse integration
for the two-pulse system then the two hit returns will have the same energy,
and hence, the same value of detection probability as would be the case for
the single-pulse system employing twice the peak. power. The single-hit
detections for the two-pulse system will have half the value of signal-to-noise
ratio for similar ranges. This implies that the single-hit radar cross section
of the minimum detectable particles need be twice as large for the two-pulse
system to achieve equal detectability. The corresponding cumulative particle
distribution will thus be reduced to 76 percent of its equivalent double-pulse
value
'N (l pulse)D	
=
2-0-395 = 0. 76 sND (2 pulse)
for radar ranges less than R(a l = 1 224 X 10-5). For radar ranges greater
than this the cumulative particle distribution is only 44 percent of its former
value (2-1. 185 = 0.44) since the particle model is different for R ::-RI = R(vl).
The only advantage of the double.-pulse system over the single-pulse system r
is thus the slight increase in coverage area due to the strip of thickness k
at the leading edge of the beam. Countering this effect is a significant decrease
in the number of detectable particles for most of the region. An approximate
result incorporating these changes and assuming coherent -pulse integration J
is shown in Figure IV-12. Since the integral under the two curves is the r rimportant consideration, the single-pulse system can be observed to be slightly
better than the double-pulse system.
If noncoherent pulse integration were used, the single-pulse
-design would enjoy an even greater- advantage,
As was previously stated, the most important problem encountered
with the multiple pulse system is -caused by the radar range ambiguity
resulting from its use. This causes no problem with detection, but since
accurate radar range measurements are required for measuring both velocity
and particle radar cross section, the resulting ambiguity cannot be.-tolerated
during the measurement process
4-20
00
0
CO
0
0
0
^z
^v
3
l
Volume X
U.> 	 R U.	 N
an.avaitS aaavU)
4I ^
O O
r0
* w Q
W a l
U
'.
114
W
ZO ^i --
^-^+ k
W.J x D
Wa a^
/
A
J W W^ 0
(^'J
01
N
Z
p
!n
O W
S
}
E
Z
Vet
0
0 0 O ^z
x Z ++a
< 4?
bio bra
r
^ p
iI
0
r
R^ iz
A
p0
td a
N
U
H
U
p
C.
O fV
^	 ^^
b0
N
0 WO
•-	 •- •-	 •- C	 O	 O 0 N
01
OOi1N3W3kJONI 39N` H U313W OOZ
U3d a3103130 S3 -101.LUVd ,40 U38wnN %14.101
4-21
V olur -,I
Because of the range measurement difficulties and the slight
detection disadvantage realized under ideal circumstances, the single-pulse-
per-beam position system is the preferred design.
L. INFLUENCE OF THE CUMULATIVE PARTICLE FLUX DISTRIBUTION
MODEL ON THE DETECTION RESULTS
The detection results previously discussed have assumed the meteoroid
cumulative particle distribution model as specified in the statement of work
and reproduced in Section II. This same model, when translated from meteoroid
mass dependence to radar cross -section dependence as developed in Section II,
was assumed in all previously reported detection results;
This subsection will discuss the effects in detection capability changes
induced by altering the nominal particle model. Two perturbations from the
nominal model were considered by varying the slope of the nominal cumulative
particle distribution. by --10 percent and +10 percent to yield the two additional
models. For both alternative models, the original mass -dependent cumulative
particle flux was set equal to that observed with the nominal model for a
particle mass (value) corresponding to the optical region/Rayleigh region
breakpoint. This convention was used to select the model intercept values
fo;c, the three cases.
The same transformation from mass to radar cross section as discussed,
in Section II was then applied to the two new models to obtain a total of three 	 }
different models relating the cumulative particle distribution to radar cross
section.
The effect that each of the two new models had on the number of detected
particles as functions of radar cross section and range was then investigated
lasing the two detection analysis programs previously discussed. The same,
radar, design was assumed for all three cases
The results of these i,,:vestigations are i,_lustrated in Figures
IV-13 and IV-14. The first result shows the sight change which results in
the histogram illustrating the number ! of detected particles versus radar
cross-section increments. Only a slight change is observed for models 	 1=
1, 2, 3, the nominal model, the lower slope model, and the higher slope
model, respectively.{
A similar result showing the radar range dependence of detected
parti :les is illustrated in Figure IV..14.
One can observe that ±10 percent changes in model's lope have a minimal
effect on the detection results obtained with a given radar. Model intercept
changes would be much more significant absolutely, but of small relative
importance in optimizing the radar design. The L umber detected would vary
greatly with intercept changes but how be,`st ' to detect them would not.
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f	 F. RADAR SYSTEM REQUIREMENTS FOR A SYSTEM DESIGNED TO
DETECT 1000 METEOROIDS PER YEAR
A brief description is givon of typical radar parameters which could
be employed in a radar dosigned to detect 1000 meteoroids per year.
It is assumed that the spacecraft will follow the Mission 2 trajectory,
the asteroid belt fly-through mission. The tots: data •detected in the one-year
mission may thus be estimated to be twice as large as the normalized data
shown in the results of Subsection IV. C. 2.
A symmetrical 0. 1 X 0. 1 degree scanned antenna beam will be
employed. From Figure IV-5 the average radiated power required to detect
500 (normalized) particles may be seen to be PAVG = 800 watts. The
corresponding optimum PRF, assuming 50 scan positions (SP = 50), may be
read from Figure IV-b. The result is PRF = 2, 25K pps. Assuming a 0. 5-
microsecond pulsewidth would result in a peak radiated power of PT = 0. 7
megawatts, a formidable value..
Presuming that the overall system power conversion efficiency is
20 percent results in a 4-kilowatt prime power requirement for the radar
system. No further design was considered for the above system for rather
obvious reasons
he above result is probably pessimistic since the choice E5P 50 is
no doubt much too low for a narrow beam high power system. Because of the
low value of PRF, the number of scan positions could easily be increased to
SP = 150 without unduly complicating systc-= fabrication.
The system optimization previously discusse d was not oriented toward
	
^h. J
such a high power system so that appropriate optimization would undoubtedly
reduce the average power requirement and perhaps slightly alter the PRF
5 election.
However, it should also be noted that no two-beam provision for ^^
velocity measurement has been assumed for the above discussion. Results
for the 50-watt system showed that equal po v,Yer division between two beams
reduced the number of particles detected about; 40 percent. T:^,ius, for a. system
capable of velJcity measurement,, the two effects would 1,e In Opposition.
N,	 The above result is expected to be -a reasonable estimate of the required radar
capabilities. As such; it shows a 1000-particle detection system to be unfeasible
in the near futur e.
_I
G. RECEIVER NOISE IT'IGURE ArT) EXTERNAL NOI;^ 2: SOURCES IN THE
SPACE' ENVIRONMENT
Calculations of receiver performance in the previous sections have
assumed ,a constant receiver noise figure of 10 dB. This subsection serves
to justify that assumption as being a reasonable choice. The 10-dB figure has
been selected tQ be slightly conservative since several other miscellaneous loss
figures have been optimistically treated.
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The receiver noise is almost
entirely due to sources within the
radar. External noise :sources at
15 GHz have an insignificant effect
on the resulting receiver noise.
The receiver assumes a relatively
standard but noisy form having a
mixer diode at the front end. The
effective noise temperature of the
system is largely determined by the
mixer.
Figure IV-15 identifies the
flow of noise power through the
system.
Assuming a typical receiver
end-of-life noise figure F of 7 dB
and a receiver temperature
TAR = 290°K, the noise contribution
of the receiver referred to the
receiver input woald be given by
Ti
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•	
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•	 LOSS,LR
	
•	 E
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ANTENNA
Tj EFFECTIVE RADIATING TEMPERATURES OFEXTERNAL NOISE SOURCES
TAL AMBIENT TEMPERATURE OF FEED STRUCTURIt
PLUMBING
TAR AMBIENT TEMPERATURE OF RECEIVER
70401
Figure IV-15. Noise Temperature
Equivalent Receiver
"V
}
Te (R-1) 290'K = 4(290) = 1160°K
Assuming transmission "losses of 3 dB from receiver to the array feed
structure (including waveguide, TR switches, and directional couplers)
results in a receiver noise temperature, referenced to the antenna terminals
as given below.
ZrTe 2320°K
For a feed structure at an average temperature TAL = 230°K, the noise
contribution of the plumbing, some of which is outside the spacecraft body,
may be estimated to be
r
Tt =-TAL(Lr"1) = 230°K w,	 1
External noise sources contribute very little compared to the above
two contributions. A representative worst case cosmic noise temperature
of 0. 2°K may be observed at 15 GHz from Figure 4 of Pratt's article. 1
The only other noise sources of significance are point sources such as the
H. J. Pratt, '-'Propagation, Noise, and General Systems Considerations
" IRE Trans. Comm. S stem.	 -in Earth-:Space Communications,	 ): t s, Vol. CS-8,
No. 4, December 1960.
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sun, planets, and various extragalaxy radio noise sources. None of these
contribute much when compared to the internal noise.
Consider the sun as an example. Assume that the antenna is idealized
so that all sidelobes and backlobes are at most 15 dB down. The 4n solid
angle can then be divided into 32 segments, each of solid angle Qa . The
mainbeam segment intercepts 32/63 of the total received power, and 2 acts.of the other 31 segments intercepts 1/63 of the total receiver power.
The average temperature in the backlobe containing the sun may now be
estimated. Since the sun subtends a very small solid angle St s , the average
temperature over the solid angle segment S2 a containing it is just slightly
greater than the cosmic noise temperature of 0. 2 °K. The sun subtends only
one segment out of 2. 42 X 10 6 segments in the region Q a . The average
temperature across Q a may be determined as 0. 214°K.
The overall influence of such sources is minimal so long as they do
not appear in the antenna mainbeam. Even if such sources (other than the
sun) appear in the mainbeam, the effect is negligible. For example, Jupiter
has an effective temperature of 150°K at 10 GHz. 3 Assuming it to be identical
at 15 GHz and pessimistically assuming Jupiter subtends the entire 0. 5
X 0. 5 degree mainbeam antenna angle (which, it does not do) -Adds only 150°K
to the above contributions The total noise temperature is thus bounded in
the range
2;x•50c K c T N --- 2700'K
where the upper limit is a very pessimistic result. The 10-dB noise figure
assumed in the previous calculations may be seen to He within this range.
Using the concept of effective noise temperatures, a 10-dB receiver noise
figure (related to T o
 290° K) has an effective noise temperature of
T	 /7-1 IT = 4 X ?. q n = 2 ,I OOK
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1=f. EXPECTED DYNAMIC RANGE OF METEOROID RADAR RETURNS
The dynamic range of power returns from the various detectable
particles will prove of value in Volume II, Design of the Selected Radar.
Power range is important because the receiver must be linear over the full
range of returned signal strengths; accurate measurement of radar cross-
section forces this requirement on the radar system.
The dynamic range of detectable particle radar cross sections may
easily be deduced by reference to Figures IV-3 and 111 - 6. From Figure IV -3
one observes that the minimum detectable particle at near ranges for the
25-watt system is about 10- 9 square meters. The results of Figure III-6 can
then be employed to show that an insignificant number of particles having i'x
radar cross section less than 10- 8 square meters or greater than 10-3
square meters will be observed at any observable radar range. Also, note
that Figure IV-6 refers to a 50-watt system so that the two-beam, 25-watt
per beam system considered in Volume II will detect even fewer large cross-
section particles; about half of the 10-3 figure would be a valid estimate.
Bence, the estimated dynamic range of particle cross section is about 50 dB.
Since radar cross section is linearly related to received signal power, an
identical value results for the dynamic range of received signal power. The
50-dB value is thus used to determine the linear range required by the system
described in Volume IL
Note that radar range has explicitly (and correctly) been removed from
consideration since it only influences where the particles may be detested.
The influence of radar range on received signal power is reflected in what size
particles can be seen at a particular range. The largest dynamic range in
detectable cross- section dynamic range obviously occurs at near ranges.
O
t
t.	 CW RADAR CONSIDERATIONS E
A continuous wave (CW) radar system has also been investigated for
use' as -a meteoroid detection and measurement instrument. It has been shown 3z
that it is also possible to measure particle velocity with a CW radar by j
measuring the radial velocity and two position locating angles at each of a Y
pair of locations. This result is demonstrated in Appendix I. +
However, it is not possible to uniquely measure radar range and, hence, j
not possible to measure radar cross section with a purely CW radar. , To
measure range requires modulating the CW signal. Any signal modulation
applied to the CW signal increases the detection_ bandwidth and thus defeats
part of the detection advantage realized with _a CW system. To attain range
resolution equal to that of the pulse system requires essentially the same
signal bandwidth and, hence, degrades the detection advantage until both
systems are essentially equivalent.
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Figure IV-16. Particle Trajectory Representation
The system requirement for measuring radar cross section makes
the CW system largely inapplicable.
HoweveiL4 , it is possible to improve detection performance for a single
unscanned beam by using a C 	 system. The advantage is realized through
the decreased detection bandwidths resulting from longer target illumination.
The potential CW system advantage for a single-beam geometry is discussed
below (assuming range measurements are not to be made).
For a CW radar sVstem, several changes are required vis-a-vis the
-previously discus.sed pulse system. Since the transmitted and received
signals are present simultaneously, the particle trajectory-beam orientation
geometry must be designed to provide a nominal doppler shift in the return
signal. The nominal doppler offset is used to separate the received and
transmitted signals. The degree of signal sepaAration possible with a single
pencil beam may be determined from the trajectory geometry and particle
velocity. With reference to Figure IV-16, the particle crosses the antenna
beam with velocity v and at angle Ewith respect to the antenna boresight. The
radial (doppler) velocity at points pl,-,_ P2 , and p are correspondingly
4-29
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vr l = v cos(E—a/2)
yr =v Cos E
vr 2 = v cos(c+a/2)
where of is the antenna 3-dB beamwidth. The doppler frequency shift at each
of the points is given by
fd1 _ 2 v cos(E -01/2)X
2 v cos Efd =	 A
f _ 2 v %cos(E+a/2)d2	X
Assuming h= 0. 02 meters and E = 0 degree (particle velocity along
boresight), the inaximum achievable doppler shifts for particle velocities
of 8, 12, and 16 kilometers per second are 0. 8, 1. 2, and 1.6 MHz,
respectively. For the more useful case of a nonzero intercept angle, these
values would be reduced in proportion to COs E. For E = 60 degrees, the receiver
must be capable of separating returned signal bands near 15, 000. 4, 15, 000.6,
and 15, 000. 8 MHz from the transmitted 15, 000.-MHz signal. This is certainly
possible with a standard doppler radar system configuration such as is
illustrated in Figure IV-17 This system employs a local oscillator
frequency which is arranged to block the transmitted signal by translating
it to a zero beat frequency. The input to the filter bank would thus be the
frequency bands near 0. 8, 1 2, and 1. 6 MHz for E = 60 degrees at each of the
appropriate Mission 2 .orbit locations.
The bandwidths of the individual doppler filters (and, hence, the detection.
capabilities of the system) are determined primarily by the time the particle
spends in the beam and the variation of the doppler frequency as the particle
traverses the beam. The variation in doppler frequency which is experienced
by ,a particle traversing the beam, from edge to edge is Ofd = fdl - fd2. For
small beamwidths (c&--8 degrees) the change in doppler across the beam is
i
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For e = 60 degrees, X = 0. 02 meters, a 0. 5 degree, and v = 12, 000
m/s, the doppler change experienced i-x crossing the beam is about 9 kHz.
For the assumed narrow beam geometry, the rate of change of doppler
is also essentially linear across the beam as can be seen from Figure IV-18 	 s
where the relative doppler velocity is shown for several values of c.
Because the received frequency varies with time, the doppler filters
comprising the filter bank must not be made too narrow or the received
signal will move across the filter bandwidth too rapidly for the filter to
respond and detection will be impossible. In general, one would require that
the time in the beamwidth be the reciprocal of the filter buildup time. This
would optimize the detection range, thus ensuring the detection of the
maximum number of particles. Unfortunately, the large variation in particle
illumination times for varying radar ranges and particle velocities prohibits
an exact match for all potential particles.
For any arbitrary, but known, particle trajectory and velocity, the
time in the antenna beamwidth can be found with the aid of Figure IV-1$. Let
Rd represent the particle detection range and A be the distance the particle
travels in the beam. Then from the figure, one notes
Rd
	A
sin(18'0 0 a/2 - c	 sin a
3
But since tB = A/v, the time in the beam may be expressed:
Ra a
B ^ v a/2 cos c + sin E
z
Setting the particle illumination time equal to the inverse doppler
change 1/Ofd results in a determination of the minimum range RAf at which
full advantage may be taken of a doppler filter having bandwidth d^
Afd . Thus, setting tB = '/Ofd, one can solve for the radar range RA fd . For the
case of v 12, 000 m/s and c 60 degrees
RAfd = 132 meters.
A filter of 9-kHz bandwidth is thus matched to any 12, 000 m/s particle
traversing_' the beam at Rpfd = 132 meters and at angle a near 60 degrees. 	 !,1
The detection advantage of a radar noise bandwidth of ,9 kHz compared
to the 2. 2-MHz bandwidth of the pulsed system is significant. The energy
returned from the pulsed radar, say Ep, 3 
would be proportional to the ulse
width and peak power E  (-j PT' PW = 5X10 X 0. 5 X 10 -6 2. 5 X 1.0 -3 .The CW
system returns an energy. E CW proportional to average power and the time
in the beam PAVG • tB, i. e., E CW r%J 50(l. 11 X 10-4) = 5. 5 X 10-3. Thus, at i
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Figure IV-18. Particle Doppler History
RAfd the CW system enjoys a 3-dB energy-to-noise density ratio advani:age
over the pulse system (as•suming all other radar system, noise, and particle
parameters are equivalent). This implies that the CW system can detect the
same sized particle at a radar range 4 2 = 1.19 times greater than the
equivalent pulsed system. The detection area which is proportional to theq	 P	 y	 (	  p	 I
product
 of sin a and radar range squared) for the CW system is thus about
1.-4(sin p ) = 1.05 times greater than that of the pulsed system, implying a
small advantage for the CW system at the above radar range. The advantage
increases with increasing range as is shown below.
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Also note that the time required to traverse the beam, and hence, to
experience the 9-kHz change in doppler, increases linearly with radar range.
'This permits the use of two half-bandwidth (4.5 kHz) filters for 12, 000 m/s
particles traversing the beam at 4 (1 = 528 meters, resulting in one-half'
the noise bandwidth of the previous filter;, -The process of halving the filter
bandwidth for improved detectability of particles traversing the beam at four
times the indicated radar range can be continued until frequency stability
limitations or increasing receiver complexity become dominant. For each
such increase, the CW system's noise advantage is increased by roughly 3 dB.
The CW system would thus have an increasing detection advantage at the
longer ranges. The receiver Structure necessary to achieve these gains would
be extremely complex since it requires a filter tree wherein each filter is
followed by both a detector and another pair of half-bandwidth filters. A
receiver of this type is illustrated schematically in Figure IV-19 to show the
c%a Pl xiLy. The relative filter bandwidths are shown in Figure IV-20.
The above discussion has assumed that all particles arrive with a
velocity of nearly 12, 000 m/sec at the stated ranges and at an angle a 60
degrees. Other velocities will require additional filter banks having (ideally)
' somewhat different. bandwidths. The filter mismatch loss for doppler velocities
	
l	 from 8 to 16 kilometers per second caused by simply extending the above filter
bank over a wider frequency range would be acceptable. Detections at inter-
mediate  ranges would also experience an acceptable degradation of up to 3 dB.
However, the variation of the nominal center frequency of the received
signal for particles of varying velocity would require filters, across the
entire 0. 4 to 1. 6-MHz frequency band for Mission 2. Contiguous coverage
	
r	 with just the first level bank of 9-kHz filters would require 132 separate filters.
Each additional level of filtering would double ` the number of filters in the previous
e , level.
	
it
	 Construction of this type of receiver would require a large amount of
	
i	 equipment and, hence; weight, prime power, and volume.' Because of the
equipment complexity and the range measuring difficulties, the CW radar system
was eliminated early in the study and emphasis placed in optimizing the. pulsed
system. These results have previously been discussed.]Y	 p	 Y
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SECTION V I
MEASUREMENT ANALYSIS
A. GENERAL
The radar being considered must measure several characteristics of
the meteoroids detected as well as performing the detection previously
discussed. The particle properties of interest are size, orbit parameters,
and composition.
s
The parameters measured by the pulsed radar system are radar
range from the spacecraft to the particle, azimuth and elevation angles
relative to the spacecraft coordinate :system at the time of detection, the
time at which a detection is made, and the amplitude of the returned signal.
Radar observations mwd,(d of a meteoroid from a satellite are power
limited to a range which is small compared with the distance from the
meteoroid to the sun. The meteoroid may thus be assumed to be at the saute .'
location as the observing satellite for orbit measurement purposes. The
coordinates of the satellite are well known so that three of the six required
quantities are specified. If the radar observations can be made to provide
velocity information relative to the spacecraft, the velocity of the particles
Y
may be determined since the spa.cecraft'si velocity is well known.
Since meteoroid velocity is essentially constant in magnitude and
direction during the time period when measurements may be made, the mea-
surement of the meteoroid position at two points in space (relative to the
spacecraft), and the time between the two position measurements, provide a
sufficient set of information. These measurements will be made by deter-
mining the range, elevation, and azimuth angles of two points along the particle
trajectory. Several alternate sets ofmeasurements could have been used.
One such choice is range, range rate, and azimuth and elevation angles at
one point and range, doppler velocity and one angle at a second point. These
measurements,_ plus the time between measurements, are also a sufficient set.
A third technique is described` in Appendix I. The method considered in this
section is the first of these (range and two anglesat each of two points)
since it is consistent with the pulse detection system selected in the previous
section. The other methods would require a different type of radar system.
Determination of the meteoroid orbit is thus limited to determining
the particle
	
(vector) velocity relative to the spacecraft. Brief mention is
also made of the inaccuracies in our knowledge of the 'spacecraft location,,
velocity, and orientation although these errors are negligible compared to
the above measurement errors.
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Particle size cannot be directly measured by the radar and can only
be indirectly inferred from other measurements via a theoretical model
such as the one discussed in Section II. The most direct indication of size
- -end the one of primary concern in this report is the radar cross section of
the particle. Radar cross section may be directly estimated from measure-
ments made by the radar. It is related to the size of the particle but
unfortunately also depends upon object shape, surface characteristics, com-
position, and several characteristics of the illuminating waveform. Even
with these complicating factors it is the most useful measure of particle
size which can be made with a radar system.
Independent radar cross-section (RCS) measurements can be made for
each particle detection. A single antenna beam could be used. The RCS is
determined indirectly from measurements of signal amplitude, target radar
range, and intrabeam antenna detection angles if available. This section
considers the accuracies attainable both with and without angular
measurements.
0
V
Particle vector velocity can be directly determined from two
independent detections of the same particle. These two (or more) detections
may be made within a single beam if intrabeam angular measurements are
made, or, alternatively, they may be made at two different beam locations.
Single-beam velocity measurements require both range measurements and
some type of intrabeam two-plane angle men .suring technique such as mono -
pulse  or conical scan to uniquely locate the. two detection points in three-
space. The elapsed clock time between the two measurements is also
required.
By using two independent narrow antenna beams separated by several
antenna beamwidths, the need for monopulse techniques is avoided and mea-
surement accuracy is improved. The accuracy of both techniques is
considered.
The deter
	 ation of the various error expressions is m,athemat'-,ically
,quite complex and is included, in Appendix H. The results of this work gxe
reported below with curves expressing the results in easily usable form.
Subsection B discusses radar Gross-section measurement errors, and sub-
section C considers velocity measurement errors. Subsection D briefly con-
siders meteoroid composition measurement problems.
	 t
B. RADAR CROSS-SECTION MEASUREMENT ERRORS	 Q^	 ^
f
1.	 Intrabeam Angle Measurements-Amplitude Monopulsc-.
The potential errors introduced into the measurement of radar
cross section can be observed from the radar range equation given below.
5-2
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(4 )3 k T B 1qr Ls l S R2
Q	 =	 t	 (5-1)
PA'VG >L N G o t 	cos8(1. 18A)
Most of the above terms have been previously defined. Of the other, Ls
represents miscellaneous losses otherwise unaccounted for, A represents the
relative off-boresight angle in fractions of a baamwidth, Go represents the
antenna boresight power gain, cos g (• ) is an idealized two-way antenna pattern,
N is the noise power, and S is the signal power. The terms inside the braces
are generally considered to be constant but may vary considerably with time,
temperature, and other disturbances encountered in a normal space environ-
ment. It is possible to overcome the ill effects these variations have on the
measur,:ment of the radar cross section by use of a noise automatic gain
control (NAGC) to fold the noise (N) constant and an inserted calibration
signal to calibrate the remaining variation inside the braces. The parameters
measured by the radar are radar range R, signal power S, and intrabeam
detection angle A. The effect of not measuring A is also considered. Errors
in the accuracy of these measurements influence the accuracy of the radar
cross-section measurement.
The relative error in RCS due to errors in these measured 	 r
quantities is derived in Appendix H. This result assumes that a two-plane
dell amplitude monopulse angle measurement is used to determine A. The
notation vZ represents the variance in the cross-section measurement. The
square of the'particle radar cross section is denoted by Q 2 . Both are standard	 {
notations but the reader is alerted to the potential confusion. The ratio
expressed below is a measure of the relativeerror, experienced in measuring
the RCS; namely
6	 4tr2 7.99 tan 2
 (l. 18 A) +	 r	 + 1	 (5-2)G2	 (SIN) 
In this expression tr and Rare measured in identical units. l As an aid to
understanding the contribution of each term, Equation (5-2) will be investigated
for A=O and for A assuming any value. For a matched system with high
skirt selectivity, the rise time (tr) is approximately equal to the reciprocal
of the bandwidth and the bandwidth pulsewidth product is approximately equal
to unity. Thus, the rise time is approximately equal to the pulsewidth and at
A=0 Equation (5-2) can be written as
4 ,r •	 1/ 22 206	 a (S/N) 1 + ^t2 (5-3)0 -
_ a
or R in meters, tr in seconds, tr = ctr where c = 3 X 108m/s.
<j
5-3
.,-	 ixr 	 ... <v
-
t
^ 3 = . .tiffc.rmr "^a^,Yi4L(i'L.	 ,.	 uF	 ^	 Vii.-a. 	 u 3	 n ..	 _A	 ..:'..,.a_ ,.,	 wras ayew	 AY.^. ^' __	 ai^'"L^:"	 dar 	 Fnst	 _avL-...	 meaa2]i-	 armt.`d 	a.. 	 ..r.
P1
Volume I ;.
where r/R 7,s unity ( ,T, represents the pulsewidth in meters). This equation
has been plotted in Figure V-1 to show the expected standard deviation at {
the maximum detection range. The signal-to-noise ratio must be approxi-
inately 40 to detect the particle. This gives an error of 21 percent for
larger particles since T/R .---<1, and an error of 50 percent for the smallest
N	 '^	 s	 rdetectable particle T /R = 1. As a specific sized particle approaches the 	 a^^sr. '
at a range much closer than its maximum detection range, the error will
decrease. If the particle were at half the maximum detection range the signal-
to-noise would increase by a factor of 16 and the error would be reduced by ;:
• factor between two and four, depending upon the ratio T/R. This ratio has F
• typical range of 0. 75 <_ T/R-O. 02 for the optimum 50-watt system described
in the previous section. The	 most probable value is T/R = 0. 06. '' g
F.
Assuming that a 10-percent error is desired for the measurement
of radar' cross section, the required signal-to-noise power versus the -r/R.
ratio at A=0 is plotted in Figure V-2. This plot shows that the minimum
signal-to-noise power ratio must be (200)/(40) = 5 times the signal-to-noise
ratio necessary for detection to attain the -10-percent accuracy.
The other term in Equation ( 5-2) is dependent upon the position
in the beam at which the measurement was made due to the angular dependenceg	 P r
of the monopulse accuracy. It was assumed zero for the above results. More l
generally, it is given by
.f
r.
i
00 	 _ 4 tan (1. 18A):5-4)
a	 (SIN) 1 /2
This has been plotted in Figure V -3. It is interesting to note that for A=0. 5,
a	 and Qo	 have approximately the same numerical value and add equally60 4
to the overall standard derivation. Once the system parameters hswe been 
p	 on can be found by reading the separates ecified the total. standard deviati
z
values from the curves and using
^
1/2
2	 2
a	 QQ0	 + 6QQ
As an example, consider }he particular value T/R = 0. 08 which corresponds
to the peak of the incremental data versus radar range curve. Selecting
SIN = 40 and A = 0. 3 and employing Figures V-1 and V-3 results in a relative
-RCS error of about 31 percent.
I
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2.	 No Intrabaam'Angle Measurements
f
The above results represent the relative radar cross-section.
error provided that amplitude monopulse is used to locate the position within
the antenna pattern where the measurement was made. This measurement is
useful because it permits the actual antenna gain at the measurement locationY
to be estimated and its effect removed from the radar cross-section estimate.
Because it is difficult to measure intrabeam angles without
significantly complicating the radar system, the errors introduced by choos-
ing not to measure detection angles were also considered. The RCS mea-
surement error due to the unknown antenna gain is now a deterministic value.
The only random variable is the location at which detections, and hence RCS
measurements, are made. Several attempts were made to develop a prob-
ability distribution representative of the angular locations at which RCS
measurements would be made. No such model was found, so the rms error
in the RCS due to an unknown antenna gain could not be found. If one could
determine such a probability distribution it would be possible to select the
nominal value of antenna gain used in all RCS computations so as to minimize
the rms error (as well as to determine its value).
The RCS measurement error experienced at an arbitrary beam
location A caused by selecting a particular value of antenna gain for com-
puting the RCS is discussed below. Recall that the radar cross section is
given by
K R4 SQ	
cos (1. 180)
-If we knew the angle 0 at which the measurement was made (for instance,
pa ), and K, R, and S were known, we could calculate the actual- cross
section as
0
4
^ F (4
1
'R
Y
iF
f^
r
.k
Volume I
The error in cross section (Aa) caused by employing; an erroneous gain
figure is given by I oa-- om I and the normalized bias error (Aa/v) is
A G
	
Ooa_ Gm I
ea .	
Qa
or
Ov	 cos8 (1. 1 8Aa)
Qa	 1 cos 8 (1. 18AM)
If we now specify that the value of the error Acs /aa should be equal for
Aa = 0 and Da = 0. 5, the value for Am is found to be 0.293. The graph of
Av /Qa is shown in Figure V-4 for Om = 0. 293. Note that if the particle is at
exactly beam center when it is illuminated, the error in cross section due
only to the unknown angle would be 63 percent, An identical error would
occur at beam edge.
The total error in cross section with leading; ddge ranging is
therefore
a	 4 2	
1/2
Q 
_ OQ	 2	 T
a	
Q f
	 SIN 1	 R2 1
with the first term representing a beam position-dependent bias error and
the second term the random error previos..oly discussed. 	 s
If one believed (as seems reasonable) that more RCS measure-
ments would be made near boresight than at beam edge-, then Am should be	 t
selected to be less than Am = 0. 293 to reduce the bias errors occurring near
beam center. Doing so would reduce the errors near boresight at the expense
of increased errors near beam edge. Such a curve is shown in Figure V-4
for Am = 0. 2. This particular choice would result in a bias error no greater
than 32 percent for A :5 0. 3. For the example previously consiciered, A = U. 3,
SIN =40
	
and T/R=0.08, the total relative error would be (0.32 	 0.23) X
100 percent.
C.	 METEOROID VELOCITY MEASUREMENT ERRORS
It
1.	 Single Antenna Beam Using Amplitude Monopulse
The first velocity measurement method considered measures
range and two angles at each of two points within a single antenna beam, 	 x
^
J^J
1
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A two-axis amplitude monopulse angle measuring system is assumed. Recall
from Section III that narrow antenna beams are highly advantageous for
increasing the number of particles detected. Unfortunately, narrow beams
are undesirable for measuring velocity accurately since the potential separa-
tion between the two measurements decreases with the beamwidth. This con.-
flict of interest results in large velocity measurement errors for an efficient
single-beam particle detection system.
This result may be observed by referring to Figure V-5 which
presents data derived in Appendix H. A family of curves are plotted for
several values of the dimensionless parameter T/Ra. Note that T is once
again measured in meters. (If R is measured in meters, T' in seconds, then
T = cT^ where c 3 X10 8 m/s. ) The range of values applicable to the par-
ameter (T/Ra) for the optimum 50-watt system described in Sections III and
IV is roughly 4 -- (T/Ra) - 50. The peak data occurs at (T/Ra) = 6. 9. One can
see that a large velocity error would result from using a single narrow
antenna beam. A very large signal-to-noise ratio would be required to
achieve even a modest velocity measurement accuracy.
To a large degree the poor results are caused by the close
proximity of the two measurements used to determine velocity. The narrow
beam antenna advantageous for detection is in direct conflict with the desire
to increase measurement accuracy by increasing the separation between
measurements.
2.	 Two Beams Using No Intrabeam Angle Measurements
A two-beam system wherein the particle is observed in two
narrow beams separated by several beamwidths is one possible way to improve
the velocity estimation accuracy. Since we are assuming no intrabeam angle
measuring equipment, the angular errors will be larger for thcl same beam-
width than those of the previous system. However, by separating the two
beams sufficiently this error can be minimized and the overall result
improved significantly.
t
'1
The particle velocity measurement accuracy depends strongly
upon beam separation. If the particle beam crossing angle is limited to 90
degrees f 20 degrees with respect to boresight (this assumption is supported 	 41
t in Section II), then the distance the particle travels between the two beams is
given by R9s, where R is the range to the particle and 0 S is the angular
separation in radians between the beam centers. This assumes that 9s, :5 10
t degrees for 2-percent accuracy. Consequently, from Equation ( H - 1.8) ofAppendix H, the relative speed error may be written
QVt 2 - 1
	
2aR 2+ 4Q 2:vim - e 2	 R2	 a
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where again the computation of va, the standard deviation of angular position
errors, would be most complex. However, from the characteristics of thep	 j
antenna beam pattern cos8 (1. 180), we can assume pessimistically that
Qa will be equal' to 0. 3a whore  a is the antenna 3-dB beamwidth. Then,
assuming the use of leading edge ranging
i
rV 2	 t
"	 ^'• - 
1	 T	 + 0.36a2
V2	 0 2 RZ (SIN) cos $ (1. 18A)
s
This function is plotted in Figures V -6 and V-7 for separate conditions. Note
that when the dimensionless rlR ratio is 10- 1 and es = 10 degrees, the error
in the velocity magnitude is 10 percent at a signal-to-noise of 40. However,
when r/R 10 -2 and the other parameters are the same, the error is 3
percent. The range of values assumed by the parameter (7/R) for the optimum
50-watt detection system of Section III is roughly
0. 038
	
(7/R) -- 0. 5
with most data being detected in the region where (T/R) = 0.06. Thus, for
SIN = 40 and 9s = 10 degrees, all particles detected in both beams meet the
10-percent velocity accuracy goal.
It is readily :apparent that the two-beam system is superior for
measuring velocity and that the radar system designed for optimum detection
will achieve the desired 10 -percent accuracy goal for the large majority of
particles detected. Achieving the 10-percent goal will require beam separa-
tions on the order of 10 degrees for antenna_ bearnwidths on the order of 0. 5
degree. This design has been selected for use with the scanned pencil beam
detection system described in the last section. To provide separate detec-
tions in each of two beams separated by 10 degrees requires the use of a
pair of scanned pencil beams with the scan planes separated by a 10-degree
included angle.
I1__1.
i	 I
(I3:	 Velocity Direction Error Considerations
The above discussion has been Limited to a discussion of the
measurement accuracy resulting from a computation of velocity magnitude.
It is also necessary to measure the vector velocity as has been indicated.
The proposed two-beam system provides all information necessary for this
purpose, Several methods are available for converting radar measurement
errors into the resulting direction errors applicable to the description of the
velocity vector. The form of the error expressions depend upon the form of
the velocity description desired. The approach taken in Appendix H has been
to determine the accuracies resulting in a computation of the three direction
cosines describing the velocity vector in the spacecraft coordinate system.
i
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The results of this work are difficult to interpret in a way which yields a single
value which is representative of the angular accuracy of the estimated velocity
vector.
A result which is more simply interpreted in terms of a single
number representative of the angular error is included below. From the
Appert.dix H, one can determine the standard deviation of the sum of the rela-
tive velocity errors along the three coordinate axes, namely
vv = Q2 _+ av + awt	 vx	 y	 z
The error standard deviation aVt can be considered as the
magnitude of a representative error vector of unspecified orientation. By
considering it to be oriented normal to the true velocity v, an approximate
worst case angle standard deviation ae can be determined. The above
geometry is illustrated in Figure V-8. From the figure it is apparent that
av
a() 	 tan- 1 (t)
va
Note that the argument of tan-1 ( ) is just the relative velocity magnitude
error given in Figure V -7. A, curve of ae is given in the figure for appropriate
values of the argument. Worst case angular errors for the scanned pencil
beam system will be less than 15 degrees as may be noted by a comparison.
of Figure V-8 and V-7.
D. EVALUATION OF UNCERTAINTY IN METEOROID ORBIT PARAMETERS
AS A_RESULT OF SPACECRAFT A'T'TITUDE AND ORBITAL
UNCERTAINTIES
i
0
A
As was previously stated, it is desired that the meteoroid radar system	 r
measure enough information to determine the heliocentric orbital parameters
of meteroids which pa p s through the radar beams, The' observed dynamic
properties of a meteoroid would consist of range and direction of motion in a
coordinate system which is fixed with respect to the scanning radar beam.
Knowledge of the programmed radar scan pattern allows a transformation of
observable data into a coordinate system that is fired to the 'spacecraft. Thisy
transformation would be performed on the spacecraft and then transmitted to
earth tracking stations. The data is then transformed into a coordinate system
fixed to the surface of the earth using knowledge of the spacecraft orbit as
received from tracking and knowledge of spacecraft angular motion
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Figure
 V-8 Particle Velocity Angular Errors
In essence, further mathematical transformation is madeto an earth
centered coordinate system knowing tracking station position and velocity
relative to the earth's center, and then finally using earth emphemerides
to a heliocentric system. These transformations are summarized below,
.-,	
1
(1) Radar Beam fixed to S / C fixed
(2) Spacecraft fixed to earth surface fixed
(3) Earth surface fixed to earth center fixed.
(4) Earth center fixed to sun center fixed.
Imperfect knowledge- of the motion of any coordinate system involved in
these transformations will lead to errors- and uncertainty in the meteoroid
orbit parameters.
Errors in transformation (1) have been discussed previously, and )
little control may be exercised over uncertainties in transformations (3_) and
(4). The 'major error in the transformation from earth surface to earth
center is due to position uncertainty of the tracking station. The magnitude
of this uncertainty is on the order of 100 meters and is expected, to be
reduced by an order of magnitude' in the near future. The transformation from
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an earth-centered to a sun-centered system involves knowledge of the earth's	 S
heliocentric motion which is expressed in terms of the astronomical unit
(AU). The uncertainty in this quantity is estimated to be as high as 1000 kilo-
meters, This error is also expected to be reduced as more deep space probe
tracking data becomes available.
The major potential source of error appears to be in the transformation
from the spacecraft fixed to earth surface fixed coordinate system. First,
this requires knowledge of the angular motion of the spacecraft fixed system.
Typically, spacecraft of *the Mariner and Voyager type have used cruise i
attitude control systems in which the sun and the star :Canopus serve as _E
references. The celestial censors provide an error which is proportional to
angular position. 'V1?`hen the error for a particular spacecraft principal axis
exceeds the control. system deadband, cold gas valves are opened providing a {
restoring torque about the appropriate principal axis. The resulting angular
motion is a phase plane limit cycle about the nominal axis directions which
ordinarily provide one axis pointing at the sun and another pointing at Canopus.
The deadband limits of Mariner &pacecraft have been approximately 0. 25 t
degree in roll angular position and 0. 5_ degree in pitch and yaw positions, and
X
about 2 degrees per hour in angular rate about each axis. The result is that
the spacecraft angular motion is uncertain in cruise mode up to the deadband
angular position and rate values. Finer control could be maintained by using' a
gyroscopic sensors; however, the cost in power to operate gyros and dif- ?	 fi
ficulty in compensating for gyro drift preclude their use for long periods.
During any special maneuver, such as during midcourse correction, gyros 'a4sr*"r 	 x
are turned on and attitude position and rate control passes from the celestial 4
sensors to inertial sensors. During such maneuvers attitude data may be
transmitted to earth tracking stations so that if a meteoroid is encountered
during a maneuver the motion may be accounted for. Compared to uncertain-
ties in the directly observed data, it appears that the spacecraft attitude
uncertainty is also a negligible quantity for a well-designed control system.
The motion of the spacecraft center of mass is determined by data
collected by, Deep Space Instrumentation Facility (DSIF) stations. A particular
station sends a pseudorandom noise code to the spacecraft where it is recon-
structed and transmitted back to earth. The time difference in pulses and they
two-way doppler frequency shift give range and range -rate data for the space-
craft. Assuming that the spacecraft carries a receiver   with adequate sensi-
tivity and a transponder with adequate power output, the accuracy of measured 1
quantities is independent of range. The inaccuracy in range is approximately'
f15 meters and the range rate inaccuracy is estimated at f0. 003 meters per
second. Data errors then also appear to be insignificant. To determine the
motion of the spacecraft center of mass, the range and range rate_ data are
input into the JPL Orbit Determination Program which uses a least-squares ?`
technique to fit the data to the equation of motion of the spacecraft. The fit is
r	 1
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	 imperfect due to uncertainty in the equation of motion of the spacecraft. This
uncertainty results from the difficulty in exactly expressing small forces
acting on the spacecraft. These forces consist of solar pressure forces,
cold gas leakage, and torquer imbalance. Parameters characterizing these
forces may be used as unkr.,owns and continuously soh red as more range and
range rate data become available. The computed spacecraft orbit and observed
data for Mariner IV showed standard deviations on the order of 100 kilometers
'	 in position and 0. 03 meters per second in velocity.
Some error is also introduced because of computer roundoff error.
This is estimated to be on the order of 50 kilometers at 4 AU using a single
61	 precision program, and is expected to practically be eliminated with the
anticipated use of a double precision Orbit Determination Program.
It appears that the uncertainties in the transformations from space-
craft fixed to heliocentric coordinate systems are all fairly small, and those
having the greatest effect such as uncertainty in the AU and in the S/ C equa-
tions of motion are inherent. The only error which. could be controlled to
some extent is the uncertainty in the S/C fixed system angular motion. These
uncertainties appear insignificant compared to uncertainty in observed data.
E. METEOROID COMPOSITION MEASUREMENTS
A. brief study was made of the potential value of a radar system for
meteoroid composition estimation. Several names are associated with com-
position studies of this type, radar diagnostics and radar target Signature
analysis being two of the most prominent.
Radar diagnostics is the name given to techniques by which the physical"
properties of a scattering target are determined by analysis of the scattered
signal. ii
The diagnostic problem associated with the meteoroid radar study is
that of determining the size and constituative parameters and, hence, 	 the
mass of a meteoroid utilizing a monostatiz radar.
The results of an analysis of the radar cross section of meteoroids
based on assumed models indicates that the RCS is dependent upon both the
size, shape, and constituative parameters of the meteoroid. In other words,
if the parameters of the radar are fixed, the size of a target cannot be
determined from 
	
monostatic cross-section measurement unless the con-
stituative parameters of the target are known or assumed and vice versa.
Because of the nature of a radar ,signal, the largest signal returns
occur from particle locations coincident with electrical property discontinu-
ities. For conductive bodies this occurs almost totally from the surface and
is as much shape dependent as composition dependent. Dielectric bodies
yield more internal information., but once again radar returns are strongly
discontinuity dependent.
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Suppose that the parameters of the radar can be varied between mea-
surements. Varying the power output of the radar will not supply any additional
data because the linearity of the meteoroid material is not known. Frequency
variation will alter the RCS if the meteoroid is small with respect to wave-
length over the range of variation or if a transition occurs 'between the small
and large meteoroid approximations as the frequency is varied. Even so, the
constituative parameters of the target would have to be known before the size
could be determined. If the constituative parameters are known, at least
approximately, multiple frequency measurements could be used to enhance
the accuracy of the measurement of the m:ateoroids size. If the meteoroid is
assumed to be essentially spherical, its cross section will be independent of
the polarization of the incident wave. Surface roughness will affect some
polarization dependence so that polarization might be used to determine
surface characteristic s. Finally, the pulsewidth can be varied and if it is made
short enough, the various contributions to the RCS can be resolved in time.
This could-result in a measurement of the general shape of the scatterer from
which the size might be inferred. Unfortunately, the pulsewidth required for
the size of targets considered would be prohibitively short and the successful
use of this technique for the smaller meteoroids is questionable.
Since the mass of the meteoroids is one quantity of interest, it would
be nice to be able to relate a given RCS to a given mass and not be concerned
about the size. For instance, the meteoroids with densities of 7 to 8 grams
per cubic centimeter. are likely to be primarily iron or other metal and
characterized by a high conductivity, whereas the meteoroids with densities
of 3 to 4 grams per cubic centimeter can likely be characterized as lossy
dielectrics. Then the ratio of the densities of conductors to dielectrics is
about 2;1. By expressing the RCS of small meteoroids in terms of their
volumes (mass/density), it can be shown that conducting meteoroids and
dielectric meteoroids of equal mass will have equal cross sections if
n2-1
n2 + 2	 3 /.4
If the dielectric meteroid is lossless Equation (5-5) requires that
(5-5)
P
f
r
}
i
.z
t^
.,^	 „x ....,^.^^_^a..d..._^......	 _..^ma,.w._,^..r...,^^^,R^..,..^,...N,^..a..s..,...^,r. .,._.,_...».,._,..^.>.._._,_..._._._^,..^_..._^,.v._^_._.nM,.........^,...,,..._»..,. _...._...._...v._...._..,..._,._._^_._...........^...._..
Volume I
It appears worthwhile to devote some effort to further investigating
this approach. An experimental program using sample meteroids such as
those recovered near ,Leedy, Oklahoma, and Plainview, Texas, could test
any conjecture relating the mass and cross section of actual meteroids.
Another signal structure area which could lead to a technique capable
of yielding some composition information is the use of a pair of phase
coherent signals where the comparative size and phase of the signals are
observed upon return from the target. This approach could yield some infor-
mation about the complex dielectric constant of the body.
In large measure, the particle composition estimation area remains
an unanswered question. A future study in thiB area would 'help answer many
of the questions raised in the current study.
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APPENDIX A
MISSION TRAJECTORY PARAMETER COMPUTATION
PROGRAM DESCRIPTION
The purpose of this program is to compute the spacecraft position
coordinates and spacecraft-velocity-circular velocity geometry throughout
an orb , t for any transfer trajectory within the solar system. Circular
velo ,,
 4y is assumed to represent a nominal asteroidal velocity at a given
distance from the sun, and the relative veloci y vrel between the spacecraft
velocity vs and circular velocity vc is calculated to represent the nominal
asteroidal flux direction and velocity.
Required input parameters for program execution are the transfer
trajectory orbital parameters, time of launch, and time increment between
successive iterations. Specific input parameters are (I) argument of peri-
helion (LW), (2) inclination (IN), (3) eccentricity (ECG:), (4) time of perihelion
(TPER), (5) longitude of ascending node (BO), (6) time increment (DT), (7)
	 x
number of increments (XNINC), (8) time of launch (TO), (9) an indicator to
allow inputting either trajectory semimajor axis A or orbital period (TAU),
(OPTION), (10') number of orbits to be simultaneously considered (.XNBOD),
and (11) solution accur cy required (A.CR. , Y).
IY Beginning at launch, the program computes for each time increment the
spacecraft position, velocity magnitude and direction, circular velocity
magnitude and direction, relative velocity magnitude and direction, the angle
	 j
between vs and v^ (G), and the angle between vrel and c (AMDP). These
calculated parameters are printed at each iteration along with the time from
launch (TA.).
C
-It
A-2
i
$JO11
	
DHARRISON
C	 PROGRAM BY BILL BRASHER DIV-01 CC-721 EO-943500-01
C	 SUN ORBIT CALCULATION
REAL KP ( 3)tLW ( K)•IN(8 ) oECC ( 8)ITAUt8 ) oBO( 8 ) , TPERi$1^ 'A.'(A)j 'N(b)^It^• ^•
1NU,RB ( 3)9AR ( 8,3).VV(3)•VVV' ( 3'1.jkAR (,3'f.#IP ( 3)tTANVU ( 31 TA(+&( 3,YvV'9t''f3)#.
2VREL(3) #VRELV (3),LAMOP * RI(3')	 s
DIMENSION TANVU1(3,1),TANV1(3t1),Ril(391),RB1(391)9VREL1(3.91-)0
1VSC1(31l)
EQUIVALENCE (TANVU,TANVUIIo(TANV;,TANV1) (RI 9RI1)9(RBo,RB.1)-.o
l(VREL9VREL1)9(VSC,VSCl)
RAD(X) = 3.1415927 * X'/ 180.
DEG (X) = 180.	 X / 3. 1415927.
PI = 3.1415927
KS = 2. * PI
KP(1) = 0.
KP(2) = 0.
KP(3) — 1.
J,
IP(1) = 1.
IP(2) = 0.
I'P(3)	 0.
1 FORMAT(8E10.4)
	
2 FORMAT(13F10.4)
	
ui,..	 ,r	 z:..
144 READ (591) DT,XNINC,TO,OPTIONtXNBOD,ACRACY
).F(DT.EQ.O.) STOP
READ (511) LW
WRITE (6,2) LW
READ ( 591) IN
WRITE ( 6,2) IN
READ (591) ECC	 {	 x`r
WRITE (6t2) ECC
READ (591) TPER
WRITE (612) TPER
READ (591) BO
WRITE ( 6921 X30
WRITE (6921 UT,XNINC,TO,OPTION
NBOD = XNBGDi
WRITE (6,101)
IF(OPT.ION.,EQ,.1.) READ (591) TAU
IF(OPTION.EQ.:1.) WRITE (6 92) TAU 
WRITE (69104.-)
	 a: ,
101 FORMAT(IHO)
IF(OPTION.EQ.0.) READ (5 9 1) A
IF(OPTION.EQ.0.) WRITE (692) A
WRITE (69104)
	
104 FORMAT( 1 0	 T	 R	 THETA	 VM	 L	 VREL
1	 LP	 ", /
NINC = XNINC
DO 100 J = 1,NBOD
LW(J) = RAD(LW(J))
IN(J) = RAD(IN(J))
BO(J) = RAD(BO(J))
100 CONTINUE
IF(OPTION) 200, 200, 201	 ;!
201 CONTINUE
DO 202 J = 19NBOD
N(J) = 2.
	
PI / TAU(J)	 €
A(J)	 (KS / N(J)){*(2./3.)
202 CONTINUE
GO TO 203
	
r f
	
200 . CONTINUE	 !	 °	 J
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29
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31
32
33
34
35
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J =	 1, JBOD
54 N(J)	 =	 KS	 /	 A(J)**	 1.5
55 TAU(J)
	 =	 2.	 *	 PI	 /	 N(J)
,)a ?04 ff1NTINOF
57 2Q3 CONTINUE
58 IF((lPTI+7N.E),I.)
	
'WRITE	 (6921
	
A
59 IF(0PTI-)N.0 ).,).)
	
WRITF	 (6921	 TAU
60 Kpm
	 =	 CIIS(m.)(1))	 *	 SIN(IN(l)) .
!!,t'(2)
	 =	 SIN(sM	 Il	 c	 SIN(I'N(1))
KPl3)	 =	 CUS(111(.11)
63 TT = TO
64 00 102	 J =
	 19NINC
01)	 113	 JJ	 =	 1.,NHQD
66 I	 =	 TPF R(JJ)
	
+	 TTt. )7 ^-M	 N(JJ)
	
=`	 T
08 Nl.)	 _	 V(EM(XM,rCC(JJ),ACRACY),ECC(JJ))
69 IA	 =	 LW(JJ)
	 +-	 Nl1
7 0 CSall	 =	 cos tiio(JJ)) d
71 5N+3 0 =	 5 IN( BMJJ) ► a
72 CSTA = COS(TA)
F
73 SNTA	 =	 SIN( TA 1 u"
74 CSIN	 =	 Ct1S(IN(JJ)1
75 RIM	 = CSE31 * CSTA — SNBn * SNTA * CSIN
7h RIM	 =	 SNBI"i * CSTA + CSBO * SNTA * CSIN
I 71 RI(3)	 =	 SNTA	 *	 S I N ( 1 N
	 JJ'))
7f; CALL	 Cl" tlS5P(KP,hI,TANVU)
79 M A G	 A(JJ)'tl.—FCC(JJ)	 I.+ICCtJJ)*C^)St NO) )
riG VMTM AG =	 SWM 1./RMA(,-,)	 * 2 1) 7b5
#,I CALL	 S`1PY('i,19VMTMAGvtANVUI 	 TANV11
f52 CAL-L	 SMPY(3,1,RVAG,RI1,RBl)
i^3 CALL	 VC TIZ(VSC/VM ♦ RI,RM AG, NU, fil l tl ► ,IN(I	 A(11•KCl1.1,G1
" 84 00	 I q O	 K	 =	 1,3
P5 Alk(JJ,K)
	 =	
PRIK ►
s
! 86 19 l C,tJ^? 1 [ Nt1N t
87 103 C(INT INUE
ff d C^ =	 O E ; (f)
89 CALL
	
4SLJB(3,1,VS(.I,TAi4Vl,VRFL1) 1
qp CALL	 1).N1TV( 3,V-,,PL,VfeE:LV)
91 LA"0P	 =	 nriff(A4(-,0S(00TP(3,VPFI_V,TA;NVO ► 1)
1 92 VRFLM =
	
VAA6(3,VPFL)
93 TA =_ TT	 * 366.25
94 NU-= D E O ( N1,1 )
L^ '^ W1 ITE	 (6,2)	 IA,P(A AG, WL)	 V	 G,VK	 LM,LAMDP
y E, TT = TT + DT
{ X77 l)?. Ci)NTINUF
9n GO	 T13	 144
i 99 ENE?
f
y
. R J
i
A-3
t$f2i r: _ R_
	 —	 "® :c^110IItA^.3" 	 ;._'S.[x S	 .., 4...	 '. . _	 .¢
SUMIU,I NF VCTR(V•VM9R,RMAG9NUtQM,I,A,F,G)
REAL V(3)9 ►.('31 9RU(3),NU9 I_,WXR(3),WXR2(3),K3(3),W(3)
DIMENSION WXR1(3,1),WXR21(3,1)vRU1(391)9R31(3t11rV1(3,1)
FOUIVALC.NCE (WXR,WXR1)9(WXR29WXR211,(RU,RUI)9(R3,R31)
P t = 3.1415927
VM = 29.78' * S 0RT (2. / RMAG	 1. / A)
SNG	 E 10, SIN(NU) *SQiT(RMAG/((1.-E#C)#(2.*A—R,1AG)) )
G = ARSIN(SNG I
I.F(NU.GE . P1) G	 ABS(G)
IF(NI).LG.Pt) C = ABS(G)
CALL UNITV(3#RpRU)
W(1) = SI3V( IM)* SIN(l)
W(2) = CC)S(()M)* SINM
W( 1) = Cos(l)
CALL CROSSP(WiRI),WXR.)
CALL SMPY(3r rC0S(G)rWXR1,WXR21)
CALL SMPY(3 ♦ I,SNGtR01 ► R31)
CALL MA0Q(3,1r,4XR21,R31,WXRI)
CALL SMPY(3, L,VM,WXR1,V1 )
DO 1 J = 1,3
U/ It	
_	
\I l I 1_ 11
100
101
102
103
104
105
106
117
108
109
110
t11
111
1 1..3
114
115
116
117
116
11^
1 7 ^'1
=E
ILJ
'r
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124 FUNCTION V (F q F.X )
125 ACOS(ZZZ)=ARCOS(ZZZ)
126 PI=3*1415927
127 TWOPI=2.*PI
128 V=	 ACOSI(C(IS(E)-EX!/I1.—EX*COSIE1f)
129 IFIE*LE.PIIGO TO	 1
13n V=TWOPI-V
131 1 RETURN
132 FN0
134 riji-i r, rioN(	 1- 'A(M,F,t(CC)
134 **A1	 M
1 31. 01;:3. 141 a9?7
130 TWOP1=7.*P1
1'17 0h"1=P v 136100. 
13 sA 11 1H(M. GE. 0.1
	
f;r	 T()	 1
1 ; d= «+TW0 PI
., C1	 TO
141 1 1h(M.LT.T41W)l)G("
	 10	 3
142 '111=M— TWO P
14" GO	 TO	 1,
1-44 3 ^M=FK(MgE
145 R1=RK(MtF9 = 1)
1,47 IF( AH5 (IZ,HGr.AC C
	 WC TO 4
1 I (rf= TURN
lsi cf 4 LM=f.J+CttM
1 I is M =RK (iM, C, t M)
I a1 IrIAf3S(R).L'T.ACC
	
)GO	 T(7	 G
1 '-,P E A=F1-!? 111	 -1'21 1' ( L IM- C 1 1
15? t1, FM
1 `^ ^1 1? l = ^?
15G hM=ht^
l')h fi(1	 Ttl
1^7 rNO
0
a
91
;a
-£"'	 :$ft.	 T^	 ^k ^'"+d''-"	 .#	 .#	 -.. g	 'l	 3"	 r Yffi' _	 y	 "°^.. re"4 W i.	 T	 ¢Y	 ?	 T:^
i v ^
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r
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15E FUNCTION RK(MvE,EM)
L)9 REAL M
160 RK=M-EM+E*SIN(EM)
161 RETURN
162 END
gl,
F
O
lh3
	
FUNCTION EKIMtE)
164
	
RFAL M
ihsi
I b6
	
eK=t4*E*StIM*.5 -,E*E -,! SIN(2,* M ) +k*E*E*SNM*t 1e-195*SNM*SNM)
SNM=SIN(m)
RETURN167
ENDI,UA
•
i
O
fSENTRY
169	 SUBROUTINE CR05SP(X9Yrll
C	 CROSS PRODUCT
G	 AUTHOR: ALLEN JONES
170	 REAL Mli,113191131
171	 Z(1)= X(2)* Y131 - Y(2)* X131
1J2	 ZMe X(3)* Y( l) - Y(3)* X(Il
173	 Z13)= X(1)* Y(2)	 Y111* X121
r	 114	 RETURN
175	 ENO
it
ql
p 1-111,11--l'-
	 Immb IV
O176 StWROUTINF SMPY	 (MtNtAqXvY)
C MATRIX SCALAR MULTIPLY / DIVIUk
C AUTHOR:	 ALLEN jr)NES
177 REAL	 X(,MoN)vY(MtN)
178 R = A
17 1) GO TO I
C
lAo) ENTRY	 SDIV	 lMvN#AvXvY.)
181 IF	 (A	 r;Q.	 0.)	 CALL	 ERROR$
182 B =	 I./A
183 1	 DO 3	 1=1fm
184 DO 2 J=1 9N
195 2	 yl- lil	 =	 B*	 X(Ifj)
186 1 GuN r I NUE
187 RETORN
188 FND
0
1,89 SUBROUT INE :MADU	 ( M,N,AoStC)
C MATRIX AUD / SUBTRACT
C AUTHOR!
	
ALLEN JONES
190 REAL AIMtN) v 	B(M,N)	 ,	 C(M*Nl
L91 Q =	 1.
192 GO TO 1
« C
193 ENTRY	 MSUB	 (M,N,A,B,C)
194
G
195 1 DO 3	 I=19M
196 Dn 2	 J = 19N
197 2	 C(19J)	 = .A( I,J)	 +	 0	 *	 8(19J)
19a 3 cnNTINUE
19 14 RETURN
200 FNS
I^
i
Ashk
?	 ): Sl iPflUTINt.	 'JhITV	 (NgXrA)
L UNIT	 VFCT()x:
C AUTHOR	 ALLEN ,l INES
?o? REAL. XMIA(N)
211 •)=V MAG (l o	 X)
204 IF	 (()	 .FO.	 1).)	 CALL	 EKRORI
1 1) 1; P= I . /Q
Ltla n0	 1	 I- I t N
?0f I.
	
A( I )	 =	 XI 1	 I?
?) q REI'URNI
70 1? FND
210	 FUNCTION DOTP- (NvXvY)
C	 DOT PRODUCT
C	 AUTHt)R: ALLEN JONES
111	 REAL XINIPY(N)
>.12	 DOTP	 00
213	 DO 1 1=19N
t	 214	 DOTP = DOTP + X11I*YIll
215	 1 CONTINUE
216	 RETURN
?17	 END
I	 _	 k
f
2 l is
2 L1
7 ^? 1
?,?I
7?^
72r,
FUNCTION VM. AG (N", X )
C	 VFCT(IR "1AGNMIDE
C	 40IHnR; 4LLFN Jc'':NFS
QF4I X (N)
DO I 1=1911i
S ►J iA = SUM + X(I) *X (I )
1 CON IINUE
VMn('Y= SQR I ( SIM)
REI URN
!-:Nl)
•
0
Ak
t
s	 ,;
A-14
77
7:	 '^^}	 2LR	 gLfi ^	 _	 -- 3T	 x^	 bFR 1. k^l4:	 a hT^'^."y"	 c^a^i1^A''	 .^-]P=i^"Rl"f.s'^'^^Y•'
^~I
IJ
• J
^ a
227 SUBROUTINE. ERROR$
C ERROR SUBROUTINE (WATFnR VERSION)
C AUTHOR:	 PAUL CARNAHA14
?28 ENTRY ERROR
29 DATA PAGE	 /111/
230 DATA ZERO /100/
231 PRINT I t	PAGE
232 1 FORMAT	 (A1,	 'SUBROUTINE 11 ERROR 11f EXECUTEW )
233 Y = SQRT( — I. )
?'i4 STOP
135 ENTRY NOEJ$
? 3^ PACE = ZERO
237 RETURN
? 3fi tND
Volume I
APPENDIX B
FLUX RADIANT DISTRIBUTION COMPUTATION PROGRAM
The purpose of this program is to compute the normalized asteroidal
radiant flux distribution to a spacecraft located at a distance r from the sun
and moving with a velocity vs . In addition, the program computes the average
asteroidal velocity and velocity variance within each radiant sector.
This program is based on the NASA Manned Spacecraft Center Computer
Program Documentation Program D040 entitled "Directional Shielding for
Asteroidal Debris, " by John A. Roth. The program was modified by normal-
izirig the radiant flux distribution.
 (NUMBER), and by including a computation
of average velocity in each radiant sector (AVERAGE) and the velocity variance
in each radiant sector (VARIANCE).
A listing of the modified program is included below.
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APPENDIX C
ANGULAR ADJUSTMENT FACTOR COMPUTATION
PROGRAM WESCR.IPTION
The objective of this program is to compute the angular adjustment
factor r for each specified position in the mission trajectories where
t =	 Nib (^i, 01) v
i, j vlj
and where
Nij = the fractional number of asteroids arriving from each
radiant sector
	
v	 nominal velocity used in the radar analysis
	
k
	
vi .	 the average asteroidal velocity -within the (i, j) radiant
	
i	 sector.
C"
In addition, the program computes the average asteroidal relative
velocity from all radiant sectors.
The required inputs for the program are (1) the numbers of 9 incre-
ments (CN), (2) the number of 0 increments (CNN), (3) the antenna pointing
angle (THTB) measured from —VS, (4) increments of 6 (DTHT), (5) incre-
ments of O(DPHI) and the nominal velocity V (VBAR), and (E) the results of
the radiant flux computation program described in Appendix B.
In addition to computing the angular adjustment factor (ADJFAC) and
' the average velocity (VAVC), the program provides a check for normaliza-
tion by computing the total number of counts, i. e.,
I:
TNUM =	 CMTS	 SIN
w i, j
The outputs of the program are the 6 and 0 coordinates of themidpoint
of each radiant sector '(THT) and(PHI), the transformed midpoint coordinates
(THTP) and :(PHIP), the magnitude of the angle between the radiant sector
midpoint and antenna boresight_'(RANG), average velocity (v), and normalized
flux distribution (COUNTS).
A listing of the program is included below.
C—t
.	 -	 f''.,i ..	 -	 ,*•.	 .x. ..._. naG,..c_	 'fro'x°"a°.	 •••..c`^	 ,....0 r_	 ._-s ,,...w 	 =
1
it:
$JOB B. BRASHER 1
C PR(IGRAM BY BILL BRASHER DIV —/1 CC— 721
^R
r;i
1 DIMENSION TITLE(19)
2 1 FORMAT (19A4)
3 91 FORMAT	 (1H1e19A4)
4 2 FORMAT	 (6(F7.2e3X',)
x
5 3 FORMAT ( 1 0	 N	 NN	 THFTAB OTHT DPHI	 VBAR
1	 e0)
6 4 FORMAT	 (	 25XeF12.8eI3eE20.81
7 5 FORMAT	 (7( 1XeGI0.311
8 6 FORMAL'
	
(
	 1 0 	 TNUM	 VAVG ADJFAC	 I e/ )
i f
	9 7 FnRMAT(2(I793X).4(F7.2e3X1)
=	 LO 8 FORMAT	 ( 1 0	 THT	 PHI	 THTP PHIP RANG	 V ;,I
1	 COUNTS	 e,/)
11 50 READ1 e 	TITLE
12 PRINT919	 TITLE
13 PRINTS 'i
14 READ2e
	
CNeCNNeTHTBjDTHTv0PHIeVBAR
15 PRINT2eCNeCNNtTHTBoDTHTeDPHIeVBAR
16 N = CN
17 NN = CNN
1B X = 0.
19 TNUM	 0.
y	 R
20 TNUMP = 0. f
21 ZZ = 0.
22 ATMAX = 0.
23 0TR = 3.1416/180.
24 PI - 3.1416
25 PIO2 = PI /2.
26 RTHB = THTB*DTR f
27 ATHT = —OTHT/2.
28 PR I'N T8
2 9 DO	 11	 I	 —	 1 e N
50 APHI	 = — DPHI / 2. -+k
31 APMAX	 0.
32 ATMIN = ATMAX
33 ATHT = ATHT + QTHT
34 RTHT = ATHT*QTR
35 ATMAX = ATHT + DTHT/2
36 00 12
	
I1 =
	 19NN
37 APMIN = APRAX <t
38 APHI.= APHI	 + QPHI
39 RPHI	 = APHI*DTR
40 RTHTP	 ATAN(TAN(RTHT1*COS(RPHI)I
41 22 Cr4' 1 "NIIE
42 IF	 ! R'HT.GT.PIO2)	 RTHTP = RTHTP ♦ Pi j
43 RPHIP	 ARSIN(SIN(RTHT)*SIN(RPHI))
44 ATHTP = RTHTP/DTR sr_
45: APHIP = RPHIP/DTR
46 RANG = RTHTP — RTHB
47 ANG = RANG/DTR
48 APMAX = APHI + DPHI/2.
49 READ49
	
ARGUvKEXPgV
50 CNTS = ARGU*'10.**KEXP
51 IF	 (	 V.EQ.O.b	 GO TO 14 {	 '
52 Y = CNTS*SIN(RTHT)
53 TNUM = TNUM + Y !	 '
54 X _ X + Y*V v
55 ZZ = ZZ + Y/V.
56 14 PRINT5 9 ATHT•APHI•ATHTPeAPHIP 	 •	 ANGtVeCNTS
f_^	 r	 •^ _ ,+_
a
i	 _	 i
C-2 1x.
C, ^ A
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$JOB B.	 BRASHER
C PROGRAM BY BILL	 BRASHER RIV-/1 CC- 721
1 RFAL	 K1,K7,K3,K4vK5,K6,K79K8
C
2 2 FORMAT	 (	 6E10.4,"IF6.21
3 4 FORMAT(LOG12.4)
4 7 FORMAT	 (	 9(1X,G9.3))
5 41 FORMAT	 (SF10.4)
f) 42 FORMAT	 (l0(1X,EL0.3))
7 30 FORMAT	 ( 0 0	 SP =	 SP +	 101,0
v 8 31 FORMAT	 ( 1 0 	 ALPHA, =	 ALPHA	 +	 . 1	 DEGREF	 BETA =	 7	 X ALPHA	 ',11
9 32 FORMAT	 ( 0 0	 RFTA =	 RFTA	 +	 .1	 DEGREE	 i,/)
'i 10 33 FORMAT	 ( 1 0	 BETA,	 =	 (EFTA	 +	 .1	 DF.GREF	 ' , / )
11 34 FORMAT	 ('d	 PEAK POWER =	 PEAK	 POWER + 5KW	 11/1
1'l. 35 FORMAT	 ( 0 0	 PRF	 =	 PRF	 +	 1000	 ' , / )
13 36 FORMAT	 ( 1 0	 MAXIMUM DATA VS PAVG
14 37 FORMAT	 ( 1 0	 MAX.	 DATA VS.	 RFTA	 FOR	 FIXED GAIN
C
15 READ	 (5,4:1)	 K1,K2,K39K4rK5 ► K6tK,7,K5
16 WRITE	 (6,4?)	 K1,K21K3,K4,K5,K6,K7,K8
17 1 READ	 (5,21	 PRF,SP,VP,PT,WL,R,AL,BETA,Cnl)E
18 IX IITF.	 (693)
19 3 FnRMAT	 ('n	 PRF	 SP	 VP	 PT	 Wl
1	 3	 AL	 RFTA	 CnDE',/)
20 WRITE	 (	 6,7)	 PRF,SP,VP,PT,WL,B,AI_,3FTA,C(1nE
71 IF	 (CODE	 .EQ.l. )	 WRITE(6130)
?2 IF	 (CODE	 .ED-2.)
	
WRITE(6 0 11
23 IF	 (CODE	 .E9.3.)	 WRITE(5,32)
24 IF	 (CODE	 .FA.4.)
	
WRITF(6933)
25 IF	 (C1DE.EQ.5.)	 WR(TE(6,341
26 IF	 (CODE	 .F0.6.)	 WRITE	 (6,35)
27 IF	 (CODE.EQ.7.)	 WRITF(6,361
29 1 	 (CnDE.F0.8.)	 WRITF	 (6,17)
29 WRITE	 (6,6)
30 6 FORMAT	 ( 1 0	 R 
I 
I	 RM4X	 CIGIL	 S1G4AX	 RADAR
1	 PAVE	 PRF	 P 	 ALPHA	 DATA
r.
31 PW=
	
0.5 E -06
32 PI	 =	 3.1415y3
33 AL = AL*P I / IBO.
34 BETA = BETA*PI/180.
35 RC =	 3.3496'IF-l5
C S/N*64* PI**3*KT*NF
36 S IGO =	 I.F-h,)
37 S IC I =	 1.224F-05
38 PRFS = PRF	 + 2.5FO4
39 5 G	 =	 3.*PI/(AL*BETA)
40 50 PAVE = PRF*oT*PW
41 RADAR =	 (PT*G*G*WL*WL) /(OC *B)
42 RIL =	 (SP*VP)/;AL*PRF)
43 RMAX =	 1.5F08fPRF
44 SIGIL =	 RIL**4./RADAR
45 SIGMAX	 = RHAX**4./RADAR
C
46 Cl. =	 AL*RFTA/3.*PRF/VP*RADAR**.75	 *3.15EO7
47 C2 = BETA/2.*RADAR**. 5*S0*3.15F07
4A AMAX = C1*SIGIL**.75	 +	 C? r (STGm AK**.S -	 SI6I1**.51
l
1
49 IF	 (SIGMAX.GT .SICl)	 GO	 Tn	 It
50 IF	 (	 SIrIL.GT.SIGMAX)	 GO	 TO	 16
ma==r
D-1
ii
ii
j
a
r
•	
si
s
7
..
	
...	 i
re`
C	 CASE	 I	 SILO <SICIL < SIGMAX < SIGI
51	 CCI
	 =	 Cl*Kl/( 1,.75-K2)'*(SIGII_**(-K2
	
+	 1.75)
	 -	 SIGO**(-KZ
	 a	 1.751)52	 CC?,	 = C1*SIt IL**.75*('K5*SIGIL**K6 - K5*SIGMAX**K6)
	 + C)*KL/(-K7
I.	 +	 1.51*(5 1GMA.X**(-K2+1.5)-
	 SIGIL**(-K2+1.511
53	 CC3 = C,?* Kl*"l i 4TL**.5/(K2-1)*(SIGMAX**(-K2+1.)
	 -	 5IGIL**(-K;1+1.) )
1 + AMAX*:5*SIGMAX**K6
54	 DATA = CC.t
	
+ CC? + CC3
55	 GO TO 15
C	 ?
56	 11	 IF	 I SIGIL.GT .S [G11	 GO	 TO
	 12 t
C
C	 C,ASF	 It
	 ST,O	 <	 SIGIL
	
<	 SIGI <SIGMAX	 -
57	 CCI	 = CI*Kl/(t:.75-K2)*(`SIGIL**(-K2+1.75)
	 -	 S1GO**(-K2+1.75)1 	 g
58	 CC?
	
=	 (C,l*SICIL**.75
	 - C,2*SIGIt**.5) *( 	 StGIL**K6
	 -	 SIG1**K6)*K5 +	 ^
1	 K1*C2/(-K2+1.5)*(SIG1**(-K2+1.5)
	 -
	 SIGIL**(-K?+1.511+
	 (C?*
2 SIGIL**.5 - Cl*SIGIL**.75)*(SIGMAX**K8 -
	 SIG1**K8)*K7 + K3*C2/
3	 (-K4+1.5)*(SIGMAX**(-K4+1.5)
	 - SIGI**(-K4+1.5) 1
59	 CC3 = AMAX*K7*STGMAX**K8
60	 DATA = CC1 + CC2 + CC3
61	 GO TO 15
C
62	 12	 IF	 (	 SIGIL.GT.SIGMAX)
	 G9 'TO	 14
C	 CASE
	 III	 S1GO < SIGI
	 < SIGIL <	 SIGMAX
63	 CrI.
	 = C1*K1/( -K2+1.75)*(SIG(**(-K2+1.75)
	 -	 SIGO**(-K2+1.75))
	
+
1	 Ct*K3/(-K4+1.75)*(SIGIL**(-K4+1.75)
	 - SIGt**(-K4+1.75))
64	 CC2 =	 (C1*SICIL**.75 - C2*SlriL**.5)*(SICIL**K9
	 -	 SIGMAX**KH)*K7
1	 ♦ C2*K3/(-K4+1.5)*(SIGMAX**(-K4+1.5) - St:.TL**1-K4+1.51 1
65	 C.C3 = AMAX* K7*SIGMAX**KA
66	 nATA =CCI + CC2 + CC3
6 l GO TO 15
C
6H	 14 CONT INIIF
C	 ;.
C	 CASE	 IV	 SIGO	 <	 SIGL < SIGMAX <
	 SIGIL
t	 _ 
C l
	 *Kt/(-K2+1.75)*(SIG1**(- K7. +1.75)
	 -	 SI^.0**l-K2+1.75)1
70	 CC	 C	
,
69	 CC2
	
-	
1*K3/(-K4+1.75'1*;(SIGMAX**(-K4+1.75)
	 -	 S1Gt**(-K4+1.75)1
71	 CG.	 - C1*SIGMAX**.75* `K7*SIGMAX**K q 	F
73	 GOTTA	
L Vii; l	 + CC;, 	+ CG 3	 L,
C
C	 CASE V	 SILO-< SIGMAX <
	 SIG1 AND SIGIL
74	 16	 CC],	 = Ct*Kl/(-K2.+1.75)*(Stry MAX**(-K2+1.75)-
	 SI(-90**(-K2+1.75)}'7	
? = Cl
*K5*SIGMAX**IK6+.751
CC 
77	 DATA = CCI
	 + CC2 + CC3
C,
C
78	 15-WRITF	 (6,4)	 RIL,RMAX,,SIGIL,SIGMAX,RAl7ARvPAVGtPRF9
	
PT A 	 L•
	
DATA
19	 IF	 (SP.GT.M.)
	
GO TO t
so	 IF	 (CODE.E0.1.)	 SP	 =	 SP	 +>tO.	 1
81	 IF	 (CnDE.F0.2.)	 GO TO	 20
82	 IF
	 (CODE.FQ.3.)	 GO TO	 21
83	 I F 	 (CODE.E(1.4.)	 GO	 TO 22
94	 IF	 (_C.ODE.E g .5.1	 GO TO	 23
95	 IF	 (CODE .EO 6.)	 GO TO 24_
86,	
_ IF	 ( CODE. EQ.7. 1
	 GO	 Tn	 25
e7	 IF	 (CODF.FAR.1_GO TO	 26	 +
"	 r,
88	 GO TO 5
y
D-2
p
tip`	 ^..^r 	 L	 .., ^	 ^	 t `^f	 H..`	 vi Y. 	 : h..8..	 L	 .,}^..y,s,	 Y .• '?'di^`	 ._..x".^uW^'i^i^^.a u.... ..:^ -.,.-	 1e..aY'^Aai1^m.^.tz^e. iz._s-±st..sft °4u	 "bn e"	 ,.e • 	 -c^^'__	 _tr.....	 va. __.	 mc	 ^3'a..x	 ..-a a. 	 ..0 ss^..e..^_..	 _	 .. ._r	 ..	 _._. <_..mt..u_... 	 ...v^c's+fr
Ii
c
n Rq
^^ 9 (1
91
92
c
93
94
95
95
r
99
100
6 101
112
103
104
r,
loli
106
107
C,
109
14p
Ito
111
112
111
114
Ili
) l r^
f
117
1 P 1
1 11)
120
C
20 IF (AL.GT.017454) G  T) 1
AL = AL + .00174533
BETA = 7.*AL
GO TO 5
21 IF (RFTA.GT..;OL74541 GO TO 1
BETA = BETA	 .0017454
G = 3.*PI/(AL*BFTA1
PKF = 14.13.E081**( 4./3.)*(PAVE*G*G*WL*WL/RC)**(-1./:1.)*fi[Gl**
1 (-1./3.1
PT= PAVE/(PW*-.PRF)
G O Ttl 50
77 IF (RETA.GT ..01.7454) GO TO I.
ROTA	 3FTA + .0017454
G = '4.*PI/(41.*RFTA)	 t:
PRF = (4./3.FO8)**(-4./3.)*(PAVG*G*G*WL*WL/RC1**(-1./3.)*SIG1**
1 (-1./3.)
PT= PAVG/(PW*PRF)
GO TO 51)
73 IF (PT.GT. 1.F05) 	 GO TO 1
PT = PT + 56E03
GO T'.1 5
2 1. IF (PRF.GT.PRFSinr TO I.
PKF=PRF + 1. F0-A
PT= PAVE/ (P'4*PRF)
GO TO 5
25 IF (PAVG.GT.I.E-0l) GO TO 1..
PAVG = PAV ► + 50.
PRF
	
(4. /3.F.0)1 *1-4./3.1*InAVG*G*G*WItWL/Rr1**(-1.13.1*S1Gt*#
1 1-1../301
nT FFAVG/(PW*PRF1
GO TO 50
' 1 6 I - ( RC fA.GT. g f-TA?)
	
GO Tn 1
riETA	 3ET4 + iFTAI
AL	 GGIRFT4
GO Tn 50
a R l
 N(R l ) dRl
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APPENDIX E
APPLICABLE APPROXIMATIONS FOR EVALUATING THE NUMBER OF
PARTICLES COUNTED IN A RANGE INCREMENT FROM
Ro — OR TORO + OR2	 2
It has previously been shown that cumulative meteoroid count as a
function of particle radar cross section (asteroidal only) has the form
N(ao_) = c l co c2 particles having a > ¢o /m2 sec
Assuming a constant radar design and fixed detection behavior, l the
resulting average number of detectable particles/m 2
 sec at a given range
R is
4c2
N(R) = C  Ko c2 R	 detectable particles at R/m2
 sec.
The average number of particles detected per second in a pencil beam
range increment fRO - (OR/2), Ro + (AR /2 )] can be evaluated exactly as
Ro+-a2
I (Ro)
J AR
Ro — 2
The result is
_ c2
c^ c	 f{ 4c2+2 4c2+2
I	 1	 o R+ D,R-
—
R	 OR— (E-1)'4c 2 + 2 0	 2 0	 2
-c2
cic1 K
o 4c2+2
OR
4c2+2
	
OR	 4c2+2	
1
4'c 2
 +'2 Ro 1+ 2R 1	 2 R o
1
o	 i
That is,	 a. fixed false alarm rate and fixed single pulse detection
probability. This implies R4=Ko Q, where Ko is assumed constant
KG=Ko (S/N, P t , kT, etc.).
E-1 t
s
Y
1.
I
Voiufne I i
ri
C 2 +2
	
Using the binomial expansions of [1 f (OR/2Ro )	 results in the following
-approximation for the bracketed term on the right-hand side. above.
4 c2 + 2 (AR	 (4c 2 + 2) (4c 2 + 1) 4c2 ( AR. 3
	
2	 +	 + •
1 ! .
	
2Ro	 .3! 	 ZRo
is,
Hence,
	
- c 4c2+2 OR	 C4c2 + 1) 4c2 (ARI a c l Ko 2 Ro
	 Ro 	4-31   — R	 +:00
The usual approximation and the one used in the computer program is
-
c2 4c2+2 OR
V = N (Ro )'a Ro AR, a c 1 Ko Ro	 (E-2)Ro
-1
which may be noted to be the first term in the above expansion. The maximum
error caused by this approximation can be evaluated for the parameters used
in the numerical evaluations.
In the range region of most interest, (OR/R)max = 0. 75 and
c2 = - 0.395. The first error term c l is then
C _ (4c2 +1 4c2 OJT " 3
1	 —	 4, 3
	
R	
0.01613
and the second is tJ
(4c2 + 1 )(4c2)(4c2 	 1)(4c 2	 )	 R 5	 0.00105
s	 24 51	 R	 -
The computed value is proportional to OR /Ro = 0. 75 so that relative
percentage error is about' -^
0. 01718
	X 10 	 2, 3 percentErel X 100 0.75 
Th true error will be slightly greater : than this since all error terms
arepositive but no more than 4E E 1;. Thus, the computer approximation of°^
Equation (E-2') is conservative by at least 2. 3 percent at the nearest range #I
	interval. The 	 rapidly improves with increasing range for fixed
OR,
z
i
MP
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t^
	
APPENDIX F
PROGRAM FOR RANGE INTEGRATION
MMRS-13 is an example of one of the first programs written to
determine the effects of variations in radar p ,rarneters on total detected
particles for a pulse radar. Figure F ,.-1 shows a list. of the statements in
MMRS 13.
Specific flux model constants are read into storage via statement 13
(Figure F-1). Peak transmitted power and mean velocity are read via
statement 17. Statement 14 initializes VQ (velocity distribution) and TH
('Theta distribution). Initial computations are instructed in statements 18
through 32. Statements 33 through 41 comprise the portion of the program
that stepsthe ensuing calculations for v ions numbers of scan positions.
Range integration is performed in statements 42 through 51, theta
integration in statements 52 through 57 and velocity integration in statements
58 through 82. The rest of the program is primarily input/output formatting
and printing.
MMRS-13 was only one of many ways by which effects of system
variable perturbations were studied. This particular program was intended
primarily to study the effects of different scan positions 'n a gross manner
by noting graphically the incremental range data for the various conditions.
This program was streamlined considerably when more concise
models of the flux velocity and angular distributions were available (see
Appendix G).
Volume 1
SJOR MMRS 13 	 LEWIS	 1 934
L 800 FORMATt12,E9.2 .4X93P9.2)
2 9C5 FORMAT ( 120WE10 .2 )
3 1000 FORMATI' 1 1 r 10W	 Pt = 1 9E10.29 1 	 'AV =	 ' •E10.2•
2	 *	 MEAN VELOCITY - 4 0 F1000 9 0 	 M/S O M
4 200 ,0 VFORMAT120XOMODEL NUMBER	 0 •I2///tX*	 RANGF	 DATA•// 1
5 609 F0RMAT ( 1Xv/,10Xv 1 PW x	 ' t E10 . 2v	 H =	 • vE10.2•
2	 •	 PRF	 =	 !	 E10.2/)
c 6 1001 FORMAT(1X, / 20X'	 HCAMWIDTH = 1 ,F5 . 2v'	 SCAN POSITIONS =	 '•F5.0/)
7 910 FORMAT(1X92E11.2v4X9A1.100AlvA1)
H 909 FORMAT(2X,/950X 9 1 TOTAL DATA	 4E11.39/11
9 DIMENSIONCI(10019(.2(. IGCI-PC3I100)•WL(2'01•THIIO)•VQ(B 	 )AIN(100)
10 DATA VO/ ?. r.02, 	 OHr.24•.32•.24t,089.02/vPI/'3.14159/,
,^ 2	 TH	 /10*. 05 /rC/3.EB/#MK1/ • 	'/9MK2/'*'/•MK3/'1•/'
11 Pia =	 P1	 * PT	 * PI
12 DR : PI	 / 180.
13 1 READ 5r8001NtC1(N)iC2(N)•C3(N)vWLINI
14 IF	 I N.LT. 12 )	 GO TO 1
15 W700 TL = 1.100
: ts 700 LIN(IL)	 =	 MK)
17 38 READ ( 5v805vEND;t39)N*PT.VM
18 MIX z V" / 5
C
19 PW = .5E-6
20 BT = 1. / PW
21 RMIN = C	 * P'W_ / 	 2.
C
22 B = 2.1E6
r 23 WRITE(69609)	 PW,BvPRF
24 BE	 1	 8 - HT J / 2
25 Y = PI3 * H * 64.E-18
C
26 ALD = . 5
27 ALR = ALD * DR
28 G =	 3.	 *	 PI	 /	 l	 ALR *	 ALR	 !	 o,
2q Z = PT ,*,G * G #	 WL(N)	 * WL(N)
30 SIGMA	 1.224F-5
h 31 R4MAX = S I 6MA * 7. 	 / Y
32 PMAX = R4MAX **.25
Ci 33 00 200	 ISP =	 1.4
34 SP =	 ISP
35 SP =	 SP * ?5.
36 PRIF 	 _	 i	 C	 #	 SP	 !	 /	 l	 2.	 * ,RMAX	 )
37 PAV = PW* PRF * PT
38
.
WRJTE(691000 ) PT9PAVvVM`
39 WRITE16920001N
f 40 OTT' = 0
41 WRITE(691001)
	
ALD	 ISP
_ DO 1 q8 NR =	 1.10
43 R = NR
t	 ( 44 R ,=	 1009	 * R
45! -IF!	 1R.LT.RM1t',1)	 GO	 TO	 198
46 IFI	 ( R.GT.RMAX1	 60 TO	 198
47 R4 = R*R*R*R
48 AhEA = .ALR * K *	 100.	 * SP
49 IF( ( R-50.).1T * RMIN)	 AREA = AREA ,*	 .01 *	 1	 R -'RMIN * 50.	 1
50 IF	 (1R+50.).GT.RMAX)	 AREA = AREA *'.01 * 	 1	 RMAX - R + 50.1
t 
3
51
DT - 0.
- Figure F-1. List of Statements in MMRS-1 3
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C
52 DO 199 M =	 195
53 TX - M
54 THR = TX * OR * 18. — 9. • OR
55 STH = SIN (THR I
56 CTH = COS(THR )
57 AREA = ARFA * STH
C
58 00 199 L=20
59' V - L
+xj
x
60 TV	 VMX # V * STH {
61 OF = VMX * V * CTH * 2.	 j - ML(N! u
62 TRWE =	 1.
63 IF!(	 DF.G T-6E)	 8WF	 =	 1.	 —	 (DE -	 8L	 )	 * PW
64 IF	 (HWF• .LT.O.)	 Gtr	 TO	 199
65 QA = ALK * R* PRF /	 l	 'TV s SP	 )
66 Q>1. i
67 IF	 (	 QA. LT.1.)	 Gt;	 TO	 150
68 JX = QA
69 QA	 -	 J/,
70 GO TO 151
71.
72
150 QX - QA
QA =	 1•
73 151 Q =	 SQRT(QA)
74 SIG = R4 * Y /	 (	 Z * Q * BWE
75 SI11GL	 =	 ALOG10(SIG)	 +	 4.
76 IF	 (	 S I GL . LT .-5 .)	 S IGL	 =	 —5.
77 XA - — .395 * StGL — CM)
78 IF	 (SIG.GT.C1(N))	 XA	 = — 1.185	 *	 SIGL -- C31N) s	 I
79 XH	 t0.**XA ,I
80 U =	 AREA *	 XH *	 UX	 * 'VQ(L)	 * 5.67E6
81, OT = DT + f)
82 199 CONTINUE 1-
83 IjKL = DT
84 IF	 (IJKL.GT .100)	 IJKL =	 100
85 LF	 (IJKL.LT.1)	 IJKL =	 1
86 LIN(IJKL)	 =	 MK?
87 702 WRITE(6010)	 RiDTrMK3	 (LIN( IL) • IL=tr 1.00) •MK3 k
8A LIN.(IJKL)	 =	 MK1
89, OTT _ DTT
 
+ DT .4,.
90 198 CONTINUE	 '.
91 WRITE(6,909)DTT
a92 200 CONTINUE J
93 GO TO 39
94 39 STOP
95 END  A
i/
r a
Figure F-1. r 4st of Statements in MMRS-13 (cont. j
F-4
r
^E
'-)1ume I
APPENDIX G
MODIFIED PROGRAM FOR RANGE INTEGRATION
Figure G-1 is a list of the statements comprising Subroutine SPSPRT.
Radar parameters are initialized in the calling program and transmitted to
this subroutine 'via labeled COMMON/ARAM/. This subroutine in turn calls
SIZMDL which computes the particular particle model to be used in the cal-
culations. SIZMDL (Figure G-21 ) receives a value for wavelength (WL) and
orbital position (RAU) from COMMON/ARAY/, computes the model param-
eters, and transmits these parameters (Cl, C2, C3, C4) to SPSPRT via the
same common statement.
SPSPRT first computes radar sensitivity parameters (G, Y, Z), the
excess bandwi th (BE), and initializes total data to 0. Then the maximum
range of interest is computed from the PRF, computes tangential and trans-
verse velocity components for a single vector representing total flux, and in
statement labeled 1, starts computations for 200-meter range increments.
The smallest detectable particle is determined, probability of illumi-
nation computed, and incremental range data (D) is found from the minimum
target and the flu; model.
Cumulative data (number of particles detected) is computed, and the
results are printed (Figure G-3).
This program is considerably faster than that described in Appendix F,
and was very useful for inclusion in SYSOP1 as well as for quick determina-
tion of individual parameter variation effects.
In Figure G-3, the columns are
Range
1
Logarithm (base 10) of smallest target
Number of bits
F(IRTRAN IV G LEVEL 1.., MOD 0 SPSPR:T
PAGE 1-101
DATF = 683tQ
0001 SUBROUT INF SPSPRT
0002 900 FORMAT(20X95G15.3)
0003 COMMON /ARAY/ 	 INOX(501•PT, PW, PRF,AL09AA,WL,B+RETPRAU•FN,RHn,
2	 SP,SNR,0TT,PAV, Q0 9 T MP,CI,C2,C3,C4,TFA,7,Y,GrBF.,R(. M,RPIG9
3	 XTRA(4972)
0001- DATA PI/3.14159/,C./3.E8/
0005 N, = QQ
0006 DR = PI	 /	 180.
0007 CALL S IZ4DL
0009 P13 = PI*P1*PI
0009 R;M t N = C	 * PW /	 2.
0010 G = 4. * RHO * PI	 /	 (	 ALD * -SET * OR * 04	 1
COIL Y = 64. * PI3 * R* 4.E-21 * TMP * FN * SNR / 2qO.
0012 Z' = PT t G * G * WL * WL
0013 OF = 0.5 *	 1	 8 -	 1. /PW	 1
0014 OTT = 0.
0015 RLIM = C	 /	 (	 2.	 * PRE	 1
0016 RBIG = RL IM
0017 TH = 90.	 * DR
0018 OF = 2. * V * COS(TH)	 / WL
0019 TV = V * SINITH)
00 20 OWE = 1.
0021 IF	 (DF.GT . BF )	 BWE =	 1. - AHS((DF	 - AF) *PMI
0022 IF ( HWF.LF.O	 )	 GO TO 199
0023 R	 0.
`
. R + 200. 
0025 0 = 0•
0026	
1
IF (R.LT.RMINI GO T8 198
0027 R4 = R*R*R *R
0025 AREA = BET * DR * R * 200. * SP G,.
0029 ARIA = AREA * SIN(TH)
0030 QA = ALD "* DR * R * PRF / (	 TV * SP	 1
0031 OX =	 1. f#
0032 IF	 (QA.LT.1.)-GO TO 154
0033
JX = QA
0034 QA = JX
0035 GO TO 151
0036 150 QX = QA
I0037 QA	 -	 I.^ 1.
0038 151 - Q = SQRT (QA )
0039 SIG = R4 * Y /	 t	 Z * Q * 5WE i
0040 - IF (SIG.LF.O.)	 GO Tn	 199
0()41 SIGL	 =	 ALOG10(SI	 i	 +	 4,,
0042 IF	 (SIGL.LT.C4)	 SIGL	 = Cr> .
0043 XA = -,345 * SIGL	 + C?_
0044 IF	 (SIGL .GT.Cl)	 XA	 -1.185.,;*	 S IGL	 + C3
0045 1) _	 3.15E7*10.**XA *	 ARI A 	* Q x
1)046 j9q CONTINUE
0047 - DT	 =	 DTT	 +	 1)
004$ WRITE(6-9900)	 R,	 SIGL pOtD,DTT
0049 198 - IF	 (R.LT.RLIM)	 CO TO 1
0050 RETURN
0051 ENO
Figure G-1. List of Statements in Subroutine SPSPRT
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APPENDIX I-
ERROR ANALYSIS OF PARTICLE CHARACTERIZATION BY MRSS
SHORT PULSE RADAR.
This appendix contains the mathematical basis for the measurement
error results discussed in Section V. The results assume a pulsed radar
employing; leading edge radar range estimation and amplitude monopulse
angle estimation whenever angle measurements are assumed. Radar cross-
section measurements are discussed first, followed by the velocity mea-
sur^ment analysis.
RADAR CROSS SECTION MEASUREMENTS
A.	 Radar Cross-Section, Leading Edge Ranging, Amplitude
Monopulse
A standard form of the radar range equation is
((47r) 3 KTo B NF Ls) SR4
	
Q_1	
_	
H_1
	
l	 Pa X2 N	 1 G2
The terms inside the braces may vary considerably with time, temperature,
and other disturbances encountered in a normal space environment. It is
possible to overcome the ill effects these variations have on the measurement
of the radar cross section by use of a noise automatic gain control (NAGC)
to hold the noise (N) constant and an inserted calibration signal to calibrate
the remaining variation inside the braces in the radar range parameters.
The above expression can then be written as
E
Voluitne I
We now wish to determine the relative sensitivity of the radar cross
section (a) to the measurement accuracy of the range (R), signal power (S),
and the angle (A). We have for small errors
a+Aa K(R + AR)4 (S + AS)[cos (1, 18AA) cos (1. 18A) — sin (1. 18A) sin (1. 18AA)]
where for small angular errors
	
v+	
K(R + AR)4 (S + AS)OG= 
[-cos (1. 180) — (1. 19AA) sin (1. 180)]
Expanding and ignoring second-order terms
	
a+ Aa = K	 R4S + R4' (AS) + 4R3 ( AR) S
co.B,8 (1. 18A) + 8 (1. 1 8) (AA) cos ? (1. 18A) sin (1. 180)
2
4,.
Aa=K
R4S + R4 (AS) + 4R3 (AR) S
cos8 ( 1. 18A) + 8 (1. 18)(AA) cos ? (1.18A) sin (1. 18A)
R4S
cos$ (1. 18A)
R.4 (AS) +4R3 S (ARR)
	
Ao =K'	 8 (1.18)(AA) R4S tan (1. 18A)_	 _
cos 8 (1. 18A) [1 + 8 (1. 18)(AA) tan (1. 180)]
but for small x, (1 +x) -
n -= 1 - nx and, hence,
'4(AS)
Aa = ^,.
+ 4R3 (AR) S - 8 (1. 180) R4S tan (1. 180)	 1 - 8 (1.18) (00) tan (1. 18A) _	 J8
cos	 {1. 9 8tS)
1
Y
i
Squaring the terms, assuming no correlation between the different error
terms, zero error mean, and using the standard notation E [(Ai) 2] = Q2 ,	 one
finds that
2 + 16R^'	 2 +64(l.18) 
	
(1^R8a	 a 2 R: S2 Q2 tang	18A)R. A2
a
_	 2
- K s (H-4)16
}
H-2
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and
aQ us 16vR2 = - 2 +	 2 + 89 02 tan 2 (1. 180)
a	 S	 R
Thas, we have found the variance in cross section (a2) as a function of the
variances in range, power, and angle measurement. In general, it is much
simpler to measure the amplitude (A) of the video voltage pulse than the
signal power. The relationship of power to voltage, assuming unity resistance,
is S A2 . Utilizing the same procedure as was used to find the variance in
radar cross section, one finds that
2	 4a2
S2
	A.2
The off -axis normalized A is equal to Oa/ Q, Where e is , the antenna
3-dB beamwidth pattern and Oa is the actual measured angle off boresight.
Therefore,
a	 oOa  O	 0	 (H-6)
CY	 Combining Equations (H-4) through (H-6) give
Q2	 2	 2	 16Q2	 4Q
a	 89 ue tan (1. 180)
2 -•	 2	 +	 _ + - 2 	 (H-7))9	 R	 A,	 M
.9
It
s
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where in these two expressions A is the pulse amplitude, t r is the pulse
rise time, and SIN is the power signal-to-noise ratio. It will be shown
in the next section that the standard deviation in the angle measurement is
a
	
o g	 1/2
	
(H-10)
a	 1. 67 (2 SIN)
Therefore, combining the above equations one finds; that
2	 2
QCr -	 2	 7.	 tang 1. 18A +
!tr 
+ 1	 (H-11
QZ ^' (S /N)	
99	 (	 R2	 )
where tr and R are measured in identical units (for t , in seconds tr ctr).
As an aid to understanding contribution of each term, Equation (H-11) will be
investigated for A 0 and for 0 assuming any value. By noting that for a
matched system with high skirt selectivity, the rise time (fir) is approximately
equal to the reciprocal of the bandwidth and the bandwidth pulsewidth product
is approximately equal to unity. Thus, the rise time is approximately equal
to the pulsewidth aad at A 0 Equation (H-11) can be written as
2	 4T2 1/2
aQ = a
 (S), N) 1 + R2
	
(H-12)
o
whe re r/R :s unity. This equation was plotted in Figure V-1 to show the
expected standard deviation at the maximum detection range. The signal-to-
noise ratio must be approximately 40 to detect the particle. This gives an
error of 21 percent for larger particles since 7-/R« 1, and an error of _50
percent for the smallest detectable particles 7-/R= 1. As the particles approach
the radar at a range much closer than its maximum detection range, the
error will decrease. If the particle were at half the detection range the signal.
to-noise would increase by a factor of 16 and the error would be reduced by
a factor between 2 and 4, depending upon the ratio of 7/R.
Assuming that a 10-percent error is reasonable for the measurement	 i
of radar cross section, the required signal-to-noise v*ersus the T/R ratio at
-A = 0 is plotted in Figure V-2. This plot shows that the power signal-to-noise 	 t_
ratio must be (200)/(40) = 5 tim-, s the signal-to-noise ratio necessary for 	 1detection to attain the 10-percent accuracy.
x,_	
I
The other term in Equation (H-11) reflects the angle dependence of
monopulse errors (is dependent upon A). It was assumed to be zero for the
	
above results but is generally	 :e
	
a	
4 tan (1. 18A)	 (H-13 )Qo
	
(SIN)' /2
r
H-4
i
Volume I
This was plotted in Figure V-3. It is interesting to note that for A = Q. S,
aao 
and a., have approximately the same numerical value and add equally
to the overall standard deviation. Once the system parameters have been
specified, the total standard deviation can be found by reading the separate
values from the curves and using
a 	 a  o 
2	 vcy^ )2
 
1/2	 (H-14)
L
•	 B.	 Radar Cross Section--Leading Edge Ranging--No
Intrabeam Angle Measurement
This section considers the bias error int. educed into radar
cross-section measurements when the within beam measurement position is
unknown.
The measurement of cross section does not depend upon the
separation between beams since this measurement must be made on a single
detected pLi.lse. It is possible to improve the accuracy by measuring the cross
section on
 several pulses and computing the rss of the independent samples.
This, however, adds to the system complexity and should not be done unless
_.	 the cross-section measurement accuracy is completely outside the required
limits. The normalized variance in cross section was given by Equation (Ii-7)
as
aQ	 89 a2 tan 2 (1. 18A)	 16 aR	 4Qa'
e2	 + R2 {- A2
'	 when the angle was measured and Q could be readily found. For the case in
question, no angle measurement is made, and a must be interpreted. We
shall, therefore, apply a, second method to determine the cross-section
accuracy;
The unknown measurement angle now introduces an unknown
antenna gain. This causes a bias error in the computed radar cross-section
value since a fixed (and probably erroneous) antenna gain is used in the
calculation. Recall that the radar cross section is given by
K R2S
cos (1.180)
Now examine the bias error introduced at various beam locations by employing
a constant antenna gain G' in the RCS computation. The gain G' need not be
`	 the boresight gain Go -
H-5_-
t.
r.^
=-.^stu.a..11 ....^---. 	 .amu:•r a. ^1k r.c. _.^+._d^,r' 	 ^ cY7^9S't:^..._r r.........^.. .^.^,_	 ^ '^t_3^r	 _	 'S^`' . tom., ^..Y ..ut..w	 --	 -	 ^..R..^"^n-`	 ,.... _ ^^e,...ay. _^...E.- ..mil .^n,__.^. ^.^	 xsn...a......i....r^..^^..._ sus....._.....
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Assume that a measurement is made at the unknown beam position Aa#
At this beam position the actual RCS (Cra), if it could be calculated would 	 4
result in a computed value of
aa -	
K R4 S
cOs8 ( 1 - 180a)
where K, R, and S are measured and hence still subject to random errors.
However the radar cross-section computer must use a fixed value of A which
we shall call Am and the measured value would be
K R4 S
M 
COS 8 (1.180M)
The bias error in cross section (Aa) is given by, aa— am and the normalized
bias error ( gala) is
&a aa am 
°a	 Qa
or
Acr Cos
8
 (1. 18&a)
1
Ca	 cos 8 ( 1. 18Afn)
Note that the particular bias error at any point A depends upon the radar
designers choice of Am. The bias error can he minimized in any particular
intrabeam region at the expense of an increased error in other regions.
If one could determine the intrabeam RCS measurement distribution, A m
could be selected to minimize some suitable measure of error such as rms
error, absolute error, etc. Attempts in this direction have been
unsuccessful.
If one assumed a uniform measurement probability
distribution, with respect to A, then one reasonable design criterion would be
to equalize the relative errors near boresight and beam edge ( 3 dB). Specifying
that the value of Aa / CFa	 e	 qto b	 eual at A	 0. 5, the value fora = 0 and at A a
Am is found to be 0.293. The graph of Aala is shown in Figure V-4 fora
AM	0. 203. Note that if the particle is exactly at beam center when it is
illuminated, the bias error in cross section (due only to the unmeasured
angle) would be 63 percent. The same error would result at beam edge.
The total error in cross ection with leading edge ranging is
therfore the bias error plus the random error,
IS/N 1 + :iT-2 ^a	 Cr a
	
RZ
x
where the quantities have been previously defined.
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II. P„A.RTICLE VELOCITY MEASUREMENT ACCURACY
A.	 General
The velocity of the particle can be determined by measuring
the range and angles at two points while in the field of view and the time
between the two separate measurements. With reference to Figures I-1 and
I-2 (Appendix I), the quantities measured are
At point 1	 At point 2
f	 Rl	
R2
	
S1
	
62
	
01	 02
	
ti	 i2
The values determined from these measurements are
At point 1	 At point 2
Rxl = R 1 cos 01 cos 61	 RX2	 R2 cos 02 cos 62
R1 sin S l	 R	 = R2 sin &2Ryl	 y2
,
RZl - R1 sin_ 1 cos S1	 Rz2 - R2 sin 02 cos S2
J
.^
cos at = 1 /d {' R2 cos 02 cos 62 - R1 cos 0 1 cos 61 :.
cos R 
_ 1/d
	
R.1 sin 51 - R2 sin 62
cos ^y - 1/d f R2 sin 02 cos 6 2 - R1 sin 0 1 cos 611
d2
 _ R2 + R2 - 2R1R2 [cos S 1 cos ^ 2 cos (^2 ,-- ^l) +sin S1 sin 6211	 J
Therefore, the particle velocity can be determined by
1 /2[(Rxl - Rx	 2 + (Ryl - Ry2 2 + (Rz	 - Rz2)2
2	
l
V = (H 15)
t2 - t1
where the direction is given: b'	 g'	 y a, Vii,	 and IY as illustrated in Figure I-1. We
shall now turn our attention to determining the error that will bias the true ;}
particle trajectory.	 This shall be obtained by finding the error sensitivity
along each of the separate axes and combining these to find the total error
,- in parametric form.
H-7
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The velocity alctig the X axis is given by
Rx2 Rx l 	 RZ cos 02 cos 62 - R1 cos 01 cos 61
Y	
—
t2_ t 1
—_
t2X. —t1
The measured values contain both the true values and an error term such
that
(R2 + AR2) [cos ( 2 + A02) cos (62 + O62)	 — (R 1 + OR1) cos (01+ A01) cos (bl + A6 vX + OvX (t2 — t l ) + (Ot 2 — Otl )
M
r
Requiring that the angular error be small yields
(RZ + AR.? ) [cos 6 2	 (0o2 ) sing, ['cos t - ( 6 2 ) sin 521(vx + Ovx )
(R1 + OR) [cos t - (00 1 ) sin 0 1, [cos 6 1 + (O6 1 ) sin S l
— (t2 — t l ) + (ot2 - At1)
Expanding and assuming that the second-order error products will be much .
less than the first-order error products and can be ignored gives
R	 cos	 cos S	 -2	 2	 2 R	 (o0 ) sin 0	 cos S	 - R	 (fib ) cos	 sin S	 + {OR ) cos	 cos S2	 2	 2	 2	 2	 2	 2	 2	 2	 2	 2
wX (tZ — tl ) + (t1t2 — Atl)
R1 cos 0 1 cos 3 1
— 
R1 ( A01) sin 01 cos 6 1 - Rl (A6 1 ) cos 02 sin 62 + (GR 1 ) cos	 t cos bl
,
(t2 — t i) + (4t7 -° Otl )
R2 cos 02 cos 6 2 — R:1 cos 0 2 cos 61
42 - t1)
1
ra
s
f.
_ I'
t+z
r
u
H-8
z
'R`	 1
m^
- .^
r
(t2	 t1) + (Ot2 -- Otl )
Volume I
( AR2 cos 02 cos 6 2	 (L%02 ) R2 sin 02 cos S2 - (Ob 2 ) cos 02 sin S2Ovx
 =	 (t2 - t 1)
(AR 1 ) cos 0 1 cos 6 1 - (Q0 1 ) R 1 sin 0 1 cos 6 1 - (Ob l ) R 1 cos 01 cos 61
( t2 — t1)
( [(A'2 - Otl)	 i R2 co s 02 cos b 2 — R1 cos 02 cos S1,'
( t2 -
 
ti) 2
t
where the assumption has been made that (t 2 -t l ) >> (Ot2 -Ot l ), Using the
notation that E [(Ai) 2] = Q? and as-suming no correlation between different
error terms and zero mean errors, one obtains
aR2 cos 2 2 cos t S2 + a 2R2 sin g2 cos2 b2+Q b 2 R2 cos2 ^ sin
2 6 2
	
Q 2 	 2	 2	 2
	
vX	 2( t2 _ t
OR cost 01 cos t S 1 + ac^2
2	 2	 2	 2	
2
R2 sin	 1 cos	 b l + Cy	R1 CO S
	
sin	 S1
(t2 - ti) 2
1
2
t
2	 2qt2 
+ of
R2 cos 02 c,,os S2 - R1 cos 01 cos bl1
4(t2	
- 
ti)
^`
which is an expression for the variance in velocity along the X axis,
R
;{
a;a
-Utilizing this same procedure to calculate the variance along the
Y and Z axes one finds that
'
QR2 sin g S 1 + aR2 sin	 S 2 + os2 R.	 Cos t S^ + ab2 R2 cos 2 S21	 2 [f
+
2 -	 1	 2 1 ?r
Y (t2 - t1)
!
 [R2a t
2 + Qt2 )sin 2S 2
 -- R l sin b l
JJ
(t 2 - t )4
H-9 ?.
r,
C
or
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2	 2	 2	 2. S 2Q'2 
2 COS 2 02 Cos 6 2 + a 6
2 R 
2 
sin2 OZ sin2 6. + CR
 
sing 2 Cos
	
av 
2	 02 	 2	 2
	
z	 2
(t2 — tj)
	
z 2	 2	 2	 2 2	 22	 2	 2	 2,
a IR cos Ocos 6+0 6 R 1 sin 6 1	 + a	 sin	 cos 6sin R
+	 I
2
( t2 — t 1) 
2
sin	 — R, sin	 cos 61at2 + a 2) IR2 	 2 cos 62t	 02	 1
-F
( t2 
	
ti) 4
ti
Defining the total
2
variance in velocity to be a	 and letting a t,v a tz at)t
aR	 aR	 a 6 CFO,	 CF02 	 aa? one finds thata 6i	 2	 1 2
2
=
	
2
a 	 a  
v	 vv
+ Q 2  v
t	 x	 y z
22a
R2
v
t	 (t2 	 tl)
2a ^RZ + R -	?.R , R, [ cos 6 1	 Cos 	 6 Z [coss	 + sin 6 1 sin 6 Ij
t	 1
+
2
4
(t	 tl)
CY [R2 (1 + co s 2 6j + R22 (1 + cos - 6,)]a
+ (H- 16)
(t2	 t	
2
j)
This expression is difficult to interpret since range, time, and angle
relationships are very complicated. In an attempt to reduce the complexity
•of this expression, it will be divided by the actual velocity (v). This is
v 
2 z	 2	 2v + v + v
xy	 z
2
R 
2 
+Rz — ZR
2	
R	 cos 6 cos 6	 cos	 + sin 6 1
1	 1	 2 1	 2	 1 sin 6
v
2(t,	 t
H-10
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and
AF
i
a
2 22Qvt 
=. t.
 ^ + 20 2 +a 2  R2 1 + cos 2 S ^ + R2 1 + cos 2 S
v2	 (t — t ) 2	 R	 a	 1	 1/	  2	 1
1
R2 + R2 — 2R Rfcos S cos b2 (cos 
`^2 — 1 )l + sin S 1 sin b2,1	 2	 1 2 1	 1	 L	 1
(H-17 )
If the antenna baamwidth is small or the angle between the two beams is
small, then sin L = L and cos L = 1— (L 2 /'2) in radians. Using this approxi-
mation on the above expression yields
Q ;2	 2
vt	 2Qt
7 v2	 (t2 _, tl )2
f
2a, 2 + 2Qa (R1 + R2
R	 L	 2 1
+ R2 + R2	 R g	 (2 -	 &)2  	
j?,(H-18)
1	 2	 1	 2 L	 (6 2 	 1/	 12 
i
B.	 Velocity Measurement — Leading Edge Ranging—Amplitude
i
Monopulse in a Single Beam
More insight into the expected error can be gained by setting
the type of system mechanization and measurement method. First, we will x
utilize leading edge. range -tracking and assume that the pulse amplitude and
the threshold level are sufficiently constant such that the s1.andard deviation
in range is given by4
R	 (H- 19 -
	 CB	 2(S,/N)
where C is the. speed of light, B is the receiver bandwidth to the point of
measurement, and ( SIN) is the power signal-to-noise ratio at beam center. 4
Second, the time between the two 'independent data points will be found
r
.^
4
{
#	 ^
m. Ib id
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with a free-running clock and a standard ripple counter. The error distri-
bution for this case is rectangular and the standard deviation is given by5
o T =	 1	 (H-20)
f 
where fc is the frequency of the basic clock. Third, we shall assume
amplitude monopulse angle processing. A ratiometer will be used to process
the output from the sum channel (Er) and the output from the difference
channel (Ec ) to eliminate the bias due to varying signal power. Thus,
the angle indication (E a) will be given by
Ea = E 	 (H-21)
r
A study of actual antenna. patterns 6 has shown that the sum pattern can be
represented by Er cost (1. 18A) and that the difference pattern can be
represented as Ee = 0. 707 sin (2. 3 60), where A in radians is the angle o ff
beam center, normalized to the half-power bearnwidth. Therefore, the output
of the ratiometer will be given by
0. 707 sin (2.300)
	
E -	 (H-22)
a - 0. 50 + 0. 50 cos (2. 36A)
Since the two quantities have been normalized in using the ratiometer, the
'	 error slope can be found approximately b dE	 1. 67. EP	 Pp	 Y y( a /dA )^	 quation,-	 q
(H-2;2) has been plotted on Figure H- 1 to show its approximate error slope.
Choosing the -slope at 0 equal to zero (1.67) may be a bit pessimistic for a
single pencil beam configuration. The standard deviation in angle error for a
single pulse and signal-to-noise ratio greater than four is given by?
Q	 9	 (H-23)6	 kni 2(s rt)
5 M Schwartz, Information Transmission, Modulation and Noise,
McGraw-Hill, New York (1959) p. 368.
6^^	
N
S. F. George, and A. S. Zamanakos, Multiple Target Resolution of 	 r
Monopulse vs Scanning Radars, " Proc. NEC 15 (1959) pp. 814-23.
7D. K. Barton, Radar Systems Analysis, Prentice Hall, Englewood
Cliffs, New Jersey_ (1964) p. 282.
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where km is the error slope and 0 is the antenna 3-dB beamwidth. The
standard deviation in angle error can now be fully represented by accounting
for the loss in signal power due to off beam center measurements. The one
way voltage pattern was represented by E r cos t (1. 18A) in the previous
analysis; the two-way power pattern can therefore be represented as
Pr = (Er ) 4 cos 8 (l. 18A)
	 .	 (H- 24)
The full expression for the standard deviation in angle error for an amplitude
monopulse processor is
GO
	 Qa	 0	 (H-25)
1. 6? 2(S N) ICOS4 (1. 18A)I
where ( S IN) is the power signal-•to -noise at beam center and
oR
C 	 ( H -26)
B 2(S N) [cos4 (1. I8)]
Therefore, combining Equations (H-13), (H-20), (H-25), and (H-26) gives
2
°
w
	
	 2	 9	 1+ R.2 t	 1	 C	 2 CR	I	 1
v2	 6f2 (t2	 t l ) 2 	 B2 ( S IN)	 (2.79)(S/N) cos 8 (1. 19,6)c
1 (H-27)
^	 0(0	
Sf
Ri+RZ-R 1 R2 2-61-52- 2 - 1 )2 +26 1 52'	 ,#1
In general, 1 /6 fc 42 -tl ) 2 can be made to be much smaller than the three
terms in the brace by selecting the basic clock frequency (f c ) to be 'greater
than the time between the independent measurements (tz-tl ). For example, 	 {
if the pulse repetition rate were 10 4 pps the minimum time between rhea- 	 ix
surements would be 10-4 seconds. A. clock frequency of 10 7 Hz yields a_value
for [6 f^ (t2—tl)2] -1, of 16. 6"X 10- 5 which is very small. In actual practice,
the basic clock would be chosen such that [ 6 ^ (t2 — t1 )2] -1 would be approxi-	 ;f
mately 10 percent of the value of the product of the terms in the braces.	 z	 N
,t
x
at
a
H-14 1
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w
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Thus, letting C 2 /B 2 = T2 , Equation (H-27) can be rewritten as
Cr 2	 ^
vt -	 1	
T2 + a
2 R 1 + R2
v2	 (SIN) ICOs 8
	18A),
	 2. 79
l	 (H-28 )
R +R — R 1 R2
. 
2— ^-62 --(O2 -^e1)2+261621
If we restrict the analysis of the variance of the magnitude of the velocity to
specific intersecting angles (e), it becomes more meaningful although less
general. Thus, for intersecting angles from 20 to 160 degrees and 200 to
340 degrees, the distance (d) is equal to velocity of the particle times the time
in the beam, i. e., v t.,. This relationship is illustrated by Figure H-2. With
the restricted angles d = R1 + R2 R 1 R2 2 -- ( 6 2 -
 602
	 (	 )2
2 — 1
vtB = kRd, where Rd is the detection range and k is a constant, depending
upon the antenna beamwidth and the intersecting angle. For a single-beam
velocity measurement Lhis approximation has two possible exceptions,
(1) the range to point (1) must be greater than the radar minimum range,
and. (2) the two measured points must lie within the antenna 3-dB beam
pattern. However, it is much easier to account for these faults by
_a reduction
in k than by a reduction in d. Therefore, letting d = kR2, Equation (H-28)
can be simplified to
2
	
wt	 I	 2 82 1 + R1 /RZ7 (H- 29)
	v 2	 k2 (SIN) Cco s B (: 18A )l R2 + 2' 79
I {	
1
it
One final approximation will be made. As shown on Figure H-3, the relation
ship of R1 and R2 can be found to be, by the law of sines
i
F
R1 sine + (p/2) cos e (H`30)
f
R2 sine — (8/2) cos a
This ratio is very nearly equal to unity for the angular constraints that
have been placed upon the system. Equation (H-29) can therefore be simplified
to
v 1 2	
1/Z 
7' aQ	 =
vt	 k	 (S N)
+ 0. 716 ^ ^	 (H ­ 31)
R2 acos 8 (1. 180)
:z
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Prior to making a sample calculation to determine the standard;
deviation in velocity (a t ) for the example system, a few comments are in
order. First, the system threshold will be set such that the power signal-to-
noise must be higher than a cerULin value for detection. One question that
arises is, at what range can the two angle measurements be separated by
at least the antenna beamwidth? Since RMX/Ro (So/Smax)l and the signal.
power falls off as [ cos 8 1. 18.A] where A is the off axis angle in fractions
of the antenna 3-dB beamwidth; thus, the ratio of Ro /Rmax = cos 2 ( 1. 180).
These two functions are plotted on Figures H -4 and V-5. Note on Figure V-5,
that to separate the angular measurements by at least one antenna beamwidth
(10), the range must be reduced to 0. 69 of the maximum detection range.
Thus, if r ^ the detection range c 0. 69 of the maximum detection range, the
value of k can be read on Figure H-5 if E and 0 are known.
If 0. 69 of the maximum detection range :5 the actual detection
range --- the maximum detection range, the value for k is equal to the angular
displacement in radians between the two measurements and can be found
from Figure V - 5. For example, if the detection range were 0. 80 of the
maximum detection range, then from Figure V-5, A is equal to 0. 395 and k
would be equal to "2(0. 395) 0 0. 780. This convention was used to plot
Figures V -6  and V - 7.  A.s an example of the expected Qvt, assume that the
system design has yielded the following system parameters;
	
SIN	 40 (necessary for detection)
T = 0. 1 µsec 30 meters
R2 = 1000 meters
	
Ro	 0.69 (1000 meters)
_0 = 2 degrees = 0. 0349 radians,
Thus, substituting these values in Equation (H-31) gives
2i r/ in 1  )1 ^2
r1.0
0.95
0.90
W
Z
UJ
U 0.85
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Figure H-4. Variation in Maximum Detection Range Due to Antenna Beanshape
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III, VELOCITY MEASUREMENT--LEADING EDGE RANGING--TWO
SEPARATED ANTENNA. BEAMS
The particle velocity measurement depends heavily upon the beam
separation. If we ,limit the particle crossing angle (e) to 90 *20 degrees, then
the distance the particle travels between the two beams is given by Rd s where
R is the range to the particle and 0s is the angular separation in radians
between the beam centers. This assumes that es —_ 10 degrees for 2-percent
accuracy. Consequently, from ,Equation (H-18),
	
av2	 2¢2
	
_ 2 = 12	 2 + 4Q
	
V2	 0s	 R
where again the computation of as would be most complex. However, from
the characteristics of the antenna beam pattern cos 8
 (1..1$0), we can assume
pessimistically that as will be equal to 0. 30 where 0 is the antenna 3-dB
beamwidth, and by use of leading edge ranging
2
ev t
_ 
1	 72	 + 0. 3602
vz	ds2 R2 (SIN) cos 8
 (1. 180)
This function is plotted in Figures V-6 and V-7 for separate conditions. Note
that when the T/R is 10 -1
 and Os = 10 degrees, the error in the velocity
magnitude is 10 percent at a signaL-to-noise of 40. However, when ,
 r/R 10 -2
and the other parameters are the same, the error is 3 percent.
The advantage of employing a two-beam velocity measurement system
is readily apparent. The further advantage realized by eliminating the
need for intrabeam angle measurements is also important.
A.	 Particle Direction Measurement Accuracy
The form of the results specifying the direction accuracy
achievable with the one and two-beam radar system implementations depends
upon the method used to specify particle_ velocity. This section of the r
appendix relates radar measurement errors to errors in the direction
cosines. A simpler method has been discussed in the body of the report.
With reference to Figures I-1, 1-2, and Table I-1, the	 J
direction cosines of the particle trajectory are given by	 -tt
R2 s in 02 cos62 — Rlsinolcos61
cos a =	 d	 (H-32) r
a
	
H-21	 w
R I S IA16 1
	RZsin 62
Cos ^3 -
	 d (H-33)
	 z;
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R2cosO2 cos6 l 	R1cos02COS62
Cosy =	 d. ( H -34)
d2	R1 + R2 — 2R 1 R2 I cos S 1 cos 6 2 Ccos (2l) + sin 6 1 sin 62 ^L
(H 35)
The same procedure that was used to determine the variance of the velocity
magnitude will be utilized. Thus, the measured direction cosines will contain
the actual value and an error term, or, working with Equation ( H-32),
co s (d + Da)	 1	 (R2 + OR2)  in ( Z	 2& + A5[Cos ^2	 2d +od	 Is0 + 001	 ^^ 	 )]
(R1 + QR1) [sin (0 1 +AO,) cos (6 1 +O61)]
^ ^ Xr
Volume I
requiring that the angular error be small and, since cos ci can go to 90
degrees, the small angle approximation to the cosine must be included.
c o s a (Aa) sin 
	 11 Id (RI +AR2) L sin 0 2+(AO2)cos021
4-
Icos 6 2 — (A6 2 ) sin 62^
2
1 — (Aa)
— (R 1 + AR 1) Isin ai l + (AO 1 ) cos 611
l cos 6 1 — (A6 1 ) sin 61]
Expanding and assuming that the second-order error products will be much
smaller than the first - order products yields
2
1 .- (Aa) cos a - (Aa) sin" _	 l	 R2 sin 02 cos 62 — R 1 sino 1 cos 61d	 Ad r2 +
(AR Z ) sin	 Z cos S 2 — ( AR 1) sin 0Icos 61
+ (A02)RZ cos O 2 cos 62
_ (A0 1) R 1 cos 01 cos 6 1	 I`
G
(A6 2 , RZ sin 0 2 sin 62
i;
+ (AAS 1 ) R1 sin 6 1 ,sin 01
n
r
X41
j{
.
tt
I
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C
and
Cosa— (Aa) sin a
i sin 02 cos d 2 — t Rj sin 01 cos 61 + tao2) R2Cos 02 cos d2
d
`401) R l Cos ¢ 1 cos b l (a IR2sin 02 sin b2 + Ob l RIsin 6  sin 0 1d_	 k
(ad)( R 2 sin 02 cos b 2)— R 1 sin 01 cos S1d
s
where it has been assumed that d2 >> d (Ad). Squaring this expression,
assuming no correlation between the different error terms, zero mean error
and using the standard notation that E [(Ai) ?- ] cr one obtains for the mean
square error terms8
2	 QR2sin%cos262+(TP2 sin201 cos 2 6 1 +a02R2cos 20 2cos 262
a. sin 2a+ 2, (a.) cos ta =	 2	 1	 2	 2
d
2 2
	 2 22 2	 ..2	 2	 2a R1cos 0 '.cos. b +,cog R.2 sin	 sine S +6 +-a sin 01	 1	 1	 2	
.* ..2.	 ?	 2	 b 1	 1
d2
_2
ad 2R sin 2e cos S2 R 1 sin 01 cos g1dL +	 4
d
(Da)2
2
Volume I
In general, the variance for the identical measured quantities can be set
equal, with no loss in accuracy or generality. Therefore, let aSl = Q62
	
a
l 
= ao
2 	
as and let aR 
1 = aR 2 
= '7,R' The above expression can then be
simplified to
 
n 
2 
sing¢ cos 2' d+ sing
 ¢ Cos, d2	 3(
0a
2)2	 2 	 2	 ias srn	 :{ 2 
	
cos a _
d
Or LR(oos 2¢ I c-os Z S i +sin2 ^ isin dl^ f Rz (C0$2 62 cost ¢2 + s n2 d2 sin Z ¢2)^
^t	 sl
2	 2
	
ad cos a
	 2
.-
	
	 2	 aQ +a cos a	 (H-36)
d
To complete the equation for the variance in of , the variance in d must
be found. Thus, allowing for small errors in Equation (H-32) yields
(d + nd)2
 - (RI + AR I ) 2 + (R2 + AR 2) 2 - 2(R I + A RI) (R2 + AR 2 ) (cos (di + AS) Cos ( 6 2 + A62)
	
-	 + sin	 + Ad sin S + AS 1
	
. Is^os ( ^2 - ¢i + od 2
	^i)	 SI 	 ( i 	 i)	 ( 2	 2) 1
Expanding this equation gives
d + 2d (Ad) + (ALI),2 µ R i + 2Ri (ARI) +(ARI)2 + R2 IR2 (IR) + (AR2)2
	
2 R R + (OR I_ 2	 2 1) R + (AR ) R * (R 1 ) (AR2 	 L)4 1 cos b cos OS - sin S sin A6	 ^1 2	 '	 (	 1	 1	 i)Sl
[ cos 62	 2cos Ob - sin b 2 sin A6 l 1 cos 
r 0 2	 I)	 1 2cos 0¢ - AO 1)	 t- sin /62 	 0 `	 JL	 1	 11 in (DO2 {
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Requiring that the angular errors be small, this reduces to
d2 + 2d (Ad) + (Ad) ?' = R 2 + R2 + 2(AR R 1 + 2(AR2 ) R2 + (ARj) 2 + (AR2)21	
2 ^R 1R2 + (AR 1 ) R + (AR 2 ) R 1 + (AR 1 )(ARZ 4
Icos	 (A6 sin 6 J[coss6 2 — (A6 2 sin 6 21
cos (0 t 0 1 )	 (AO2	,	 0 1— A0 1 ) sin (0)2 —,	 I
+ sin 6	 + (A6 I ) cos 6 1 ] [,sin 62 + (A6' z ) cos 62
'1
Expanding and assuming that the second-order error products will always
be much less than first-order error products and can be ignored gives
d2 + 2d(Ad)	 R 2 + R2 2R R	 — 0 1 ) + sin 6 1 sin1	 2	 1 2 [cos 6 1 cos L^ 2. cos (02	 621
+ 2(AR) R + 2(AR R	 2R R
2 2	 2
(A6 cos 6 sin 0' cos	 0	 (A6 sin 05 Cos 0'2	 2	 2	 2
cos 6 cos 6 sin
1	 2	 2	 2
+ (A6) cos 6 sin S
2 
+ (A6 
2 
cos 
S2 
sin 6 1 ]	 2 [(ARI
 )R2 .
+ (AR2 R11 [cos 6 cos 6 2 cos 2	 + sin S1 sin 61 21
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Thus, subtracting d 2 from each side of this expression and collecting
terms gives
d(Ad) = (AR 1 ) ^ R,	 RZ [ cos 5 1 cos 62 cos (02 _.. 0 1 ) + sin 61 sin. SZ 1 ^
(AR 2 ) ^ R2  -- R1 I cos 5 1 cos S2 cos (02 - 0 1 ) + sin 61 sill 21)
+ (O62) R1 R2 1sin S1 cos S2 cos (02 - 0 1 ) - cos S 1 sin S2
0
+ (A62) R'1 R2 [cos S 1 sin S 2 cos (02 - 0 1 ) - cos S 2 sin 61^
+ (AO 2 - AO  ) RIR2 C cos S 1 cos S2 sin (02 - 01)]
Squaring this expression, assuming no correlation between dift"erent error
terms, zero error means and letting
a 	
= qR.	 and Q S 	 a 6	 -
' 1
a	 - a	 = Cr agives 1 2	 1	 2 2
2	 2d	 ad 2	 - R	
C 
cos S
	 cos
oR { R 1 	 2	 1 S	 cos	 -2	 (	 2	 1) +sin S1
2
1sin S21}
^- 2
+ ^R2- R1 C cos S 1 cos S 2 (02 -	 01) + sin 5 1 sin S 2 }
+ oa R. R2 ^ [sin 6 1 cos 62cos (0.-^ 0 1 ) - cos 6 1 sin 5 2	 2I
+	 cos S. sin S
	 cos (o_ - 0.1 _ cos S_ sin S_ , 2
r
i
i
Volt(rne I
2	 2	 3 (2)2 	 2	 1	 Z 	 2	 2	 2
act sin a + Q ar cos at - —2 aR s 1
[ n2
02 cos S 2 + sin 01 cos 61d
+
 act [R l
2
cos 2 ocos 2 S i + sin2 0 1 sin2 6
 1
+ R2 ,cos t 	cost S + sin  S2 sin. 02	 2	 Z
+ as Cos 2a 	 (H-37)
2	 2	 3	 2 2	 2	 1	 2	 2	 2	 2 2	 2
ap s in	 + 2 ap	 cos	 = 2 aR sin. 6 1 + sin S 2 + o'a [R 1 cos 61d
+ R2 cost 62 + and Cos 2 ^i	 (H-38)2
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^,
2	 3 	 2	 2	 1	 2	 2	 2	 2	 21 sin N +
(a7z
cos	 'Y	 Q	 cos--- 	 f	 12 	 2	 R.	 l	 ^1 cos	 51 ^' cos	 2 cos	 S2d ^^'`	 #
+d2 [R2 (sin26 1 cos 2^ l +sin2 ^ l cos?5.1)
r
...
)sin'- 6+R'- (
	
cos 2O +R2 sin20 cos 2 S	 ]2\	 2	 2	 2	 2	 2 (H-39) E
1
+0	 os21' 1
,
2Q 1	 2	
2
—	 a	 R– R	 cos S	 cos S(-+ sin S	 sin S 12	 1	 1
JJt
d d 2 	 R 1	 2 1	 2\	 2J
^f
+	 R	 - R	 cos S	 cos S	 cos r	 –ail+ sin b	 sins2	 1	 l	 1	 2	 ` 2	 1/	 1	 2
2
2
^► 	 j
f+ a2 RiR2 	sin, b l cos S2 cos 	 cos 6 1 sin S2	
y
a	 2
+ cos 6sin 6cos (^ 2 - ^ 	 – cos -6sin 51 21	 2	 2
:.	 _.
+ 2, cos 6 1 cos b	 sin (02 – 12 2 (H-40)
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d2 = R1+ R2 2R 1 R2 cos S 1 cos S2 cos (0 2 -0 1)] . + sin S l sin 62 [
(H 41)
0")
one desired end result is to determine the variance in the measurement of the
direction cosines. A meaningful solution seems almost hopeless due to the
complexity of the above equations. However, if we assume that S , 8 ? , ail,
and 02 will be small, e. g. , less than 10 degrees and let the sine 1(angle) be
equal to the angle in radians and the cosine (angle) be equal to l - (the angle
in radians) 2 divided by 2 and eliminate third and fourth-order products as
small, the expression, simplifies to
2	 2	 3 2 2	 2	 1	 2 2	 2	 2	 2	 2	 2	 20« sin a -}	 0a cos a = 2 0R ^ 1 + 02 + oa Rl + R2 + a'a
 cos a
d
H 4'LC	 -	 )
1	 2 	 2 +02R2+R202R sin2 	 2P + 3 02P costP
	d2 QR (621 + S
	 a 1	 2
0d cos P2	 (H-43)
2	 2	 3 2	 2	 1	 2	 2 2 2	 2	 2 2	 20 sin 'Y + 0 cos r -	 0 +0 R S + 
	
+R 0 + 0y	 2 'r	 d2	 R	 a	 1 1	 1	 2 2	 2
+ 02 cos t ly	 (H-44)
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If we now let the terms on the right side of the equal sign of Equations (H-42)
through (H-44) be ka, kp, and k.., respectively, and attempt to solve for the
variance, we find that
2
2 
(UZ)Z
 
cos2 a +	 sin2a - kd = 0
i4
t:
where by use of the quadratic equation one finds that
sink" y2 Csin «+ 6 ka cos 2 a
c
cra -	 23 cos	 a
f
Since a2 cannot be negative
« l/226 ka cos	 a p2	 1	 2
as
	
tan a -1+ 1+ (H-47)3	 4 `.4jSsin a
Using this same method, it is found that r
1/22
2	 1	 2	 6 kR cos	 3
CY	 = 
-3 tan	 -1+ ;1 + (H-48)4
s in	 (3 ,,,.
2	 1	 c	 6 k 	 Y
4
CY	 _	 tan 'Y -I+ 1+ (H-49)3	 4sin
Where it is seen that as the particular angle approaches zero degrees and
since ka, kp, and ,k y cannot be equal to zero, 1s
2
3
Lim CY
	 = 0. 817 ('ka)1 (H-50)
a--► 0 degrees
1/2
 
d'Lim (Y
	
= 0. 817 (k)P	 R (H--51) iR--►O degrees
Lim cr = 0. 817 (k7)1/2  (H- 5 2)
'y-►0 degrees
As the particular angles approach 90 degrees,,
	 variance becomes
Cr	 =	 Cr	 =	 CY	 =	 ( 0 ) (00) ...
H- 30 j4{
k.
Lim a2=  aCr a
a--+90 degrees
Lim cy 2 = ap
	
p-.* 90 degrees
(H-53)
(H-54)
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Letting k
., = as + ba cos ta [see Equations (H-30 and (H-42)] and by use of
L'Hospital's rule
	
+ I + 6ac, cos 
2	 1/2
Ci + 6ba cos 4 a)]
	
2i	 s in4
	Lim a - —	 2
a--r90 degrees Ci	 3	 d (CO t
2	 . 2	 2	 2a I 	 2
	
a CL sin a + 2b a sin acos a + 2cos	 a. + bCf costa
	
+ - 
6 (a. - + bacos 2a) cos 2 a	
sin 2 a
sin 4 a
4
Lim	 ay	 (H-55)
7-►90 degrees
Thus, summarizing the variances
2 2
Ci 
Cs4
C
',)1/21
CF tan ci + (,,1+ 6 k	 cOS2
2
ri 2tan + 1 + 6 k	 Cos 2	 4
1/2
p pcscp
2 2 (1 2OYCS4,y 1/2cy 'Ytan + 6 k,},+	 cos c (H-56)
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where
ica =	 12
02	 ^2 + ^2 + a2 R 2 +
R	 1	 2	 l
R Z
 + a2 cos t a 	 (H-57)2^	 dd	 a
l•	 k	 =	 1 a2 (6' + 6 2 	+ a2 (R' +R	 1	 1 R2 	+ a'2 cos t	 ( H-58)d 2 	 2	 a 2	 d
1
k.y =
2	 2	 2	 2	 2
a'R + a
	
S 1 + 0+[R 2	 2	 2	 2	 2R2 S Z + ^ 2	 + Sd cos ti rd2  1	 l
(H-5 9)
Recall that cra is the common error variance due to radar
angle measurements, o2 is a like gaantity for range, and G2 and d 2 are given
by Equations (H-45) and .( H -46 ). If we recognize certain constraints to the
measured angles and ranges, these expressions can be simplified; these are
^2 + 2	 92 /21	 2 S2 -	 SZ	 -.::o2/21	 2 ,
S 2 + 52	 02 /21	 2 S? + 
^2	
9/21Z
(51
	
6Z)2 + ,1	
X2)2	 02 and from Equation (I - 30)
R1	 sine + (0/2) cos-e
R2	 sinE — (9/2) cos E thus	 if 'Y = 90 degrees which
corresponds to e = 90 degrees, then RI = R2 = R. Therefore, we designate
these values co to distinguish them from the 3-dB beamwidth 9, the above
expression can be represented by
2	
1	
- RlR2 2	 90 # `:
9	 .
t	 ;
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2_	 1	 2	 2	 -2d	
-	
+ R2a 	 [2(R - R 1 R2 2 -- 2	 2	 2	 2	 2	 2	 290 	- R 1 + R2	 02 1 + 2a2 R2R2ol	 a
2
eo2	 1T2
	
R
(H - 61)
1ka	 2 2 R (02/o2 + a s2	 2	 2	 2	 2R 1 + R,Z, + Qd cos a ( H -62)
d
1k^ = - 2 2	 2aR 90/2 + as2	 22	 2	 2R1 + R2 + 6d cos	 R J
( H -63)
d
1(k	 = --- r 2	 26	 +	 9	 2 aR	 o/
2	 2	 2	 2
+ R	 + a	 cos	 'Y1a(R2 2	 d H-64)2d
By employing the values of 6R, 	 Qa previously determined, and
computing ` Q^d2 from Equation (H-45) and ka, kp, and k. from Equations (H-62)
through (H-64), the appropriate angular errors may be computed.
Computation would be rather -difficult because of the angular
dependence -of the errors.
yr = v cos 91
1
(I-1)
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+..	 APPENDIX I
VELOCITY MEASURING CAPABILITIES OF A. CW
RADAR. SYSTEM
,r
This appendix demonstrates the result that particle vector velocity can
be uniquely determined by measuring the radial (dopp'ler) velocity and two
radar angles at each of a pair of points. This result is valuable because it
demonstrates that a continuous wave (CW) radar system can be employed to
measure meteoroid velocity.
The particle trajectory and spacecraft coordinate system is illustrated
in Figure I-1. A. particle with some velocity (v) passes through the coordinate
system shown. The radial velocity and the appropriate angles will be measured
at two points (P 1 and P2)- It is obvious from the figure that
yr = v Cos e2	 (I-2)
2
t
	
e l -	 + e2
	 (I-3)
The velocity (v) contains components due to motion of both the spacecraft
and the particle, thus, the particle trajectory error due to spacecraft motion
in.ust be removed. We shall assume that this correction will be accomplished
by the earth tracking station. If we now operate on the first three equations,
it is found that f
S
i
vrl	
cos ( + 02)
_	
(I-4)yr	 cos 82
2 }
The two radial velocities yr and yr are quantities measured by the system;
1 2 i
thus, if 4 can be found, e2
	
JP	 Y cancan be determined and the article trajectory 	 j
can be found.	 1
R The two angles and S measured in radar coordinates are illustrated
in Figure I-2.-These angles represent the angles of point (P) with respect
to the radar coordinate system, with 4^ position as shown and S representing
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Figure 1-2. Spacecraft Radar Coordinates
rt
a negative angle. It is readily seen that the unit vector prescribed by the
point (P) and the origin are given by
r cos	 cos S (1-5)x
r sin 6
y
r sin	 cos 6 (1-7)
z
Thus, using subscripts I and 2 to designate points I and 2 of Figure I-1,
one finds that
cos Ci l sin 01 cos 6 1 (1-8)
cos sin. 61
cos cos	 cos 6 1 (1-10)
cos a sin 02 cos 622
1-3
1.4
7-P qw-TV;
(1-12)
(1-13)
cos P 2 = sin 62
cos 'Y 2	 cos 02 cos 62
;x
,S
x
Volume I
and since "the cosine of the angle between two lines is equal, to the sum of
the products of the corresponding direction cosines of the lines, "
cos ^	 cos al cos 
`i2 + cos P1 cos P2 + cos Yl cos 'Y2	 (1 - 14)
Combining Equation (I-14) with Equation (I- 8):through ( I-13) and rearranging
give s
cos ^ = cos 6 1 cos 62 sin (01	 02 + sin S i sin 6 2	 (1- 15)
The direction cosines of the particle velocity vector are found by
taking the difference of the corresponding direction cosines of the . two
measured points. Thus, it is proven that the trajectory of the particle , can be
completely and uniquely determined by measuring the radial velocity and the
angles at two points in the radar field of view. The parametric equation result-
ing from the previous analyses are tabulated in Table I-1. It is immediately
obvious, if these parametric equations are pursued, that the relative velocities
and angles must be measured accurately if the trajectory is to be determined
accurately:
t
t
;i
k
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Table I-1. Particle Trajectory Equations (CW System)
	
2	 1/2
V	
sin
ri	 r22	 r2 Vrl cos 41
cos	 cos 6 1 cos 6 2 [sin (0 1 - 02) 
1 
+sin 6 1 sin 62
1
RZ sin 0 2 cos 62 - R l sin 0 1 cos 61
cos
d
R 1 sin 6 1 - R 2 sin S2
cos P -	 d
R2 cos 02 cos S 1 - R 1 Cos 02 cos S 2Cos d
2 =d = R2I .+ R2
 2	 ZR 1 R 2 [cos 6 1 cos 6 2, cos (0, - Ol ) + sin  1 sin 6 2]
If y is small (-- 8 degrees for 1. percent additional ina•ccuracy)
V - VrZ Vrl
