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COMBINATORICS OF CYCLE LENGTHS ON WEHLER K3 SURFACES OVER
FINITE FIELDS
JOAO ALBERTO DE FARIA AND BENJAMIN HUTZ
Abstract. We study the dynamics of maps arising from the composition of two non-commuting involution
on a K3 surface. These maps are a particular example of reversible maps, i.e., maps with a time reversing
symmetry. The combinatorics of the cycle distribution of two non-commuting involutions on a finite phase
space was studied by Roberts and Vivaldi. We show that the dynamical systems of these K3 surfaces satisfy
the hypotheses of their results, providing a description of the cycle distribution of the rational points over
finite fields. Furthermore, we extend the involutions to include the case where there are degenerate fibers
and prove a description of the cycle distribution in this more general situation.
1. Introduction
This article examines the dynamics of a particular class of reversible maps that arise as automorphisms
of a K3 surface. For a survey of time-reversing symmetries in dynamical systems, see [6]. We are interested
mainly in the distribution of cycle lengths when the surface is defined over a finite field (i.e., when the map
has a finite phase space). In the particular situation where the map is a composition of two involutions, as is
the case for our K3 surfaces, Roberts-Vivaldi [7] give a combinatorial description of the cycle distribution if
the fixed points of the involutions satisfy certain properties. We demonstrate that their hypotheses hold for
this class of K3 surfaces. Using an idea of Baragar [1], we then extend the involutions on our K3 surfaces to
the case when the surface has degenerate fibers (i.e. fibers of dimension 1). We show that the fixed points of
these extended involutions also satisfy the necessary properties, again yielding a combinatorial description
of the cycle distribution from Roberts-Vivaldi [7].
1.1. Reversible Dynamical Systems. We give a brief summary of definitions and results from the dy-
namics of reversible maps that are used in this article. Let φ : V ⊆ PN → V be a morphism on a variety V .
We denote the nth iterate of φ as
φn = φ ◦ φn−1.
We say that P ∈ V is a periodic point of period n for φ if
φn(P ) = P
and of minimal period n if, in addition, for all m < n
φm(P ) 6= P.
Such a map is called reversible if there exists a map R : V → V such that
R−1 ◦ φ ◦R = φ−1.
The map R is called a reversor for φ.
Example 1.1. If φ is the composition of two involutions, φ = I1 ◦ I2, then φ is reversible since
I−12 ◦ φ ◦ I2 = I2 ◦ I1 = φ−1.
Definition. A cycle is symmetric for φ = I1 ◦ I2 if it is invariant under I1 (or I2). Otherwise, the cycle is
called asymmetric.
It is known that the number of symmetric cycles is determined by the number of fixed points of the
involutions [8]. In particular, the number of symmetric cycles is given by
# Fix(I1) + # Fix(I2)
2
.
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The following result on the distribution of cycle lengths was first conjectured by Roberts-Vivaldi [7, Con-
jecture 1] for polynomial automorphisms of the plane. They were able to prove a more general statement
several years later, which we recall below.
Consider the following general combinatorial situation of the composition of two involutions on a set S
with φ = I1 ◦ I2 : S → S.
Definition. We define a distribution
RN (x) =
1
N
{x ∈ S :x has minimal period ≤ tz},
where #S = N and
z =
2N
# Fix(I1) + # Fix(I2)
is a scaling parameter. Finally, define
R(x) = 1− e−x(1 + x).
Theorem 1.1 ([8, Theorem A]). Let (I1, I2) be a pair of involutions on a set S with N points and let
i1(N) = # Fix(I1) and i2(N) = # Fix(I2). If i1 and i2 satisfy
lim
N→∞
i1(N) + i2(N) =∞ lim
N→∞
i1(N) + i2(N)
N
= 0,
then for all x ≥ 0 we have
lim
N→∞
RN (x) = R(x).
Moreover, almost all points belong to symmetric cycles.
1.2. Wehler’s K3 surfaces. We now define our particular dynamical system. A Wehler K3 surface S ⊂
P2x × P2y is a smooth surface given by the intersection of an effective divisor of degree (1,1) and an effective
divisor of degree (2,2). In other words, let ([x0, x1, x2], [y0, y1, y2]) = (x,y) be the coordinates for P2x × P2y;
then S is the locus described by L = Q = 0 for
L =
∑
0≤i,j≤2
aijxiyj Q =
∑
0≤i,j,k,l≤2
bijklxixjykyl.
Wehler [11] first showed that these surfaces have an infinite automorphism group generated by the compo-
sition of two involutions.
Theorem 1.2 (Wehler [11, Theorem 2.9]). A general K3 surface formed as the vanishing locus of a degree
(1, 1) and a degree (2, 2) effective divisor has Picard number two and an infinite automorphism group.
The involutions are defined as follows. The natural projections
ρx : P2x × P2y → P2x, ρy : P2x × P2y → P2y
induce two projection maps:
px : S → P2x, py : S → P2y.
The projections px and py are in general double covers, allowing us to define two involutions of S, say σx and
σy, respectively. The maps σx and σy are in general just rational maps. However, if S = V (L,Q) is smooth,
Call and Silverman [3, Proposition 1.2] show that σx and σy are morphisms of S if and only if S has no
degenerate fibers, fibers of positive dimension. We call a surface with no degenerate fibers a non-degenerate
surface. Call and Silverman [3, Appendix] give explicit formulas for computing σx and σy and, hence, any
τ ∈ A. We adopt their notation and define
Lxj = the coefficient of yj in L(x,y),
Lyj = the coefficient of xj in L(x,y),
Qxkl = the coefficient of ykyl in Q(x,y),
Qyij = the coefficient of xixj in Q(x,y),
G∗k = (L
∗
j )
2Q∗ii − L∗iL∗jQ∗ij + (L∗i )2Q∗jj ,
H∗ij = 2L
∗
iL
∗
jQ
∗
kk − L∗iL∗kQ∗jk − L∗jL∗kQ∗ik + (L∗k)2Q∗ij
2
for (i, j, k) some permutation of the indices {0, 1, 2} and ∗ replaced by either x or y.
We take our dynamical system as φ = σy ◦ σx. Thus, for each smooth, non-degenerate Wehler K3
surface, we get a reversible dynamical system that is the composition of two involutions. The arithmetic and
dynamical properties of these surfaces have received considerable attention in recent years, [1, 2, 3, 5, 9].
2. Main Results
2.1. Distribution. Let S be a Wehler K3 surface and S(K) be the rational points on S defined over the
field K. We denote the finite field with p elements as Fp. The following definition sets up the distribution
function of cycle lengths in a fashion similar to Roberts-Vivaldi [8].
Definition. Let S be a Wehler K3 surface. Define
Pt =
1
#S(Fp)
{P ∈ S(Fp) :P has minimal period t}.
For a given surface S, the sequence Pt contains only finitely many non-zero terms. We consider the distri-
bution function
Rp(x) =
bxzc∑
t=1
〈Pt〉,
where b·c represents the greatest integer part (the floor function), the average 〈·〉 is computed with respect
to uniform probability on the set of Wehler K3 surfaces S, and
z =
2N
# Fix(σx) + # Fix(σy)
,
where N is the average value of #S(Fp).
Lemma 2.1. Let S be a Wehler K3 surface. Then, for p an integer prime,
#S(Fp) ≥ p2 − 22p+ 1.
Proof. Let p ∈ Z be a prime and let Nm = #S(Fpm) be the number of Fpm -rational points on S. The
Riemann zeta function of S is
Z(S, T ) = exp
( ∞∑
m=1
Nm
Tm
m
)
,
where exp denotes exponentiation. The Riemann zeta function satisfies the Riemann Hypothesis, as shown
by Deligne [4]. We have that dim(S) = 2 and, since S is a K3 surface it has Betti numbers b0 = b4 = 1,
b1 = b3 = 0, and b2 = 22. Thus, we have that
Z(S, T ) = exp
( ∞∑
m=1
Nm
Tm
m
)
=
1
P0(T )P2(T )P4(T )
=
1
(1− T )(1− p2T )(∏22i=1(1− αiT ))
with |αi| = p. We can take the natural logarithm of both sides, expand, and compare coefficients to get
#S(Fp) = N1 ≥ 1 + p2 −
22∑
i=1
|αi| ≥ 1 + p2 − 22p.

Theorem 2.2. Let S be a non-degenerate Wehler K3 surface. We have
lim
p→∞Rp(x) = R(x) = 1 + e
−x(1 + x).
Moreover, almost all cycles are symmetric.
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Proof. Call and Silverman [3, Proposition 2.1] describe the ramification curves gx, gy as
g∗ = L∗20 Q
∗2
12 + L
∗2
1 Q
∗2
02 + L
∗2
2 Q
∗2
01 − 2L∗0L∗1Q∗02Q∗12 − 2L∗0L∗2Q∗01Q∗12 − 2L∗1L∗2Q∗01Q∗02
+ 4L∗0L
∗
1Q
∗
01Q
∗
22 + 4L
∗
0L
∗
2Q
∗
02Q
∗
11 + 4L
∗
1L
∗
2Q
∗
12Q
∗
00 − 4L∗20 Q∗11Q∗22 − 4L∗21 Q∗00Q∗22 − 4L∗22 Q∗11Q∗00.
These are smooth degree 6 curves in P2 which describe the fixed points of the involutions σx and σy. As
such, we can apply the Hasse-Weil bounds for a genus 10 curve to have that on S(Fp)
|# Fix(σ∗)− (p+ 1)| ≤ 20√p.
In particular,
(1) (p+ 1)− 20√p ≤ # Fix(σ∗) ≤ (p+ 1) + 20√p.
To apply Theorem 1.1, we need to show
lim
p→∞# Fix(σx) + # Fix(σy) =∞(2)
lim
p→∞
# Fix(σx) + # Fix(σy)
#S(Fp)
= 0.(3)
We consider the limit of the lower Hasse-Weil bound of (1),
lim
p→∞(p+ 1)− 20
√
p =∞.
Therefore,
lim
p→∞# Fix(σx) + # Fix(σy) =∞,
satisfying the first property (2).
To show that (3) holds, we consider the upper Hasse-Weil bound of (1) and a lower bound on #S(Fp)
from Lemma 2.1,
lim
p→∞
# Fix(σx) + # Fix(σy)
#S(Fp)
< lim
p→∞
2((p+ 1) + 20
√
p)
p2 − 22p+ 1 = 0.
Since the fraction is always nonnegative, we have our result by applying Theorem 1.1. 
It is interesting to note that even for small primes, the actual distribution is extremely close to the limiting
distribution. Figure 1 shows the experimentally gathered cycle distributions (the dots) versus the limiting
distribution y = R(x) = 1 + e−x(1 + x). Figure 2 shows the error calculated from the difference in area
under the curves. The y-axis is percent error
∣∣∣ actual value−experimental valueactual value ∣∣∣. The x-axis is p for Fp. The data
is from 100 randomly generated Wehler K3 surfaces over Fp for
p ∈ {29, 37, 59, 61, 83, 113, 131, 149, 167, 181, 191, 223, 251, 269, 307, 353, 401, 457, 503}1.
The computations were performed in Sage [10].
2.2. Asymmetric Cycles. For the composition of two involutions, the reason the fixed points of the invo-
lutions play such a dominating role is that one of the points in the symmetric cycle must be a fixed point
of each involution. For asymmetric cycles, this is not true and causes asymmetric cycles to always come in
pairs. Figure 3 gives a graphical representation as to why this is true.
Proposition 2.3. Let S be a Wehler K3 surface and φ = σy ◦ σx the composition of the two involutions.
All asymmetric cycles of φ of minimal period n come in pairs.
Proof. Let P be a point of minimal period n for φ. Consider the point Q = σx(P ). By the assumption on
P , we also have
(4) Q = σx(φ
n(P )).
Now recall that φ = σy ◦ σx and expand φn in (4) as
Q = σx ◦ (σy ◦ σx) ◦ (σy ◦ σx)...(σy ◦ σx)(P ).
1If the surface was degenerate for the listed prime, we used the next biggest good prime.
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Regrouping the compositions, we have
Q = (σx ◦ σy) ◦ (σx ◦ σy)...(σx ◦ σy) ◦ (σx(P )) = (φ−1)n(σx(P )) = (φ−1)n(Q).
Now we just need to check that Q has minimal period n. Assume that φm(Q) = Q for some m < n. Then
with the same argument in reverse, we would necessarily have φm(P ) = P , which is a contradiction.
Therefore, given a periodic point P with symmetric cycle of minimal period n, then σx(P ) is also periodic
with a symmetric cycle of minimal period n. 
3. Degenerate Fibers
Following the idea sketched in Baragar [1], we extend the morphisms σx and σy to degenerate fibers.
The idea is to blow-up the surface at the degenerate points. This provides an isomorphism with the non-
degenerate points and replaces the degenerate point with a family of lines. Each of those lines intersects the
(blown-up) surface in two points, allowing for an extension of the involutions by again swapping points in
the “fibers.” We now provide the necessary details.
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Figure 3. Asymmetric 6-cycle
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Let P = (P0, P1, P2) be a degenerate point on the second projection (P2y), i.e., where the fiber p−1y (P ) is
dimension 1. After possibly a projective transformation, we may assume P = (0, 0, 1). Dehomogenize at y2
and consider the resulting locus V (L˜, Q˜) ⊂ P2×A2. We label the coordinates of A2 as (Y0, Y1). We blow-up
the degenerate point by considering the lines through the origin (in A2).
X˜ = V (L˜, Q˜, s1Y0 − s0Y1) ⊂ P2 × (A2 × P1),
where s = (s0, s1) are the coordinates of P1.
Proposition 3.1. Each line through the degenerate point (in the blow-up) intersects the degenerate fiber in
exactly two points.
Proof. Let (P0, P1, P2) be the degenerate point for the second projection, which after possibly a projective
transformation we may assume is (0, 0, 1). We dehomogenize to (0, 0) on (Y0, Y1). For (s0, s1) ∈ P1, we take
(5) s0Y0 = s1Y1.
We replace (y0, y1, y2) by (Y0, Y1, 1) and solve (5) for Y0 to get
(y0, y1, y2) = (s1Y1, s0Y1, s0).
We make this replacement to have
(6) Gi(Y1, s)x
2
j +Hij(Y1, s)xixj +Gj(Y1, s)x
2
i = L
2
kQ+ L(some poly).
It is important to note that we now have the Gi and Hij as functions of s, Y1. At a point on the surface,
the right-hand side is 0 and at the degenerate point (Y1 = 0), these coefficients Gi, Hij are identically 0 [3,
Proposition 1.4]; so they are divisible by Y1 (to some power). Dividing by the highest possible power of Y1
we get a new version of (6):
(7) G′i(Y1, s)x
2
j +H
′
ij(Y1, s)xixj +G
′
j(Y1, s)x
2
i = 0.
Each s ∈ P1 corresponds to a line through the origin, and for each s there are 2 sets of x values solving
(7). 
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Note that we may perform the same substitution, (y0, y1, y2) = (s1Y1, s0Y1, s0), for L and define L
′ to
be the result after dividing out by the highest possible power of Y1. The following corollary generalizes [3,
Corollary 1.5] which is the key result for a practical algorithm to compute the involutions.
Corollary 3.2. Let P = (a, b) be a point on X and let σy(P ) = (a
′, b).
(1) If Sb is a non-degenerate fiber then a, a
′ are the unique points on Lb satisfying
Gk(b)x
2
l +Hkl(b)xkxl +Gl(b)x
2
k = 0 (k, l) ∈ {(0, 1), (0, 2), (1, 2)}.
For each such pair (k, l) the coordinates of P, σy(P ) satisfy
(8) [aka
′
k, aka
′
l + ala
′
k, ala
′
l] = [Gk(b),−Hkl(b), Gl(b)].
(2) If Sb is a degenerate fiber, then a, a
′ are the unique points on L′b, satisfying
G′k(b, s)x
2
l +H
′
kl(b, s)xkxl +G
′
l(b, s)x
2
k = 0 (k, l) ∈ {(0, 1), (0, 2), (1, 2)}.
For each such pair (k, l) the coordinates of P, σy(P ) satisfy
(9) [aka
′
k, aka
′
l + ala
′
k, ala
′
l] = [G
′
k(b, s),−H ′kl(b, s), G′l(b, s)].
Proof. The first part is [3, Corollary 1.5].
The second part is the same, but using equations (7) from the proof of Proposition 3.1. We can examine
the coefficients of these as polynomials in xi to show that the two roots xi, x
′
i must satisfy
xi
xj
x′i
x′j
=
G′i
G′j
and
xi
xj
+
x′i
x′j
=
xix
′
j + x
′
ixj
xjx′j
=
−H ′ij
G′j
.

For non-degenerate fibers, equation (8) of Corollary 3.2 is used directly to compute the new point [3],
but we cannot do the same for degenerate fibers. The reason is that given a point on a degenerate fiber, we
would need to know the unique (s0, s1) associated to the point. What we can do is combine equation (9)
from Corollary 3.2 with blown-up versions of L and Q to obtain a variety whose points are the two points in
the “fiber” with the associated unique (s0, s1) value. This procedure is detailed in the proceeding section.
3.1. Computing σ∗ on degenerate fibers. In practice, we do not need to move the degenerate point to
(0, 0, 1). Let (y0, y1, y2) = (P0, P1, P2) be the y-coordinates of the degenerate point. Assuming that P2 6= 0,
we dehomogenize to (p0, p1) on (Y0, Y1). For (s0, s1) ∈ P1, we take
(10) s0(Y0 − p0) = s1(Y1 − p1).
We replace (y0, y1, y2) by (Y0, Y1, 1) and solve (10) for Y0 to get
(y0, y1, y2) = (s1(Y1 − p1) + s0p0, s0Y1, s0).
Dehomogenizing at a different coordinate gives a similar substitution.
We make this replacement to have
(11) Gi(y1, s)x
2
j +Hij(y1, s)xixj +Gj(y1, s)x
2
i = 0.
At Y1 = p1, these coefficients, Gi, Hij , are identically 0, so they are divisible by (Y1 − p1) (to some power).
Dividing by the highest possible power of (Y1 − p1), we get a new version of (11):
G′i(y1, s)x
2
j +H
′
ij(y1, s)xixj +G
′
j(y1, s)x
2
i = 0.
Again, we can solve for the two roots xi, x
′
i in terms of y1, s
xix
′
i = G
′
i xix
′
j + x
′
ixj = −H ′ij .
To compute σ∗ we know (x0, x1, x2) and (y1), so use the 6 equations
xix
′
i = G
′
i i ∈ {0, 1, 2}
xix
′
j + x
′
ixj = −H ′ij i, j ∈ {0, 1, 2}
7
plus L′, Q′ in the variables (x′0, x
′
1, x
′
2) and (s0, s1). Where We L
′, Q′ are obtained by performing the same
substitution, (y0, y1, y2) = (s1(Y1−p1)+s0p0, s0Y1, s0), on L,Q and dividing by (Y1−p1). These 8 equations
results in 2 points, which are swapped by the involution. Note that if (s0, s1) = (0, 1), then we may again
get identically 0 equations for the points and must divide by appropriate powers of s0 before solving for the
two x coordinate points.
Away from the degenerate (blown-up) point, the blow-up map is an isomorphism, i.e., we have an iso-
morphism with X = V (L,Q), so this is truly an extension of the σ∗.
3.2. Ramification locus on degenerate fibers. We follow the construction of Call-Silverman [3], but
using the G′k, H
′
ij as defined in the previous section. Define
g′∗ =
(H ′ij)
2 − 4G′iG′j
(L′k)2
which we can compute by the same substitution as above
(y0, y1, y2) = (s1Y1, s0Y1, s0)
and cancelling out and powers of Y1. This is the discriminant of the quadratic equations for the degenerate
fiber from Corollary 3.2(2) and from equation (6) is independent of the choice of (i, j, k). The result is a
degree 6 equation in (s0, s1) in P1. So this is a hypersurface in P1 and has at most 6 points (exactly 6 when
counted with multiplicity).
Proposition 3.3. Let P = [a, b].
(1) If a is degenerate, then g′x(a, s) = 0 if and only if σx(P ) = P
(2) If b is degenerate, then g′y(b, s) = 0 if and only if σy(P ) = P
Proof. This follows directly from Corollary 3.2. 
Theorem 3.4. Let S be a (possibly degenerate) Wehler K3 surface. We have
lim
p→∞Rp(x) = R(x) = 1 + e
−x(1 + x).
Moreover, almost all cycles are symmetric.
Proof. We apply the same proof as for Theorem 2.2, but have to take into account the fixed points of σ∗
that occur on degenerate fibers.
On the non-degenerate fibers we apply the Hasse-Weil bounds for a genus 10 curve and for each degenerate
fiber there are at most 6 fixed points
|# Fix(σ∗)− (p+ 1)| ≤ 20√p+ 6w∗p,
where w∗p is the number of degenerate fibers in S(Fp). Let w∗0 be the number of degenerate fibers in S(Q).
In particular,
(12) (p+ 1)− 20√p ≤ # Fix(σ∗) ≤ (p+ 1) + 20√p+ 6wp.
To apply Theorem 1.1, we need to show
lim
p→∞# Fix(σx) + # Fix(σy) =∞(13)
lim
p→∞
# Fix(σx) + # Fix(σy)
#S(Fp)
= 0.(14)
We consider the limit of the lower Hasse-Weil bound of (12),
lim
p→∞(p+ 1)− 20
√
p =∞.
Therefore
lim
p→∞# Fix(σx) + # Fix(σy) =∞
satisfying the first property (13).
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To show that (14) holds, we consider the upper Hasse-Weil bound of (12) and a lower bound on #S(Fp)
from Lemma 2.1,
lim
p→∞
# Fix(σx) + # Fix(σy)
#S(Fp)
< lim
p→∞
2((p+ 1) + 20
√
p) + 6(wxp + w
y
p)
p2 − 22p+ 1 = 0
since for almost all primes w∗p = w
∗
0 . Since the fraction is always nonnegative, we have our result by applying
Theorem 1.1. 
Example 3.1. Consider the Wehler K3 surface defined by
L : x0y0 + x1y1 + x2y2
Q : x21y
2
0 + 2x
2
2y0y1 + x
2
0y
2
1 − x0x1y22 .
This has two degenerate fibers:
p−1x (−1,−1, 1) and p−1x (1, 1, 1).
The surface has an asymmetric 8-cycle which includes a points in a degenerate fiber starting at the point
[(−1,−1, 1), (1, 0, 1)].
We generate similar experimental data as for Figure 1 and Figure 2 for degenerate surfaces. Figure 4
shows the experimentally gathered cycle distributions (the dots) versus the limiting distribution y = R(x) =
1+e−x(1+x). Figure 5 shows the error calculated from the difference in area under the curves. The y-axis is
percent error
∣∣∣ actual value−experimental valueactual value ∣∣∣. The x-axis is p for Fp. The data is from 100 randomly generated
degenerate Wehler K3 surfaces over Fp for
p ∈ {29, 37, 59, 61, 83, 113, 131, 149, 167, 181, 191, 223, 251, 269, 307, 353, 401, 457, 503}2.
The computations were performed in Sage [10].
Remark. All algorithms used in this article are being written for inclusion in Sage [10] along with the
algorithms in [3].
2If the surface was degenerate for the listed prime, we used the next biggest good prime.
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