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Abstract
In this paper, we obtain existence results for the problem u000=q(u00)f(t; u) with boundary conditions u(a)=A, u(b)=B,
u00(a) = C and u(a) = u(b), u0(a) = u0(b), u00(a) = C. We assume f a Caratheodory function, q 2 L1(R; (0;1)) such
that 1=q 2 L1loc(R; (0;1)) and suppose the existence of lower and upper solutions. The existence of solution for the rst
considered conditions is obtained as a consequence of the xed-points theorems. We obtain the solution of the second
problem as a limit of solutions of the rst case. For the rst problem, the monotone method is developed. c© 1999
Elsevier Science B.V. All rights reserved.
MSC: 34B15
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1. Introduction
Third-order boundary value problems have been studied widely in the literature (see [8] and
references therein). In [2] existence results for the problem u000 = f(t; u) with periodic boundary
conditions are obtained. There, lower and upper solutions are used as a fundamental tool to conclude
the existence of solution between the two a priori given functions. This work has been improved in
[3,4] in which f(t; u; u0; u00)  f(t; u)−Pu0−Qu00 is treated. In all the cited papers f is a continuous
function in the spacial arguments.
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In this paper we consider the case in which the nonlinear part of the equation is not a continuous
function in u00, allowing important discontinuities in those variable. Thus, we will consider the
following equation:
u000 = q(u00)f(t; u) for a:e: t 2 I = [a; b]; (1.1)
with the boundary conditions
u(a) = A; u(b) = B; u00(a) = C (1.2)
or
u(a) = u(b); u0(a) = u0(b); u00(a) = C: (1.3)
Here f is a Caratheodory function; that is
(a) for a.e. t 2 I , f(t; ) is continuous,
(b) for all u 2 R, f(; u) is measurable and
(c) for every R> 0, there exists hR 2 L1(I) such that for a.e. t 2 I and all u 2 R, with juj6R,
jf(t; u)j6hR(t):
Function q is such that q 2 L1(R; (0;1)) and 1=q 2 L1loc(R; (0;1)).
Following the ideas described in [9] for a rst-order problem with nonlinear boundary conditions,
we obtain in Section 2 the existence of solution for problem (1.1){(1.2) between a lower and
an upper solution. For this purpose we study some comparison results for which we use some well
known results about maximum principles for Dirichlet problems (see [5,6]). Furthermore, we develop
the monotone method to obtain the existence of extremal solutions of problem (1.1){(1.2) in the
sector delimited by the lower and the upper solutions.
In Section 3, to obtain the existence of solution between a lower and an upper solution for problem
(1.1){(1.3) we apply a technique proposed for rst- and second-order impulsive periodic boundary
value problems in [1,10], respectively. This technique was applied for the  { Laplacian problem
with periodic and Neumann boundary conditions in [7]. As far as we know, this is the rst time in
which this technique is used for third order problems.
In both cases, we assume that function f is a nonincreasing function in the second variable.
Now, we dene the concept of lower and upper solutions for (1.1):
We say that  2 W 3;1(I) is a lower solution for (1.1) if  satises the following inequality:
000>q(00)f(t; ) for a:e: t 2 I:
Analogously, we say that  2 W 3;1(I) is an upper solution for problem (1.1) if the reversed
inequality holds.
Finally, we say that u 2 W 3;1(I) is solution of (1.1) if u is both a lower and an upper solution.
2. Study of problem (1.1){(1.2)
Given q :R! (0;1), f : I  R! R, ;  2 W 3;1(I), we assume the following hypothesis:
(i)  is a lower solution for (1.1) verifying
(a)6A; (b)6B; 00(a)>C:
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(ii)  is an upper solution for (1.1) verifying
(a)>A; (b)>B; 00(a)6C:
(iii) 6:
(iv) q is measurable and essentially bounded in R, and 1=q is locally essentially bounded in R.
(v) f is a Caratheodory function verifying that f(t; ) is a nonincreasing function for a.e. t 2 I:
We are going to prove that problem (1.1){(1.2) has a solution in the order interval [; ] if
conditions (i){(v) hold. For this, we obtain an integral representation of the solution of problem
(1.1){(1.2). Consequently, for every function y 2 C(I) we dene the following operator:
Jy(t) = A+
"
B− A
b− a −
1
b− a
Z b
a
Z r
a
y(s) ds dr
#
(t − a) +
Z t
a
Z r
a
y(s) ds dr: (2.1)
Now, let be the operator T :C(I)! C(I) dened as follows:Z Ty(t)
C
dv
q(v)
=
Z t
a
f(s; p(s; Jy(s))) ds; (2.2)
where p(s; x) = maxf(s);minfx; (s)gg.
Note that, since q 2 L1(R; (0;1)), it is clear that for any y 2 C(I) there exists a unique Ty(t)
verifying (2.2). It is not dicult to prove that Ty 2 C(I).
Now, we consider the following problem:
(P)
u000 = q(u00)f(t; p(t; u)) for a:e: t 2 I
u(a) = A; u(b) = B; u00(a) = C;
for which we obtain the following results:
Lemma 2.1. y 2 AC(I) is a xed point of T if and only if Jy is the solution of (P).
Proof. Assume Ty  y. Thus, from (2.2) we have thatZ y(t)
C
dv
q(v)
=
Z t
a
f(s; p(s; Jy(s))) ds:
Clearly y(a) = C. Taking x(t)  Jy(t) and considering (2.1), it is veried that x(a) = Jy(a) = A
and x(b) = Jy(b) = B. Taking derivatives, x00(t) = (Jy)00(t) = y(t) and this implies that x00(a) = C.
Consequently, function x veries the boundary conditions.
Now, we can write (see [12]):Z x00(t)
x00(a)
dv
q(v)
=
Z t
a
x000(s)
q(x00(s))
ds=
Z t
a
f(s; p(s; x(s))) ds
and we deduce that
x000 = q(x00)f(t; p(t; x)) for a:e: t 2 I:
Therefore, x(t)  Jy(t) is a solution of problem (P).
In order to prove the reversed assertion, assume that x(t)  Jy(t) is the solution of (P).
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From (P) we haveZ t
a
x000(s)
q(x00(s))
ds=
Z t
a
f(s; p(s; x(s))) ds: (2.3)
Since y  x00 is absolutely continuous and 1=q is measurable and locally essentially bounded, we
can rewrite (2.3) in the following form [12]:Z t
a
x000(s)
q(x00(s))
ds=
Z x00(t)
C
dv
q(v)
=
Z y(t)
C
dv
q(v)
: (2.4)
Therefore unifying (2.3) and (2.4) we obtain that y(t) is the unique function that veries (2.2);
i.e. Ty = y.
Lemma 2.2. If there exists y 2 AC(I) xed point of T; then it is veried that 6Jy6.
Proof. First of all, take x(t)  Jy(t) with y 2 AC(I) xed point of T . Since function f veries
condition (v) and (s)6p(s; x(s))6(s), it is veried thatZ x00(t)
C
dv
q(v)
=
Z t
a
f(s; p(s; x(s))) ds6
Z t
a
f(s; (s)) ds: (2.5)
Now, since  is a lower solution of (P) and q> 0, we obtain thatZ t
a
f(s; (s)) ds6
Z t
a
000(s)
q(00(s))
ds=
Z 00(t)
00(a)
dv
q(v)
6
Z 00(t)
C
dv
q(v)
: (2.6)
It follows, from (i), (2.5) and (2.6) that
(− x)00>0 on I;
(− x)(a)60; (− x)(b)60:
As is well known (see [5,6]), this implies that 6x on I .
Analogously we prove that x6 on I .
Remark 2.3. Note that function x  Jy is in fact the solution of (1:1){(1:2). Since 6Jy6 then
p(s; Jy(s)) = Jy(s) for all s 2 I .
Now, let h 2 L1(I) be an L1 { bound of f in the set f(t; u): t 2 I; (t)6u6(t)g and w(t) =R t
a kqk1h(s) ds.
We consider the following subset of C(I):
Y = fy 2 C(I): y(a) = C; jy(t1)− y(t2)j6jw(t1)− w(t2)j; t1; t2 2 Ig:
In the next result, we are going to prove the existence of a xed point of the operator T in the
set Y C(I).
Lemma 2.4. The operator T has a xed point y 2 Y .
Proof. First, note that Y is a compact and convex subset of the space C(I) equipped with the
Banach norm k  k1.
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Applying (2.2) and hypothesis on functions f and q it follows that
jTy(t1)− Ty(t2)j6 kqk1

Z Ty(t1)
Ty(t2)
dv
q(v)
6kqk1

Z t1
t2
jf(s; p(s; Jy(s)))j ds

6 jw(t1)− w(t2)j;
whenever t1; t2 2 I . Moreover, it is veried that Ty(a) = C. Thus T (Y )Y .
Let fyng1n=0 be a sequence in Y , which converges uniformly on I to y 2 Y . From (2.2) it follows
that for each n 2 N and t 2 I ,Z Tyn(t)
Ty(t)
dv
q(v)
=
Z t
a
[f(s; p(s; Jyn(s)))− f(s; p(s; Jy(s)))] ds:
This implies by hypothesis on function q and (2.2) that for each n 2 N and t 2 I ,
jTyn(t)− Ty(t)j6kqk1
Z b
a
jf(s; p(s; Jyn(s)))− f(s; p(s; Jy(s)))j ds: (2.7)
Since f is a Caratheodory function and p is continuous, it follows from (2.7) by dominated
convergence theorem that Tyn ! Ty uniformly on I . This proves that T is continuous in Y . Thus
T has by Schauder’s theorem [11] at least one xed point y 2 Y .
Clearly Y AC(I), thus in view of Lemmas 2.1, 2.2 and 2.4 we obtain the existence of solution
of problem (1.1){(1.2) that, as a conclusion, we enunciate in the following theorem.
Theorem 2.5. Assume that the conditions (i){(v) hold. Then; there exists u 2 W 3;1(I) solution of
problem (1:1){(1:2) such that u 2 [; ].
We obtain the existence of extremal solutions for problem (1.1){(1.2) in the next result.
Theorem 2.6. Under assumptions (i){(v); there exists two monotone sequences fng and fng
nondecreasing and nonincreasing; respectively; which converge to the extremal solutions in [; ]
of problem (1:1){(1:2).
Proof. We consider the following problem:
u000 = q(u00)f(t; ) for a:e: t 2 I; u(a) = A; u(b) = B; u00(a) = C (2.8)
with  2 L1(I) such that  2 [; ].
As in Lemma 2.1 we obtain that this problem has a solution u 2 W 3;1(I) if and only if u = Jy,
with y 2 AC(I) a solution of the equationZ y(t)
C
dv
q(v)
=
Z t
a
f(s; (s)) ds: (2.9)
Analogously to the reasoning done in Lemmas 2.2 and 2.4, we have that there exists y 2 AC(I)
a solution of (2.9). It is immediate to prove that such a solution is unique.
Now, let be 1; 2 2 [; ], such that 162 and v1; v2 2 W 3;1(I) the unique solutions of (2.8)
with   1 and   2, respectively.
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Since f veries condition (v) and v001 ; v
00
2 are absolutely continuous functions, it is veried:Z v001 (t)
C
dv
q(v)
=
Z v001 (t)
v001 (a)
dv
q(v)
=
Z t
a
v0001 (s)
q(v001 (s))
ds=
Z t
a
f(s; 1(s)) ds
>
Z t
a
f(s; 2(s)) ds=
Z t
a
v0002 (s)
q(v002 (s))
ds=
Z v002 (t)
v002 (a)
dv
q(v)
=
Z v002 (t)
C
dv
q(v)
and, since q> 0, we obtain that
(v1 − v2)00>0 on I
(v1 − v2)(a) = (v1 − v2)(b) = 0;
which implies that v16v2 on I .
Thus, we dene the sequences fng and fng in the following way:
0   and n the unique solution of problem (2.8) with   n−1, for n>1.
0   and n the unique solution of problem (2.8) with   n−1, for n>1.
fng and fng verify that 06   6n6    n6   60.
It is not dicult to prove that sequence fng is equibounded in W 3;1(I) and therefore equicontin-
uous in C2(I). Now, it follows from Ascoli{Arzela Theorem that there exists a subsequence fnkg
such that fnkg converges to  2 [; ] in C2(I). Since fng is a monotone sequence, we have that
fng converges to  in C(I) and so does fnk−1g. Obviously,  veries the boundary conditions.
Now, since n is a solution of (2.8) with   n−1 it is veried thatZ 00nk (t)
C
dv
q(v)
=
Z t
a
f(s; nk−1(s)) ds:
By dominated convergence theorem we obtain thatZ 00(t)
C
dv
q(v)
=
Z t
a
f(s; (s)) ds:
Now, this equality implies that j00(t)−00(s)j6jw(t)−w(s)j, for all t; s 2 I (w dened previously
to Lemma 2.4), thus we have that 00 2 AC(I) and then the Change of variable Theorem implies
that  is a solution of problem (1.1){(1.2).
Analogously we can prove that fng converges in C(I) to 	 2 [; ] and 	 is a solution of
problem (1.1){(1.2) too.
It is veried since n6n for all n 2 N, that 6	.
Using hypothesis (v) on f and that if u is a solution of (1.1){(1.2) in [; ] then u00 is a xed
point of the operator T dened in (2.2), one can prove by recurrence that 00nk>u
00 on I for all
k 2 N. The boundary conditions imply that nk6u on I for all k 2 N, that is: 6u. Analogously,
we prove that u6	. As a consequence, we have that  and 	 are the minimal and the maximal
solutions of (1.1){(1.2), respectively.
As a consequence of this theorem, we obtain the existence and aproximation of solution for the
following problem:
(Q)
u000 = q(u00)f(t; u) for a:e: t 2 I
u(a) = A; u(b) = B; u00(b) = C;
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for which we consider the following hypothesis:
(I)  is a lower solution for (1.1) verifying
(a)>A; (b)>B; 00(b)6C:
(II)  is an upper solution for (1.1) verifying
(a)6A; (b)6B; 00(b)>C:
(III) >:
(V) f is a Caratheodory function verifying f(t; ) is a nondecreasing function for a.e. t 2 I .
Theorem 2.7. Assume that conditions (I); (II); (III); (iv) and (V) hold.
Then; there exists u 2 W 3;1(I) solution of problem (Q) such that u 2 [; ]. Furthermore there
exist two monotone sequences fng and fng nonincreasing and nondecreasing respectively which
converge to the extremal solutions of (Q) in [; ].
Proof. Through a change of variable, we can move this problem into the conditions of problem
(1.1){(1.2).
Let be y(t) = u(b + a − t). One can see easily that function y is a solution of problem (1.1){
(1.2), with f(t; y)  −f(b+ a− t; y) if and only if u is a solution of (Q). Note that condition (V )
implies that −f(b+ a− t; y) is a Caratheodory function nonincreasing in the second variable.
We have that function (t) = (b+ a− t) is an upper solution for (1.1) and veries that
(a) = (b)>B; (b) = (a)>A; 00(a) = 00(b)6C:
Analogously, (t) = (b+ a− t) is a lower solution for (1.1) and veries that
(a) = (b)6B; (b) = (a)6A; 
00
(a) = (b)>C:
Thus, applying Theorem 2.5 we have that there exists y 2 [ ; ] a solution of problem (1.1){
(1.2), in consequence we have that u(t) = y(b+ a− t) is a solution of problem (Q) on [; ].
Clearly, we are in the hypothesis of Theorem 2.6. Furthermore, sequences n  n(a+ b− t) and
n  n(a + b − t) (n and n constructed in the proof of Theorem 2.6) converge to the maximal
and the minimal solutions of problem (1.1){(1.2), 	 and , respectively. Obviously, 	(a+ b− t)
and (a+ b− t) are the maximal and the minimal solutions of problem (Q), respectively.
3. Existence of solution for problem (1.1){(1.3)
In order to solve problem (1.1){(1.3), we keep assumptions (iii), (iv), (v) dened in Section 2
and replace assumptions (i) and (ii) by the following:
(i0)  is a lower solution for (1.1) verifying
(a)>(b); 0(a)>0(b); 00(a)>C:
(ii0)  is an upper solution for (1.1) verifying
(a)6(b); 0(a)60(b); 00(a)6C:
We will prove that some of the solutions of problem (1.1){(1.2) are solutions of problem (1.1){
(1.3) too.
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Theorem 3.1. Assume that conditions (i0); (ii0); (iii); (iv) and (v) hold. Then; there exists u 2
W 3;1(I) solution of problem (1:1){(1:3) such that u 2 [; ].
Proof. Let be A 2 [(a); (a)] [(b); (b)] and consider the following problem:
(PA)
u000 = q(u00)f(t; u) for a:e: t 2 I
u(a) = u(b) = A; u00(a) = C:
By Theorem 2.5, we know that for all A 2 [(a); (a)] there exists u 2 W 3;1(I) solution of (PA)
such that u 2 [; ].
We assume that there exists no solution of (1.1){(1.3) in [; ] and we will attain a contradiction.
Now we dene the following set:
X = fA 2 [(a); (a)]: 9u 2 [; ] solution of (PA); such that u0(a)>u0(b)g:
First, we will prove that X 6= ;. Problem (P(a)) has, by Theorem 2.5, a solution u 2 W 3;1(I)
with 6u6 on I . Thus, from properties of function f and denition of , we have that:
Z u00 (t)
C
dv
q(v)
=
Z t
a
f(s; u(s)) ds6
Z t
a
f(s; (s)) ds
6
Z t
a
000(s)
q(00(s))
ds=
Z 00(t)
00(a)
dv
q(v)
6
Z 00(t)
C
dv
q(v)
:
Therefore, we obtain that (−u)00>0 on I and this implies that 060(a)−0(b)6u0(a)−u0(b).
Consequently, it is veried that u0(a)>u
0
(b) since we have supposed that there exists no solution
of (1.1){(1.3) in [; ]. Finally, we conclude that (a) 2 X .
Analogously, one can prove that for all u solution of problem (P(a)) with u 2 [; ] (such a
solution exists by Theorem 2.5), it is veried that (u−)00>0 on I which implies that u0(a)<u0(b);
i.e. (a) 62 X .
Thus, there exists A = supX . We will prove that A 2 X .
Let fAngX be an increasing sequence such that fAng " A and un 2 [; ] solution of problem
(PAn) verifying u
0
n(a)>u
0
n(b), for each n 2 N.
Going back to problem (PAn), we obtain that sequence fung is equibounded in W 3;1(I) and therefore
equicontinuous in C2(I). Now, it follows from Ascoli{Arzela Theorem that there exists a subsequence
funkg such that funkg converges to u 2 [; ] in C2(I).
Obviously, u veries that u(a) = u(b) = A, u00(a) = C and u0(a)>u0(b).
Now, since unk is a solution of problem (PAnk ), we have thatZ u00nk (t)
C
dv
q(v)
=
Z t
a
f(s; unk (s)) ds: (3.1)
Going to the limit in (3.1), by dominated convergence theorem we obtain that
Z u00(t)
C
dv
q(v)
=
Z t
a
f(s; u(s)) ds:
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Now, since
ju00(t)− u00(s)j6jw(t)− w(s)j for all s; t 2 I;
(w dened previously to Lemma 2.4) we conclude that u00 2 AC(I). Thus, Change of variable
Theorem ([12]) implies that u veries the Eq. (1.1). Consequently, u 2 W 3;1(I) is a solution of
problem (PA) and A 2 X . Now, u is a lower solution for problem (1.1){(1.3).
By Theorem 2.5 we know that for all B 2 (A; (a)] there exists z solution of (PB) with u6z6.
Now, by the denition of X , every solution satises that z0(a)<z0(b).
Let fBng(A; (a)] be a decreasing sequence such that fBng # A and vn solution of problem
(PBn) verifying vn 2 [u; ] and v0n(a)<v0n(b) for all n 2 N.
One can see that fvng is equibounded and equicontinuous in C2(I) and there exists a subsequence
fvnkg that converges to v 2 [u; ] in C2(I), solution of problem (PA) and v0(a)<v0(b).
Now, since u6v on I and (u− v)(a) = (u− v)(b) = 0, we have that (u− v)0(a)606(u− v)0(b).
This implies that v0(a)>v0(b) and we attain a contradiction.
Then, as a conclusion, there exists u 2 [; ] solution of problem (1.1){(1.3).
Analogously in Section 2, we obtain an existence result for the problem:
(Q0)
u000 = q(u00)f(t; u) for a:e: t 2 I
u(a) = u(b); u0(a) = u0(b); u00(b) = C:
Theorem 3.2. Assume that conditions (III); (iv) and (V) are veried; and the following conditions
hold:
(I0)  is a lower solution for (1:1) verifying
(a)>(b); 0(a)60(b); 00(b)6C:
(II0)  is an upper solution for (1:1) verifying
(a)6(b); 0(a)>0(b); 00(b)>C:
Then; there exists u 2 W 3;1(I) solution of problem (Q0) such that u 2 [; ].
Proof. Analogous to the proof of Theorem 2.7.
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