Abstract. We study classes of reproducing kernels K on general domains; these are kernels which arise commonly in machine learning models; models based on certain families of reproducing kernel Hilbert spaces. They are the positive definite kernels K with the property that there are countable discrete sample-subsets S; i.e., proper subsets S having the property that every function in H (K) admits an S-sample representation. We give a characterizations of kernels which admit such non-trivial countable discrete sample-sets. A number of applications and concrete kernels are given in the second half of the paper.
Introduction
In the theory of non-uniform sampling, one studies Hilbert spaces consisting of signals, understood in a very general sense. One then develops analytic tools and algorithms, allowing one to draw inference for an "entire" (or global) signal from partial information obtained from carefully chosen distributions of sample points. While the better known and classical sampling algorithms (Shannon and others) are based on interpolation, modern theories go beyond this. An early motivation is the work of Henry Landau, see e.g., [Lan60, LP61, Lan64, Lan67, LLSB84, HLS85] . In this setting, it is possible to make precise the notion of "average sampling rates" in general configurations of sample points. (See also [ACH + 10, AACM11].) When a positive definite kernel K is given, we denote by H (K) the associated reproducing kernel Hilbert space (RKHS). In the present paper we study classes of reproducing kernels K on general domains, such kernels arise commonly in machine learning models based on reproducing kernel Hilbert space (see e.g., [JT15b] ) with the property that there are non-trivial restrictions to countable discrete sample subsets S such that every function in H (K) has an S-sample representation. In this general framework, we study properties of positive definite kernels K with respect to sampling from "small" subsets, and applying to all functions in the associated Hilbert space H (K). We are motivated by concrete kernels which are used in a number of applications, for example, on one extreme, the Shannon kernel for bandlimited functions, which admits many sampling realizations; and on the other, the covariance kernel of Brownian motion which has no non-trivial countable discrete sample subsets.
We offer an operator theoretic condition which explains, in a general context, this dichotomy. Our study continues our earlier papers on reproducing kernels and their restrictions to countable discrete subsets; see e.g., [JT16, AJ15, JT15b, JT15a] , and also [NSW11, SRB + 10, SZ09, SY06, SZ05]. A reproducing kernel Hilbert space (RKHS) is a Hilbert space H of functions on a prescribed set, say T , with the property that point-evaluation for functions f ∈ H is continuous with respect to the H -norm. They are called kernel spaces, because, for every t ∈ T , the point-evaluation for functions f ∈ H , f (t) must then be given as a H -inner product of f and a vector K t , in H ; called the kernel.
The RKHSs have been studied extensively since the pioneering papers by Aronszajn [Aro43, Aro48] An illustration from neural networks: An Extreme Learning Machine (ELM) is a neural network configuration in which a hidden layer of weights are randomly sampled [RW06] , and the object is then to determine analytically resulting output layer weights. Hence ELM may be thought of as an approximation to a network with infinite number of hidden units.
Given a positive definite kernel K : T × T → C (or R for simplification), there are several notions and approaches to sampling (i.e., an algorithmic reconstruction of suitable functions from values at a fixed and pre-selected set of sample-points): Definition 1.1. We say that K has non-trivial sampling property, if there exists a countable subset S ⊂ T , and a, b ∈ R + , such that
where H (K) is the reproducing kernel Hilbert space (RKHS) of K, see [Aro43] and Remark 1.2 below. Suppose equality holds in (1.1) with a = b = 1; then we say that {K (·, s)} s∈S is a Parseval frame.
It follows that sampling holds in the form
if and only if {K (·, s)} s∈S is a Parseval frame; see also Theorem 2.10.
As is well known, when a vector f in a Hilbert space H is expanded in an orthonormal basis (ONB) B, there is then automatically an associated Parseval identity. In physical terms, this identity typically reflects a stability feature of a decomposition based on the chosen ONB B. Specifically, Parseval's identity reflects a conserved quantity for a problem at hand, for example, energy conservation in quantum mechanics.
The theory of frames begins with the observation that there are useful vector systems which are in fact not ONBs but for which a Parseval formula still holds. In fact, in applications it is important to go beyond ONBs. While this viewpoint originated in signal processing (in connection with frequency bands, aliasing, and filters), the subject of frames appears now to be of independent interest in mathematics. See, e.g., [BCL11, Chr14, HKLW07, FJKO05] , and also [CD93, BDP05, Dut06] . Remark 1.2. To make the discussion self-contained, we add the following (for the benefit of the readers.)
.) if and only if for all
n ∈ N, {ξ} n j=1 ⊂ C, and all {t j } n j=1 ⊂ T , we have:
It follows from the above that reproducing kernel Hilbert spaces (RKHS) arise from a given positive definite kernel K, a corresponding pre-Hilbert form; and then a Hilbert-completion. The question arises: "What are the functions in the completion?" The a priori estimate (1.2) in (ii) above is an answer to the question. We will return to this issue in the application section 3 below. 
is a convergent interpolation formula valid for all f ∈ H (K). Equivalently,
Then the adjoint operator
and
holds in H (K), with H (K)-norm convergence. This is immediate from (1.1).
where a is in the lower bound in (1.1).
Lemma 1.4. Suppose K, T , a, b, and S satisfy (1.1), then the linear span of
by the reproducing property in H (K). But by (1.1), b < ∞, this implies that
Hence the family {K (·, s)} s∈S has dense span.
The dichotomy
We now turn to dichotomy: (i) Existence of countably discrete sampling sets vs (ii) non-existence. To help readers appreciate the nature of the two classes, we begin with two examples, (i) Shannon's kernel for band-limited functions, Example 2.1; and (ii) the covariance kernel for standard Brownian motion, Theorem 2.5.
Question.
(i ) Given a positive definite kernel K : T × T → R, how to determine when there exist S ⊂ T , and a, b ∈ R + such that (1.1) holds?
(ii ) Given K, T as above, how to determine if there is a countable discrete subset S ⊂ T such that
Example 2.1. Let T = R, and let K : R × R → R be the Shannon kernel, where
We may choose S = Z, and then {K (·, n)} n∈Z is even an orthonormal basis (ONB) in H (K), but there are many other examples of countable discrete subsets S ⊂ R such that (1.1) holds for finite a, b ∈ R + .
The
, where "suppt" stands for support of the Fourier transformf . Note H (K) consists of functions on R which have entire analytic extensions to C; see [Kat04, Sei04, LP11, Pau02] . Using the above observations, we get
Example 2.2. Let K be the covariant kernel of standard Brownian motion, with
, L 2 with respect to Lebesgue measure λ on T , and
Proof. This is well-known, see e.g., [JT15b, AJ15, Hid80] .
Remark 2.4 (see also Section 3.1 below). The significance of (2.4) for Brownian motion is as follows: Fix T , and set
(independent identically distributed) N (0, 1) system, i.e., standard Gaussian copies. Then
is a realization of standard Brownian motion on T ; in particular we have
See Theorem 2.5. Let K, T be as in (2.3); then there is no countable discrete subset
Proof. Suppose S = {x n }, where
then consider the following function
On the respective intervals [x n , x n+1 ], the function f is as follows:
In particular, f (x n ) = f (x n+1 ) = 0, and on the midpoints:
Figure 2.2. The saw-tooth function.
Choose {c n } n∈N such that
Admissible choices for the slope-values c n include
We will now show that f ∈ H (K). To do this, use (2.4). For the distribution derivative computed from (2.7), we get
which is the desired conclusion, see (2.7).
Corollary 2.6. For the kernel K (s, t) = s ∧ t in (2.3), T = [0, ∞), the following holds:
Proof. Let f be the piecewise linear spline (see Figure 2. 3) for the problem (2.10), see Figure 2.3; then the H (K)-norm is as follows:
when (2.11) holds. Remark 2.7. Let K be as in (2.3), where
Assuming (2.8) holds, then
(s, t) ∈ R × R, and H ( K) = all f on R such that the distribution derivative f exists on R, and
Theorem 2.9. Let T be a set of cardinality c of the continuum, and let K : T ×T → R be a positive definite kernel. Let S = {x j } j∈N be a discrete subset of T . Suppose there are weights {w j } j∈N , w j ∈ R + , such that
for all f ∈ H (K). Suppose further that there is a point t 0 ∈ T \S, a y 0 ∈ R\ {0}, and α ∈ R + such that the infimum
is strictly positive. Then S is not a interpolation set for (K, T ).
Proof. Let L denote the analysis operator defined from condition (2.12) in the statement of the theorem; see also the beginning in the proof of Lemma 1.3 above, and let L * denote the corresponding adjoint operator, the synthesis operator. Using now [SY06, JT15b] , we conclude that the function f which minimizes the problem (2.13) is unique, and in fact
So, by the hypothesis in the theorem, we get f ∈ H (K) \ {0}, and f (x j ) = 0, for all j ∈ N. Then it follows that the closed span of {K (·, x j )} j∈N is not H (K);
. See also Lemma 1.4 and Figure 2 .4. Theorem 2.10. Let K : T × T → R be a positive definite kernel, and let S ⊂ T be a countable discrete subset. The RKHS H (K) refers to the pair (K, T ). For all s ∈ S, set K s (·) = K (·, s). The the following four conditions are equivalent: (i ) The family {K s } s∈S is a Parseval frame in H (K);
where the sum converges in the norm of H (K).
Proof. (i) ⇒ (ii). Assume (i), and note that
and (ii) is immediate from the definition of Parseval-frame.
(ii) ⇒ (iii). Assume (ii), and set f = K t . Note that K t 2 H (K) = K (t, t), and
(iii) ⇒ (iv). It is enough to prove that
then (iv) follows from an application of the reproducing property of the Hilbert space H (K). Now (2.16) follows from
Finally, (2.17) follows from (iii) and multiple application of the kernel property:
(iv) ⇒ (i). It is clear that (i) ⇔ (ii), and that (iv) ⇒ (ii).
Remark 2.11 (Stationary kernels). Suppose K : R × R → R is a continuous positive definite kernel, and K (s, t) = k (s − t), i.e., stationary. Set
. By Bochner's theorem,
where µ is a finite positive Borel measure on R. Thus,
extends to an isometry from H (K) into L 2 (µ). Let S ⊂ R be a countable discrete subset, then for f ∈ H (K), we have
So S has the sampling property if and only if
Discrete RKHSs
A closely related question from the above discussion is the dichotomy of discrete vs continuous RKHSs. Our focus in the present section is on the discrete case, i.e., RKHSs of functions defined on a prescribed countable infinite discrete set V . Of the examples and applications where this question plays an important role, we emphasize three: (i) discrete Brownian motion-Hilbert spaces, i.e., discrete versions of the Cameron-Martin Hilbert space; (ii) energy-Hilbert spaces corresponding to graph-Laplacians; and finally (iii) RKHSs generated by binomial coefficients. We show that the point-masses have finite H -norm in cases (i) and (ii), but not in case (iii).
Definition 3.3. Let V be a countably infinite set, and let F (V ) denote the set of all finite subsets of V .
(i) For all x ∈ V , set
(3.1)
(ii) Let H := H (K) be the Hilbert-completion of the span {K x : x ∈ V }, with respect to the inner product
H is then a reproducing kernel Hilbert space (RKHS), with the reproducing property:
and let
, let K F be the matrix given by
The remaining part follows easily from this.
Theorem 3.5. Let V and K as above, i.e., we assume that V is countably infinite, and K is a p.d. kernel on V × V . Let H = H (K) be the corresponding RKHS. Fix x 1 ∈ V . Then the following three conditions are equivalent:
(ii ) ∃C x1 < ∞ such that for all F ∈ F (V ), we have
as a #F × #F matrix. Then
Proof. This is an application of Remark 1.2. Also see [JT15b] for details.
Let D be an open domain in R d , and assume V ⊂ D is countable and discrete subset of D. In this case, we shall consider two positive definite kernels: the original kernel K on D × D, and
is a function on D. Further, let H and H V be the associated RKHSs respectively. Lemma 3.6. H V is isometrically embedded into H via the mapping
Proof. Assume F ∈ F (V ), i.e., F is a finite subset of
Note that, by definition, the linear span of {K
; x ∈ V } is dense in H V , and the span of {K x ; x ∈ D} is dense in H . We conclude that J (V ) extends uniquely to an isometry from H V into H . The desired result follows from this.
In the examples below, we are concerned with cases of kernels K :
Typically, for x ∈ V , we may have the restriction δ x V contained in H V , but δ x in not in H .
3.1. Brownian Motion. Consider the covariance function of standard Brownian motion B t , t ∈ [0, ∞), i.e., a Gaussian process {B t } with mean zero and covariance function
We now show that the restriction of (3.11) to V × V for an ordered subset (we fix such a set V ):
has the discrete mass property (Definition 3.1).
We consider the set F n = {x 1 , x 2 , . . . , x n } of finite subsets of V , and
(3.14)
We will show that condition (iii) in Theorem 3.5 holds for K V .
Lemma 3.7.
unitary equivalence in finite dimensions.
, for n = 2, 3, . . . ,
Proof. A direct computation shows the (1, 1) minor of the matrix
and so
, and
The result follows from this.
Corollary 3.9. P Fn (δ x1 ) = P F2 (δ x1 ), ∀n ≥ 2. Therefore,
x1(x2−x1) , which yields (3.23).
Remark 3.10. We showed that δ x1 ∈ H V , V = {x 1 < x 2 < · · · } ⊂ R + , with the restriction of s∧t = the covariance kernel of Brownian motion. The same argument also shows that δ xi ∈ H V when i > 1. Conclusions:
xi+1 , and (3.24)
Details are left for the interested readers.
Example 3.12 (Sparse sample-points).
, where
It follows that x i+1 − x i = i, and so
Now, some general facts:
Lemma 3.13. Let K : V × V → C be p.d., and let H be the corresponding RKHS. If x 1 ∈ V , and if δ x1 has a representation as follows:
Proof. Substitute both sides of (3.26) into δ x1 , · H where ·, · H denotes the inner product in H . 
where B (t) is Brownian motion; see Lemma 3.6. The corresponding Cameron-Martin space is now
see (3.28), and
As a result, we get δ xi ∈ H (bri) V for all i, and
.
3.3. Binomial RKHS. The purpose of the present subsection if to display a concrete RKHS H (K) in the discrete framework with the property that H (K) does not contain the Dirac masses δ x . The RKHS in question is generated by the binomial coefficients, and it is relevant for a host of applications; see e.g., [JKS16, Dok14, Gal01] .
Definition 3.14. Let V = Z + ∪ {0}; and
denotes the standard binomial coefficient from the binomial expansion.
Let H = H (K b ) be the corresponding RKHS. Set
(ii ) {e n } n∈V is an orthonormal basis (ONB) in the Hilbert space H .
and, in this case,
(iv ) Set F n = {0, 1, 2, . . . , n}, and
|e k e k | (3.37) or equivalently
Then formula (3.38) is well defined for all functions f ∈ F unc (V ).
Fix x 1 ∈ V , then we shall apply Lemma 3.15 to the function f 1 = δ x1 (in F unc (V )).
Theorem 3.16. We have
The proof of the theorem will be subdivided in steps; see below. Proof. In rough outline, (ii) follows from (i). Corollary 3.18. Let K b , H , and n ∈ Z + be as above with the lower triangle matrix L n . Set K n (x, y) = K b (x, y) , (x, y) ∈ F n × F n , (3.42) i.e., an (n + 1) × (n + 1) matrix. an (upper triangle) × (lower triangle) factorization.
(ii ) For the diagonal entries in the (n + 1) × (n + 1) matrix K −1 n , we have: In other words, no δ x is in H . E-mail address: feng.tian@hamptonu.edu
