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Abstract-Let T be a closed subset of W with inf T = -oo and supT = foe. For the third-order 
nonlinear equation, 
uA3 = j (t, 21, UA, &A) , t E T, 
where j : T x lR3 -+ W is continuous, we assume solutions of initial value problems are unique and 
extend to T. We consider questions of the uniqueness of solutions implying the existence of solutions 
for conjugate boundary problems on T. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let ‘II’ be a closed subset of R with inf T = --co and supT = +co. In some of the current 
literature, T is called a time scale in the context of measure chains; see [l-3]. For notation, we 
shall use the convention that for each interval I of R, 
We are concerned with the uniqueness of solutions implying the existence of the solutions of 
certain boundary value problems for the third-order dynamic equation on T, 
Y A3 = f (t,Y,Y*,Y**) I t E T, (1) 
where A denotes the delta derivative, and 
(A) f : T x IR3 --) IR is continuous. 
There is much current activity focused on dynamic equations on time scales, and a good deal 
of this activity is devoted to boundary value problems. Much of the activity is motivated by 
Hilger’s landmark paper [4] on measure chains in which a unification theory is developed between 
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the continuous calculus and the discrete calculus. Since then, efforts have been made in the 
context of time scales, in establishing that some results for boundary value problems for ordinary 
differential equations and their discrete analogues are special cases of more general results on 
measure chains; for a wide variety of problems addressed, see the many references [5-151. 
At this point and for the readers’ convenience, we state a few definitions which are basic to 
the calculus on the time scale T [3,4,8,12]. The forward jump operator o : T -+ R is defined by 
a(t) = inf{s > t ] s E T} E T. 
. 
If o(t) > t, t is said to be right scattered, whereas, if a(t) = t, t is said to be right dense. The 
backward jump operator p : T --f R is defined by 
p(t) = sup{s < t ] s E a} E ‘IT. 
If p(t) < t, t is said to be left scattered, and if p(t) = t, t is said to be left dense. If g : T + lR and 
t E ‘I’, then the delta derivative of g at t, g*(t), is defined to be the number (provided it exists), 
with the property that, given any E > 0, there is neighborhood U oft, such that 
li9W) - s(s)1 - 9*(w(t) - 41 I W) - 4 
for all s E U. 
In this work, the types of boundary value problems for (l), for which we address the question 
of uniqueness of solutions implying the existence of solutions, would be appropriately called con- 
jugate boundary value problems. In particular, we are concerned with solutions of (1) satisfying 
the three-point conjugate boundary conditions, 
Y(h) = Yi, i = 1,2,3, (2) 
where tl < t2 < t3 in T, and yr, ys, ya E R, and with solutions of (1) satisfying two-point 
conjugate boundary conditions, either 
Y@l) = Yl, Y*(h) = Y2, Y@2> = Y3, (3) 
where tl I a(h) < t2 in T, and yl, ~2, y3 E R, or 
Y(h) = Yl, Y@2> = Y2, YAP2) = Y3r (4) 
where tl < t2 in T, and Yl,Y2,Y3 E W. We note that with respect to (l),(2), if t2 = a(tl) and 
t3 = c(tz), the boundary value problem is actually an initial value problem. 
For the conjugate boundary value problems for (l), our results are motivated by a theorem for 
conjugate problems for ordinary differential equations proved by Hartman [16] and Klaasen [17], 
and also by difference equation analogues proved by Henderson [18]. This work does indeed 
present a unifying result for which the results of [16-181 are special cases. Other related and 
notable uniqueness implies existence studies for boundary value problems for both ordinary dif- 
ferential equations and finite difference equations include [19-211. We need to also mention that 
questions of uniqueness implies existence for second-order dynamic equations have been addressed 
by Bohner and Peterson [8] and Chyan [22]. 
Our uniqueness conditions on solutions of boundary value problems for (1) will be stated in 
terms of generalized zeros, whose definition we take from Bohner and Eloe [7]. 
DEFINITION 1.1. For y : T ---) R, a E T is a generalized zero (GZ) of order greater than or equaJ 
to k, if either 
y*‘(a) = 0, j=O,...,k-1, 
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Or 
y*$+o, j=o )..., k-2, and y*k-l (p(a))y*k-l (u) < 0. (5) 
We remark that (5) is equivalent to 
y*‘(u) = 0, j = 0,. . . ,k - 2, and (-l)k-ly(p(a))yAk-l(a) < 0. (6) 
In view of this terminology, our uniqueness assumptions on initial value problems and conjugate 
boundary value problems for (1) take the following forms. 
(B) Solutions of initial value problems for (1) are unique and exist on all of T. 
(C) Given tl < t2 < t3 in T, if u(t) and v(t) are solutions of (1) such that u(t) - v(t) has GZs 
at ti, i = 1,2,3, then it follows that u(t) = v(t) on [tl,t3]~ (hence on T). 
(D) Given tl 5 r(tl) < t2 in T, if u(t) and w(t) are solutions of (1) such that u(t) -w(t) has 
a GZ of order two at tl and a GZ at t2, then it follows that u(t) = v(t) on [tl,t& (hence 
on T). 
(E) Given tl < t2 in T, if u(t) and w(t) are solutions on (1) such that u(t) - v(t) has a GZ 
at tl and a GZ of order two at t2, then it follows that u(t) = v(t) on [tl, t& (hence on T). 
Our final assumption involves a precompactness condition on uniformly bounded sequences of 
solutions of (1). 
(F) If {yk(t)} is sequence of solutions of (1) for which there exists an interval [c,d]~, with 
card[c,d]T > 2 and there exists an M > 0 such that Iyk(t)l 5 M, for all t E [c, d]~ and for 
all k E N, then there exists a subsequence {ykj (t)} such that {~$(t)} converges uniformly 
on [c, d]a, i = 0, 1,2. 
REMARKS. 
(a) In the case of ‘I’ = Z, (A) and (B) imply (E); see 1181. On the other hand, when T = W, 
(A)-(C) imply (F); see [23] and [24]. 
(b) Conditions (C)-(E) imply solutions of (l),(2)-(4) are unique on ‘II’. 
In Section 2, we will state for convenience and reference some theorems concerning continuous 
dependence of solutions of (1) on initial conditions and on boundary conditions. Then, in Sec- 
tion 3, we prove that under Assumptions-(A)-(F), each of the boundary value problems for (1) 
satisfying (2)-(4) h as a unique solution on T. The proofs ‘employ shooting methods. 
2. CONTINUOUS DEPENDENCE 
In this section, we will state theorems concerning the continuous dependence on data of solu- 
tions of initial value problems and conjugate boundary value problems for (1). We state these 
results for convenience and reference, and hence, will eliminate repeating them later. Our first 
theorem is a recent work by Chyan and Yin [25]. 
THEOREM 2.1. Assume that Conditions (A) and (B) are satisfied. Given a solution y(t) of (1) 
on T, an interval [a, b]T, a point to E [a, b]~, and E > 0, there exists a S(E, [a, b]a) > 0 such that, 
if lyAi(to) - zil < 6, i = 0, 1,2, then there exists a solution z(t) of (1) satisfying z*“(to) = zi, 
i = 0,1,2, and Iv*‘(t) - zAi(t)j < E on [a,b]~, i = 0,1,2. 
In turn, it follows that if (C) is also assumed, then the continuous dependence of solutions 
on initial conditions, coupled with an application of the Brouwer theorem on invariance of do- 
main, imply that solutions of three-point conjugate problems depend continuously on boundary 
conditions; for a typical argument, see [26] or [27]. 
THEOREM 2.2. Assume that with respect to (l), Conditions (A)-(C) are satisfied. Given a 
solution y(t) of (1) on T, an interval [a,b]~, point tl < t2 < ts in [a, b]T, and an E > 0, there 
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exists a S(E, [a, b]~) > 0 such that, if Iv(&) - +J < 6, i = 1,2,3, then there exists a solution z(t) 
Of (1) satisfying Z(ti) = Z;, i = 1,2, 3, arInd (yA’(t) - EAi (t)l < s On [a, b]T, i = 0, 1,2. 
Under Conditions (A), (B), and (D) (respectively, (E)), complete analogues of Theorem 2.2 
can be stated in terms of the two-point boundary value problems (l),(3) (respectively, (l),(4)). 
3. UNIQUENESS IMPLIES EXISTENCE FOR (l),(2) 
In this section, we prove that Hypotheses (A)-(F) imply the existence of solutions of (l),(2). 
The method of shooting is employed throughout a number of cases. 
THEOREM 3.1. Assume that with respect to (I), Conditions (A)-(F) are satisfied. Then, given 
any tl < t2 < t3 in T and any yi, ~2, ys E IR, the boundary value problem (l),(2) has a unique 
solution on T. 
PROOF. We remark again that uniqueness of solutions is provided by (C). So, let tl < t2 < t3 
and yi, ~2, y3 be given as stated. There are a number of cases and subcases. 
CASE (i). Assume tl and t2 are right dense. Let z(t) be the solution of (1) satisfying the initial 
conditions 
Define 
4t1) = Yl, %a(tl) = 0, %qtl) = 0. 
S1 = {r E B 1 there is a solution z(t) of (1) with z(tl) = %$I), z(t2) = Z(tz), 5(t3) = r) * 
Since z(t3) E ,571, Si # 4. We argue that Sr is both open and closed. 
To see that Si is open, choose s E Si. Then there is a solution x8(t) such that zs(tl) = .z(tl), 
zs(t2) = z(tz), and x,(&t) = s. By Theorem 2.2, there exists an 6 > 0 such that for any 
~1,~2,~3 E R with Izs(ti) - uil < E, equation (1) has a solution u(t) with u(ti) = ‘Eli, i = 1,2,3. 
In particular, (s - E, s + E) c Sr, and Si is open. 
For contradiction purposes, assume that Si is not closed. Then there exists TO E Si \ & and a 
strictly monotone sequence {Q} C 5’1 such that limk,, r& = TO. We may assume without loss 
of generality that r& I TO. For each k E N, let z&(t) be the solution of (1) with 
xk(tl) = z(tl), xk(t2) = Z(t2), zk(t3) = rk. 
It follows from (D) and (E) that, for each k E N, ze(ti) # zf+:l(ti), i = 1,2. Since r&+1 > rk, 
we have from (C) that, for k E N, 
x&(t) < Z&+1(t), on C--00, tl)r U (t2, ~O>T, 
and 
Z&(t) > 2&+1(t), on (bt2)T. ’ 
By the “compactness condition” (F) and the right density of tl and t2, there exist points ~1 < 
tl < 72 < t2 < 73 < t3 < 74 in T such that 
q~i) T +oq i = 1,3,4, and x&(72) 1 --oo. 
Now let w(t) be the solution (1) satisfying the initial conditions 
w(t3) = To, tuA(t3) = 0, #(t3) = 0. 
Since ‘w(ta) = QJ > Tk = z&(ta), for all k E N, it follows that, for sufficiently large K, zK(t) -w(t) 
has GZs in (9, 72]Tj (72,73]~, (~3, t3]T9 and (t3,74]~ . It follows from (C) that w(t) = yK(t) on T, 
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a contradiction. Therefore, S is closed. Consequently, Sr = W. Choosing ys E Sr, we have a 
solution Z(t) of (1) satisfying 
z(b) = z(h) = y1, qtz) = z(tz), 5(t3) = y3. 
Next define 
Ss = {r E R ] there is a solution z(t) of (1) with z(tr) = z(tl), cc(&) = r, x(tg) = ys}. 
For the solution just produced, ji(t2) E S2, and so S2 # 4. Again, by Theorem 2.2, Ss is an open 
subset of R. 
We now claim that Ss is also closed. Assuming S2 is not closed, there exist rc E Ss \ Ss and 
a strictly monotone sequence {Q} c S’s such that limb-+, rk = ro. we may assume again that 
rk T TO, and as before, let zk(t) denote the corresponding solution of (1) with 
xk(tl) = z(h), xk(t2) = Tk, xk(t3) = Y3. 
Again, by (D) and (E), for k E N, zt(ti) # cct+l(ti), i = 1,3. Using rk+r > rk and (C), we have 
that, for k E N, 
zk(t) > zk+l(t), on (-00, tl)a U @3,00)-r, 
and 
zk(t) < zk+l(t), on (tl, t3)T. 
By (F) and the right density of tl and t2, there exist points 71 < tl < 72 < t2 < 7s < t3 < 7-4 
in ‘0’ such that 
xk(Ti) 1 -00, i = 1,4, and sk(Tj) T fm, j = 2,3. 
This time, let w(t) be the solution of (1) satisfying the initial conditions 
w(t2) = To, wA(t2) = 0, wAA(t2) = 0. 
Since w(t2) = ?-0 > 7-k = zk(i!s), for all k, it follows that, for sufficiently large K, ZK(t) -w(t) 
has GZs in (~r,rs]T, (72, t&, (tz,q]T, and (rs,r&, and (C) implies w(t) = yK(t) on T, again, 
a contradiction. Therefore, Ss is also closed. So Ss = R, and if we choose ys E 572, we have a 
solution y(t) of (1) satisfying 
Y(h) = Gl) = Yl, y(t2) = Yzr Y@3) = Y3. 
This concludes Case (i). 
CASE (ii). Assume tl is right dense and t2 is right scattered. There are a couple of subcases. 
SUBCASE (ii.1). Assume o(t2) = t3. 
Our arguments are much like the those before. Let z(t) be the solution (1) satisfying the initial 
conditions 
Z(h) = Yl, zA(tl) = 0, zA2(t1) = 0. 
Define 
Sr = {r E IR ( there is a solution z(t) of (1) with z(tl) = z(tl), x(t2) = z(tz), x(t3) = r} . 
Sr is nonempty and open. 
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We wish to show Sr is also closed, and so we assume not. As above, let TO E Sr \Sr, {Q} c Sr , 
with rk T TO, and let xk(t) denote the corresponding solution of (1) such that 
Xk(h) = r(h), xk(t2) = @2), xk(t3) = rk. 
In this subcase, 
xk(t) < xk+l(t), on (-%tl)T L-J (t2, fm)T, 
and 
xk(t) > xk+l(t), on @I7 t2)T. 
By (F), there are points ~1 < tr < 72 < t2 < t3 < 7-s in T such that 
xk(Ti) T +q i = 1,3, x8(72) J. --oo. 
Recalling that a(ts) = t3 in this subcase, we let w(t) be the solution of the initial value problem 
for (1) such that 
dt2) = z(t2) = xk(t2), 
W&3) = w(a(t2)) = f-0, 
dytg) = 0. 
Then, for sufficiently large K, xK(t) -w(t) has a GZ in (q, ~~1, a zero at t2, and a GZ in (t3, 51. 
Again, we contradict (C), & is closed. 
So, Si = R and choosing ys E Si, there is solution Z(t) of (1) for which 
3(h) = Z(h) = y1, z(t2) = z(t2), z(t3) = y3. 
Remaining in Subcase (ii.l), we now define 
Ss = {r E W ] there is a solution x(t) of (1) with x(tl) = z(tl), x(t2) = T, x(t3) = ~3). 
S’s is a nonempty open subset of I[$. 
If we assume Ss is not closed, let TO E S2 \ Ss, {Tk} C Ss with rk T TIJ be as usual, and let xk(t) 
be the solution of (1) such that 
xk(h) = z(h), Xk(t2) = rk, xk(t3) = Y3* 
Now, 
xk(t) > xk+l(t), on (-m tl)T u (t3, a)T, 
and 
xk(t) < xk+l(t), on (tl, t3)T. 
In this subcase, there are points q < tl < 72 < t2 < t3 < 7-s such that 
xk(Ti) 1 -00, i = 1,3, xk(T2) r +W’. 
Recalling again that a(ts) = t3, we choose w(t) to be the solution of the initial value problem 
for (1) such that 
w(t2) = To, 
W(t3) = w(+2)) = !/3 = xk(t3), 
wA(t3) = 0. 
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For K large, x~(t) - w(t) this time has GZs in (rr,r2] and (~2, tz], and has a zero at t3, which 
contradicts (C). Thus, Sz is closed. 
Sz = W and we may choose yz E Sz so that we have a solution y(t) of (1) satisfying 
Y(h) = Z(b) = Yl, y(t2) = Y2, Y@3) = Y3. 
This concludes Subcase (ii.1). 
SUBCASE (ii.2). Assume a(t2) < ts. 
Recalling that in this case, Case (ii), t2 is right scattered, and by using solutions guaranteed 
by Subcase (ii.l), we let z(t) be the solution of the three-point problem for (1) satisfying 
z(h) = Yl, z(t2) = Y2, z(a(t2)) = 0, 
and define the nonempty open set. 
Sl = {r E IR 1 th ere is a solution z(t) of (1) with z(tr) = z(tr), z(t2) = z(tz), x(t3) = r}. 
If we assume Sr is not closed, then let TO and {rk} with Tk T TO be as usual, and let 5k(t) be the 
solution of (1) such that 
xk(tl) = +l>, xk(t2) = z(t2), xk(t3) = “-k. 
In this case, 
Zk(t) < xCk+l(t), on (-4 h)a U (t2, OO)T, 
and 
Zk(t) > zk+l(t), on (tl, t2)T. 
It follows that there are points 71 < tl < 72 < t2 < o(t2) < 5 < t3 < 74 in T such that 
Tk(Ti) t +oo, i = 1,3,4, zk(T2) 1 --oo. 
Within this scenario, we argue by two additional sub-subcases. 
SUBCASE (ii.2.1). Assume t3 is right scattered. 
In this setting, let w(t) be the solution of the three-point problem for (1) guaranteed by 
Subcase (ii.1) which satisfies 
w(h) = z(h) = Zk(tl), 
w(t3) = To, 
w(a(t3)) = 0. 
Then, for K large, zK(t) - w(t) h as a zero at tl and GZs in (73, t3] and (t3,~4], which contra- 
dicts (C). 
SUBCASE (ii.2.2). Assume t3 is right dense. 
This time, let w(t) be the solution of the three-point problem for (1) guaranteed by Case (i), 
which satisfies 
w(b) = Z(h) = zk(b), 
w(t3) = To, 
W(T4) = 0. 
Again, for K large, zK(t) - w(t) h as a zero at tl and GZs in (~3, t3] and (t3,~4], the same 
contradiction. 
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From the two subcases, we conclude 5’1 is closed so that 5’1 = R. We choose ys E Si, and so 
there is a solution y(t) of (1) for which 
Y(h) = z(h) = Yl, y(t2) = z(t2) = Y2, y(t3) = 513. 
This concludes Subcase (ii.2), which also concludes Case (ii). 
CASE (iii). Assume ti is right scattered. As above, there are various subcases with some of them 
involving sub-subcases. 
SUBCASE (iii.1). Assume a(ti) = t2. 
If a(t2) = t3, then (l),(2) is an initial value problem which has a unique solution on T. Thus, 
in this subcase, we also assume that a(tz) < ts. 
Let z(t) be the solution of the initial value problem for (1) satisfying 
4t3) = Y3, P(t3) = 0, 293) = 0, 
and define the nonempty open subset 
S1 = {r E R 1 th ere is a solution z(t) of (1) with z(ti) = T, z(t2) = Z@2)i 4t3) = z(t3)). 
Assuming Si is not closed, let TO and {Q}, with rk r TO, be the usual, and let zk(t) be the 
appropriate solution of (1). Then, by (C), 
xk@) < Zktl(t), on (--00, t2)T U (t3,00)~, 
and 
Zk(t) > zk+l@), on (t2, t3)~. 
In this setting, there are points 71 < tr < t2 = a(ti) < 72 < ts < 7-s in T for which 
zk(%) T fm, i = 1,3, xk(T2) 1 --00. 
We choose w(t) as the solution of the initial value problem for (1) satisfying 
42) = w(&)> = Z(t2) = Zk(t2), 
dyt2) = 0. 
With K large enough, x~(t) -w(t) has GZs in (~i,tr] and (72,731 and a zero at t2. This is again 
a contradiction. 
Sr is closed, Sr = R, and choosing yr E 5’1, there is a solution z(t) of (1) satisfying 
Wl) = Yl, Z@2) = 4t2), 2(t3) = z(t3) = y3. 
Yet remaining in Subcase (iiil), with a(tl) = t2 and a(t2) < t3, we define a nonempty open set 
S2 = {r E R 1 th ere is a solution s(t) of (1) satisfying s(tl) = yi, z(t2) = r, z(tg) = ys} . 
As in the pattern, if & is not closed, let TO, rk T TO be as usual, and xk(t) the associated solution 
of (1). Here 
Zk(t) > xktl(t), on (--00, ti)T U (t3, m)p., 
and 
Zk(t) < zktl(t), on (tl, t3)T7 
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and so there are points 71 < tr < ts = a(tr) < 72 < t3 < 7s such that 
Xk(Ti) 1 -co, i = 1,3, xk(T2) 7 +m. 
Then, for K large, z:~(t) -w(t) h as a zero at tr, and GZs in (tz, 721~ and (72, rs]~, a contradiction. 
Therefore, Sz is closed, Ss = W, and so choosing yz E Sz, there is a solution y(t) of (1) for which 
Y(h) = Yl, ?02) = Y2, Y(t3) = Y3. 
This concludes Subcase (iii.1). 
SUBCASE (iii.2). Assume that a(tr) < t2 < t3. 
Recall that Case (iii) involves tr is right scattered. 
This time let z(t) be the solution of the three-point problem dealt with in Subcase (iii.1) 
satisfying 
z(h) = Yl, Z(@l)) = 0, z(t2) = Y2, 
and define 
Sr = {r E R ] there is a solution x(t) of (1) such that x(tl) = z(tl), x(t2) = z(ta), x(t3) = r} . 
We assume the nonempty open Sr is not closed. Let rc E Sr \ Sr, (5-k) C S with rk r TO, and 
associated solution Xk(t) be as in the pattern. Then 
xk(t) < xk+l(t), on (-9 th U (t2, CQ)T, 
and 
xk(t) > xk+l(t), on @l, t2)T. 
There are further subcases to resolve. 
SUBCASE (iii.2.1). Assume u(t2)‘= t3. 
Then there are points ~1 < tl < a(tl) 5 72 < t2 < t3 = o(t2) < 5 such that 
xk(Ti) T +oO, i = 1,3, X(72) 1 -cm. 
Let w(t) be the solution of the three-point problem for (1) assured by Subcase (iii.1) satisfying 
w(t2) = Z(t2) = xk(t2), 
w(t3) = w(a(t2)) = To, 
W(T3) = 0. 
With K sufficiently large, xK(t) - w(t) h as a GZ in (TI,T~], a zero at ts, and a GZ in (t3,~3], 
which is a contradiction. 
SUBCASE (iii.2.2). Assume a(t2) < t3. 
Then there exist points ~1 < tr < o(tl) 5 72 < tz < 73 < ts < 74 such that 
Xk(Ti) 1 +oO, i = 1,3,4, zk(T2) 1 --oo. 
Let w(t) be the solution of the three-point boundary value problem for (1) given by Subcase (iii.1) 
satisfying 
w(h) = z(h) = xk(tl), 
w(o(t1)) = 0, 
W(T3) = T-0. 
For large enough K, xK(t) -w(t) h as a zero at tr, and GZs in (72,731, (73, ts], and (ts, 741, which 
is again a contradiction. 
As a consequence Sr is closed, Sr = llU, and choosing ys E Sr, there is a solution y(t) of ‘(1) 
satisfying 
Y(h) = Z(h) = Yl, Y@2) = z(t2) = Y2, Y@3) = Y3. 
This concludes Subcase (iii.2), which completes in turn Case (iii). The proof is complete. 1 
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4. UNIQUENESS IMPLIES EXISTENCE FOR (1) ,(3) AND (l),(4) 
By arguments much along the lines of those involved in Theorem 3.1, yet very much relying on 
Theorem 3.1 itself, the two-point boundary value problems for (1) also have solutions. We state 
that result in this section, but omit the tedious proof. 
THEOREM 4.1. Assume that with respect to (l), Conditions (A)-(F) are satisfied. 
(a) Given any tr 5 a(tl) < t2 in T and any yr, yz, ys E R, the boundary value problem (I),(3) l 
has a unique solution on ‘I’. 
(b) Given any tl < ts in T and any yr, ys, ys E R, the boundary value problem (I),(4) has a 
unique solution on T. 
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