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Abstract – For over half a century, the Hubbard model has played a paradigmatic role in attempts
to understand quantum phenomena exhibited by correlated electrons in solids. Despite substantial
effort and apparent simplicity of the model, its behavior in many important regimes has remained
unknown. Here we study superfluidity in the two-dimensional Hubbard model with controlled error
bars up to the coupling strength U = 4 and filling factor n = 0.7. We show, by means of unbiased
diagrammatic Monte Carlo simulations, that in this regime the superfluid transition is governed
by Fermi liquid physics with an emergent weak BCS-type coupling driving the instability. The
corresponding ground-state phase diagram in the (n,U) plane describes competition between the
superfluid states of p− and d−wave symmetry. We also report dimensionless coupling constants
in this effective BCS regime.
The fermionic Hubbard model [1, 2],
Hˆ = −
∑
〈i,j〉,σ
cˆ†iσ cˆjσ + U
∑
i
nˆi↑nˆi↓ − µ
∑
i,σ
nˆiσ (1)
(cˆ†iσ creates a fermion with spin projection σ =↑, ↓ on site
i; nˆiσ = cˆ
†
iσ cˆiσ; 〈. . . 〉 restricts summation to neighboring
lattice sites; U and µ are, respectively, the on-site repul-
sion and the chemical potential in units of the hopping
amplitude) is one of “standard models” of condensed mat-
ter physics. The metal-insulator transition at half filling
〈nˆi↑ + nˆi↓〉 = 1, along with the antiferromagnetism pro-
moted by it, was the main context of the original formu-
lation of (1) and subsequent two decades of its intensive
theoretical studies. The advent of high-temperature su-
perconductivity dramatically enhanced (and changed the
focus of) the interest to Eq. (1). It became paradigmatic
(a)yjdeng@ustc.edu.cn
(b)evgeny.kozik@kcl.ac.uk
for high-temperature superconductors [2], at least as a
minimalistic Hamiltonian featuring (not far from half fill-
ing) the relevant dx2−y2 Cooper instability, solely due to
repulsive interaction between fermions. The most recent
wave of interest to Eq. (1) has been generated by its direct
realization with ultracold atoms in optical lattices [3–5].
Decades of theoretical studies of Cooper instability in
the model (1) have seen a number of remarkable suc-
cesses. Controlled results were obtained in certain lim-
iting cases: vanishingly small interaction or/and low fill-
ing [6–13] and close to half-filling, by a combination of
numerical methods including determinant Monte Carlo
[14–16], density matrix renormalization group [17], and
the dynamical mean-field theory on large clusters [18–27].
For the 2D case we are interested in here, it has been
found that, at a fixed filling factor and U → 0 (within
the second-order perturbation theory in U) the ground
state of the system is either dxy-wave (smaller fillings)
or dx2−y2-wave (higher fillings) BCS superfluid, with a
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pocket of a p-wave phase near quarter filling [13]. It has
been also shown that, in the low-density limit at any fixed
U , the ground state of the system is the p-wave BCS su-
perfluid [9]. The dynamic-cluster-approximation (DCA)
simulations revealed (see [27] and references therein) a re-
gion of high-temperature dx2−y2-wave pairing developing
at U & 6. Nevertheless, the rich ground-state phase dia-
gram guaranteed by the above-mentioned findings remains
elusive: So far, none of the phase boundaries is known.
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Fig. 1: Ground-state phase boundaries of the fermionic Hub-
bard model (1) in the emergent BCS regime. (Classification of
superfluid phases in terms of the D4h group is explained in the
text.) The dashed straight line shows the U → 0 limit
nc(U) = 0.139U for the p-dxy phase boundary. The p
′
phase with six nodes exists only up to U ≈ 0.08.
Results. —We report accurate controllable results
for a significant part of the ground-state phase diagram
(Fig. 1) of the Hubbard model, Eq. (1), on the square
lattice. We concentrate on the region of moderate bare
coupling U ≤ 4 and filling n < 0.7, and first observe that
there the system exhibits Landau Fermi-liquid behavior
at temperatures Tc < T  EF ; i.e., between the Fermi
energy EF and the temperature of the superfluid phase
transition Tc  EF . Hence we employ the first-principles
theoretical framework consisting of: (i) asymptotically ex-
act (in the Tc/EF → 0 limit) diagrammatic theory of
Cooper instability in the Fermi liquid state [28, 29] and
(ii) unbiased Bold diagrammatic Monte Carlo (BDMC)
simulation of the Fermi liquid parameters. We base our
BDMC approach on the skeleton expansion in terms of
the fully dressed interaction vertex in the particle-particle
channel (analogous to the continuous-space technique de-
veloped in Refs. [30, 31] for the resonant Fermi gas) with
an additional trick leading to near cancellation of large-
amplitude contributions in the interaction vertex to im-
prove numerical efficiency. In the considered regime of
U ≤ 4, n < 0.7, the skeleton series is known to pro-
duce exact results [32], which we also checked explicitly
by benchmarking the Green’s function against the corre-
sponding bare-series calculation. The approach allows us
to controllably address all system’s properties in the Lan-
dau Fermi-liquid regime at temperatures Tc < T  EF
and deduce the leading channel for Cooper instability.
Our main qualitative finding is that the effective (di-
mensionless) couplings in the Cooper channel remain small
(≤ 0.1) up to essentially non-perturbative values of the
bare coupling U ∼ 4 and densities up to n < 0.7. This
makes the problem of development of the Cooper instabil-
ity amenable to controlled analytic treatment by diagram-
matic perturbation theory. However, accurately determin-
ing the small effective coupling constants, shown in Fig. 2,
up to U = 4 requires a dramatic effort, involving develop-
ment of essentially non-perturbative numeric techniques,
such as a variant of BDMC employed here, and substan-
tial computation time (see a discussion in the following
section).
The revealed ground-state phase diagram is shown in
Fig. 1—where the error bars on the phase boundaries rep-
resent the full (systematic and statistical) error—and dis-
cussed in detail below.
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Fig. 2: Critical density and dimensionless coupling constants
as functions of maximum diagram order, N , at various points
along the phase boundaries (parameterized by U) with extrap-
olation to the N →∞ limit. Extrapolation was based on linear
fits to the last three points. Error bars were deduced from the
stability of results when fits included four points.
Discussion. —Let us first focus on the lower left cor-
ner (U → 0, n→ 0 limit) in Fig. 1, which has been exten-
sively studied by the perturbation theory in the n→ 0 and
U → 0 limit in Refs. [7–9]. Our p-dxy phase boundary is
consistent with the linear law, nc = 0.139U , shown by the
dashed line. This behavior is understood by comparing
effective coupling constants derived in Refs. [7, 8] (∝ U2)
and in Ref. [9] (∝ U3). [The prediction for the slope from
Refs. [7–9] would be a factor of two smaller, nc/U = 0.069.
p-2
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We attribute the discrepancy to typos: Factors of two were
missing in the density of states or/and the Cooper channel
wave functions normalization.]
The phase diagram in the limit of U → 0 for all densi-
ties n has been obtained in second-order in U calculations
of Refs. [13, 35]. For 0.5 < n < 0.6 the p-wave state is
rather peculiar; we denote it p′ to emphasize the differ-
ence from the conventional p-wave, which was not fully
addressed in Ref. [13]. In a p-wave superfluid, the wave-
function of Cooper pairs has two nodes, in direct analogy
with the case of the continuous rotation group (justifying
the usage of the same symbol p). In contrast, the pairing
wavefunction of the p′-phase features six nodes [34].
Raghu et al. [35] generalized the second-order pertur-
bation theory developed in Ref. [13] to other types of lat-
tices. However, in contrast to Ref. [13], the p′ state at
0.5 < n < 0.6 is apparently absent from their results for
the square lattice. Apart from creating a controversy, the
discrepancy circumstantially suggests that this part of the
phase diagram might be very sensitive even at U < 1. This
is indeed the case revealed here: the pocket of the p′ phase
at 0.5 < n < 0.6 vanishes already at U & 0.08, as shown
in Fig. 1. Our calculations also demonstrate that the BCS
coupling constants λ reported in Ref. [35] are overesti-
mated by a factor of 1/ρ, where ρ is the Fermi-surface
density of states, taking the values 1/4pi ≤ ρ . 0.185 for
0 ≤ n . 0.8. This implies that from Ref. [35] one can
wrongly conclude that the superfluid Tc, which is expo-
nentially sensitive to λ (Tc ∼ EF exp(−1/λ)) is orders of
magnitude larger than it actually is, suggesting realiza-
tion of high-temperature superconductivity by the Hub-
bard model already at very moderate U .
In general, our calculations reveal that perturbative
U → 0 results cannot be used to reasonably estimate
the actual BCS coupling constants λ (and thus the cor-
responding Tc). Already for a weak interaction U = 1, the
values of λ at the (dxy − dx2−y2) boundary computed up
to terms ∝ U3 are larger than those computed up to U2
by a factor between two and three.
Even by state-or-the-art numeric techniques it still re-
mains challenging to accurately and reliably compute ba-
sic physical quantities for the Hubbard model in the
weak-to-intermediate coupling regime of U . 4. For in-
stance, for (U = 2, n = 0.8, T = 0.25) dynamical-cluster-
approximation results display significant oscillatory be-
havior as a function of the cluster size L up to L = 98
lattice sites, and thus accurate extrapolation to the ther-
modynamic limit L → ∞ becomes difficult [36]. Within
the BDMC framework, one has to go substantially beyond
the second-order skeleton diagrams—convergence is ob-
served only after accounting for diagrams of order N = 5
(in terms of the fully dressed interaction vertex in the
particle-particle channel and not the bare U) and above.
Our scheme of combining BDMC and semi-analytic BCS
treatment provides an effective and controllable method
for studying correlated fermionic systems in the emergent
BCS regime. The present calculation can be immediately
generalized to other lattices or higher spatial dimensions,
and, with minor modifications, can be used to explore
other phase boundaries such as the antiferromagnetic tran-
sition [37,38].
Our most unexpected and essentially non-perturbative
result here is the near-vertical boundary between different
d-wave states at n ≈ 0.6, see Fig. 1. This behavior has
nothing to do with the perturbation theory because (i) the
boundary terminates at the p′ lobe at U ≈ 0.08 (see Fig. 1)
implying that the U → 0 theory fails at U ≈ 0.08 already,
and (ii) the effective coupling λ along the boundary has
strong dependence on U and the diagram order, see the
lower right panel in Fig. 2.
Finally, we emphasize that in the dx2−y2 phase, the di-
mensionless BCS coupling λdx2−y2 increases rapidly as the
particle density n and bare interaction U are increased.
At the upper right corner of Fig. 1, (U = 4, n = 0.7),
one already has λdx2−y2 ∼ 0.1 corresponding to a criti-
cal temperature Tc/EF ∼ 5 × 10−5, typical for conven-
tional superconductors. This is still well within the do-
main of the emergent BCS regime, but if λdx2−y2 increases
further by 50% at larger U and n, the system would
meet the criterion for being a high-temperature supercon-
ductor. As Fig. 2 suggests, the value of λ may indeed
be significantly enhanced as U is further increased from
U = 4. Unfortunately, the present BDMC formulation
fails in such strongly correlated regime [32], and novel
techniques/approaches dealing with diagrammatic series
need to be developed [22, 23]. Nevertheless, even within
the present approach, by computing Tc(n,U) (with correct
pre-exponential factor [39, 40]) up to the (U = 4, n = 0.7)
corner, one can obtain a reasonable extrapolation to the
intriguing region of (U ≈ 6, n ≈ 0.85) thus shedding a
significant light on the crossover from emergent BCS to
high-Tc regime expected to take place in this range of pa-
rameters [27].
Methods. —The emergent BCS regime is a Cooper
instability due to weak effective attraction between
the quasiparticles developing in a strongly correlated
fermionic system at energy scales much smaller than the
Fermi energy. In this scenario, as the temperature is de-
creased, the system first enters the standard Fermi liq-
uid (FL) state characterized by renormalized quasiparti-
cle properties and effective interactions. The quasiparti-
cle Green’s function in the vicinity of the Fermi surface
[|ξ|  EF and |k − kF (kˆ)|  kF (kˆ)] takes on the form:
G(k, ξ) ≈ z(kˆ)
iξ − vF (kˆ)·[k− kF (kˆ)]
, (2)
where k is the momentum and ξ is the Matsubara fre-
quency, and the Fermi surface is parameterized in terms
of the Fermi momentum kF (kˆ) in the direction of kˆ, with
vF (kˆ) and z(kˆ) being the Fermi velocity and quasiparticle
residue respectively. The Cooper instability then develops
logarithmically slowly in the FL state and is marked by
divergence of pairing susceptibility at the transition tem-
p-3
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perature Tc that is exponentially small compared to the
FL energy scale.
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Fig. 3: Bethe-Salpeter equation for Γ(4), where pi ≡ (ξi,ki).
Physically, this behavior is typical for models with lo-
cal repulsive coupling, where weak attractive effective
interactions—described by the irreducible (in the particle-
particle channel) four-pole vertex T—are an emergent low-
energy property. By definition, T is the sum of all four-
pole diagrams that can not be split into disconnected
pieces by cutting two particle lines. From the Bethe-
Salpeter relation, Fig. 3, for the full four-pole vertex Γ(4),
we see that the smallness of the attractive part of T is a
natural condition preventing Γ(4) from dramatic growth
at T  EF . Indeed, in the FL state, the leading contri-
bution to the integral over k3 in the second term in the
r.h.s. of Fig. 3 comes from
∫
ddk3
∑
ξ3
G(p3)G(−p3) in
close vicinity to the Fermi surface, where only the finite
temperature (i.e., discreteness of Matsubara frequency ξ3)
prevents it from logarithmic divergence. With the loga-
rithmic accuracy at T  EF , we have
Γ
(4)
kˆ1,kˆ2
≈ Tkˆ1,kˆ2 + ln
EF
T
∫
Tkˆ1,kˆ3Qkˆ3Γ
(4)
kˆ3,kˆ2
dd−1kˆ3, (3)
where Γ
(4)
kˆ1,kˆ2
and Tkˆ1,kˆ2 are Γ
(4) and T at vanishing fre-
quencies projected to the Fermi surface:
Γ
(4)
kˆ1,kˆ2
≡ Γ(4)(k1=kF (kˆ1), ξ1 → 0;k2=kF (kˆ2), ξ2 → 0) ,
and Qkˆ is the product of z
2(kˆ) and the single-component
density of states at the kˆ-point on the Fermi surface. The
systematic error in (3) comes from the ultra-violet cutoff
scale, EF → cEF , where c is some order-unity factor [33].
Switching to the matrix notations, Γ
(4)
kˆ1,kˆ2
→ Γˆ(4),
Tkˆ1,kˆ2→ Tˆ, Tkˆ1,kˆ2Qkˆ2→Mˆ, we find
Γˆ(4) ≈
[
1− ln(EF /T )Mˆ
]−1
Tˆ , (4)
implying that Γ(4)—and thus the static response function
in the Cooper channel—diverges at the critical tempera-
ture
Tc = cEF e
−1/λ , (5)
where λ is the largest positive eigenvalue of Mˆ. The consis-
tency of the emergent BCS picture based on weak Cooper
instability requires λ 1.
Solving the problem with logarithmic accuracy amounts
then to finding the eigenvalues/eigenvectors of a real sym-
metric matrix
Tkˆ,kˆ′ψkˆ′ = λψkˆ , Tkˆ,kˆ′ = Q
1
2
kˆ
Tkˆ,kˆ′Q
1
2
kˆ′
, (6)
where the eigenvector ψkˆ is the wave function of the
Cooper pair in the momentum representation.
Parameterization and D4h nomenclature in 2D. In two
dimensions, it is convenient to parameterize kˆ with the po-
lar angle θ, and to write the eigenvalue/eigenvector prob-
lem explicitly as∫ 2pi
0
Tθ,θ′ψθ′ dθ
′
2pi
= λψθ , Tθ,θ′ = Q
1
2
θ Tθ,θ′Q
1
2
θ′ , (7)
Qθ = kF (θ) z
2(θ)/[2pi θˆ ·vF (θ)] . (8)
By the D4h symmetry of the square lattice, Tθ,θ′ splits
into five independent blocks corresponding to s, p, dx2−y2 ,
dxy, and g eigenvector sectors. The p-sector is doubly
degenerate and can be further split into two independent
sectors, px and py, related to each other by±pi/2 rotations.
For each of the six (sub)sectors, the symmetry properties
of the corresponding vectors f(θ) are readily seen from
their Fourier expansions (m is integer):
fs(θ) =
∞∑
m=0
Am cos(4mθ),
fg(θ) =
∞∑
m=1
Bm sin(4mθ),
f{py
px
}(θ) = ∞∑
m=0
Cm
{
cos [(2m+ 1)θ]
sin [(2m+ 1)θ]
}
, (9)
f{dx2−y2
dxy
}(θ) = ∞∑
m=0
{
Dm cos [(4m+ 2)θ]
Em sin [(4m+ 2)θ]
}
.
The fs is invariant with respect to all point-group oper-
ations; fg is invariant with respect to pi/2 rotations, but
changes its sign under each of the four D4h reflections;
fpy/fpx is symmetric with respect to reflections over the
x/y-axis and anti-symmetric with respect to reflections
over the y/x-axis (also, the pi/2 rotation of fpy turns it
into fpx). The functions in both d sectors change their
sign when rotated by pi/2: fdx2−y2 /fdxy is symmetric/anti-
symmetric with respect to reflections over x and y axes,
and anti-symmetric/symmetric with respect to reflections
by ±pi/4 axes. Fermionic anti-symmetry implies a spin-
triplet state for p-wave pairing and a spin-singlet state for
the other four sectors.
BDMC method with the ladder-summation trick. Sim-
ilar to the system of resonant fermions, the locality of
interaction allows one to introduce propagators based on
interaction vertexes and pairs of fermions (and to fully
dress them) by considering sums of ladder diagrams, see
Ref. [30] and Fig. 4. Effectively, this amounts to replac-
ing the bare interactions in Feynman diagrams with exact
two-body scattering amplitudes; this trick is particularly
important for dealing with strong interaction in the dilute
gas limit by eliminating the expansion in a large parame-
ter.
There is, however, a technical difficulty in combining
bare interaction with ladder terms in the imaginary time
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representation: The first term in the r.h.s. of Fig. 4 is a
generalized −Uδ(τ) function (for resonant fermions, this
term vanishes upon taking the zero-range limit), while the
rest of the diagrams, Γ˜, is a continuous function of τ . The
effective smallness of Γ in the dilute-gas regime at large
|U | takes place only under τ -integration and mathemati-
cally happens as follows. For large but finite U the sum of
ladder diagrams behaves as a regularized Uδ(τ) function;
i.e., the range of variation of Γ˜(τ) is ∼ 1/U while its am-
plitude is such that
∫ τ0
0
Γ˜(τ) dτ ≈ U for τ0  1/|U |. In
Monte Carlo methods, however, the integration is achieved
by sampling the integrands with the weighting factors pro-
portional to their absolute values, meaning that a na¨ıve
scheme will sample −U δ(τ) terms separately from Γ˜(τ)
terms and their mutual compensation will be revealed only
in the painful statistical limit.
1 = +2 3
−Uδ τ1−τ 2( )Γ12 Γ32Π13
1 2
Fig. 4: The Γ-line in the time-momentum representation (spin
and momentum indexes are suppressed for clarity): Γ12 ≡
Γ(τ1 − τ2), Π13 ≡ Π(τ1 − τ3), etc. Integration over inter-
nal times is assumed. Pair self-energy Π13 is the sum of all
vertex-irreducible diagrams starting, at time τ3, and ending,
at time τ1, with spin-up and spin-down outgoing (incoming)
single particle propagators. A diagram is vertex-irreducible if
it remains connected after cutting across any single interaction
vertex. The lowest-order diagram contributing to Π13 is a pair
of dressed propagators going from τ3 to τ1. The second term
in the r.h.s. is a continuous function of τ and will be referred
to as Γ˜. Hence, Γ(τ,k) = −Uδ(τ) + Γ˜(τ,k).
The solution is to transform the functional form of the
bare vertex to make it (i) compatible with that of Γ˜(τ)
at the level of integrands, and (ii) such that the diagram
value remains intact under integration. To this end we
introduce a function Γ˜U with the following properties∫ β
0
Γ˜U (τ) dτ = −U . (10)
The particular design of Γ˜U (τ) still has a freedom. We
choose Γ˜U (τ) = −Γ˜(τ) + c0, where c0 is a constant of
order unity or much smaller. This guarantees that, for
|U |  1, the condition of compensation, Γ˜U (τ) ≈ −Γ˜(τ),
is satisfied.
We then formally—and identically—represent each cou-
pling constant U in the diagrammatic series as an integral
over the auxiliary time variable associated with the bare
vertex, thereby replacing the bare vertex with the Γ˜U func-
tion as pictured graphically in Fig. 5. Since Γ˜U has the
same functional structure as Γ˜, we sum up the two ele-
mentary diagrammatic contributions into one, A1234, as
shown in Fig. 5. Thereby, we arrive at the diagrammatic
formulation identical to that for resonant fermions [30],
= +
!Γ
A1234 3
4
1 2
!ΓU
3
4
1 2
3
4
1 2
Fig. 5: The compensation trick. The diagram element A1234 is
understood as the sum of two terms with different assignment
of the end point for incoming fermionic propagators.
but with a modified rule for reading the diagram value:
The single diagram element A1234, now contributes a fac-
tor (momenta are suppressed for clarity)
A1234 = Γ˜U (τ1 − τ2)G↑(τ1 − τ3)G↓(τ1 − τ4)
+ Γ˜(τ1 − τ2)G↑(τ2 − τ3)G↓(τ2 − τ4) , (11)
to the integrand of the diagram it enters. It contains two
terms that become close in absolute values and opposite
in sign when |τ1 − τ2| . 1/|U |. This is how the large-U
compensation is achieved at the level of integrands. Apart
from this specific way of evaluating the diagram value, the
rest of the BDMC protocol is essentially identical to that
for resonant fermions [30].
Numeric analysis. We employ the following protocol
dictated by FL physics. We start with the BDMC sim-
ulation of the single-particle Green’s function at some
temperature T  EF , low enough for observing a sharp
Fermi-step in the momentum distribution, and extract all
quasiparticle FL parameters. We then use this Green’s
function to perform the BDMC simulation of the irre-
ducible vertex Tkˆ1,kˆ2 , extract eigenvalues/eigenfunctions
for all Cooper channels by solving the eigenvalue problem
(7), and locate the phase boundaries from points where λ
for the two competing ground-state phases coincide. All
simulations are performed with explicit truncation of dia-
grammatic series at some maximum order N . Extrapola-
tion with respect toN brings the corresponding systematic
error under control, see Fig. 2.
We repeat these simulations at different temperatures
to ensure that final results are temperature-independent.
To eliminate the slowly vanishing (and quite substan-
tial in the n → 0 limit) finite-temperature correction to
Tkˆ1,kˆ2 , we observe that the leading term in this correc-
tion comes from the second-order diagram and hence cal-
culate the corresponding contribution (semi-analytically)
directly at T = 0. In addition, we have verified that spin
and density correlations (particle-hole channels) do not ex-
hibit any flow towards instability at low temperature for
(n = 0.6, U = 4).
Conclusion. —Within the diagrammatic framework
based on the unbiased BDMC method and asymptoti-
cally exact (in the weak-effective-coupling limit) theory of
Cooper instability in the Fermi-liquid state, we revealed a
significant part of rich ground-state phase diagram of the
p-5
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fermionic Hubbard model on the square lattice. Specifi-
cally, we addressed the region of moderate bare coupling
U/t ≤ 4 and filling n < 0.7, where the system was found to
exhibit Landau Fermi-liquid behavior within a broad tem-
perature interval between the Fermi energy EF and the
superfluid transition temperature Tc  EF—a signature
of the (emergent) weak effective coupling in the Cooper
channel. The main reason why our data are confined to
U ≤ 4 and n < 0.7 is the convergence of diagrammatic
series; it becomes problematic outside this range of pa-
rameters.
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