Abstract-This paper presents a method of optimizing the elements of a hierarchy of fuzzy-rule-based systems (FRBSs). It is a hybridization of a genetic algorithm (GA) and the cross-entropy (CE) method, which is here called GACE. It is used to predict congestion in a 9-km-long stretch of the I5 freeway in California, with time horizons of 5, 15, and 30 min. A comparative study of different levels of hybridization in GACE is made. These range from a pure GA to a pure CE, passing through different weights for each of the combined techniques. The results prove that GACE is more accurate than GA or CE alone for predicting short-term traffic congestion.
I. INTRODUCTION
I N today's society, the number of vehicles in cities and freeways is continually increasing. In the USA, for example, there were 798 vehicles per 1000 persons in 2013. There are many problems related with this increase, such as noise, pollution, and traffic jams, which lead to time being wasted in travel and productivity loss.
Therefore, traffic congestion detection is a fundamental issue in the field of Intelligent Transportation Systems (ITSs). Successful prediction could result in noise reduction (not only in urban environments but also on freeways), energy savings (resulting in a decrease of pollution), increased effectiveness and performance of transport systems, and savings in public infrastructure [1] , [2] .
Two of the most frequently used methods of traffic forecasting in the last decade are the Kalman Filter (KF) [3] and the Autoregressive Integrated Moving Average (ARIMA) [4] . Both are regressive models that find patterns in order to predict P. Lopez-Garcia, E. Onieva, E. Osaba, and A. Perallos are with the Deusto Institute of Technology, University of Deusto, Bilbao 48007, Spain (e-mail: p.lopez@deusto.es; enrique.onieva@deusto.es; e.osaba@deusto.es; perallos@ deusto.es).
A. D. Masegosa is with the Deusto Institute of Technology, University of Deusto, Bilbao 48007, Spain, and also with the IKERBASQUE, Basque Foundation for Science, Bilbao 48013, Spain (e-mail: ad.masegosa@deusto.es).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TITS.2015.2491365 a value in the future. The use of these methods has been extended to other fields. For example, ARIMA has been used for water quality prediction [5] , electrical demand forecasting [6] , and tourism demand forecasting [7] . KF has been used for air quality [8] and project duration forecasting [9] . In addition, these two methods can be combined, as in [10] . In recent years, other alternatives have been developed. In [11] , Vehicle-to-Vehicle (V2V) communications have been used in large-scale highway scenarios. In [12] , different machine-learning techniques are used to predict the average speed on a given street and given routes to allow individual cars to avoid traffic jams.
Another type of scheme is Time of Day (TOD). In [13] , for example, TOD control divides a day into several intervals and tries to find optimal controls for each interval. Soft computing techniques such as the Support Vector Machine (SVM), Neural Network (NN), Genetic Algorithm (GA), or Fuzzy Rule-Based System (FRBS) have been used separately [14] , [15] and in combination [16] , [17] . These methods have been extensively used in traffic forecasting in the last decade. For example, in [18] , the authors proposed the use of Linear Genetic Programming, NN, and Fuzzy Logic for estimating 5-and 30-minute flow rates on a highway. A variant of ARIMA is combined with SVM in [19] to forecast the time series of traffic flow. In [20] , statistical models such as the Support Vector Regression Model are combined with a chaotic immune algorithm to predict inter-urban traffic flow. Univariate and multivariate NN and autoregressive time series models are compared and used for short-term prediction of freeway speeds in [21] . A detailed survey on short-term traffic forecasting can be found in [22] .
Among these techniques, SVMs may not perform well when dealing with large numbers of variables because of the choice of the appropriate kernel function for the practical problem [23] . NNs obtain better results and have attracted more attention. However, due to the local optimum problem and their generalizability of NNs, their effectiveness is limited. Besides, the result of an NN depends mainly on the network training process and is affected by the large amount of high quality data and the defined parameters [24] .
The research presented in this paper is motivated by the intention of predicting short-term congestion on a 9-km long stretch of freeway. To do that, the congestion is predicted not only at one point on the road but along the whole section, offering a new approach to this kind of problem. For this purpose, the use of a Hierarchical Fuzzy Rule-Based System (HFRBS) for the prediction of traffic jams on a freeway is 1524-9050 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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proposed. To optimize the parameters concerning each of the units in the hierarchy, a Cross Entropy (CE) algorithm is combined with a generational GA. The combination of techniques is common in recent years [16] , [21] . Although GAs are used in this kind of problem, the hybridization of this technique with others and its application to the optimization of FRBSs and their hierarchies is the main novelty of this study. In addition, results obtained by HFRBS are easier to treat by the operator due to the linguistic information they provide. The rest of this paper is structured as follows. Section II explains the different methods used in this paper. A wide view of the behavior of the proposal and operators used is presented in Section III. Section IV contains the experimentation and the analysis of the results. Finally, Section V presents the conclusions and further research.
II. PRELIMINARIES
Since the proposal is based on hybridization between GA and CE, both methods are described in Section II-A and B respectively. In addition, Section II-C presents some of the basics of fuzzy logic in general, and HFRBS in particular.
A. Genetic Algorithms
GAs are search heuristics that mimic the process of natural selection. Since their appearance in the 1970s in Holland [25] , their adaptability to hard problems has led GAs to appear in the literature both on their own [26] , [27] , and in combination with different techniques, in order to solve a wide variety of problems [28] - [30] .
In its classical version, a GA maintains a population of candidate solutions, or individuals. Four procedures (selection, crossover, mutation, and replacement) are applied iteratively to this population.
GAs have been used in many cases to learn or to tune different components of FRBSs. In [31] , a GA is used to obtain the best rule base possible for a controller for vehicle management at intersections. In [32] , a wide explanation of GAs used for optimizing different parts of FRBSs is given.
Algorithm 1 is an example of a GA structure where P crossover and P mutation are the crossover probability and mutation probability, respectively.
B. Cross Entropy
The CE method was proposed by Rubinstein in 1997 [33] . It was created as an adaptive method for rare-event probabilities and combinatorial optimization.
CE has three main phases:
1) Generation of Samples num random samples obeying a normal distribution with mean and variance of x and σ, respectively. 2) Selection of the Samples selected best samples from the set generated in the previous phase. 3) Updating of the x and σ values according to the fitness obtained by the best of the samples.
CE can be applied to estimation or optimization problems [34] and can be used in different fields. In [35] , CE tunes fuzzy control systems for a drilling process. Another case is presented in [36] , where CE is used for decision making, determining the optimal weights of attributes.
As the algorithm proceeds, x values are located at the points with the best results and σ become smaller until both are focused on the area of the best solutions found in the domain. CE counts with a parameter, Learn rate . This parameter is used to update the means and variances during the execution of the algorithm with the means and variances of the new selected samples. Algorithm 2 presents the whole process. It is important to note that the algorithm is presented for a onedimensional problem; in the case of more dimensions, x and σ must be vectors and each of their dimensions should be treated separately.
C. Fuzzy Logic
Fuzzy logic, introduced by Zadeh in 1965 [37] , allows uncertain information to be processed by using simple IF-THEN rules. There are many applications that use Fuzzy Logic [38] . In traffic problems, such as [39] , fuzzy logic has often been adopted since it allows the information and decisions involved to be described by this kind of rule. One of the most frequently used kinds of fuzzy systems is the FRBS. FRBSs are used in different kinds of real-world problems like energy management [40] , remote health monitoring [41] , and weather prediction [42] .
A variant of the basic FRBS is the Hierarchical FRBS (HFRBS) [43] which is made up of several FRBSs, joined to each other in such a way that the output of one of them is the input of another. Thanks to their structure, these systems are useful for the improvement of the accuracy-interpretability balance in problems with a large number of variables, reducing the number of rules needed to process them, for example to find a possible solution to the curse of dimensionality problem [44] . Depending on the way the systems are structured [44] , three different types of HFRBS can be found:
The output of an FRBS is the input of the next one. 2) Parallel HFRBS: The structure is organized as layers.
Outputs from the first layer are used as inputs of the second layer of the FRBSs, and so on. 3) Hybrid HFRBS: A combination of the previous cases. This paper is focused on Parallel HFRBS (PHFRBS). With this organization, all the variables to be considered can be processed at the same time and with similar relevance. These PHFRBSs are applied with a constraint: each FRBS is restricted to two inputs. Therefore, if there are an odd number of variables, the last one will be one of the inputs of the last FRBS. Fig. 1 shows the obtained hierarchies for three and four variables. In a formal way, a PHFRBS codified in this way to work with X input variables needs X − 1 single FRBSs.
Besides, in this paper, the Takagi-Sugeno-Kang (TSK) type of FRBS is used. It employs trapezoids for codification of inputs and constant singletons for the outputs. For inference, the minimum T-norm has been used. TSK systems allow fast calculation of the output of the system. On the other hand, since the congestion levels considered in this work are consecutive (Section IV-A), non-discrete output values can be used.
Several authors of this paper have previously published works based on HFRBS and congestion prediction. In [16] , a study using HFRBS in a similar way to this work is performed. The differences are that the authors use only a GA for the optimization of the systems and it is structured in a serial way.
III. GENETIC ALGORITHM WITH CROSS ENTROPY: GACE
In this paper, a PHFRBS optimized with a hybrid GA and CE method (GACE) is used to forecast short-term traffic congestion. On the one hand, the use of a PHFRBS helps with the problem of dimensionality. On the other hand, GACE improves the selection of variables for each system and the calculation of rules and fuzzy labels. The explanation of the algorithm is extended in the present section.
A. Chromosome Structure and Fitness Calculation
First of all, to be able to explain several aspects of the algorithm and calculate the values from the chromosome in later sections, its structure is introduced here. The chromosome codifies the three parts of the PHFRBS: In this paper, these parts are called C hierarchy , C labels and C rules , respectively. C hierarchy consists of a permutation vector in which a value i in the position j denotes that the ith variable is inserted in the PHFRBS in the jth position. In addition, an ending character (denoted by 0), determines from which point of the vector no more variables are used. Therefore, the size of the permutation is N variables + 1. The number of modules (N modules ) is related to N variables , due to the fact that the maximum of N modules is N variables − 1. Fig. 1 proves this assertion.
C label is composed of two real valued matrices in the [−1, 1] interval, named MF 1 and MF 2 , that codify the location of the MFs for the first and second input variables of each of the single FRBSs, respectively. In a formal way, C label is formed by two N modules · N labels matrices. Therefore:
where each value denotes the kth MF used to codify the ith input of the jth FRBS in the hierarchy.
In addition, the lateral tuning technique designed in [45] for MF codification has been used. Originally, the values of the MFs are normalized to lie within the interval [−1, 1]. First, lateral tuning calculates the different equal-longitude divisions based on the number of labels used by the problem. After 
where each value denotes the consequent of the jth rule of the RB of the ith FRBS in the hierarchy.
As an example, Fig. 3 presents a codification of a PHFRBS with six variables. As can be seen, C hierarchy determines the order in which the variables enter into the hierarchy, as well as the variables to be excluded (by means of the use of the ending character). On the other hand, the MFs and RB of the ith FRBS in the hierarchy are denoted by MF 1 For the fitness function, the mean absolute error (MAE) [46] is calculated. This value takes the difference between the obtained and expected values and divides it by the number of samples. Equation (3) presents its calculation.
where n is the number of instances, Y is the predicted value and Y is the expected one.
B. GACE: Genetic Algorithm and Cross Entropy
GACE is designed with the idea of taking advantage of the exploration ability of a GA and the exploitation ability of a CE in a given optimization problem, with the aim of optimizing the inputs, labels, and rules of a PHFRBS.
For this purpose, first, the initialization of the PHFRBSs constituting the initial population is done. In each iteration, the population of solutions (POP t ) is divided into two subpopulations, GA pop and CE pop , with GA size and CE size individuals, respectively. GA pop is chosen by a selection method and used for applying the GA operators, while CE pop is formed by the CE size best individuals in the population POP t and used in the CE part of the algorithm. Both GA size and CE size are chosen by the user, and their sum equals POP size .
Once both populations have been chosen, each is used in a different way:
• GA pop : GA operators are applied to this population to generate GA size new individuals. The specifications of the operators used are given in detail in Section III-C. • CE pop : In this case, the CE algorithm is applied to the individuals of the population. First, x and σ are updated by employing Algorithm 2 (lines 7 and 8). Then, CE size individuals are randomly generated, obeying a normal distribution, using x and σ. Section III-D presents the implementation of this process in detail.
A new population is formed of the individuals generated by the last two operations. It contains GA size individuals resulting from GA operators and CE size individuals from the CE method. This new population replaces the old one. Therefore, GACE is a generational algorithm. Fig. 4 shows the described working.
It is important to note that for the optimization of a PHFRBS, two different codifications are used in the same individual: permutation for C hierarchy and real-valued for C label and C rules . For this reason, specific operators are used to work with the corresponding codifications. They are explained in detail in Section III-C and D. 
C. Genetic Algorithm Operators
In this section, explanations of the different operators used in the GA part are presented.
Binary tournament [47] is used as the selection algorithm. It chooses two random individuals in the population. The winner of the tournament is the fittest individual. The process is repeated as often as desired. With this method, GA size individuals are taken.
Although the label and rules parts of our individuals are real valued matrices, the hierarchy part is a permutation. So, two crossover and mutation operators are needed.
For the permutation part, a variant of the order crossover has been chosen [48] , where only one point is selected to perform the operation. This function randomly chooses a cutpoint c. The content of each parent from the first position to c is preserved in the offspring. The rest of the offspring are sorted according to the parent from which the first segment is not inherited. The decision to use only one point is imposed in order to keep the first variables in their positions in the offspring C hierarchy since they have more possibility of entering into the PHFRBS (since they would be before the ending character). Fig. 5 provides an example. Considering two parents (P 1 and P 2 ), the offspring are formed in the first instance by {2,3,4} and {4,5,2} (light boxes). 
For the real part of the individuals (label and rules), BLX-α [49] crossover is adopted. Given two parents A = (a 1 , . . . , a m ) and B = (b 1 , . . . , b m ) for each i, BLX-α crossover creates two offspring by generating random values in the interval presented in Equation (4), with α ∈ [0, 1]. This crossover is chosen by the authors because of its good synergy between exploration and exploitation of the individual [50] .
For mutation operators, the distinction between hierarchy, labels and rules is also made. For the hierarchy, a swap mutation operator [51] is applied: two random positions in the permutation are exchanged for each other. For labels and rules, a BGA mutation [52] is used. Given A = (a 1 , . . . , a m ) , the BGA operator returns a i , calculated as presented in Equation (5) . The movements performed by this operator are small, supposing a small change in the individual. This is the reason for the choice of this operator.
where β defines the mutation range. The sign (+ or −) is chosen with probability 0.5, and α k ∈ {0, 0.33, 0.66, 1} is randomly generated with p(α k = {0, 0.33, 0.66, 1}) = (1/4).
D. Cross Entropy Operators
As mentioned before, two individuals, one representing the average x and another representing the variance σ, must be kept by CE. These individuals have the same structure as a normal individual (Fig. 3 ), but they have to be initialized in such a way that generating new samples from them (in the first iteration) is equivalent to randomly generating individuals. For this purpose, the initialization of each of the parts is carried out as presented in Table I . These initial values will be updated during the execution of the algorithm.
The individuals to be processed by CE are selected in a deterministic way. The CE size best individuals in the population are chosen to constitute CE pop . Once they have been obtained, the individuals x and σ update their values and new samples are generated.
The updating is done by directly applying the equations in lines 7 and 8 from Algorithm 2 to the C label and C rule parts of the individuals. For these parts, the generation of new samples is done by generating random values obeying the normal distribution with x and σ.
For the C hierarchy part of the individuals, the updating of the mean and variance and the generation of new samples follow a different process. The vectors representing the hierarchy are converted into vectors that store the order of each of the variables (the last position is used to represent the position of the ending character). Then x and σ are updated by using these order vectors. Finally, the samples generated are subjected to the inverse transformation (from order to hierarchy). This process is illustrated in Fig. 6 and works as follows: the given selected individuals (a) are converted into order vectors (b); then the mean and variance values are calculated and used to update x and σ (c). Finally, new samples are generated (d) and converted into hierarchy vectors (f).
The individuals generated are combined with the ones coming from the GA part of the method in order to generate the population to be processed in the next iteration of the algorithm.
IV. EXPERIMENTATION
In this section, the performed experimentation is presented. In Section IV-A, the data used in this work are described. The organization of those data is explained in Section IV-B. Section IV-C contains every different configuration used to carry out the experimentation. Finally, Section IV-D presents the results of each experiment carried out in test data and analysis of them.
A. Data Support
The data used in this work were provided by the Caltrans Performance Measurement System (PeMS). 1 PeMS is a realtime database from the California Department of Transportation that offers over 10 years of traffic data for historical analysis. A 9-km-long section of highway I5 in Sacramento, California, is used for this research. A total of 13 points where sensors are situated on the main road and eight ramp sensors were chosen. Traffic measures were collected by the detector stations every 5 minutes. The information collected by the main road 1 www.pems.dot.ca.gov A congestion variable is added at the end of the datasets. It is calculated using the intervals shown in Table II , which are adopted from [53] . Although the density is not given by PeMS, its calculation is carried out by using the values of the flow and speed: density = flow/speed. Therefore, congestion can take one of four values: free, slight, moderate and severe. These values are presented as universal units of the metric system (km).
B. Datasets
With the data obtained in the previous section, four different types of datasets were created:
• Point Dataset (PD): This dataset contains all sensors. The congestion column is calculated only for a point on the road. In this case, the middle point corresponding to S7 is chosen.
• Simplified Point Dataset (SPD): This dataset is a simplified version of PD. It only contains data from the first (S1), middle (S7), and last (S13) sensors and a Fig. 8 . Simplified point dataset, taking into account only S1, S7, and S13 and a combination of OR and IR before and after the point of interest.
combined value of the off-ramp and on-ramp flows. The congestion values are calculated in the same way as in PD. Fig. 8 shows the way in which the data were collected. ΔIR and ΔOR represent the combined flow value of the in-ramps and off-ramps, respectively, located before and after the point of interest.
• Section Dataset (SD): This dataset contains all sensors, and the congestion is calculated as the maximum level of congestion that occurs at any of the sensors on the main road.
• Simplified Section Dataset (SSD): this is a simplified version of SD. It contains only the first (S1), middle (S7), and last (S13) sensors and an average flow of the off-ramps and on-ramps. The congestion is calculated in the same way as in SD.
In summary, PD and SPD aim at predicting the congestion at a single point S7, while SD and SSD aim at predicting the maximum level of congestion appearing in the whole road section. On the other hand, PD and SD use all the available information while SPD and SSD use a version of the dataset with a smaller number of attributes. Besides, the proposed technique takes into account what happens before and after the point of interest to make the prediction in S7 more accurate in the PD and SPD datasets. In addition, for each type of dataset, in order to make a congestion prediction, the desired output will be the value of congestion that occurs within a time horizon of 5, 15, or 30 minutes ahead. From now on, 12 generated datasets will be used and denoted by the acronym and the time horizon. For instance, PD 5 will denote the point dataset with a time horizon of 5 minutes.
In order to provide a preview of the datasets collected, Fig. 9 shows the density of examples for each level of congestion considered in this work. In this figure, densities are shown with respect to the day of the week (left) and hour of the day (right) for datasets regarding data related to the point of interest (top) and the section of the road (bottom). These figures show graphically the probability of occurrence of each of the traffic states in different datasets with respect to the temporal variable. With the exception of the SD dataset, where a state of severe congestion is highly possible between 7:00 and 9:00 hours, during the rest of the time, it is hard to properly estimate the state of the road in the datasets.
The datasets used in this paper contain a larger number of free flow examples than any other class of congestion. For this reason, these datasets are highly unbalanced. In order to validate this affirmation, the imbalance ratio (IR) [54] is used. Equation (6) shows how the calculation has been done; in addition, Table III shows the number of instances of each of the types of congestion considered and other values such as the number of variables in each dataset and the number of instances of each class.
where M AC is the number of instances of the majority class and M IC is the number of instances of the minority class.
With the aim of balancing the datasets, a simplification procedure inspired by the K-nearest neighbors method [55] is used. The reduction is based on two parameters: k and u, where k indicates the chosen number of neighbors, and u is a threshold chosen by the user that cannot be exceeded for the distance between the actual node and any of the chosen neighbors. If this threshold distance between actual node and nth neighbor is exceeded, the nth neighbor is deleted from the dataset. The method is iterative and stops when no nodes can be deleted, that is, when any of the combinations of a node and its neighbors surpasses the indicated threshold. The results obtained by applying this reduction method to the datasets used in this paper are shown in Table III after the arrows. This table also contains the IR values of the datasets to be able to compare it with the complete ones.
Reduced datasets are used as training data for GACE in order to avoid over-fitting of the majority classes, while the complete datasets are used for testing the results. In this work, the forecasting problem has been treated like a classification one. States of the road are replaced by numbers to provide proper forecasting measures [56] . In particular, following assignations of congestion states will be used for the calculation of the MAE (Eq. (3)): {Free = 1, Slight = 2, Moderate = 3, and Severe = 4}. With this change, accuracy metrics can be used in forecasting in a proper way. Finally, these datasets are provided, 2 so that they can be downloaded for use.
C. Experimental Setup
Different combinations of the number of individuals in GA pop and CE pop are tested and compared. In addition, GACE configurations are compared with pure GA (CE size = 0) and pure CE (GA size = 0) to test the benefits of using the proposed hybridization, in comparison with using each of the methods alone. Eight experiments with different numbers of individuals in the populations were carried out; each execution was repeated 10 times in order to obtain average results.
For the experiments, several values of number of generations and population size have been tested. Finally, the number of generations was set to 500 and the population size to 50. The executions are referred to by their population sizes: that is, {GA size − CE size }; for example, 50-0 refers to a GA with the operators explained in this paper, and 0-50 is the same as a CE execution. GA size ∈ {50, 45, 40, 35, 25, 15, 10 , 0} is used, and the remaining CE size = 50 − GA size .
The number of MFs to be used in each of the single FRBSs that compose the hierarchy was set to N labels = 3, so the number of rules in each FRBS is N rules = N 2 labels = 9. The value of N labels has been chosen in order to establish three MFs (low, middle, and high) for each input variable of a system. The increase in N labels involves an increase in N rules , and it can worsen the performance and accuracy of the systems. The size of the hierarchy part of the codification depends on the number of variables in each dataset plus one (the ending character), and varies from 12 to 48 (Table III) .
For the GA part of the experimentation, the probability of crossover was set to 0.8, and the probability of mutation was set to 0.2. These probabilities were set to these values due to the use of a high crossover probability and low mutation probability in most applications of GAs. For BLX crossover and BGA mutation, α = β = 0.5. While the use of α = 0.5 is the default value for BLX, β = 0.5 is chosen for BGA to keep the probabilities of exploration and exploitation at the same level. In the CE part of the algorithm, it is recommended that Learn rate be in range of [0.7, 0.9] [57] . Following this recommendation, Learn rate = 0.7 was used in order to update x and σ.
A cross-validation method for testing the model is used. Cross-validation divides the dataset into n sub-datasets with the same number of instances; n − 1 sub-datasets are used for training the model, and the last one is used for testing it. In this case, n = 10. The instances in each sub-dataset are chosen randomly from the whole dataset.
D. Results
The experimentation was done using MATLAB Software. Table IV shows the average symmetric mean absolute percentage error (sMAPE) [58] in the test datasets, considering previous state assignations ({Free = 1, Slight = 2, Moderate = 3 and Severe = 4}). The calculation of sMAPE is shown in Eq. (7), where Y is the expected value, Y is the predicted one, and n is the number of examples. By using sMAPE, the problem of large errors when the actual value, Y , is close to zero and the large difference between the absolute percentage errors when Y is greater than Y and vice versa is avoided [59] . The boldfaced values in the tables indicate the two best values for each dataset. In most cases, a GACE with GA size ∈ [35, 45] obtains values of higher accuracy than other algorithms such as GACE 25−25 , GA, or CE. Therefore, a better performance is obtained by the algorithms that use a bigger GA size than CE size . GACE 45−15 obtains one of the two best results in 9 out of 12 cases, while GACE 40−10 obtains one of the best results in 7 out of 12 cases. On the other hand, the results obtained by GACE 10−40 and CE are not among the best ones in any case. Comparing GA with CE, GA obtains the best result in all cases and CE obtains the worst result in 9 out of 12 cases.
Figs. 10-13 show the percentage of correctly classified instances for each of the types of congestion predicted in this research. Each bar indicates the mean and variation values for each execution carried out; thus, eight bars are shown per plot. Each bar is denoted by its GA size value on the X axis. From left to right are the values from pure GA to CE.
In most cases, the GACE configurations achieve performance better than or equal to that of GA or CE, with pure GA obtaining values closer to those obtained by GACE in most of the datasets. The best prediction values are obtained when the In addition to the experimentation carried out, a comparison between the three best GACE configurations and three algorithms from the literature is made. The algorithms are executed using KEEL Software [60] with their default values. [62] , and SteadyState Genetic Algorithm for Extracting Fuzzy Classification Rules (SGERD) [63] . Table VII contains the sMAPE for each dataset and technique. Boldfaced values indicate the best result for each dataset.
In the PD cases, C4.5 is better than GACE in 3 out of 6 cases but GACE is between the best values obtained in all of the datasets. On the other hand, in SD cases, GACE performs better than methods from the literature in 3 out of 6 cases (SSDs). The biggest difference between two best values is found for the SD 5 dataset, with GACE 45−5 and C4.5. LDWPSO obtains one of the best values in two cases, while SGERD obtains the second best value in only one dataset.
Looking at the results of the experimentation, it can be said that the proposed technique is a competitive technique. Even so the algorithm could improve in PDs and SDs in order to be competitive with this type of technique or achieve a better performance on this kind of datasets.
V. CONCLUSION
In this paper, a combination of a Genetic Algorithm (GA) and the Cross Entropy (CE) method for the optimization of a Parallel Hierarchical Fuzzy Rule-Based System (PHFRBS) is presented. The objective of the combination is to obtain a synergy between exploration and exploitation in order to improve the system's parameters. The method divides the population into two sub-populations. In one of them, a GA is used, while in the other, the CE method is executed. After that, both sub-populations are joined, and they replace the current population. The final aim is to predict congestion at a point or in a segment of the I5 freeway in California for a time horizon of 5, 15, or 30 minutes. The data were obtained from a governmental source and were used to prove the efficiency of the systems. Four different datasets were created with these data.
Different weights, denoted as GA size and CE size , are used as the population sizes for the experimentation. GACE configurations are compared with pure GA (CE size = 0) and pure CE (GA size = 0) to test the benefits of using the proposed hybridization in comparison with the two pure methods alone. It was found that GACE showed good performance. The algorithm can predict short-term congestion at a point with a very low error. GACE obtains better results with a bigger GA size than CE size . GACE 45−15 is, in 9 of 12 cases, one of the best performers. On the other hand, CE obtains the worst values in 10 out of 12 cases. When analyzing datasets, the best errors are obtained with complete datasets. Despite this issue, the errors obtained with simplified datasets are small enough to consider using only this kind of dataset in future works.
Although the proposed technique has proved its good performance on this kind of problem, it would be interesting to demonstrate whether combining GA with other techniques like Differential Evolution or PSO would improve the optimization of these systems. Besides, GACE can be used in other research areas due to the adaptability of its parts. The population size can be an obstacle, because it can change depending on the kind of problem being addressed. In future research, improvements can be made in the optimization of the PHFRBS by applying different methods. Also, a model that automatically selects the best combination of sizes of the GA and CE parts or improves the results in the cases of moderate and severe congestion can be sought.
