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は，Gonzalo/Granger (1995), Johansen (1997), Juselius (1995), および MacKinnon (1996) 等が，利
子率は単位根をもつという結果を得ており，さらに共和分関係の分析を行っている（アメリカや
ドイツにおける近年のデータを用いた結果については Czudaj/Pruser (2015) を参照）．
　また単位根が存在する場合は，何回階差をとれば定常過程となるかという分析が行われた．特
に d 回の階差をとると自己回帰移動平均（autoregressive moving-average, ARMA）過程になる
ような確率過程は d 次の和分過程に分類され，その性質から自己回帰和分移動平均過程と呼ばれ
ている．この d の値は分数であってもよく，特に |d | < 1 のときは，自己回帰分数和分移動平均
（autoregressive fractionally integrated moving-average, ARFIMA）過程として知られている．
利子率が単位根過程（特に１次の和分過程）であるのか，それとも分数和分過程であるのかとい














る．なお，GG 過程は ARFIMA 過程と同様に自己回帰および移動平均の項を含めることができ
る．Caporale/Gil-Alana (2011) および Ferrara/Guégan (2001) の実証分析では，インフレ率のデー
タについて ARFIMA 過程よりも GG 過程のほうが当てはまりがよいという結果を得ている．利
子率のデータについては，Ramachandran/Beaumont (2001) および Smallwood/Norrbin (2008) が
同様の結果を得ている．




帰項を用いるため，Asai 他 (2018) のシミュレーション実験から，検定のサイズが名目のサイズ
である有意水準とかけ離れてしまうことがわかっている．このため通常の ADF 検定を用いるこ
とができない．このため本稿では，Asai 他 (2018) による修正 ADF 検定を用いて分析を行う．第
２に，GG 過程の推定で一番困難なのが，複数のゲーゲンバウア周波数の数と位置の推定である．
この問題に対処するために，Hidalgo/Soulier (2004) による周波数領域におけるアプローチを用い
る．なお Peiris/Asai (2016) で指摘されているように，経済時系列データの場合は，推定された
ゲーゲンバウア周波数を周期に変換すると整数に近い値をとる可能性が高い．第３の問題として，
単純な１ファクター・モデルであれば Chung (1996) が最尤推定量の漸近的性質を示しているが，
図1: GG 過程と IGG 過程のスペクトル密度関数
注： IGG 過程については疑似スペクトル密度関数を用いている .
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マルチファクターをもつ GG モデルについては推定方法が確立されていない，という問題がある．
本稿では，Asai 他 (2018) に従い，ウィットル尤度による最尤推定を行う．通常の尤度関数は時
間領域における特性を用いているが，ウィットル尤度関数は周波数領域におけるスペクトル密度
関数を使っている．周期を既知とするとき，Chan/Tsai (2012) および Tsai/Rachinger/Lin (2015)
の研究の簡単な拡張により，最尤推定量の漸近正規性を示すことができる．このように，近年の
研究成果を応用して，イギリスの利子率に和分 GG モデルをあてはめて推定する．




　確率変数 yt が次のように定義される一般化ゲーゲンバウア (GG) 過程に従うとする．
ϕ(L)P ∗(L)(yt − µ) = θ(L)εt, εt ∼ iid(0, σ2),  (1)− ∼
P ∗(L) = (1− L)a(1 + L)b
k∏
l=1
(1− 2 cos(ωl)L+ L2)dl .  (2)
ただし，εt は独立同一分布に従う確率変数とする．また L はラグ・オペレータであり，φ(L) = 1
－φ1L－. . . －φpL
p および θ(L) = 1 + θ1L + . . .  + θqL
q とする．ここで (1) 式は，k ファクタ・指
数モデルとしても知られている（McElroy/Holan (2012) を参照）．また a = b = 0 とおけば，
Woodward/Cheng/Gray (1998) の考案したマルチファクタ・ゲーゲンバウア過程に退化する．こ
の確率過程は，֬཰աఔ͸ɼ(1 − 2 cos(ωl)z + z2)−dl =
∑∞
j=0 cjzj Ͱఆٛ͞ΕΔήʔήϯό΢Ξଟ߲ࣜΛ΋ͱʹ͠ で定義されるゲーゲンバウア多項式をも
とにしている．また 
−
͍ͯΔɽ·ͨ (1− 2 cos(ωl)L+L2)dl ͱ͍͏ߏ଄͸ɼ  という構造は，(1－L)a および (1+L)b を含んでい
る．wl = 0 かつ a = 2dl とすれば ͱ͢Ε͹ (1 − 2 cos(ωl)L + L2)dl ͸ は (1－L)a となり，wl = π かつ b = 
2dl とすれば (1 + L)
b となる．しかし，本稿では実用性を考慮して，上記の特定化からスタート
する．
　Bordignon/Caporin/Lisi (2007) や McElroy/Holan (2012) で議論されているように，上記の特
定化により様々な長期記憶モデルがカバーされる．例えば，(1－L)12 = (1－L)(1＋L)(1＋L+L2)(1
－L＋L2)(1＋√3L＋L2)(1－√3L＋L2) であることに注意して，a = b = dl = d, k = 4, ω1 = π/6, ω2 
= π/3, ω3 = 2π/3 かつ ω4 = 5π/6 とおけば，季節性をもつ長期記憶モデル φ(L)(1－L
12)d(yt－μ) = 
θ(L)εt を得る (Porter-Hudak (1990) を参照 )．
　さて，経済変数は単位根をもつことが多いため，a = d0＋1 かつ b = 0 とおいて，本稿では（一
般性を失うことなく）
P ∗(L) = P (L)∆, ∆ = 1− L, P (L) = (1− L)d0
k∏
l=1
(1− 2 cos(ωl)L+ L2)dl ,  (3)
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という構造に焦点をあてる．ここで P (L)Δyt が定常で反転可能であることを担保するために，そ
れぞれ，多項式 φ(z) と θ (z) の根はすべて単位円の外側にあると仮定する．また P (L) の長期記
憶構造が定常性をもつように，|d| < 1/2, |dl| < 1/2 かつ 0 < ωl < π と仮定する（Woodward/
Cheng/Gray (1998) および McElroy/Holan (2012) を参照）．モデルの構造とパラメーターの制約
により，Δyt は定常過程であるが，yt は非定常である．簡便のため本稿では，確率過程 Δyt を
GG 過程と呼び，yt を和分 GG（integrated GG, IGG）過程と呼ぶことにする．








[2(cosλ− cosωl)]−2dl , −π < λ < π,   (4)
で与えられる．ただし，Ͱ༩͑ΒΕΔɽͨͩ͠ɼg(λ) = |θ(e
−iλ)|2
|ϕ(e−iλ)|2 ͸ は ARMA（autoregressive moving-average）の部
分に対応している．スペクトル密度関数においては，ゲーゲンバウア周波数 ωl ( l = 1, . . . ,k ) にお
いて無限大となるのが長期記憶性の特徴である．なお，IGG 過程については，分散が有限ではな
いためにスペクトル密度関数は求まらない．その代わりに，上記の f (λ) に [2 (1－cosω) ]－1 をか
けて，疑似スペクトラムを定義することができる．図１では，yt と Δyt について，P (L) = (1－2 




図2: GG 過程の自己相関関数と AR(∞) 表現における係数
注：各 DGP ごとに階差をとった Δyt について自己相関関数（ACF）と AR(∞) 表現における係




　ここまで論じてきたように，レベルの yt のままで定常なのか，それとも階差をとった Δyt が
定常なのかという問題は，時系列データの特性を理解するうえで大変に重要な問題である．こ
のために，よく用いられる単位根検定の方法が ADF 検定である．まず単純なデッキー = フラー
（DF）検定では，確率過程 yt が１次の自己回帰モデル (AR(1)) に従うのか，単位根をもつのか
という問題を扱っている．例えば
∆yt = αyt−1 + c+ ut,   (5)
として，帰無仮説を α = 0 また対立仮説を α < 0 とおけば，帰無仮説のもとで yt は単位根をもち，
対立仮説の下で定常な AR(1) 過程となる．このとき yt－1 の係数の t 値は通常の t 分布には従わず，
漸近的に DF 分布に従うことがわかっている．このため，この回帰で求めた統計量を t 統計量と
区別して，τ 統計量と呼ぶことがある．単純なデッキー = フラー (DF) 検定では，上記の帰無仮
説を τ 統計量と DF 分布を使って検定する．
　確率過程 yt が高次の AR 過程に従う場合や ARMA 過程に従う場合は，この方法では α の推
定値にバイアスが生じてしまう．この問題に対処するために，ARMA 過程の AR(∞) 表現を応用
して，
∆yt = αyt−1 +
∞∑
i=1
βi∆yt−i + c+ εt,   (6)
という表現からスタートする．Said/Dickey (1984) は，標本の大きさ n よりもゆっくりと増加す
る数 p を考えて，近似式
∆yt = αyt−1 +
p−1∑
i=1
βi∆yt−i + c+ ε∗∗t ,   (7)
について，α の τ 統計量が漸近的に DF 分布に従うことを証明した．これにより，単純な DF 検
定の回帰式の説明変数に (Δyt－1, . . . ,Δyt－p+1) を加えることで，DF 検定と同様に単位根検定を行
うことができる．このように DF 検定を拡張したものが ADF 検定である．ADF 検定の臨界値
については，Cheung/Lai (1995) はレスポンス・サーフェス法を使って，有限標本における臨界
値を求めている．
CV0.10 = −2.566− 1.319/T − 15.086/T 2 + 0.667(p− 1)/T − 0.650(p− 1)2/T 2,
CV0.05 = −2.857− 2.675/T − 23.558/T 2 + 0.748(p− 1)/T − 1.077(p− 1)2/T 2.
(8)
ただし CV0.10 と CV0.05 は，それぞれ有意水準10%と 5%を示している．
　ここで GG 過程に戻ると，GG 過程にも AR(∞) 表現が存在し，(6) のように表すことができる．
しかし，ARMA 過程の場合と異なり，低次の AR モデルで近似することができない．この点に
ついて詳しく説明するために，Asai 他 (2018) の数値例を紹介する．まず IGG 過程 (1) および (3)
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において，μ = 0.1, σ = 1, d0 = 0 かつ




(0.4, 0.4, 0.4π, 0.8π) DGP1
(0.35, 0.3, 0.4π, 0.8π) DGP2




過程 Δyt について，自己相関関数（autocorrelation function, ACF）と AR(∞) 表現における AR
項の係数が示されている．長期記憶モデルの特徴であるが，ラグの長さが大きくなるにしたがっ
て，ACF は幾何級数的に減衰せず，ゆっくりと減少していく．これに対して AR 項の係数は非
常に速いスピードでゼロに近づくが，それでも 40次の係数をみても比較的大きな値をとってい
る．このことは，GG モデルを AR モデルで近似しようとする場合，40次以上の項が必要である
ことを示している．
　この問題に対処するために，Asai 他 (2018) では，Corsi (2009) の提案した非斉時的自己回帰
(heterogeneous autoregressive, HAR) モデルのアプローチを使って，(6) を近似することを提案




(∆yt−1 +∆yt−2 + · · ·+∆yt−h) ,
と定義して，新たな表現
∆yt = αyt−1 +
∞∑
j=1
γj (∆yt−1)hj + c+ εt,
について考える．ここで，{hj : j = 1, 2, . . . ,  } は正の整数値をとる所与の増加数列である．このモ




k γk,, β1 = α1, βhj+i = αj+1 (i = 1, 2 
, . . . ,hj+1－hj) と定義することで，(6) に変換される（例えば，Hwang/Shin (2013, 2014) や Lee 
(2014) を参照 )．これにより Asai 他 (2018) では，
∆yt = αyt−1 +
p−1∑
j=1
γj (∆yt−1)hj + c+ ε
∗
t ,  (10)
を使って，ADF 検定を修正することを提案している．修正 ADF 検定の臨界値について，Asai 
他 (2018) は (8) の p をΛmin(hp−1 + 1, 518T )Ͱஔ͖׵͍͑ͯΔɽ で置き換えている．Asai 他 (2018) は，３種類の
DGP についてモンテカルロ実験を行った結果，通常の ADF 検定では単位根があるという帰無仮
説を過剰に棄却してしまい，検定のサイズに問題が生じることを見出している．また，修正
ADF 検定では，このような問題が起きないことも明らかにしている．なお Asai 他 (2018) の実
証分析では，月次データについて h1 = 1, h2 = 6, h3 = 12, h4 = 24, h5 = 48 としている．
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　本稿の実証分析で，通常の ADF 検定と Asai 他 (2018) の修正 ADF 検定を使って，単位根検
定を行う．
3.2　ゲーゲンバウア周波数の識別と推定
　GG 過程について，Hidalgo/Soulier (2004) のアプローチを使えば，k の値を識別し，ゲーゲ
ンバウア周波数 ωl および長期記憶パラメーターをセミパラメトリックに推定することができる．
ここでは，Hidalgo/Soulier (2004) の方法を簡単に紹介する．
　まず Hidalgo/Soulier (2004) によるゲーゲンバウア周波数 (ω1, . . . ,ωk) の推定方法を紹介する．こ
のため識別の問題に入るまでは，k は既知とする．まず確率過程 zt の観測値についてペリオドグ
ラム IT (z ,ω ) を








により与えられる．またʹΑΓ༩͑ΒΕΔɽ·ͨ n˜ = ⌊(T − 1)/2⌋ͱఆٛ͠ɼ཭ࢄϑʔϦΤม׵ͷप೾਺Λと定義し，離散フーリエ変換の周波数をͱఆٛ͠ɼ཭ࢄϑʔϦΤม λj = 2jπ/T
(−n˜ ≤ j ≤ n˜)ͱ͢Δɽとする．
　Hidalgo/Soulier (2004) のアプローチを紹介するために，単純なケースとして d = 0, ω1 2 ̸= 0, , ω2 













で与えられる．このとき，Ͱ༩͑ΒΕΔɽ͜ͷͱ͖ɼzT = T exp(−
√






→ 0 (T → ∞ͷͱ͖),
という条件を満たす．この方法により，まず最初のゲーゲンバウア周波数 ω1 を推定した後で，
そこから十分に離れた位置にある第２の周波数 ω2 を求めることができる．一般的な k について
は，この手順を逐次適用することで (ω1, . . . ,ωk) の一致推定量を求めることができる．
　ゲーゲンバウア周波数 ωl における dl を推定するために，Hidalgo/Soulier (2004) は Geweke/
Porter-Hudak (1983) の GPH 推定量の修正方法を提案している．ここで GPH 推定量は，対数ペ
リオドグラムの回帰式を応用して提案されたものである．Hidalgo/Soulier (2004) の k の識別法
においては，この d1, . . . ,dk の推定が重要な役割を果たしている．Hidalgo/Soulier (2004) では修正
GPH 推定量を





ξk ln {IT (ωˆl + λj)} ,
  (11)
と 定 義 し て い る． こ こ で，ͱఆ͍ٛͯ͠Δɽ͜͜Ͱɼξk = s−2n (ζ(λj)− ζ¯n),，), ζ(λ) = − ln(|1−eiλ|)Ͱ͋Γで あ り，
Ͱ͋Γ, ζ¯n = n−1
∑n
j=1 ζ(λj),，また ·ͨ s2n =
∑n




աఔͷ΋ͱͰɼn1/2(dˆl − dl) ͕が N(0, π2/12)ʹ෼෍ऩଋ͢Δ͜ͱΛূ໌͍ͯ͠Δɽ͞Βʹ に分布収束す
ることを証明している．さらに ωl = 0, π の場合についても，Hidalgo/Soulier (2004) は極限分布








ら繰り返す．本稿の実装分析でも，この手順に従って (ω1, . . . ,ωk) を推定し，k を識別する．
　なお ωl は周波数であるので，(1－2 cos(ωl)L + L
2 )dl という構造により， 2π/ωl という周期をも
つ長期記憶が産み出される．ここで経済時系列においては，2π/ωl の値は整数になると期待され
る．例えば，Bordignon/Caporin/Lisi (2007), Caporale/Gil-Alana (2011) および Peiris/Asai (2016)
の実証分析の結果を参照してほしい．Peiris/Asai (2016) はインフレ率の月次データについて推
定し，周期の推定値が 2, 3, 4, 6 か月に近かったと報告している．
3.3　ウィットル尤度による疑似最尤推定
　ここでは，ウィットル尤度による疑似最尤推定法について紹介する．疑似尤度関数を求めるた
めに，当面，確率過程 zt は正規分布に従うとする．このとき，ペリオドグラム IT (z ,ω ) を求め
る際に用いた wT (ωj) (j = 1, . . . ,n) は複素数の多変量正規分布に従い，n が大きい時には近似的に
独立であるとみなされ，各密度関数は






, j = 1, . . . , n,







log detf(ωj ;ψ) + tr
{
f−1(ωj ;ψ)IT (z, ωj)
}]
,   (12)
となる積分で表現すれば (12) 式は
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,   (13)
となる．正規分布により尤度関数を導出したので，関数 
{
ͱͳΔɽਖ਼ن෼෍ʹΑΓ໬౓ؔ਺Λಋग़ͨ͠ͷͰɼؔ਺ L¯T (ψ)͸ٙࣅର਺໬౓ؔ਺ͱݺ͹ΕΔɽ· は疑似対数尤度関数と呼ばれる．
また近似的な疑似対数尤度関数はウィットル尤度と呼ばれ，ウィットル尤度に基づいた最尤推定
量を本稿では WL（Whittle Likelihood）推定量と呼ぶことにする．なお，疑似最尤推定量の分
散共分散行列については，例えば Taniguchi/Kakizawa (2000) を参照してほしい．
　本稿では，前節の方法で推定したゲーゲンバウア周波数について，それを整数として所与の値
とみなし WL 推定量を求める．漸近理論については，ωl が与えられたとき，Chan/Tsai (2012) お









データ 平均 標準偏差 歪度 尖度
R3M 3.6046 2.4818 －0.1469 1.4144
R5Y 4.0068 2.3517 0.0693 1.9569
R10Y 4.3730 2.0405 0.2952 2.4953
図3: イギリスの金利
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が政策金利を下げたことに由来している．データから季節性を除去するために，原データͱʹ༝དྷ͍ͯ͠Δɽσʔλ͔ΒقઅੑΛআڈ͢ΔͨΊʹɼݪσʔλ y†t Λ݄࣍μϛʔม਺ͷϕΫτϧ を
月次ダミー変数のベクトル Dt に回帰して，ʹճؼͯ͠ɼy†t = Dtδ+ etͱ͢Δɽ͜ͷͱ͖قઅௐ੔ࡁΈܥྻΛɼとする．このとき季節調整済み系列を，
ͱ͢Δɽ͜ͷͱ͖قઅௐ੔ࡁΈܥྻΛɼyit = y¯†t + eˆtͱఆٛ͢Δɽ͜ と定義する．ここでͰ y¯†͸ۚརͷฏۉ஋Ͱ͋Γɼは金利の平均値であり，͸ۚརͷฏۉ஋Ͱ͋Γɼeˆt͸ は OLS 残差である．また実証分
析では，最初の 48 の観測値を初期値として T = 247 とする．
　まず利子率のレベル系列と階差系列について，標本スペクトル密度関数を求めて，長期記憶の
特性について検証する．図４と図５には，yt と Δyt の標本スペクトル密度関数が図示されている．
図４はレベル系列 yt はすべて原点においてピークをもつことを示しており，階差系列 Δyt につ
図4: レベル系列の標本スペクトル密度関数
注 : x 軸の単位は π である．
図5: 階差系列の標本スペクトル密度関数




　次に通常の ADF 検定と Asai 他 (2018) の修正方法で単位根検定を行う．通常の ADF 検定に
は，ラグ次数の選択に赤池情報量基準 (Akaike Information Criterion, AIC) paic を用いる．また
Pantula/Gonzalez-Farias/Fuller (1994) が提案しているように，有限標本におけるパフォーマン
スを改善するために paic2 = min(paic +2, pmax) も用いる．ここで pmax = 6 である．表２では，ラ




　第３に，階差系列 Δyt について，Hidalgo/Soulier (2004) の方法で一般化分数和分の構造につ
いて検定を行う．表３にはゲーゲンバウア周波数のセミパラメトリック推定値が示されている．
表3 は，ΔR3M は k = 2，ΔR5Y は k = 1, ΔR10Y は k = 0 が適切であることを示している．なお，
ΔR10Y では対応する修正 GPH 推定量の値が有意ではないが，さらに詳しく調べてみる価値があ
ると考えられる．実証分析の結果により，ゲーゲンバウア周波数の候補としてそれぞれ，ΔR3M
について {ω1, ω2} = 2π × {1/49, 1/13}, ΔR5Y について ω1 = 2π/41, ΔR10Y について ω1 = π/2 
とすることにする．
　最後に，金利の階差系列のデータを使って，上記のゲーゲンバウア周波数に基づいて，自己
回帰項と移動平均項の次数 (p , q ) をいくつか考慮して GG モデルを推定し，AIC により最適なモ
デルを選択する．前節で説明したように WL 推定量を用いる．また，p と q の最大次数について，
表2: 単位根検定
レベル系列 階差系列
データ τaic τaic2 τhar τaic τaic2 τhar
R3M －1.6109 (3) －1.9110 (5) －1.2411 －5.6986*(3) －5.0934*(5) －4.9897*
R5Y －1.3146 (3) －1.5033 (5) －1.0155 －10.091*(1) －6.9869*(3) －6.2166*
R10Y －1.3131 (3) －1.4156 (5) －1.1043 －11.719*(1) －7.1953*(3) －6.5112*
注 : 表には (7) と (10) による τ 統計量の値が示されている．通常の ADF 検定 (7) の括弧内の数字は，AIC(paic ) および




k ωˆl 周期 P 値 ωˆl 周期 P 値 ωˆl 周期 P 値
1 0.0488 41.000 0.0000* 0.0488 41.000 0.0456* 0.5366 3.7273 0.4567
2 0.1515 12.947 0.0017* 0.5366 3.7273 0.2328 ― ― ―
3 0.3740 5.3478 0.5540 ― ― ― ― ― ―
注 : 表には ωl の推定値（単位：π）が示されている．「周期」は，ゲーゲンバウア周波数に対応する周期（単位：月）
である．「P 値」は修正 GPH 推定値の P 値であり，* は有意水準5%で有意であることを示している．
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pmax = qmax = 6 とする．表４には，それぞれの階差系列について最小の AIC を与える p と q の
値と，長期記憶パラメーターの推定値が示されている．すべてにおいて d1 の推定値は，有意水
準5%で有意である．特に ΔR3M については，d2 が有意ではなかったので，第２のゲーゲンバウ
ア周波数を除いたモデルを推定しなおしている．長期記憶パラメーターの検定については，先の
セミパラメトリック推定のケースと結果が少し異なっていることに注意してほしい．この理由と


















表4: ウィットル尤度による GG モデルのパラメーターの推定値
WL 推定値 ラグ次数
Data d1 d2 p q
ΔR3M 0.0933* －0.0174 6 6
ΔR3M 0.1842* ― 2 0
ΔR5Y 0.1388* ― 4 1
ΔR10Y 0.0842* ― 2 6
注 : 自己回帰移動平均のラグ次数については，pmax = qmax = 6 として，AIC により (p ,q ) を選択した． 
* は有意水準5%で有意であることを示している．表３の推定結果よりそれぞれ，ΔR3M について 
{ω1, ω2} = 2π × {1/49, 1/13}, ΔR5Y について ω1 = 2π/41, ΔR10Y について ω1 = π/2 とした．
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