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Abstract
We establish two conditions equivalent to coamenability for type I locally compact
quantum groups. The first condition is concerned with the spectra of certain convo-
lution operators on the space L2(Irr(G)) of functions square integrable with respect
to the Plancherel measure. The second condition involves spectra of character-like
operators associated with direct integrals of irreducible representations. As examples
we study special classes of quantum groups: classical, dual to classical, compact or
given by a certain bicrossed product construction.
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1 Introduction
Theory of topological quantum groups has begun with a paper of Woronowicz ([42]) where
he has constructed a deformation of the SU(2) group. Later on, theory of general com-
pact quantum groups was introduced in papers [29, 43]. A remarkable feature of compact
quantum groups is the fact that they admit a representation theory closely resembling
representation theory of classical compact groups: every representation decomposes as a
direct sum of irreducible representations which are necessarily finite dimensional (we rec-
ommend [27] as an introduction to the theory of compact quantum groups).
Locally compact quantum groups (with the starting point in the von Neumann algebraic
world) were introduced by Kustermans and Vaes in [22] (see also [21, 23, 38]). At present,
their theory has reached a very satisfactory level and various authors have studied locally
compact quantum groups focusing on questions coming from group theory, harmonic anal-
ysis or operator theory.
An intermediate step between compact and general locally compact quantum groups is
formed by type I locally compact quantum groups. These are quantum groups whose full
C∗-algebra (which is equal to Cu0(Ĝ), see Section 2) is of type I. This class of quantum
groups was studied previously in [7, 12] (see also [8]) and more recently in [39, 40]. Their
distinguishing feature is a tractable representation theory: since there is a one to one
correspondence between representations of a locally compact quantum group G and these
of its C∗-algebra Cu0(Ĝ) (see [21]), every representation of a type I locally compact quan-
tum group decomposes as a direct sum of direct integrals of irreducible representations in a
unique way ([13]). Using slightly weaker assumption (namely that L∞(Ĝ) is a von Neumann
algebra of type I) Desmedt was able to deduce an existence of the Plancherel measure for
this class of quantum groups. A Plancherel measure is a measure on Irr(G), the spectrum
of Cu0(Ĝ), which together with certain fields of positive operators (Dπ)π∈Irr(G), (Eπ)π∈Irr(G),
allows us to express the Haar integrals for Ĝ. The need to include these fields of operators
in the formulation of the Desmedt’s theorem corresponds to the fact that Ĝ can be non-
unimodular, and its Haar integrals may be non-tracial.
Our main results are concerned with the notion of coamenability. It is an important prop-
erty of locally compact quantum groups which has various equivalent formulations (see [5]
for a nice survey). The one that is most convenient for us is the existence of a net of unit
vectors (ξi)i∈I in L
2(G) such that
‖WG(ξi ⊗ η)− ξi ⊗ η‖ −−→
i∈I
0
for all η ∈ L2(G), where WG is the Kac-Takesaki operator (see Section 2 or [23, 38]). We
also would like to mention that coamenability of G implies amenability of Ĝ, whereas the
converse statement is an important open problem.
When G is compact, the coamenability of G can be expressed as a property of spectra of
characters of representions of G ([2, 27]) or of certain operators on ℓ2(Irr(G)) ([18, 27]).
Let us describe our main theorems which generalize these results; choose µ, a Plancherel
measure for G and a measurable subset Ω ⊆ Irr(G). Denote by µΩ the measure µ restricted
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to Ω. With the subset Ω we associate the representation σΩ =
∫ ⊕
Ω
π dµΩ(π). If
∫
Ω
dim dµ <
+∞ then we define the integral character of σΩ as χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) =
∫
Ω
χ(Uπ) dµΩ(π) ∈
L∞(G) (note that the integral character is not invariant under unitary equivalence and
depends on the structure of a measurable field of representations – see Definition 4.1). Our
first main theorem states that coamenability of G is equivalent to a property of spectra of
integral characters (see Theorem 11.9 for the full statement).
Theorem. Let G be a second countable locally compact quantum group. Assume moreover
that G is type I and has only finite dimensional irreducible representations. Consider the
following conditions:
1) G is coamenable.
2) For any Plancherel measure µ and any measurable subset Ω ⊆ Irr(G) such that∫
Ω
dimdµ < +∞ we have ∫
Ω
dimdµ ∈ σ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
We have 1)⇒ 2). If all irreducible representations of G are admissible then also 2)⇒ 1).
Let us now describe our second main theorem; take a measurable subset Ω ⊆ Irr(G)
and a finite dimensional nondegenerate representation κ : Cu0(Ĝ) → B(Hκ). Assume that
κ is weakly contained in Λ
Ĝ
and that Cu0(Ĝ) is separable and of type I. Consider the
representation κ ⊤©σΩ : Cu0(Ĝ) → B(Hκ ⊗
∫ ⊕
Ω
Hπ dµΩ(π)). We can find a unique (up to
measure zero) decreasing sequence of measurable subsets Fnκ⊤©σΩ ⊆ Irr(G)(n ∈ N) such
that κ ⊤©σΩ is unitarily equivalent to
⊕∞
n=1
∫ ⊕
Fnκ ⊤©σΩ
π dµFnκ ⊤©σΩ (π). In Section 8 we introduce
a measurable function ̟κ,Ω,µ : F1κ⊤©σΩ → R>0 such that we have equality of the integral
characters
χ(Uκ)χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) =
∞∑
n=1
χ
∫
(
∫ ⊕
Fnκ ⊤©σΩ
ζ d(̟κ,Ω,µµFnκ ⊤©σΩ )(ζ)).
Next, in Section 10 we show that there exists a bounded operator Lκ which is given by
Lκ : L2(Irr(G)) ∋ Tr(E2•)
1
2χΩ 7→ Tr(E2•)
1
2̟κ,Ω,µ
∞∑
n=1
χFnκ ⊤©σΩ ∈ L
2(Irr(G))
for suitable subsets Ω ⊆ Irr(G) – roughly speaking, Lκ is the operator of tensoring by
κ on the level of L2(Irr(G)). However, in order for this operator to be well defined, we
need to introduce functions Tr(E2•)
1
2 and ̟κ,Ω,µ in the definition. For any positive function
ν ∈ L1(Irr(G)) define Lν =
∫
Irr(G)
ν(κ)
dim(κ)
Lκ dµ(κ). Our second main theorem relates spectra
of operators Lν to the coamenability of G (see Theorem 12.8 for the full statement).
Theorem. Let G be a second countable locally compact quantum group. Assume moreover
that G is type I and has only finite dimensional irreducible representations. Consider the
following conditions:
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1) G is coamenable.
2) Let µ be any Plancherel measure and Ω ⊆ Irr(G) a measurable subset such that∫
Ω
dimdµ < +∞. Define ν = dimχΩ. Then
∫
Ω
dimdµ ∈ σ(Lν).
We have 1)⇒ 2). If all irreducible representations of G are admissible then also 2)⇒ 1).
The paper is organised as follows: in Section 3 we recall a theorem of Desmedt stating
the existence and properties of the Plancherel measure. We also derive a more precise form
of its uniqueness.
In Section 4 we introduce a notion of the integral representation: it is a representation
of Cu0(Ĝ) given by a direct integral
∫ ⊕
X
πx dµX(x), where (πx)x∈X are representations of
Cu0(Ĝ) satisfying some additional assumptions. Moreover, in this section with an integral
representation we associate the integral weight (given by a restriction of
∫ ⊕
X
Trx dµX(x))
and the integral character χ
∫
(
∫ ⊕
X
πx dµX(x)), which is an operator in L
∞(G) equal to∫
X
χ(Uπx) dµX(x). We also discuss basic operations on integral representations.
In Section 5 we derive an important technical result which says that having (suitable)
unitarily equivalent integral representations, we can twist a measure on one of them, so
that their integral weights are transformed one to the other. Section 6 is devoted to the
connection between the integral character and the integral weight.
In Section 7 we use the left (resp. right) invariance of ϕ̂ (resp. ψ̂), the Haar integrals of Ĝ,
to deduce properties of (Dπ)π∈Irr(G) (resp. (Eπ)π∈Irr(G)). In Section 8 we start discussing a
decomposition of the representations of the form κ ⊤©
∫ ⊕
Ω
ζ dµΩ(ζ), where Ω ⊆ Irr(G) is a
measurable subset.
In the next section we establish properties related to the condition that the integral
character of a given integral representation is square integrable with respect to ψ, i.e.
χ
∫
(
∫ ⊕
X
πx dµX(x)) ∈ Nψ. In this section we also introduce an important isometry
T : L2(Irr(G))→ L2(G).
In Section 10 we introduce operators Lκ, which loosely speaking are given by tensoring
with κ:
∫ ⊕
Ω
ζ dµΩ(ζ) 7→ κ ⊤©
∫ ⊕
Ω
ζ dµΩ(ζ) on the level of L
2(Irr(G)). However, for this op-
eration to be well defined, we need to take into consideration results from Section 5. We
also show that operator Lκ is related to the character χ(Uκ) via the isometry T .
In Section 11 we consider properties of taking the conjugate representation, considered as
a map Irr(G)→ Irr(G). We also derive a theorem which relates coamenability of G to the
spectra of integral characters.
In the penultimate section we introduce A, a C∗-subalgebra of L∞(G) which is generated
by (suitable) integral characters. We also deduce a result which says that coamenability
of G is equivalent to properties of the spectra of operators Lν =
∫
Irr(G)
ν(κ)
dim(κ)
Lκ dµ(κ).
The remainder of the paper is devoted to discussing examples: we consider situation when
G is compact, classical, dual to classical or given by a special bicrossed product. In these
examples we calculate a Plancherel measure and derive formulas for the actions of Lκ.
Moreover, we show that when G is compact, our results on coamenability of G corresponds
to previously known results, and when Ĝ is classical we arrive at a variation of the Kesten
criterion.
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2 Conventions
Throughout the paper, G stands for a locally compact quantum group in the sense of
Kustermans and Vaes and Ĝ is its dual. This means in particular that we have a von
Neumann algebra L∞(G) which is represented on the Hilbert space L2(G), together with
a coproduct which is a normal faithful ⋆-homomorphism ∆G : L
∞(G) → L∞(G)⊗¯L∞(G)
(we will write ∆ instead of ∆G if there is no risk of confusion). We denote by ϕ, ψ, (σ
ϕ
t )t∈R,
(σψt )t∈R,Λϕ,Λψ the left and right Haar weights of G together with their modular groups
and the GNS maps. The scaling constant, the scaling group and the unitary antipode of
G will be denoted as usual by ν, (τt)t∈R and R. We remark that the GNS Hilbert spaces
for ϕ and ψ may be identified – we will denote the resulting space by L2(G). The modular
conjugations related to ϕ, ψ are denoted respectively by J and Jψ. The modular element
of G will be denoted by δ. We remark that the same convention will be used also for
classical groups: if G is a classical locally compact quantum group with the left and the
right Haar measure denoted by respectively µL and µR, then δ =
dµR
dµL
. Objects related to
Ĝ will be accordingly decorated with hats.
We will frequently use the Kac-Takesaki operator WG ∈ L∞(G)⊗¯L∞(Ĝ), which is a unitary
on L2(G)⊗ L2(G) satisfying
(WG)∗(Λϕ(x)⊗ Λϕ(y)) = (Λϕ ⊗ Λϕ)(∆(y)(x⊗ 1)) (x, y ∈ Nϕ).
We will also several times use the unitary operator related to the right Haar weight: VG ∈
L∞(Ĝ)′⊗¯L∞(G) given by
VG(Λψ(x)⊗ Λψ(y)) = (Λψ ⊗ Λψ)(∆(x)(1⊗ y)) (x, y ∈ Nψ).
We think of L∞(G) as a space of essentialy bounded measurable functions on the quantum
group G. Consequently, the predual of L∞(G) will be denoted by L1(G). It is a Banach
algebra together with a convolution product given by ω ⋆ ν = (ω ⊗ ν) ◦∆(ω, ν ∈ L1(G)).
One introduces the space of functions on G which are continuous and vanish at infinity via
C0(G) = {(id⊗ ω)WG |ω ∈ L1(Ĝ)}−‖·‖.
This is a C∗-algebra which is weakly dense in L∞(G) and one can check that the coprod-
uct restricts to a nondegenerate morphism C0(G) → M(C0(G) ⊗ C0(G)). Moreover, the
operator WG belongs to the C∗-algebra M(C0(G)⊗ C0(Ĝ)) and satisfies
(∆G ⊗ id)WG = WG13WG23, (id⊗∆Ĝ)WG = WG13WG12.
There are plenty of relations that connect the above objects. For the convenience of the
reader, we gather here these which we use in the paper, and refer to [22, 23, 38] for their
proofs; for x ∈ L∞(G) and t ∈ R we have
τ(x) = ∇itϕ̂x∇−itϕ̂ , χ(VG) = (Jˆ ⊗ Jˆ)WG
∗
(Jˆ ⊗ Jˆ), R(x) = Jˆx∗Jˆ ,
ϕ ◦ σψt = νtϕ, ψ ◦ σϕt = ν−tψ, ψ ◦R = ϕ, τt(δ) = δ
JˆΛϕ(x) = Λψ(R(x
∗)), ∇itϕ̂Λϕ(x) = Λϕ(τt(x)δ−it)
(R⊗ Rˆ)WG = WG, (τt ⊗ τˆt)WG = WG, WĜ = χ(WG)∗,
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moreover the groups of automorphisms (σϕt )t∈R, (σ
ψ
t )t∈R, (τt)t∈R commute.
We also have Cu0(Ĝ), the universal version of the C
∗-algebra C0(Ĝ). It is equipped with
a surjective morphism ΛG ∈ Mor(Cu0(Ĝ),C0(Ĝ)) and a unitary VVVG ∈ M(C0(G)⊗ Cu0(Ĝ))
which satisfies (id ⊗ Λ
Ĝ
) VVVG = WG (we will write W,V, VVV etc. if there is no risk of
confusion). An important property of this C∗-algebra is the fact that there is a one to one
correspondence between representations of G and nondegenerate representations of Cu0(Ĝ)
given by (id⊗π) VVVG ↔ π. The C∗-algebra Cu0(Ĝ) comes together with its universal unitary
antipode Rˆu which satisfies relations similar to those satisfied by Rˆ.
For a normal functional ω ∈ L1(G) we define elements λ(ω) = (ω ⊗ id)WG ∈ C0(Ĝ) and
λu(ω) = (ω ⊗ id) VVVG ∈ Cu0(Ĝ). Define the following subspace in L1(G):
L1♯ (G) = {ω ∈ L1(G) | ∃ω♯ ∈ L1(G) : λ(ω)∗ = λ(ω♯)}.
One can check that L1♯ (G) ∋ ω 7→ ω♯ ∈ L1♯ (G) is a well defined antilinear involution together
with which L1♯ (G) becomes a ⋆-algebra. For ω ∈ L1(G) we define a normal functional
ω ∈ L1(G) via ω(x) = ω(x∗) (x ∈ L∞(G)).
For any Hilbert space H, we define its conjugate space H = {ξ | ξ ∈ H} which is a Hilbert
space with inner product given by 〈ξ | η〉 = 〈η | ξ〉 (ξ, η ∈ H). We denote by H the canonical
linear, antimultiplicative map B(H)→ B(H) given by H(T )ξ = T ∗ξ (ξ ∈ H, T ∈ B(H)).
For any π : Cu0(Ĝ)→ B(Hπ), a nondegenerate representation of Cu0(Ĝ) we define a conjugate
representation πc : Cu0(Ĝ)→ B(Hπ) via
πc = Hpi ◦ π ◦ Rˆu
(see e.g. [31]).
To ease the notation, we will write sup rather than ess sup whenever we take an essential
supremum over a measure space. Similarly, supp will stand for the essential support of
a function. Moreover, whenever we have a measure space (X,MX , µ) and a measurable
subset Y ⊆ X , we will write µY for the restricted measure on Y .
We say that a measure µX on X is standard if there exists a measurable subset Y ⊆ X
such that µX(Y
c) = 0 and (Y,MY , µY ) is a standard measure space. For any C
∗-algebra
A, we will denote by Irr(A) its spectrum.
If π, σ are (nondegenerate) representations of some C∗-algebra, then we write π ≈ σ, π ≈q
σ, π ≃ σ for respectively: weak equivalence, quasi-equivalence and unitary equivalence.
We will also write π 4 σ, π 4q σ, π ⊆ σ for the corresponding relations of containment.
Necessary information about quasi-equivalence is gathered in the appendix.
For the theory of direct integrals we refer the reader to [13, 14, 24]. We will use the following
terminology (see [14, Definition 2, page 182] and ): for a measurable field of Hilbert spaces
(Hx)x∈X , operators of the form
∫ ⊕
X
Tx dµX(x) are called decomposable. The set of decom-
posable operators form a von Neumann algebra which will be denoted Dec(
∫ ⊕
X
Hx dµX(x)).
Decomposable operators
∫ ⊕
X
Tx dµX(x) with Tx ∈ C1Hx (x ∈ X) are called diagonalisable.
Similarly, they form a von Neumann algebra which will be denoted by Diag(
∫ ⊕
X
Hx dµX(x)).
Several times we will use the following useful notation: if x, y are elements of some metric
space (X, d) and ε > 0 is a positive number then x ≈ε y means d(x, y) ≤ ε.
7
3 The Plancherel measure
In this section we present a theorem of P. Desmedt which establishes the existence of the
Plancherel measure for locally compact quantum group under the assumption that L∞(Ĝ)
is of type I. We will also prove a more precise version of the uniqueness result.
Recall that for a direct integral of Hilbert spaces
∫ ⊕
X
Hx dµX(x) an operator of the form∫ ⊕
X
f(x)1Hx dµX(x), where f is a scalar valued function, is called diagonalisable. Existence
of the Plancherel measure follows from the following more general result ([12, Theorem
3.4.5]).
Theorem 3.1. Let A be a separable C∗-algebra. Let φ be a lower semi-continuous densely
defined approximately KMS-weight on A such that πφ(A)
′′ is a von Neumann algebra of
type I. We equip Irr(A), the spectrum of A, with the Mackey-Borel σ-algebra. There ex-
ists µ, a standard measure on Irr(A), a measurable field of Hilbert spaces (Kσ)σ∈Irr(A), a
measurable field of representations (πσ)σ∈Irr(A) of A on Kσ such that πσ ∈ σ for every
σ ∈ Irr(A), a measurable field (Dσ)σ∈Irr(A) of self-adjoint, strictly positive operators and a
unitary operator P : Hφ →
∫ ⊕
Irr(A)
Kσ ⊗Kσ dµ(σ) with the following properties:
1) For every x ∈ Nφ and µ-almost every σ ∈ Irr(A) operator πσ(x)D−1σ is bounded and
its closure πσ(x) ·D−1σ is Hilbert-Schmidt.
2) For all a, b ∈ Nφ we have the Parseval formula:
〈Λφ(a) Λφ(b)〉 =
∫
Irr(A)
Tr
((
πσ(a) ·D−1σ
)∗(
πσ(b) ·D−1σ
))
dµ(σ),
and P is the isometric extension of
Λφ(Nφ) ∋ Λφ(x) 7→
∫ ⊕
Irr(A)
πσ(x) ·D−1σ dµ(σ) ∈
∫ ⊕
Irr(A)
HS(Kσ) dµ(σ),
3) Denote by Jφ the modular conjugation of φ and by Jσ the map Kσ⊗Kσ ∋ ξ⊗η 7→ η⊗
ξ ∈ Kσ⊗Kσ. Denote by ρφ the representation of Aop on Hφ: ρφ(x) = Jφπφ(x∗)Jφ (x ∈
A) and by πˇσ the representation of A
op on Hσ given by πˇσ(a) = Hσ(πσ(a)). Operator
P transforms Jφ into
∫ ⊕
Irr(A)
Jσ dµ(σ), πφ into
∫ ⊕
Irr(A)
(πσ⊗1) dµ(σ), ρφ into
∫ ⊕
Irr(A)
(1⊗
πˇσ) dµ(σ), πφ(A)
′′ into
∫ ⊕
Irr(A)
B(Kσ) ⊗ C dµ(σ), πφ(A)′ into
∫ ⊕
Irr(A)
C ⊗ B(Kσ) dµ(σ)
and πφ(A)
′′ ∩ ππ(A)′ into the algebra of diagonalisable operators.
4) For x ∈ A+ the function Irr(A) ∋ σ 7→ Tr(πσ(x) · Dσ−2) is lower semi-continuous
and we have
φ(x) =
∫
Irr(A)
Tr(πσ(x) ·Dσ−2) dµ(σ).
5) The weight φ˜, lift of φ to πφ(A)
′′, is tracial if and only if almost all Dσ are multiples
of the identity.
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6) Suppose that there exists a standard measure µ′ and µ′-measurable fields (K ′σ)σ∈Irr(A),
(π′σ)σ∈Irr(A), (D
′
σ)σ∈Irr(A) having the same properties as fields without a prime. Then
µ and µ′ are equivalent, and we have for µ-almost all σ ∈ Irr(A) that
D′σ =
√
dµ′
dµ
(σ)TσDσTσ
−1,
where Tσ is an intertwiner between πσ and π
′
σ for almost all σ.
Remark.
• In Desmedt’s paper in point 6) a slightly different equation appears, but it seems
that it is not the correct one.
• It follows from the construction that µ is standard and we can choose a measurable
field of Hilbert spaces (Kσ)σ∈Irr(A) to be canonical, i.e. to reduce to Cn on each
component {π ∈ Irr(A) | dim(π) = n} (see [13, Section 8.6.1]).
• We can get a more precise form of point 6), which is stated in the next lemma. For
the sake of simplicity we will assume that irreducible representations of A are finite
dimensional.
• Let us remark that we will use this result only in the case of type I C∗-algebras, for
which the proof simplifies.
Lemma 3.2. In the situation from the previous theorem, assume that all irreducible repre-
sentations of A are finite dimensional, µ′ is a standard measure on Irr(A), (K ′σ)σ∈Irr(A) is
a measurable family of Hilbert spaces, (π′σ)σ∈Irr(A) is a measurable family of representations
such that π′σ ∈ σ for µ′-every σ. Assume moreover that there exists a unitary operator
P ′ : Hφ →
∫ ⊕
Irr(A)
K ′σ ⊗K ′σ dµ′(σ). If
1) operator P ′ transforms πφ into
∫ ⊕
Irr(A)
(π′σ ⊗ 1) dµ′(σ),
2) operator P ′ transforms πφ(A)′′ ∩ πφ(A)′ into the algebra of diagonalisable operators
then measures µ, µ′ are equivalent. If moreover there exists a measurable family of strictly
positive self-adjoint operators (D′σ)σ∈Irr(A) and
3) operator P ′ transforms ρφ into
∫ ⊕
Irr(A)
(1⊗ πˇ′σ) dµ(σ),
4) we have the equality
P ′Λφ(x) =
∫ ⊕
Irr(A)
π′σ(x)D
′−1
σ dµ
′(σ)
for all x in a subspace X ⊆ Nφ such that the unit operator belongs to the wot–
sequential closure of X,
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then for µ-almost all σ ∈ Irr(A) there exists a unitary intertwiner Tσ : Kσ → K ′σ such that
D′σ =
√
dµ′
dµ
(σ)TσDσT
−1
σ .
Proof. Let us define a unitary operator
U = P ′ ◦ P−1 :
∫ ⊕
Irr(A)
Kσ ⊗Kσ dµ(σ)→
∫ ⊕
Irr(A)
K ′σ ⊗K ′σ dµ′(σ).
It transforms diagonalisable operators into diagonalisable operators. Consider the following
representations of A: ∫ ⊕
Irr(A)
πσ ⊗ 1 dµ(σ),
∫ ⊕
Irr(A)
π′σ ⊗ 1 dµ′(σ).
We would like to use [13, Proposition 8.2.4]. In order to do that, we need to check that U
is a morphism between these representations. Let a ∈ A. Thanks to properties of P,P ′
we have
U(∫ ⊕
Irr(A)
πσ ⊗ 1 dµ(σ)(a)
)U−1 = P ′P−1(∫ ⊕
Irr(A)
πσ(a)⊗ 1 dµ(σ)
)PP ′−1
= P ′πφ(a)P ′−1 =
(∫ ⊕
Irr(A)
π′σ ⊗ 1 dµ′(σ)
)
(a).
Now, [13, Proposition 8.2.4] gives us subsets N , N ′ ⊆ Irr(A) which are correspondingly of
µ and µ′-measure 0, Borel isomorphism η : Irr(A) \N → Irr(A) \N ′ which maps µ into a
measure µ˜′ equivalent to µ′ and a family σ 7→ V (σ) such that for each σ, V (σ) : Kσ⊗Kσ →
K ′η(σ) ⊗K ′η(σ) is a unitary map and a vector field (ξσ)σ∈Irr(A)\N is measurable with respect
to (Kσ ⊗ Kσ)σ∈Irr(A)\N if and only if (V (σ)ξσ)η(σ)∈Irr(A)\N ′ is measurable with respect to
(K ′η(σ) ⊗ K ′η(σ))η(σ)∈Irr(A)\N ′ . Such a family is called η-isomorphism [13, A 70]. For σ ∈
Irr(A) \N operator V (σ) is a unitary morphism between πσ ⊗ 1 and π′η(σ) ⊗ 1, moreover
U = (∫ ⊕
Irr(A)
K ′σ ⊗K ′σ dµ˜′(σ)→
∫ ⊕
Irr(A)
K ′σ ⊗K ′σ dµ′(σ)
) ◦ ∫ ⊕
Irr(A)
V (σ) dµ(σ).
Fix ζ ∈ Kσ, ζ ′ ∈ K ′η(σ) and define a bounded operator Sσζ′,ζ ∈ B(Kσ, K ′η(σ)) via equality
〈ξ′ |Sσ
ζ
′
,ζ
ξ〉 = 〈ξ′ ⊗ ζ ′ | V (σ)ξ ⊗ ζ〉 (ξ ∈ Kσ, ξ′ ∈ K ′σ).
For a ∈ A and arbitrary ξ, ξ′ we have
〈ξ′ |Sσ
ζ
′
,ζ
πσ(a)ξ〉 = 〈ξ′ ⊗ ζ ′ | V (σ)(πσ(a)ξ ⊗ ζ)〉
= 〈π′η(σ)(a∗)ξ′ ⊗ ζ
′ | V (σ)(ξ ⊗ ζ)〉 = 〈π′η(σ)(a∗)ξ′ |Sσζ′,ζξ〉 = 〈ξ′ | π′η(σ)(a)Sσζ′,ζξ〉.
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This means that Sσ
ζ
′
,ζ
is a morphism between πσ and π
′
η(σ). It is clear that there exist ζ, ζ
′
for which Sσ
ζ
′
,ζ
is non-zero. Consequently, as there are no nontrivial morphisms between
nonequivalent irreducible representations, η needs to be identity on Irr(A) \ (N ∪ N ′).
Therefore µ = µ˜′ on this set. This proves the first part of the lemma.
Assume now that P ′ transforms ρφ into
∫ ⊕
Irr(A)
(1 ⊗ πˇ′σ) dµ(σ), and we have a family
(D′σ)σ∈Irr(A) which meets conditions stated in the lemma. Thanks to the Schur’s lemma we
have
Sσ
ζ
′
,ζ
= q(ζ
′
, ζ)Tσ
for a unitary intertwiner Tσ ∈ B(Kσ, K ′σ) and a bounded sesquilinear form q. We know
how forms like this looks: there exists an operator T˜σ ∈ B(Kσ, K ′σ) such that
〈ξ′ ⊗ ζ ′ | V (σ)ξ ⊗ ζ〉 = 〈ξ′ |Sσ
ζ
′
,ζ
ξ〉 = 〈ξ′ ⊗ ζ ′ | (Tσ ⊗ T˜σ)(ξ ⊗ ζ)〉.
Operator T˜σ is a morphism between πˇσ and πˇ
′
σ. Indeed, take a, b ∈ A. Then we have
〈ξ′ ⊗ ζ ′ | (Tσ ⊗ T˜σ)(πσ(a)ξ ⊗ πˇσ(b)ζ)〉 = 〈ξ′ ⊗ ζ ′ | V (σ)(πσ(a)ξ ⊗ πˇσ(b)ζ)〉
= 〈ξ′ ⊗ ζ ′ | (πσ(a)⊗ πˇσ(b))V (σ)(ξ ⊗ ζ)〉 = 〈ξ′ ⊗ ζ ′ | (π′σ(a)⊗ πˇ′σ(b))(Tσ ⊗ T˜σ)(ξ ⊗ ζ)〉.
Taking a to be an approximate identity shows that T˜σ is morphism between πˇσ and πˇ
′
σ.
The calculation
(Tσ)πˇ
′
σ(a)ξ = (Tσ)π
′
σ(a
∗)ξ = T ∗σπ′σ(a∗)ξ = πσ(a∗)T ∗σξ = πˇ(a)(Tσ)ξ (ξ ∈ K ′σ, a ∈ A)
implies that (Tσ) is a unitary morphism πˇ
′
σ → πˇσ. Schur’s lemma shows that T˜σ =
zσ(T
−1
σ ) for a certain zσ ∈ C. Since
1 = ‖V (σ)‖ = ‖Tσ ⊗ T˜σ‖ = ‖T˜σ‖ = |zσ|
we know that T˜σ = zσ(T
−1
σ ) is a unitary operator. Let us see how V (σ) acts on HS(Kσ) =
Kσ ⊗Kσ. For every ξ ⊗ ζ ∈ Kσ ⊗Kσ we have
V (σ)(|ξ〉〈ζ |) = V (σ)(ξ ⊗ ζ) = (Tσξ)⊗ (zσ(T−1σ )ζ) = zσ(Tσξ ⊗ Tσζ)
= zσ|Tσξ〉〈Tσζ | = zσTσ(|ξ〉〈ζ |)T−1σ
Let us make use of our knowledge about operator P ′. For a in a subspace X ⊆ Nφ we have∫ ⊕
Irr(A)
π′σ(a)D
′−1
σ dµ
′(σ) = U
∫ ⊕
Irr(A)
πσ(a)D
−1
σ dµ(σ)
=
∫ ⊕
Irr(A)
√
dµ
dµ′
(σ)V (σ)(πσ(a)D
−1
σ ) dµ
′(σ),
which implies
π′σ(a)D
′−1
σ =
√
dµ
dµ′
(σ)V (σ)(πσ(a)D
−1
σ ) = zσ
√
dµ
dµ′
(σ)Tσ(πσ(a)D
−1
σ )T
−1
σ
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for almost all σ ∈ Irr(A). Let (an)n∈N be a sequence in X converging to 1 in wot. Putting
an in the above equality and letting n go to the infinity we get
D′σ
−1
= zσ
√
dµ
dµ′
(σ)TσD
−1
σ T
−1
σ
(recall that σ is finite dimensional). Since both D′−1σ and
√
dµ
dµ′
(σ)TσD
−1
σ T
−1
σ are positive
operators, we must have zσ = 1. We will arive at the desired equation once we take an
inverse of both sides.
Using Theorem 3.1 we can derive a result concerning quantum groups (see [12, Theorem
3.4.1], also cf. [7, Theorem 1.6.1]). Recall that Irr(Cu0(Ĝ)) stands for the spectrum of the
C∗-algebra Cu0(Ĝ). We again remark that we will use theorems 3.3, 3.4 only for quantum
groups G with C∗-algebra Cu0(Ĝ) of type I.
Theorem 3.3. Let G be a locally compact quantum group such that L∞(Ĝ) is a von Neu-
mann algera of type I and the C∗-algebra Cu0(Ĝ) is separable. There exists a standard
measure µ on Irr(G)(= Irr(Cu0(Ĝ))), a measurable field of Hilbert spaces (Hπ)π∈Irr(G), mea-
surable field of representations, measurable field of strictly positive self-adjoint operators
(Dπ)π∈Irr(G) and a unitary operator QL : Hϕ̂ →
∫ ⊕
Irr(G)
HS(Hπ) dµ(π) such that:
1) For all α ∈ L1(G) such that λ(α) ∈ Nϕ̂ and µ-almost every π ∈ Irr(G) the operator
(α⊗ id)(Uπ)D−1π is bounded, and its closure (α⊗ id)(Uπ) ·D−1π is Hilbert-Schmidt.
2) For all α, β ∈ L1(G) such that λ(α), λ(β) ∈ Nϕ̂ we have the Parseval formula:
〈Λϕ̂(λ(α)) |Λϕ̂(λ(β))〉 =
∫
Irr(G)
Tr
((
(α⊗ id)(Uπ) ·D−1π
)∗(
(id⊗ β)(Uπ) ·D−1π
))
dµ(π),
and QL is an isometric extension of
Λϕ̂(λ(L
1(G))∩Nϕ̂) ∋ Λϕ̂(λ(α)) 7→
∫ ⊕
Irr(G)
(α⊗id)(Uπ)·D−1π dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π),
3) QL satisfies the following equations:
QL(ω ⊗ id)W =
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ(π)
)QL
and
QL(ω ⊗ id)χ(V) =
(∫ ⊕
Irr(G)
1Hpi ⊗ πc((ω ⊗ id) VVV) dµ(π)
)QL
for every ω ∈ L1(G).
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4) If α ∈ L1(G) is such that λ(α) ∈ L∞(Ĝ)+, then we have
ϕ̂(λ(α)) =
∫
Irr(G)
Tr((α⊗ id)(Uπ) ·Dπ−2) dµ(π).
5) Haar integrals on Ĝ are tracial if and only if almost all Dπ are multiples of the
identity.
6) Operator QL transforms L∞(Ĝ) ∩ L∞(Ĝ)′ into diagonalisable operators.
7) Assume that all irreducible representations of G are finite dimensional. Let µ′,
(H′π′)π′∈Irr(G), (D
′
π′)π′∈Irr(G) be other objects of the above type (with π, π
′ ∈ [π′] = [π]).
Assume that there exists a unitary operator Q′L : Hϕ̂ →
∫ ⊕
Irr(G)
HS(H′π′) dµ
′(π′). If
7.1) point 3) is satisfied for µ′, (H′π′)π′∈Irr(G), (D
′
π′)π′∈Irr(G),
7.2) we have
Q′LΛϕ̂(λ(α)) =
∫ ⊕
Irr(G)
(α⊗ id)Uπ′D′−1π′ dµ′(π′)
for all λ(α) in a subspace X ⊆ Nϕ̂ such that 1 belongs to the wot– sequential
closure of X,
7.3) Q′L transforms L∞(Ĝ) ∩ L∞(Ĝ)′ into diagonalisable operators
then µ and µ′ are equivalent and for µ-almost all π ∈ Irr(G) there exists a unitary
intertwiner Tπ : Hπ → H′π′ such that
D′π′ =
√
dµ′
dµ
(π)TπDπTπ
−1.
Moreover, objects with primes satisfies all the properties 1)–6).
8) We can assume that (Hπ)π∈Irr(G) is the canonical measurable field of Hilbert spaces.
Remark.
• We are abusing notation by using the same letter π for both: a class of representations
and chosen representative.
• There are minor differences between this version of theorem and the version which
appears in Desmedt’s dissertation:
– we prefer to state this result in a slightly more flexible way: rather than using
functionals from I, we prefer to take arbitrary α ∈ L1(G) and assume that
λ(α) ∈ Nϕ̂ (see appendix 14.1 for the definition of I),
– we believe that it is necessary (and worthwhile) to include point 6) in the state-
ment of the theorem.
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Due to these differences we include a proof.
Proof. We use Theorem 3.1 for A = Cu0(Ĝ) and φ = ϕ̂
u. In this way we get the objects
that appear in the theorem.
Observe that for an arbitrary α ∈ L1(G) we have
Nϕ̂u ∋ (α⊗ id) VVV⇔ ϕ̂u
(
((α⊗ id) VVV)∗((α⊗ id) VVV)) <∞
⇔ ϕ̂(λ(α)∗λ(α)) <∞
⇔ λ(α) ∈ Nϕ̂.
Points 1), 2) follow from
π((α⊗ id) VVV) = (α⊗ id)Uπ
for α ∈ L1(G), π ∈ Irr(G) and points 1), 2) of Theorem 3.1 combined with the equality
Λϕ̂u((α⊗ id) VVV) = Λϕ̂(λ(α))
for α ∈ L1(G) such that λ(α) ∈ Nϕ̂ ⇔ (α⊗ id) VVV∈ Nϕ̂u. Observe also that
Λϕ̂(λ(L
1(G)) ∩Nϕ̂) is a dense subspace of L2(G) (Lemma 14.5).
Let us justify point 3): the first part follows directly from Theorem 3.1, the second one
from calculation
πˇ((α⊗ id) VVV) = Hpi(π((α⊗ id) VVV)) = πc ◦ Rˆu((α⊗ id) VVV) = πc((α ◦R⊗ id) VVV),
ρϕ̂u((α⊗ id) VVV) = Jˆλ(α)∗Jˆ = (α ◦R⊗ id)((Jˆ ⊗ Jˆ)(W)∗(Jˆ ⊗ Jˆ)) = (α ◦R ⊗ id)χ(V)
and equality α ◦R ◦R = α which holds for all α ∈ L1(G).
Now we turn to the point 4): we can find x ∈ Cu0(Ĝ)+ such that ΛĜ(x) = λ(α) (because
Λ
Ĝ
is a ⋆-homomorphism). Therefore
ϕ̂(λ(α)) = ϕ̂u(x) =
∫
Irr(G)
Tr(π(x) ·D−2π ) dµ(π).
Theorem 3.4.8 in [12] says that support of µ contains representations which factor through
C0(Ĝ) (we can use this result because its proof does not rely on the property which we now
wish to derive). This means that for all π in the support of µ we can find a representation
of C0(Ĝ), π
′ such that π = π′ ◦ Λ
Ĝ
, consequently
π(x) = π′(Λ
Ĝ
(x)) = π′(λ(α)) = (α⊗ id)(id⊗ π′)W
= (α⊗ id)(id⊗ π′ ◦ Λ
Ĝ
) VVV= (α⊗ id)(id⊗ π) VVV= (α⊗ id)Uπ
and
ϕ̂(λ(α)) =
∫
Irr(G)
Tr((α⊗ id)Uπ ·D−2π ) dµ(π).
Points 5), 6), 8) are immediate. Let us now justify point 7).
Lemma 3.2 implies that measures µ, µ′ are equivalent and for each π there exists a unitary
intertwiner Tπ : Hπ → H′π′ such that
D′π′ =
√
dµ′
dµ
(π)TπDπT
−1
π .
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Moreover, the proof of Lemma 3.2 implies that Q′LQ−1L is given by a composition(∫ ⊕
Irr(G)
HS(H′π) dµ(π)→
∫ ⊕
Irr(G)
HS(H′π) dµ
′(π)
) ◦ ∫ ⊕
Irr(G)
V (π) dµ(π),
where V (π) : HS(Hπ) → HS(H′π) is the map given by a S 7→ TπST−1π . Take α ∈ L1(G)
such that λ(α) ∈ Nϕ̂. Then we have
Q′LΛϕ̂(λ(α)) = Q′LQ−1L
∫ ⊕
Irr(G)
(α⊗ id)UπD−1π dµ(π)
=
∫ ⊕
Irr(G)
√
dµ
dµ′
(π) Tπ(α⊗ id)UπD−1π T−1π dµ′(π)
=
∫ ⊕
Irr(G)
√
dµ
dµ′
(π) (α⊗ id)Uπ′TπD−1π T−1π dµ′(π)
=
∫ ⊕
Irr(G)
(α⊗ id)Uπ′D′−1π dµ′(π).
In the above calculation we have used the property that Tπ is an intertwiner. This proves
point 7).
Using Theorem 3.1 for A = Cu0(Ĝ) and φ = ψ̂
u we can get a right version of the above
theorem (cf. [7, Theorem 1.6.3]).
Theorem 3.4. Let G be a locally compact quantum group such that L∞(Ĝ) is a von Neu-
mann algebra of type I and the C∗-algebra Cu0(Ĝ) is separable. There exists a standard
measure µR on Irr(G)(= Irr(Cu0(Ĝ))), a measurable field of Hilbert space (Kπ)π∈Irr(G), mea-
surable field of representations, measurable field of strictly positive self-adjoint operators
(Eπ)π∈Irr(G) and a unitary operator QR : Hψ̂ →
∫ ⊕
Irr(G)
HS(Kπ) dµ
R(π) such that:
1) For all α ∈ L1(G) such that λ(α) ∈ Nψ̂ and µR-almost every π ∈ Irr(G) operator
(α⊗ id)(Uπ)E−1π is bounded and its closure (α⊗ id)(Uπ) · E−1π is Hilbert-Schmidt.
2) For all α, β ∈ L1(G) such that λ(α), λ(β) ∈ Nψ̂ we have the Parseval formula
〈Λψ̂(λ(α)) |Λψ̂(λ(β))〉 =
∫
Irr(G)
Tr
((
(α⊗ id)(Uπ) ·E−1π
)∗(
(β⊗ id)(Uπ) ·E−1π
))
dµR(π),
and QR is an isometric extension of
JˆJΛψ̂(λ(L
1(G)) ∩Nψ̂) ∋JˆJΛψ̂(λ(α)) 7→
7→
∫ ⊕
Irr(G)
(α⊗ id)(Uπ) · E−1π dµR(π) ∈
∫ ⊕
Irr(G)
HS(Kπ) dµ
R(π),
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3) QR satisfies the following equations:
QRJˆJ(ω ⊗ id)W =
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµR(π)
)QRJˆJ
and
QRJˆJ(ω ⊗ id)χ(V) =
(∫ ⊕
Irr(G)
1Hpi ⊗ πc((ω ⊗ id) VVV) dµR(π)
)QRJˆJ
for every ω ∈ L1(G).
4) If β ∈ L1(G) is such that λ(β) ∈ L∞(Ĝ)+, then
ψ̂(λ(β)) =
∫
Irr(G)
Tr((β ⊗ id)(Uπ) · Eπ−2) dµR(π). (3.1)
5) Haar inegrals on Ĝ are tracial if and only if almost all Eπ are multiples of the identity.
6) Operator QR transforms L∞(Ĝ) ∩ L∞(Ĝ)′ into diagonalisable operators.
7) Assume that all irreducible representations of G are finite dimensional. Let µ′R,
(K′π′)π′∈Irr(G), (E
′
π′)π′∈Irr(G) be other objects of the above type (with π, π
′ ∈ [π′] = [π]).
Assume that there exists a unitary operator Q′R : Hψ̂ →
∫ ⊕
Irr(G)
HS(K′π′) dµ
′R(π′). If
7.1) point 3) is satisfied for µ′R, (K′π′)π′∈Irr(G), (E
′
π′)π′∈Irr(G),
7.2) we have
Q′RJˆJΛψ̂(λ(α)) =
∫ ⊕
Irr(G)
(α⊗ id)Uπ′E ′−1π′ dµ′R(π′)
for all λ(α) in a subspace X ⊆ Nψ̂ such that 1 belongs to the wot– sequential
closure of X,
7.3) Q′R transforms L∞(Ĝ) ∩ L∞(Ĝ)′ into diagonalisable operators
then µR and µ′R are equivalent and for µR-almost all π ∈ Irr(G) there exists a unitary
intertwiner Tπ : Kπ → K′π′ such that
E ′π′ =
√
dµ′R
dµR
(π)TπEπTπ
−1.
Moreover, objects with primes satisfies all the properties 1)–6).
8) We can choose µR = µ and Kπ = Hπ (and the same field of representations as in
Theorem 3.3).
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Proof. We use the same argument as in the proof of Theorem 3.3. We use Theorem
3.1 for A = Cu0(Ĝ) and φ = ψ̂u. In this way we get a measure µ
R, measurable field of
Hilbert spaces, representations, operators (Eπ)π∈Irr(G), and a unitary operator QR,0. These
objects satisfy the conditions of the theorem, except for the commutation rules (point 3))
and that QR,0 maps vector Λψ̂(λ(α)) to
∫ ⊕
Irr(G)
(α ⊗ id)Uπ · E−1π dµR(π). Let us define a
unitary operator QR as QR = QR,0 ◦ JJˆ . Now, this operator meets conditions 2) and
3) (we justify point 3) in the same way, as in the proof of Theorem 3.3). The subspace
JˆJΛψ̂(λ(L
1(G)) ∩Nψ̂) is dense in L2(G), which is shown in Lemma 14.5.
Since conjugation by J preserves L∞(Ĝ) and L∞(Ĝ)′ and moreover Jˆ L∞(Ĝ)Jˆ = L∞(Ĝ)′,
point 6) holds also for QR. Points 4) and 7) can be obtain as in the left version of the
theorem. Point 5 is clear, point 8 is proven in the Caspers’ dissertation [7].
Whenever we say that we choose a Plancherel measure µ for G, we will in fact mean
that we choose all of the objects
µ, (Hπ)π∈Irr(G), (Dπ)π∈Irr(G), (Eπ)π∈Irr(G),QL,QR
and a measurable family of representations. Unless said otherwise, we will always choose
the canonical measurable field of Hilbert spaces. In the examples section we describe
the Plancherel measure for special classes of locally compact quantum groups: compact,
classical, dual to classical and certain class of quantum groups constructed via the bicrossed
product.
Remark. If Ĝ is unimodular, we can take Eπ = Dπ and QR = QL ◦ JJˆ .
The above theorem says that two Plancherel measures are equivalent. One can ask the
following question: having a measure equivalent to the Plancherel measure, can we find
operators Dπ which satisfy conditions of Theorem 3.3? The following propositions states
that this is indeed the case:
Proposition 3.5. Assume that G is a locally compact quantum group such that Cu0(Ĝ)
is separable and of type I. Let µ, (Hπ)π∈Irr(G), (Dπ)π∈Irr(G), (Eπ)π∈Irr(G),QL,QR be objects
given by theorems 3.3, 3.4. Assume that µ′ is a measure equivalent to µ. Define H′π =
Hπ (the same structure of measurable field of Hilbert spaces and of measurable field of
representations),
Q′L : Hϕ̂ QL−−→
∫ ⊕
Irr(G)
HS(Hπ) dµ(π)→
∫ ⊕
Irr(G)
HS(H′π) dµ
′(π)
Q′R : Hψ̂
QR−−→
∫ ⊕
Irr(G)
HS(Hπ) dµ(π)→
∫ ⊕
Irr(G)
HS(H′π) dµ
′(π),
where
∫ ⊕
Irr(G)
HS(Hπ) dµ(π)→
∫ ⊕
Irr(G)
HS(H′π) dµ
′(π) is the canonical unitary∫ ⊕
Irr(G)
ξπ dµ(π) 7→
∫ ⊕
Irr(G)
ξπ
√
dµ
dµ′
(π) dµ′(π) and
D′π =
√
dµ′
dµ
(π)Dπ, E
′
π =
√
dµ′
dµ
(π)Eπ (π ∈ Irr(G)).
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Then objects with primes satisfy theorems 3.3, 3.4.
Proof. It is clear that Q′L,Q′R are unitary operators – they are given by a composition of
unitaries. Operators D′π, E
′
π form a measurable field of positive invertible operators. Points
1) of theorems 3.3, 3.4 are satified since measures µ, µ′ are equivalent. For α, β ∈ L1(G)
such, that α, β ∈ Nϕ̂ we have∫
Irr(G)
Tr
((
(α⊗ id)(Uπ) ·D−1π
)∗(
(β ⊗ id)(Uπ) ·D−1π
))
dµ(π)
=
∫
Irr(G)
Tr
((
(α⊗ id)(Uπ) ·D′−1π
)∗(
(β ⊗ id)(Uπ) ·D′−1π
))
dµ′(π),
and
Q′LΛϕ̂(λ(α)) =
∫ ⊕
Irr(G)
√
dµ
dµ′
(π)(α⊗ id)Uπ ·D−1π dµ′(π) =
∫ ⊕
Irr(G)
(α⊗ id)Uπ ·D′−1π dµ′(π)
which shows that point 2) of Theorem 3.3 is satisfied. In a similar manner we check
that point 2) of Theorem 3.4 holds. Recall that operators of the form
∫ ⊕
Irr(G)
Tπ dµ(π) (Tπ ∈
B(HS(Hπ))) are called decomposable. Point 3) is true since the mapping
∫ ⊕
Irr(G)
HS(Hπ) dµ(π)→∫ ⊕
Irr(G)
HS(H′π) dµ
′(π) transforms decomposable operators as follows:
∫ ⊕
Irr(G)
Tπ dµ(π) 7→
7→ ∫ ⊕
Irr(G)
Tπ dµ
′(π). The rest is straightforward.
4 Integral representations
From now on we assume that Ĝ is second countable, which means that the C∗-algebra
Cu0(Ĝ) is separable (see Lemma 14.6 for equivalent conditions).
Let (X,MX , µX) be a σ-finite measure space, (Hx)x∈X a measurable field od Hilbert spaces,
and (πx)x∈X a measurable field of representations of Cu0(Ĝ). Define πX =
∫ ⊕
X
πx dµX(x).
Then (πx(C
u
0(Ĝ))
′′)x∈X is a measurable field of von Neumann algebras ([14, Definition 1,
page 197]): there exists a dense subset {ai}i∈N in Cu0(Ĝ). Then {
∫ ⊕
X
πx(ai) dµX(x)}i∈N is a
countable family of decomposable operators, and for almost all x ∈ X family {πx(ai)}i∈N
generates πx(C
u
0(Ĝ))
′′. It follows that we can form a direct integral von Neumann algebra∫ ⊕
X
πx(C
u
0(Ĝ))
′′ dµX(x) =
{∫ ⊕
X
Tx dµX(x)
∣∣ for almost all x ∈ X, Tx ∈ πx(Cu0(Ĝ))′′}
and we have
πX(C
u
0(Ĝ))
′′ ⊆
∫ ⊕
X
πx(C
u
0(Ĝ))
′′ dµX(x).
In general this inclusion is strict.
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Definition 4.1. An integral representation of G is a sextuple1 (X,MX , µX , (Hx)x∈X ,
{(eix)x∈X}i∈N, (πx)x∈X), where
1) (X,MX , µX) is a σ-finite measure space,
2) (X, (Hx)x∈X , {(eix)x∈X}i∈N) is a measurable field of Hilbert spaces such that dim(Hx) <
+∞ for all x ∈ X ,
3) (πx)x∈X is a measurable field of nondegenerate representations of Cu0(Ĝ).
With every integral representation we can associate a nondegenerate representation of
Cu0(Ĝ):
πX =
∫ ⊕
X
πx dµX(x) : C
u
0(Ĝ)→ B(
∫ ⊕
X
Hx dµX(x)).
To ease the notation we will write that an integral representation is (X, µX , (πx)x∈X) or
even πX if there is no risk of confusion. With an integral representation we will associate
three more notions: an integral dimension
dim
∫
(πX) = dim
∫
(
∫ ⊕
X
πx dµX(x)) =
∫
X
dim(πx) dµX .
and an integral character (whenever the integral dimension is finite)
χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∫
X
(id⊗ Trx)Uπx dµX(x) ∈ L∞(G). (4.1)
(Symbol Trx denotes the trace over Hx). We stress that the integral dimension and the
integral character of a given integral representation in general are not preserved by unitary
equivalence. Moreover, we define the integral weight Ψ
∫
X as the restriction of the weight∫ ⊕
X
Trx dµX(x) to πX(C
u
0(Ĝ))
′′ ([14, Definition 1, page 223]). It is a faithful, normal tracial
weight, though not necessarily semifinite. If the integral dimension of πX is finite, the
integral weight is a bounded functional. Let us introduce few more convenient definitions:
Definition 4.2. Let (X, µX , (πx)x∈X) be an integral representation of G and let n ∈ N.
We define a measurable subset
X↾n = {x ∈ X | dim(πx) = n}.
Definition 4.3. The family of integral representations will be denoted by Rep
∫
(G). More-
over, Rep
∫
<+∞(G) will stand for the family of integral representations with finite integral
dimension.
1 We could consider a more general situation of integral representations equipped with a measurable
field of faithful normal functionals (ψx)x∈X , where ψx ∈ B(Hx)∗. We could then define integral character
and weight via respectively
∫
X
(id⊗ ψx)Upix dµX(x) and
∫ ⊕
X
ψx dµX(x). Most results from sections 4, 5, 6
generalize to this setting. Definition 4.1 corresponds to the case ψx = TrHx (x ∈ X).
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Let us prove a certain technical lemma which will be of use later on.
Lemma 4.4. Let (X, µX , (πx)x∈X) be an integral representation of G. We have πX 4 ΛĜ
if and only if πx 4 ΛĜ for µX-almost all x ∈ X.
Recall that symbol 4 denotes weak containment: for nondegenerate representations
ρ, ρ′ we have ρ 4 ρ′ if and only if (ρ′(a) = 0)⇒ (ρ(a) = 0) for all a.
We remark that the above lemma could be phrased in more general setting, with Λ
Ĝ
replaced by an arbitrary nondegenerate representation.
Proof. Assume πX 4 ΛĜ, then we can define a representation ρ : C0(Ĝ)→ B(
∫ ⊕
X
Hx dµX(x))
via
ρ(Λ
Ĝ
(a)) = πX(a) (a ∈ Cu0(Ĝ)).
For every Λ
Ĝ
(a) ∈ C0(Ĝ) operator ρ(ΛĜ(a)) is decomposable, therefore we can use [13,
Lemma 8.3.1] – for every x ∈ X there exists a representation π′x : C0(Ĝ) → B(Hx) such
that ∫ ⊕
X
πx(a) dµX(x) = πX(a) = ρ(ΛĜ(a)) =
∫ ⊕
X
π′x(ΛĜ(a)) dµX(x) (a ∈ Cu0(Ĝ)).
Let {ai}i∈N be a countable dense subset of Cu0(Ĝ), fix i ∈ N. Thanks to the above equality
we can find subset of full measure Xi ⊆ X such that πx(ai) = π′x(ΛĜ(ai)) for all x ∈ Xi.
Intersection X0 =
⋂∞
i=1Xi is also of full measure and we have πx(ai) = π
′
x(ΛĜ(ai)) for all
(i, x) ∈ N × X0. Density of {ai}∞i=1 gives us πx(a) = π′x(ΛĜ(a)) for all a ∈ Cu0(Ĝ) and
x ∈ X0. Consequently we get πx 4 ΛĜ (x ∈ X0).
One the other hand, assume that πx 4 ΛĜ for almost all x ∈ X and take a ∈ Cu0(Ĝ) such
that Λ
Ĝ
(a) = 0. Then we have
πX(a) =
∫ ⊕
X
πx(a) dµX(x) = 0,
and it follows that πX 4 ΛĜ.
4.1 Operations on integral representations
Let (X, µX , (πx)x∈X), (Y, µY , (γy)y∈Y ) ∈ Rep
∫
(G) be two integral representations of G.
With these representations we can associate three new integral representations.
4.1.1 Direct sum
We define a direct sum of the above integral representations as
(X ⊔ Y, µX⊔Y , (κz)z∈X⊔Y ),
where µX⊔Y is the obvious measure on the disjoint union of measure spaces. We equip
(X ⊔ Y, µX⊔) with the natural measurable field of Hilbert spaces. Moreover, we define
20
κz = πx if z = x ∈ X and κz = γy if z = y ∈ Y . We have an identification (unitary
isomorphism) ∫ ⊕
X⊔Y
Hz dµX⊔Y (z) =
∫ ⊕
X
Hx dµX(x)⊕
∫ ⊕
Y
Hy dµY (y)
which gives ∫ ⊕
X⊔Y
κz dµX⊔Y (z) =
∫ ⊕
X
πx dµX(x)⊕
∫ ⊕
Y
γy dµY (y).
Therefore we have expressions for the integral dimension and weight:
dim
∫
(
∫ ⊕
X⊔Y
κz dµX⊔Y (z)) = dim
∫
(
∫ ⊕
X
πx dµX(x)) + dim
∫
(
∫ ⊕
Y
γy dµY (y))
Ψ
∫
X⊔Y = Ψ
∫
X ⊕Ψ
∫
Y ,
and if the integral dimension is finite we also have
χ
∫
(
∫ ⊕
X⊔Y
κz dµX⊔Y (z)) = χ
∫
(
∫ ⊕
X
πx dµX(x)) + χ
∫
(
∫ ⊕
Y
γy dµY (y)).
4.1.2 Tensor product
First, we define the measure space of the tensor product to be X × Y with the usual
σ-algebra and measure µX×Y = µX × µY . Define a structure of measurable field of
Hilbert spaces (Hx ⊗ Hy)(x,y)∈X×Y as follows: as fundamental vector fields we take {(eix ⊗
f jy )(x,y)∈X×Y }(i,j)∈N×N, where {ei}i∈N {fj}j∈N are fundamental vector fields on X, Y . Then,
if (ξx)x∈X , (ηy)y∈Y are measurable vector fields on X, Y it follows that (ξx ⊗ ηy)(x,y)∈X×Y
is a measurable vector field on X × Y (see e.g. [14]). We have a measurable family of
representations (πx ⊤©γy)(x,y)∈X×Y . Indeed, let a ∈ Cu0(Ĝ) be arbitrary and let (ιk)k∈N be
an approximate unit for Cu0(Ĝ) ⊗ Cu0(Ĝ). For any k ∈ N an operator ∆u(a)ιk belongs to
Cu0(Ĝ)⊗ Cu0(Ĝ), therefore it can be written as
∆u(a)ιk = lim
p→∞
Ep,k
for certain Ep,k in the algebraic tensor product C
u
0(Ĝ) ⊗alg Cu0(Ĝ) (p, k ∈ N). Then, for
each (i, j), (i′, j′) ∈ N× N the function
X × Y ∋ (x, y) 7→ 〈eix ⊗ f jy | πx ⊤©γy(a)(ei
′
x ⊗ f j
′
y )〉
= lim
k→∞
〈eix ⊗ f jy | (πx ⊗ γy)(∆u(a)ιk)(ei
′
x ⊗ f j
′
y )〉
= lim
k→∞
lim
p→∞
〈eix ⊗ f jy | (πx ⊗ γy)(Ep,k)(ei
′
x ⊗ f j
′
y )〉 ∈ C
is measurable – it is a pointwise limit of a sequence of measurable functions. We define
the tensor product of πX , γY to be
(X × Y, µX ⊗ µY , (πx ⊤©γy)(x,y)∈X×Y ).
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We have ∫
X×Y
dimdµX×Y =
(∫
X
dimdµX
)(∫
Y
dim dµY
)
,
therefore the integral dimension
∫
X×Y dim dµX×Y is finite if and only if
∫
X
dimdµX ,
∫
Y
dimdµY
are finite. Assume this is the case, then we can consider the integral character:
χ
∫ (∫ ⊕
X×Y
πx ⊤©γy dµX×Y (x, y)
)
=
∫
X×Y
χ(Uπx ⊤©Uγy) dµX×Y (x, y)
=
(∫
X
χ(Uπx) dµX(x)
)(∫
Y
χ(Uγy) dµY (y)
)
=
(
χ
∫
(
∫ ⊕
X
πx dµX(x)
)(
χ
∫
(
∫ ⊕
Y
γy dµY (y)
)
.
4.1.3 Conjugate representation
Define formally a new measure space (X,MX , µX) to be equal (X,MX , µX). Points in X
will be denoted by x. Next, define a measurable family of Hilbert spaces ((Hx)x∈X , {(eix)x∈X}i∈N)
such that Hx = Hx and e
i
x = e
i
x. Take a measurable family of representations (πx)x∈X to
be πx = Hx ◦ πx ◦ Rˆu. For all a ∈ Cu0(Ĝ), i, j ∈ N, x ∈ X we have
〈eix | πx(a)ejx〉 = 〈eix | Hx(Rˆu(a))ejx〉 = 〈ejx | Rˆu(a)eix〉,
therefore we indeed get a measurable family of representations. This way we define an
integral representation of G:
(X, µX , (πx)x∈X).
We have
∫
X
dimdµX =
∫
X
dimdµX so if this expression is finite we can consider the integral
character. Provided irreducible representations of G are admissible we have (see Definition
10.2 and Lemma 11.5)
χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∫
X
χ(Uπx) dµX(x) =
∫
X
χ(Uπx)∗ dµX(x) =
(
χ
∫
(
∫ ⊕
X
πx dµX(x))
)∗
.
Note that we have a unitary equivalence between πX and HpiX ◦ πX ◦ Rˆu. Indeed, define a
map
U :
∫ ⊕
X
Hx dµX(x) ∋
∫ ⊕
X
ξx dµX(x) 7→
∫ ⊕
X
ξx dµX(x) ∈
∫ ⊕
X
Hx dµX(x).
This map is well defined: for i ∈ N and ∫ ⊕
X
ξx dµX(x) ∈
∫ ⊕
X
Hx dµX(x) we have
X ∋ x 7→ 〈eix | ξx〉 = 〈eix | ξx〉 ∈ C
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which is measurable. Next,
∥∥∫ ⊕
X
ξx dµX(x)
∥∥2 = ∫
X
‖ξx‖2 dµX(x) =
∫
X
‖ξx‖2 dµX(x) =
∥∥∫ ⊕
X
ξx dµX(x)
∥∥2,
so U is an isometry. It is clear that U is surjective, so U is a unitary map. Let us check
that U is an intertwiner: for a ∈ Cu0(Ĝ) we have(
U
∫ ⊕
X
πx dµX(x)(a)
) ∫ ⊕
X
ξx dµX(x) = U
∫ ⊕
X
πx(Rˆu(a))∗ξx dµX(x)
=
∫ ⊕
X
πx(Rˆu(a)∗)ξx dµX(x) =
(
HpiX ◦ πX ◦ Rˆu(a)
)∫ ⊕
X
ξx dµX(x)
=
(
(HpiX ◦ πX ◦ Rˆu(a))U
) ∫ ⊕
X
ξx dµX(x).
This proves that U is a unitary intertwiner between πX and HpiX ◦ πX ◦ Rˆu.
4.2 Measure class associated with an integral representation
Let (X, µX , (πx)x∈X) be an integral representation of G. Define πX as usual: πX =∫ ⊕
X
πx dµX(x). This is a nondegenerate representation of C
u
0(Ĝ), hence we can asso-
ciate with it a measure class [µπX ] on Irr(G), the spectrum of C
u
0(Ĝ). We have πX ≈q∫ ⊕
Irr(G)
π dµπX (π) ([13, Definition 8.4.3.]). In the case when C
u
0(Ĝ) is of type I, we have the
Plancherel measure µ and [µπX ] ≪ [µ] holds if and only if πX 4q ΛĜ (4q denotes quasi-
containment, for more information about this relation see the appendix). This observation
stems from the fact that the measure class associated with Λ
Ĝ
is [µ]. Indeed, representation
Λ
Ĝ
: Cu0(Ĝ)→ C0(Ĝ) ⊆ B(L2(G)) : ΛĜ(λu(ω)) = λ(ω) is unitarily equivalent to∫ ⊕
Irr(G)
π ⊗ 1
Hpi
dµ(π) ≃
∫ ⊕
Irr(G)
(dim(π)) · π dµ(π) ≈q
∫ ⊕
Irr(G)
π dµ(π)
(point 3) Theorem 3.3). We have used the property that quasi-equivalence does not see
multiplicities of representations and respects direct sums. It is clear that the measure class
associated with
∫ ⊕
Irr(G)
π dµ(π) is [µ].
5 Integral weights
Recall that we assume that Ĝ is second countable. From now on we moreover assume
that G is type I (which means that Cu0(Ĝ) is a C
∗-algebra of type I) and irreducible
representations of G are finite dimensional.
The next proposition is an important technical result on which most of the further reasoning
will rely. Allow us first to explain it in a less formal way.
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Let · · · ⊆ X2 ⊆ X1 ⊆ Irr(G) be a sequence of measurable subsets and let µX1 be a
σ-finite measure on X1. Out of it, we can construct the disjoint union measure space
X =
⊔∞
i=1Xi, measure µX on X and an integral representation (X, µX , (πx)x∈X) in a
obvious way ((πx)x∈Irr(G) is a measurable family of representations such that each πx belongs
to the class x). Let (Y, µY , (γy)y∈Y ) be another integral representation and assume that
representations
∫ ⊕
X
πx dµX(x) and
∫ ⊕
Y
γy dµY (y) are equivalent. LetO be a unitary operator
implementing this equivalence. On the von Neumann algebras generated by the images
of
∫ ⊕
X
πx dµX(x) and
∫ ⊕
Y
γy dµY (y) we have weights given by the direct integrals of traces
(i.e. the integral weights Ψ
∫
X ,Ψ
∫
Y introduced in the Section 4). Operator O transforms
these von Neumann algebras one to the other, however it may happen that it does not
transform the corresponding weights. The next proposition tells us that we can always
rescale the measure µX1 (using a function ̟ : X1 → R>0) in such a way that O will
transform the (rescaled) weights, one onto the other.
Proposition 5.1. Let · · · ⊆ X2 ⊆ X1 ⊆ Irr(G) be a family of measurable subsets (per-
haps empty for some n) and let µX1 be a σ-finite measure on X1. Assume moreover that∑∞
i=1 χXi(x) < +∞ for each x ∈ Irr(G). Define a measurable space X =
⊔∞
i=1Xi and
measures: on Xi, let µXi be the restriction of µX1 (i ∈ N) and on the whole X via
µX(Ω) =
∞∑
i=1
µXi(Ω ∩Xi) (Ω ∈ B(X)),
i.e. µX =
⊔∞
i=1 µXi. Define a structure of measurable field of Hilbert spaces on Xi, X(i ∈
N), which comes from the (canonical) structure on Irr(G). Let (πx)x∈X be a measurable field
of representations such that πx ∈ x. We get an integral representation (X, µX , (πx)x∈X).
Assume that we have a second integral representation (Y, µY , (γy)y∈Y ) and a unitary inter-
twiner
O : Hπ =
∫ ⊕
X
Hx dµX(x)→ Hγ =
∫ ⊕
Y
Ky dµY (y),
where
π =
∫ ⊕
X
πx dµX(x), γ =
∫ ⊕
Y
γy dµY (y).
There exists a unique measurable function ̟ : X1 → R>0 such that if we define an in-
tegral representation (X, µ˜X , (πx)x∈X) in the same way as (X, µX , (πx)x∈X) except µ˜X =⊔∞
i=1̟|XiµXi, then
dim
∫
(
∫ ⊕
Y
γy dµY (y)) = dim
∫
(
∫ ⊕
X
πx dµ˜X(x))
and we have an equality of weights on π(Cu0(Ĝ))
′′:
Ψ
∫
Y (O · O∗) = (Ψ
∫
X )∼,
where (Ψ
∫
X )∼ is the integral weight associated with (X, µ˜X , (πx)x∈X).
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The above result can be written as∫
Y
Try((O
∫ ⊕
X
Tx dµX(x)O∗)|y) dµY (y) =
∫
X
Trx(Tx) dµ˜X(x)
for
∫ ⊕
X
Tx dµX(x) ∈ π(Cu0(Ĝ))′′+ (cf. remarks at the beginning of the Section 4). Proof of
this proposition owes much to the proof of [12, Theorem 3.4.5].
Recall that every operator of the form
∫ ⊕
X
Tx dµX(x) is called decomposable, and if fur-
thermore Tx ∈ C1Hx (x ∈ X) then we say that it is diagonalisable.
Proof. The weight Ψ
∫
X is semifinite – we will prove this in Lemma 5.2, at the end of this
section.
First we will show existence of ̟. Let us introduce the notation A = Cu0(Ĝ). The universal
property of A∗∗ tells us that nondegenerate representations of A extend uniquely to normal
representations of A∗∗ (which will be denoted by a bar). Proposition 8.6.4 in [13] says that
for each i the commutant of
∫ ⊕
Xi
πx dµXi(x)(A) is the algebra of diagonalisable operators
Diag(
∫ ⊕
Xi
Hx dµXi(x)), therefore
(∫ ⊕
Xi
πx dµXi(x)(A)
)′′
= Dec(
∫ ⊕
Xi
Hx dµXi(x)). (5.1)
Consequently, arbitrary decomposable operator on
∫ ⊕
Xi
Hx dµXi(x) is in the image of the
representation
∫ ⊕
Xi
πx dµXi extended to A
∗∗. For each i ∈ N the isometry
Pi :
∫ ⊕
Xi
Hx dµXi(x) ∋
∫ ⊕
Xi
ξx dµXi(x) 7→
∫ ⊕
X1
ξxχXi(x) dµX1(x) ∈
∫ ⊕
X1
Hx dµX1(x)
satisfies
πi(a)
∫ ⊕
Xi
ξx dµXi(x) = P
∗
i π1(a)Pi
∫ ⊕
Xi
ξx dµXi(x) (a ∈ A,
∫ ⊕
Xi
ξx dµXi(x) ∈
∫ ⊕
Xi
Hx dµXi(x))
therefore due to σ-wot-continuity we have
πi(a) = P
∗
i π1(a)Pi (a ∈ A∗∗).
σ-wot-continuity of the representation π allows us to conclude that
Oπ(a)O∗ ∈ (∫ ⊕
Y
γy dµY (y)(A)
)′′ ⊆ Dec(∫ ⊕
Y
Ky dµY (y)
)
for all a ∈ A∗∗. Define two weights on π1(A)′′ = π1(A∗∗):
Ψ1 : π1(a) 7→ Ψ
∫
Y (Oπ(a)O∗),
Ψ2 : π1(a) 7→ Ψ
∫
X (π(a)).
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The weight Ψ1 is normal, faithful and tracial, while Ψ2 is a n.s.f. weight. Moreover Ψ2
is tracial, hence its modular automorphism group is trivial. Therefore we know ([35,
Proposition 5.2], see also [28, Theorem 5.4]) that there exists a positive self-adjoint operator
Π affiliated with π1(A)
′′ such that
Ψ1 = Ψ2(Π
1
2 ·Π 12 )
(weight Ψ2(Π
1
2 · Π 12 ) is defined in [35]). Since
π1(A)
′′ ⊆ Dec(
∫ ⊕
X1
πx dµX1(x)) ⊆ Diag(
∫ ⊕
X1
πx dµX1(x))
′
we know that the operator Π is decomposable ([24, Theorem 1.8]): there exists a measurable
field of closed densely defined operators (Πx)x∈X1 such that Π =
∫ ⊕
X1
Πx dµX1(x). Since
dim(Hx) < +∞ for each x ∈ X , we know that operators Πx are bounded. Moreover,
we know that for almost all x ∈ X1 operator Πx is positive and invertible (it follows e.g.
from [24, Theorem 1.10]). Since both Ψ1,Ψ2 are tracial, operator Π is in fact affiliated
with Z(π1(A)′′) (this is a consequence of Proposition 2.5 and the formula for ∆′is [35,
Lemma 2.1]). It follows that each Πx belongs to B(Hx)
′ = C1Hx , hence we can introduce a
measurable function ̟ : X1 → R>0 such that Πx =
√
̟(x)1Hx .
To move further we need to identify a GNS construction for Ψ2. For x ∈ X consider the
Hilbert space (πx(C
u
0(Ĝ))
′′, 〈·|·〉x) where the scalar product is given by
〈T S〉x = (
∞∑
i=1
χXi(x)) Trx(T
∗S) (T, S ∈ πx(Cu0(Ĝ))′′).
It is a complete space since dim(Hx) < +∞. Denote this space by Lx. Choose a dense
subset of Cu0(Ĝ), {ai}i∈N. We can construct a measurable field of Hilbert spaces (Lx)x∈X
with fundamental fields {(πx(ai))x∈X}i∈N. Indeed, it is clear that for each x ∈ X set
{πx(ai)}i∈N generates Lx and that for i, j ∈ N the function
X ∋ x 7→ 〈πx(ai) πx(aj)〉x = (
∞∑
k=1
χXk(x)) Trx(πx(a
∗
iaj)) ∈ C
is measurable. In order to distinguish elements in
∫ ⊕
X1
πx(C
u
0(Ĝ))
′′ dµX1(x) and
∫ ⊕
X1
Lx dµX1(x),
a vector in the second space will be denoted with an underline:
∫ ⊕
X1
Tx dµX1(x). Consider
the map
ηΨ2 : NΨ2 ∋
∫ ⊕
X1
Tx dµX1(x) 7→
∫ ⊕
X1
Tx dµX1(x) ∈
∫ ⊕
X1
Lx dµX1(x).
We have∫
X1
‖Tx‖2x dµX1(x) =
∫
X
Trx(T
∗
xTx) dµX(x) = Ψ2
((∫ ⊕
X1
Tx dµX1(x)
)∗(∫ ⊕
X1
Tx dµX1(x)
))
< +∞,
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hence it is a well defined linear map (to get measurability of
∫ ⊕
X1
Tx dµX1(x) we use separa-
bility of Hπ). It is clear that ηΨ2 has trivial kernel. We can define a representation
πΨ2 : π1(C
u
0(Ĝ))
′′ → B(
∫ ⊕
X1
Lx dµX1(x))
via
πΨ2(
∫ ⊕
X1
Sx dµX1(X))
∫ ⊕
X1
Tx dµX1(x) =
∫ ⊕
X1
SxTx dµX1(x).
It is a GNS construction for the weight Ψ2: we know that such a construction exists, let η˜
be its generalized vector. There exists the unitary operator mapping ηΨ2(a) to η˜(a). This
way we get a σ-sot× ‖ · ‖ closedness of ηΨ2 . Note that since the weight Ψ2 is tracial, we
have ∇Ψ2 = 1 and consequently
JΨ2ηΨ2(a) = ηΨ2(a
∗) (a ∈ NΨ2).
The GNS construction for the weight Ψ3 = Ψ2(Π
1
2 ·Π 12 ) is introduced in [35]. Let us recall
its details. It is built out of the GNS construction for Ψ2; for π1(a) ∈ π1(Cu0(Ĝ))′′ such
that π1(a)Π is closable and its closure π1(a) · Π is in NΨ2 we define
ηΨ3(π1(a)) = ηΨ2(π1(a) · Π).
We can introduce the approximate unit (en)n∈N in π1(Cu0(Ĝ))
′′ (defined in [35]). Fix any
π1(a) ∈ NΨ3 . For n ∈ N we have π1(a)(Πen) ∈ NΨ2 ([35, Lemma 3.2]) and
ηΨ3(π1(a)en) = ηΨ2(π1(a)(Πen)) =
∫ ⊕
X1
π1(a)x(Πen)x dµX1(x). (5.2)
We can write
ηΨ3(π1(a)) =
∫ ⊕
X1
vx dµX1(x)
for some vectors vx ∈ Lx – we now wish to show that vx = π1(a)xΠx. Thanks to the
properties of en we get
ηΨ3(π1(a)en) = JΨ3πΨ3(σ
Ψ3
−i/2(en))JΨ3ηΨ3(π1(a)) = JΨ3πΨ3(σ
Ψ2
−i/2(en))JΨ3ηΨ3(π1(a))
Since JΨ3 = JΨ2 , we can write
ηΨ3(π1(a)en) = JΨ2πΨ3(σ
Ψ2
−i/2(en))
∫ ⊕
X1
v∗x dµX1(x) = JΨ2
∫ ⊕
X1
σΨ2−i/2(en)xv
∗
x dµX(x)
=
∫ ⊕
X1
vxσ
Ψ2
i/2(en)x dµX1(x).
(5.3)
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Equations (5.2), (5.3) give us
π1(a)x(Πen)x = vxσ
Ψ2
i/2(en)x
for almost all x ∈ X1. We have en σ-sot−−−→
n→∞
1 and σΨ2i/2(en)
σ-sot−−−→
n→∞
1 so there exist a subsequence
such that (enk)x
σ-sot−−−→
n→∞
1x and σ
Ψ2
i/2(enk)x
σ-sot−−−→
k→∞
1x almost everywhere.
Consequently
ηΨ3(π1(a)) =
∫ ⊕
X1
π1(a)xΠx dµX1(x) =
∫ ⊕
X1
π1(a)x
√
̟(x) dµX1(x)
for all π1(a) ∈ NΨ3 (in particular this vector is integrable). Moreover we have
Ψ
∫
Y (Oπ(a∗b)O∗) = Ψ1(π1(a∗b)) = Ψ3(π1(a∗b)) = 〈ηΨ3(π1(a)) | ηΨ3(π1(b))〉
=
∫
X1
(
∞∑
i=1
χXi(x)) Trx(π1(a
∗b)x)̟(x) dµX1(x) =
∫
X
Trx(π(a
∗b)x)̟(x) dµX(x)
(5.4)
for π1(a), π1(b) ∈ NΨ3 (note that we have extended the domain of ̟ to X in the obvious
way). This way we proved
Ψ
∫
Y (Oa∗bO∗) = (Ψ
∫
X )∼(a∗b), (5.5)
for all a, b ∈ NΨ∫Y (O·O∗) ⊆ π(Cu0(Ĝ))′′, where (Ψ
∫
X )∼ is the weight as in the statement of
the theorem. Since these weights are tracial and n.s.f., [33, Proposition 3.15] gives us
Ψ
∫
Y (O · O∗) = (Ψ
∫
X )∼.
We need to check the equality of integral dimensions. We get this result once we substitute
the unit into equation (5.5):∫
Y
dim(γy) dµY (y) = Ψ
∫
Y (γ(1)) = Ψ
∫
Y (Oπ(1)O∗)
=
∫
X
dim(πx)̟(x) dµX(x) =
∫
X
dim(πx) dµ˜X .
Now, that existence of ̟ is established, let us show that ̟ is the only function (up to a
difference on a µX-measure zero set) for which the equality of the rescaled weights holds.
Assume this is not true, and we have two measurable functions ̟1, ̟2 : X1 → R>0 such
that ∞⊕
n=1
∫ ⊕
Xn
̟1(x) Trx dµXn(x) =
∞⊕
n=1
∫ ⊕
Xn
̟2(x) Trx dµXn(x). (5.6)
If ̟1 6= ̟2, then without loss of generality we can assume that there exists a measurable
subset Y ⊆ X1 such that
∑∞
n=1
∫
Y ∩Xn ̟1 dimdµXn < +∞ and ̟1 > ̟2 on Y . We have
[13, Proposition 8.6.4, A 80](∫ ⊕
X1
πx dµX(x)(A)
)′′
= Dec(
∫ ⊕
X
Hx dµX(x)),
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hence there exists a positive operator a ∈ A∗∗ such that
π1(a) =
∫ ⊕
X1
χY (x)1Hx dµX1(x) ∈
(∫ ⊕
X1
πx dµX(x)(A)
)′′
.
If we apply the weights that appear in equation (5.6) to this operator, we get
+∞ > ( ∞⊕
n=1
∫ ⊕
Xn
̟1(x) Trx dµXn(x)
)
(π(a)) =
∞∑
n=1
∫
Xn
̟1(x)χY (x) Trx(1Hx) dµXn(x)
=
∞∑
n=1
∫
Y ∩Xn
̟1 dimdµXn >
∞∑
n=1
∫
Y ∩Xn
̟2 dim dµXn
=
( ∞⊕
n=1
∫ ⊕
Xn
̟2(x) Trx dµXn(x)
)
(π(a)),
which gives us a contradiction.
Lemma 5.2. The integral weight Ψ
∫
X from the previous proposition is semifinite.
Proof. Let (Vn)n∈N be an increasing family of measurable subsets ofX1 such that µX1(Vn) <
+∞ (n ∈ N) and ⋃n∈N Vn = X1. Define a family of measurable sets {Ωn}n∈N via
Ωn = {x ∈ X1 | x ∈ Vn, dim(x) ≤ n,
∞∑
i=1
χXi(x) ≤ n} (n ∈ N).
Take any a ∈ Cu0(Ĝ)∗∗+ . We can write πX(a) =
⊕∞
i=1
∫ ⊕
Xi
Tx dµXi(x) for some positive opera-
tors (Tx)x∈X1 . Since the measurable field of Hilbert spaces under consideration is canonical
(i.e. reduces to Cn on each component X1↾n), we have equality (5.1) and consequently for
each n ∈ N we can find an operator bn ∈ Cu0(Ĝ)∗∗+ such that
πX(bn) =
∞⊕
i=1
∫ ⊕
Xi
χΩn(x)Tx dµXi(x).
Clearly, we have πX(bn)
σ-wot−−−→
n→∞
πX(a) and
Ψ
∫
X (πX(bn)
∗ πX(bn)) =
∞∑
i=1
∫
Xi
χΩn(x) Trx(T
∗
xTx) dµXi(x) ≤ n2µ(Vn)‖πX(a)‖2 < +∞.
It follows that Ψ
∫
X is semifinite.
29
6 Connections between the integral weight and the
integral character
Proposition 6.1. Let πX ∈ Rep
∫
<+∞(G) be an integral representation with finite integral
dimension. We have the following:
ω(χ
∫
(
∫ ⊕
X
πx dµX(x))) = Ψ
∫
X (πX((ω ⊗ id) VVV))
for any ω ∈ L1(G).
Proof. The above equality follows from a direct calculation:
ω(χ
∫
(
∫ ⊕
X
πx dµX(x))) =
∫
X
ω((id⊗ Trx)Uπx) dµX(x) =
∫
X
Trx((ω ⊗ id)Uπx) dµX(x)
=
∫
X
Trx(πx((ω ⊗ id) VVV)) dµX(x) = Ψ
∫
X
(∫ ⊕
X
πx((ω ⊗ id) VVV) dµX(x)
)
.
Second result tells us that for equivalent representations, equality of integral charac-
ters holds if and only if the integral weights are equal (after composing with appropriate
isomorphism).
Proposition 6.2. Take πX , γY ∈ Rep
∫
<+∞(G) and assume that we have a unitary inter-
twiner
O :
∫ ⊕
X
Hx dµX(x)→
∫ ⊕
Y
Ky dµY (y).
Then integral characters are equal: χ
∫
(πX) = χ
∫
(γY ) if and only if
Ψ
∫
X = Ψ
∫
Y (O · O∗).
Proof. Assume that the integral characters are equal. Due to the previous proposition we
have
Ψ
∫
X (πX((ω ⊗ id) VVV)) = ω(χ
∫
(πX)) = ω(χ
∫
(γY ))
= Ψ
∫
Y (γY ((ω ⊗ id) VVV)) = Ψ
∫
Y (O πX((ω ⊗ id) VVV)O∗)
for all ω ∈ L1(G). Norm density of {(ω ⊗ id) VVV|ω ∈ L1(G)} in Cu0(Ĝ) gives us
Ψ
∫
X (πX(a)) = Ψ
∫
Y (OπX(a)O∗) (a ∈ Cu0(Ĝ)),
and normality of the integral weights (which in this case are bounded functionals) gives us
the claim. We get an implication in the other direction, once we reverse this argument.
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7 Results concerning the Haar integrals on Ĝ
Recall that we assume that Ĝ is second countable and G is a type I locally compact
quantum group whose irreducible representations are finite dimensional. Let us fix an
arbitrary Plancherel measure for G (along with the operator QL, etc.).
The right invariance of ψ̂ in the C∗-algebraic version states the following: if θ ∈ C0(Ĝ)∗+ is
a positive functional, and a ∈ Cu0(Ĝ)+ is such that ψ̂(a) < +∞ then we have
θ(1
Ĝ
)ψ̂(a) = ψ̂((id⊗ θ)∆
Ĝ
(a)).
For ω ∈ L1(G) such that λ(ω) ∈ C0(Ĝ)+ we have
ψ̂(λ(ω)) =
∫
Irr(G)
Tr((ω ⊗ id)Uπ E−2π ) dµ(π),
where λ(ω) = (ω ⊗ id)W ∈ C0(Ĝ) (see equation (3.1)). Assume moreover that ψ̂(λ(ω)) <
+∞. Then for any θ ∈ C0(Ĝ)∗+ we have
θ(1
Ĝ
)
∫
Irr(G)
Tr((ω ⊗ id)Uπ E−2π ) dµ(π) = θ(1Ĝ)ψ̂(λ(ω)) = ψ̂((id⊗ θ)∆Ĝ(λ(ω)))
= ψ̂((ω ⊗ id⊗ θ)(W13W12)) = ψ̂
(
(ω
(
(id⊗ θ)W·) ⊗ id)W)
= ψ̂(λ(ω((id⊗ θ)W·))) ⋆=
∫
Irr(G)
Tr((ω((id⊗ θ)W·)⊗ id)UπE−2π ) dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ id⊗ θ)(W13Uπ12)E−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ π ⊗ θ ◦ Λ
Ĝ
)( VVV13 VVV12)E
−2
π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ π ⊗ θ ◦ Λ
Ĝ
)(id⊗∆u
Ĝ
) VVVE−2π
)
dµ(π)
Equality marked
⋆
= follows from the fact that
λ(ω((θ ⊗ id)W)·) = (id⊗ θ)∆
Ĝ
(λ(ω)) ∈M+
ψˆ
,
so we can use the formula (3.1) for β replaced with ω((θ ⊗ id)W·). If θ ◦ Λ
Ĝ
= θ′ ◦ κ for a
certain nondegenerate representation κ ∈ Mor(Cu0(Ĝ),K(Hκ)) and θ′ ∈ B(Hκ)∗+, we get
θ′(1κ)
∫
Irr(G)
Tr((ω ⊗ id)Uπ E−2π ) dµ(π) =
∫
Irr(G)
Tr
(
(ω ⊗ π ⊗ θ′ ◦ κ)(id⊗∆u
Ĝ
) VVVE−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ θ′ ⊗ id)(id⊗ κ ⊤©π) VVVE−2π
)
dµ(π).
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In particular, if dim(κ) < +∞, θ′ = ωξi for an orthonormal basis {ξi}dim(κ)i=1 and we take a
sum over i we arrive at
dim(κ)
∫
Irr(G)
Tr((ω ⊗ id)Uπ E−2π ) dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
(ω ⊗ id⊗ id)(id⊗ κ ⊤©π) VVV(1κ ⊗ E−2π )
)
dµ(π).
If κ 4 Λ
Ĝ
then κ = κ′ ◦Λ
Ĝ
for a certain nondegenerate representation κ′ : C0(Ĝ)→ B(Hκ)
(this situation occurs when κ ∈ supp(µ), [12, Theorem 3.4.8]). For θ′ ∈ B(Hκ)∗+ we have
θ′ ◦ κ = θ′ ◦ κ′ ◦ Λ
Ĝ
= θ ◦ Λ
Ĝ
where θ = θ′ ◦ κ′ ∈ C0(Ĝ)∗+. To sum up, we have derived two results:
Lemma 7.1. Assume that ω ∈ L1(G) is a functional such that λ(ω) ∈M+
ψ̂
. Then for any
θ ∈ C0(Ĝ)∗+ we have
θ(1
Ĝ
)
∫
Irr(G)
Tr((ω⊗ id)Uπ E−2π ) dµ(π) =
∫
Irr(G)
Tr
(
(ω⊗π⊗θ ◦Λ
Ĝ
)(id⊗∆u
Ĝ
) VVVE−2π
)
dµ(π).
If κ 4 Λ
Ĝ
and dim(κ) < +∞ then
dim(κ)
∫
Irr(G)
Tr((ω⊗id)Uπ E−2π ) dµ(π) =
∫
Irr(G)
Trκ⊤©π
(
κ ⊤© π((ω⊗id) VVV)(1κ⊗E−2π )
)
dµ(π).
Above we have equalities of (finite) nonnegative numbers.
Now we conduct a similar reasoning for ϕ̂: assume that λ(ω) ∈M+ϕ̂ .
θ(1
Ĝ
)
∫
Irr(G)
Tr((ω ⊗ id)Uπ D−2π ) dµ(π) = θ(1Ĝ)ϕ̂(λ(ω)) = ϕ̂((θ ⊗ id)∆Ĝ(λ(ω)))
= ϕ̂((ω ⊗ θ ⊗ id)(W13W12)) = ϕ̂
(
(ω
(·(id⊗ θ)W) ⊗ id)W)
= ϕ̂(λ(ω(· (id⊗ θ)W ))) =
∫
Irr(G)
Tr
(
(ω(· (id⊗ θ)W)⊗ id)UπD−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ θ ⊗ id)(Uπ13W12)D−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ θ ◦ Λ
Ĝ
⊗ π)( VVV13 VVV12)D−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ θ ◦ Λ
Ĝ
⊗ π)(id⊗∆u
Ĝ
) VVVD−2π
)
dµ(π)
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If θ ◦ Λ
Ĝ
= θ′ ◦ κ we can further write∫
Irr(G)
Tr
(
(ω ⊗ θ′ ◦ κ⊗ π)(id⊗∆u
Ĝ
) VVVD−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
(ω ⊗ id⊗ θ′)(id⊗ π ⊤©κ) VVVD−2π
)
dµ(π)
and we proceed as before. In the end we get a left version of the previous lemma:
Lemma 7.2. Assume that ω ∈ L1(G) is such that λ(ω) ∈M+ϕ̂ . Then for any θ ∈ C0(Ĝ)∗+
we have
θ(1
Ĝ
)
∫
Irr(G)
Tr((ω⊗ id)UπD−2π ) dµ(π) =
∫
Irr(G)
Tr
(
(ω⊗θ◦Λ
Ĝ
⊗π)(id⊗∆u
Ĝ
) VVVD−2π
)
dµ(π).
If κ 4 Λ
Ĝ
and dim(κ) < +∞ then
dim(κ)
∫
Irr(G)
Tr((ω⊗id)Uπ D−2π ) dµ(π) =
∫
Irr(G)
Trπ ⊤©κ
(
π ⊤© κ((ω⊗id) VVV)(D−2π ⊗1κ)
)
dµ(π).
Above we have an equality of (finite) nonnegative numbers.
We can also derive an L2-version of Lemma 7.1:
Lemma 7.3. Let ω, ν be a functionals such that λ(ω), λ(ν) ∈ λ(L1♯ (G)) ∩Nψ̂. If κ 4 ΛĜ
and dim(κ) < +∞ then
dim(κ)ψ̂(λ(ω)∗λ(ν)) = dim(κ)
∫
Irr(G)
Tr(π(λu(ω)∗λu(ν))E−2π ) dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
κ ⊤© π(λu(ω)∗λu(ν))(1κ ⊗ E−2π )
)
dµ(π).
In particular, the above intergrals are convergent.
Proof. Let ω, ν be functionals as in the lemma. We have
λ(ω + ν)∗λ(ω + ν) = λ((ω♯ + ν♯) ⋆ (ω + ν)) ∈M+
ψ̂
,
therefore we can use Lemma 7.1:
+∞ > dim(κ)
∫
Irr(G)
Tr(π(λu((ω♯ + ν♯) ⋆ (ω + ν)))E−2π ) dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
κ ⊤©π(λu((ω♯ + ν♯) ⋆ (ω + ν))(1κ ⊗ E−2π )
)
dµ(π).
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We can subtract integrals with ω♯ ⋆ ω and ν♯ ⋆ ν, because these are finite and equal:
dim(κ)
∫
Irr(G)
Tr(π(λu(ω♯ ⋆ ν + ν♯ ⋆ ω))E−2π ) dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
κ ⊤©π(λu(ω♯ ⋆ ν + ν♯ ⋆ ω)(1κ ⊗ E−2π )
)
dµ(π).
(7.1)
Analogous reasoning with ω + iν in place of ω + ν gives us
(ω + iν)♯ ⋆ (ω + iν) = ω♯ ⋆ ω + ν♯ ⋆ ν + iω♯ ⋆ ν − iν♯ ⋆ ω
therefore (after subtracting terms with ω♯ ⋆ ω, ν♯ ⋆ ν and dividing by i)
dim(κ)
∫
Irr(G)
Tr(π(λu(ω♯ ⋆ ν − ν♯ ⋆ ω))E−2π ) dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
κ ⊤©π(λu(ω♯ ⋆ ν − ν♯ ⋆ ω)(1κ ⊗ E−2π )
)
dµ(π).
(7.2)
If we add both sides of equalities (7.1), (7.2) (and divide by 2) we get
dim(κ)
∫
Irr(G)
Tr(π(λu(ω)∗λu(ν))E−2π ) dµ(π)
= dim(κ)
∫
Irr(G)
Tr(π(λu(ω♯ ⋆ ν))E−2π ) dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
κ ⊤©π(λu(ω♯ ⋆ ν)(1κ ⊗ E−2π )
)
dµ(π)
=
∫
Irr(G)
Trκ⊤©π
(
κ ⊤©π(λu(ω)∗λu(ν))(1κ ⊗E−2π )
)
dµ(π).
Clearly there is also a version of this result for ϕ̂.
8 Decomposition of the tensor product
Fix any Plancherel measure µ for G. Let us start with the definition of the representation
associated with a subset Ω ⊆ Irr(G):
Definition 8.1. Let Ω ⊆ Irr(G) be a measurable subset. We will denote by σΩ the
integral representation with measure space (Ω,B(Ω), µΩ), where B(Ω) is the Borel σ-algebra
and µΩ is the restriction of µ to Ω. As a measurable field of Hilbert spaces and field of
representations we take the canonical fields on Irr(G) restricted to Ω. The symbol σΩ will
also stand for the representation of Cu0(Ĝ) given by
∫ ⊕
Ω
π dµΩ(π).
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Take any measurable subset Ω ⊆ Irr(G) and a finite dimensional nondegenerate rep-
resentation κ : Cu0(Ĝ) → B(Hκ). We can form the tensor product representation κ ⊤©σΩ.
Because Cu0(Ĝ) is a C
∗-algebra of type I, we have the following decomposition
κ ⊤©σΩ ≃
⊕
n∈N∪{ℵ0}
n ·
∫ ⊕
Irr(G)
ζ dµn(ζ)
for certain disjoint measures {µn |n ∈ N ∪ {ℵ0}} ([13, Theorem 8.6.6]). We know that
the measure class associated with σΩ is [χΩ µ], it is clear that [χΩ µ] ≪ [µ]. Next, due
to [31, Proposition 3.14] we know that the representation κ ⊤©ΛĜ is unitarily equivalent to
the direct sum of dim(κ) copies of Λ
Ĝ
, hence quasi-equivalent to Λ
Ĝ
. In particular, the
measure class associated with κ ⊤©ΛĜ is [µ]. Thanks to the properties of quasi-containment
(Proposition 14.18) we have the following:
[µκ⊤©σΩ ] = [µκ] ⊤© [χΩ µ]≪ [µκ] ⊤© [µ] = [µκ⊤©ΛĜ ] = [µΛĜ ] = [µ],
and therefore we know that the measures {µn |n ∈ N ∪ {ℵ0}} are absolutely continuous
with respect to µ. Taking equivalent measures we can assume that
µn = χEnκ ⊤©σΩ µ
for certain measurable pairwise disjoint subsets Enκ⊤©σΩ ⊆ Irr(G) (defined uniquely up to
measure 0). We get
κ ⊤©σΩ ≃
⊕
n∈N∪{ℵ0}
n ·
∫ ⊕
Enκ ⊤©σΩ
ζ dµEnκ ⊤©σΩ (ζ) =
⊕
n∈N∪{ℵ0}
n · σEnκ ⊤©σΩ ,
where µEnκ ⊤©σΩ is the measure µ restricted to E
n
κ⊤©σΩ
. To be in the situation of Proposition
5.1, define subsets
Fnκ⊤©σΩ =
⋃
k∈{n,n+1,...}∪{ℵ0}
Ekκ⊤©σΩ (n ∈ N),
then we get another decomposition
κ ⊤©σΩ ≃
∞⊕
n=1
∫ ⊕
Fnκ ⊤©σΩ
ζ dµFnκ ⊤©σΩ (ζ) =
∞⊕
n=1
σFnκ ⊤©σΩ .
We remark here that in Lemma 8.4 we will prove Eℵ0κ⊤©σΩ = ∅.
We will use the same notation of sets E,F for arbitrary representation (not just κ ⊤©σΩ)
whose measures are absolutely continuous with respect to µ.
8.1 Results concerning sets Fnκ ⊤©σΩ
In this section we derive a couple of results concerning sets Fnκ⊤©σΩ . We start with aquiring
some information about the decomposition of κ ⊤©ΛĜ:
35
Lemma 8.2. For an arbitrary nondegenerate finite dimensional representation κ : Cu0(Ĝ)→
B(Hκ) we have
∞∑
n=1
χFnκ ⊤©Λ
Ĝ
= dim(κ)
∞∑
n=1
nχIrr(G)↾n , E
ℵ0
κ⊤©Λ
Ĝ
= ∅.
Recall that Ω↾n = {π ∈ Ω | dim(π) = n} for any Ω ⊆ Irr(G).
Proof. By Theorem 3.3 we have the following equivalence
Λ
Ĝ
≃
∫ ⊕
Irr(G)
(dim π) · π dµ(π),
so
EnΛ
Ĝ
= Irr(G)↾n, F
n
Λ
Ĝ
=
∞⋃
k=n
Irr(G)↾k (n ∈ N), Eℵ0Λ
Ĝ
= ∅.
Regular representationWG corresponds to the representation Λ
Ĝ
∈ Mor(Cu0(Ĝ),K(L2(G))).
We know that κ ⊤©ΛĜ ≃ dim(κ) · ΛĜ (regular representation is right absorbing [31, Propo-
sition 3.14]). Therefore
κ ⊤©ΛĜ ≃ dim(κ) · ΛĜ ≃
∞⊕
n=1
dim(κ)n ·
∫ ⊕
Irr(G)↾n
π dµIrr(G)↾n(π)
and Enκ⊤©Λ
Ĝ
= Irr(G)↾ n
dim(κ)
if n
dim(κ)
∈ N and Enκ⊤©Λ
Ĝ
= ∅ otherwise. Consequently
∞∑
i=1
χFiκ ⊤©Λ
Ĝ
=
∞∑
n=1
nχEnκ ⊤©Λ
Ĝ
= dim(κ)
∞∑
n=1
nχIrr(G)↾n
and Eℵ0κ⊤©Λ
Ĝ
= ∅.
Recall that for a measurable subset Ω ⊆ Irr(G) we have introduced the integral repre-
sentation σΩ =
∫ ⊕
Ω
π dµΩ(π).
Lemma 8.3. For any finite dimensional nondegenerate representation κ : Cu0(Ĝ)→ B(Hκ)
we have
1 ≤
∞∑
n=1
χFnκ ⊤©σIrr(G)
≤ dim(κ)
∞∑
n=1
nχIrr(G)↾n
almost everywhere and Eℵ0κ⊤©σIrr(G) = ∅.
Proof. The first inequality follows from the quasi-equivalence
Λ
Ĝ
≃
∫ ⊕
Irr(G)
(dim π) · π dµ(π) ≈q
∫ ⊕
Irr(G)
π dµ(π) = σIrr(G)
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which gives κ ⊤©σIrr(G) ≈q κ ⊤©ΛĜ ≃ dim(κ) · ΛĜ and F1κ⊤©σIrr(G) = F1κ⊤©ΛĜ = Irr(G). Next,
σIrr(G) is (equivalent to) a subrepresentation of ΛĜ, so that κ ⊤©σIrr(G) is (equivalent to) a
subrepresentation of κ ⊤©ΛĜ. It follows that
∞∑
n=1
χFnκ ⊤©σIrr(G)
≤
∞∑
n=1
χFnκ ⊤©Λ
Ĝ
= dim(κ)
∞∑
n=1
nχIrr(G)↾n .
and Eℵ0κ⊤©σIrr(G) = ∅.
We get a corollary for an arbitrary Ω ⊆ Irr(G):
Lemma 8.4. Let κ : Cu0(Ĝ)→ B(Hκ) be a finite dimensional nondegenerate representation,
and Ω ⊆ Ω′ ⊆ Irr(G) be measurable subsets. We have
∞∑
n=1
nχEnκ ⊤©σΩ =
∞∑
n=1
χFnκ ⊤©σΩ ≤
∞∑
n=1
χFnκ ⊤© σΩ′
≤ dim(κ)
∞∑
n=1
nχIrr(G)↾n
almost everywhere and Eℵ0κ⊤©σΩ = ∅.
8.2 Functions ̟
Let us fix a nondegenerate finite dimensional representation κ : Cu0(Ĝ) → B(Hκ) and a
measurable subset Ω ⊆ Irr(G). As usual, associate with Ω the integral representation σΩ.
Having lemmas from the previous subsection we can make use of Proposition 5.1: take as
the first representation
π =
∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩ
ζ dµFiκ ⊤©σΩ
(ζ)
and define the second one to be
γ =
∫ ⊕
Ω
κ ⊤©x dµΩ(x).
Due to Lemma 8.4 we know that
∑∞
i=1 χFiκ ⊤©σΩ
< +∞. Sets Fiκ⊤©σΩ correspond to the sets
Xi from Proposition 5.1. Proposition 5.1 gives us a measurable function
̟κ,Ω,µ : F1κ⊤©σΩ → R>0
satisfying
Ψ
∫
Ω(O · O∗) =
∞∑
m=1
(
∫
Ω↾m
⊗Trm)(O · O∗)
=
∞∑
n=1
(
∫
(
⊔∞
i=1 F
i
κ ⊤©σΩ
)↾n
· dµ˜(⊔∞i=1 Fiκ ⊤©σΩ)↾n ⊗ Trn) = (Ψ
∫⊔∞
i=1
Fi
κ ⊤©σΩ )∼
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where µ˜(⊔∞i=1 Fiκ ⊤©σΩ )↾n is the measure µ(
⊔∞
i=1 F
i
κ ⊤©σΩ
)↾n
multiplied by ̟κ,Ω,µ (in the natural
sense). Note that now on Ω we consider the field of representations (κ ⊤©x)x∈Ω and O is a
unitary operator given by appropriate compositions.
In the examples section we describe the function ̟κ,Ω,µ in the case of quantum groups
which are compact, classical, dual to classical or constructed via certain bicrossed product.
We would like to find the function ̟κ,Ω,µ or at least derive some bounds for it. Our first
result in this direction tells us how the function ̟ changes once we change the Plancherel
measure:
Lemma 8.5. Let Ω ⊆ Irr(G) be a measurable subset, κ : Cu0(Ĝ) → B(Hκ) a nondegener-
ate finite dimensional representation and f : Irr(G) → R>0 a measurable function. Take
another Plancherel measure µ′ = fµ. Assume that c1 ≤ f ≤ c2 on Ω. Then
c1̟
κ,Ω,µ ≤ f̟κ,Ω,µ′ ≤ c2̟κ,Ω,µ
almost everywhere on F1κ⊤©σΩ.
Proof. For a ∈ Cu0(Ĝ)∗∗+ let
(
∫ ⊕
⊔∞
i=1 F
i
κ ⊤©σΩ
x dµ⊔∞
i=1 F
i
κ ⊤©σΩ
(x))(a) =
∫ ⊕
⊔∞
i=1 F
i
κ ⊤©σΩ
Sx dµ⊔∞
i=1 F
i
κ ⊤©σΩ
(x),
(
∫ ⊕
Ω
κ ⊤©x dµΩ(x))(a) =
∫ ⊕
Ω
Tx dµΩ(x)
for certain almost everywhere positive operators Sx, Tx. We also have
(
∫ ⊕
⊔∞
i=1 F
i
κ ⊤©σΩ
x dµ′⊔∞
i=1 F
i
κ ⊤©σΩ
(x))(a) =
∫ ⊕
⊔∞
i=1 F
i
κ ⊤©σΩ
Sx dµ
′⊔∞
i=1 F
i
κ ⊤©σΩ
(x),
(
∫ ⊕
Ω
κ ⊤©x dµ′Ω(x))(a) =
∫ ⊕
Ω
Tx dµ
′
Ω(x)
and ∫
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
(ζ)
)
Trζ(Sζ)̟
κ,Ω,µ′(ζ)f(ζ) dµ(ζ)
=
∫
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
(ζ)
)
Trζ(Sζ)̟
κ,Ω,µ′(ζ) dµ′(ζ)
=
∫
Ω
Trκ⊤©x(Tx) dµ
′
Ω(x) ≤ c2
∫
Ω
Trκ⊤©x(Tx) dµΩ(x)
= c2
∫
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
(ζ)
)
Trζ(Sζ)̟
κ,Ω,µ(ζ) dµ(ζ).
Since a is arbitrary, Sζ also is arbitrary on F
1
κ⊤©σΩ
and we get f̟κ,Ω,µ
′ ≤ c2̟κ,Ω,µ. The
second inequality can be derived in a similar fashion.
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The next proposition gives us an upper bound on ̟κ,Ω,µ and is crucial for further
reasoning.
Proposition 8.6. Let κ : Cu0(Ĝ) → B(Hκ) be such a nondegenerate representation that
κ 4 Λ
Ĝ
and dim(κ) < +∞. Let Ω ⊆ Irr(G) be a measurable subset. The inequality
( ∞∑
i=1
χFiκ ⊤© σΩ
)
(π)̟κ,Ω,µ(π) ≤ (sup
π′∈Ω
‖E2π′‖) dim(κ)‖E2π‖−1
holds for almost every π ∈ Irr(G).
Proof. It is enough to consider the case supπ∈Ω ‖E2π‖ < +∞. Define
Kπ : HS(Hπ) ∋ S 7→ SEπ ∈ HS(Hπ) (π ∈ Irr(G)),
it is a bounded positive operator. Moreover, consider the operator∫ ⊕
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)
1
2̟κ,Ω,µ(π)
1
2Kπ dµ(π)
with domain consisting of those
∫ ⊕
Irr(G)
Tπ dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π) for which∫
Irr(G)
∥∥( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)
1
2̟κ,Ω,µ(π)
1
2Kπ(Tπ)
∥∥2
HS(Hpi)
dµ(π) < +∞.
It is an unbounded positive self-adjoint operator (for the theory of direct integrals of
unbounded operators we refer to [24]). For λ(ω) ∈ λ(L1♯ (G)) ∩Nψ̂ we have∫
Irr(G)
∥∥( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)
1
2̟κ,Ω,µ(π)
1
2Kπ
(
π(λu(ω))E−1π
)∥∥2
HS(Hpi)
dµ(π)
=
∫
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π) Trπ
(
π(λu(ω)∗λu(ω))
)
̟κ,Ω,µ(π) dµ(π)
⋆
=
∫
Ω
Trκ⊤©π
(
κ ⊤©π(λu(ω)∗λu(ω))
)
dµ(π)
=
∫
Ω
Trκ⊤©π
(
κ ⊤©π(λu(ω)∗λu(ω))(1κ ⊗ E−2π )(1κ ⊗ E2π)
)
dµ(π)
≤ (sup
π∈Ω
‖E2π‖)
∫
Irr(G)
Trκ⊤©π
(
κ ⊤©π(λu(ω)∗λu(ω))(1κ ⊗ E−2π )
)
dµ(π)
⋆⋆
= (sup
π∈Ω
‖E2π‖) dim(κ)
∫
Irr(G)
Trπ(π(λ
u(ω)∗λu(ω))E−2π ) dµ(π)
=
〈∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
∣∣(sup
π∈Ω
‖E2π‖) dim(κ)
∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
〉
< +∞,
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hence vector
∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π) belongs to the domain and we have an inequality∥∥ ∫ ⊕
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)
1
2̟κ,Ω,µ(π)
1
2Kπ dµ(π)
∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
∥∥2
≤ (sup
π∈Ω
‖E2π‖) dim(κ)
∥∥∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
∥∥2.
In equation
⋆
= we have used the definition of the function ̟κ,Ω,µ and in
⋆⋆
= we have used
Lemma 7.3.
From Lemma 14.5 and unitarity of QR it follows that the subspace{∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
∣∣λ(ω) ∈ λ(L1♯ (G)) ∩Nψ̂}.
is dense in
∫ ⊕
Irr(G)
HS(Hπ) dµ(π), therefore we can use Lemma 14.12: the operator∫ ⊕
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)
1
2̟κ,Ω,µ(π)
1
2Kπ dµ(π)
is bounded. The same reasoning gives〈∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
∣∣ ∫ ⊕
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)̟κ,Ω,µ(π)K2π dµ(π)
∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
〉
≤ 〈∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
∣∣(sup
π∈Ω
‖E2π‖) dim(κ)
∫ ⊕
Irr(G)
π(λu(ω))E−1π dµ(π)
〉
.
Consequently, the operator∫ ⊕
Irr(G)
(
(sup
π∈Ω
‖E2π‖) dim(κ)1π −
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)̟κ,Ω,µ(π)K2π
)
dµ(π)
is bounded and positive. In particular( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)̟κ,Ω,µ(π)K2π ≤ (sup
π′∈Ω
‖E2π′‖) dim(κ)1π
for almost all π ∈ Irr(G) (as an inequality of operators on the Hilbert space HS(Hπ)). Let
ξπ ∈ Hπ be a eigenvector of Eπ with highest eigenvalue, and Pπ the projection onto Cξπ.
The previous inequality gives us( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)̟κ,Ω,µ(π)‖E2π‖ =
〈
Pπ
∣∣( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)̟κ,Ω,µ(π)K2π(Pπ)
〉
≤ 〈Pπ∣∣(sup
π′∈Ω
‖E2π′‖) dim(κ)1π(Pπ)
〉
= (sup
π′∈Ω
‖E2π′‖) dim(κ).
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The next lemma allows us to compute ̟κ,Ω,µ if the set Ω can be written as a disjoint
sum of two sets. We will also use it in Section 10 in order to define the operator Lκ.
Lemma 8.7. Let κ : Cu0(Ĝ)→ B(Hκ) be such a representation that κ 4 ΛĜ and dim(κ) <
+∞. Let Ω1,Ω2 be two disjoint measurable subsets of Irr(G) and Ω = Ω1 ∪ Ω2. Then the
equality
̟κ,Ω1,µ(π)
∞∑
i=1
χFiκ ⊤© σΩ1
(π) +̟κ,Ω2,µ(π)
∞∑
i=1
χFiκ ⊤© σΩ2
(π) = ̟κ,Ω,µ(π)
∞∑
i=1
χFiκ ⊤© σΩ
(π)
holds for almost all π ∈ Irr(G).
Proof. We have unitary intertwiners:
Ok :
∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩk
Hζ dµFiκ ⊤©σΩk
(ζ)→
∫ ⊕
Ωk
Hκ⊤©x dµΩk(x) (k ∈ {1, 2})
and
O :
∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩ
Hζ dµFiκ ⊤©σΩ
(ζ)→
∫ ⊕
Ω
Hκ⊤©x dµΩ(x).
Define
πk =
∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩk
ζ dµFiκ ⊤©σΩk
(ζ) (k ∈ {1, 2}), π =
∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩ
ζ dµFiκ ⊤©σΩ
(ζ)
and let Pk be the canonical projection
Pk :
∫ ⊕
Ω
Hκ⊤©x dµΩ(x)→
∫ ⊕
Ωk
Hκ⊤©x dµΩk(x) (k ∈ {1, 2})
corresponding to the inclusion Ωk ⊆ Ω. For a ∈ Cu0(Ĝ) we have
P ∗1
(∫ ⊕
Ω1
κ ⊤©x dµΩ1(x)
)
(a)P1 + P
∗
2
(∫ ⊕
Ω2
κ ⊤©x dµΩ2(x)
)
(a)P2 =
(∫ ⊕
Ω
κ ⊤©x dµΩ(x)
)
(a)
and moreover
P ∗1O1
( ∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩ1
π dµFiκ ⊤©σΩ1
(π)
)
(a)O∗1P1 + P ∗2O2
( ∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩ2
π dµFiκ ⊤©σΩ2
(π)
)
(a)O∗2P2
= O( ∞⊕
i=1
∫ ⊕
Fiκ ⊤©σΩ
π dµFiκ ⊤©σΩ
(π)
)
(a)O∗.
From the σ-wot continuity in a we get this equality for an arbitrary a ∈ Cu0(Ĝ)∗∗
(and extended representations). For an arbitrary bounded 0 ≤ T = ∫ ⊕
Irr(G)
Tπ dµ(π)
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let a ∈ Cu0(Ĝ)∗∗+ be such an element that (
∫ ⊕
Irr(G)
π dµ(π))−(a) = T (recall that bar de-
notes the extension of the representation to the bidual). Such an element a exists since
(
∫ ⊕
Irr(G)
π dµ(π))(Cu0(Ĝ))
′′ = Dec(
∫ ⊕
Irr(G)
Hπ dµ(π)) [13, Proposition 8.6.4, A 80]. We have∫
Irr(G)
(
Trπ(Tπ)̟
κ,Ω1,µ(π)
∞∑
i=1
χFiκ ⊤©σΩ1
(π) + Trπ(Tπ)̟
κ,Ω2,µ(π)
∞∑
i=1
χFiκ ⊤©σΩ2
(π)
)
dµ(π)
=
∫
Ω1
Trκ⊤©x(O1π1(a)O∗1|κ⊤©x) dµΩ1(x) +
∫
Ω2
Trκ⊤©x(O2π2(a)O∗2|κ⊤©x) dµΩ2(x)
=
∫
Ω
Trκ⊤©x(Oπ(a)O∗|κ⊤©x) dµΩ(x)
=
∫
Irr(G)
Trπ(Tπ)̟
κ,Ω,µ(π)
∞∑
i=1
χFiκ ⊤©σΩ
(π) dµ(π).
Since T was arbitrary, we get the claim.
9 Square integrable integral characters
Recall that we assume that Ĝ is second countable and G is a type I locally compact
quantum group with finite dimensional irreducible representations. Fix any Plancherel
measure for G.
In this section we will exhibit relations between: on the one hand, conditions similar to
χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) ∈ Nψ, and on the other hand,
∫
Ω
Tr(E2•) dµ < +∞.
We will frequently use the following orthogonality relations ([7, Lemma 2.1.2, Lemma 2.1.4,
Theorem 2.1.5]):
Proposition 9.1. Let ξ, ξ′, η, η′ ∈ ∫ ⊕
Irr(G)
Hπ dµ(π) be square integrable vector fields and let
E =
∫ ⊕
Irr(G)
Eπ dµ(π), D =
∫ ⊕
Irr(G)
Dπ dµ(π).
1) Assume that η, η′ ∈ Dom(E) and fields (ξπ ⊗ Eπηπ)π∈Irr(G), (ξ′π ⊗ Eπη′π)π∈Irr(G) are
square integrable. Then, there exist σ-wot-convergent integrals∫
Irr(G)
(id⊗ ωξpi,ηpi)Uπ dµ(π),
∫
Irr(G)
(id⊗ ωξ′pi,η′pi)Uπ dµ(π) ∈ Nψ ⊆ L∞(G).
Moreover, we have the following orthogonality relation:
ψ
((∫
Irr(G)
(id⊗ ωξpi,ηpi)Uπ dµ(π)
)∗(∫
Irr(G)
(id⊗ ωξ′pi,η′pi)Uπ dµ(π)
))
=
∫
Irr(G)
〈ξ′π ξπ〉 〈Eπηπ Eπη′π〉 dµ(π).
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2) If η, η′ ∈ Dom(D) and fields (ξπ ⊗Dπηπ)π∈Irr(G), (ξ′π ⊗Dπη′π)π∈Irr(G) are square inte-
grable, then there exist σ-wot-convergent integrals∫
Irr(G)
(id⊗ ωξpi,ηpi)(Uπ∗) dµ(π),
∫
Irr(G)
(id⊗ ωξ′pi,η′pi)(Uπ∗) dµ(π) ∈ Nϕ ⊆ L∞(G).
We have also
ϕ
((∫
Irr(G)
(id⊗ ωξpi,ηpi)(Uπ∗) dµ(π)
)∗(∫
Irr(G)
(id⊗ ωξ′pi,η′pi)(Uπ∗) dµ(π)
))
=
∫
Irr(G)
〈ξ′π ξπ〉 〈Dπηπ Dπη′π〉 dµ(π).
9.1 Approach via sesquilinear form
In the next subsection it will turn out that for a subset Ω ⊆ Irr(G), the condition∫
Ω
Tr(E2•) dµ < +∞ is directly related to χ
∫
(
∫ ⊕
Ω
π dµ(π)) ∈ Nψ. Our aim now is to
derive the following equality:∫
Ω
Tr(E2π) dµ(π) =
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξkpi)Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξkpi)Uπ dµ(π))),
which gives necessary and sufficient requirements for this condition to hold (precise formu-
lation of this result can be found as Proposition 9.3). First, we will derive however a more
general statement, working with unbounded sesquilinear forms. This approach owes much
to the proof of [7, Theorem 2.1.6].
Fix a vector ξ =
⊕∞
k=1 ξ
k ∈⊕∞k=1 ∫ ⊕Irr(G) Hπ dµ(π) such that for each k ∈ N the vector field
(ξkπ)π∈Irr(G) is bounded and the function ‖ξk•‖ is bounded from below on its support. For
η ∈⊕k∈N ∫ ⊕Irr(G) Hπ dµ(π) and k ∈ N the integral ∫Irr(G)(id⊗ωξkpi,ηkpi)Uπ dµ(π) is well defined:
measurability is not a problem, moreover∫
Irr(G)
‖(id⊗ ωξkpi,ηkpiUπ‖ dµ(π) ≤
∫
Irr(G)
‖ξkπ‖‖ηkπ‖ dµ(π)
≤ (∫
Irr(G)
‖ξkπ‖2 dµ(π)
) 1
2
(∫
Irr(G)
‖ηkπ‖2 dµ(π)
) 1
2 < +∞.
It follows that we can consider a subspace
Dom(q) =
{
η =
∞⊕
k=1
∫ ⊕
Irr(G)
ηkπ dµ(π) ∈
∞⊕
k=1
∫ ⊕
Irr(G)
Hπ dµ(π)
∣∣
∣∣ ∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))) < +∞
}
.
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and define an (unbounded) sesquilinear form q with the domain Dom(q), acting as follows:
q(η, η′) =
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ωξkpi ,ηkpi)Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ωξkpi,η′kpi)Uπ dµ(π))) (η, η′ ∈ Dom(q)).
It is clear that for η, η′ ∈ Dom(q) the series in the definition of q(η, η′) is convergent. Note
that q depends on the choice of vector ξ.
Theorem 9.2. Let
⊕
k∈N ξ
k be a vector as above and let q be an unbounded sesquilinear
form associated with it. It is densely defined, closed and positive. Moreover Dom(q) =
Dom(
⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π)) and
q(η, η′) =
〈(⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π)
)
η
∣∣(⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π)
)
η′
〉
for η, η′ ∈ Dom(q).
Proof. First, let us show that q is closed: let (η(n))n∈N be a sequence in Dom(q) such that
η(n) −−−→
n→∞
η ∈⊕k∈N ∫ ⊕Irr(G) Hπ dµ(π) and q(η(n)− η(m)) −−−−→n,m→∞ 0. We want to show that
η ∈ Dom(q) and q(η(n)− η) −−−→
n→∞
0. We have
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ωξkpi,ηkpi(n)−ηkpi(m))Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ωξkpi ,ηkpi(n)−ηkpi(m))Uπ dµ(π))) −−−−→n,m→∞ 0,
therefore the sequence
( ∞⊕
k=1
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n))Uπ dµ(π))
)
n∈N
is Cauchy. Let us see what happens on individual k’s. For each k ∈ N the following holds∥∥∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n))Uπ dµ(π)−
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π)
∥∥
=
∥∥∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n)−ηkpi )Uπ dµ(π)
∥∥ ≤ ∫
Irr(G)
‖ξkπ‖‖ηkπ(n)− ηkπ‖ dµ(π)
≤ ‖ξk‖‖ηk(n)− ηk‖ −−−→
n→∞
0,
therefore due to closedness of Λψ we arrive at∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π) ∈ Dom(Λψ)
and
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n))Uπ dµ(π)) −−−→n→∞ Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
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for each k ∈ N. It follows that
∞⊕
k=1
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n))Uπ dµ(π)) −−−→n→∞
∞⊕
k=1
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
has to hold. We get
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π)))
=
∞∑
k=1
∥∥Λψ(∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
∥∥2 = ∥∥ ∞⊕
k=1
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
∥∥2 < +∞,
hence η ∈ Dom(q). Moreover
q(η(n)− η)
=
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n)−ηkpi )Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n)−ηkpi )Uπ dµ(π)))
=
∞∑
k=1
∥∥Λψ(∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n))Uπ dµ(π))− Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
∥∥2
=
∥∥ ∞⊕
k=1
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi(n))Uπ dµ(π))−
∞⊕
k=1
Λψ(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
∥∥2
−−−→
n→∞
0,
which proves that q is closed. It follows directly from the definition that q is positive
(q(η, η) ≥ 0) and symmetric (q(η, η′) = q(η′, η) (η, η′ ∈ Dom(q))). The form q is densely
defined, which means that Dom(q) is a dense subspace. Indeed, if (ζπ)π∈Irr(G) is a square
integrable vector field such that
∫
Irr(G)
‖Eπζπ‖2 dµ(π) < +∞ then from the ortogonality
relations (Proposition 9.1) we get
ψ((
∫
Irr(G)
(id⊗ ωξkpi,ζpi)Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξkpi,ζpi)Uπ dµ(π)))
=
∫
Irr(G)
‖ξkπ‖2‖Eπζπ‖2 dµ(π) < +∞
for each k ∈ N. Consequently, for such a vector field and any k0 ∈ N the vector⊕
k∈N
δk,k0
∫ ⊕
Irr(G)
ζπ dµ(π)
belongs to the domain of q. It is clear that such vectors span a dense subspace, therefore
q is densely defined. We can use [19, Theorem 2.23] - there exists an (unbounded) positive
self-adjoint operator A on
⊕
k∈N
∫ ⊕
Irr(G)
Hπ dµ(π) such that
Dom(A) = Dom(q), q(η, η′) = 〈Aη |Aη′〉 (η, η′ ∈ Dom(q)).
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Consider now the positive self-adjoint unbounded operator
⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π). For
η in its domain, for each k the vector fields
(ξkπ)π∈Irr(G), (η
k
π)π∈Irr(G) , (ξ
k
π ⊗ Eπηkπ)π∈Irr(G), (Eπηkπ suppξk(π))π∈Irr(G)
are square integrable. Indeed, it is clear for the first two ones, and moreover∫
Irr(G)
‖ξkπ ⊗ Eπηkπ‖2 dµ(π) =
∫
Irr(G)
‖‖ξkπ‖Eπηkπ‖2 dµ(π) < +∞
because ηk ∈ Dom(∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π)) and∫
Irr(G)
χsupp ξk(π)‖Eπηkπ‖2 dµ(π) ≤
(
sup
π∈supp ‖ξk•‖
‖ξkπ‖−2
) ∫
Irr(G)
‖ξkπ‖2‖Eπηkπ‖2 dµ(π) < +∞.
Here we use that fact that ‖ξk•‖ is bounded from below on its support. We can therefore
make use of the orthogonality relations:
∥∥(⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π)
)
η
∥∥2
=
∞∑
k=1
∫
Irr(G)
‖ξkπ‖2‖Eπηkπ‖2 dµ(π)
=
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π)))
= q(η, η) = 〈Aη |Aη〉 = ‖Aη‖2,
in particular Dom(
⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π)) ⊆ Dom(q) = Dom(A). Lemma 14.11 gives
us the equality ⊕
k∈N
∫ ⊕
Irr(G)
‖ξkπ‖Eπ dµ(π) = A.
We can treat the above result as a generalization of the orthogonality relations.
Now we will make use of this result in a specific situation. Take Ω ⊆ Irr(G), a measur-
able subset such that
∫
Ω
dimdµ < +∞ (we treat dim as a function Irr(G) ∋ π 7→ dim(π) ∈
N). Let {ξk}∞k=1 be a measurable field of orthonormal bases. Define vector fields {ξΩ,k}∞k=1
via ξΩ,kπ = χΩ(π)ξ
k
π. We have
∞∑
k=1
‖ξΩ,k‖2 =
∞∑
k=1
∫
Irr(G)
‖ξΩ,kπ ‖2 dµ(π) =
∞∑
k=1
µ({π ∈ Irr(G) | dim(π) ≥ k}) =
∫
Ω
dimdµ < +∞,
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therefore ξΩ =
⊕
k∈N ξ
Ω,k ∈⊕k∈N ∫ ⊕Irr(G) Hπ dµ(π). Of course ‖ξΩ,kπ ‖ = 1 on the support of
ξΩ,k, hence we can use Theorem 9.2: for η =
⊕∞
k=1 η
k ∈⊕k∈N ∫ ⊕Irr(G) Hπ dµ(π) we have
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξΩ,kpi ,ηkpi)U
π dµ(π))∗(
∫
Irr(G)
(id⊗ ωξΩ,kpi ,ηkpi)U
π dµ(π))) < +∞
if and only if
∞∑
k=1
∫
Irr(G)
‖ξΩ,kπ ‖2‖Eπηkπ‖2 dµ(π) =
∫
Ω
dim(π)∑
k=1
‖Eπηkπ‖2 dµ(π) < +∞
(we have used the monotone convergence theorem). Moreover, these numbers are both
equal to q(η, η). In particular we can take η = ξΩ. Then
∫
Ω
Tr(E2π) dµ(π) < +∞ if and
only if
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξΩ,kpi )Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξΩ,kpi )Uπ dµ(π))) < +∞
and we have arrived at the following proposition:
Proposition 9.3. Let Ω be a measurable subset of Irr(G) such that
∫
Ω
dimdµ < +∞. Let
{(ξkπ)π∈Irr(G)}∞k=1 be a measurable field of orthonormal bases. Define vector fields {ξΩ,k}∞k=1
via ξΩ,kπ = χΩ(π)ξ
k
π. We have∫
Ω
Tr(E2π) dµ(π) =
∞∑
k=1
ψ((
∫
Irr(G)
(id⊗ ωξΩ,kpi )Uπ dµ(π))∗(
∫
Irr(G)
(id⊗ ωξΩ,kpi )Uπ dµ(π))),
the above numbers can be equal to +∞.
9.2 Equivalence of χ
∫
(
∫ ⊕
Ω π dµ(π)) ∈ Nψ and
∫
ΩTr(E
2
•) dµ < +∞
Recall thatQR is the unitary operator given by Theorem 3.4. The first result which we wish
to prove in this subsection says that Λψ(χ
∫
(
∫ ⊕
Ω
π dµ(π))) gets mapped to
∫ ⊕
Irr(G)
χΩ(π)Eπ dµ(π)
by QR. Similarly to the previous subsection we will first derive more general result. Let⊕∞
k=1
∫ ⊕
Irr(G)
ξkπ dµ(π),
⊕∞
k=1
∫ ⊕
Irr(G)
ηkπ dµ(π) be vectors in
⊕∞
k=1
∫ ⊕
Irr(G)
Hπ dµ(π). In particu-
lar this means that
∞∑
k=1
∫
Irr(G)
‖ξkπ‖2 dµ(π) =
∫
⊔∞
k=1 Irr(G)
‖ξkπ‖2 dµ⊔(k, π) < +∞,
in other words, the function
∞⊔
k=1
Irr(G) ∋ (k, π) 7→ ‖ξkπ‖ ∈ C
47
is square integrable (with respect to the natural measure µ⊔ on the disjoint union). The
same holds for η. We can calculate the scalar product:
〈‖ξ••‖ | ‖η••‖〉 =
∫
⊔∞
k=1 Irr(G)
‖ξkπ‖‖ηkπ‖ dµ⊔(k, π) =
∞∑
k=1
∫
Irr(G)
‖ξkπ‖‖ηkπ‖ dµ(π) < +∞
It follows that the operator
∑∞
k=1
∫
Irr(G)
(id ⊗ ωξkpi,ηkpi)Uπ dµ(π) is well defined and belongs
to L∞(G): for each k ∈ N we have∫
Irr(G)
‖(id⊗ ωξkpi,ηkpi)Uπ‖ dµ(π) ≤
∫
Irr(G)
‖ξkπ‖‖ηkπ‖ dµ(π) < +∞,
and ∞∑
k=1
∥∥∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π)
∥∥ ≤ ∞∑
k=1
∫
Irr(G)
‖ξkπ‖‖ηkπ‖ dµ(π) < +∞.
Moreover, thanks to the monotone convergence theorem we have
∞∑
k=1
∫
Irr(G)
‖ξkπ‖‖ηkπ‖ dµ(π) =
∫
Irr(G)
∞∑
i=1
‖ξkπ‖‖ηkπ‖ dµ(π) < +∞,
consequently
∑∞
i=1 ‖ξkπ‖‖ηkπ‖ < +∞ for almost all π and the operator
∞∑
k=1
|ηkπ〉〈ξkπ| ∈ B(Hπ)
is well defined for almost all π ∈ Irr(G).
Proposition 9.4. Let
⊕∞
k=1
∫ ⊕
Irr(G)
ξkπ dµ(π),
⊕∞
k=1
∫ ⊕
Irr(G)
ηkπ dµ(π) be vectors in⊕∞
k=1
∫ ⊕
Irr(G)
Hπ dµ(π). Assume that
∑∞
k=1
∫
Irr(G)
(id ⊗ ωξkpi,ηkpi)Uπ dµ(π) ∈ Nψ. Then, the
vector field (
∑∞
k=1 |ξkπ〉〈ηkπ|Eπ)π∈Irr(G) is measurable, square integrable and we have equality
in
∫ ⊕
Irr(G)
HS(Hπ) dµ(π):
QR Λψ(
∞∑
k=1
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π)) =
∫ ⊕
Irr(G)
∞∑
k=1
|ηkπ〉〈ξkπ|Eπ dµ(π).
Proof. We have
QR Λψ(
∞∑
k=1
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π)) =
∫ ⊕
Irr(G)
Tπ dµ(π)
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for certain operators Tπ ∈ HS(Hπ). We want to show that Tπ =
∑∞
k=1 |ηkπ〉〈ξkπ|Eπ for almost
all π. For ω ∈ (IR ∩ L1♯ (G))♯ we have〈∫ ⊕
Irr(G)
Tπ dµ(π)
∣∣ ∫ ⊕
Irr(G)
(ω ⊗ id)UπE−1π dµ(π)
〉
=
〈QRΛψ( ∞∑
k=1
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))
∣∣QRξR(ω♯)〉
= ω♯((
∞∑
k=1
∫
Irr(G)
(id⊗ ωξkpi,ηkpi)Uπ dµ(π))∗)
=
∞∑
k=1
∫
Irr(G)
(ω♯ ⊗ ωξkpi,ηkpi)Uπ dµ(π)
=
∞∑
k=1
∫
Irr(G)
(ω ⊗ ωηkpi,ξkpi)Uπ dµ(π)
(9.1)
(we have used Lemma 14.1 to get ξR(ω♯) = JˆJΛψ̂(λ(ω))). We know that
∫ ⊕
Irr(G)
π dµ(π)(Cu0(Ĝ))
′′
is the von Neumann algebra of decomposable operators on
∫ ⊕
Irr(G)
Hπ dµ(π), i.e. operators
of the form
∫ ⊕
Irr(G)
Tπ dµ(π). In particular, arbitrary decomposable operator can be approx-
imated in σ-sot by operators of the form
∫ ⊕
Irr(G)
π(a) dµ(π) with a ∈ Cu0(Ĝ). Thanks to
the Kaplansky theorem we can approximate with bounded nets. Next, the set of function-
als ω as above is norm dense in L1(G) (Lemma 14.5), therefore we can approximate any
decomposable operator by operators of the form
∫ ⊕
Irr(G)
π(λu(ω)) dµ(π). Since the Hilbert
space
∫ ⊕
Irr(G)
Hπ dµ(π) is separable, the σ-strong operator topology is metrizable on bounded
subsets ([10, Proposition I.6.3]). Therefore we can approximate using bounded sequences.
Choose arbitrary measurable subset V ⊆ Irr(G) of finite measure and a measurable family
of operators (Kπ)π∈V on (Hπ)π∈Irr(G) such that
sup
π′∈V
(dim(π′)‖Tπ′‖‖E−1π′ ‖) < +∞, sup
π∈V
‖Kπ‖ < +∞.
Reasoning in the previous paragraph implies that we can find a sequence (ωn)n∈N in
(IR ∩ L1♯ (G))♯ such that
sup
n∈N
∥∥∫ ⊕
Irr(G)
(ωn ⊗ id)Uπ dµ(π)
∥∥ = sup
n∈N
sup
π∈Irr(G)
‖(ωn ⊗ id)Uπ‖ < +∞
and ∫ ⊕
Irr(G)
(ωn ⊗ id)Uπ dµ(π) σ-sot−−−→
n→∞
∫ ⊕
Irr(G)
χV (π)Kπ dµ(π).
Next, we can find a subsequence (np)p∈N such that
(ωnp ⊗ id)Uπ σ-sot−−−→
p→∞
χV (π)Kπ (9.2)
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for almost all π ∈ Irr(G) ([14, Proposition 4, page 183]). Since ∑∞k=1 ‖ ∫ ⊕Irr(G) ξkπ dµ(π)‖2 <
+∞ and similarly for η, the functional ∑∞k=1〈∫ ⊕Irr(G) ηkπ dµ(π) | · ∫ ⊕Irr(G) ξkπ dµ(π)〉 is well
defined and normal. Consequently, due to equation (9.1) we have
∞∑
k=1
∫
V
〈ηkπ |Kπξkπ〉 dµ(π)
=
∞∑
k=1
〈∫ ⊕
Irr(G)
ηkπ dµ(π)
∣∣ ∫ ⊕
Irr(G)
χV (π)Kπ dµ(π)
∫ ⊕
Irr(G)
ξkπ dµ(π)
〉
= lim
p→∞
∞∑
k=1
〈∫ ⊕
Irr(G)
ηkπ dµ(π)
∣∣ ∫ ⊕
Irr(G)
(ωnp ⊗ id)Uπ dµ(π)
∫ ⊕
Irr(G)
ξkπ dµ(π)
〉
= lim
p→∞
∞∑
k=1
∫
Irr(G)
(ωnp ⊗ ωηkpi ,ξkpi)Uπ dµ(π)
= lim
p→∞
〈∫ ⊕
Irr(G)
Tπ dµ(π)
∣∣ ∫ ⊕
Irr(G)
(ωnp ⊗ id)UπE−1π dµ(π)
〉
= lim
p→∞
∫
Irr(G)
Tr(T ∗π (ωnp ⊗ id)UπE−1π ) dµ(π).
Since ∞∑
k=1
∫
V
〈ηkπ |Kπξkπ〉 dµ(π) =
∫
V
∞∑
k=1
〈ηkπ |Kπξkπ〉 dµ(π)
and
∞∑
k=1
〈ηkπ |Kπξkπ〉 =
∞∑
k=1
dim(π)∑
j=1
〈ηkπ |Kπζjπ〉〈ζjπ | ξkπ〉 =
dim(π)∑
j=1
〈
ζjπ
∣∣ ∞∑
k=1
|ξkπ〉〈ηkπ|Kπ ζjπ
〉
= Tr
( ∞∑
k=1
|ξkπ〉〈ηkπ|Kπ
)
,
(for any orthonormal basis {ζjπ}dim(π)j=1 in Hπ) we get∫
V
Tr((
∞∑
k=1
|ξkπ〉〈ηkπ|)Kπ) = lim
p→∞
∫
V
Tr(T ∗π (ωnp ⊗ id)UπE−1π ) dµ(π).
Observe that (9.2) implies that for almost all π ∈ V we have
lim
p→∞
Tr(T ∗π (ωnp ⊗ id)UπE−1π ) = Tr(T ∗πKπE−1π ).
Moreover
|Tr(T ∗π (id⊗ ωnp)UπE−1π )| ≤ sup
π′∈V
(dim(π′)‖Tπ′‖‖E−1π′ ‖) sup
n∈N
sup
π′∈Irr(G)
‖(id⊗ ωn)Uπ′‖ < +∞
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for all p ∈ N and almost all π ∈ V . Since µ(V ) < +∞, the above function is integrable
and we can make use of the dominated convergence theorem:∫
V
Tr((
∞∑
k=1
|ξkπ〉〈ηkπ|)Kπ) =
∫
V
lim
p→∞
Tr(T ∗π (ωnp⊗id)UπE−1π ) dµ(π) =
∫
V
Tr(T ∗πKπE
−1
π ) dµ(π).
Subset V and operators (Kπ)π∈Irr(G) are arbitrary (within the made assumptions), hence
∞∑
k=1
|ξkπ〉〈ηkπ| = E−1π T ∗π
and
Tπ =
∞∑
k=1
|ηkπ〉〈ξkπ|Eπ
for almost all π ∈ Irr(G).
As a consequence we get a result for integral characters:
Proposition 9.5. Let Ω ⊆ Irr(G) be such a subset that ∫
Ω
dimdµ < +∞, assume moreover
that the integral character χ
∫
(
∫ ⊕
Ω
π dµ(π)) is in Nψ. Then
QRΛψ(χ
∫
(
∫ ⊕
Ω
π dµ(π))) =
∫ ⊕
Irr(G)
χΩ(π)Eπ dµ(π)
and consequently
‖Λψ(χ
∫
(
∫ ⊕
Ω
π dµ(π)))‖2 =
∫
Ω
Tr(E2π) dµ(π).
Proof. Let {(ζkπ)π∈Irr(G)}∞k=1 be any field of orthonormal bases, define ξkπ = ηkπ = χΩ(π)ζkπ .
We are in the situation from the previous proposition: for any k ∈ N we have∫
Irr(G)
‖ξkπ‖2 dµ(π) = µ({π ∈ Ω | dim(π) ≤ k}) < +∞,
and
∞∑
k=1
∥∥∫ ⊕
Irr(G)
ξkπ dµ(π)
∥∥2 = ∞∑
k=1
µ({π ∈ Ω | dim(π) ≤ k}) =
∫
Ω
dimdµ < +∞,
which gives us
⊕∞
k=1
∫ ⊕
Irr(G)
ξkπ dµ(π) ∈
⊕∞
k=1
∫ ⊕
Irr(G)
Hπ dµ(π). The operator from Proposi-
tion 9.4 is
∞∑
k=1
∫
Irr(G)
(id⊗ ωξkpi)Uπ dµ(π) =
∫
Ω
(id⊗ Tr)Uπ dµ(π) = χ
∫
(
∫ ⊕
Ω
π dµ(π))
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which we assume to be in Nψ. It follows that Proposition 9.4 gives us
QRΛψ(χ
∫
(
∫ ⊕
Ω
π dµ(π))) = QR Λψ(
∞∑
i=1
∫
Irr(G)
(id⊗ ωξkpi)Uπ dµ(π))
=
∫ ⊕
Irr(G)
∞∑
k=1
|ξkπ〉〈ξkπ|Eπ dµ(π) =
∫ ⊕
Irr(G)
χΩ(π)Eπ dµ(π).
In particular
‖Λψ(χ
∫
(
∫ ⊕
Ω
π dµ(π)))‖2 =
∫
Ω
Tr(E2π) dµ(π).
In the previous proposition we have assumed χ
∫
(
∫ ⊕
Ω
π dµ(π)) ∈ Nψ and ended up with
the conclusion that
∫
Ω
Tr(E2•) < +∞. The next proposition tells us in particular that the
reverse implication also holds.
Proposition 9.6. Let Ω ⊆ Irr(G) be a measurable subset such that ∫
Ω
dimdµ < +∞. Let
{{ξnπ}π∈Irr(G)}∞n=1 be a measurable field of orthonormal bases and let {Vp}p∈N be an increasing
family of subsets of Irr(G) such that
⋃
p∈N Vp = Irr(G) and limp→∞ pµ(Ω \ Vp) = 0. Then
χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) =
∞∑
n=1
χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π)) = limp→∞
p∑
n=1
∫
Ω
χVp(π)(id⊗ ωξnpi )Uπ dµΩ(π).
Moreover, if
∫
Ω
Tr(E2•) dµ < +∞ then also
χ
∫
(
∫ ⊕
Ω
π dµΩ(π)), χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π)),
∫
Ω
χVp(π)(id⊗ωξnpi )Uπ dµΩ(π) ∈ Nψ (n, p ∈ N)
and
Λψ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))) =
∞∑
n=1
Λψ(χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π)))
= lim
p→∞
p∑
n=1
Λψ(
∫
Ω
χVp(π)(id⊗ ωξnpi )Uπ dµΩ(π)).
The above sums and limits are norm-convergent.
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Proof. For any N ∈ N we have
N∑
n=1
χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π))
=
N∑
n,m=1
∫
Ω↾n
(id⊗ ωξmpi )Uπ dµΩ↾n(π)
=
N∑
m=1
(
∫
Ω
(id⊗ ωξmpi )Uπ dµΩ(π)−
∞∑
n=N+1
∫
Ω↾n
(id⊗ ωξmpi )Uπ dµΩ↾n(π))
=
N∑
m=1
(
∫
Ω
χVN (π)(id⊗ ωξmpi )Uπ dµΩ(π)−
∞∑
n=N+1
∫
Ω
(id⊗ ωξmpi )Uπ dµΩ(π)
+
∫
Ω
χIrr(G)\VN (π)(id⊗ ωξmpi )Uπ dµΩ(π)).
The two last terms disappear in the limit N →∞:
∥∥ N∑
m=1
∞∑
n=N+1
∫
Ω↾n
(id⊗ ωξmpi )Uπ dµΩ↾n(π)
∥∥ ≤ ∞∑
n=N+1
Nµ(Ω↾n) ≤
∞∑
n=N+1
nµ(Ω↾n) −−−→
N→∞
0,
∥∥ N∑
m=1
∫
Ω
χIrr(G)\VN (π)(id⊗ ωξmpi )Uπ dµΩ(π)
∥∥ ≤ Nµ(Ω \ VN) −−−→
N→∞
0.
Consequently, we get the convergence in norm:
χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) = lim
N→∞
N∑
n=1
χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π)) = limN→∞
N∑
n=1
∫
Ω
χVN (π)(id⊗ωξnpi )Uπ dµΩ(π),
(the first equality follows from the definition of the integral character). Due to Proposition
9.1 we know that the integrals∫
Ω
χVN (π)(id⊗ ωξnpi )Uπ dµΩ(π), χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π))
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belong to Nψ (here we use
∫
Ω
Tr(E2•) dµ < +∞). For N > N ′ ∈ N we have
∥∥ N∑
n=1
Λψ(
∫
Ω
χVN (π)(id⊗ ωξnpi )Uπ dµΩ(π))−
N ′∑
n=1
Λψ(
∫
Ω
χVN′ (π)(id⊗ ωξnpi )Uπ dµΩ(π))
∥∥2
=
∥∥ N∑
n=N ′+1
Λψ(
∫
Ω
χVN′ (π)(id⊗ ωξnpi )Uπ dµΩ(π)) +
N∑
n=1
Λψ(
∫
Ω
χVN\VN′ (π)(id⊗ ωξnpi )Uπ dµΩ(π))
∥∥2
=
N∑
n,n′=N ′+1
∫
Ω
χVN′ (π)〈ξnπ | ξn
′
π 〉〈Eπξnπ |Eπξn
′
π 〉 dµΩ(π)
+
N∑
n,n′=1
∫
Ω
χVN\VN′ (π)〈ξnπ | ξn
′
π 〉〈Eπξnπ |Eπξn
′
π 〉 dµΩ(π)
=
N∑
n=N ′+1
∫
Ω
χVN′ (π)〈ξnπ |E2πξnπ〉 dµΩ(π) +
N∑
n=1
∫
Ω
χVN\VN′ (π)〈ξnπ |E2πξnπ〉 dµΩ(π)
≤
N∑
n=N ′+1
∞∑
m=N ′+1
∫
Ω↾m
〈ξnπ |E2πξnπ〉 dµ(π) +
∫
Ω\VN′
Tr(E2π) dµ(π)
≤
∞∑
m=N ′+1
∫
Ω↾m
Tr(E2π) dµΩ(π) +
∫
Ω\VN′
Tr(E2π) dµ(π) −−−−→
N ′→∞
0.
As the Hilbert space L2(G) is complete, we get the existence of the norm limit
lim
N→∞
N∑
n=1
Λψ(
∫
Ω
χVN (π)(id⊗ ωξnpi )Uπ dµΩ(π)).
The σ-sot× ‖ · ‖ closedness of Λψ implies that χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) ∈ Nψ and
lim
N→∞
N∑
n=1
Λψ(
∫
Ω
χVN (π)(id⊗ ωξnpi )Uπ dµΩ(π)) = Λψ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
We check the last equality of the statement in a similar fashion: convergence
∥∥ N∑
n=N ′
Λψ(χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π)))
∥∥2 = ∥∥ N∑
n=N ′
n∑
m=1
Λψ(
∫
Ω↾n
(id⊗ ωξmpi )Uπ dµΩ(π))
∥∥2
=
N∑
n,n′=N ′
n∑
m=1
n′∑
m′=1
∫
Irr(G)
χΩ↾n∩Ω↾n′ (π)〈ξmπ | ξm
′
π 〉〈Eπξmπ |Eπξm
′
π 〉 dµ(π)
=
N∑
n=N ′
n∑
m=1
∫
Ω↾n
〈ξmπ |E2πξmπ 〉 dµΩ↾n(π) =
N∑
n=N ′
∫
Ω↾n
Tr(E2π) dµΩ↾n(π) −−−−−→N ′,N→∞ 0.
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and σ-sot× ‖ · ‖ closedness of Λψ give us
lim
N→∞
N∑
n=1
Λψ(χ
∫
(
∫ ⊕
Ω↾n
π dµΩ↾n(π))) = Λψ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
The next result concerns integral characters related to the tensor product κ ⊤©σΩ.
Lemma 9.7. Let κ : Cu0(Ĝ)→ B(Hκ) be a nondegenerate representation such that κ 4 ΛĜ
and dim(κ) < +∞, let Ω ⊆ Irr(G) be a measurable subset such that ∫
Ω
dimdµ < +∞
and supπ∈Ω ‖E2π‖ < +∞. Let µ˜ = (̟κ,Ω,µ + χIrr(G)\F1κ ⊤© σΩ )µ be an equivalent Plancherel
measure. Then
dim(κ)
∫
Ω
dimdµ =
∞∑
i=1
∫
Fiκ ⊤©σΩ
dim dµ˜ < +∞ (9.3)
and
χ(Uκ)χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) = χ
∫
(
∫ ⊕
Ω
κ ⊤© π dµΩ(π)) = χ
∫
(
∫ ⊕
⊔∞
i=1 F
i
κ ⊤© σΩ
ζ dµ˜⊔∞
i=1 F
i
κ ⊤©σΩ
(ζ))
=
∞∑
i=1
χ
∫
(
∫ ⊕
Fiκ ⊤©σΩ
ζ dµ˜Fiκ ⊤© σΩ
(ζ)).
Moreover
∞∑
i′=1
χ
∫
(
∫ ⊕
Fi
′
κ ⊤© σΩ
ζ dµ˜Fi′κ ⊤© σΩ
(ζ)), χ
∫
(
∫ ⊕
Fiκ ⊤© σΩ
ζ dµ˜Fiκ ⊤© σΩ
(ζ)) ∈ Nψ (i ∈ N)
and
Λψ
( ∞∑
i=1
χ
∫
(
∫ ⊕
Fiκ ⊤© σΩ
ζ dµ˜Fiκ ⊤©σΩ
(ζ))
)
=
∞∑
i=1
Λψ
(
χ
∫
(
∫ ⊕
Fiκ ⊤©σΩ
ζ dµ˜Fiκ ⊤©σΩ
(ζ))
)
.
The above series are norm convergent.
Proof. The first equality was proven in Proposition 5.1, the second one follows from the
equality of the integral weights (after composition with an appropriate unitary operator)
and Proposition 6.2.
Let E˜π be an operator associated with Plancherel measure µ˜: E˜π =
√
̟κ,Ω,µ(π)Eπ. Then
Tr(E˜2π) = ̟
κ,Ω,µ(π) Tr(E2π) ≤ dim(κ)(sup
π′∈Ω
‖E2π′‖)‖E2π‖−1
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)−1Tr(E2π)
≤ dim(κ)(sup
π′∈Ω
‖E2π′‖)
( ∞∑
i=1
χFiκ ⊤©σΩ
)
(π)−1 dim(π)
(9.4)
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for almost all π ∈ F1κ⊤©σΩ (Proposition 8.6). Therefore for any i ∈ N we have∫
Fiκ ⊤©σΩ
Tr(E˜2π) dµ˜(π) ≤ dim(κ)(sup
π′∈Ω
‖E2π′‖)
∫
Fiκ ⊤©σΩ
dim dµ˜ < +∞
We can make use of Proposition 9.6 to get
χ
∫
(
∫ ⊕
Fiκ ⊤©σΩ
π dµ˜Fiκ ⊤©σΩ
(π)) =
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(π)χ(Uπ) dµFiκ ⊤©σΩ
(π) ∈ Nψ (i ∈ N).
Since supΩ ‖E2•‖ < +∞ and
∫
Ω
dimdµ < +∞ then χ
∫
(
∫ ⊕
Ω
π dµ(π)) ∈ Nψ (Proposition 9.6)
and as Nψ is an left ideal we also have
χ(Uκ)χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) =
∞∑
i=1
χ
∫
(
∫ ⊕
Fiκ ⊤©σΩ
π dµ˜Fiκ ⊤©σΩ
(π)) ∈ Nψ.
Let us now show that( a∑
i=1
Λψ(
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(π)χ(Uπ) dµFiκ ⊤©σΩ
(π))
)
a∈N
is a Cauchy sequence in L2(G). Let {(ξnπ)π∈Irr(G) |n ∈ N} be a measurable field of orthonor-
mal bases. Again due to Proposition 9.6 we have
Λψ(
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(π)χ(Uπ) dµFiκ ⊤©σΩ
(π)) =
∞∑
n=1
Λψ(
∫
Fiκ ⊤©σΩ
(id⊗ωξnpi )(Uπ) dµ˜Fiκ ⊤©σΩ (π) (i ∈ N),
hence∥∥ a′∑
i=a
Λψ(
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(π)χ(Uπ) dµFiκ ⊤©σΩ
(π))
∥∥2
=
a′∑
i,i′=a
∞∑
n,n′=1
〈Λψ(
∫
Fiκ ⊤©σΩ
(id⊗ ωξnpi )(Uπ) dµ˜Fiκ ⊤©σΩ (π)) |Λψ(
∫
Fi
′
κ ⊤©σΩ
(id⊗ ωξn′pi )(Uπ) dµ˜Fi′κ ⊤©σΩ (π))〉
=
a′∑
i,i′=a
∞∑
n,n′=1
∫
Irr(G)
χFiκ ⊤©σΩ ∩F
i′
κ ⊤©σΩ
(π)〈ξnπ | ξn
′
π 〉〈E˜πξnπ | E˜πξn
′
π 〉 dµ˜(π)
=
a′∑
i,i′=a
∫
Irr(G)
χFiκ ⊤©σΩ ∩F
i′
κ ⊤©σΩ
(π) Tr(E˜2π) dµ˜(π)
for a′ > a. The last equality follows from the monotone convergence theorem. Due to the
inequality (9.4) and the fact that
Fiκ⊤©σΩ =
⋃
n≥i
Enκ⊤©σΩ , χFiκ ⊤©σΩ ∩F
j
κ ⊤©σΩ
=
∞∑
n=max{i,j}
χEnκ ⊤©σΩ
(i, j ∈ N),
∞∑
j=1
χFjκ ⊤©σΩ
=
∞∑
n=1
nχEnκ ⊤©σΩ
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we can further write∥∥ a′∑
i=a
Λψ(
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(π)χ(Uπ) dµFiκ ⊤©σΩ
(π))
∥∥2
≤ dim(κ)(sup
π′∈Ω
‖E2π′‖)
a′∑
i,i′=a
∫
F1κ ⊤©σΩ
( ∞∑
n=max{i,i′}
χEnκ ⊤©σΩ
)( ∞∑
n=1
nχEnκ ⊤©σΩ
)−1
dimdµ˜
= dim(κ)(sup
π′∈Ω
‖E2π′‖)
a′∑
i,i′=a
∞∑
m=1
∫
Emκ ⊤©σΩ
( ∞∑
n=max{i,i′}
χEnκ ⊤©σΩ
)( ∞∑
n=1
nχEnκ ⊤©σΩ
)−1
dimdµ˜
= dim(κ)(sup
π′∈Ω
‖E2π′‖)
a′∑
i,i′=a
∞∑
m=1
∫
Emκ ⊤©σΩ
[m ≥ i, i′] dim(π) 1
m
dµ˜(π)
= dim(κ)(sup
π′∈Ω
‖E2π′‖)
a′∑
i,i′=a
∞∑
m=max{i,i′}
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
= dim(κ)(sup
π′∈Ω
‖E2π′‖)
a′∑
i=a
(
(i− a)
∞∑
m=i
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
+
a′∑
i′=i
∞∑
m=i′
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
)
≤ dim(κ)(sup
π′∈Ω
‖E2π′‖)
∞∑
i=a
(
(i− a)
∞∑
m=i
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
+
∞∑
i′=i
∞∑
m=i′
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
)
.
Let us check that both terms of this sum converge to 0 as a→∞:
0 ≤
∞∑
i=a
(i− a)
∞∑
m=i
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π) ≤ 2
∞∑
i=a
∞∑
m=i
i
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
≤ 2
∞∑
i=a
∞∑
m=i
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π) = 2
∞∑
m=a
(m− a+ 1)
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
≤ 6
∞∑
m=a
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π) −−−→
a→∞
0,
the last convergence follows from the equation (9.3). Similarly,
0 ≤
∞∑
i=a
∞∑
i′=i
∞∑
m=i′
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π) =
∞∑
i′=a
(i′ − a + 1)
∞∑
m=i′
1
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π)
≤ 3
∞∑
i′=a
∞∑
m=i′
i′
m
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π) ≤ 3
∞∑
i′=a
∞∑
m=i′
∫
Emκ ⊤©σΩ
dim(π) dµ˜(π) −−−→
a→∞
0,
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where the last convergence follows from previously made calculations. This reasoning shows
that the sequence
( a∑
i=1
Λψ(
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(π)χ(Uπ) dµFiκ ⊤©σΩ
(π))
)
a∈N
is a Cauchy sequence, consequently due to σ-sot× ‖ · ‖ closedness of Λψ we have
Λψ
( ∞∑
i=1
∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(ζ)χ(U ζ) dµFiκ ⊤©σΩ
(ζ)
)
=
∞∑
i=1
Λψ
(∫
Fiκ ⊤©σΩ
̟κ,Ω,µ(ζ)χ(U ζ) dµFiκ ⊤©σΩ
(ζ)
)
.
At the end of this section we define the following operator:
T : L2(Irr(G)) ⊇ D(T ) ∋ f 7→ Λψ(
∫
Irr(G)
f(π) Tr(E2π)
− 1
2χ(Uπ) dµ(π)) ∈ L2(G),
where D(T ) is a subspace of those f ∈ L2(Irr(G)) for which
µ(supp f),
∫
Irr(G)
|f |2 dµ,
∫
Irr(G)
|f |2Tr(E2π)−1 dµ < +∞
and |{n ∈ N | Irr(G)↾n∩ supp f 6= ∅}| <∞. The subspace D(T ) from now on will be called
the original domain of T .
Lemma 9.8. Operator T is well defined and extends to an isometry L2(Irr(G))→ L2(G).
We will denote the isometry L2(Irr(G))→ L2(G) from the above lemma also by T .
Proof. Let us check that the integral which appears in the definition of T is well defined:
let {(ξπk )π∈Irr(G)}∞k=1 be a measurable field of orthonormal bases. Fix f ∈ D(T ), n ∈ N and
define
ξ = ξ′ = (χsupp f (π)ξπn)π∈Irr(G), η = η
′ = (f(π) Tr(E2π)
− 1
2 ξπn)π∈Irr(G).
These fields satisfy assumptions of Proposition 9.1: due to the assumptions on f , they are
square integrable. As∫
Irr(G)
‖Eπηπ‖2 dµ(π) =
∫
Irr(G)
|f(π)|2Tr(E2π)−1‖Eπξπn‖2 dµ(π)
≤
∫
Irr(G)
|f(π)|2Tr(E2π)−1Tr(E2π) dµ(π) =
∫
Irr(G)
|f |2 dµ < +∞,
η belongs to Dom(E). Moreover∫
Irr(G)
‖ξπ ⊗ Eπηπ‖2 dµ(π) =
∫
Irr(G)
χsupp f (π)‖Eπηπ‖2 dµ(π) ≤
∫
Irr(G)
|f |2 dµ < +∞
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due to previous calculations. Consequently for any n ∈ N there exist integrals∫
Irr(G)
f(π) Tr(E2π)
− 1
2 (id⊗ ωξnpi )Uπ dµ(π) ∈ Nψ,
and if we take a sum over n (which is finite) we get existence of
∞∑
n=1
∫
Irr(G)
f(π) Tr(E2π)
− 1
2 (id⊗ ωξnpi )Uπ dµ(π) =
∫
Irr(G)
f(π) Tr(E2π)
− 1
2χ(Uπ) dµ(π) ∈ Nψ.
This shows that T is a well defined on the dense domain D(T ). Let us make use of the
orthogonality relations to show that T is an isometry:
ψ
((∫
Irr(G)
f(π) Tr(E2π)
− 1
2χ(Uπ) dµ(π)
)∗(∫
Irr(G)
f(π) Tr(E2π)
− 1
2χ(Uπ) dµ(π)
))
=
∞∑
n,m=1
ψ
((∫
Irr(G)
f(π) Tr(E2π)
− 1
2 (id⊗ ωξnpi )(Uπ) dµ(π)
)∗
(∫
Irr(G)
f(π) Tr(E2π)
− 1
2 (ωξpim ⊗ id)(Uπ) dµ(π)
))
=
∞∑
n,m=1
∫
Irr(G)
|f(π)|2Tr(E2π)−1 〈ξπn ξπm〉 〈Eπξπn Eπξπm〉 dµ(π)
=
∫
Irr(G)
|f(π)|2Tr(E2π)−1Tr(E2π) dµ(π) = ‖f‖2.
Define H to be an image of T :
H = T (L2(Irr(G))) ⊆ L2(G).
Since T is an isometry, H is a closed linear subspace. In Section 12 we will show that
H is the subspace of integral characters on the L2 level (see Proposition 12.2 for precise
formulation).
10 Convolution operators
10.1 Operator Lκ
Let us choose a Plancherel measure and a finite dimensional nondegenerate representation
κ : Cu0(Ĝ)→ B(Hκ) such that κ 4 ΛĜ. Define a dense subspace in L2(Irr(G)):
F = span{Tr(E2•)
1
2χΩ |Ω ⊆meas Irr(G) : µ(Ω) < +∞, sup
π∈Ω
(dim(π) + ‖E2π‖) < +∞}
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and the following map
Lκ : F ∋ Tr(E2•)
1
2χΩ 7→ Tr(E2•)
1
2̟κ,Ω,µ
∞∑
i=1
χFiκ ⊤©σΩ
∈ L2(Irr(G)). (10.1)
Proposition 10.1. Lκ is a well defined linear operator.
Proof. Lemma 8.7 says that if Ω1,Ω2 are measurable disjoint subsets in Irr(G) then
̟κ,Ω1∪Ω2,µ
∞∑
i=1
χFiκ ⊤©σΩ1∪Ω2
= ̟κ,Ω1,µ
∞∑
i=1
χFiκ ⊤©σΩ1
+̟κ,Ω2,µ
∞∑
i=1
χFiκ ⊤©σΩ2
almost everywhere. Consequently, we can define linear map Lκ as above, although now we
only know that for f ∈ F , Lκ(f) is in the linear space of measurable maps on Irr(G). Let
{Vp}p∈N be any increasing family of measurable subsets which are of finite measure and
supπ∈Vp(dim(π) + ‖E2π‖−1) ≤ p. Let
∑n
k=1 ck Tr(E
2
•)
1
2χΩk ∈ F . Due to Proposition 8.6 we
have χVpLκ
(
ck Tr(E
2
•)
1
2χΩk
) ∈ L2(Irr(G)) for each p ∈ N and k ∈ {1, . . . , n}. Indeed:∫
Irr(G)
∣∣χVpLκ(ck Tr(E2•) 12χΩk)∣∣2 dµ
= |ck|2
∫
Vp
Tr(E2π)
(( ∞∑
i=1
χFiκ ⊤©σΩk
)
(π)̟κ,Ωk,µ(π)
)2
dµ(π)
≤ |ck|2( sup
π′∈Ωk
‖E2π′‖)2 dim(κ)2
∫
Vp
Tr(E2π)‖E2π‖−2 dµ(π)
≤ |ck|2( sup
π′∈Ωk
‖E2π′‖)2 dim(κ)2
∫
Vp
dim(π)‖E2π‖−1 dµ(π)
≤ |ck|2( sup
π′∈Ωk
‖E2π′‖)2 dim(κ)2p2µ(Vp) < +∞.
The following holds:
∥∥χVpLκ( n∑
k=1
ck Tr(E
2
•)
1
2χΩk
)∥∥2
=
n∑
k,k′=1
ckck′
∫
Vp
Tr(E2•)
(
̟κ,Ωk,µ
∞∑
i=1
χFiκ ⊤©σΩk
)(
̟κ,Ωk′ ,µ
∞∑
i′=1
χFi′κ ⊤©σΩ
k′
)
dµ(π).
Let us fix k, k′ ∈ {1, . . . , n} and turn to giving a bound for the above integrals. Thanks to
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Proposition 8.6 we have∫
Vp
Tr(E2π)
(
̟κ,Ωk,µ
∞∑
i=1
χFiκ ⊤©σΩk
)
(π)
(
̟κ,Ωk′ ,µ
∞∑
i′=1
χFi′κ ⊤©σΩ
k′
)
(π) dµ(π)
≤ dim(κ)( sup
π∈Ωk
‖E2π‖)
∫
Vp
Tr(E2π)‖E2π‖−1̟κ,Ωk′ ,µ(π)
∞∑
i=1
χFiκ ⊤©σΩ
k′
(π) dµ(π)
≤ dim(κ)( sup
π∈Ωk
‖E2π‖)
∞∑
i=1
∫
Fiκ ⊤©σΩ
k′
dimd(̟κ,Ωk′ ,µµ)
= dim(κ)2( sup
π∈Ωk
‖E2π‖)
∫
Ωk′
dimdµ < +∞.
In the last equality we have invoked equality (9.3).Thanks to the above inequality we get
∥∥χVpLκ( n∑
k=1
ckχΩk
)∥∥2 ≤ n∑
k,k′=1
|ckck′|( sup
π∈Ωk
‖E2π‖) dim(κ)2µ(Ωk′) < +∞ (p ∈ N).
As this inequality does not depend on p, we arrive at the claim of the proposition:∫
Irr(G)
∣∣Lκ( n∑
k=1
ck Tr(E
2
•)
1
2χΩk
)∣∣2 dµ = lim
p→∞
∫
Irr(G)
χVp
∣∣Lκ( n∑
k=1
ck Tr(E
2
•)
1
2χΩk
)∣∣2 dµ
≤
n∑
k,k′=1
|ckck′|( sup
π∈Ωk
‖E2π‖) dim(κ)2µ(Ωk) < +∞.
Let us introduce a notion of admissibility of representations ([9, Definition 3.1], see also
[30, Definition 2.2]):
Definition 10.2. Let U = (Ui,j)
N
i,j=1 ∈ M(C0(G) ⊗ K(H)) be a finite dimensional repre-
sentation of G. We say that U is admissible if the element U t = (Uj,i)
N
i,j=1 is invertible in
M(C0(G)⊗K(H)).
Recall that we have defined H, a closed subspace in L2(G) via H = T (L2(Irr(G))). In
the next theorem we show that the operator Lκ is unitarily equivalent to the restricted
character χ(Uκ)|H.
Theorem 10.3. Choose a nondegenerate finite dimensional representation κ : Cu0(Ĝ) →
B(Hκ) such that κ 4 ΛĜ. Operator Lκ extends to a bounded operator on L2(Irr(G)) such
that
TLκf = χ(Uκ)Tf (f ∈ L2(Irr(G))).
In particular ‖Lκ‖ ≤ dim(κ), and if κ is admissible then Lκ∗ = Lκc.
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In the above theorem, κc means the conjugate representation Hκ ◦ κ ◦ Rˆu.
Proof. Take f = Tr(E2•)
1
2χΩ ∈ F ⊆ L2(Irr(G)) for a measurable subset Ω ⊆ supp(µ) ⊆
Irr(G) with finite measure. Then f belongs to the original domain of T , D(T ). We have
⋆ = χ(Uκ)Tf
= χ(Uκ)Λψ(
∫
Irr(G)
f(π) Tr(E2π)
− 1
2χ(Uπ) dµ(π))
= χ(Uκ)Λψ(
∫
Irr(G)
χΩ(π)χ(U
π) dµ(π))
= Λψ(χ(U
κ)χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
We have previously derived the following equations:
dim(κ)
∫
Ω
dimdµΩ(π) =
∞∑
i=1
∫
Fiκ ⊤©σΩ
dim ̟κ,Ω,µ dµFiκ ⊤©σΩ
(π) < +∞ (10.2)
and
χ(Uκ)χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) =
∞∑
i=1
χ
∫
(
∫ ⊕
Fiκ ⊤©σΩ
ζ d(̟κ,Ω,µµ)Fiκ ⊤©σΩ
(ζ)). (10.3)
Due to the equality (10.3) we get
⋆ = χ(Uκ)Tf = Λψ
( ∞∑
i=1
χ
∫
(
∫ ⊕
Fiκ ⊤©σΩ
π d(̟κ,Ω,µµ)Fiκ ⊤©σΩ
(π))
)
= Λψ
( ∞∑
i=1
∫
Fiκ ⊤©σΩ
χ(Uπ)̟κ,Ω,µ(π) dµ(π)
)
= Λψ
(∫
Irr(G)
( ∞∑
i=1
χFiκ ⊤©σΩ
(π)
)
χ(Uπ)̟κ,Ω,µ(π) dµ(π)
)
= Λψ
(∫
Irr(G)
Tr(E2π)
1
2
( ∞∑
i=1
χFiκ ⊤©σΩ
(π)
)
̟κ,Ω,µ(π)χ(Uπ) Tr(E2π)
− 1
2 dµ(π)
)
(10.4)
We would like to write that the above vector is a result of the action of the operator T on
a function
g = Tr(E2•)
1
2̟κ,Ω,µ
∞∑
i=1
χFiκ ⊤©σΩ
.
However, we cannot do this right away – we do not know whether g belongs to the original
domain of T . Observe that Proposition 10.1 implies that the function g is in L2(Irr(G)).
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Let us introduce an increasing family of subsets of Irr(G), {Vp}p∈N, such that
µ(Vp) < +∞, Vp ⊆
p⋃
p′=1
Irr(G)↾p′, sup
π∈Vp
Tr(E2π)
−1 < +∞ (p ∈ N)
and
⋃∞
p=1 Vp = Irr(G). It is clear that such a family exists - one simply has to take an
intersection of appropriate subsets. For any p ∈ N we have
µ(supp(χVpg)),
∫
Irr(G)
|χVpg|2 dµ,
∫
Irr(G)
|χVpg|2Tr(E2•)−1 dµ < +∞,
moreover every representation in supp(χVpg) has dimension ≤ p. It follows that function
χVpg is in the original domain of T and we have
T (χVpg) = Λψ
(∫
Irr(G)
χVp(π)g(π) Tr(E
2
π)
− 1
2χ(Uπ) dµ(π)
)
= Λψ
(∫
Vp
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)
)
(p ∈ N).
It is clear that χVpg −−−→
p→∞
g, therefore by continuity of T we have
T (g) = lim
p→∞
T (χVpg) = lim
p→∞
Λψ
(∫
Vp
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)
)
(in particular this limit exists). We also have
∥∥∫
Vp
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)−
∫
Irr(G)
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)
∥∥
=
∥∥∫
Irr(G)\Vp
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)
∥∥
≤
∫
Irr(G)\Vp
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π) dim(π) dµ(π) −−−→
p→∞
0,
therefore closedness of Λψ implies
⋆ = χ(Uκ)Tf = Λψ
(∫
Irr(G)
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)
)
= lim
p→∞
Λψ
(∫
Vp
̟κ,Ω,µ(π)(
∞∑
i=1
χFiκ ⊤©σΩ
)(π)χ(Uπ) dµ(π)
)
= lim
p→∞
T (χVpg) = T (g) = T
(
Tr(E2•)
1
2̟κ,Ω,µ
∞∑
i=1
χFiκ ⊤©σΩ
)
= TLκ(f).
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So far we have checked this equality for very special f ∈ F , namely those of the form
f = Tr(E2•)
1
2χΩ. However, by linearity of Lκ we know that this equality holds for every
f ∈ F . Because T is an isometric map we get
sup
f∈F : ‖f‖=1
‖Lκf‖ = sup
f∈F : ‖f‖=1
‖TLκf‖ = sup
f∈F : ‖f‖=1
‖χ(Uκ)Tf‖ ≤ dim(κ).
It follows that Lκ is a bounded operator and can be extended to the whole L2(Irr(G)).
Denote this extension with the same symbol, by continuity we have
χ(Uκ)Tf = TLκf (f ∈ L2(Irr(G))).
Since T is an isometry, we can write Lκ = T ∗χ(Uκ)T . Therefore if κ is an admissible
representation, we have
Lκ∗ = (T ∗χ(Uκ)T )∗ = T ∗χ(Uκc)T = Lκc .
Corollary 10.4. The above result shows in particular that
χ(Uκ)H ⊆ H
for any finite dimensional nondegenerate representation κ which is weakly contained in Λ
Ĝ
.
10.2 Operator Lν
For any irreducible representation κ ∈ supp(µ) we have dim(κ) < +∞ and κ 4 Λ
Ĝ
([12,
Theorem 3.4.8]). We have introduced a bounded linear map
Lκ : L2(Irr(G))→ L2(Irr(G)),
therefore for ν ∈ L1(Irr(G)) we can define a linear operator
Lν =
∫
Irr(G)
ν(κ)
dim(κ)
Lκ dµ(κ). (10.5)
The above integral converges in σ-wot – it follows from the bound ‖Lκ‖ ≤ dim(κ) and
the fact that for ξ, η ∈ L2(G) the function
Irr(G) ∋ κ 7→ 〈ξ |χ(Uκ)η〉 ∈ C
is measurable. We obviously have ‖Lν‖ ≤ ‖ν‖1. We get another corollary from Theorem
10.3:
Corollary 10.5. Let Ω ⊆ Irr(G) be a measurable subset such that ∫
Ω
dimdµ < +∞. Let
ν =
∑∞
m=1mχΩ↾m = dimχΩ be a function in L
1(Irr(G)). Then
TLνf = χ
∫
(
∫ ⊕
Ω
π dµΩ(π))Tf (f ∈ L2(Irr(G))).
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Proof. The above result is a direct consequence of Theorem 10.3: for f ∈ L2(Irr(G)), g ∈
L2(G) the following holds
〈g Tλνf〉 =
∫
Irr(G)
ν(κ)
dim(κ)
〈g TLκf〉 dµ(κ) =
∫
Irr(G)
χΩ(κ) 〈g χ(Uκ)Tf〉dµ(κ)
= 〈g |χ
∫
(
∫ ⊕
Ω
π dµΩ(π)Tf〉.
11 Conjugation Irr(G)→ Irr(G)
Recall that G is a second countable type I locally compact quantum group whose all irre-
ducible representations are finite dimensional.
In this section we will be concerned with the conjugation map defined on the level of Irr(G).
Our first important result is that the Plancherel measure is equivalent to the Plancherel
measure composed with conjugation. Next, we will be able to derive relations between
traces of appropriate powers of Eπ and Dπ (see propositions 11.3, 11.4 for precise formu-
lation). At the end of the section we prove a theorem which connects coamenability of G
with spectra of integral characters and is one of the two main theorems of the paper.
For π, a nondegenerate representation of Cu0(Ĝ) we define its conjugate representation as
πc = Hpi◦π◦Rˆu. If π is irreducible then so is πc. This operation also preserves equivalences,
therefore it can be transfered to the level of classes: we get a map Irr(G) → Irr(G) which
will be denoted by π 7→ π – since this moment π denotes a class or a representative chosen
according to our measurable field of representations on the canonical measurable field of
Hilbert spaces. We obviously have π = π. Note that we do not have equality of π and
πc = Hpi ◦ π ◦ Rˆu (e.g. the first representation acts on Cdim(π), the second one on Cdim(π)),
though these representations are unitarily equivalent. Let ρπ : B(Cdim(π)) → B(Cdim(π))
be an isomorphism given by conjugation with a unitary intertwiner. This means that the
following equality holds: ρπ ◦ Hpi ◦ π ◦ Rˆu = π. Note that since π = π we have
π = ρπ ◦ Hpi ◦ π ◦ Rˆu = ρπ ◦ Hpi ◦ ρπ ◦ Hpi ◦ π ◦ Rˆu ◦ Rˆu = ρπ ◦ Hpi ◦ ρπ ◦ Hpi ◦ π,
which implies id = ρπ ◦ Hpi ◦ρπ ◦ Hpi (π ∈ Irr(G)). As usual, let us fix a Plancherel measure
µ.
Lemma 11.1. The map Irr(G) ∋ π 7→ π ∈ Irr(G) is measurable.
Proof. Since G is type I, the σ-algebra on Irr(G) is equal to the Mackey-Borel structure.
Let Ω ⊆ Irr(G) be a measurable subset. Then the set {σ ∈ Irr(Cu0(Ĝ))↾n | [σ] ∈ Ω}
is measurable for each n ∈ N [13, Section 3.8.1]. We need to show that the set {σ ∈
Irr(Cu0(Ĝ))↾n | [σ] ∈ Ω} is also measurable.
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Choose any isomorphism ρn : B(Cn)→ B(Cn) which is given by conjugating with a unitary
operator Cn → Cn. On Irrep(Cu0(Ĝ))n the Mackey-Borel structure is defined as the smallest
σ-algebra such that the functions σ 7→ 〈ξ σ(x)ζ〉 (x ∈ Cu0(Ĝ), ξ, ζ ∈ Cn) are measurable. It
follows that the function j : σ 7→ 
Hσ
◦ρ−1n ◦σ◦Rˆu on the level of Irr(Cu0(Ĝ))↾n is measurable.
Since we have
j−1({σ ∈ Irr(Cu0(Ĝ))↾n | [σ] ∈ Ω}) = {ρn ◦ Hσ ◦ σ ◦ Rˆu ∈ Irr(Cu0(Ĝ))↾n | [σ] ∈ Ω}
= {σ ∈ Irr(Cu0(Ĝ))↾n | [σ] ∈ Ω},
the map Irr(G) ∋ [σ] 7→ [σc] ∈ Irr(G) is measurable.
Proposition 11.2. The measure µ′ : B(Irr(G)) ∋ Ω 7→ µ(Ω) ∈ R≥0 ∪ {+∞} is equivalent
to µ.
Proof. Since Irr(G) is a standard measurable space, the measure µ′ is standard. With
measure space (Irr(G), µ′) we associate the standard measurable field of Hilbert spaces –
same as for (Irr(G), µ). Recall that the operator Jˆ acts as follows:
JˆΛϕ(x) = Λψ(R(x)
∗) (x ∈ Nϕ)
therefore by duality
JΛϕ̂(x) = Λψ̂(Rˆ(x)
∗) (x ∈ Nϕ̂).
In particular for λ(α) ∈ λ(L1♯ (G)) ∩Nϕ̂ we have
JΛϕ̂(λ(α)) = Λψ̂(λ(α ◦R)∗) = Λψ̂(λ((α ◦R)♯)).
We have a canonical antilinear map2
V1 :
∫ ⊕
Irr(G)
HS(Hπ) dµ(π) ∋
∫ ⊕
Irr(G)
Tπ dµ(π) 7→
7→
∫ ⊕
Irr(G)
ρπ ◦ Hpi(Tπ)∗ dµ′(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ
′(π).
It is well defined: if T˜π = Tπ for µ-almost all π then Hpi(T˜π) = Hpi(Tπ) for µ
′-almost all π.
Map V1 is isometric:∥∥∫ ⊕
Irr(G)
ρπ ◦ Hpi(Tπ)∗ dµ′(π)
∥∥2 = ∫
Irr(G)
Tr(Hpi(Tπ)Hpi(Tπ)
∗) dµ′(π)
=
∫
Irr(G)
Tr(T ∗πTπ) dµ
′(π) =
∫
Irr(G)
Tr(T ∗πTπ) dµ(π) =
∥∥∫ ⊕
Irr(G)
Tπ dµ(π)
∥∥2.
2We need to introduce operator ρpi in the definition of V1 in order for the operators to act on the
appropriate spaces – nevertheless, it is rather artificial and stems from our choice to work with the canonical
measurable field of Hilbert spaces.
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The same argument shows that the map∫ ⊕
Irr(G)
HS(Hπ) dµ
′(π) ∋
∫ ⊕
Irr(G)
Tπ dµ
′(π)
7→
∫ ⊕
Irr(G)
ρπ ◦ Hpi(Tπ)∗ dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π).
is well defined, it is clear that it is an inverse to V1. Consequently, V1 is an antiunitary.
Since
ρπ ◦ Hpi((α⊗ id)Uπ)∗ = ρπ ◦ Hpi ◦ ρπ ◦ Hpi
(
((α ◦R⊗ id)Uπ)∗)
= (((α ◦R)⊗ id)Uπ)∗ = ((α ◦R)♯ ⊗ id)Uπ
and (α ◦R)♯ = α♯ ◦R for α ∈ L1♯ (G), π ∈ Irr(G), the operator V1 satisfies
V1
(∫ ⊕
Irr(G)
((α ◦R)♯ ⊗ id)Uπ E−1π dµ(π)
)
=
∫ ⊕
Irr(G)
(α⊗ id)Uπρπ ◦ Hpi(E−1π ) dµ′(π)
for α ◦R ∈ L1♯ (G) ∩ IR.
If we precompose this map with QR, JˆJ , J and Q−1L we get a unitary operator
V = V1 ◦ QR ◦ (JˆJ) ◦ J ◦ Q−1L :
∫ ⊕
Irr(G)
HS(Hπ) dµ(π)→
∫ ⊕
Irr(G)
HS(Hπ) dµ
′(π)
satisfying
V(∫ ⊕
Irr(G)
(α⊗ id)UπD−1π dµ(π)
)
= V1 ◦ QR ◦ (JˆJ) ◦ J(Λϕ̂(λ(α)))
= V1 ◦ QR(JˆJΛψ̂(Rˆ(λ(α))∗) = V1 ◦ QR(JˆJΛψ̂(λ(α♯ ◦R)))
= V1
(∫ ⊕
Irr(G)
((α ◦R)♯ ⊗ id)UπE−1π dµ(π)
)
=
∫ ⊕
Irr(G)
(α⊗ id)Uπρπ ◦ Hpi(E−1π ) dµ′(π)
for α ∈ L1♯ (G) such that λ(α) ∈ Nϕ̂ and α ◦R ∈ IR.
Operator V maps diagonalisable operators to diagonalisable operators3. Indeed: we know
that operators QL,QR transforms diagonalisable operators into L∞(Ĝ)∩L∞(Ĝ)
′
(point 6)
of theorems 3.3, 3.4). Next, we have Jˆ L∞(Ĝ)Jˆ = L∞(Ĝ)′, consequently, conjugation by Jˆ
preserves L∞(Ĝ)∩L∞(Ĝ)′. We need to check that the operator V1 transforms diagonalisable
3Recall that an operator is diagonalisable if it can be written as
∫ ⊕
Irr(G)
f(pi)1HS(Hpi) dµ(pi) for a scalar
valued function f .
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operators to diagonalisable operators – it follows directly from the definition: we have
V∗1
(∫ ⊕
Irr(G)
C(π)1HS(Hpi) dµ
′(π)
)V1(∫ ⊕
Irr(G)
Tπ dµ(π)
)
= V∗1
(∫ ⊕
Irr(G)
C(π)ρπ ◦ Hpi(Tπ)∗ dµ′(π)
)
= V∗1
(∫ ⊕
Irr(G)
ρπ ◦ Hpi(C(π)Tπ)∗ dµ′(π)
)
=
∫ ⊕
Irr(G)
C(π)Tπ dµ(π)
=
(∫ ⊕
Irr(G)
C(π)1HS(Hpi) dµ(π)
)(∫ ⊕
Irr(G)
Tπ dµ(π)
)
for any µ′-almost everywhere bounded measurable function C : Irr(G)→ C and arbitrary
vector
∫ ⊕
Irr(G)
Tπ dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π).
Let
Q′L = V ◦ QL : L2(G)→
∫ ⊕
Irr(G)
HS(Hπ) dµ
′(π).
It is clear that it maps L∞(Ĝ)∩L∞(Ĝ)′ into diagonalisable operators, because QL does so
and V maps diagonalisable operators to diagonalisable operators. In order to make use of
Lemma 3.2 (in the Plancherel measure version) we need to check that
Q′L(ω ⊗ id)W =
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ′(π)
)Q′L.
for ω ∈ L1(G). We already know that the following holds
QL(ω ⊗ id)W =
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ(π)
)QL,
therefore it is enough to check that
V(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ(π)
)
=
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ′(π)
)V.
Assume that we have ω, α ∈ L1♯ (G) such that α ◦ R, ω ◦ R ∈ L1♯ (G) ∩ IR and λ(α) ∈ Nϕ̂.
Then λ(ω ⋆ α) = λ(ω)λ(α) ∈ Nϕ̂ and
(ω ⋆ α) ◦R = (α ◦R) ⋆ (ω ◦R) = α ◦R ⋆ ω ◦R ∈ IR
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due to Lemma 14.2. We know that functionals ω as above form a dense subspace (Lemma
14.5). For those functionals we can calculate
V(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ(π)
) ∫ ⊕
Irr(G)
(α⊗ id)UπD−1π dµ(π)
= V
∫ ⊕
Irr(G)
(ω ⋆ α⊗ id)UπD−1π dµ(π)
=
∫ ⊕
Irr(G)
(ω ⋆ α⊗ id)Uπρπ ◦ Hpi(E−1π ) dµ′(π)
=
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ′(π)
) ∫ ⊕
Irr(G)
(α⊗ id)Uπρπ ◦ Hpi(E−1π ) dµ′(π)
=
(∫ ⊕
Irr(G)
(ω ⊗ id)Uπ ⊗ 1
Hpi
dµ′(π)
)V ∫ ⊕
Irr(G)
(α⊗ id)UπD−1π dµ(π).
Lemma 14.5 gives us density of vectors
∫ ⊕
Irr(G)
(α ⊗ id)UπD−1π dµ(π), which finishes the
claim.
For β ∈ L1(G) such that λ(β) ≥ 0 we have
ϕˆ(λ(β)) =
∫
Irr(G)
Tr
(
π((β ⊗ id) VVVG)D−2π
)
dµ(π),
ψˆ(λ(β)) =
∫
Irr(G)
Tr
(
π((β ⊗ id) VVVG)E−2π
)
dµ(π).
Moreover, for such β we have
0 ≤ Rˆ(λ(β)) = (β ⊗ Rˆ)W = (β ◦R⊗ id)W = λ(β ◦R),
and consequently, since ψ̂ = ϕ̂ ◦ Rˆ∫
Irr(G)
Tr
(
π((β ◦R⊗ id) VVVG)D−2π
)
dµ(π) = ϕˆ(λ(β ◦R)) = ϕˆ(Rˆ(λ(β)))
= ψˆ(λ(β)) =
∫
Irr(G)
Tr
(
π((β ⊗ id) VVVG)E−2π
)
dµ(π)
(11.1)
We can make use of this observation to derive a relation between Tr(E−2π ) and Tr(D
−2
π ):
Proposition 11.3. Let µ′ be the Plancherel measure µ composed with conjugation. We
have Tr(E−2π ) = Tr(D
−2
π )
dµ′
dµ
(π) for almost all π ∈ Irr(G).
Proof. Let us fix a meaurable subset of finite measure Ω ⊆ Irr(G) such that ∫
Ω
Tr(E−2π ) dµ(π) <
+∞. Let (βn)n∈N be a sequence in L1♯ (G) such that λ(βn) ∈ Nψ̂ and∫ ⊕
Irr(G)
π(λu(βn))E
−1
π dµ(π) −−−→
n→∞
∫ ⊕
Irr(G)
χΩ(π)E
−1
π dµ(π).
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Such a sequence exists due to Lemma 14.5 and the fact that QR is unitary. Taking subse-
quence, we can assume that π(λu(βn))E
−1
π
HS(Hpi)−−−−→
n→∞
χΩ(π)E
−1
π almost everywhere. Observe
that thanks to the equation (11.1) we have∥∥∫ ⊕
Irr(G)
π(λu(βn − βm))E−1π dµ(π)
∥∥2
=
∫
Irr(G)
Tr
(
π(λu((βn − βm)♯ ⋆ (βn − βm)))E−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
π(λu(((βn − βm)♯ ⋆ (βn − βm)) ◦R))D−2π
)
dµ(π)
=
∫
Irr(G)
Tr
(
π ◦ Rˆu(λu(βn − βm))π ◦ Rˆu(λu(βn − βm))∗D−2π
)
dµ(π)
=
∫
Irr(G)
Tr
Hpi
(
Hpi ◦ π ◦ Rˆu(λu(βn − βm))∗Hpi ◦ π ◦ Rˆu(λu(βn − βm))Hpi(D−2π )
)
dµ(π)
=
∫
Irr(G)
TrHpi
((
π(λu(βn − βm))ρπ ◦ Hpi(D−1π )
)∗(
π(λu(βn − βm))ρπ ◦ Hpi(D−1π )
))
dµ(π)
=
∥∥∫ ⊕
Irr(G)
π(λu(βn − βm))ρπ ◦ Hpi(D−1π ) dµ(π)
∥∥2,
which shows that the sequence
(∫ ⊕
Irr(G)
π(λu(βn))ρπ ◦ Hpi(D−1π ) dµ(π)
)
n∈N is a sequence in∫ ⊕
Irr(G)
HS(Hπ) dµ(π), convergent to some
∫ ⊕
Irr(G)
Tπ dµ(π). Above, we have made use of the
following relations:
λu((β♯ ⋆ β) ◦R) = Rˆu(λu(β♯ ⋆ β)) = Rˆu(λu(β)∗λu(β)) = Rˆu(λu(β))Rˆu(λu(β))∗
and the fact that Hpi preserves the trace. The same calculation gives us∥∥∫ ⊕
Irr(G)
π(λu(βn))E
−1
π dµ(π)
∥∥ = ∥∥∫ ⊕
Irr(G)
π(λu(βn))ρπ ◦ Hpi(D−1π ) dµ(π)
∥∥ (n ∈ N).
Again, taking subsequence (nk)k∈N we can assume that
Tπ = lim
k→∞
π(λu(βnk))ρπ ◦ Hpi(D−1π ) = lim
k→∞
π(λu(βnk))E
−1
π Eπ ρπ ◦ Hpi(D−1π )
= χΩ(π)E
−1
π Eπρπ ◦ Hpi(D−1π ) = χΩ(π)ρπ ◦ Hpi(D−1π )
almost everywhere (the above limit is taken in the norm of HS(Hπ)). In the above calcu-
lation we have used Proposition 11.2: µ and µ′ are equivalent. We arrive at∫
Ω
Tr(D−2π ) dµ(π) =
∫
Ω
Tr(ρπ ◦ Hpi(D−2π )) dµ(π) =
∥∥∫ ⊕
Irr(G)
Tπ dµ(π)
∥∥2
= lim
n→∞
∥∥∫ ⊕
Irr(G)
π(λu(βn))ρπ ◦ Hpi(D−1π ) dµ(π)
∥∥2 = lim
n→∞
∥∥∫ ⊕
Irr(G)
π(λu(βn))E
−1
π dµ(π)
∥∥2
=
∥∥∫ ⊕
Irr(G)
χΩ(π)E
−1
π dµ(π)
∥∥2 = ∫
Ω
Tr(E−2π ) dµ(π).
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Next, we get∫
Ω
Tr(E−2π ) dµ(π) =
∫
Irr(G)
χΩ(π) Tr(D
−2
π ) dµ(π) =
∫
Irr(G)
χΩ(π) Tr(D
−2
π ) dµ
′(π)
=
∫
Ω
Tr(D−2π )
dµ′
dµ
(π) dµ(π).
Because Ω was arbitrary, we have proven the claim.
We can get a similar relation between Tr(E2π) and Tr(D
2
π) this time using the formula
ψ = ϕ ◦R for the Haar integrals on G:
Proposition 11.4. Let µ′ be the Plancherel measure µ composed with conjugation. We
have Tr(E2π) =
dµ
dµ′
(π) Tr(D2π) for almost all π ∈ Irr(G).
Proof. For good vector fields, as in Proposition 9.1, we have
ψ
((∫
Irr(G)
(id⊗ ωξpi,ηpi)Uπ dµ(π)
)∗(∫
Irr(G)
(id⊗ ωξ′pi,η′pi)Uπ dµ(π)
))
=
∫
Irr(G)
〈ξ′π ξπ〉 〈Eπηπ Eπη′π〉 dµ(π)
ϕ
((∫
Irr(G)
(id⊗ ωξpi,ηpi)(Uπ∗) dµ(π)
)∗(∫
Irr(G)
(id⊗ ωξ′pi,η′pi)(Uπ∗) dµ(π)
))
=
∫
Irr(G)
〈ξ′π ξπ〉 〈Dπηπ Dπη′π〉 dµ(π).
We know that isomorphisms ρπ are given by conjugation with unitaries: denote these
unitaries by Vπ : Cdim(π) → Cdim(π). Observe that for any ξ, η ∈ Hπ and ω ∈ L1(G) the
following holds
ω(R((id⊗ ωξ,η)Uπ)) = 〈ξ | π ◦ Rˆu ◦ λu(ω)η〉 = 〈ξ | Hpi ◦ ρ−1π ((ω ⊗ id)Uπ)η〉
= 〈ξ | ρ−1π ((ω ⊗ id)Uπ)∗η〉 = 〈ρ−1π ((ω ⊗ id)Uπ)∗η | ξ〉 = 〈η | ρ−1π ((ω ⊗ id)Uπ) ξ〉
= 〈Vπη | ((ω ⊗ id)Uπ)Vπξ〉 = ω((id⊗ ωVpiη,Vpiξ)Uπ),
hence
R((id⊗ ωξ,η)Uπ) = (id⊗ ωVpiη,Vpiξ)Uπ (ξ, η ∈ Hπ).
Fix a field of orthonormal bases {(ξkπ)π∈Irr(G)}∞k=1 and a measurable subset of finite measure
Ω ⊆ Irr(G)↾p for some p ∈ N such that
sup
π∈Ω
Tr(E2π), sup
π∈Ω
dµ
dµ′
(π)2Tr(D2π) < +∞.
Observe that for any measurable subset V ⊆ Irr(G) we have∫
V
dµ
dµ′
(π) dµ(π) =
∫
Irr(G)
χV (π)
dµ
dµ′
(π) dµ′(π) =
∫
V
dµ =
∫
V
dµ′ =
∫
V
dµ′
dµ
dµ,
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hence
dµ
dµ′
(π) = dµ
′
dµ
(π)
almost everywhere. Using the above formulas, σ-wot-continuity of R and ψ = ϕ ◦ R we
get for any k ∈ {1, . . . , p}∫
Irr(G)
χΩ(π)〈ξkπ | ξkπ〉〈Eπξkπ |Eπξkπ〉 dµ(π)
= ψ
((∫
Irr(G)
(id⊗ ωχΩ(π)ξkpi)(Uπ) dµ(π)
)∗(∫
Irr(G)
(id⊗ ωχΩ(π)ξkpi)(Uπ) dµ(π)
))
= ϕ ◦R((∫
Irr(G)
(id⊗ ωχΩ(π)ξkpi)(Uπ) dµ(π)
)∗(∫
Irr(G)
(id⊗ ωχΩ(π)ξkpi)(Uπ) dµ(π)
))
= ϕ
((∫
Irr(G)
(id⊗ ωVpi χΩ(π)ξkpi )(U
π) dµ(π)
)(∫
Irr(G)
(id⊗ ωVpi χΩ(π)ξkpi)(U
π) dµ(π)
)∗)
= ϕ
((∫
Irr(G)
dµ
dµ′
(π)(id⊗ ωVpi χΩ(π)ξkpi)(U
π) dµ′(π)
)(∫
Irr(G)
dµ
dµ′
(π)(id⊗ ωVpi χΩ(π)ξkpi)(U
π) dµ′(π)
)∗)
= ϕ
((∫
Irr(G)
dµ
dµ′
(π)(id⊗ ωVpi χΩ(π)ξkpi)(U
π) dµ(π)
)(∫
Irr(G)
dµ
dµ′
(π)(id⊗ ωVpi χΩ(π)ξkpi)(U
π) dµ(π)
)∗)
= ϕ
((∫
Irr(G)
dµ
dµ′
(π)(id⊗ ωVpi χΩ(π)ξkpi)(U
π∗) dµ(π)
)∗(∫
Irr(G)
dµ
dµ′
(π)(id⊗ ωVpi χΩ(π)ξkpi)(U
π∗) dµ(π)
))
=
∫
Irr(G)
dµ
dµ′
(π)2χΩ(π)〈Vπ ξkπ | Vπ ξkπ〉〈DπVπ ξkπ |DπVπ ξkπ〉 dµ(π)
=
∫
Irr(G)
dµ
dµ′
(π)χΩ(π)〈DπVπ ξkπ |DπVπ ξkπ〉 dµ′(π)
=
∫
Irr(G)
dµ
dµ′
(π)χΩ(π)〈DπVπ ξkπ |DπVπ ξkπ〉 dµ(π)
=
∫
Irr(G)
dµ
dµ′
(π)χΩ(π)〈Vπ ξkπ |D2πVπ ξkπ〉 dµ(π).
If we take a sum over k ∈ {1, . . . , p} we get∫
Ω
Tr(E2π) dµ(π) =
∫
Ω
dµ
dµ′
(π) Tr(D2π) dµ(π)
Since Ω was somewhat arbitrary, we arrive at
Tr(E2π) =
dµ
dµ′
(π) Tr(D2π)
almost everywhere.
Observe that there always exists a Plancherel measure which is symmetric in the sense
that µ′ = µ: it is enough to define a measure µ˜ = µ+µ′ (which is equivalent to µ) and use
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Proposition 3.5.
Recall that in Definition 10.2 we have introduced a notion of admissibility of finite
dimensional representations.
For any finite dimensional representation U we define its character in the usual way:
χ(U) = (id ⊗ Tr)U . It is well known that unitarily equivalent representations have the
same character. The next lemma says that the character of the conjugate representation
is adjoint of the character of the original representation, provided that the representation
is admissible:
Lemma 11.5. Let U ∈ M(C0(G) ⊗ K(H)) be a finite dimensional representation of G
which is admissible and let U c be a representation conjugate to U . Then χ(U c) = χ(U)∗.
The above result is a consequence of [9, Remark 3.5]. Now we use this result to calculate
adjoints of integral characters.
Lemma 11.6. Let Ω ⊆ Irr(G) be a measurable subset such that ∫
Ω
dimdµ < +∞. Assume
that µ is a Plancherel measure invariant under Irr(G) ∋ π 7→ π ∈ Irr(G) and Ω contains
only admissible representations. In this situation:
1) we have χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∗ = χ
∫
(
∫ ⊕
Ω
π dµΩ(π)),
2) if Ω = Ω then the integral character
∫ ⊕
Ω
π dµΩ(π) is self-adjoint.
Proof. We have
χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∗ =
∫
Ω
χ(Uπ)∗ dµΩ(π) =
∫
Ω
χ(Uπ) dµΩ(π)
=
∫
Ω
χ(Uπ) dµΩ(π) = χ
∫
(
∫ ⊕
Ω
π dµΩ(π)).
In the above calculation we have used the invariance of the measure µ, equation χ(Uπ) =
χ(Uπ)∗ and the fact that the integral in the definition of an integral character is σ-wot
convergent.
Definition 11.7. A subset Ω ⊆ Irr(G) such that Ω = Ω will be called symmetric.
Let us recall the definition of a coamenable locally compact quantum group (see e.g. [5,
Theorem 3.12]):
Definition 11.8. A locally compact quantum group G is coamenable if there exists a net
(ξi)i∈I of unit vectors in L
2(G) such that
‖W(ξi ⊗ η)− ξi ⊗ η‖ −−→
i∈I
0
for all η ∈ L2(G).
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One easily sees that whenever L2(G) is separable (which is the case in our situation), G
is coamenable if and only if there exists a sequence (ξn)n∈N of unit vectors in L
2(G) which
satisfies the above condition. Now we are able to prove the main theorem of this section
which relates coamenability of G to the properties of spectra of integral characters.
Theorem 11.9. Let G be a second countable locally compact quantum group. Assume
moreover that G is type I and has only finite dimensional irreducible representations. Con-
sider the following conditions:
1) G is coamenable.
2) For any Plancherel measure µ and any measurable subset Ω ⊆ Irr(G) such that∫
Ω
dimdµ < +∞ we have ∫
Ω
dimdµ ∈ σ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
3) Let µ be a Plancherel measure which is invariant under Irr(G) ∋ π 7→ π ∈ Irr(G).
For any symmetric measurable subset Ω ⊆ Irr(G) such that ∫
Ω
dimdµ < +∞ we have∫
Ω
dimdµ ∈ σ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
We have 1) ⇒ 2) ⇒ 3). If all irreducible representations of G are admissible then also
3)⇒ 1).
Proof. Implication 2) ⇒ 3) is trivial. Assume that point 3) holds and µ is a Plancherel
measure invariant under conjugation. Let Υ be the family of symmetric measurable subsets
Ω ⊆ Irr(G) such that ∫
Ω
dimdµ < +∞. On Υ we have partial ordering given by inclusion,
with which Υ becomes a directed set, moreover
⋃
Υ = Irr(G). For any Ω ∈ Υ the integral
character χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) is self-adjoint and has
∫
Ω
dimdµ in its spectrum. Therefore,
there exists a sequence of approximate eigenvectors with eigenvalue
∫
Ω
dim dµ. Using
them, we can build vector functionals (normal states) ωΩ,n on L∞(G) such that
ωΩ,n(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))) ≈ 1
n
∫
Ω
dim dµ (n ∈ N).
For any measurable symmetric Ω′ ⊆ Ω we have∫
Ω′
dim dµ+
∫
Ω\Ω′
dimdµ =
∫
Ω
dimdµ ≈ 1
n
ωΩ,n(χ
∫
(
∫ ⊕
Ω
π dµΩ(π)))
= ωΩ,n(χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π))) + ω
Ω,n(χ
∫
(
∫ ⊕
Ω\Ω′
π dµΩ\Ω′(π)))
and
|ωΩ,n(χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π)))| ≤
∫
Ω′
dimdµ, |ωΩ,n(χ
∫
(
∫ ⊕
Ω\Ω′
π dµΩ\Ω′(π)))| ≤
∫
Ω\Ω′
dimdµ.
Consequently
ωΩ,n(χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π))) ≈ 1
n
∫
Ω′
dimdµ (n ∈ N). (11.2)
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We can find unit vectors ξΩ,n ∈ L2(G) such that ωΩ,n|L∞(G) = ωξΩ,n. Let QL be a unitary
operator from Theorem 3.3. Recall that it satisfies
QL ((ν ⊗ id)W) =
(∫ ⊕
Irr(G)
(ν ⊗ id)Uπ ⊗ 1
Hpi
dµ(π)
) QL (ν ∈ L1(G)).
In order to prove that G is coamenable (with a net of unit vectors (ξΩ,n)(Ω,n)∈Υ×N) we need
to show that
‖W(ξΩ,n ⊗ η)− ξΩ,n ⊗ η‖ −−−−−−→
(Ω,n)∈Υ×N
0
for all η ∈ L2(G), equivalently〈
η
∣∣(ωξΩ,n ⊗ id)(W∗+W2 )η − η〉
= ℜ〈η | (ωξΩ,n ⊗ id)Wη − η〉
= ℜ〈ξΩ,n ⊗ η |W(ξΩ,n ⊗ η)− ξΩ,n ⊗ η〉 −−−−−−→
(Ω,n)∈Υ×N
0.
Clearly, it is enough to show this convergence for η from a linearly dense set. If we move
everything to the level of direct integrals and multiply by −1, the above condition can be
written as
〈η | (1− 1
2
∫ ⊕
Irr(G)
(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi dµ(π)
)
η〉 −−−−−−→
(Ω,n)∈Υ×N
0
for η ∈ ∫ ⊕
Irr(G)
HS(Hπ) dµ(π) from a lineary dense subset. Observe that
∥∥1
2
∫ ⊕
Irr(G)
(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi dµ(π)
∥∥ ≤ 1,
consequently, as 1
2
∫ ⊕
Irr(G)
(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi dµ(π) is self-adjoint we have
0 ≤ 1− 1
2
∫ ⊕
Irr(G)
(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi dµ(π).
Similar reasoning gives us
0 ≤ 1Hpi ⊗ 1Hpi − 12(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi (π ∈ Irr(G)).
Let η =
∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π). We have
〈η | (1− 1
2
∫ ⊕
Irr(G)
(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi dµ(π)
)
η〉
=
∫
Irr(G)
〈
ξπ ⊗ ζπ ξπ ⊗ ζπ − 12((ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)ξπ)⊗ ζπ
〉
dµ(π)
=
∫
Irr(G)
〈
ξπ ξπ − 12(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)ξπ
〉 ‖ζπ‖2 dµ(π).
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Let us now fix Ω′ ⊆ Irr(G), a symmetric measurable subset of finite measure and a vector
η =
∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π) such that ξπ = 0 for π ∈ Irr(G) \ Ω′. Assume moreover that there
exists M ≥ 0 such that ‖ξπ‖ = 1, ‖ζπ‖ ≤ M for π ∈ Ω′. It is clear that subset of such η is
linearly dense in
∫ ⊕
Irr(G)
HS(Hπ) dµ(π). We have
0 ≤ 〈η | (1− 1
2
∫ ⊕
Irr(G)
(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)⊗ 1Hpi dµ(π)
)
η〉
=
∫
Irr(G)
〈
ξπ ξπ − 12(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)ξπ
〉 ‖ζπ‖2 dµ(π)
≤M2
∫
Irr(G)
χΩ′(π) Trπ(1− 12(ωξΩ,n ⊗ id)((Uπ)∗ + Uπ)) dµ(π)
= M2
(∫
Ω′
dimdµ− 1
2
ωξΩ,n
(
χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π))
∗)− 1
2
ωξΩ,n
(
χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π))
))
= M2
(∫
Ω′
dimdµ− ωξΩ,n
(
χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π))
)) −−−−−−→
(Ω,n)∈Υ×N
0.
The last convergence follows from (11.2) and the fact that for Ω large enough we have
Ω′ ⊆ Ω. We have also used the fact that Ω′ is symmetric, in order to justify self-adjointness
of χ
∫
(
∫ ⊕
Ω′
π dµΩ′(π)). Therefore we have proven the implication 3)⇒ 1).
Let us now show the implication 1) ⇒ 2). Assume that G is coamenable and Ω ⊆ Irr(G)
is a measurable subset such that
∫
Ω
dimdµ < +∞. We do not assume anything about the
measure µ or admissibility of irreducible representations. Let (ξn)n∈N be a sequence of unit
vectors in L2(G), from the definition of coamenability (Definition 11.8). Note that we can
find a sequence, not a net, since L2(G) is separable. We have
lim
n→∞
(ωn ⊗ ωξ)W = ‖ξ‖2 (ξ ∈ L2(G))
where ωn = ωξn is a vector state. For
∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π) such that
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ξπ = 0 when π /∈ Ω we have
〈ξn | (
∫
Ω
(id⊗ ωξpi)Uπ‖ζπ‖2 dµΩ(π))ξn〉
=
∫
Ω
(ωn ⊗ ωξpi)Uπ‖ζπ‖2 dµΩ(π)
=
∫
Ω
〈ξπ ⊗ ζπ | ((ωn ⊗ id)Uπ ⊗ 1Hpi) ξπ ⊗ ζπ〉 dµΩ(π)
=
∫
Irr(G)
〈ξπ ⊗ ζπ | ((ωn ⊗ id)Uπ ⊗ 1Hpi) ξπ ⊗ ζπ〉 dµ(π)
=
〈∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π)
∣∣(∫ ⊕
Irr(G)
((ωn ⊗ id)Uπ ⊗ 1Hpi) dµ(π)
) ∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π)
〉
=
〈∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π)
∣∣QL(ωn ⊗ id)WQ∗L ∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π)
〉
−−−→
n→∞
∥∥∫ ⊕
Irr(G)
ξπ ⊗ ζπ dµ(π)
∥∥2.
Pick ε > 0. Since
∫
Ω
dimdµ < +∞ there exists a K ∈ N such that∫
Ω∩⋃Kk=1 Irr(G)↾k
dim dµ ≈ ε
3
∫
Ω
dimdµ.
Let {(ξkπ)π∈Irr(G) | k ∈ N} be a field of orthonormal bases restricted to Ω ∩
⋃K
k′=1 Irr(G)↾k′.
The following holds:
〈ξn |χ
∫
(
∫ ⊕
Ω
π dµΩ(π))ξn〉
= 〈ξn |
∫
Ω\⋃K
k′=1 Irr(G)↾k′
χ(Uπ) dµ(π)ξn〉+ 〈ξn |
∫
Ω∩⋃K
k′=1 Irr(G)↾k′
χ(Uπ) dµ(π)ξn〉
= 〈ξn |
∫
Ω\⋃K
k′=1
Irr(G)↾k′
χ(Uπ) dµ(π)ξn〉+
K∑
k=1
∫
Ω
〈ξn | (id⊗ ωξkpi)Uπξn〉 dµ(π)
= 〈ξn |
∫
Ω\⋃K
k′=1
Irr(G)↾k′
χ(Uπ) dµ(π)ξn〉+
K∑
k=1
∫
Ω
(ωξn ⊗ ωξkpi)Uπ dµ(π).
Absolute value of the first term is less or equal to ε
3
:∣∣〈ξn | ∫
Ω\⋃K
k′=1
Irr(G)↾k′
χ(Uπ) dµ(π)ξn〉
∣∣ ≤ ∫
Ω\⋃K
k′=1
Irr(G)↾k′
dimdµ ≤ ε
3
.
Moreover
K∑
k=1
∫
Ω
(ωξn ⊗ ωξkpi)Uπ dµ(π) −−−→n→∞
K∑
k=1
∥∥∫ ⊕
Irr(G)
ξkπ ⊗ ξkπ dµ(π)
∥∥2 = ∫
Ω∩⋃K
k′=1
Irr(G)↾k′
dim dµ,
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consequently, there exists n0 such that
〈ξn |χ
∫
(
∫ ⊕
Ω
π dµΩ(π))ξn〉 ≈ε
∫
Ω
dimdµ,
for n ≥ n0. Since the norm of χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) is less or equal to
∫
Ω
dimdµ, this implies
that
∫
Ω
dimdµ is an approximate eigenvalue of χ
∫
(
∫ ⊕
Ω
π dµΩ(π)) and proves∫
Ω
dimdµ ∈ σ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
12 A - a C∗-algebra generated by integral characters
In this section we introduce a C∗-algebra A, which is generated by certain integral charac-
ters. We prove two theorems which gives conditions equivalent to coamenability: Theorem
12.6 states that G is coamenble if and only if there exists a certain character on A, and
Theorem 12.8 relates coamenability to the properties of spectra σ(Lν).
Let us fix any Plancherel measure µ for G. Recall that whenever we take an integral rep-
resentation πX ∈ Rep
∫
(G), it comes together with a measure space and measurable fields:
of Hilbert spaces and of representations:
(X,MX , µX , (Hx)x∈X , {(eix)x∈X}i∈N, (πx)x∈X).
For an integral representation πX ∈ Rep
∫
(G) such that πX 4q ΛĜ we can find a descending
family of sets {FnπX}n∈N defined uniquely up to measure zero, such that
πX =
∫ ⊕
X
πx dµX(x) ≃
⊕
n∈N
∫ ⊕
FnpiX
κ dµFnpi(κ).
If
∑∞
n=1 χFnpiX < +∞ pointwise (in particular E
ℵ0
πX
= ∅) then we can use Proposition 5.1:
we get a measurable function ̟πX on F1πX such that the measure µ˜ = ̟
πXµF1piX
satisfies∫
X
dim dµX =
∞∑
n=1
∫
FnpiX
dimdµ˜
and we have equality of the integral weights. If the above integral dimensions are finite,
we have equality of the integral characters:
χ
∫ (∫ ⊕
X
πx dµX(x)
)
=
∞∑
n=1
χ
∫
(
∫ ⊕
FnpiX
κ dµ˜FnpiX (κ)) =
∞∑
n=1
∫
FnpiX
̟πX(κ)χ(Uκ) dµFnpiX (κ).
Let us now introduce new families of representations:
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Definition 12.1.
• Let Rep
∫
q (G) be the family of integral representations πX ∈ Rep
∫
(G) satisfying πX 4q
Λ
Ĝ
.
• Let Rep
∫
f (G) be the family of integral representations πX ∈ Rep
∫
(G) such that
πX 4q ΛĜ and
∑∞
n=1 χFnpiX < +∞ pointwise.
We define also
Rep
∫
q,<+∞(G) = Rep
∫
q (G) ∩ Rep
∫
<+∞(G) and Rep
∫
f,<+∞(G) = Rep
∫
f (G) ∩ Rep
∫
<+∞(G).
Take integral representations πX , πY ∈ Rep
∫
<+∞(G). We have justified in Section 4 that
their direct sum, tensor product and conjugate representation end up in Rep
∫
<+∞(G).
Properties of the regular representation and quasi-containment shows that if πX , πY 4q
Λ
Ĝ
then the same is true for representations constructed via basic operations. Indeed,
Proposition 14.18 shows that this is the case for a tensor product, it is also clear for a
direct sum. In the Subsubsection 4.1.3 we have proven that πX ≃ HpiX ◦πX ◦ Rˆu, therefore
πX is quasi-contained in the representation conjugate to ΛĜ. However, ΛĜ is self-conjugate
up to quasi equivalence: by [11, Theorem 2.2] we need to show the existence of a normal
⋆-isomorphism:
γ : {(η ⊗ id)W | η ∈ L1(G)}′′ → {(η ⊗ id)(R⊗ L2(G))W | η ∈ L1(G)}′′.
satisfying (id⊗ γ)W = (R⊗ L2(G))W. However, we have
L∞(Ĝ) = {(η ⊗ id)W | η ∈ L1(G)}′′,
L2(G)(L
∞(Ĝ)) = {(η ⊗ id)(R⊗ L2(G))W | η ∈ L1(G)}′′ ⊆ B(L2(G)),
therefore we can take γ = L2(G) ◦ Rˆ. Indeed, it is a normal linear ⋆-multiplicative
map, which is clearly an isomorphism between the von Neumann algebras L∞(Ĝ) and
L2(G)(L
∞(Ĝ)). Moreover, it satisfies
(id⊗ γ)W = (id⊗ L2(G) ◦ Rˆ)W = (R⊗ L2(G))W.
It follows that πX 4q ΛĜ whenever πX 4q ΛĜ. let us introduce the following subsets:
A =
{ 3∑
k=0
ikχ
∫
(
∫ ⊕
Xk
πx dµXk(x))
∣∣∀k∈0,3 πXk ∈ Rep∫q,<+∞(G)} ⊆ L∞(G)
and A = A
‖·‖
. Both A and A are subalgebras of L∞(Ĝ). It follows from the fact that
we can express a sum and a product of integral characters as an integral character. If
irreducible representations of G are admissible then A is a ⋆-algebra, and A is a C∗-
algebra in L∞(G) – it is the case since then we can express adjoint of integral character
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as an integral character. It can happen that 1 /∈ Awot (see example R ⋊ Z2), so it is not
necessarily the case that A is a nondegenerate C∗-subalgebra of B(L2(G)). For any subset
Ω ⊆ Irr(G) such that ∫
Ω
dim dµ < +∞ we have χ
∫
(
∫ ⊕
Ω
π dµ(π)) ∈ A ⊆ A.
Recall that in Lemma 9.8 we have defined operator T , which is an isometry L2(Irr(G))→
L2(G). Moreover, we have introduced a closed subspace H in L2(G) as the image of T .
The next proposition is in part a generalization of propositions 9.5 and 9.6 to the case of
more general integral representations.
Proposition 12.2. Let πX ∈ Rep
∫
f,<+∞(G). We have
Tr(E2•)
1
2̟πX
∞∑
n=1
χFnpiX ∈ L
2(Irr(G))⇔ χ
∫
(
∫ ⊕
X
πx dµX(x)) ∈ Nψ.
If the above conditions hold, then also
Λψ
(
(χ
∫
(
∫ ⊕
X
πx dµX(x))
)
= T (Tr(E2•)
1
2̟πX
∞∑
n=1
χFnpiX ) ∈ H.
Consequently
H = span{Λψ(χ∫ (∫ ⊕
X
πx dµX(x))
) ∣∣πX ∈ Rep∫f,<+∞(G) : Tr(E2•) 12̟πX ∞∑
n=1
χFnpiX ∈ L
2(Irr(G))
}
.
Proof. Let πX be an integral representation in Rep
∫
f,<+∞(G). We have
dim̟πX
∞∑
n=1
χFnpiX ∈ L
1(Irr(G))
and
χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∞∑
n=1
∫
Irr(G)
(̟πXχFnpiX )(π)χ(U
π) dµ(π)
=
∫
Irr(G)
(
̟πX
∞∑
n=1
χFnpiX
)
(π)χ(Uπ) dµ(π),
We can express the integral character using equivalent Plancherel measure: define µ˜ =
(χIrr(G)\F1piX +̟
πX(
∑∞
n=1 χFnpiX ))µ, then we have
χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∫
F1piX
χ(Uπ) dµ˜(π) = χ
∫
(
∫ ⊕
F1piX
π dµ˜F1piX
(π)).
Operators E˜π corresponding to this Plancherel measure are given by
E˜2π = ̟
πX(π)(
∞∑
n=1
χFnpiX (π))E
2
π (π ∈ F1πX ).
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Therefore, if the integral character is in Nψ, Proposition 9.5 gives us
+∞ >
∫
F1piX
Tr(E˜2π) dµ˜(π) =
∫
Irr(G)
̟πX(π)2(
∞∑
n=1
χFnpiX (π))
2Tr(E2π) dµ(π),
which proves the implication ⇐.
Assume now that Tr(E2•)
1
2̟πX
∑∞
n=1 χFnpiX ∈ L
2(Irr(G)). Let {Vp}p∈N be an increasing
family of measurable subsets of Irr(G) which have finite measure and moreover
sup
π∈Vp
(
dim(π) + Tr(E2π)
1
2̟πX(π)
∞∑
n=1
χFnpiX (π) + Tr(E
2
π)
−1) ≤ p (p ∈ N).
For any p ∈ N and a measurable subset V ⊆ Vp, the function χV Tr(E2•)
1
2̟πX
∑∞
n=1 χFnpiX
belongs to the original domain of T , D(T ). Let {(ξnκ)κ∈Irr(G)}n∈N be a field of orthonormal
bases. For any p′ > p we have∫
Irr(G)
χVp′\Vp
∣∣Tr(E2•) 12̟πX ∞∑
n=1
χFnpiX
∣∣2 dµ
=
∥∥T (χVp′\Vp Tr(E2•) 12̟πX ∞∑
n=1
χFnpiX
)∥∥2
=
∥∥Λψ(∫
Irr(G)
χVp′\Vp(π)(̟
πX
∞∑
n=1
χFnpiX )(π)χ(U
π) dµ(π)
)∥∥2.
(12.1)
Equation (12.1) shows that
(
Λψ
(∫
Irr(G)
(χVp̟
πX
∞∑
n=1
χFnpiX )(π)χ(U
π) dµ(π)
))
p∈N
is a Cauchy sequence in L2(G), therefore since Λψ is a closed map we have
χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∫
Irr(G)
(
̟πX
∞∑
n=1
χFnpiX
)
(π)χ(Uπ) dµ(π) ∈ Nψ
and
Λψ
(
χ
∫
(
∫ ⊕
X
πx dµX(x))
)
= Λψ
(∫
Irr(G)
(
̟πX
∞∑
n=1
χFnpiX
)
(π)χ(Uπ) dµ(π)
)
= lim
p→∞
Λψ
(∫
Irr(G)
(
χVp̟
πX
∞∑
n=1
χFnpiX
)
(π)χ(Uπ) dµ(π)
)
= lim
p→∞
T (χVp Tr(E
2
•)
1
2̟πX
∞∑
n=1
χFnpiX ) = T (Tr(E
2
•)
1
2̟πX
∞∑
n=1
χFnpiX ).
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This also shows the inclusion
H ⊇ {Λψ(χ∫ (∫ ⊕
X
πx dµX(x))
) ∣∣ πX ∈ Rep∫f,<+∞(G) : Tr(E2•) 12̟πX ∞∑
n=1
χFnpiX ∈ L
2(Irr(G))
}
.
By the definition of H we have H = T (L2(Irr(G))). The Hilbert space L2(Irr(G)) is
generated by functions Tr(E2•)
1
2χΩ, where Ω is a measurable, finite measure subset which
satisfies supπ∈ΩTr(E
2
π) < +∞ and contains representations of dimension ≤ p for some
p ∈ N. Then of course ∫
Ω
dim dµ < +∞. It is also clear that
Λ
Ĝ q< σΩ =
∫ ⊕
Ω
κ dµΩ(κ)
and FnσΩ = ∅ for n ≥ 2, hence σΩ ∈ Rep
∫
f,<+∞(G). We also have
Tr(E2•)
1
2̟σΩ
∞∑
n=1
χFnσΩ = Tr(E
2
•)
1
2χΩ ∈ L2(Irr(G)).
Since the function Tr(E2•)
1
2χΩ is in the original domain of T , we have
T (Tr(E2•)
1
2χΩ) = Λψ
(∫
Irr(G)
χΩ(κ)χ(U
κ) dµ(κ)
)
= Λψ
(
χ
∫
(
∫ ⊕
Ω
κ dµΩ(κ))
)
,
which ends the proof.
The above proposition says that the subspace H ⊆ L2(G) is roughly speaking the
Hilbert space of square integrable integral characters. The next lemma says that the C∗-
algebra A preserves this subspace.
Lemma 12.3. We have AH ⊆ H.
Proof. Let χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∫
X
χ(Uπx) dµX(x) ∈ A. Since πX 4q ΛĜ, Lemma 4.4 gives
us πx 4 ΛĜ for almost all x ∈ X , therefore Theorem 10.3 implies that χ(Uπx)T = TLπx
for almost all x ∈ X . Consequently, for f ∈ L2(Irr(G), µ) we have
χ
∫
(
∫ ⊕
X
πx dµX(x))T (f) =
∫
X
χ(Uπx)T (f) dµX(x) =
∫
X
TLπx(f) dµX(x) ∈ H
(integral converges in the weak topology on L2(G), image of the integrand lies inH therefore
the integral belongs to H due to Riesz theorem). Taking limits and linear combinations
gives us the claim.
The above lemma tells us that the integral character of any integral representation in
Rep
∫
q,<+∞(G) preserves the subspace H, hence we can consider the restricted operator. The
next result provides us with information on how this operation changes its spectrum. Its
proof is elementary hence will be ommited.
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Lemma 12.4. Assume that all irreducible representations of G are admissible. For any
element a ∈ A we have an inclusion of spectra: σL∞(G)(a) ⊇ σB(H)(a|H).
Define a ⋆-homomorphism φ as the restriction map:
φ : A ∈ a 7→ a|H ∈ B(H).
Lemma 12.5. Assume that all irreducible representations of G are admissible. Then φ is
a faithful ⋆-homomorphism.
Proof. Assume that there exists an operator a ∈ A in the kernel of φ with ‖a‖ = 1. In
particular this means that for any measurable subset Ω ⊆ Irr(G) such that
µ(Ω) + sup
π∈Ω
(Tr(E2π) + dim(π)) < +∞,
and any bounded measurable function f with support in Ω we have
aT (Tr(E2•)
1
2f) = aΛψ(
∫
Ω
f(κ)χ(Uκ) dµ(κ)) = Λψ(
∫
Ω
f(κ)aχ(Uκ) dµ(κ)) = 0.
As the weight ψ is faithful, the above equation gives us∫
Ω
f(κ)aχ(Uκ) dµ(κ) = 0.
Choose vectors ξ, ζ ∈ L2(G) and function f(κ) = 〈ξ aχ(Uκ)ζ〉χΩ(κ) (κ ∈ Irr(G)). We
arrive at 〈
ξ
∣∣(∫
Ω
f(κ)aχ(Uκ) dµ(κ)
)
ζ
〉
=
∫
Ω
| 〈ξ aχ(Uκ)ζ〉 |2 dµ(κ) = 0.
Since ξ, ζ , Ω were (more or less) arbitrary, we get aχ(Uκ) = 0 for almost all κ ∈ Irr(G).
Consequently also χ(Uκ)a∗ = 0 for almost all κ ∈ Irr(G) (here we use the fact that κ is
admissible and that Plancherel measure is equivalent to the Plancherel measure composed
with conjugation). Pick integral representations πX0 , . . . , πX3 ∈ Rep
∫
q,<+∞(G) such that
∥∥a− 3∑
k=0
ikχ
∫
(
∫ ⊕
Xk
πx dµXk(x))
∥∥ ≤ 1
2
.
We arrive at a contradiction:
1−1
2
≤ ∥∥( 3∑
k=0
ikχ
∫
(
∫ ⊕
Xk
πx dµXk(x))
)
a∗
∥∥ = ∥∥ 3∑
k=0
ik
∞∑
n=1
∫
FnpiXk
̟πXk (κ)χ(Uκ)a∗ dµFnpiXk
(κ)
∥∥ = 0.
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Theorem 12.6. Let G be a second countable locally compact quantum group. Assume
moreover that G is type I and has only finite dimensional irreducible representations all of
which are admissible. Then G is coamenable if and only if there exists a character δ ∈ A∗
such that
δ(χ
∫
(
∫ ⊕
X
πx dµX(x))) =
∫
X
dimdµX
for every integral representation πX ∈ Rep
∫
q,<+∞(G).
Character δ is closely related to the counit – formally the counit satisfies the above
equation. However, the counit (if exists) is defined only on C0(G) not on the whole L
∞(G).
The second difficulty stems from the fact that the above integral coverges in σ-wot, and
the counit is only norm continuous.
Character δ will be defined (similarly as one can find the counit) by taking appropriate
limit of vector functionals, given by vectors appearing in the definition of coamenability.
Proof. Assume thatG is coamenable. Choose any integral representation πX ∈ Rep
∫
q,<+∞(G).
There exists a unitary intertwiner
O :
∫ ⊕
X
Hx dµX(x)→
∞⊕
n=1
∫ ⊕
FnpiX
Hπ dµFnpiX (π).
Let {(ξkx)x∈X}∞k=1 be a measurable field of orthonormal bases. We have
+∞ >
∫
X
dimdµX =
∞∑
k=1
∫
X
‖ξkx‖2 dµX(x),
which means that for each k ∈ N we can consider ∫ ⊕
X
ξkx dµX(x) ∈
∫ ⊕
X
Hx dµX(x) and
O
∫ ⊕
X
ξkx dµX(x) =
∞⊕
n=1
∫ ⊕
FnpiX
ζkn,π dµFnpiX (π) (k ∈ N)
for some vectors ζkn,π. By the definition of integral character the following holds:
χ
∫
(
∫ ⊕
X
πx dµX(x)) =
∞∑
k=1
∫
X
(id⊗ ωξkx)Uπx dµX(x).
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Let us choose an arbitrary functional ω ∈ L1(G). We have
ω(χ
∫
(
∫ ⊕
X
πx dµX(x))) =
∞∑
k=1
∫
X
ωξkx((ω ⊗ id)Uπx) dµX(x)
=
∞∑
k=1
〈∫ ⊕
X
ξkx dµX(x)
∣∣(∫ ⊕
X
πx(λ
u(ω)) dµX(x)
) ∫ ⊕
X
ξkx dµX(x)
〉
=
∞∑
k=1
〈O∗ ∞⊕
n=1
∫ ⊕
FnpiX
ζkn,π dµFnpiX (x)
∣∣(∫ ⊕
X
πx(λ
u(ω)) dµX(x)
)O∗ ∞⊕
n=1
∫ ⊕
FnpiX
ζkn,π dµFnpiX (x)
〉
=
∞∑
k=1
〈 ∞⊕
n=1
∫ ⊕
FnpiX
ζkn,π dµFnpiX (x)
∣∣( ∞⊕
n=1
∫ ⊕
FnpiX
π(λu(ω)) dµFnpiX (π)
) ∞⊕
n=1
∫ ⊕
FnpiX
ζkn,π dµFnpiX (x)
〉
=
∞∑
k=1
∞∑
n=1
∫
FnpiX
〈ζkn,π | π(λu(ω))ζkn,π〉 dµFnpiX (π).
Let us extend fields {(ζkn,π)π∈FnpiX }∞k,n=1 by 0 to the whole Irr(G). Since
+∞ >
∞∑
k=1
∥∥∫ ⊕
X
ξkx dµX(x)
∥∥2 = ∞∑
k=1
∥∥ ∞⊕
n=1
∫ ⊕
FnpiX
ζkn,π dµFnpiX (π)
∥∥2 = ∞∑
k,n=1
∫
FnpiX
‖ζkn,π‖2 dµFnpiX (π),
for any n, k ∈ N the vector field (ζkn,π)π∈Irr(G) is square integrable. We can further write
ω(χ
∫
(
∫ ⊕
X
πx dµX(x))) =
∞∑
k=1
∞∑
n=1
∫
Irr(G)
〈
ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖
∣∣(π(λu(ω))⊗ 1
Hpi
) ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖
〉
dµ(π)
=
∞∑
k=1
∞∑
n=1
〈∫ ⊕
Irr(G)
ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖ dµ(π)
∣∣(∫ ⊕
Irr(G)
π(λu(ω))⊗ 1
Hpi
) dµ(π)
)(∫ ⊕
Irr(G)
ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖ dµ(π)
〉
=
∞∑
k=1
∞∑
n=1
〈∫ ⊕
Irr(G)
ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖ dµ(π)
∣∣QL(ω ⊗ id)WQ∗L(∫ ⊕
Irr(G)
ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖ dµ(π)
〉
.
Let us introduce vectors
ηn,k = Q∗L
(∫ ⊕
Irr(G)
ζkn,π ⊗ ζ
k
n,pi
‖ζkn,pi‖ dµ(π)
) ∈ L2(G) (n, k ∈ N)
These vector satisfy the following
∞∑
n,k=1
‖ηn,k‖2 =
∞∑
n,k=1
∫
Irr(G)
‖ζkn,π‖2 dµ(π) =
∞∑
k=1
∥∥∫ ⊕
X
ξkx dµX(x)
∥∥2 = ∫
X
dimdµX < +∞.
Above, we have proven the following equality
ω(χ
∫
(
∫ ⊕
X
πx dµX(x))) =
∞∑
k=1
∞∑
n=1
(ω ⊗ ωηn,k)W
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for any ω ∈ L1(G). In particular, we can substitute ωm = ωξm , where (ξm)m∈N is a sequence
of unit vectors from the definition of coamenability (Definition 11.8). For any n, k ∈ N we
have
(ωm ⊗ ωηn,k)W = 〈ξm ⊗ ηn,k |W ξm ⊗ ηn,k〉 −−−→m→∞ ‖ηn,k‖
2,
therefore
ωm(χ
∫
(
∫ ⊕
X
πx dµX(x))) =
∞∑
k=1
∞∑
n=1
(ωm ⊗ ωηn,k)W −−−→m→∞
∞∑
n,k=1
‖ηn,k‖2 =
∫
X
dim dµX .
We can interchange the signs of a limit and series. Indeed, for any m,n, k ∈ N we have
inequalities: |(ωm ⊗ ωηn,k)W| ≤ ‖ηn,k‖2 and
∑∞
n,k=1 ‖ηn,k‖2 < +∞, therefore we can use
the dominated convergence theorem.
Due to the w∗-compactness of the closed unit ball in A∗ we can find a subnet (ξmi)i∈I such
that the formula
δ(a) = lim
i∈I
〈ξmi aξmi〉 (a ∈ A).
defines a bounded functional (with norm ≤ 1) on A. We have proven that it satisfies
δ(χ
∫
(
∫ ⊕
X
πx dµX(x))) = lim
i∈I
〈ξmi |χ
∫
(
∫ ⊕
X
πx dµX(x))ξmi〉 =
∫
X
dim dµX
for any πX ∈ Rep
∫
q,<+∞(G). Functional δ is a character (a nonzero ⋆-homomorphism
A → C). Indeed, we know that it is a well defined nonzero bounded linear map. It is
therefore enough to prove that it is ⋆-multiplicative on A . Let χ(
∫ ⊕
X
πx dµX(x)) ∈ A .
First, let us check that it preserves the star:
δ
((
χ
∫
(
∫ ⊕
X
πx dµX(x))
)∗)
= δ
(
χ
∫
(
∫ ⊕
X
πx dµX(x))
)
=
∫
X
dim(πx) dµX(x) =
∫
X
dim(πx) dµX(x)
= δ
(
χ
∫
(
∫ ⊕
X
πx dµX(x))
)
= δ
(
χ
∫
(
∫ ⊕
X
πx dµX(x))
)
.
Now we check that δ is multiplicative: we have
δ
(
χ
∫
(
∫ ⊕
X
πx dµX(x))χ
∫
(
∫ ⊕
Y
σy dµY (y)) = δ
(
χ
∫
(
∫ ⊕
X×Y
πx ⊤©σy dµX×Y ((x, y))
)
=
∫
X×Y
dimdµX×Y =
(∫
X
dimdµX
)(∫
Y
dim dµY
)
= δ
(
χ
∫
(
∫ ⊕
X
πx dµX(x))
)
δ
(
χ
∫
(
∫ ⊕
Y
σy dµY (y))
)
for any χ
∫
(
∫ ⊕
X
πx dµX(x)), χ
∫
(
∫ ⊕
Y
σy dµY (y)) ∈ A , which proves the first implication.
Assume now that there exists a character δ ∈ A∗ as in the statement of the theorem. It is
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clear that ‖δ‖ = 1. Since A ⊆ L∞(G), we can extend δ to a state on L∞(G) and then find
a net of unit vectors (ξi)i∈I in L
2(G) such that
δ(a) = lim
i∈I
〈ξi | aξi〉 (a ∈ A).
Take any Plancherel measure µ and a measurable subset Ω ⊆ Irr(G) such that ∫
Ω
dim dµ <
+∞. Since ∫
Ω
dimdµ = δ
(
χ
∫
(
∫
Ω
π dµΩ(π))
)
= lim
i∈I
〈ξi |χ
∫
(
∫
Ω
π dµΩ(π))ξi〉,
we have ∫
Ω
dimdµ ∈ σ(χ∫ (∫
Ω
π dµΩ(π))
)
,
and the second point of Theorem 11.9 is satisfied.
Let us introduce a C∗-algebra with a unit
B = φ(A) + C1H ⊆ B(H).
We know that B is a C∗-algebra because image of a C∗-algebra under a ⋆-homomorphism
is a C∗-algebra, and a sum of a closed subspace and finite dimensional one is closed.
Lemma 12.7. Assume that all irreducible representations of G are admissible. If G is
coamenable then∫
Ω
dimdµ ∈ σB(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H) = σB(H)(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H)
for any Plancherel measure µ and any measurable subset Ω ⊆ Irr(G) such that ∫
Ω
dim dµ <
+∞.
Proof. Define a functional δ′ on B:
δ′ : B ∋ φ(a) 7→ δ(a) ∈ C
if 1H ∈ φ(A) and
δ′ : B ∋ φ(a) + z1H 7→ δ(a) + z ∈ C
if4 1H /∈ φ(A), where δ is the character the existence of which was proven in Theorem 12.6.
It is well defined since φ is an isometry. Functional δ′ is a character. Indeed, in the first
case it is clear, since δ is a character. In the second case δ′ is a bounded linear functional.
The fact that δ′ is ⋆-multiplicative requires only simple calculation. We have defined a
character δ′ on B such that
δ′
(
φ
(
χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
))
= δ′(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H) =
∫
Ω
dimdµ.
4In this case B is the minimal unitization of φ(A).
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Consequently∫
Ω
dim dµ ∈ σB(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H) = σB(H)(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H).
The last equality follows from the fact that B ⊆ B(H) is a unital C∗-subalgebra with the
same unit.
Recall that in equation (10.5) we have introduced operator Lν =
∫
Irr(G)
ν(κ)
dim(κ)
Lκ dµ(κ).
Having the above result, we can derive an analog of Theorem 11.9 for operators Lν .
Theorem 12.8. Let G be a second countable locally compact quantum group. Assume
moreover that G is type I and has only finite dimensional irreducible representations. Con-
sider the following conditions:
1) G is coamenable.
2) Let µ be any Plancherel measure and Ω ⊆ Irr(G) a measurable subset such that∫
Ω
dimdµ < +∞. Define ν = dimχΩ. Then
∫
Ω
dimdµ ∈ σ(Lν).
3) Let µ be a Plancherel measure which is invariant under conjugation. Let Ω ⊆ Irr(G)
be a symmetric subset such that ν = dimχΩ ∈ L1(Irr(G), µ). Then
∫
Ω
dim dµ ∈
σ(Lν).
We have 1) ⇒ 2) ⇒ 3). If all irreducible representations of G are admissible then also
3)⇒ 1).
Proof. Assume that G is coamenable, we have chosen an arbitrary Plancherel measure µ
and a subset Ω ⊆ Irr(G) such that ν = dimχΩ ∈ L1(Irr(G)). Thanks to Lemma 12.7 we
know that ∫
Ω
dimdµ ∈ σB(H)(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H).
Corollary 10.5 gives us a unitary equivalence
T ′Lν = χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
HT
′,
(T ′ : L2(Irr(G)) → T (L2(Irr(G))) = H is an operator T with restricted codomain, so that
it is unitary not just isometric). As unitary equivalence does not change the spectrum, we
have 1)⇒ 2).
Implication 2)⇒ 3) is trivial.
Assume that all irreducible representations of G are admissible and point 3) holds. Let
µ be a Plancherel measure which is invariant under conjugation, and let Ω be a symmet-
ric measurable subset such that
∫
Ω
dimdµ < +∞. Let ν = dimχΩ. Point 3) gives us∫
Ω
dimdµ ∈ σ(Lν), and as before Corollary 10.5 implies∫
Ω
dimdµ ∈ σB(H)(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))
∣∣
H).
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Lemma 12.4 shows that ∫
Ω
dimdµ ∈ σ(χ
∫
(
∫ ⊕
Ω
π dµΩ(π))).
Implication 3)⇒ 1) from Theorem 11.9 ends the proof.
13 Examples
13.1 G compact
Assume now that G is a compact quantum group with at most countably many classes of
irreducible representations. For the theory of compact quantum groups let us refer to [27].
We have
Cu0(Ĝ) = C0(Ĝ) = c0(Ĝ) =
c0⊕
α∈Irr(G)
B(Hα), L
∞(Ĝ) = ℓ∞(Ĝ) =
ℓ∞⊕
α∈Irr(G)
B(Hα)
and Irr(G) is a discrete measurable space. We declare all vector fields on Irr(G) to be
measurable. Define operators QL,QR to be
QL : L2(G) ∋ Λϕ̂
(
(Tα)α∈Irr(G)
) 7→ ∫ ⊕
Irr(G)
Tα ρα
− 1
2 dµ(α) ∈
∫ ⊕
Irr(G)
HS(Hα) dµ(α),
QR : L2(G) ∋ JˆJΛψ̂
(
(Tα)α∈Irr(G)
) 7→ ∫ ⊕
Irr(G)
Tα ρα
1
2 dµ(α) ∈
∫ ⊕
Irr(G)
HS(Hα) dµ(α),
where (Tα)α∈Irr(G) belongs respectively: to Nϕ̂ in the case of QL and Nψ̂ in the case of QR.
Define positive invertible operators Dα, Eα ∈ B(Hα) and a measure µ on Irr(G) via
Dα = ρα
1
2 , Eα = ρα
− 1
2 , µ({α}) = dα (α ∈ Irr(G)).
where dα is the quantum dimension of α (see [27]).
Proposition 13.1. The objects
QL, QR, µ, (Dα)α∈Irr(G), (Eα)α∈Irr(G)
satisfy all the conditions of theorems 3.3, 3.4.
In order to prove this proposition, we will use point 7) of theorems 3.3, 3.4. First, let
us check that QL is a well defined isometry:∥∥∫ ⊕
Irr(G)
Tαρα
− 1
2 dµ(α)
∥∥2 = ∫
Irr(G)
∥∥Tαρα− 12∥∥2HS dµ(α)
=
∑
α∈Irr(G)
dαTr(ρα
−1Tα
∗Tα) = ‖Λϕ̂((Tα)α∈Irr(G))‖2
89
It is clear that the image of QL is dense, hence QL is a unitary operator. Analogous
argument shows that QR also is unitary.
For ω ∈ L1(G) such that λ(ω) ∈ Nϕ̂ we have
QLΛϕ̂(λ(ω)) =
∫ ⊕
Irr(G)
α(λ(ω))ρα
− 1
2 dµ(α) =
∫ ⊕
Irr(G)
(ω ⊗ id)(Uα)ρα− 12 dµ(α).
Similarly, for ω ∈ L1(G) such that λ(ω) ∈ Nψ̂ we have
QRJˆJΛψ̂(λ(ω)) =
∫ ⊕
Irr(G)
(ω ⊗ id)(Uα) ρ
1
2
α dµ(α),
which proves point 7.2).
Take x ∈ Nϕ̂ and ω ∈ L1(G). We have
QL((ω ⊗ id)W)Λϕ̂(x) = QLΛϕ̂(((ω ⊗ id)W)x) =
∫ ⊕
Irr(G)
α(((ω ⊗ id)W)x)ρα− 12 dµ(α)
=
∫ ⊕
Irr(G)
(ω ⊗ id)(Uα)α(x)ρα− 12 dµ(α),
on the other hand (∫ ⊕
Irr(G)
(ω ⊗ id)(Uα)⊗ 1
Hα
dµ(α)
)QLΛϕ̂(x)
=
∫ ⊕
Irr(G)
((ω ⊗ id)(Uα)⊗ 1
Hα
)α(x)ρα
− 1
2 dµ(α)
=
∫ ⊕
Irr(G)
(ω ⊗ id)(Uα)α(x)ρα− 12 dµ(α).
The last equality follows from the isomorphism HS(Hα) = Hα⊗Hα. The above calculation
proves the commutation rule
QL(ω ⊗ id)W =
(∫ ⊕
Irr(G)
(ω ⊗ id)(Uα)⊗ 1
Hα
dµ(α)
)QL (ω ∈ L1(G)).
Let us introduce a dense *-subalgebra in c0(Ĝ):
c00(Ĝ) =
alg⊕
α∈Irr(G)
B(Hα).
In order to show the second commutation rule, we need the following lemma:
Lemma 13.2. The subspace c00(Ĝ) is a σ-sot× ‖ · ‖ core for Λϕ̂.
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Above (and everywhere else) we treat ℓ∞(Ĝ) as a subalgebra of B(L2(G)), not B(
⊕
α∈Irr(G) Hα).
Proof. Let T = (Tα)α∈Irr(G) ∈ Nϕ̂, that is
ϕ̂(T ∗T ) =
∑
α∈Irr(G)
dαTr(T
∗
αTαρ
−1
α ) < +∞.
Let {Xn |n ∈ N} be any increasing family of finite subsets of Irr(G). Let (T n)n∈N be a
sequence of elements of c00(Ĝ) given by T
n
α = χXn(α)Tα. It is clear that T
n ∈ Nϕ̂ for each
n ∈ N. We have Λϕ̂(T n) −−−→
n→∞
Λϕ̂(T ). Indeed
‖Λϕ̂(T )− Λϕ̂(T n)‖2 =
∑
α∈Irr(G)
dαTr((Tα − T nα )∗(Tα − T nα )ρ−1α )
=
∑
α∈Xn
dαTr((Tα − T nα )∗(Tα − T nα )ρ−1α ) +
∑
α∈Irr(G)\Xn
dαTr((Tα − T nα )∗(Tα − T nα )ρ−1α )
=
∑
α∈Irr(G)\Xn
dαTr(T
∗
αTαρ
−1
α ) −−−→
n→∞
0.
Furthermore, we have T n
σ-sot−−−→
n→∞
T . Indeed: as the sequence (T n)n∈N is bounded, it is
enough to check convergence in sot and for vectors from a dense subspace {Λϕ̂(S) |S ∈
Nϕ̂ ∩ Dom(σϕ̂i/2)}. For any S ∈ Nϕ̂ ∩ Dom(σϕ̂i/2) we have
‖TΛϕ̂(S)− T nΛϕ(S)‖ = ‖Λϕ̂((T − T n)S)‖ = ‖Jˆσϕ̂−i/2(S∗)JˆΛϕ̂(T − T n)‖
≤ ‖σϕ̂−i/2(S∗)‖‖Λϕ̂(T − T n)‖ −−−→n→∞ 0,
which proves the claim.
Let us now check the second commutation rule. Take any T = (Tα)α∈Irr(G) ∈ c00(Ĝ)
and ω ∈ L1(G) such that λ(ω) ∈ c00(Ĝ). Let us note that the unbounded operators
ρ =
⊕
α∈Irr(G) ρα and ∇ϕ̂ have the subspace Λϕ̂(c00(Ĝ)) in their domain, and moreover this
subspace is preserved by them. Indeed, it is clear for ρ, and we know that ∇ϕ̂Λϕ̂(eαi,j) =
(ρα)j
(ρα)i
Λϕ̂(e
α
i,j). By the definition of V we have
QL(ω ⊗ id)χ(V)Λϕ̂(T ) = QLJˆRˆ((ω ⊗ id)W)∗JˆΛϕ̂(T ).
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On the other hand(∫ ⊕
Irr(G)
1Hα ⊗ αc((ω ⊗ id)W) dµ(α)
)QLΛϕ̂(T )
=
∫ ⊕
Irr(G)
(
1Hα ⊗ αc((ω ⊗ id)W)
)(dim(α)∑
j=1
|ζαj 〉〈(Tαρ−
1
2
α )
∗ζαj | dµ(α)
=
∫ ⊕
Irr(G)
dim(α)∑
j=1
ζαj ⊗ α ◦ Rˆ((ω ⊗ id)W)∗ (Tαρ−
1
2
α )∗ζαj dµ(α)
=
∫ ⊕
Irr(G)
Tαρ
− 1
2
α α ◦ Rˆ((ω ⊗ id)W) dµ(α)
= QLΛϕ̂((Tαρ−
1
2
α α ◦ Rˆ((ω ⊗ id)W)ρ
1
2
α)α∈Irr(G))
= QLJˆ∇
1
2
ϕ̂(ρ
− 1
2
α α ◦ Rˆ((ω ⊗ id)W)ρ
1
2
α)
∗
α∈Irr(G)Jˆ∇
1
2
ϕ̂Λϕ̂(T )
= QLJˆ∇
1
2
ϕ̂(ρ
1
2
αα ◦ Rˆ((ω ⊗ id)W)∗ρ−
1
2
α )α∈Irr(G)∇−
1
2
ϕ̂ JˆΛϕ̂(T ),
where {ζαj | j ∈ {1, . . . , dim(α)}} is any orthonormal basis in Hα. Since
∇
1
2
ϕ̂ρ
1
2Λϕ̂(e
β
k,l) = (ρβ)
1
2
k∇
1
2
ϕ̂Λϕ̂(e
β
k,l) = (ρβ)
1
2
k
( (ρβ )l
(ρβ)k
) 1
2Λϕ̂(e
β
k,l) = (ρβ)
1
2
l Λϕ̂(e
β
k,l)
then
eαi,j∇
1
2
ϕ̂ρ
1
2Λϕ̂(e
β
k,l) = δα,βδj,k(ρβ)
1
2
l Λϕ̂(e
β
i,l) = ∇
1
2
ϕ̂ρ
1
2 eαi,jΛϕ̂(e
β
k,l)
and the operator ∇
1
2
ϕ̂ρ
1
2 commutes with operators from L∞(Ĝ) (on Λϕ̂(c00(Ĝ))). Conse-
quently
QLJˆ∇
1
2
ϕ̂(ρ
1
2
αα ◦ Rˆ((ω ⊗ id)W)∗ρ−
1
2
α )α∈Irr(G)∇−
1
2
ϕ̂ JˆΛϕ̂(T )
= QLJˆ(α ◦ Rˆ((ω ⊗ id)W)∗)α∈Irr(G)∇
1
2
ϕ̂ρ
1
2ρ
− 1
2∇−
1
2
ϕ̂ JˆΛϕ̂(T )
= QLJˆ(α ◦ Rˆ((ω ⊗ id)W)∗)α∈Irr(G)JˆΛϕ̂(T ),
and the second commutation relation holds.
Assume that x = (xα)α∈Irr(G) is an element of L
∞(Ĝ) ∩ L∞(Ĝ)′. Triviality of the center
of B(Hα) impliess that xα ∈ C1α for each α ∈ Irr(G). Operator x is mapped via QL to∫ ⊕
Irr(G)
xα dµ(α), which is by the definition a diagonalisable operator. On the other hand,
any diagonalisable operator
∫ ⊕
Irr(G)
yα dµ(α) (yα ∈ C1HS(Hα)) is an image of (yα)α∈Irr(G) ∈
L∞(Ĝ) ∩ L∞(Ĝ)′. This proves that we have identified objects that are given by the left
version of Theorem 3.3.
Let us now check that QR and Eπ = ρπ− 12 satisfy conditions from point 7) of Theorem 3.4:
we only need to check the commutation rules, since the rest is clear. Now we need to use
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the formula ∇ψ̂Λψ̂(eαi,j) = (ρα)i(ρα)jΛψ̂(eαi,j). Take ω and T as before. We have
QRJˆJ(ω ⊗ id)WΛψ̂(T ) = QRJˆJΛψ̂(((ω ⊗ id)W) T )
=
∫ ⊕
Irr(G)
α(((ω ⊗ id)W)T )ρ
1
2
α dµ(α) =
∫ ⊕
Irr(G)
(ω ⊗ id)UαTαρ
1
2
α dµ(α)
=
(∫ ⊕
Irr(G)
(ω ⊗ id)Uα ⊗ 1
Hα
dµ(α)
)QRJˆJΛψ̂(T ),
which shows the first commutation rule. Let us now prove the second one:(∫ ⊕
Irr(G)
1Hα ⊗ αc((ω ⊗ id) VVV) dµ(α)
)QRJˆJΛψ̂(T )
=
∫ ⊕
Irr(G)
Tαρ
1
2
α α ◦ Rˆ((ω ⊗ id)W) dµ(α)
= QRJˆJΛψ̂
(
(Tαρ
1
2
α α ◦ Rˆ((ω ⊗ id)W)ρ−
1
2
α )α∈Irr(G)
)
= QRJˆJJ ψ̂∇
1
2
ψ̂
(
ρ
1
2
α α ◦ Rˆ((ω ⊗ id)W)ρ−
1
2
α
)∗
α∈Irr(G)J
ψ̂∇
1
2
ψ̂
Λψ̂(T )
= QRJˆJJˆRˆ((ω ⊗ id)W)∗JˆΛψ̂(T ) = QRJˆJ(ω ⊗ id)χ(V)Λψ̂(T ),
which concludes the proof of Proposition 13.4.
Remark. Note that one gets a general Plancherel measure by taking any positive measure
on Irr(G) with full support. Indeed, let c : Irr(G)→ R>0 be an arbitrary function. Define
measure µc : {α} 7→ c(α). It is equivalent to the above measure µ = µd• and we have
dµc
dµ
=
c
d•
.
With this choice of a Plancherel measure we can relate the following Duflo-Moore operators:
Dα =
√
dµc
dµ
(α)ρα
1
2 = c(α)
1
2dα
− 1
2ρα
1
2 ,
Eα =
√
dµc
dµ
(α)ρα
− 1
2 = c(α)
1
2dα
− 1
2ρα
− 1
2 .
13.1.1 Functions ̟
Choose the Plancherel measure µ with c = 1, that is µ({α}) = µc({α}) = 1 for all
α ∈ Irr(G). Take Ω ⊆ Irr(G), and κ ∈ Irr(G). Define σΩ =
⊕
α∈Ω α. We have the
following decomposition:
κ ⊤©σΩ ≃
∞⊕
k=1
⊕
α∈Fkκ ⊤©σΩ
α.
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Define representations π and σ to be
π =
∞⊕
k=1
⊕
α∈Fkκ ⊤©σΩ
α, σ =
⊕
α∈Ω
κ ⊤©α.
LetO be a unitary intertwiner between π and σ. We wish to find a function̟κ,Ω,µ : F1κ⊤©σΩ →
R>0 satisfying
∞∑
m=1
(
∫
Ω↾m
⊗Trm)
(Oπ(a)O∗) = ∞∑
n=1
∫
Fnκ ⊤©σΩ
̟(α) Tr(α(a)) dµFnκ ⊤©σΩ
(α) (a ∈ c00(Ĝ)).
Choose any function with finite support g : Irr(G) → C and define a ∈ c00(Ĝ) to be
a = (g(α)1Hα)α∈Irr(G). We have
Oπ(a)O∗ = σ(a) =
⊕
α∈Ω
κ ⊤©α(a).
For any α ∈ Ω we have
κ ⊤©α(a) ≃
∞⊕
k=1
⊕
β∈Fkκ ⊤©α
β(a),
therefore
Tr(κ ⊤©α(a)) =
∞∑
k=1
∑
β∈Fkκ ⊤©α
Tr(β(a)) =
∞∑
k=1
∑
β∈Fkκ ⊤©α
dim(β)g(β)
The above information gives us
∑
α∈Ω
∞∑
k=1
∑
β∈Fkκ ⊤©α
dim(β)g(β) =
∫
Ω
Tr(κ ⊤©α(a)) dµΩ(α)
=
∞∑
n=1
∫
Fnκ ⊤©σΩ
̟κ,µ,Ω(α) Tr(α(a)) dµFnκ ⊤©σΩ (α) =
∞∑
n=1
∑
α∈Fnκ ⊤©σΩ
̟κ,µ,Ω(α) dim(α)g(α)
(13.1)
Observe that the following holds:
⊕
α∈Ω
∞⊕
k′=1
⊕
β∈Fk′κ ⊤©α
β ≃
⊕
α∈Ω
(κ ⊤©α) ≃ κ ⊤©σΩ ≃
∞⊕
k′=1
⊕
β∈Fk′κ ⊤©σΩ
β, (13.2)
therefore for any β ∈ Irr(G) we have
∑
α∈Ω
∞∑
k=1
χFkκ ⊤©α(β) =
∞∑
k=1
χFkκ ⊤©σΩ
(β)
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(it is the multiplicity of β in the unitarily equivalent representations (13.2)). Let us muliply
this formula by dim(β)g(β) and take a sum over β:
∑
α∈Ω
∞∑
k=1
∑
β∈Fkκ ⊤©α
dim(β)g(β) =
∑
β∈Irr(G)
dim(β)g(β)
∑
α∈Ω
∞∑
k=1
χFkκ ⊤©α(β)
=
∑
β∈Irr(G)
dim(β)g(β)
∞∑
k=1
χFkκ ⊤©σΩ
(β) =
∞∑
k=1
∑
β∈Fkκ ⊤©σΩ
dim(β)g(β).
Once we substitute this result to the equation (13.1) we get
∞∑
k=1
∑
β∈Fkκ ⊤©σΩ
dim(β)g(β) =
∑
α∈Ω
∞∑
k=1
∑
β∈Fkκ ⊤©α
dim(β)g(β) =
∞∑
k=1
∑
α∈Fkκ ⊤©σΩ
̟κ,Ω,µ(α) dim(α)g(α).
Since g was arbitrary, we arrive at:
̟κ,Ω,µ(α) = 1 (α ∈ F1κ⊤©σΩ).
Proposition 13.3. Let µ be a Plancherel measure given by µ({α}) = 1 for all α ∈ Irr(G)
and let Ω ⊆ Irr(G) be any subset. Then
̟κ,Ω,µ(α) = 1 (α ∈ F1κ⊤©σΩ).
13.1.2 Operators Lκ,Lν and integral characters
We stick to the choice c = 1, that is the Plancherel measure µ = µc is given by µ({α}) =
1 (α ∈ Irr(G)). We have Eα = dα− 12ρα− 12 , therefore Tr(E2•) = 1. Note also that once we
choose this Plancherel measure we can identify the Hilbert spaces L2(Irr(G)) and ℓ2(Irr(G)).
Let us fix κ ∈ Irr(G). According to the definition of Lκ (equation (10.1)) we have
Lκ : Tr(E2•)
1
2χΩ = χΩ 7→ Tr(E2•)
1
2̟κ,Ω,µ
∞∑
n=1
χFnκ ⊤©σΩ =
∞∑
n=1
χFnκ ⊤©σΩ
for finite subsets Ω ⊆ Irr(G), consequently we have an equality of Lκ and the operator λκ
of [27]. Furthermore, for ν ∈ L1(Irr(G)) = ℓ1(Irr(G)) we have:
Lν =
∫
Irr(G)
ν(κ)
dim(κ)
Lκ dµ(κ) =
∑
α∈Irr(G)
ν(α)
dim(α)
Lα.
Let us recall that a part of [27, Theorem 2.7.10] states that a compact quantum group
G is coamenable if and only if the the fusion ring of G is amenable. By [27, Definition
2.7.6] this condition means that 1 ∈ σ(Lν) for every probability measure ν ∈ ℓ1(Irr(G)). It
follows that our Theorem 12.8 in the case of compact quantum group G is closely related
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to this theorem (the difference is that we consider only measures which have full support,
on the other hand our implication 3)⇒ 1) in Theorem 12.6 is stronger). We also wish to
point out that in [18, Theorem 4.1] a similar result appears, though in slightly different
context of fusion algebras.
In the case of compact quantum groups (and the Plancherel measure with c = 1) the
integral in definition of the integral character (equation (4.1)) reduces to a sum, therefore
for finite dimensional integral representations, the notion of an integral character and of a
character coincides. A result relating coamenability of a matrix compact quantum group
G to the real part of a spectrum of a character of the fundamental representation was
derived by Skandalis (see [2, Theorem 6.1]). Our Theorem 11.9 is however more closely
related to a version which does not assume the existence of the fundamental representation.
Equivalence (ii)⇔ (iii) in [27, Theorem 2.7.10] states that G is coamenable if and only if
dimU ∈ σ(χ(U)) for every finite dimensional representation U . Theorem 11.9 is similar to
this result, however we also consider infinite dimensional representations.
13.2 Ĝ classical
Assume now that Ĝ is a classical locally compact group which is second countable. Let us
denote by δˆ the modular element of Ĝ, which is defined as the Radon-Nikodym derivative
δˆ = dµR
dµL
, where µL, µR are respectively the left and the right Haar measure on Ĝ (note
that in the classical theory of topological groups one usually considers dµL
dµR
). We have
Irr(G) = Ĝ as a topological space, Cu0(Ĝ) = C0(Ĝ) and every point ζ ∈ Ĝ corresponds to
the one dimensional representation of C0(Ĝ) given by evaluation at ζ . We will abuse the
notation and identify (as sets) Hζ and B(Hζ) with C for each ζ ∈ Ĝ.
Take any p ∈ R. Define a measure µp = δˆpµL = δˆp−1µR, the structure of measurable
field of Hilbert spaces (C)ζ∈Ĝ given by measurable functions on Ĝ, positive operators
Dζ = δˆ(ζ)
p
2 , Eζ = δˆ(ζ)
p−1
2 (ζ ∈ Ĝ) and operators QL,QR given by
QL : L2(G) ∋ Λϕ̂(f) 7→
∫ ⊕
Ĝ
f(ζ)δˆ(ζ)−
p
2 dµp(ζ) ∈
∫ ⊕
Ĝ
HS(Hζ) dµp(ζ),
QR : L2(G) ∋ JˆJΛψ̂(f) 7→
∫ ⊕
Ĝ
f(ζ)δˆ(ζ)−
p−1
2 dµp(ζ) ∈
∫ ⊕
Ĝ
HS(Hζ) dµp(ζ).
Operators QL,QR are at first only densely defined: f belongs respectively to Nϕ̂ and
Nψ̂.
Proposition 13.4. For each p ∈ R the objects
QL, QR, µp, (Dζ)ζ∈Ĝ, (Eζ)ζ∈Ĝ
satisfy all the conditions of theorems 3.3, 3.4.
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From this proposition follows that a general Plancherel measure is given by gµL for a
strictly positive function g. We restrict our attention to the case g = δˆp because this choice
simplifies our calculations. On the other hand, we could as well chose p = 1
2
, because it
will turn out that the measure µ 1
2
is invariant under the conjugation. However, we pre-
fer to describe a more general situation; it will give us a more general result (Corollary
13.9) and includes natural choices of measures µL, µR. Yet another reason for this choice is
Proposition 13.5 – in this result we calculate functions ̟ζ,Ω,µp and see how it depends on p.
First, let us check that densely defined operators QL,QR are isometric:∥∥∫ ⊕
Ĝ
f(ζ)δˆ(ζ)−
p
2 dµp(ζ)
∥∥2 = ∫
Ĝ
|f(ζ)|2δˆ(ζ)−pδˆ(ζ)p dµL(ζ) = ‖Λϕ̂(f)‖2,∥∥∫ ⊕
Ĝ
f(ζ)δˆ(ζ)−
p−1
2 dµp(ζ)
∥∥2 = ∫
Ĝ
|f(ζ)|2δˆ(ζ)−p+1δˆ(ζ)p−1 dµR(ζ) = ‖Λψ̂(f)‖2.
It follows that they extend to the whole L2(G). It is clear that they have dense image,
therefore are unitary.
We will use point 7) of theorems 3.3, 3.4. We have
QL(Λϕ̂(λ(α))) =
∫ ⊕
Ĝ
((α⊗ id)W)(ζ)δˆ(ζ)− p2 dµp(ζ)
=
∫ ⊕
Ĝ
(α⊗ id)(U ζ)D−1ζ dµp(ζ)
for α ∈ L1(G) such that λ(α) ∈ Nϕ̂. Similarly,
QRJˆJ(Λψ̂(λ(α))) =
∫ ⊕
Ĝ
((α⊗ id)W)(ζ)δˆ(ζ)− p−12 dµp(ζ)
=
∫ ⊕
Ĝ
(α⊗ id)(U ζ)E−1ζ dµp(ζ)
for α ∈ L1(G) such that λ(α) ∈ Nψ̂. Consequently, point 7.2) holds. Now, for f ∈ Nϕ̂ and
ω ∈ L1(G) we have
QL(ω ⊗ id)WΛϕ̂(f)
=QLΛϕ̂((ω ⊗ id)(W)f)
=
∫ ⊕
Ĝ
((ω ⊗ id)W)(ζ)f(ζ)δˆ(ζ)− p2 dµp(ζ)
=
(∫ ⊕
Ĝ
((ω ⊗ id)W)(ζ)⊗ 1
Hζ
dµp(ζ)
)QLΛϕ̂(f)
=
(∫ ⊕
Ĝ
(ω ⊗ id)(U ζ)⊗ 1
Hζ
dµp(ζ)
)QLΛϕ̂(f),
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which gives us the first commutation relation. We have χ(V) = (Jˆ ⊗ Jˆ)W∗(Jˆ ⊗ Jˆ), so that
(ω ⊗ id)χ(V) = JˆRˆ((ω ⊗ id)W)∗Jˆ for ω ∈ L1(G). The Haar integrals on Ĝ are tracial,
hence the operator Jˆ acts as follows: JˆΛϕ̂(f) = Λϕ̂(f
∗) (f ∈ Nϕ̂). Consequently for each
x ∈ L∞(Ĝ), f, g ∈ Nϕ̂ the following holds
〈Λϕ̂(g) | Jˆx∗JˆΛϕ̂(f)〉 = 〈Λϕ̂(g) |Λϕ̂(fx)〉 = ϕ̂(g∗fx) = ϕ̂(g∗xf) = 〈Λϕ̂(g) | xΛϕ̂(f)〉.
It follows that Jˆx∗Jˆ = x (x ∈ L∞(Ĝ)) and
(ω ⊗ id)χ(V) = Rˆ((ω ⊗ id)W) (ω ∈ L1(G)).
We obviously have Rˆ(x)(ζ) = x(ζ−1) (x ∈ L∞(Ĝ), ζ ∈ Ĝ), therefore
QL(ω ⊗ id)χ(V)Λϕ̂(f)
=
∫ ⊕
Ĝ
((ω ⊗ id)χ(V)f)(ζ)δˆ(ζ)− p2 dµp(ζ)
=
∫ ⊕
Ĝ
(ω ⊗ id)W(ζ−1)f(ζ)δˆ(ζ)− p2 dµp(ζ)
and on the other hand(∫ ⊕
Irr(G)
1Hpi ⊗ πc((ω ⊗ id)W) dµ(π)
)QLΛϕ̂(f)
=
(∫ ⊕
Ĝ
1Hpi ⊗ Hζ(((ω ⊗ id)W)(ζ−1)) dµp(ζ)
)QLΛϕ̂(f)
=
∫ ⊕
Ĝ
(
1Hpi ⊗ Hζ(((ω ⊗ id)W)(ζ−1))
)
(f(ζ)δˆ(ζ)−
p
2 ) dµp(ζ)
=
∫ ⊕
Ĝ
((ω ⊗ id)W)(ζ−1)f(ζ)δˆ(ζ)− p2 dµp(ζ)
for ω ∈ L1(G), f ∈ Nϕ̂, which ends the proof of commutation relations for QL.
We have L∞(Ĝ) ∩ L∞(Ĝ)′ = L∞(Ĝ) and it is clear that operator QL maps a function
x ∈ L∞(Ĝ) to the operator ∫ ⊕
Ĝ
x(ζ) dµp(ζ). Note that for each x ∈ L∞(Ĝ) and f ∈ Nψ̂ we
have
QRxQ∗R
∫ ⊕
Ĝ
f(ζ)δˆ(ζ)−
p−1
2 dµp(ζ) = QRxJˆJΛψ̂(f) = QRJˆJJJˆxJˆJΛψ̂(f)
= QRJˆJJx∗JΛψ̂(f) = QRJˆJRˆ(x)Λψ̂(f) = QRJˆJΛψ̂(Rˆ(x)f)
=
∫ ⊕
Irr(G)
Rˆ(x)(ζ)f(ζ)δˆ(ζ)−
p−1
2 dµp(ζ),
therefore QRxQ∗R =
∫ ⊕
Ĝ
Rˆ(x)(ζ) dµp(ζ). Consequently, point 7.3) of theorems 3.3, 3.4
holds. We are left to show the commutation relations for QR. Take any ω ∈ L1(G) and
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f ∈ Nψ̂. We have
QRJˆJ(ω ⊗ id)WΛψ̂(f) =
∫ ⊕
Ĝ
((ω ⊗ id)W)(ζ)f(ζ)δˆ(ζ)− p−12 dµp(ζ)
=
∫ ⊕
Ĝ
(ω ⊗ id)(U ζ)f(ζ)δˆ(ζ)− p−12 dµp(ζ) =
(∫ ⊕
Ĝ
(ω ⊗ id)(U ζ)⊗ 1Hζ dµp(ζ)
)QRJˆJΛψ̂(f)
and
QRJˆJ(ω ⊗ id)χ(V)Λψ̂(f) = QRJˆJRˆ((ω ⊗ id)W)Λψ̂(f)
=
∫ ⊕
Ĝ
Rˆ((ω ⊗ id)W)(ζ)f(ζ)δˆ(ζ)− p−12 dµp(ζ)
=
(∫ ⊕
Ĝ
1Hζ
⊗ ζ((ω ⊗ id)W) dµp(ζ)
)QRJˆJΛψ̂(f).
This concludes the proof of Proposition 13.4.
13.2.1 Functions ̟
Let us fix ζ ∈ Ĝ and take a measurable subset Ω ⊆ Ĝ. Let σΩ =
∫ ⊕
Ĝ
ζ ′ dχΩµp(ζ ′) be a
representation of C0(Ĝ). Then
σΩ(f) =
∫ ⊕
Ĝ
ζ ′(f) dχΩµp(ζ
′) =
∫ ⊕
Ĝ
f(ζ ′) dχΩµp(ζ
′) = Mf ∈ B(L2(Ĝ, χΩµp)) (f ∈ C0(Ĝ)),
where Mf is a multiplication operator and we identify the direct integral Hilbert space∫ ⊕
Ĝ
C dχΩµp(ζ) with L
2(Ĝ, χΩµp). Let us define an operator
U : C⊗ L2(Ĝ, χΩµp) ∋ 1⊗ ξ 7→ δˆ(ζ)− p−12 Rζ−1ξ ∈ L2(Ĝ, χΩζµp),
where Rpζ−1 ∈ B(L2(Ĝ, χΩµp)) is the usual shift by ζ−1 from the right. Operator U is a well
defined isometry. Indeed, for any ξ ∈ L2(Ĝ, χΩµp) we have
‖U(1⊗ ξ)‖2 = ‖δˆ(ζ)− p−12 Rζ−1ξ‖2 = δˆ(ζ)−p+1
∫
Ĝ
|ξ(ζ ′ζ−1)|2 dχΩζµp
= δˆ(ζ)−p+1
∫
Ĝ
|ξ(ζ ′ζ−1)|2χΩζ(ζ ′)δˆ(ζ ′)p−1 dµR(ζ ′)
= δˆ(ζ)−p+1
∫
Ĝ
|ξ(ζ ′)|2χΩ(ζ ′)δˆ(ζ ′ζ)p−1 dµR(ζ ′)
=
∫
Ĝ
|ξ(ζ ′)|2χΩ(ζ ′)δˆ(ζ ′)p−1 dµR(ζ ′) = ‖1⊗ ξ‖2.
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Surjectivity of U is clear, hence U is unitary. Moreover, it is an intertwiner between
ζ ⊤©σΩ = (ζ ⊗ σΩ)∆u,op
Ĝ
and σΩζ : for f ∈ C0(Ĝ), ξ, η ∈ L2(Ĝ, χΩζµp) we have
〈ξ Uζ ⊤©σΩ(f)U∗η〉 =
〈
δˆ(ζ)
p−1
2 1⊗ Rζξ ζ ⊤©σΩ(f)(δˆ(ζ) p−12 1⊗ Rζη)
〉
= δˆ(ζ)p−1 〈Rζξ f(· ζ)Rζη〉
= δˆ(ζ)p−1
∫
Ĝ
ξ(ζ ′ζ)f(ζ ′ζ)η(ζ ′ζ) dχΩµp(ζ ′)
= δˆ(ζ)p−1
∫
Ĝ
χΩ(ζ
′ζ−1)ξ(ζ ′)f(ζ ′)η(ζ ′)δˆ(ζ ′ζ−1)p−1 dµR(ζ
′)
=
∫
Ĝ
ξ(ζ ′)f(ζ ′)η(ζ ′) dχΩζµp(ζ ′) = 〈ξ Mfη〉 .
Consequently E1ζ ⊤©σΩ = E
1
σΩζ
= Ωζ and Enζ ⊤©σΩ = ∅ for n ≥ 2.
We would like to find the function ̟ζ,Ω,µp. Let us introduce two integral representations:
π =
∞⊕
n=1
∫ ⊕
Fnζ ⊤©σΩ
ζ ′ d(µp)Fnζ ⊤©σΩ (ζ
′) =
∫ ⊕
Ωζ
ζ ′ d(µp)Ωζ(ζ ′)
and
γ =
∫ ⊕
Ω
ζ ⊤© ζ ′ d(µp)Ω(ζ ′).
Between these representations we have a unitary intertwiner O. For f ∈ C0(Ĝ)+ by the
definition of the function ̟ζ,Ω,µp we have∫
Ω
Tr(Oπ(f)O∗(ζ ′)) dµp(ζ ′) =
∞∑
n=1
∫
Fnκ ⊤©σΩ
̟ζ,Ω,µp(ζ ′) Tr(ζ ′(f)) dµp(ζ ′)
which can be translated to∫
Ω
f(ζ ′ζ) dµp(ζ ′) =
∫
Ω
Tr(ζ ⊤© ζ ′(f)) dµp(ζ ′) =
∫
Ωζ
̟ζ,Ω,µp(ζ ′)f(ζ ′) dµp(ζ ′).
Once we expand the definition of µp and use the right invariance of µR we arrive at∫
Ωζ
f(ζ ′)δˆ(ζ ′ζ−1)p−1 dµR(ζ ′) =
∫
Ω
f(ζ ′ζ)δˆ(ζ ′)p−1 dµR(ζ ′)
=
∫
Ωζ
̟ζ,Ω,µp(ζ ′)f(ζ ′)δˆ(ζ ′)p−1 dµR(ζ ′).
Since f is arbitrary we have proved the following:
Proposition 13.5. For any ζ ∈ Ĝ and any measurable subset Ω ⊆ Irr(G) we have
ζ ⊤© σΩ ≃ σΩζ and ̟ζ,Ω,µp(ζ ′) = δˆ(ζ)−p+1 (ζ ′ ∈ Ωζ).
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13.2.2 Operators Lζ and integral charactes
Let us now find out how the operator Lζ works. We have Eζ = δˆ(ζ) p−12 , hence Tr(E2ζ )
1
2 =
δˆ(ζ)
p−1
2 . By the definition of Lζ we have
Lζ : L2(Ĝ, µp) ∋Tr(E2•)
1
2χΩ = δˆ
p−1
2 χΩ 7→
7→Tr(E2•)
1
2̟ζ,Ω,µp
∞∑
n=1
χFnζ ⊤©σΩ
= δˆ
p−1
2 δˆ(ζ)−p+1χΩζ ∈ L2(Ĝ, µp).
For a finite measure subset Ω ⊆ Ĝ such that supΩ δˆ < +∞ we can write:
Lζ(δˆ
p−1
2 χΩ) = δˆ(ζ)
−p+1δˆ
p−1
2 χΩζ = δˆ(ζ)
−p+1(δˆ
p−1
2 χΩ)(· ζ−1)δˆ(ζ)
p−1
2
= δˆ(ζ)−
p−1
2 (δˆ
p−1
2 χΩ)(· ζ−1) = δˆ(ζ)− p−12 Rpζ−1(δˆ
p−1
2 χΩ),
where as before Rpζ−1 : L
2(Ĝ, µp) ∋ f 7→ f(· ζ−1) ∈ L2(Ĝ, µp) is a bounded operator. By
the density of the subspace spanned by functions δˆ
p−1
2 χΩ, we arrive at the following result:
Proposition 13.6. The operator Lζ is given by
Lζ = δˆ(ζ)−
p−1
2 Rpζ−1 (ζ ∈ Ĝ).
Let ν ∈ L1(Ĝ, µp) be a positive function. We define as usual
Lν =
∫
Ĝ
ν(ζ)
dim(ζ)
Lζ dµp(ζ) =
∫
Ĝ
ν(ζ)Lζ dµp(ζ),
and the above result gives us
Lν(f) =
∫
Ĝ
ν(ζ)δˆ(ζ)−
p−1
2 f(·ζ−1) dµp(ζ) (f ∈ L2(Ĝ, µp)).
Consider the operator
Vp : L
2(Ĝ, µL) ∋ f 7→ δˆ−
p−1
2 f(·−1) ∈ L2(Ĝ, µp).
It is unitary: indeed, it is isometric:
‖Vp(f)‖2L2(Ĝ,µp) =
∫
Ĝ
|f(ζ−1)|2δˆ(ζ)−p+1 dµp(ζ) =
∫
Ĝ
|f(ζ−1)|2δˆ(ζ) dµL(ζ)
=
∫
Ĝ
|f |2 dµL = ‖f‖2L2(Ĝ,µL) (f ∈ L
2(Ĝ, µL))
and it is clear that Vp is surjective. The inverse is given by V
∗
p : L
2(Ĝ, µp) ∋ f 7→
δˆ−
p−1
2 f(·−1) ∈ L2(Ĝ, µL):
VpV
∗
p (f) = δˆ
− p−1
2 V ∗p (f)(·−1) = δˆ−
p−1
2 (δˆ−
p−1
2 f(·−1))(·−1) = δˆ− p−12 δˆ p−12 f = f.
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We need to translate our function ν ∈ L1(Ĝ, µp) to L1(Ĝ, µL): define ν ′ = δˆ−p+1ν(·−1).
Then
‖ν ′‖L1(Ĝ,µL) =
∫
Ĝ
|ν(ζ−1)|δˆ(ζ)−p+1 dµL(ζ) =
∫
Ĝ
|ν(ζ)|δˆ(ζ)δˆ(ζ)p−1 dµL(ζ) = ‖ν‖L1(Ĝ,µp).
Denote by λ the regular representation of Ĝ on L2(Ĝ, µL): λζ(f)(ζ
′) = f(ζ−1ζ ′). The
operator Vp transports the regular representation to L
2(Ĝ, µp): let ζ, ζ
′ ∈ Ĝ, f ∈ L2(Ĝ, µp).
We have
VpλζV
∗
p (f)(ζ
′) = δˆ(ζ ′)−
p−1
2 λζV
∗
p (f)(ζ
′−1)
= δˆ(ζ ′)−
p−1
2 V ∗p (f)(ζ
−1ζ ′−1)
= δˆ(ζ ′)−
p−1
2 δˆ−
p−1
2 (ζ−1ζ ′−1) f(ζ ′ζ)
= δˆ(ζ)
p−1
2 f(ζ ′ζ).
Observe that we can write our operator Lν as an integral of operators VpλζV ∗p :
Lν(f) =
∫
Ĝ
ν(ζ)δˆ(ζ)−
p−1
2 f(·ζ−1) dµp(ζ)
=
∫
Ĝ
ν(ζ)δˆ(ζ)−
p−1
2 f(·ζ−1)δˆ(ζ)p dµL(ζ)
=
∫
Ĝ
ν(ζ−1)δˆ(ζ)
p−1
2 f(·ζ)δˆ(ζ)−pδˆ(ζ) dµL(ζ)
=
∫
Ĝ
ν(ζ−1)δˆ(ζ)−
p−1
2 f(·ζ) dµL(ζ)
=
∫
Ĝ
ν(ζ−1)δˆ(ζ)−p+1(VpλζV
∗
p )f dµL(ζ) =
∫
Ĝ
ν ′(ζ)(VpλζV
∗
p )f dµL(ζ).
We have proved the following:
Proposition 13.7. The operator Lν is unitarily equivalent to the operator
∫
Ĝ
ν ′(ζ)λζ dµL(ζ).
It follows that our Theorem 12.8 in the case of classical Ĝ is closely related to the
Kesten criterion of amenability (see for example [3, Theorem G.4.4]).
Now we would like to establish what the action of the integral characters is. Let us start
with the following well known lemma:
Lemma 13.8. Let H be a classical locally compact group. For each ζ ∈ H we have
(ζ ⊗ id)((WH)∗) = λζ−1,
where λζ ∈ M(C∗r(H)) = M(C0(Ĥ)) is the left regular representation.
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Note that in this lemma H, not Ĥ is classical.
Now, let us go back to the situation where Ĝ is a classical group. Take ζ ∈ Ĝ. By the
above lemma we have
χ(U ζ) = (id⊗ ζ)WG = (ζ ⊗ id)((WĜ)∗) = λζ−1 ∈ M(C0(G)),
where λζ ∈ M(C0(G)) ⊆ B(L2(G)) = B(L2(Ĝ)) is the left regular representation of the
classical group Ĝ.
Let Ω ⊆ Irr(G) be a measurable subset with µp(Ω) < +∞. Then of course
∫
Ω
dimdµp <
+∞, an according to the previous lemma, the integral character of the representation∫ ⊕
Ω
ζ dµp(ζ) is given by
χ
∫
(
∫ ⊕
Ω
ζ dµp(ζ)) =
∫
Ω
λζ−1 dµp(ζ) ∈ L∞(G) = L(Ĝ).
(Up to equivalence) the representation conjugate to ζ is ζ−1 – it follows from the fact that
Rˆu = Rˆ is given by composition with the inverse. Let us now establish for which p the
measure µp is invariant under taking inverse: let V ⊆ Ĝ be a compact subset. We have
µp(V
−1) =
∫
Ĝ
χV −1 δˆ
p dµL =
∫
Ĝ
χV δˆ
−pδˆ dµL = µ−p+1(V ),
which forces p = −p+1 and consequently p = 1
2
(µ 1
2
is the measure ”between” the left and
the right Haar measure on Ĝ). We know that a quantum group G is coamenable if and
only if the classical group Ĝ is amenable (see e.g. [5]). Note also that all finite dimensional
representations of G are admissible ([9, Remark 3.3]). We would like now to establish a
corollary of Theorem 11.9 in the case of classical Ĝ. Since the conditions in Theorem 11.9
are concerned only with the spectrum intersected with the real line, we can consider the
adjoint of the integral character and we arrive at the following corollary.
Corollary 13.9. Let G be a second countable locally compact group with the left Haar
measure µL, the right Haar measure µR and the modular element δˆ =
dµR
dµL
. The following
conditions are equivalent:
1) G is amenable.
2) For any p ∈ R and any measurable subset Ω ⊆ G such that ∫
Ω
δˆp dµL < +∞ we have∫
Ω
δˆp dµL ∈ σ(
∫
Ω
δˆ(ζ)pλζ dµL(ζ)).
3) For any measurable subset Ω ⊆ G such that Ω = Ω−1 and ∫
Ω
δˆ
1
2 dµL < +∞ we have∫
Ω
δˆ
1
2 dµL ∈ σ(
∫
Ω
δˆ(ζ)
1
2λζ dµL(ζ)).
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Let us remark that in [4, Theorem 1] Christian Berg and Jens Peter Reus Christens
obtain a theorem in a similar spirit. However, they consider Lp spaces and norm condition
(rather than a condition concerning spectrum). Moreover, they consider more general
measures (see also [16, Theorem 3.2.2]).
13.3 G classical
Let G be a classical locally compact group and let µG be its left Haar measure. The
symbol δ will denote the modular element of the classical group G, hence the Radon-
Nikodym derivative δ = dµR
dµG
, where µR is the right invariant Haar measure given by µG
composed with the inverse (again, note the difference in conventions). It is a well known
result that the algebras associated with the dual locally compact quantum group Ĝ are
given by
C0(Ĝ) = C
∗
r(G), C
u
0(Ĝ) = C
∗(G), L∞(Ĝ) = L(G).
Moreover we have λ(ω) =
∫
G
ω(x)λx dµG(x) for any ω ∈ L1(G), where λx ∈ B(L2(G))
is the unitary operator given by the left regular representation. Let us now identify the
subspaces I, IR,L1♯ (G):
Proposition 13.10.
1. We have I = L1(G) ∩ L2(G) = {ω ∈ L1(G) | λ(ω) ∈ Nϕ̂} and Λϕ̂(λ(ω)) = ω for all
ω ∈ I.
2. We have IR = L1(G) ∩ δ 12 L2(G) and ξR(ω) = ωδ− 12 for all ω ∈ IR.
3. We have L1♯ (G) = L
1(G) and α♯ = α(·−1) δ for all α ∈ L1♯ (G).
Proof. Take any ω ∈ L1(G) ∩ L2(G) and f ∈ Nϕ. We have
ω(f ∗) =
∫
G
ω(x)f(x) dµG(x) = 〈Λϕ(f) ω〉 ,
from which it follows that
ω ∈ I, Λϕ̂(λ(ω)) = ω (ω ∈ L1(G) ∩ L2(G)).
On the other hand, if ω ∈ L1(G) is a function such that the operator
L2(G) ⊇ Λϕ(Nϕ) ∋ Λϕ(f) 7→
∫
G
ω(x)f(x) dµG(x) ∈ C
is bounded, then there exists a function ν ∈ L2(G) satisfying∫
G
ω(x)f(x) dµG(x) =
∫
G
ν(x)f(x) dµG(x) (f ∈ Nϕ).
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It follows that ω = ν µG-a.e., hence we have proved I = L1(G)∩L2(G). Now we will prove
that we also have
I = {ω ∈ L1(G) | λ(ω) ∈ Nϕ̂}.
Indeed, the inclusion ⊆ holds in general. Take now ω ∈ L1(G) such that λ(ω) ∈ Nϕ̂.
As λ(I) is a core for Λϕ̂ ([23, Lemma 2.5]) we can find a net (ωj)j∈J in I such that
λ(ωj)
σ-sot∗−−−−→
j∈J
λ(ω) and Λϕ̂(λ(ωj)) = ωj −−→
j∈J
Λϕ̂(λ(ω)). From the first convergence it
follows that we have
ωj((id⊗ θ)W) = θ(λ(ωj)) −−→
j∈J
θ(λ(ω)) = ω((id⊗ θ)W)
for all θ ∈ L1(Ĝ). Take f ∈ Nϕ such that f = (id⊗ θ)W for some θ ∈ L1(Ĝ). Notice that
the space of such f ’s forms a σ-sot∗×‖ · ‖ core for Λϕ (use this time [23, Proposition 2.6]
for Ĝ). We get
〈Λϕ(f ∗) |Λϕ̂(λ(ω))〉 = lim
j∈J
〈Λϕ(f ∗) |Λϕ̂(λ(ωj))〉 = lim
j∈J
ωj(f) = ω(f).
Now, for arbitrary f ∈ Nϕ it follows that f ∗ ∈ Nϕ and we can find a net (gk)k∈K in
{(id⊗ θ)W | θ ∈ L1(Ĝ)} such that
gk
σ-sot∗−−−−→
k∈K
f ∗, Λϕ(gk) −−→
k∈K
Λϕ(f
∗).
It easily follows that we have Λϕ(g
∗
k) −−→
k∈K
Λϕ(f) (recall that the weight ϕ is tracial). We
arrive at
〈Λϕ(f) |Λϕ̂(λ(ω))〉 = lim
k∈K
〈Λϕ(g∗k) |Λϕ̂(λ(ω))〉 = lim
k∈K
ω(gk) = ω(f
∗),
hence ω ∈ I.
Now, let f ∈ Nψ be a function such that δ 12f ∈ Nϕ. The GNS construction of ψ implies
that Λψ(f) = Λϕ(fδ
1
2 ) = fδ
1
2 . Consequently, for ω ∈ L1(G) ∩ δ 12 L2(G) and f as above we
have
ω(f ∗) =
∫
G
ωf dµG =
∫
G
ωδ−
1
2 fδ
1
2 dµG = 〈Λψ(f) |ωδ− 12 〉
By density of the ⋆-algebra of the continuous functions with compact support we have
ω ∈ IR and ξR(ω) = ωδ− 12 ∈ L2(G). Argument as above implies
IR = L1(G) ∩ δ 12 L2(G).
Take α ∈ L1(G). Then
λ(α)∗ =
∫
G
α(x)λx−1 dµG(x) =
∫
G
α(x−1)δ(x)λx dµG(x),
hence L1♯ (G) = L
1(G) and α♯ = α(·−1)δ.
Since G is classical, groups (τt)t∈R, (σ
ψ
t )t∈R are trivial and we have δˆ
it = 1 for all t ∈ R
([38, Proposition 5.15]). We can therefore define Eπ = Dπ, and QR = QL ◦ JJˆ .
Let us now describe a class of locally compact groups given by the semidirect product,
which satisfy all the assumptions made in this paper:
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13.3.1 Semidirect product N ⋊H
Let N be a locally compact, Hausdorff, second countable abelian group and H a finite
discrete group acting on N via action α : H → Aut(N). Define G = G to be the semidirect
product G = G = N ⋊H . This means that we have (n, h)(n′, h′) = (n+αh(n′), hh′) for all
(g, h), (g′, h′) ∈ G. One easily checks that G is unimodular and the Haar measure is given
by the product measure of the Haar measure on N and the counting measure on H . Since
N can be identified with a normal subgroup in G (via n ≃ (n, eH)) we have an action of
G on N̂ given by
g · ν(n) = ν(g−1ng) (g ∈ G, n ∈ N, ν ∈ N̂)
Denote by Gν the stabilizer of ν. We wish to show that G is a type I group with finite
dimensional irreducible representations. Our tool is Theorem 6.43 from the Folland’s book
[15]. In order to use it, we have to show that the action of G on N̂ is regular, which means
(in this case) that for each ν ∈ N̂ , the bijective map
G/Gν ∋ xGν 7→ x · ν ∈ Oν = {g · ν | g ∈ G}
is a homeomorphism (page 196 of [15]).
Lemma 13.11. The action of G on N̂ is regular.
Proof. For g = (n, h) ∈ G, n′ ∈ N , ν ∈ N̂ we have
g−1n′g = (−αh−1(n), h−1)(n′, eH)(n, h) = (αh−1(−n + n′), h−1)(n, h) = (αh(n′), eH),
hence
g · ν(n′) = ν(αh(n′)) and Oν = {g · ν | g ∈ G} = {ν ◦ αh | h ∈ H},
in particular, the orbit of ν is finite. The space N̂ is Hausdorff, hence Oν is a discrete
subspace. It is clear that N ⊆ Gν , therefore the space G/Gν is also discrete. Indeed, any
point in G/Gν can be written as hGν for certain h ∈ H . Next, the set {hGν} ⊆ G/Gν
is an image of an open set {(h, n) |n ∈ N} via an open map G → G/Gν . Consequently
G/Gν → Oν is a bijection between discrete spaces.
Now we can describe all irreducible representations of G. Take ν ∈ N̂ and ρ, an
irreducible representation of Hν = Gν∩H on the Hilbert space Hρ. Define a representation
νρ of Gν on Hρ by
(νρ)(n, h) = ν(n)ρ(h).
Let q : G → G/Gν be the quotient map. Now we define a representation of G as the
induced representation IndGGν (νρ): its Hilbert space HIndGGν (νρ)
is
HIndGGν (νρ)
= {f ∈ C(G,Hρν) | ∀g∈G,h∈Gν f(gh) = (νρ)(h−1)f(g)}.
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Since G/Gν is finite, there is no need for completion and HIndGGν (νρ)
has finite dimension.
Scalar product on HIndGGν (νρ)
is given by:
〈f h〉 =
∑
gGν∈G/Gν
〈f(g) h(g)〉 (f, h ∈ HIndGGν (νρ))
and the representation IndGGν(νρ) is given by
IndGGν (νρ)(g)f(g
′) = f(g−1g′) (g, g′ ∈ G, f ∈ HIndGGν (νρ)).
Theorem 6.43 of [15] gives us a description of all irreducible representations of G:
Proposition 13.12. As a set, the space Irr(G) is given by
Irr(G) = {[IndGGν(νρ)] | ν ∈ Nˆ , ρ - irreducible representation of Hν}.
Moreover, representations IndGGν(νρ) and Ind
G
Gν′
(ν ′ρ′) are equivalent if and only if there
exists x ∈ H such that ν ′ = x · ν and the representations ρ, ρ′(x · x−1) are equivalent.
As a corollary we get the following result.
Proposition 13.13. G = N ⋊ H is a type I locally compact group and its irreducible
representations have dimension less or equal to
|H|max{dim(ρ) | ρ - irreducible representation of K ≤ H} < +∞.
Proof. The second claim follows from the observation that
dim(HIndGGν (νρ)
) ≤ |G/Gν| dim(Hρ)
and the following facts: N ⊆ Gν and |G/N | = |H|. We have the following criterion: a
second countable locally compact group G is type I if and only if for every irreducible rep-
resentation π of G we have K(Hπ) ⊆ π(C∗(G)) ([15, Theorem 7.6]). In our case irreducible
representations are finite dimensional, hence
π(C∗(G)) = π(C∗(G))′′ ⊇ π(G)′′ = B(Hπ) = K(Hπ).
13.3.2 Special case: R⋊ Z2
In this subsection we will describe in detail the special case of the above construction,
given by a semidirect product of R and Z2, with the action of Z2 = {1,−1} on R given by
α−1(t) = −t (t ∈ R)5. With r ∈ R let us associate a one dimensional representation of R:
πr : R ∋ t 7→ πr(t) = eitr ∈ U(C1).
5This construction can be generalized to G ⋊ Z2 with any abelian locally compact second countable
Hausdorff group G.
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It is well known that we have R̂ = {πr | r ∈ R}. Let us calculate the action of G on R̂: we
have
((r, a) · πs)(t) = πs((r, a)−1(t, 1)(r, a)) = πs((−ar, a)(t + r, a)) = πs(at, 1) = πas(t)
for all (r, a) ∈ G, s, t ∈ R, hence (r, a) · πs = πas. Consequently, the orbits look as follows:
G · π0 = {π0}, G · πs = {π−s, πs} (s ∈ R \ {0})
and the stabilizer subgroups are given by
Gπ0 = G, Gπs = R, Hπ0 = H = Z2, Hπs = {1} (s ∈ R \ {0}).
(we have introduced notation H = Z2). Consequently, the group Hπs has only the trivial
irreducible representation when s 6= 0 and two irreducible representations when s = 0:
trivial and the identity representation.
Let us first consider the case s = 0. According to the general procedure we take ρ, an
irreducible representation of Hπ0 = Z2 and consider the representation of Gπ0 = G given
by
π0ρ : Gπ0 ∋ (t, a) 7→ π0(t)ρ(a) = ρ(a) ∈ U(C1).
Since Gπ0 = G, the induction producedure is trivial and we have
IndGGpi0 (π0ρ) : G ∋ (t, a) 7→ π0(t)ρ(a) = ρ(a) ∈ U(C
1).
It is clear that in this way we get two nonequivalent representations of G: trivial and
σ : G ∋ (t, a) 7→ a ∈ U(C1).
Let us now look at the case s ∈ R \ {0}. Since the little group Hπs is trivial, there is no
representation ρ involved. We have
HIndG
R
(πs) = {f ∈ C(G) | f(x (h, 1)) = πr(−h)f(x) ∀x ∈ G, h ∈ R}.
Take f ∈ HIndG
R
(πs)
. Since
f(t, a) = f((0, a)(at, 1)) = πr(−at)f(0, a) = e−iartf(0, a) ((t, a) ∈ G)
the dimension of HIndG
R
(πs) equals 2 and as a basis of this space we can take functions f
s
1 , f
s
−1
determined by
f s1 (0, 1) = 1, f
s
1 (0,−1) = 0, f s−1(0, 1) = 0, f s−1(0,−1) = 1.
One easily checks that the induced representation IndGR (πs) is given by
IndGR(πs)(t, 1) =
[
eist 0
0 e−ist
]
, IndGR(πs)(t,−1) =
[
0 eist
e−ist 0
]
(t, s ∈ R) (13.3)
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in basis (f s1 , f
s
−1). It follows from the general theory that Ind
G
R(πs) is an irreducible rep-
resentation which is equivalent to IndGR(π−s) (s ∈ R>0). Moreover, when s > r > 0 then
representations IndGR(πs), Ind
G
R(πr) are not equivalent. In order to ease the notation, let us
write σr = Ind
G
Gpir
(πr) (r ∈ R>0). Consequently, as a set the dual space of G is given by
Irr(G) = {σr | r ∈ R>0} ∪ {1} ∪ {σ}
(we will abuse the notation and identify a class of representations with its representative).
One easily checks that the Mackey-Borel structure on Irr(G) (which is the Borel σ-algebra
since G is type I) is the most obvious one: sets {1}, {σ} are measurable, and a subset
{σr | r ∈ E} is measurable if and only if the corresponding subset E ⊆ R>0 is measurable
(for the relevant definitions, see [13, 15]). To sum up, we have proved the following result:
Proposition 13.14. The space Irr(G) is given by
Irr(G) = {σr | r ∈ R>0} ∪ {1} ∪ {σ},
where σr (r ∈ R>0) are two-dimensional representations given by (13.3), 1 is the trivial
representation and σ is the one-dimensional representation given by σ(t, s) = s ((t, s) ∈ G).
In the above decomposition of Irr(G), sets {1}, {σ} are measurable, and the measurable
structure on {σr | r ∈ R>0} agrees with the standard one on R>0.
Denote by µG the Haar measure on G and define a measure µ on Irr(G) by µ({1, σ}) = 0
and by dr
4π
on {σr | r ∈ R>0}. Next, define positive operators Dπ = 1Hpi√2 (π ∈ Irr(G)) and a
unitary operator
QL : L2(G) ⊇ L2(G) ∩ L1(G) ∋ α 7→
√
2
∫ ⊕
Irr(G)
(α⊗ id)Uπ dµ(π) ∈
∫ ⊕
Irr(G)
HS(Hπ) dµ(π).
(13.4)
We will show that these objects satisfy assumptions of Theorem 3.3. Because the set {1, σ}
is of µ-measure 0, we will identify Irr(G) with R>0 as a measure space.
First, let us justify that QL is a well defined unitary operator. Take any α, β ∈ L2(G) ∩
L1(G) and r ∈ R \ {0}. We have
(α⊗ id)Uσr =
∫
G
α(x)σr(x) dµG(x),
and similarly for β, hence
Tr(((α⊗ id)Uσr)∗((β ⊗ id)Uσr)) =
∫
G
∫
G
α(x)β(x′) Tr(σr(x)∗σr(x′)) dµ(x) dµ(x′)
Let us calculate these traces: take any t, t′ ∈ R. Using the equation (13.3) we have
Tr(σr(t, 1)
∗σr(t′, 1)) = eir(−t+t
′) + e−ir(−t+t
′) = Tr(σr(t,−1)∗σr(t′,−1))
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and Tr(σr(t, 1)
∗σr(t′,−1) = 0. It follows that
Tr(((α⊗ id)Uσr)∗((β ⊗ id)Uσr))
=
∫
R
∫
R
α(t, 1)β(t′, 1)(eir(t−t
′) + e−ir(t−t
′)) dt dt′
+
∫
R
∫
R
α(t,−1)β(t′,−1)(eir(t−t′) + e−ir(t−t′)) dt dt′.
Let us introduce new functions of real variable t: α1(t) = α(t, 1), α−1(t) = α(t,−1) and
similarly for β. We will use the Fourier transform on R: F(f)(x) = ∫
R
e−2πixyf(y) dy. We
can rewrite the above expression:
Tr(((α⊗ id)Uσr)∗((β ⊗ id)Uσr))
= F(α1)( r2π )F(β1)( r2π ) + F(α1)(−r2π )F(β1)(−r2π )
+ F(α−1)( r2π )F(β−1)( r2π ) + F(α−1)(−r2π )F(β−1)(−r2π ).
Observe the following identity:
Tr(((α⊗ id)Uσ−r)∗((β ⊗ id)Uσ−r)) = Tr(((α⊗ id)Uσr)∗((β ⊗ id)Uσr)) (r ∈ R \ {0}).
Using it, we arrive at the following equations:∫
R>0
Tr(((α⊗ id)UσrD−1σr )∗((β ⊗ id)UσrD−1σr ))
dr
4π
=
∫
R>0
Tr(((α⊗ id)Uσr)∗((β ⊗ id)Uσr))dr
2π
=
∫
R
Tr(((α⊗ id)Uσr)∗((β ⊗ id)Uσr))dr
4π
=
∫
R
(F(α1)( r2π )F(β1)( r2π ) + F(α1)(−r2π )F(β1)(−r2π )
+ F(α−1)( r2π )F(β−1)( r2π ) + F(α−1)(−r2π )F(β−1)(−r2π )
)dr
4π
=
∫
R
2(α1β1 + α−1β−1)
dr
2
=
∫
R
(
α(r, 1)β(r, 1) + α(r,−1)β(r,−1)) dr
=
∫
G
αβ dµG.
We have used the well known fact that the Fourier transform is a unitary operator. The
above calculation shows that QL is a well defined isometry, hence it extends to the whole
L2(G). Let us now justify that it is surjective. Take any function f ∈ L1(R) ∩ L2(R) and
define α : G ∋ (t, k) 7→ δk,1f(t) ∈ C. We have
(α⊗ id)Uσr =
[∫
R
f(t)eirt dt 0
0
∫
R
f(t)e−irt dt
]
=
[F(f)(−r
2π
) 0
0 F(f)( r
2π
)
]
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and hence
QL(α) =
√
2
∫ ⊕
R>0
[F(f)(−r
2π
) 0
0 F(f)( r
2π
)
]
dr
4π
.
For any g ∈ L2(R) we can find a sequence (fn)n∈N in L1(R) ∩ L2(R) such that (F(fn))n∈N
converges to g in L2(R). It follows that∥∥√2∫ ⊕
R>0
[F(fn)(−r2π ) 0
0 F(fn)( r2π )
]
dr
4π
−
√
2
∫ ⊕
R>0
[
g(−r
2π
) 0
0 g( r
2π
)
]
dr
4π
∥∥2
= 2
∫
R>0
∥∥[F(fn)(−r2π )− g(−r2π ) 0
0 F(fn)( r2π )− g( r2π )
]∥∥2 dr
4π
= ‖χR<0(F(fn)− g)‖2 + ‖χR>0(F(fn)− g)‖2 = ‖F(fn)− g‖2 −−−→
n→∞
0
and
√
2
∫ ⊕
R>0
[
g(−r
2π
) 0
0 g( r
2π
)
]
dr
4π
belongs to the image of QL. We can choose g on R≥0 and
R≤0 independently, consequently for any g, g′ ∈ L2(R>0) we have∫ ⊕
R>0
[
g(r) 0
0 g′(r)
]
dr
4π
∈ QL(L2(G)).
Analogous argument, this time using α(t, k) = δk,−1f(t) shows that we have∫ ⊕
R>0
[
g(r) f(r)
f ′(r) g′(r)
]
dr
4π
∈ QL(L2(G)) (f, g, f ′, g′ ∈ L2(R>0))
and QL is a surjective operator. Moreover, since Λϕ̂(λ(ω)) = ω, we have checked point 7.2)
of Theorem 3.3.
Let us check the commutation relation QL(α⊗ id)WG = (
∫ ⊕
Irr(G)
(α⊗ id)Uπ⊗1
Hpi
dµ(π))QL
for α ∈ L1(G). For any ω ∈ I we have
QL(α⊗ id)WGΛϕ̂(λ(ω)) = QL
∫
G
α(x)λx(ω) dµG(x) = QL(α ⋆ ω)
=
√
2
∫ ⊕
Irr(G)
(α ⋆ ω ⊗ id)Uπ dµ(π) =
√
2
∫ ⊕
Irr(G)
(α⊗ id)Uπ (ω ⊗ id)Uπ dµ(π)
=
√
2(
∫ ⊕
Irr(G)
(α⊗ id)Uπ ⊗ 1
Hpi
dµ(π))
∫ ⊕
Irr(G)
(ω ⊗ id)Uπ dµ(π)
= (
∫ ⊕
Irr(G)
(α⊗ id)Uπ ⊗ 1
Hpi
dµ(π))QLΛϕ̂(λ(ω))
from which the above equality follows.
Now the second relation. Since G is unimodular, the dual group Ĝ has tracial Haar integrals
and as in the case of compact quantum groups we have
(α⊗ id)χ(VG) = JˆRˆ((α⊗ id)WG)∗Jˆ = Jˆλ(α♯ ◦R)Jˆ (α ∈ L1(G)),
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hence
QL(α⊗ id)χ(VG)Λϕ̂(λ(ω)) = QLJˆΛϕ̂(λ(α♯ ◦R)λ(ω♯)) = QLΛϕ̂(λ(ω ⋆ (α ◦R)))
=
∫ ⊕
Irr(G)
(ω ⋆ (α ◦R)⊗ id)Uπ dµ(π)
=
∫ ⊕
Irr(G)
(ω ⊗ id)Uπ (α ◦R⊗ id)Uπ dµ(π)
=
(∫ ⊕
Irr(G)
1Hpi ⊗ ((α ◦R⊗ id)Uπ)T dµ(π)
) ∫ ⊕
Irr(G)
(ω ⊗ id)Uπ dµ(π)
=
(∫ ⊕
Irr(G)
1Hpi ⊗ πc((α⊗ id) VVVG) dµ(π)
)
Λϕ̂(λ(ω))
for any ω ∈ I. Let us check the equality QL(L∞(Ĝ)∩L∞(Ĝ)′)Q∗L = Diag(
∫ ⊕
R>0
HS(Hσr)
dr
4π
).
Equivalently we need to show QL(L∞(Ĝ) ∨ L∞(Ĝ)′)Q∗L = Dec(
∫ ⊕
R>0
HS(Hσr)
dr
4π
). Since the
right leg of WG generates L∞(Ĝ), and the left leg of VG generates L∞(Ĝ)′ we have shown
above the inclusion ⊆. Equality follows from the reasoning similar to the one which showed
surjectivity of QL – the only difference is that one needs to pass to a subsequence in order
to get convergence for almost all r ∈ R>0. This way we have proved the following:
Proposition 13.15. Operator QL introduced in the equation (13.4) and operators Dπ =
1√
2
1Hpi (π ∈ Irr(G)) are the operators given by Theorem 3.3. Moreover, operators QR =
QL ◦ JJˆ, Eπ = Dπ, (π ∈ Irr(G)) are the operators given by Theorem 3.4.
Remark. Group G = R⋊ Z2 is amenable: a right invariant mean for G is given by
m : L∞(R⋊ Z2) ∋ f 7→ 12(mR(f(·, 1)) +mR(f(·,−1))) ∈ C,
where mR ∈ L∞(R)∗ is an invariant mean for R. Since G is classical, it follows that the
dual locally compact quantum group is coamenable ([5]) and consequently, [12, Corollary
3.4.9] implies that the support of µ is the whole Irr(G).
In order to find out how the operator Lσr looks like, we need to establish a decomposition
of the tensor product of representations. Take r ∈ R>0 and a measurable subset Ω ⊆ Irr(G).
Since the set {1, σ} is of measure zero, we can assume that 1, σ /∈ Ω. With Ω we associate
an integral representation σΩ =
∫ ⊕
Ω
σs dµ(s). An arbitrary vector ξ ∈
∫ ⊕
Ω
Hσs dµ(s) can be
written as
ξ =
∫ ⊕
Ω
(ξ1(s)f
s
1 + ξ−1(s)f
s
−1) dµ(s)
for certain measurable, square integrable functions ξ1, ξ−1 : Ω → C. For t ∈ R, a ∈ Z2 we
have
σr ⊤©σΩ(1, t)(f ra ⊗ ξ) = eiartf ra ⊗
∫ ⊕
Ω
(eistξ1(s)f
s
1 + e
−istξ−1(s)f s−1) dµ(s)
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and
σr ⊤©σΩ(−1, t)(f ra ⊗ ξ) = e−iartf r−a ⊗
∫ ⊕
Ω
(e−istξ1(s)f s−1 + e
istξ−1(s)f s1 ) dµ(s).
Let us introduce the following operator
U : Hσr ⊗
∫ ⊕
Ω
Hσs dµ(s)→
∫ ⊕
Ω+r
Hσs dµ(s)⊕
∫ ⊕
(Ω−r)∩R>0
Hσs dµ(s)⊕
∫ ⊕
−((Ω−r)∩R<0)
Hσs dµ(s)
: f r1 ⊗
∫ ⊕
Ω
(ξ1(s)f
s
1 + ξ−1(s)f
s
−1) dµ(s)
7→
∫ ⊕
Ω+r
ξ1(s− r)f s1 dµ(s)⊕
∫ ⊕
(Ω−r)∩R>0
ξ−1(s+ r)f s−1 dµ(s)⊕
∫ ⊕
−((Ω−r)∩R<0)
ξ−1(−s + r)f s1 dµ(s)
: f r−1 ⊗
∫ ⊕
Ω
(ξ1(s)f
s
1 + ξ−1(s)f
s
−1) dµ(s)
7→
∫ ⊕
Ω+r
ξ−1(s− r)f s−1 dµ(s)⊕
∫ ⊕
(Ω−r)∩R>0
ξ1(s+ r)f
s
1 dµ(s)⊕
∫ ⊕
−((Ω−r)∩R<0)
ξ1(−s+ r)f s−1 dµ(s).
It is clear that U is a unitary operator. A straightforward but lengthy calculations which we
skip, show that U is an intertwiner between σr ⊤©σΩ and σΩ+r⊕ σ(Ω−r)∩R>0 ⊕σ−((Ω−r)∩R<0),
hence these representations are equivalent. Let us introduce the following notation:
(Ω− r) ∩ R>0 = (Ω− r)+, −((Ω− r) ∩ R<0) = (Ω− r)−.
We always have (Ω + r) ∩ (Ω− r)− = ∅, consequently
σΩ+r ⊕ σ(Ω−r)∩R>0 ⊕ σ−((Ω−r)∩R<0)
≃ σ(Ω+r)\(Ω−r)+ ⊕ 2 · σ(Ω+r)∩(Ω−r)+ ⊕ σ(Ω+r)+\((Ω+r)∪(Ω−r)−) ⊕ 2 · σ(Ω−r)+∩(Ω−r)− ⊕ σ(Ω−r)−\(Ω−r)+
and we have
E1σr ⊤©σΩ = ((Ω + r) \ (Ω− r)+) ∪ ((Ω + r)+ \ ((Ω + r) ∪ (Ω− r)−)) ∪ ((Ω− r)− \ (Ω− r)+)
= (Ω + r)△(Ω− r)+△(Ω− r)−
E2σr ⊤©σΩ = ((Ω + r) ∩ (Ω− r)+) ∪ ((Ω− r)+ ∩ (Ω− r)−), Enσr ⊤©σΩ = ∅ (n ≥ 3).
Let us now prove that ̟σr,Ω,µ = 1 on F1σr ⊤©σΩ . Since C
u
0(Ĝ) = C
∗(G), we have in particular
Cc(G) ⊆ C∗(G). Take any g ∈ Cc(G) such that g(t,−1) = 0 for all t ∈ R. By the definition
of function ̟σr,Ω,µ we have∫
Ω
Tr(σr⊤©σs(g))
ds
4π
=
∫
R>0
̟σr,Ω,µ(s)
( 2∑
n=1
nχEnσr ⊤©σΩ
)
(s) Tr(σs(g))
ds
4π
(note that for any g ∈ Cc(G), treated as an element of C∗(G) we have
∫
Ω
Tr(σr ⊤©σs(|g|)) ds <
+∞ hence we indeed can use this element). Left hand side of the above equality (multiplied
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by 4π) looks as follows:∫
Ω
Tr(σr⊤©σs(g)) ds =
∫
Ω
∫
R
g(t, 1)(eirt + e−irt)(eist + e−ist) dt ds
=
∫
R>0
χΩ(s)(F(g1)(−(r+s)2π ) + F(g1)(−(r−s)2π ) + F(g1)( r−s2π ) + F(g1)( r+s2π )) ds
where as before, g1 = g(·, 1), wheras the right hand side (again, multiplied by 4π) is∫
R>0
̟σr ,Ω,µ(s)
( 2∑
n=1
nχEnσr ⊤©σΩ
)
(s) Tr(σs(g)) ds
=
∫
R>0
̟σr,Ω,µ(s)(χΩ+r + χ(Ω−r)+ + χ(Ω−r)−)(s)
∫
R
g(t, 1)(eist + e−ist) dt ds
=
∫
R>0
̟σr,Ω,µ(s)(χΩ+r + χ(Ω−r)+ + χ(Ω−r)−)(s)(F(g1)(−s2π ) + F(g1)( s2π )) ds
It follows that we have∫
R>0
χΩ(s)(F(g1)(−(r+s)2π ) + F(g1)(−(r−s)2π ) + F(g1)( r−s2π ) + F(g1)( r+s2π )) ds
=
∫
R>0
̟σr,Ω,µ(s)(χΩ+r + χ(Ω−r)+ + χ(Ω−r)−)(s)(F(g1)(−s2π ) + F(g1)( s2π )) ds
(13.5)
for all g ∈ Cc(G) supported on R×{1}. Since Ω has finite measure, Cc(R) is dense in L2(R),
Fourier transform is unitary and ̟σr,Ω,µ is bounded (see Proposition 8.6), by continuity
argument we can plug in equation (13.5) any square integrable function on R instead of
F(g1). Thus we have∫
R>0
χΩ(s)(h(−r − s) + h(−r + s) + h(r − s) + h(r + s)) ds
=
∫
R>0
̟σr,Ω,µ(s)(χΩ+r + χ(Ω−r)+ + χ(Ω−r)−)(s)(h(−s) + h(s)) ds
for all h ∈ L2(R). For h ∈ L2(R) such that h(−t) = 0 (t ∈ R>0) the above expression
simplifies: ∫
R>0
(χΩ(s+ r) + χΩ(−s + r) + χΩ(s− r))h(s) ds
=
∫
R>0
χΩ(s)(h(−r + s) + h(r − s) + h(r + s)) ds
=
∫
R>0
̟σr,Ω,µ(s)(χΩ+r + χ(Ω−r)+ + χ(Ω−r)−)(s)h(s) ds
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and it follows that we have
χΩ(s+ r) + χΩ(−s + r) + χΩ(s− r) = ̟σr,Ω,µ(s)(χΩ+r + χ(Ω−r)+ + χ(Ω−r)−)(s)
for almost all s ∈ R>0. Since
χΩ(s+ r) = χ(Ω−r)+(s), χΩ(−s+ r) = χ(Ω−r)−(s), χΩ(s− r) = χΩ+r(s),
for all s ∈ R>0 we arrive at the conclusion:
Proposition 13.16. For any r ∈ R>0 and a measurable subset Ω ⊆ Irr(G) we have
σr ⊤© σΩ ≃ σΩ+r ⊕ σ(Ω−r)+ ⊕ σ(Ω−r)− ,
and
̟σr,Ω,µ(s) = 1 (s ∈ F1σr ⊤©σΩ).
Armed with this result, we can proceed with calculating what is the action of the
operator Lσr . By the definition we have
LσrχΩ =
∞∑
i=1
χFiσr ⊤©σΩ
= χΩ+r + χ(Ω−r)− + χ(Ω−r)+
for all measurable subsets Ω ⊆ Irr(G) of finite measure (note that we identify L2(Irr(G))
with L2(R>0,
dr
4π
)). Thanks to Theorem 10.3 we know that Lσr is a well defined bounded
operator on L2(Irr(G)). Let us introduce three shift operators:
Lr, L
+
−r, L
−
−r : L
2(Irr(G))→ L2(Irr(G)) (r ∈ R>0)
defined by
Lr(f)(s) =
{
f(s− r) s− r > 0
0 s− r ≤ 0 , L
+
−r(f)(s) = f(r+s), L
−
−r(f)(s) =
{
f(r − s) r − s > 0
0 r − s ≤ 0
for any f ∈ L2(Irr(G)) and r, s ∈ R>0. It is clear that these are well defined contractions.
For finite measure measurable subset Ω ⊆ Irr(G) and r, s ∈ R>0 we have
Lr(χΩ)(s) = χΩ(s− r) = χΩ+r(s), L+−r(χΩ)(s) = χΩ(r + s) = χ(Ω−r)+(s)
L−−r(χΩ)(s) = χΩ(r − s) = χ−(Ω−r)(s) = χ(Ω−r)−(s).
It follows that
Lσr(χΩ) = (Lr + L+−r + L−−r)(χΩ) (r ∈ R>0)
and consequently by linearity and continuity we have the following result:
Proposition 13.17. The operator Lσr is given by Lσr = Lr + L+−r + L−−r for all r ∈ R>0.
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Theorem 10.3 implies that the norm of Lσr is less or equal to 2. For ν ∈ L1(Irr(G)) we
can define an operator
Lν =
∫
R>0
ν(σr)
dim(σr)
Lσr dr4π ∈ B(L2(Irr(G))).
Locally compact group G is classical, hence coamenable – by Theorem 12.8 we know that
for any measurable subset of finite measure Ω ⊆ Irr(G) and ν = dimχΩ the number
‖ν‖1 = 2µ(Ω) belongs to the spectrum of Lν . One could check this also directly: the
sequence of unit vectors (fm)m∈N with fm =
√
4π
m
χ[m,2m] (m ∈ N) forms an approximate
eigenvector with eigenvalue ‖ν‖1 (this holds for a general positive function ν ∈ L1(Irr(G))).
At the end of this example, let us take a look at the integral characters of G = R⋊Z2
and calculate the σ-wot closure of the C∗-algebra A defined in Section 12. Our aim is to
show the following result:
Proposition 13.18. The σ-wot-closure of the C∗-algebra A is given by
A
σ-wot
= {f ∈ L∞(G) | supp(f) ⊆ R× {1}, ∀t∈R f(t, 1) = f(−t, 1)}, (13.6)
i.e. A
σ-wot
consist of measurable, bounded functions supported on R×{1} which are even.
Note that the above result implies that A is a degenerate C∗-algebra and 1 /∈ Aσ-wot.
Take any integral representation πX ∈ Rep
∫
q,<+∞(G). We start with the following lemma
Lemma 13.19. For µX-almost all x, the representations 1, σ are not contained in πx
(hence almost every πx can be written as a finite direct sum of σr’s).
Proof. Assume that this is not true and we have a measurable subset X0 ⊆ X of positive
measure such that σ ⊆ πx for all x ∈ X0. Then
σ 4q
∫ ⊕
X0
πx dµX0(x) = πX0 , (13.7)
where µX0 is the restriction of µX to X0. Let us justify why this relation holds.
For any (t, k) ∈ G we have
πX0(t, k) =
(∫ ⊕
X0
πx dµX0(x)
)
(t, k) =
∫ ⊕
X0
πx(t, k) dµX0(x)
and for all x ∈ X0 in Hπx there is a direct summand corresponding to σ ⊆ πx, on which
for all (t, k) ∈ G the operator πx(t, k) acts as σ(t, k) (recall that σ is the one dimensional
representation with σ(t, k) = k1Hσ). It follows that we have a unitary equivalence πx ≃
mx · σ ⊕ π′x for some number mx ∈ N and representation π′x. Assume that mx is maximal
116
such a number, i.e. σ is not a subrepresentation of π′x.
Let {tn |n ∈ N} be a dense subset in R. For k ∈ {−1, 1} define projections En,k, Exn,k via
En,k = χ{k}(πX0(tn, k)) =
∫ ⊕
X0
χ{k}(πx(tn, k)) dµX0(x) =
∫ ⊕
X0
Exn,k dµX0(x).
Let E,Ex be projections onto⋂
n∈N,k∈{−1,1}
En,kHπX0 ⊆ HπX0 ,
⋂
n∈N,k∈{−1,1}
Exn,kHπx ⊆ Hπx .
Lemma 14.13 together with [14, Proposition 4, page 173] implies that E can be written as
a limit of products of various En,k’s and
E =
∫ ⊕
X0
Ex dµX0(x).
In particular, the field of operators (Ex)x∈X0 is measurable. Observe, that for almost all
x ∈ X0 the projection Ex corresponds to the subrepresentation mx · σ ⊆ πx. It follows
that the field of subspaces (ExHπx)x∈X0 is measurable ([14, Proposition 9, page 173]) and
we have a decomposition of HπX0 into an ortogonal direct sum∫ ⊕
X0
Hπx dµX0(x) =
∫ ⊕
X0
ExHπx dµX0(x)⊕
∫ ⊕
X0
(1Hpix −Ex)Hπx dµX0(x).
This decomposition is preserved by πX0 . On the first summand, representation πX0 acts
as
∫ ⊕
X0
mx · σ dµX(x), therefore, as the quasi-containment does not see multiplicities, we
arrive at σ 4q πX0 and the equation (13.7) holds. Using this containment we are able to
derive a contradiction:
σ 4q
∫ ⊕
X0
πx dµX0 ⊆
∫ ⊕
X
πx dµX = πX 4q ΛĜ
which is false since the singleton {σ} ⊆ Irr(G) has Plancherel measure 0 (see Proposition
14.17). An analogous argument shows that for µX-almost all x the trivial representation
is not contained in πx.
By the definition of the integral character we have
χ
∫
(πX) =
∫
X
χ(Uπx) dµX(x) ∈ L∞(G).
Since almost all πx are direct sums of various σr’s, we have (see equation (13.3))
χ
∫
(πX)(t, k) =
∫
X
χ(Uπx)(t, k) dµX(x)
= δk,1
∫
X
χ(Uπx)(−t, k) dµX(x) = δk,1χ
∫
(πX)(−t, k)
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for all (t, k) ∈ G and it follows that we have inclusion ⊆ in equation (13.6) (right hand
side is σ-wot closed). Now, take any even function f ∈ Cc(R) ⊆ L∞(R) and consider
Ωn =]0, n](n ∈ N) treated as a measurable subset of Irr(G). For any (t, k) ∈ G and n ∈ N
we have
χ
∫
(
∫ ⊕
Ωn
σr dfµ(r))(t, k) = δk,1
∫ n
0
f(r)(eirt + e−irt) dr
4π
=
δk,1
4π
∫ n
−n
f(r)e−irt dr.
We claim that
χ
∫
(
∫ ⊕
Ωn
σr dfµ(r))
σ-wot−−−→
n→∞
F,
where F ∈ L∞(G) is a function given by F (t, k) = δk,1
4π
F(f)( t
2π
). Indeed, take any ω ∈
L1(G). Calculation∣∣∫
G
(
χ
∫
(
∫ ⊕
Ωn
σr dfµ(r))− F
)
ω dµG
∣∣ = 1
4π
∣∣∫
R
(∫ n
−n
f(r)e−irt dr −F( t
2π
)
)
ω(t, 1) dt
∣∣
= 1
4π
∣∣∫
R
(∫
R\[−n,n]
f(r)e−irt dr
)
ω(t, 1) dt
∣∣ −−−→
n→∞
0
which uses the fact that f has compact support, proves the claim. Since the Fourier
transform is unitary and maps even functions to even functions, we get the desired equality
A
σ-wot
= {f ∈ L∞(G) | supp(f) ⊆ R× {1}, ∀t∈R f(t, 1) = f(−t, 1)}.
13.4 Bicrossed product G×N ⊲⊳ ZN
An important way of constructing new interesting examples of locally compact quantum
groups is the bicrossed product construction. We refer the reader to [36] for the introduction
to the theory. We will focus on a class of examples given by a bicrossed product of G×N
and ZN for some N ∈ N. Let us be more precise: let G be a (nontrivial) second countable
locally compact Hausdorff group, N a natural number greater that 1, G×N the N -th
cartesian power of G and ZN = {0, . . . , N − 1} the additive group modulo N . Form a
semidirect product G×N ⋊ ZN with group operation as follows:
((ga)
N
a=1, k) ((g
′
a)
N
a=1, k
′) = ((gag′a+k)
N
a=1, k + k
′)
for ((ga)
N
a=1, k), ((g
′
a)
N
a=1, k
′) ∈ G×N ⋊ ZN (this is an instance of the wreath product).
Together with the canonical inclusions
i : G×N ∋ (ga)Na=1 7→ ((ga)Na=1, 0) ∈ G×N ⋊ ZN , j : ZN ∋ k 7→ (e, k) ∈ G×N ⋊ ZN
(G×N ,ZN) forms a matched pair of locally compact groups ([36, Definition 4.7.]). Note
that we have Ω = {i((ga)Na=1)j(k) | (ga)Na=1 ∈ G×N , k ∈ ZN} = G×N ⋊ ZN . One easily
checks that the action α is trivial and β is given by
βk((ga)
N
a=1) = (ga−k)
N
a=1 (k ∈ ZN , (ga)Na=1 ∈ G×N).
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Now, let G be the locally compact quantum group given by the bicrossed construction with
trivial cocycles. We will denote it by G = G×N ⊲⊳ ZN .
We would like to show that G is a type I locally compact quantum group with finite
dimensional irreducible representations. In order to do that, we first need to go through
some elementary topological considerations: consider the topological space ZN\(G×N⋊ZN )
with the quotient topology. Since we have
(e, l)((ga)
N
a=1, k) = ((ga+l)
N
a=1, l + k)
for all ((ga)
N
a=1, k) ∈ G×N ⋊ ZN , l ∈ ZN , it follows that
[((ga)
N
a=1, k)] = {((ga+l)Na=1, k + l) | l ∈ ZN} ∈ ZN \ (G×N ⋊ ZN )
for each ((ga)
N
a=1, k) ∈ G×N ⋊ ZN . It is therefore clear that we have a bijection
Ψ: G×N ∋ (ga)Na=1 7→ [((ga)Na=1, 0)] ∈ ZN \ (G×N ⋊ ZN ).
It is a homeomorphism. Indeed, assume that {[((ga)Na=1, 0)] | (ga)Na=1 ∈ A} is an open subset
of ZN \ (G×N ⋊ ZN). Then by the definition, its preimage under the quotient map,
{((ga+l)Na=1, l) | (ga)Na=1 ∈ A, l ∈ ZN} ⊆ G×N ⋊ ZN
is open. Topologically we have G×N ⋊ZN = G×N ×ZN hence it follows that the projection
onto the first coordinate, A ⊆ G×N is open. Consequently Ψ is continuous. Now, to show
that [((ga)
N
a=1, 0)] 7→ (ga)Na=1 is also continuous take any open subset A ⊆ G×N . Its preimage
under the composition of the quotient map and Ψ−1 is {((ga+l)Na=1, l) |l ∈ ZN , a ∈ A} which
is clearly open in G×N ⋊ ZN .
By [1, Proposition 3.7] (note different conventions, see also [37]) we have
Cu0(Ĝ) = C0(ZN \ (G×N ⋊ ZN))⋊ ZN ,
where the right action of ZN on ZN \ (G×N ⋊ ZN ) is given by
([((ga)
N
a=1, k)], l) 7→ [((ga)Na=1, k)(e, l)] = [((ga)Na=1, k + l)]
and here ⋊ denotes the full crossed product. Under the identification ZN \ (G×N ⋊ZN ) ≃
G×N , the action of ZN looks as follows: G×N × ZN ∋ ((ga)Na=1, l) 7→ (ga−l)Na=1 ∈ G×N . It
follows that the C∗-algebra Cu0(Ĝ) is isomorphic to C0(G
×N)⋊ZN . Clearly it is separable.
Proposition 7.30 of [41] tells us that the above C∗-algebra is of type I provided we can
show that the quotient space G×N/ZN is T0. Indeed this is the case, as the following more
general lemma shows:
Lemma 13.20. Let H = {h1, . . . , hn} be a finite group acting continuously on a Hausdorff
space X. Then the quotient space H \X is Hausdorff.
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Proof. Take any two distinct orbits [x], [y] ∈ H \X . Since X is Hausdorff, there are open
sets U(k,l),V(k,l) (k, l ∈ {1, . . . , n}) in X such that hkx ∈ U(k,l), hly ∈ V(k,l) and U(k,l)∩V(k,l) =
∅ for all k, l ∈ {1, . . . , n}. Define U = ∩nk,l=1h−1k U(k,l),V = ∩nk,l=1h−1l V(k,l). These are open
sets, and we have x ∈ U , y ∈ V, consequently [x] ∈ [U ], [y] ∈ [V]. Since the quotient map
is open, sets [U ], [V] are open in H \X . Let us justify that they are also disjoint. Assume
that [z] ∈ [U ] ∩ [V]. It follows that there exists k, l ∈ {1, . . . , n} such that h−1k z ∈ U and
h−1l z ∈ V. However this implies that z ∈ U(k,l) ∩ V(k,l) gives us a contradiction.
Irreducible representations of G can be identified with irreducible representations of
Cu0(Ĝ) ≃ C0(G×N)⋊ZN , and those have dimension less or equal to N ([41, Theorem 8.39,
Proposition 5.4]). To sum up, we have proved the following:
Proposition 13.21. The C∗-algebra Cu0(Ĝ) is isomorphic to the crossed product C
∗-algebra
C0(G
×N)⋊ ZN with an action of ZN on G×N given by
G×N × ZN ∋ ((ga)Na=1, l) 7→ (ga−l)Na=1 ∈ G×N .
Moreover, this C∗-algebra is separable, of type I and its irreducible representations have
dimension less or equal to N .
Let us now consider further properties of our group G = G×N ⊲⊳ ZN . Since G is a
nontrivial group, the action of ZN on C0(G
×N) is also nontrivial hence C0(G×N) ⋊ ZN is
noncommutative and locally compact quantum group Ĝ is not classical. Furthermore, G
is classical if and only if G is abelian. Indeed, since α is trivial we have
L∞(G) = G×N ⋉ L∞(ZN ) = L(G
×N)⊗¯L∞(ZN )
which is commutative precisely when G is abelian.
By [36, Proposition 2.7], G is compact if and only if G is discrete, and G is discrete if and
only if G is compact.
Let µG, δG be a left Haar measure and the modular element
6 for G. One easily checks
that µ×NG is a left Haar measure for G
×N and G×N ∋ (ga)Na=1 7→
∏N
a=1 δG(ga) ∈ R>0 is the
modular element for G×N . Next, without much effort one checks that the product of µ×NG
on G×N and the counting measure on ZN gives a left Haar measure on G×N ⋊ZN and the
modular element is given by
G×N ⋊ ZN ∋ ((ga)Na=1, k) 7→
N∏
a=1
δG(ga) ∈ R>0.
Propositions 4.14 and 4.15 of [36] allow us to identify L2(G) with L2(G×N × ZN ) and
describe operators associated with G and Ĝ. Let us summarize the above observation in a
proposition:
6Recall that the modular element is given by the Radon-Nikodym derivative of the right Haar measure
divided by the left Haar measure.
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Proposition 13.22. Locally compact quantum group Ĝ is never classical. We have
L∞(G) = L(G×N)⊗¯L∞(ZN ),
hence G is classical if and only if G is abelian.
Furthermore, G is compact if and only if G is discrete, and G is discrete if and only if G
is compact.
Under the identification L2(G) = L2(G×N ×ZN ) the modular operator ∇ϕ and the modular
element for Ĝ, δ
Ĝ
are given by multiplication with strictly positive functions (denoted with
the same letter):
∇ϕ((ga)Na=1, k) =
N∏
a=1
δG(ga)
−1, δ
Ĝ
((ga)
N
a=1, k) =
N∏
a=1
δG(ga),
where ((ga)
N
a=1, k) ∈ G×N × ZN .. Modular conjugations J, Jˆ for the left invariant Haar
integrals ϕ, ϕ̂ are given by
(Jξ)((ga)
N
a=1, k) =
( N∏
a=1
δG(ga)
1
2
)
ξ((g−1a )
N
a=1, k), (Jˆξ)((ga)
N
a=1, k) = ξ((ga−k)
N
a=1,−k),
where ξ ∈ L2(G×N × ZN) and ((ga)Na=1, k) ∈ G×N × ZN). Moreover we always have
P = δG = ∇ϕ̂ = 1
and the scaling constant of G is 1.
At the end of this subsection let us establish when G, Ĝ are (co)amenable. We will do
this using [12, Theorem 2.2.21, Theorem 2.2.23]. Moreover, we need the observation that
since G is a bicrossed product of G×N and ZN , the dual quantum group Ĝ is a bicrossed
product of ZN and G
×N ([36, Proposition 2.9]).
Proposition 13.23.
1. Locally compact quantum group Ĝ is always coamenable, hence G is always amenable,
2. G is coamenable if and only if Ĝ is amenable if and only if classical group G is
amenable.
13.4.1 Plancherel measure for G×2 ⊲⊳ Z2
Assume from now on that G is an uncountable group (in particular G is not discrete).
Fix µG×2, a left Haar measure for G
×2. Note that the fact that G is σ-compact and
uncountable implies that the diagonal in G×2 is of measure 0. From now on, we will
identify Z2 with {−1, 1} ⊆ R \ {0}. As the Haar measure for Z2 we choose the counting
measure. In this section we will describe the Plancherel measure of G and the spectrum of
Cu0(Ĝ) ≃ C0(G×2)⋊Z2 as a measure space. Let us start with the following simple lemma:
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Lemma 13.24. Let H be a finite group and X a Hausdorff, locally compact, σ-compact
topological space with a continuous action of H, α : H y X. Let π : X ∋ x 7→ [x] ∈ X/H
be the canonical quotient map. Then there exists a Borel map f : X/H → X such that
π ◦ f([x]) = [x] for all x ∈ X and the set f(X/H) is Borel in X.
Proof. Take any x ∈ X . One easily sees (by taking appropriate intersections) that there
exists a compact neighbourhood x ∈ Ux ⊆ X such that αh(Ux) ∩ αh′(Ux) = ∅ for distinct
h, h′ ∈ H . Since the quotient map π is open and continuous, the set π(Ux) is a compact
neighbourhood of [x]. Note also that since π is open and π|Ux is injective, subspace π(Ux) ⊆
X/H is Hausdorff. Define map fx : π(Ux) ∋ [y] 7→ y ∈ Ux ⊆ X . This map is well defined.
It is also continuous: indeed, it is an inverse to π|Ux : Ux → π(Ux) which is continuous. As
continuous bijections between compact Hausdorff spaces are homeomorphisms, fx itself is
continuous.
Notice that the quotient space X/H is σ-compact. Consequently, there exists a countable
set {xn |n ∈ N} such that X/H =
⋃
n∈N π(Uxn). Define V1 = π(Ux1) and Vk = π(Uxk) \
(V1∪· · ·∪Vk−1) for k ≥ 2. These are disjoint Borel sets and their union is the whole X/H .
Define f : X/H → X to be such a function that f(y) = fxk(y) whenever y ∈ Vk (k ∈ N).
It is clear that we have π ◦ f([y]) = [y] for all y ∈ X . We are left to check that f is Borel.
For any open subset U ⊆ X we have
f−1(U) =
⋃
n∈N
Vn ∩ f−1(U) =
⋃
n∈N
Vn ∩ f−1xn (U ∩ Uxn)
which is a Borel set. We have f(X/H) =
⋃
n∈N f(Vn). Since for each n ∈ N, the set f(Vn)
is Borel in Uxn, it is Borel X and consequently f(X/H) is Borel.
Let Ẑ2 = {1ˆ, e} be the group dual to Z2, where 1ˆ(k) = 1, e(k) = k (k ∈ Z2 = {−1, 1}).
We can describe the spectrum of Cu0(Ĝ) using [41, Theorem 8.39, Proposition 5.4]. Indeed,
these results tell us that it is homeomorphic to the following space (with the quotient
topology)
(G×2 × Ẑ2)/∼,
where the relation ∼ is given by
((g, g′), τ) ∼ ((h, h′), π) if and only if (Z2(g, g′) = Z2(h, h′) and ∀k∈(Z2)(g,g′) τ(k) = π(k)).
In other words ((g, g′), τ) ∼ ((h, h′), π) if and only if
{(g, g′), (g′, g)} = {(h, h′), (h′, h)} and ∀k∈Z2:k·(g,g′)=(g,g′) τ(k) = π(k).
Let us now determine equivalence classes of ∼. Assume first that g = g′. Then ((g, g), τ) ∼
((h, h′), π) gives us
{(g, g)} = {(h, h′), (h′, h)} and ∀k∈Z2 τ(k) = π(k).
Consequently
[((g, g), τ)]∼ = {((g, g), τ)}.
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Consider now case g 6= g′. Relation ((g, g′), τ) ∼ ((h, h′), π) implies
{(g, g′), (g′, g)} = {(h, h′), (h′, h)} and τ(1) = π(1),
hence
[((g, g′), τ)]∼ = {((g, g′), π), ((g′, g), π) | π ∈ Ẑ2},
is a set with 4 elements. It follows that our space decomposes (as a set) into
(G×2 × Ẑ2)/∼ = {[((g, g), τ)]∼ | g ∈ G, τ ∈ Ẑ2} ∪ {[((g, g′), 1ˆ)]∼ | g, g′ ∈ G : g 6= g′}.
We will now proceed to give a simpler description of this (measurable) space. Let ∆ ⊆ G×2
be the diagonal, ∆ = {(g, g) | g ∈ G}. Define relation ∼∆ on G×2 \ ∆ via [(g, g′)]∼∆ =
{(g, g′), (g′, g)} for all (g, g′) ∈ G×2 \∆. Consider the map
Φ: (G×2 × Ẑ2)/∼ :
{
[((g, g), τ)]∼ 7→ (g, τ)
[((g, g′), 1ˆ)]∼ 7→ [(g, g′)]∼∆
∈ (G× Ẑ2) ⊔ ((G×2 \∆)/∼∆).
Put on (G×2 \∆)/ ∼∆ the quotient topology and the corresponding measurable struc-
ture given by Borel sets.
Lemma 13.25. Φ is a Borel isomorphism, hence Irr(G) can be identified as a measurable
space with
(G× Zˆ2) ⊔ ((G×2 \∆)/∼∆).
Proof. Clearly Φ is a bijection. First we show that Φ is measurable. Take any closed
subset E = {(g, 1ˆ), (h, e) | g ∈ E1ˆ, h ∈ Ee} ⊆ G × Ẑ2. It follows that E1ˆ, Ee are closed in
G. Preimage of E under Φ is
{[((g, g), 1ˆ)]∼, [((h, h), e)]∼ | g ∈ E1ˆ, h ∈ Ee} ⊆ (G×2 × Ẑ2)/∼.
Next, preimage of this set under the quotient map is
{((g, g), 1ˆ), ((h, h), e) | g ∈ E1ˆ, h ∈ Ee}
which is closed in G×2 × Ẑ2 since E1ˆ, Ee are closed. It follows that Φ−1(E) is closed.
Take now closed set F = {[(g, g′)]∼∆ | (g, g′) ∈ F˜} in (G×2 \∆)/∼∆ . We can assume that
(g, g′) ∈ F˜ if and only if (g′, g) ∈ F˜ . As the quotient map is continuous, F˜ is closed in
G×2 \∆. Preimage of F under Φ is
{[((g, g′), 1ˆ)]∼ | (g, g′) ∈ F˜} ⊆ (G×2 × Ẑ2)/∼.
This set is Borel. Indeed, it can be written as a difference
{[((g, g′), 1ˆ)]∼ | (g, g′) ∈ F˜}
={[((g, g′), 1ˆ)]∼, [((h, h), τ)]∼ | (g, g′) ∈ F˜ , h ∈ G, τ ∈ Ẑ2} \ {[((h, h), τ)]∼ | h ∈ G, τ ∈ Ẑ2}.
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The first set is closed, since its preimage under the quotient map is
{((g, g′), τ), ((h, h), τ) | (g, g′) ∈ F˜ , h ∈ G, τ ∈ Ẑ2}
which is closed in G×2 × Ẑ2. Second set is also closed: its preimage under the quotient
map is ∆× Ẑ2. It follows that Φ is measurable.
Let us now justify that both (G×2 × Ẑ2)/∼ and (G × Ẑ2) ⊔ ((G×2 \ ∆)/∼∆) are standard
Borel spaces. The first one is homeomorphic to a spectrum of a separable C∗-algebra of
type I, hence it is a standard Borel space ([13, Proposition 4.6.1]). Next, [20, Example
A.9] tells us that any second countable locally compact Hausdorff space is Polish (hence
the corresponding measurable space is standard). It follows that G × Ẑ2 is standard.
Furthermore, (G×2 \ ∆)/ ∼∆ is also second countable, locally compact and Hausdorff.
Consequently, Φ is a measurable bijection between two standard Borel spaces. Any such
mapping is a Borel isomorphism, i.e. the inverse map is also measurable (see B 22. in
[13]).
Choose p ∈ R and define a measure µp on Irr(G) = (G× Ẑ2) ⊔ ((G×2 \∆)/∼∆) via
µp(G× Ẑ2) = 0, µp(E) = 12(δpG×2 µG×2)(p−1∆ (E)) (E ⊆ (G×2 \∆)/∼∆),
where p∆ : G
×2 \∆→ (G×2 \∆)/∼∆ is the canonical projection. We will further show that
µp is the Plancherel measure of G. Let us comment on why we choose to work with this
family of measures. Our reasoning in this case is similar to the case of quantum groups dual
to classical (Subsection 13.2); properties of the functions δpG×2 simplifies our calculations
and on the other hand we think it is worthwile to consider a family of Plancherel measures
– we will calculate how functions ̟ depends on p and in Proposition 13.31 we will get a
more general result concerning amenability of G.
Since the set G × Ẑ2 is of µp-measure zero, from now on we will identify Irr(G) with
(G×2 \∆)/∼∆ . The following result is an immediate consequence.
Proposition 13.26. The measure space (Irr(G), µp) can be identified with ((G
×2\∆)/∼∆, µp).
Let us now describe representations of G corresponding to the points in (G×2 \∆)/∼∆ .
Thanks to Lemma 13.24 we can choose representatives H([(g, g′)]∼∆) ∈ [(g, g′)]∼∆ ∈ (G×2\
∆)/∼∆ in such a way that the map
H : (G×2 \∆)/∼∆ ∋ [(g, g′)]∼∆ 7→ H([(g, g′)]∼∆) ∈ G×2 \∆
is measurable. Let Hc be the map H composed with the flip (g, g′) 7→ (g′, g). To ease the
notation, we will write
H [g, g′] = H([(g, g′)]∼∆), H
c[g, g′] = Hc([(g, g′)]∼∆) ([(g, g
′)]∼∆ ∈ (G×2 \∆)/∼∆).
Take [(g, g′)]∼∆ ∈ (G×2 \∆)/∼∆ . This point corresponds to [((g, g′), 1ˆ)]∼ in (G×2 × Ẑ2)/∼
and the corresponding representation of C0(G
×2) ⋊ Z2 is Π(g,g′) ⋊ U , where Π(g,g′), U are
representations of C0(G
×2),Z2 on V(g,g′) = C2 given by
Π(g,g′)(f) =
[
f(H [g, g′]) 0
0 f(Hc[g, g′])
]
, U(1) =
[
1 0
0 1
]
, U(−1) =
[
0 1
1 0
]
(13.8)
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for all f ∈ C0(G×2) (see [41, Proposition 5.4] and the discussion before).
Choose measurable field of Hilbert spaces on Irr(G) to be H[(g,g′)]∼∆ = V(g,g
′) = C2, where
arbitrary vector field (ξ[(g,g′)]∼∆ )[(g,g′)]∼∆∈Irr(G) is said to be measurable if and only if the
function Irr(G) ∋ [(g, g′)]∼∆ 7→ ξ[(g,g′)]∼∆ ∈ C2 is measurable. As a measurable field of
representations on Irr(G) take the field (Π(g,g′) ⋊ U)[(g,g′)]∼∆∈Irr(G). It is measurable since
we have chosen representatives in such a way that the function [(g, g′)]∼∆ 7→ H [g, g′] is
measurable. Define D[(g,g′)]∼∆ = δG×2(g, g
′)
p
2
1V(g,g′) for all [(g, g
′)]∼∆ . We will now show
that the above objects satisfy conditions of Theorem 3.3.
Consider a linear map
QL : L2(G×2)⊗ L2(Z2)→
∫ ⊕
Irr(G)
HS(V(g,g′)) dµp([(g, g′)]∼∆)
: f ⊗ ν 7→
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
ν(1) ν(−1)
ν(−1) ν(1)
]
Π(g,g′)(f) dµp([(g, g
′)]∼∆),
(13.9)
first defined for f ∈ C0(G×2) ∩ L2(G×2). We need to check that this map is well defined.
Take f ∈ C0(G×2) ∩ L2(G×2) and ν ∈ L2(Z2). We have∫
Irr(G)
∥∥δG×2(g, g′)− p2 [ ν(1) ν(−1)ν(−1) ν(1)
]
Π(g,g′)(f)
∥∥2
HS(V(g,g′)) dµp([(g, g
′)]∼∆)
=
∫
Irr(G)
δG×2(g, g
′)−p
∥∥[ f(H [g, g′])ν(1) f(Hc[g, g′])ν(−1)
f(H [g, g′])ν(−1) f(Hc[g, g′])ν(1)
]∥∥2
HS(V(g,g′)) dµp([(g, g
′)]∼∆)
=
∫
Irr(G)
δG×2(g, g
′)−p(|f(H [g, g′])|2 + |f(Hc[g, g′])|2)(|ν(1)|2 + |ν(−1)|2) dµp([(g, g′)]∼∆)
= 1
2
‖ν‖2
∫
G×2\∆
(|f(g, g′)|2 + |f(g′, g)|2) dµG×2(g, g′)
= ‖ν‖2
∫
G×2
|f(g, g′)|2 dµG×2(g, g′) = ‖ν‖2‖f‖2 < +∞,
hence QL is well defined (on a dense subspace). A similar calculation shows that QL is
isometric, hence it extends to an isometry on the whole L2(G×2) ⊗ L2(Z2). In the above
calculations we have used the observation that µG×2(∆) = 0. Let us now justify that the
isometry QL is also surjective. Denote by ν± the Dirac delta functions in 1,−1 ∈ Z2.
Recall that we have chosen function H is such a way that the sets
H((G×2 \∆)/∼∆), Hc((G×2 \∆)/∼∆) (13.10)
are Borel in G×2 \∆. It follows that a product of a continuous function in Cc(G×2 \∆) and
χH((G×2\∆)∼∆) is Borel. Take f, f
′ ∈ Cc(G×2 \ ∆). One easily checks (by approximating
with continuous functions with compact support) that we have
QL(fχH((G×2\∆)/∼∆ ) ⊗ ν+ + f ′χHc((G×2\∆)/∼∆ ) ⊗ ν+)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
f(H [g, g′]) 0
0 f ′(Hc[g, g′])
]
dµp([(g, g
′)]∼∆).
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In a similar fashion one checks that
QL(fχH((G×2\∆)/∼∆ ) ⊗ ν− + f ′χHc((G×2\∆)/∼∆ ) ⊗ ν−)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
0 f ′(Hc[g, g′])
f(H [g, g′]) 0
]
dµp([(g, g
′)]∼∆).
As f, f ′ are arbitrary, we arrive at the conclusion that QL is a unitary operator. We have
WĜ = ((β ⊗ id)WG×2 ⊗ 1) (1⊗ (id⊗ α)WẐ2) = ((β ⊗ id)WG×2 ⊗ 1) (WẐ2)24
and as usual WG = Σ(12)(34)(W
Ĝ)∗Σ(12)(34). Direct calculation gives us
WG = (WZ2)24 ((id⊗ β)WĜ×2)134,
consequently for any ω1 ∈ L(G×2)∗ and ω2 ∈ L1(Z2)
(ω1 ⊗ ω2 ⊗ id⊗ id)WG =
(
1⊗ (ω2 ⊗ id)WZ2
)
β((ω1 ⊗ id)WĜ×2) ∈ L∞(Ĝ).
Due to [36, Proposition 2.9] we know that
span
{(
1⊗ (ω2 ⊗ id)WZ2
)
β(f) |ω2 ∈ L1(Z2), f ∈ Nϕ
G×2
}
forms a σ-sot∗ × ‖ · ‖ core for Λϕ̂ and
Λϕ̂
((
1⊗ (ω2 ⊗ id)WZ2
)
β(f)
)
= Λϕ
G×2
(f)⊗ ω2
for all f ∈ Nϕ
G×2
, ω2 ∈ L1(Z2). One easily sees that if we take only f of the form
f = (ω1 ⊗ id)WĜ×2 , where ω1 ∈ IĜ×2 ⊆ L(G×2)∗, then we will still get a core. Take
ω1 ∈ IĜ×2 , ω2 ∈ L1(Z2). By the definition of QL we have
QLΛϕ̂
(
(ω1 ⊗ ω2 ⊗ id⊗ id)WG
)
= QLΛϕ̂
(
(1⊗ (ω2 ⊗ id)WZ2) β((ω1 ⊗ id)WĜ×2)
)
= QL(Λϕ
G×2
((ω1 ⊗ id)WĜ×2)⊗ ω2)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
ω2(1) ω2(−1)
ω2(−1) ω2(1)
]
Π(g,g′)((ω1 ⊗ id)WĜ×2) dµp([(g, g′)]∼∆)
=
∫ ⊕
Irr(G)
(Π(g,g′) ⋊ U)
(
(ω1 ⊗ ω2 ⊗ id⊗ id)WG
)
D−1[(g,g′)]∼∆ dµp([(g, g
′)]∼∆).
It is enough to check the equality in point 7.2) of Theorem 3.3 for elements as above (see
Lemma 14.7).
Next thing we need to check, are the commutation relations for QL (point 3) of Theorem
3.3). Take any ω1 ∈ L(G×2)∗, ω2 ∈ L1(Z2) and f ∈ C0(G×2) ∩ L2(G×2), ν ∈ L2(Z2). Define
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ω̂1 = (ω1 ⊗ id)WĜ×2 ∈ C0(G×2) and denote by λZ2 the left regular representation of Z2.
Recall that ν± are the Dirac delta functions in ±1 ∈ Z2. We have
QL(ω1 ⊗ ω2 ⊗ id⊗ id)WG (Λϕ
G×2
(f)⊗ ν) = QL (1⊗ (ω2 ⊗ id)WZ2)β(ωˆ1) (Λϕ
G×2
(f)⊗ ν)
= QL (1⊗ (ω2(1)λZ21 + ω2(−1)λZ2−1))(ω̂1 ⊗ ν+ + β−1(ω̂1)⊗ ν−) (ΛϕG×2 (f)⊗ ν)
= QL
(
ν(1)Λϕ
G×2
(ω̂1f)⊗ ω2 + ν(−1)Λϕ
G×2
(β−1(ω̂1)f)⊗ λZ2−1(ω2)
)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
(
ν(1)
[
ω2(1) ω2(−1)
ω2(−1) ω2(1)
]
Π(g,g′)(ω̂1f)+
+ ν(−1)
[
ω2(−1) ω2(1)
ω2(1) ω2(−1)
]
Π(g,g′)(β−1(ω̂1)f)
)
dµp([(g, g
′)]∼∆)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
(
ν(1)
[
ω2(1)ω̂1(H [g, g
′]) ω2(−1)ω̂1(Hc[g, g′])
ω2(−1)ω̂1(H [g, g′]) ω2(1)ω̂1(Hc[g, g′])
]
Π(g,g′)(f)+
+ ν(−1)
[
ω2(−1)ω̂1(Hc[g, g′]) ω2(1)ω̂1(H [g, g′])
ω2(1)ω̂1(H
c[g, g′]) ω2(−1)ω̂1(H [g, g′])
]
Π(g,g′)(f)
)
dµp([(g, g
′)]∼∆).
On the other hand we have(∫ ⊕
Irr(G)
(ω1 ⊗ ω2 ⊗ id)(Π(g,g′) ⋊ U)⊗ 1V(g,g′) dµp([(g, g′)]∼∆)
)QL(Λϕ
G×2
(f)⊗ ν)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2U((ω2 ⊗ id)W Z2) Π(g,g′)(ω̂1)
[
ν(1) ν(−1)
ν(−1) ν(1)
]
Π(g,g′)(f) dµp([(g, g
′)]∼∆)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
ω2(1) ω2(−1)
ω2(−1) ω2(1)
] [
ν(1)ωˆ1(H [g, g
′]) ν(−1)ωˆ1(H [g, g′])
ν(−1)ωˆ1(Hc[g, g′]) ν(1)ωˆ1(Hc[g, g′])
]
Π(g,g′)(f) dµp([(g, g
′)]∼∆)
which gives us the desired equality
QL(ω1⊗ω2⊗ id⊗ id)WG =
(∫ ⊕
Irr(G)
(ω1⊗ω2⊗ id)(Π(g,g′)⋊U)⊗ 1V(g,g′) dµp([(g, g′)]∼∆)
)QL.
Let us now check that the second commutation rule also holds. We have
χ(VG) = (Jˆ ⊗ Jˆ)WG∗(Jˆ ⊗ Jˆ) and consequently
(ω ⊗ id)χ(VG) = JˆRˆ((ω ⊗ id)WG)∗Jˆ = Jˆ(((ω ◦R)⊗ id)WG)∗Jˆ = Jˆλ(ω ◦R)∗Jˆ
for any ω ∈ L1(G). Since the Haar integrals on Ĝ are tracial, we have Jˆx∗JˆΛϕ̂(y) = Λϕ̂(yx)
for all x ∈ L∞(Ĝ), y ∈ Nϕ̂. Take ω1, ν1 ∈ IĜ×2 , ω2, ν2 ∈ L1(Z2) and set ω = ω1⊗ ω2. Using
the above remarks, we arrive at
QL ((ω ◦R)⊗ id)χ(VG) Λϕ̂((ν1 ⊗ ν2 ⊗ id⊗ id)WG)
= QLΛϕ̂
(
(ν1 ⊗ ν2 ⊗ id⊗ id)WG(ω ⊗ id)WG
)
= QL(ν1 ⊗ ν2 ⊗ id⊗ id)WGΛϕ̂((ω ⊗ id)WG)
= QL(ν1 ⊗ ν2 ⊗ id⊗ id)WG(Λϕ
G×2
(ωˆ1)⊗ ω2) = ⋆,
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and using the already derived first commutation rule we can further write
⋆ =
(∫ ⊕
Irr(G)
(ν1 ⊗ ν2 ⊗ id⊗ id)(Π(g,g′) ⋊ U)⊗ 1V(g,g′) dµp([(g, g′)]∼∆)
)QL(Λϕ
G×2
(ωˆ1)⊗ ω2)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2U((ν2 ⊗ id)WZ2) Π(g,g′)(νˆ1)
[
ω2(1) ω2(−1)
ω2(−1) ω2(1)
]
Π(g,g′)(ωˆ1) dµp([(g, g
′)]∼∆)
=
(∫ ⊕
Irr(G)
1V(g,g′) ⊗ V(g,g′)
([ ω2(1) ω2(−1)
ω2(−1) ω2(1)
]
Π(g,g′)(ωˆ1)
)
dµp([(g, g
′)]∼∆)
)
QL(Λϕ
G×2
(νˆ1)⊗ ν2)
=
(∫ ⊕
Irr(G)
1V(g,g′) ⊗ (Π(g,g′) ⋊ U)c(λu(ω ◦R)) dµp([(g, g′)]∼∆)
)QLΛϕ̂((ν1 ⊗ ν2 ⊗ id⊗ id)WG).
This gives us
(∫ ⊕
Irr(G)
1V(g,g′) ⊗ (Π(g,g′) ⋊ U)c(λu(ω ◦R)) dµp([(g, g′)]∼∆)
)QL = QL ((ω ◦R)⊗ id)χ(VG)
and density argument ends the proof of the commutation relations. Let us now justify that
QL transforms L∞(Ĝ) into
∫ ⊕
Irr(G)
B(V(g,g′))⊗ 1V(g,g′) dµp([(g, g′)]∼∆). The inclusion
QL L∞(Ĝ)QL ⊆
∫ ⊕
Irr(G)
B(V(g,g′))⊗ 1V(g,g′) dµp([(g, g′)]∼∆)
is clear thanks to the first commutation relation. Now, take any operator of the form∫ ⊕
Irr(G)
[
f(H [g, g′]) 0
0 0
]
⊗ 1V(g,g′) dµp([(g, g′)]∼∆),
where f ∈ L∞(G×2) is a function satisfying f = fχH((G×2\∆)/∼∆ ). Take a vector
ζ =
∫ ⊕
Irr(G)
[
ξ1H[g,g′]
ξ2H[g,g′]
]
⊗ ηH[g,g′] dµp([(g, g′)]∼∆) ∈
∫ ⊕
Irr(G)
HS(V(g,g′)) dµp([(g, g′)]∼∆)
such that the function G×2 ∋ (g, g′) 7→ χH((G×2\∆)/∼∆ )(g, g′)‖η(g,g′)‖ ∈ R is bounded with
compact support and a net (fi)i∈I in Cc(G×2) ⊆ L∞(G×2) which converges to f in σ-wot.
Thanks to the Kaplansky density theorem, we can assume that the net (fi)i∈I is bounded
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in norm. We have
|〈ζ∣∣(∫ ⊕
Irr(G)
[
f(H [g, g′]) 0
0 0
]
⊗ 1V(g,g′) dµp([(g, g′)]∼∆)−QL(fi ⊗ ν+ ⊗ id⊗ id)WGQ∗L
)
ζ
〉|
= |〈ζ∣∣ ∫ ⊕
Irr(G)
[
f(H [g, g′])− fi(H [g, g′]) 0
0 −fi(Hc[g, g′])
]
⊗ 1V(g,g′) dµp([(g, g′)]∼∆)ζ
〉|
≤
∫
Irr(G)
|〈[ξ1H[g,g′]
ξ2H[g,g′]
] ∣∣ [f(H [g, g′])− fi(H [g, g′]) 0
0 −fi(Hc[g, g′])
] [
ξ1H[g,g′]
ξ2H[g,g′]
]〉|‖ηH[g,g′]‖2 dµp([(g, g′)]∼∆)
=
∫
H((G×2\∆)/∼∆ )
δpG×2(g, g
′)
(|ξ1(g,g′)|2|f(g, g′)− fi(g, g′)|+ |ξ2(g,g′)|2|fi(g′, g)|)‖η(g,g′)‖2 dµG×2(g, g′)
−−→
i∈I
0,
where the convergence follows from the observation that both functions
G×2 ∋ (g, g′) 7→ χH((G×2\∆)/∼∆ )(g, g′)δ
p
G×2(g, g
′)|ξk(g,g′)|2‖η(g,g′)‖2 ∈ R (k ∈ {1, 2})
are in L1(G×2). Since (fi)i∈I is bounded in norm, a standard approximation argument
implies that
QL(fi ⊗ ν+ ⊗ id⊗ id)WGQ∗L σ-wot−−−→
i∈I
∫ ⊕
Irr(G)
[
f(g, g′) 0
0 0
]
dµp([(g, g
′)]∼∆),
therefore ∫ ⊕
Irr(G)
[
f(g, g′) 0
0 0
]
dµp([(g, g
′)]∼∆) ∈ QL L∞(Ĝ)Q∗L.
Analogous arguments show that we haveQL L∞(Ĝ)Q∗L =
∫ ⊕
Irr(G)
B(V(g,g′))⊗1V(g,g′) dµp([(g, g′)]∼∆).
Consequently, after taking the commutant, we arrive at
QL L∞(Ĝ)′Q∗L =
(∫ ⊕
Irr(G)
B(V(g,g′))⊗ 1V(g,g′) dµp([(g, g′)]∼∆)
)′
=
∫ ⊕
Irr(G)
1V(g,g′) ⊗ B(V(g,g′)) dµp([(g, g′)]∼∆)
and
QL(L∞(Ĝ) ∩ L∞(Ĝ)′)Q∗L = (QL(L∞(Ĝ) ∨ L∞(Ĝ)′)Q∗L)′
=
(∫ ⊕
Irr(G)
B(V(g,g′))⊗ 1V(g,g′) dµp([(g, g′)]∼∆) ∨
∫ ⊕
Irr(G)
1V(g,g′) ⊗ B(V(g,g′)) dµp([(g, g′)]∼∆)
)′
= Dec(
∫ ⊕
Irr(G)
HS(V(g,g′)) dµp([(g, g′)]∼∆))′ = Diag(
∫ ⊕
Irr(G)
HS(V(g,g′)) dµp([(g, g′)]∼∆))
(see [14, Theorem 4]). We have proved the following:
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Proposition 13.27. For each p ∈ R, measure µp described above is a Plancherel measure
of G and the unitary operator QL defined in (13.9) is the unitary operator given by Theorem
3.3. Moreover, we have D[(g,g′)]∼∆ = δG×2(g, g
′)
p
2
1V(g,g′) for almost all [(g, g
′)]∼∆ ∈ Irr(G).
We will now describe the right version of the above result. Define a unitary operator
QR to be7
QR = QL ◦ JJˆ : L2(G) = L2(G×2 × Z2)→
∫ ⊕
Irr(G)
HS(V(g,g′)) dµp([(g, g′)]∼∆)
and set E[(g,g′)]∼∆ = δG×2(g, g
′)
p−1
2
1V(g,g′) for all [(g, g
′)]∼∆ ∈ Irr(G). Our aim is to show
that these objects satisfy the right version of the Desmedt theorem.
Since we have
JˆΛϕ(x) = Λψ(R(x)
∗) (x ∈ Nϕ),
it follows by duality that
Λψ̂(x) = JΛϕ̂(Rˆ(x)
∗) (x ∈ Nψ̂).
In order to unravel the above equation, we need to describe the element Rˆ(x)∗ = JxJ for
nice x. Take ω2 ∈ L1(Z2), f ∈ L∞(G×2) and denote ωˆ2 = (ω2 ⊗ id)WZ2 . For any function
ξ ∈ L2(G×2 × Z2) and ((g, g′), k) ∈ G×2 × Z2 we have
(Rˆ
(
(1⊗ ωˆ2) β(f)
)∗
ξ)((g, g′), k) = (J(1⊗ ωˆ2) β(f)Jξ)((g, g′), k)
= δG×2(g, g
′)
1
2 ((1⊗ ωˆ2) β(f)Jξ)((g−1, g′−1), k)
= δG×2(g, g
′)
1
2 ω2(1) (β(f)Jξ)((g−1, g′−1), k) + ω2(−1) (β(f)Jξ)((g−1, g′−1),−k)
= ω2(1) f(βk(g−1, g′−1))ξ((g, g′), k) + ω2(−1) f(β−k(g−1, g′−1))ξ((g, g′),−k)
= ((1⊗ ωˆ2) β(RG×2(f))ξ)((g, g′), k),
hence
Rˆ
(
(1⊗ (ω2 ⊗ id)WZ2)β(f)
)∗
= (1⊗ ωˆ2) β(RG×2(f)) (13.11)
(in the above calculation we have used Proposition 13.22). Consequently, for any ω1 ∈
L(G×2)∗, ω2 ∈ L1(Z2) such that ωˆ1 ◦RG×2 ∈ NϕG×2 we have
Λψ̂(λ(ω1 ⊗ ω2)) = JΛϕ̂(Rˆ(λ(ω1 ⊗ ω2))∗) = JΛϕ̂
(
(1⊗ ωˆ2) β(ωˆ1 ◦RG×2)
)
= J
(
Λϕ
G×2
(ωˆ1 ◦RG×2)⊗ ω2
)
= (δG×2
1
2 ωˆ1)⊗ ω2.
7We suspect that the relation QR = QL ◦JJˆ holds also in a more general situation. We will adress the
question whether this is indeed the case in our next paper.
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Furthermore
QRJˆJΛψ̂(λ(ω1 ⊗ ω2)) = QL(δG×2
1
2 ωˆ1 ⊗ ω2)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
ω2(1) ω2(−1)
ω2(−1) ω2(1)
]
Π(g,g′)(δG×2
1
2 ωˆ1) dµp([(g, g
′)]∼∆)
=
∫ ⊕
Irr(G)
δG×2(g, g
′)−
p
2
[
ω2(1) ω2(−1)
ω2(−1) ω2(1)
]
Π(g,g′)(ωˆ1)δG×2(g, g
′)
1
2 dµp([(g, g
′)]∼∆)
=
∫ ⊕
Irr(G)
(Π(g,g′) ⋊ U)
(
(ω1 ⊗ ω2 ⊗ id⊗ id)WG
)
E−1[(g,g′)]∼∆
dµp([(g, g
′)]∼∆)
and points 7.1), 7.2) of Theorem 3.4 hold. Since we have defined QR in such a way that
QR ◦ JˆJ = QL, it is clear that the commutation relations also are satisfied. We arrive at
the following proposition:
Proposition 13.28. For each p ∈ R, the measure µp, the unitary operator QR = QL ◦ JJˆ
and operators
E[(g,g′)]∼∆ = δG×2(g, g
′)
p−1
2
1V(g,g′) ([(g, g
′)]∼∆ ∈ Irr(G))
are the operators given by the Theorem 3.4.
13.4.2 Operators L[(r,r′)]∼∆
In this section we will describe the action of operators L[(r,r′)]∼∆ . In order to do that,
we first need to establish decomposition of the tensor products. It will turn out that it
resembles the case of R⋊ Z2.
Take a measurable subset Ω ⊆ Irr(G) = (G×2 \∆)/∼∆ and fix an irreducible representation
[(r, r′)]∼∆ ∈ Irr(G) with r 6= r′. To ease the notation, we will write µp instead of (µp)Ω etc.
A typical element of C0(Ĝ) ⊆ L∞(Ĝ) looks like
(ω1 ⊗ ω2 ⊗ id⊗ id)WG =
(
1⊗ (ω2 ⊗ id)WZ2
)
β(ωˆ1) ∈ L∞(Ĝ),
where ω1 ∈ L(G×2)∗, ω2 ∈ L1(Z2) and if we apply ∆Ĝ to it, we get
∆
Ĝ
(
(ω1 ⊗ ω2 ⊗ id⊗ id)WG
)
= ∆
Ẑ2
(
(ω2 ⊗ id)WZ2
)
24
(β ⊗ β)(∆G×2(ωˆ1)).
Consequently, when we apply the representation ((Π(r,r′) ⋊ U) ⊗ σΩ)Σ to this element we
arrive at
(Π(r,r′) ⋊ U) ⊤©σΩ
(
(ω1 ⊗ ω2 ⊗ id⊗ id)WG
)
=
(
ω2(1)
[
1 0
0 1
]
⊗
∫ ⊕
Ω
[
1 0
0 1
]
dµp([(g, g
′)]∼∆) + ω2(−1)
[
0 1
1 0
]
⊗
∫ ⊕
Ω
[
0 1
1 0
]
dµp([(g, g
′)]∼∆)
)
(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
(∆(G×2)op(ωˆ1))
(13.12)
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(see equation (13.8)). Recall that we have chosen representatives for each class [(g, g′)]∼∆ ;
let as before
H : (G×2 \∆)/∼∆ → G×2 \∆
denote the corresponding measurable map. Assume that (r, r′) = H([(r, r′)]∼∆). Let H
c
be the map H composed with a flip (g, g′) 7→ (g′, g) and let p∆ be the canonical quotient
map
p∆ : G
×2 \∆→ (G×2 \∆)/∼∆ .
Next, define a linear operator O via8
δ−1G×2(r, r
′)O : V(r,r′) ⊗
∫ ⊕
Ω
V(g,g′) dµp([(g, g′)]∼∆)→
→
∫ ⊕
H−1(p−1∆ (Ω)(r,r
′))
V(g,g′) dµp([(g, g′)]∼∆)⊕
∫ ⊕
Hc−1(p−1∆ (Ω)(r,r
′))
V(g,g′) dµp([(g, g′)]∼∆)
given by[
1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
0
]
dµp([(g, g
′)]∼∆) 7→
∫ ⊕
H−1(H(Ω)(r,r′))
[
δ
− p
2
G×2(g, g
′)ξH[g,g
′](r,r′)−1
0
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(H(Ω)(r,r′))
[
0
δ
− p
2
G×2(g, g
′)ξH
c[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆),[
0
1
]
⊗
∫ ⊕
Ω
[
0
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆) 7→
∫ ⊕
H−1(H(Ω)(r,r′))
[
0
δ
− p
2
G×2(g, g
′)ηH[g,g
′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(H(Ω)(r,r′))
[
δ
− p
2
G×2(g, g
′)ηH
c[g,g′](r,r′)−1
0
]
dµp([(g, g
′)]∼∆),[
1
0
]
⊗
∫ ⊕
Ω
[
0
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆) 7→
∫ ⊕
H−1(Hc(Ω)(r,r′))
[
δ
− p
2
G×2(g, g
′)ηH
c[g,g′](r′,r)−1
0
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(Hc(Ω)(r,r′))
[
0
δ
− p
2
G×2(g, g
′)ηH[g,g
′](r′,r)−1
]
dµp([(g, g
′)]∼∆),[
0
1
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
0
]
dµp([(g, g
′)]∼∆) 7→
∫ ⊕
H−1(Hc(Ω)(r,r′))
[
0
δ
− p
2
G×2(g, g
′)ξH
c[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(Hc(Ω)(r,r′))
[
δ
− p
2
G×2(g, g
′)ξH[g,g
′](r′,r)−1
0
]
dµp([(g, g
′)]∼∆)
(we identify
H−1(p−1∆ (Ω)(r, r
′)) and H−1(H(Ω)(r, r′)) ∪H−1(Hc(Ω)(r, r′)),
8We give a formula for the action of δG×2(r, r
′)−1O rather than O to keep the equations shorter.
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same for Hc−1(p−1∆ (Ω)(r, r
′))). One easily sees that O is a well defined surjective operator,
let us check that it is isometric: we have∥∥(δ−1G×2(r, r′)O)([10
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
0
]
dµp([(g, g
′)]∼∆)
)∥∥2
=
∫
H−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)|ξH[g,g′](r,r′)−1 |2 dµp([(g, g′)]∼∆)
+
∫
Hc−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)|ξHc[g,g′](r,r′)−1 |2 dµp([(g, g′)]∼∆)
= 1
2
∫
G×2\∆
(
χH−1(H(Ω)(r,r′))([(g, g
′)]∼∆)|ξH[g,g
′](r,r′)−1 |2
+ χHc−1(H(Ω)(r,r′))([(g, g
′)]∼∆)|ξH
c[g,g′](r,r′)−1 |2) dµG×2(g, g′)
= 1
2
(∫
H((G×2\∆)/∼∆ )
(χH(Ω)(r,r′)(g, g
′)|ξ(g,g′)(r,r′)−1 |2 + χH(Ω)(r,r′)(g′, g)|ξ(g′,g)(r,r′)−1 |2)
dµG×2(g, g
′)+
+
∫
Hc((G×2\∆)/∼∆ )
(χH(Ω)(r,r′)(g
′, g)|ξ(g′,g)(r,r′)−1 |2 + χH(Ω)(r,r′)(g, g′)|ξ(g,g′)(r,r′)−1 |2)
dµG×2(g, g
′)
)
= 1
2
∫
G×2\∆
(χH(Ω)(r,r′)(g, g
′)|ξ(g,g′)(r,r′)−1 |2 + χH(Ω)(r,r′)(g′, g)|ξ(g′,g)(r,r′)−1 |2) dµG×2(g, g′)
= δ−1G×2(r, r
′) 1
2
∫
G×2\∆
(χH(Ω)(g, g
′)|ξ(g,g′)|2 + χH(Ω)(g′, g)|ξ(g′,g)|2) dµG×2(g, g′)
= δ−1G×2(r, r
′)
∫
H(Ω)
|ξ(g,g′)|2 dµG×2(g, g′) = δ−1G×2(r, r′)12
∫
H(Ω)∪Hc(Ω)
|ξH[g,g′]|2 dµG×2(g, g′)
= δ−1G×2(r, r
′)
∫
Ω
|ξH[g,g′]|2 dµp([(g, g′)]∼∆)
= δ−1G×2(r, r
′)
∥∥ [1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
0
]
dµp([(g, g
′)]∼∆)
∥∥2,
hence∥∥O([1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
0
]
dµp([(g, g
′)]∼∆)
)∥∥ = ∥∥[1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
0
]
dµp([(g, g
′)]∼∆)
∥∥.
A similar calculation applied to the remaining three classes of vectors shows that O is
unitary. Let us now check that O (or rather equivalently δ−1G×2(r, r′)O) is an intertwiner:
fix ω1 ∈ L(G×2)∗, ω2 ∈ L1(Z2) and a vector∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆) ∈
∫ ⊕
Ω
V(g,g′) dµp([(g, g′)]∼∆)
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such that the measurable functions ξ•, η• are bounded and their supports are compact in
G × G. Clearly such vectors span a dense subspace in ∫ ⊕
Ω
V(g,g′) dµp([(g, g′)]∼∆). We can
find a compact set V such that supports of ξ•, η• are contained in the set V × V . Assume
moreover that r, r′ ∈ V and that the supports of ξ•, η• translated by (r, r′) or (r′, r) are still
contained in V × V . Let e be a positive, norm one function in Cc(G) such that e(g) = 1
whenever g ∈ V .
The function ∆(G×2)op(ωˆ1) belongs to Cb(G
×2) = M(C0(G)⊗C0(G)), hence (e⊗e)∆(G×2)op(ωˆ1)
can be approximated in the norm topology by linear combinations of simple tensors:
Nn∑
k=1
fn,k ⊗ f ′n,k −−−→
n→∞
(e⊗ e)∆(G×2)op(ωˆ1). (13.13)
Observe that we have(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
(∆(G×2)op(ωˆ1))
([1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
=
(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
(∆(G×2)op(ωˆ1))(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
(e⊗ e)([1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
=
(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
((e⊗ e)∆(G×2)op(ωˆ1))
([1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆),
(13.14)
and similarly
(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
(∆(G×2)op(ωˆ1))
([0
1
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
=
(
Π(r,r′) ⊗
∫ ⊕
Ω
Π(g,g′) dµp([(g, g
′)]∼∆)
)
((e⊗ e)∆(G×2)op(ωˆ1))
([0
1
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆).
(13.15)
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Now, using the definition of O, equations (13.12), (13.14) and convergence (13.13) we can
check that O is an intertwiner. On the one hand we have
(δ−1G×2(r, r
′)O)(Π(r,r′) ⋊ U) ⊤©σΩ((ω1 ⊗ ω2 ⊗ id⊗ id)WG)
([1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
= lim
n→∞
Nn∑
k=1
(δ−1G×2(r, r
′)O)(ω2(1) [fn,k(r, r′)0
]
⊗
∫ ⊕
Ω
[
f ′n,k(H [g, g
′])ξH[g,g
′]
f ′n,k(H
c[g, g′])ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
+ ω2(−1)
[
0
fn,k(r, r
′)
]
⊗
∫ ⊕
Ω
[
f ′n,k(H
c[g, g′])ηH[g,g
′]
f ′n,k(H [g, g
′])ξH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
= (δ−1G×2(r, r
′)O)(ω2(1) [10
]
⊗
∫ ⊕
Ω
[
ωˆ1(H [g, g
′](r, r′))ξH[g,g
′]
ωˆ1(H
c[g, g′](r, r′))ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
+ ω2(−1)
[
0
1
]
⊗
∫ ⊕
Ω
[
ωˆ1(H
c[g, g′](r, r′))ηH[g,g
′]
ωˆ1(H [g, g
′](r, r′))ξH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
=
∫ ⊕
H−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ξH[g,g
′](r,r′)−1
ω2(−1)ωˆ1(H [g, g′])ξH[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
H−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ηH
c[g,g′](r′,r)−1
ω2(−1)ωˆ1(H [g, g′])ηHc[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆)
⊕
∫ ⊕
Hc−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ξHc[g,g′](r,r′)−1
ω2(1)ωˆ1(H
c[g, g′])ξH
c[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆)
⊕
∫ ⊕
Hc−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ηH[g,g′](r′,r)−1
ω2(1)ωˆ1(H
c[g, g′])ηH[g,g
′](r′,r)−1
]
dµp([(g, g
′)]∼∆),
where in the third equality we have used the dominated convergence theorem. On the
other hand we have
(σH−1(p−1∆ (Ω)(r,r′))
⊕ σHc−1(p−1∆ (Ω)(r,r′)))((ω1 ⊗ ω2 ⊗ id⊗ id)W
G)
(δ−1G×2(r, r
′)O)([1
0
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
=
∫ ⊕
H−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ξH[g,g
′](r,r′)−1
ω2(−1)ωˆ1(H [g, g′])ξH[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
H−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ηH
c[g,g′](r′,r)−1
ω2(−1)ωˆ1(H [g, g′])ηHc[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ξHc[g,g′](r,r′)−1
ω2(1)ωˆ1(H
c[g, g′])ξH
c[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ηH[g,g′](r′,r)−1
ω2(1)ωˆ1(H
c[g, g′])ηH[g,g
′](r′,r)−1
]
dµp([(g, g
′)]∼∆),
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hence we get the desired equality on the vectors of the form
[
1
0
]
⊗∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆).
Let us now check the second case, this time using equation (13.15):
(δ−1G×2(r, r
′)O)(Π(r,r′) ⋊ U) ⊤©σΩ((ω1 ⊗ ω2 ⊗ id⊗ id)WG)
([0
1
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
= lim
n→∞
Nn∑
k=1
(δ−1G×2(r, r
′)O)(ω2(1) [ 0fn,k(r′, r)
]
⊗
∫ ⊕
Ω
[
f ′n,k(H [g, g
′])ξH[g,g
′]
f ′n,k(H
c[g, g′])ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
+ ω2(−1)
[
fn,k(r
′, r)
0
]
⊗
∫ ⊕
Ω
[
f ′n,k(H
c[g, g′])ηH[g,g
′]
f ′n,k(H [g, g
′])ξH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
= (δ−1G×2(r, r
′)O)(ω2(1) [01
]
⊗
∫ ⊕
Ω
[
ωˆ1(H [g, g
′](r′, r))ξH[g,g
′]
ωˆ1(H
c[g, g′](r′, r))ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
+ ω2(−1)
[
1
0
]
⊗
∫ ⊕
Ω
[
ωˆ1(H
c[g, g′](r′, r))ηH[g,g
′]
ωˆ1(H [g, g
′](r′, r))ξH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
=
∫ ⊕
H−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ηH[g,g′](r,r′)−1
ω2(1)ωˆ1(H
c[g, g′])ηH[g,g
′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
H−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ξHc[g,g′](r′,r)−1
ω2(1)ωˆ1(H
c[g, g′])ξH
c[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆)
)⊕
⊕
∫ ⊕
Hc−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ηH
c[g,g′](r,r′)−1
ω2(−1)ωˆ1(H [g, g′])ηHc[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ξH[g,g
′](r′,r)−1
ω2(−1)ωˆ1(H [g, g′])ξH[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆)
and on the other hand
(σH−1(p−1∆ (Ω)(r,r′))
⊕ σHc−1(p−1∆ (Ω)(r,r′)))((ω1 ⊗ ω2 ⊗ id⊗ id)W
G)
(δ−1G×2(r, r
′)O)([0
1
]
⊗
∫ ⊕
Ω
[
ξH[g,g
′]
ηH[g,g
′]
]
dµp([(g, g
′)]∼∆)
)
=
∫ ⊕
H−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ηH[g,g′](r,r′)−1
ω2(1)ωˆ1(H
c[g, g′])ηH[g,g
′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
H−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(−1)ωˆ1(Hc[g, g′])ξHc[g,g′](r′,r)−1
ω2(1)ωˆ1(H
c[g, g′])ξH
c[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(H(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ηH
c[g,g′](r,r′)−1
ω2(−1)ωˆ1(H [g, g′])ηHc[g,g′](r,r′)−1
]
dµp([(g, g
′)]∼∆)⊕
⊕
∫ ⊕
Hc−1(Hc(Ω)(r,r′))
δ−pG×2(g, g
′)
[
ω2(1)ωˆ1(H [g, g
′])ξH[g,g
′](r′,r)−1
ω2(−1)ωˆ1(H [g, g′])ξH[g,g′](r′,r)−1
]
dµp([(g, g
′)]∼∆).
Consequently, we have proved the following:
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Proposition 13.29. For any [(r, r′)]∼∆ ∈ Irr(G) and a measurable subset Ω ⊆ Irr(G) we
have
(Π(r,r′) ⋊ U) ⊤© σΩ ≃ σH−1(p−1∆ (Ω)(r,r′)) ⊕ σHc−1(p−1∆ (Ω)(r,r′)). (13.16)
Note that even though the sets H−1(p−1∆ (Ω)(r, r
′)), Hc−1(p−1∆ (Ω)(r, r
′)) depend on the
choice of representatives, the function χH−1(p−1∆ (Ω)(r,r′))
+χHc−1(p−1∆ (Ω)(r,r′))
does not. Indeed,
we have
H−1(p−1∆ (Ω)(r, r
′)) ∪Hc−1(p−1∆ (Ω)(r, r′))
= {[(g, g′)]∼∆ | (g, g′) ∈ p−1∆ (Ω)(r, r′) or (g′, g) ∈ p−1∆ (Ω)(r, r′)}
and
H−1(p−1∆ (Ω)(r, r
′)) ∩Hc−1(p−1∆ (Ω)(r, r′))
= {[(g, g′)]∼∆ | (g, g′) ∈ p−1∆ (Ω)(r, r′) and (g′, g) ∈ p−1∆ (Ω)(r, r′)}.
Furthermore, one easily sees that these sets remain unaffected by the change (r, r′) 7→ (r′, r)
– a property one should expect, since the representation on the left hand side of the
equation (13.16) is independent of the choice of a representative of [(r, r′)]∼∆ (up to a
unitary equivalence).
In order to describe the operator L[(r,r′)]∼∆ we need to find the function ̟[(r,r
′)]∼∆ ,Ω,µp. By
definition, for all a ∈ Cu0(Ĝ)+ we have∫
Ω
Tr((Π(r,r′) ⋊ U) ⊤© (Π(g,g′) ⋊ U)(a)) dµp([(g, g
′)]∼∆)
=
∫
H−1(p−1∆ (Ω)(r,r
′))
Tr((Π(g,g′) ⋊ U)(a))̟
[(r,r′)]∼∆ ,Ω,µp([(g, g′)]∼∆) dµp([(g, g
′)]∼∆)
+
∫
Hc−1(p−1∆ (Ω)(r,r
′))
Tr((Π(g,g′) ⋊ U)(a))̟
[(r,r′)]∼∆ ,Ω,µp([(g, g′)]∼∆) dµp([(g, g
′)]∼∆).
(13.17)
Take a = β(f) for a positive function f ∈ C0(G×2), then
Tr
(
(Π(r,r′) ⋊ U) ⊤© (Π(g,g′) ⋊ U)(a)
)
= f(gr, g′r′) + f(g′r, gr′) + f(gr′, g′r) + f(g′r′, gr)
and the left hand side of the equation (13.17) is∫
Ω
(f(gr, g′r′) + f(g′r, gr′) + f(gr′, g′r) + f(g′r′, gr)) dµp([(g, g′)]∼∆)
= 1
2
∫
p−1∆ Ω
δpG×2(g, g
′)(f(gr, g′r′) + f(g′r, gr′) + f(gr′, g′r) + f(g′r′, gr)) dµG×2(g, g
′)
=
∫
p−1∆ Ω
δpG×2(g, g
′)(f(gr, g′r′) + f(gr′, g′r)) dµG×2(g, g
′)
= δG×2(r, r
′)1−p
∫
G×2
δpG×2 (χp∆(Ω)(r,r′) + χp∆(Ω)(r,r′))f dµG×2
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Note that
p−1∆ H
−1(p−1∆ (Ω)(r, r
′)) ∪ p−1∆ Hc−1(p−1∆ (Ω)(r, r′)) = p−1∆ (Ω)(r, r′) ∪ p−1∆ (Ω)(r′, r)
and
p−1∆ H
−1(p−1∆ (Ω)(r, r
′)) ∩ p−1∆ Hc−1(p−1∆ (Ω)(r, r′)) = p−1∆ (Ω)(r, r′) ∩ p−1∆ (Ω)(r′, r),
consequently
χp−1∆ H−1(p
−1
∆ (Ω)(r,r
′)) + χp−1∆ Hc−1(p
−1
∆ (Ω)(r,r
′)) = χp−1∆ (Ω)(r,r′)
+ χp−1∆ (Ω)(r′,r)
and the right hand side of the equation (13.17) equals∫
H−1(p−1∆ (Ω)(r,r
′))
Tr((Π(g,g′) ⋊ U)(a))̟
[(r,r′)]∼∆ ,Ω,µp([(g, g′)]∼∆) dµp([(g, g
′)]∼∆)
+
∫
Hc−1(p−1∆ (Ω)(r,r
′))
Tr((Π(g,g′) ⋊ U)(a))̟
[(r,r′)]∼∆ ,Ω,µp([(g, g′)]∼∆) dµp([(g, g
′)]∼∆)
= 1
2
∫
p−1∆ H
−1(p−1∆ (Ω)(r,r
′))
δpG×2(g, g
′)(f(g, g′) + f(g′, g))̟[(r,r
′)]∼∆ ,Ω,µp(p∆(g, g
′)) dµG×2(g, g
′)
+ 1
2
∫
p−1∆ H
c−1(p−1∆ (Ω)(r,r
′))
δpG×2(g, g
′)(f(g, g′) + f(g′, g))̟[(r,r
′)]∼∆ ,Ω,µp(p∆(g, g
′)) dµG×2(g, g
′)
= 1
2
∫
G×2
δpG×2(g, g
′)(χp−1∆ (Ω)(r,r′) + χp−1∆ (Ω)(r′,r))(g, g
′)(f(g, g′) + f(g′, g))
̟[(r,r
′)]∼∆ ,Ω,µp(p∆(g, g
′)) dµG×2(g, g
′)
=
∫
G×2
δpG×2 (χp−1∆ (Ω)(r,r′)
+ χp−1∆ (Ω)(r′,r)
) f ̟[(r,r
′)]∼∆ ,Ω,µp ◦ p∆ dµG×2.
The above calculation gives us an equality
δG×2(r, r
′)1−p
∫
G×2
δpG×2 (χp−1∆ (Ω)(r,r′)
+ χp−1∆ (Ω)(r′,r)
)f dµG×2
=
∫
G×2
δpG×2 (χp−1∆ (Ω)(r,r′)
+ χp−1∆ (Ω)(r′,r)
)f̟[(r,r
′)]∼∆ ,Ω,µp ◦ p∆ dµG×2
for all positive functions f ∈ C0(G×2). It follows that
̟[(r,r
′)]∼∆ ,Ω,µp = δG×2(r, r
′)1−p
on
F1(Π(r,r′)⋊U)⊤©σΩ = p∆(p
−1
∆ (Ω)(r, r
′) ∪ p−1∆ (Ω)(r′, r)).
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Having derived this result, we can calculate the action of L[(r,r′)]∼∆ : for Ω ⊆ Irr(G) such
that Tr(E2•)
1
2χΩ ∈ L2(Irr(G)) and [(g, g′)]∼∆ ∈ Irr(G) by definition of L[(r,r′)]∼∆ we have
L[(r,r′)]∼∆
(
Tr(E2•)
1
2χΩ
)
([(g, g′)]∼∆)
= δG×2(r, r
′)1−pTr(E2•)([(g, g
′)]∼∆)
1
2
(
χH−1(p−1∆ (Ω)(r,r′))
+ χHc−1(p−1∆ (Ω)(r,r′))
)
([(g, g′)]∼∆)
= δG×2(r, r
′)1−pTr(E2•)([(g, g
′)]∼∆)
1
2
(
χp−1∆ (Ω)(r,r′)
+ χp−1∆ (Ω)(r′,r)
)
(g, g′)
= δG×2(r, r
′)1−pTr(E2•)([(g, g
′)]∼∆)
1
2
(
χΩ([(g, g
′)(r, r′)−1]∼∆) + χΩ([(g, g
′)(r′, r)−1]∼∆)
)
.
By linearity and continuity we can extend the above formula to arbitrary function f such
that Tr(E2•)
1
2f ∈ L2(Irr(G)):
L[(r,r′)]∼∆
(
Tr(E2•)
1
2 f
)
([(g, g′)]∼∆)
= δG×2(r, r
′)1−pTr(E2•)([(g, g
′)]∼∆)
1
2
(
f([(g, g′)(r, r′)−1]∼∆) + f([(g, g
′)(r′, r)−1]∼∆)
)
= δG×2(r, r
′)1−pTr(E2•)([(g, g
′)]∼∆)
1
2
(
Tr(E2•)([(g, g
′)(r, r′)−1]∼∆)
− 1
2 (Tr(E2•)
1
2f)([(g, g′)(r, r′)−1]∼∆)
+ Tr(E2•)([(g, g
′)(r′, r)−1]∼∆)
− 1
2 (Tr(E2•)
1
2 f)([(g, g′)(r′, r)−1]∼∆)
)
Proposition 13.28 implies that Tr(E2[(g,g′)]) = 2 δG×2(g, g
′)p−1 for almost all [(g, g′)]∼∆ ∈
Irr(G), hence
L[(r,r′)]∼∆
(
Tr(E2•)
1
2f
)
([(g, g′)]∼∆)
= δG×2(r, r
′)1−pδG×2(g, g
′)
p−1
2
(
δG×2((g, g
′)(r, r′)−1)−
p−1
2 (Tr(E2•)
1
2f)([(g, g′)(r, r′)−1]∼∆)
+ δG×2((g, g
′)(r′, r)−1)−
p−1
2 (Tr(E2•)
1
2 f)([(g, g′)(r′, r)−1]∼∆)
)
= δG×2(r, r
′)
1−p
2
(
(Tr(E2•)
1
2f)([(g, g′)(r, r′)−1]∼∆) + (Tr(E
2
•)
1
2 f)([(g, g′)(r′, r)−1]∼∆)
)
.
We have proved the following:
Proposition 13.30. For each p ∈ R we have
̟[(r,r
′)]∼∆ ,Ω,µp([(g, g′)]∼∆) = δG×2(r, r
′)1−p
for all [(g, g′)]∼∆ ∈ F1(Π(r,r′)⋊U)⊤©σΩ. The operator L[(r,r′)]∼∆ ∈ B(L2(Irr(G))) is given by
L[(r,r′)]∼∆ (f)([(g, g′)]∼∆) = δG×2(r, r′)
1−p
2
(
f([(g, g′)(r, r′)−1]∼∆) + f([(g, g
′)(r′, r)−1]∼∆)
)
.
for all f ∈ L2(Irr(G)) and [(g, g′)]∼∆ ∈ Irr(G).
Let us check that for p = 1
2
, the measure µp is invariant under conjugation. In equation
(13.11) we have shown that for ω2 ∈ L1(Z2), f ∈ L∞(G×2) we have
Rˆ
(
(1⊗ (ω2 ⊗ id)WZ2)β(f)
)
= β(RG×2(f)) (1⊗ ωˆ2)∗,
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where ωˆ2 = (id⊗ ω2)WZ2 . It follows that for every (g, g′) ∈ G×2 \∆ we have
V(g,g′) ◦ (Π(g,g′) ⋊ U) ◦ Rˆ
(
(1⊗ (ω2 ⊗ id)WZ2)β(f)
)
= V(g,g′)
([f(H [g, g′]−1) 0
0 f(Hc[g, g′]−1)
]
(ω2(1)
[
1 0
0 1
]
+ ω2(−1)
[
0 1
1 0
]
)∗
)
= V(g,g′)
([ ω2(1)f(H [g, g′]−1) ω2(−1)f(H [g, g′]−1)
ω2(−1)f(Hc[g, g′]−1) ω2(1)f(Hc[g, g′]−1)
])
.
The element H [g, g′]−1 is equal to H [g−1, g′−1] or Hc[g−1, g′−1]. As the representations
ΠH[g−1,g′−1] ⋊ U and ΠHc[g−1,g′−1] ⋊ U are unitarily equivalent, we have proved
V(g,g′) ◦ (Π(g,g′) ⋊ U) ◦ Rˆ ≃ ΠH[g−1,g′−1] ⋊ U.
Now it follows that the measure µ 1
2
is invariant under conjugation: it is a consequence of
the fact that the measure δ
1
2
G×2µG×2 on G
×2 is invariant under the inverse.
Since the scaling group of G is trivial, admissibility of irreducible representations does not
cause any problems [9, Remark 3.3] and Theorem 12.8 together with Proposition 13.23
give us the following result.
Proposition 13.31.
1. If G is amenable then for every p ∈ R and any subset Ω ⊆ Irr(G) of finite µp measure
we have
µp(Ω) ∈ σ
(∫
Ω
L[(g,g′)]∼∆ dµp([(g, g′)]∼∆)
)
.
2. If for every symmetric subset Ω ⊆ Irr(G) of finite µ 1
2
measure we have
µ 1
2
(Ω) ∈ σ(∫
Ω
L[(g,g′)]∼∆ dµ 12 ([(g, g
′)]∼∆)
)
,
then G is amenable.
13.5 Products
Let G1,G2 be two arbitrary locally compact quantum groups. In this section we will
describe their product G = G1×G2. Let us denote objects associated with G1,G2,G with
appropriate subscripts. Product G1,G2 can be considered as a special case of the bicrossed
product construction. Indeed, consider the matched pair of locally compact quantum
groups (Ĝ1,G2) with trivial cocycles and map τ = id ∈ B(L∞(Ĝ1)⊗¯L∞(G2)) (we follow
the notation of [36]). Then the corresponding maps α, β are given by
α : L∞(G2) ∋ y 7→ 1⊗ y ∈ L∞(Ĝ1)⊗¯L∞(G2),
β : L∞(Ĝ1) ∋ x 7→ x⊗ 1 ∈ L∞(Ĝ1)⊗¯L∞(G2).
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Basic objects associated with G are the one we could expect: the von Neumann algebra of
G is given by
L∞(G) = {α(y), (ω ⊗ id)WĜ1 ⊗ 1 | y ∈ L∞(G2), ω ∈ L1(G1)}′′ = L∞(G1)⊗¯L∞(G2),
and the comultiplication is given by
∆(x⊗ y) = (id⊗ σ ⊗ id)(∆1(x)⊗∆2(y)) (x ∈ L∞(G1), y ∈ L∞(G2)),
which follows from [36, Proposition 2.4, Proposition 2.5]. The left Haar integral of G is
given by the tensor product of n.s.f. weights ϕ = ϕ1⊗ϕ2 and it follows that∇ϕ = ∇ϕ1⊗∇ϕ2
([32, Proposition 8.1]). The same is true for right Haar integrals, hence e.g. property
ψ ◦ σϕt = ν−tψ (t ∈ R) implies ν = ν1ν2. Since the modular operator associated with ϕ
implements the scaling group we have τt = τ
1
t ⊗ τ 2t (t ∈ R) (see [23]). The dual of G is
Ĝ1 × Ĝ2, this is a content of [36, Proposition 2.9]. We have P = P1 ⊗ P2. Indeed, take
x ∈ Nϕ1 , y ∈ Nϕ2 , t ∈ R. We have
P itΛϕ(x⊗ y) = ν t2Λϕ(τ 1t (x)⊗ τ 2t (y))
= (ν
t
2
1 Λϕ1(τ
1
t (x)))⊗ (ν
t
2
2 Λϕ2(τ
2
t (y))) = (P
it
1 ⊗ P it2 )Λϕ(x⊗ y),
which implies P = P1 ⊗ P2. It follows directly from the definition that the Kac-Takesaki
operator of G is given by W = (W1)13(W2)24, hence C0(G) = C0(G1)⊗C0(G2) (note that
here ⊗ denotes the minimal tensor product of C∗-algebras).
Proposition 13.32. The C∗-algebra Cu0(Ĝ) is isomorphic to C
u
0(Ĝ1)⊗max Cu0(Ĝ2), where
⊗max denotes the maximal tensor product of C∗-algebras. Under this identification we have
VVV= ( VVV1)13( VVV2)24.
Proof. One easily checks that the normal injective ⋆-homomorphism
γ1 : L
∞(Ĝ1) ∋ x 7→ x⊗ 1 ∈ L∞(Ĝ1 ×G2) = L∞(Ĝ1)⊗¯L∞(Ĝ2)
satisfies ∆
Ĝ1×G2 ◦ γ1 = (γ1 ⊗ γ1) ◦ ∆Ĝ1 , hence G1 is a closed subgroup of G1 × G2 in the
sense of Vaes ([11, Theorem 3.3]). Denote by γ′1 the restriction of γ1 to C0(Ĝ1). It is
shown in [11] that γ′1 is a morphism between C0(Ĝ1) and C0(Ĝ1 ×G2). Denote by π1, π̂1
the corresponding strong quantum homomorphism G1 → G1 × G2 and its dual. Similar
reasoning works for G2 – let us denote the respective objects by γ
′
2, π2, π̂2. Observe that
we have γ1(x)γ2(y) = x⊗ y for all x ∈ L∞(Ĝ1), y ∈ L∞(Ĝ2), hence
W = ((id⊗ γ′1)W1)134((id⊗ γ′2)W2)234
= (((ΛG1 ◦ π1)⊗ id)VVV)134 (((ΛG2 ◦ π2)⊗ id)VVV)234
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ id)(VVV134VVV234)
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ id)(∆uG ⊗ id)VVV.
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Take any ω ∈ L1(Ĝ) and slice right leg of the above equation: we get
ΛG((id⊗ ω)VVV) = (id⊗ ω)W = ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2))∆uG((id⊗ ω)VVV),
consequently it follows that
((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)) ◦∆uG = ΛG. (13.18)
Since the images of γ1, γ2 in L
∞(Ĝ1 ×G2) commute we also have
W = ((id⊗ γ′1)W1)134 ((id⊗ γ′2)W2)234 = ((id⊗ γ′2)W2)234 ((id⊗ γ′1)W1)134
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ id)(VVV234VVV134)
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ id)(∆u,opG ⊗ id)VVV.
and it follows that
((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)) ◦∆u,opG = ΛG. (13.19)
Now, having these equations we can show that there is a one to one correspondence between
representations of G and pairs of commuting representations of G1,G2. Let
U = (id⊗ σU) VVV∈ M(C0(G)⊗K(HU))
be a representation of G corresponding to a nondegenerate representation
σU ∈ Mor(Cu0(Ĝ),K(HU )).
Define an element
U↾G1 = ((ΛG1 ◦ π1)⊗ σU)VVVV∈ M(C0(G1)⊗K(HU)).
It is clear that U↾G1 is unitary, it is also a representation of G1:
(∆G1 ⊗ id)(U↾G1) = ((ΛG1 ◦ π1)⊗ (ΛG1 ◦ π1)⊗ σU )(VVVV13VVVV23) = (U↾G1)13(U↾G1)23.
Define in a similar manner the restriction of U to G2, U↾G2 . We have
(U↾G1)13(U↾G2)23 = ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ σU)(VVVV13 VVV23)
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ σU)(∆uG ⊗ id)VVVV
= (id⊗ σU) VVV= U.
In the penultimate equality we have used equation (13.18). Similarly we check
(U↾G2)23(U↾G1)13 = ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ σU )(VVVV23 VVV13)
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ σU )(∆u,opG ⊗ id)VVVV
= (id⊗ σU) VVV= U
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using this time equation (13.19). On the other hand, if U, V are representations of G1,G2
on the same space such that U13V23 = V23U13 then this element defines a representation of
G = G1 ×G2. In particular, if we take σU = id then we get
VVV= ((id⊗ π̂1) VVV1)13((id⊗ π̂2) VVV2)23 = ((id⊗ π̂2) VVV2)23((id⊗ π̂1) VVV1)13
hence images of π̂1, π̂2 commutes. Let us now check that C
u
0(Ĝ) = C
u
0(Ĝ1) ⊗max Cu0(Ĝ2)
and VVV= ( VVV1)13( VVV2)24 (note that here leg numbering notation between ’universal’ legs
3, 4 corresponds to the maximal tensor product). Since
(∆⊗ id⊗ id)(( VVV1)13( VVV2)24) = ( VVV1)15( VVV1)35( VVV2)26( VVV2)46
= (( VVV1)13( VVV2)24)1256(( VVV1)13( VVV2)24)3456,
by the universal property of Cu0(Ĝ), there exists a nondegenerate ⋆-homomorphism ρ ∈
Mor(Cu0(Ĝ),C
u
0(Ĝ1)⊗max Cu0(Ĝ2)) such that
(id⊗ ρ) VVV= ( VVV1)13( VVV2)24
(see [21, Proposition 2.4]). In order to show that ρ is an isomorphism, let us perform the
following calculations:
(id⊗ π̂1)( VVV1)13 (id⊗ π̂2)( VVV2)23 = ((ΛG1 ◦ π1)⊗ id)(VVVV)13 ((ΛG2 ◦ π2)⊗ id)(VVVV)23
= ((ΛG1 ◦ π1)⊗ (ΛG2 ◦ π2)⊗ id)(∆uG ⊗ id)VVVV= VVV,
in the last equality we have used equation (13.18). Consider the nondegenerate ⋆-homomorphism
π̂1 · π̂2 : Cu0(Ĝ1)⊗max Cu0(Ĝ2)→ M(Cu0(Ĝ)) : x⊗ y 7→ π̂1(x)π̂2(y) = π̂2(y)π̂1(x)
given by the universal property of ⊗max (see e.g. [26, Proposition 6.3.7]). The above
reasoning implies
(id⊗ id⊗ (π̂1 · π̂2))(( VVV1)13( VVV2)24) = VVV,
therefore ρ is an inverse to π̂1 · π̂2 and Cu0(Ĝ), Cu0(Ĝ1) ⊗max Cu0(Ĝ2) are isomorphic. We
will henceforth identify these two C∗-algebras. Under this identification we have VVV=
( VVV1)13( VVV2)24.
Note that the above result implies that if G1 and G2 are second countable or type I
then so is G1 ×G2 ([17, Theorem 7]). We note also that C∗-algebras of type I are nuclear,
hence we do not need to distinguish between the minimal and maximal tensor product ([34,
Proposition XV.1.6]). Using this construction we can produce new type I locally compact
quantum groups with properties that combine those of G1 and G2.
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14 Appendix
14.1 Lemmas concerning locally compact quantum groups
In this section we have gathered several lemmas concerning locally compact quantum
groups – density of various subspaces and relations between the Haar integrals on G and
Ĝ. These lemmas are probably well known to the experts, however we will include their
proofs for the convenience of the reader. In this section G is an arbitrary locally compact
quantum group.
Let us introduce a subset of the space of normal functionals on L∞(G):
I = {ω ∈ L1(G) | ∃M∈R≥0 ∀x∈Nϕ |ω(x∗)| ≤M‖Λϕ(x)‖}
This subset appears in the definition of the left Haar integral on Ĝ (see [23]): for ω ∈ I
we have λ(ω) ∈ Nϕ̂ and 〈Λϕ(x) |Λϕ̂(λ(ω))〉 = ω(x∗). Sometimes one uses notation ξ(ω) =
Λϕ̂(λ(ω)).
Similarly we can introduce a right version of this subset:
IR = {ω ∈ L1(G) | ∃M∈R≥0 ∀x∈Nψ |ω(x∗)| ≤M‖Λψ(x)‖}.
For ω ∈ IR we define a vector ξR(ω) ∈ L2(G) via the equality 〈Λψ(x) ξR(ω)〉 = ω(x∗) (x ∈
Nψ). The next lemma introduces a relation between the set IR and the right Haar integral
on Ĝ.
Lemma 14.1.
1. For ω ∈ L1(G) we have ω ∈ I if and only if ω ◦R ∈ IR, and then ξR(ω ◦R) = Jˆξ(ω).
2. If ω ∈ L1♯ (G) is a functional such that ω♯ ∈ IR then λ(ω) ∈ Nψ̂ and ξR(ω♯) =
JˆJΛψ̂(λ(ω)).
Proof. Let ω ∈ I and x ∈ Nψ, then R(x)∗ ∈ Nϕ. Calculation
ω ◦R(x∗) = ω(R(x∗)∗) = 〈Λϕ(R(x∗)) | ξ(ω)〉 = 〈JˆΛψ(x) | ξ(ω)〉 = 〈Λψ(x) | Jˆξ(ω)〉
shows that ω ◦R ∈ IR and ξR(ω ◦R) = Jˆξ(ω).
Assume now that ω ◦R ∈ IR and x ∈ Nϕ. We get
〈Λϕ(x) | JˆξR(ω ◦R)〉 = 〈JˆΛϕ(x) | ξR(ω ◦R)〉 = 〈Λψ(R(x∗)) | ξR(ω ◦R)〉
= ω ◦R(R(x∗)∗) = ω(x∗),
which shows that ω ∈ I.
Let ω ∈ L1♯ (G) be a functional such that ω♯ ∈ IR. The previous point gives us ω♯ ◦R ∈ I
and
ξR(ω♯) = Jˆξ((ω♯) ◦R) = Jˆξ(ω♯ ◦R) = JˆΛϕ̂(λ(ω♯ ◦R)) = JˆΛϕ̂(Rˆ(λ(ω♯)))
= JˆΛϕ̂(Rˆ(λ(ω))
∗) = JˆJΛψ̂(λ(ω)),
which proves the claim from the second point.
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Now we will prove that IR ⋆ L1(G) ⊆ IR. This result was used in Proposition 11.2,
were we showed that if µ is a Plancherel measure and µ′ equals µ composed with the
conjugation, then µ′ is equivalent to µ.
Lemma 14.2. Let ω, ν be a functionals in L1(G), assume moreover that ω ∈ IR. Then
ω ⋆ ν ∈ IR and ξR(ω ⋆ ν) = (id⊗ ν)(V∗)ξR(ω)
Proof. Let x ∈ Nψ. Due to the right invariance of ψ we know that (id ⊗ ν)∆(x) ∈ Nψ,
and by the definition of V we have (id⊗ ν)VΛψ(x) = Λψ((id⊗ ν)∆(x)). Therefore we can
perform the following calculations:
ω ⋆ ν(x∗) = ω(((id⊗ ν)∆(x))∗) = 〈Λψ((id⊗ ν)∆(x)) | ξR(ω)〉
= 〈(id⊗ ν)V Λψ(x) | ξR(ω)〉 = 〈Λψ(x) | (id⊗ ν)(V∗)ξR(ω)〉.
The next lemma tells us how vector functionals behave under basic operations on normal
functionals:
Lemma 14.3. Let η, ζ ∈ L2(G). We have ωη,ζ = ωζ,η and ωη,ζ ◦R = ωJˆζ,Jˆη. If we assume
that η ∈ Dom(∇−
1
2
ϕ̂ ), ζ ∈ Dom(∇
1
2
ϕ̂), then ωη,ζ ∈ L1♯ (G) and (ωη,ζ)♯ = ω
Jˆ∇−
1
2
ϕ̂
η,Jˆ∇
1
2
ϕ̂
ζ
.
Proof. The first part is trivial, therefore let us check the second one. Take x ∈ Dom(S).
Then
ωη,ζ(S(x)) = ωζ,η(R ◦ τ−i/2(x)) = 〈ζ |R(τ−i/2(x))η〉 = 〈ζ | Jˆτ−i/2(x)∗Jˆη〉
= 〈Jˆη | τ−i/2(x)Jˆζ〉 = 〈Jˆη | ∇
1
2
ϕ̂x∇
− 1
2
ϕ̂ Jˆζ〉 = 〈Jˆ∇
− 1
2
ϕ̂ η | xJˆ∇
1
2
ϕ̂ζ〉
= ω
Jˆ∇−
1
2
ϕ̂
η,Jˆ∇
1
2
ϕ̂
ζ
(x),
which proves ωη,ζ ∈ L1♯ (G) and (ωη,ζ)♯ = ω
Jˆ∇−
1
2
ϕ̂
η,Jˆ∇
1
2
ϕ̂
ζ
.
The next lemma allows us to construct plenty of functionals in I and IR. Its proof is
a straightforward consequence of the definitions.
Lemma 14.4.
1. Let ζ ∈ L2(G) and y ∈ Nϕ∩Dom(σϕi
2
). Then ωΛϕ(y),ζ ∈ I and ξ(ωΛϕ(y),ζ) = Jσϕi
2
(y)Jζ.
2. Let ζ ∈ L2(G) and y ∈ Nψ ∩ Dom(σψi
2
). Then ωΛψ(y),ζ ∈ IR and ξR(ωΛψ(y),ζ) =
Jψσψi
2
(y)Jψζ.
Having the above lemma we are able to derive a result which tells us about existence of
dense subspaces in L∞(G) and L1(G) which consist of elements with desirable properties.
We use this result plenty of times in our work.
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Lemma 14.5. There exists X , a σ-sot -dense subspace in L∞(G) such that for any y ∈ X
and w ∈ C we have
y ∈ Nϕ ∩Nψ ∩Dom(σϕw) ∩Dom(σψw), Λϕ(y) ∈ Dom(∇wϕ̂)
and σϕw(y), σ
ψ
w(y) ∈ X , ∇wϕ̂Λϕ(y) ∈ Λϕ(X ). Moreover, the operator yδw is bounded and its
closure is in X . We have also equality of dense subspaces JˆΛϕ(X ) = Λϕ(X ) = Λψ(X ) ⊆
L2(G). The subspace
Y = span{ωξ,η | ξ, η ∈ Λϕ(X ) = Λψ(X )}
is dense in L1(G). For ω ∈ Y we have ω ∈ L1♯ (G) and ω, ω ◦ R, ω♯ ∈ Y. Moreover
ω ∈ I ∩ IR, therefore λ(ω) ∈ Nϕ̂ ∩Nψ̂. Subspaces ξ(Y) = Λϕ̂(λ(Y)) and ξR(Y), Λψ̂(λ(Y))
are dense in L2(G).
Proof. Let us take x ∈ Nϕ, A = (a, b, c, d) ∈ C4, n ∈ N and define
xn,A =
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
σψl ◦ σϕs ◦ τt(x)δ−ip dl ds dt dp.
This integral converges in σ-sot (Lemma 14.9). Above, the expression (l − a, s − b, t −
c, p− d)2 means (l− a)2 + (s− b)2 + (t− c)2 + (p− d)2. A standard argument shows that
xn,0 converges in norm to x as n→∞. Moreover, we have xn,A ∈ Nϕ. Indeed, we have
ϕ(x∗n,Axn,A) = sup
ω∈L1(G)+:ω≤ϕ
ω(x∗n,Axn,A)
= n
4
π4
sup
ω∈L1(G)+:ω≤ϕ
∫
R×4
∫
R×4
e−n((l−a,s−b,t−c,p−d)
2+(l′−a,s′−b,t′−c,p′−d)2)
ω(δipσψl ◦ σϕs ◦ τt(x∗)σψl′ ◦ σϕs′ ◦ τt′(x)δ−ip
′
) dl ds dt dp dl′ ds′ dt′ dp′
≤ n4
π4
sup
ω∈L1(G)+:ω≤ϕ
∫
R×4
∫
R×4
e−n(ℜ(l−a,s−b,t−c,p−d)
2+ℜ(l′−a,s′−b,t′−c,p′−d)2)
|ω(δipσψl ◦ σϕs ◦ τt(x∗)σψl′ ◦ σϕs′ ◦ τt′(x)δ−ip
′
)| dl ds dt dp dl′ ds′ dt′ dp′.
Next, we have the following inequalities
|ω(δipσψl ◦ σϕs ◦ τt(x∗)σψl′ ◦ σϕs′ ◦ τt′(x)δ−ip
′
)|
≤ ω(δipσψl ◦ σϕs ◦ τt(x∗)σϕs ◦ τt(x)δ−ip)
1
2ω(δip
′
σψl′ ◦ σϕs′ ◦ τt′(x∗)σϕs′ ◦ τt′(x)δ−ip
′
)
1
2
≤ ϕ(δipσψl ◦ σϕs ◦ τt(x∗)σϕs ◦ τt(x)δ−ip)
1
2ϕ(δip
′
σψl′ ◦ σϕs′ ◦ τt′(x∗)σϕs′ ◦ τt′(x)δ−ip
′
)
1
2
≤ ν p4+ p
′
4 ϕ(σψl ◦ σϕs ◦ τt(x∗x))
1
2ϕ(σψl′ ◦ σϕs′ ◦ τt′(x∗a))
1
2 = ν
p
4
+ p
′
4
−s−s′+l+l′ϕ(x∗x)
(we have used the relation ϕ(δira∗aδ−ir) ≤ ν r2ϕ(a∗a) (r ∈ R, a ∈ L∞(G)) ([32, Proposition
2.14])), which gives
ϕ(x∗n,Axn,A) ≤ n
4
π4
∫
R×4
∫
R×4
e−n(ℜ(l−a,s−b,t−c,p−d)
2+ℜ(l′−a,s′−b,t′−c,p′−d)2)
ν
p
4
+ p
′
4
−s−s′+l+l′ϕ(x∗x) dl ds dt dp dl′ ds′ dt′ dp′ < +∞
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for any n ∈ N, A = (a, b, c, d) ∈ C4. Take w ∈ C and ξ ∈ Dom(δw). Since
xn,Aδ
wξ =
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
σψl ◦ σϕs ◦ τt(x)δ−ip+wξ dl ds dt dp
=
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−iw−d)
2
σψl ◦ σϕs ◦ τt(x)δ−ipξ dl ds dt dp
= xn,A+(0,0,0,iw)ξ
we know that xn,Aδ
w is a bounded operator and after closure we have xn,Aδw = xn,A+(0,0,0,iw)
In particular this means that xn,A ∈ Nψ.
An argument of the same type as above shows that xn,A ∈
⋂
w∈CDom(σ
ϕ
w)∩Dom(σψw) and
σϕw(xn,A) = xn,A+(0,w,0,0), σ
ψ
w(xn,A) = xn,A+(w,0,0,0),
Thanks to the Hille theorem (Lemma 14.10), Lemma 14.8 and σ-sot× ‖ · ‖ closedness of
Λϕ we have
Λϕ(xn,A) =
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
Λϕ(σ
ψ
l ◦ σϕs ◦ τt(x)δ−ip) dl ds dt dp,
therefore it is clear that Λϕ(xn,0) −−−→
n→∞
Λϕ(x) in norm.
For any q ∈ R due to the equality ∇iqϕ̂Λϕ(a) = Λϕ(τq(a)δ−iq) (a ∈ Nϕ) and τq(δ) = δ we
have
∇iqϕ̂Λϕ(xn,A) =
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2∇iqϕ̂Λϕ(σψl ◦ σϕs ◦ τt(x)δ−ip) dl ds dt dp
=
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
Λϕ(σ
ψ
l ◦ σϕs ◦ τt+q(x)δ−i(p+q)) dl ds dt dp
=
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c−q,p−d−q)
2
Λϕ(σ
ψ
l ◦ σϕs ◦ τt(x)δ−ip) dl ds dt dp,
therefore Λϕ(xn,A) ∈ Dom(∇wϕ̂) for any w ∈ C and
∇wϕ̂Λϕ(xn,A) =
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c+iw,p−d+iw)
2
Λϕ(σ
ψ
l ◦ σϕs ◦ τt(x)δ−ip) dl ds dt dp
= Λϕ(xn,A+(0,0,−iw,−iw)).
Define
X˜ = {xn,A | x ∈ Nϕ, n ∈ N, A = (a, b, c, d) ∈ C4}.
We have shown that X˜ is a σ-sot dense subspace in L∞(G) and for any y ∈ X˜ , w ∈ C we
have
y ∈ Nϕ ∩Nψ ∩Dom(σϕw) ∩Dom(σψw), Λϕ(y) ∈ Dom(∇wϕ̂)
moreover
σϕw(y), σ
ψ
w(y) ∈ X˜ , ∇wϕ̂(Λϕ(y)) ∈ Λϕ(X1).
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Operator yδw is bounded and its closure is in X˜ . Moreover, Λϕ(X˜ ) is a dense subspace in
L2(G).
Assume now that we have x ∈ Nϕ ∩Nψ. The same reasoning as above gives us
Λψ(xn,A) =
√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
Λψ(σ
ψ
l ◦ σϕs ◦ τt(x)δ−ip) dl ds dt dp,
hence Λψ(xn,0) −−−→
n→∞
Λψ(x). Let us see how the operator Jˆ acts:
JˆΛϕ(xn,A) = Λψ(R(xn,A)
∗)
= Λψ
(√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
R(σψl ◦ σϕs ◦ τt(x)δ−ip)∗ dl ds dt dp
)
= Λψ
(√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d)
2
R(σψl ◦ σϕs ◦ τt(x))∗δ−ip dl ds dt dp
)
.
We have a ∈ Nψ and Λψ(a) = Λϕ(aδ 12 ) for a ∈ L∞(G) such that the operator aδ 12 is
closable and its closure is in Nϕ. It is the case for a = R(xn,A)
∗, so we can continue our
calculation:
JˆΛϕ(xn,A) = Λϕ
(√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d−
i
2
)2R(σψl ◦ σϕs ◦ τt(x))∗δ−ip dl ds dt dp
)
= Λϕ
(√
n4
π4
∫
R×4
e−n(l−a,s−b,t−c,p−d−
i
2
)2σψ−l ◦ σϕ−s ◦ τt(R(x)∗)δ−ip dl ds dt dp
)
= Λϕ
(√
n4
π4
∫
R×4
e−n(l+a,s+b,t−c,p−d−
i
2
)2σψl ◦ σϕs ◦ τt(R(x)∗)δ−ip dl ds dt dp
)
= Λϕ(R(x
∗)n,(−a,−b,c,d+ i
2
)).
Since x ∈ Nϕ ∩Nψ then also R(x∗) ∈ Nϕ ∩Nψ. Now, define
X = {xn,A | x ∈ Nϕ ∩Nψ, n ∈ N, A ∈ C4}.
Since we know that X˜ is σ-sot -dense in L∞(G), so is X . We have X ⊆ X˜ , therefore
all the ”regularity” conditions remain true for the elements of X . We have also density
of the subspaces Λϕ(X ),Λψ(X ) in L2(G). We have Λϕ(X ) = Λψ(X ) – this follows from
the equality Λψ(a) = Λϕ(aδ
1
2 ) for nice a. Moreover JˆΛϕ(X ) ⊆ Λϕ(X ). This proves all the
assertions about X .
Let us define as in the claim a subspace of L1(G):
Y = span{ωξ,η | ξ, η ∈ Λϕ(X ) = Λψ(X )}
and take ω = ωΛϕ(x),Λϕ(y) ∈ Y . Due to Lemma 14.3 and properties of X we have ω ∈ L1♯ (G)
and
ω = ωΛϕ(y),Λϕ(x), ω ◦R = ωJˆΛϕ(y),JˆΛϕ(x), ω♯ = ωJˆ∇− 12
ϕ̂
Λϕ(x),Jˆ∇
1
2
ϕ̂
Λϕ(y)
∈ Y .
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Lemma 14.4 gives us ω ∈ I ∩ IR. Next, for ω = ωΛϕ(x),Λϕ(y) as above we have
ξ(ω) = Λϕ̂(λ(ω)) = Jσ
ϕ
i
2
(x)JΛϕ(y).
Take a net (xi)i∈I ∈ X I which converges to 1 in σ-sot. Then σϕ− i
2
(xi) ∈ X and
ξ(ωΛϕ(σϕ
− i2
(xi)),Λϕ(y)) = Jσ
ϕ
i
2
(σϕ− i
2
(xi))JΛϕ(y) = JxiJΛϕ(y)
L2(G)−−−→
i∈I
Λϕ(y),
therefore the space ξ(Y) = Λϕ̂(λ(Y)) is dense in L2(G). Similarly we check the density of
ξR(Y): we have (Lemma 14.4)
ξR(ω) = J
ψσψi
2
(x)JψΛψ(y)
and we can proceed as before. For any ω ∈ Y we have ω♯ ∈ Y ⊆ IR therefore we can use
Lemma 14.1 to get
Λψ̂(λ(ω)) = JJˆξR(ω
♯)
and deduce the density of Λψ̂(λ(Y)).
Lemma 14.6. Let G be a locally compact quantum group. The following conditions are
equivalent:
1) C0(G) is a separable C
∗-algebra,
2) Cu0(G) is a separable C
∗-algebra,
3) L1(Ĝ) is a separable Banach space,
4) L2(G) is a separable Hilbert space.
If the above conditions are satisfied we say that G is second countable. Note that since
L2(G) ≃ L2(Ĝ), this result implies that G is second countable if and only if Ĝ is.
Proof. As the GNS Hilbert spaces of ϕ, ϕu can be identified with L2(G) we get 1)⇒ 4) and
2)⇒ 4) (see [25, Theorem C.2]). Since L∞(Ĝ) is a von Neumann algebra acting on L2(G),
point 4) implies 3). Next, since C0(G) is the norm closure of {(id⊗ω)WG |ω ∈ L1(Ĝ)} we
get 3)⇒ 1). Implication 3)⇒ 2) is analogous.
Lemma 14.7. Assume that G is second countable, i.e. L2(G) is separable. There exists a
sequence in {λ(α) |α ∈ I} which converges in σ-sot to the identity operator.
Proof. The norm closure of the space X = {λ(α) |α ∈ I} equals Cu0(Ĝ). Consequently,
due to the Kaplansky theorem, we can find a bounded net in X which converges in sot
to 1. However, since L2(G) is separable, the strong operator topology is metrizable on
bounded subsets ([10, Proposition I.6.3]) and we can find a sequence (an)n∈N in X which
converges to 1. Let d be a metric for the strong operator topology restricted to a large
enough ball. For each n ∈ N choose bn ∈ X such that d(an, bn) ≤ 1n . It is clear that (bn)n∈N
is a sequence in X which converges in sot to 1.
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14.2 Other lemmas
In this part we have gathered lemmas which are not related directly to the theory of
locally compact quantum groups. First, we mention two lemmas concerned with existence
of Pettis integrals which we use a lot throughout the text. We skip their proofs as they
are elementary.
Lemma 14.8. Let (X,M, µ) be a measure space, H a Hilbert space, and f : X → H a
function such that for each ξ ∈ H the function X ∋ x 7→ 〈f(x) ξ〉 ∈ C is measurable.
Assume moreover that X ∋ x 7→ ‖f(x)‖ ∈ R≥0 is measurable and integrable. Then the
Pettis integral
∫
X
f dµ exists.
Lemma 14.9. Let (X,M, µ) be a measure space, H a separable Hilbert space, M ⊆ B(H)
a von Neumann algebra and X ∋ x 7→ Tx ∈ B(H) a map such that for any ζ, η ∈ H the
function X ∋ x 7→ 〈ζ Txη〉 ∈ C is measurable. Then the function X ∋ x 7→ ‖Tx‖ ∈ R is
also measurable. If moreover we assume that
∫
X
‖Tx‖ dµ(x) < +∞ then we get existence
of the Pettis integral ∫
X
Tx dµ(x) ∈ M
of the function X → (M, σ-wot).
The next lemma is the Hille theorem for the Pettis integral. We include a proof for the
convenience of the reader.
Lemma 14.10. Let X, Y be locally convex topological vector spaces and A : X ⊇ Dom(A)→
Y a closed linear operator. Assume that (Ω,M, µ) is a measure space and f : Ω → X is
a Pettis integrable function such that f(ω) ∈ Dom(A) for all ω ∈ Ω, and the function
A ◦ f : Ω→ Y is also Pettis integrable. Then∫
Ω
f dµ ∈ Dom(A) and A(
∫
Ω
f dµ) =
∫
Ω
A ◦ f dµ.
Proof. Put on the vector space X ⊕ Y the product topology – with it, X ⊕ Y becomes
a locally convex topological vector space, and Gr(A) = {(x,Ax) | x ∈ Dom(A)} is its
closed subspace. Define a function F : Ω ∋ ω 7→ (f(ω), A ◦ f(ω)) ∈ X ⊕ Y . It is a well
defined function such that F (ω) ∈ Gr(A) for all ω ∈ Ω. Choose any continuous functional
φ ∈ (X ⊕ Y )∗. For (x, y) ∈ X ⊕ Y we have
φ(x, y) = φ(x, 0) + φ(0, y) = φX(x) + φY (y),
where φX , φY are continuous functionals on X, Y defined as a composition of φ with
(continuous, linear) inclusions X, Y → X ⊕ Y . We have
φ(
∫
Ω
f dµ,
∫
Ω
A ◦ f dµ) = φX(
∫
Ω
f dµ) + φY (
∫
Ω
A ◦ f dµ)
=
∫
Ω
〈φX , f〉 dµ+
∫
Ω
〈φY , A ◦ f〉 dµ =
∫
Ω
(〈φX , f〉+ 〈φY , A ◦ f〉) dµ
=
∫
Ω
〈φ, F 〉 dµ,
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which proves that F is Pettis integrable, and shows the equality∫
Ω
F dµ = (
∫
Ω
f dµ,
∫
Ω
A ◦ f dµ).
Since Gr(A) is a closed subspace we know that
∫
Ω
F dµ ∈ Gr(A), hence∫
Ω
f dµ ∈ Dom(A), A(
∫
Ω
f dµ) =
∫
Ω
A ◦ f dµ.
The next two lemmas are concerned with unbounded operators on Hilbert spaces:
Lemma 14.11. Let H be a Hilbert space and A,B (unbounded) positive self-adjoint op-
erators on H. If Dom(A) ⊆ Dom(B) and 〈Aξ |Aξ〉 = 〈Bξ |Bξ〉 for ξ ∈ Dom(A) then
A = B
Proof. Due to polarization identity we get
〈Aξ |Aη〉 = 〈Bξ |Bη〉
for ξ, η ∈ Dom(A). Take η ∈ Dom(A2) ⊆ Dom(B). Map
Dom(B) ∋ ξ 7→ 〈Bη |Bξ〉 = 〈Aη |Aξ〉 = 〈A2η | ξ〉 ∈ C
is linear and bounded, hence Bη ∈ Dom(B∗) = Dom(B) and B∗(Bη) = B2η = A2η (η ∈
H0). This proves inclusion A
2 ⊆ B2. Operators A2, B2 are positive and self-adjoint,
therefore A2 = B2 (self-adjoint operators do not have nontrivial self-adjoint extensions).
Taking square roots gives us the claim.
The next lemma is almost trivial but we believe it is better to mention this result.
Lemma 14.12. Let H be a Hilbert space, and A a closed densely defined operator on H
with domain Dom(A). If there exists a dense subspace V ⊆ Dom(A) and number K ∈ R
such that ‖Aη‖ ≤ K‖η‖ for η ∈ V then Dom(A) = H, and A is bounded.
The next lemma tells us how we can construct a projection onto the intersection of
subspaces in a separable Hilbert space.
Lemma 14.13. Let H be a separable Hilbert space and P1, P2, . . . orthogonal projections.
For k ∈ N define Ak = P1 · · · · · Pk · · · · · P1 ∈ B(H).
1. There exists an increasing sequence (nk)k∈N of natural numbers such that (A
nk
k )k∈N
converges in sot to the projection onto
⋂∞
k=1 PkH.
2. If for some increasing sequences of natural numbers (mk)k∈N, (nk)k∈N, the sequence
(Ankmk)k∈N converges in sot to a projection Q, then Q is the projection onto
⋂∞
k=1 PkH.
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Proof. Take k ∈ N and let us show that
P1H ∩ · · · ∩ PkH = ker(Ak − 1) (14.1)
It is clear that if η ∈ P1H ∩ · · · ∩ PkH then Akη = η. Assume that ξ ∈ H satisfies Akξ = ξ.
We have
‖ξ‖ = ‖P1 · · · · · Pk · · · · · P1ξ‖ ≤ ‖P1ξ‖ ≤ ‖ξ‖,
and it follows that P1ξ = ξ. Next,
‖ξ‖ = ‖P1P2 · · · · · Pk · · · · · P2P1ξ‖ ≤ ‖P2 · · · · · Pk · · · · · P2ξ‖ ≤ ‖P2ξ‖ ≤ ‖ξ‖
and we get P2ξ = ξ. If we proceed further in this manner we arrive at ξ ∈ P1H∩ · · ·∩PkH.
Let us apply the spectral theorem to the operator Ak. We get a measure space (Ω,M, µ)
with µ(Ω) < +∞, a unitary operator U : H→ L2(Ω, µ) and a positive measurable function
f : Ω→ R≥0 such that |f(x)| ≤ 1 for almost all x ∈ Ω and UAkU∗ = Mf , where Mf is the
operator of multiplication by f . Take φ ∈ L2(Ω, µ) and let X = {x ∈ Ω | f(x) = 1}. Since
Mnf φ = f
nφ −−−→
n→∞
χXφ = MχX φ,
the sequence (Mnf )n∈N converges in sot to the projection onto ker(Mf −1). Conjugating
back with U shows that the sequence (Ank)n∈N converges in sot to the projection onto
ker(Ak − 1) = P1H ∩ · · · ∩ PkH.
Let {ξm |m ∈ N} be a dense subspace in the closed unit ball of H. For each k ∈ N choose
nk ∈ N such that
‖ANk ξm − lim
n→∞
Ankξm‖ ≤ 1k (N ≥ nk, m ∈ {1, . . . , k}),
assume moreover that the sequence (nk)k∈N is increasing.
Take ε > 0 and a norm 1 vector ξ ∈ ⋂∞m=1 PmH. There existsm ∈ N such that ‖ξ−ξm‖ ≤ ε2 .
For k ≥ m we have
‖Ankk ξ − ξ‖ ≤ ε2 + ‖Ankk ξm − ξ‖ ≤ ε2 + 1k + ‖ limn→∞A
n
kξm − ξ‖
≤ ε+ 1
k
+ ‖ lim
n→∞
Ankξ − ξ‖ = ε+ 1k ,
hence Ankk ξ −−−→
k→∞
ξ. Take now a norm 1 vector
η ∈ (
∞⋂
m=1
PmH)
⊥ = spanm∈N(PmH)
⊥
and ε > 0. We can find m ∈ N such that ‖η − ξm‖ ≤ ε3 and ηp ∈ spanq∈{1,...,p}(PqH)⊥ such
that ‖η − ηp‖ ≤ ε3 . For k ≥ max{m, p} we have
‖Ankk η‖ ≤ ε3 + ‖Ankk ξm‖ ≤ ε3 + 1k + ‖ limn→∞A
n
kξm‖ ≤ ε+ 1k + ‖ limn→∞A
n
kηp‖ = ε+ 1k ,
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where in the last equality we have used the fact that (Ank)n∈N converges to the projection
onto P1H ∩ · · · ∩ PkH and
(P1H ∩ · · · ∩ PkH)⊥ = (P1H)⊥ + · · ·+ (PkH)⊥ ⊇ (P1H)⊥ + · · ·+ (PpH)⊥ ∋ ηp.
The above reasoning implies that Ankk η −−−→
k→∞
0 and (Ankk )k∈N converges in sot to the
projection onto
⋂∞
m=1 PmH. This proves the first point.
Assume now that Ankmk
sot−−−→
k→∞
Q for some projection Q ∈ B(H). Take ξ ∈ QH and ε > 0.
There exists k ∈ N such that
‖ξ‖ = ‖Qξ‖ ≈ε ‖Ankmkξ‖ ≤ ‖P1ξ‖ ≤ ‖ξ‖,
which implies that P1ξ = ξ. We can proceed as before and we arrive at QH ⊆
⋂∞
m=1 PmH.
On the other hand, if η ∈ ⋂∞m=1 PmH then
Qη = lim
k→∞
(P1 · · · · · Pmk · · · · · P1)nkη = η
and we get QH =
⋂∞
m=1 PmH.
14.3 Quasi-containment of representations
Let A be a C∗-algebra, π : A→ B(Hπ) nondegenerate representation and π : A∗∗ → B(Hπ)
the unique normal extension of π to the enveloping von Neumann algebra A∗∗. We define
the central cover c(π) as the projection in Z(A∗∗) satisfying ker π = A∗∗(1 − c(π)) ([6,
Definition 1.4.2]). We have c(π)A∗∗ ≃ π(A)′′ = π(A∗∗).
Proposition 14.14. Let π, σ be nondegenerate representations of A on separable Hilbert
spaces. The following are equivalent:
1) There exists an isomorphism θ : π(A)′′ → σ(A)′′ satisfying θ(π(x)) = θ(x) for x ∈ A.
2) There exist cardinal numbers n,m such that nπ ≃ mσ (≃ denotes unitary equiva-
lence).
3) c(π) = c(σ).
This is a part of [13, Theorem 5.3.1] combined with [6, Proposition 1.4.5]. If the
following conditions are met, we say that π and σ are quasi-equivalent. We will denote this
relation by π ≈q σ.
Now we would like to introduce a one sided version, which is supposed to be the quasi-
containment (4q). Recall that symbol π ⊆ σ means that there is subrepresentation σ′ of
σ such that π ≃ σ′.
Proposition 14.15. Let π, σ be nondegenerate representations of A. The following are
equivalent:
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1) There exists σ′, a subrepresentation of σ such that π ≈q σ′,
2) c(π) ≤ c(σ),
3) there exist cardinal numbers n,m such that nπ ⊆ mσ.
Definition 14.16. Whenever conditions 1)−3) of the above theorem are satisfied, we will
write π 4q σ and say that π is quasi-contained in σ.
Proof. Equivalence of 1) and 2) was stated without proof in [6, Proposition 1.4.6]. It can
be proven in the following manner:
Assume π ≈q σ′ ⊆ σ. Then c(π) = c(σ′) ≤ c(σ), which shows 1)⇒ 2).
Assume now c(π) ≤ c(σ). then c(π)c(σ) = c(π) and c(σ) − c(π) is a central projection
orthogonal to c(π). Operators σ˜(c(σ) − c(π)), σ˜(c(π)) are central projections in σ(A)′′.
Moreover σ˜(c(σ)) = 1. Consider the representation
σ′ : A ∋ x 7→ σ˜(c(π))σ(x) = σ˜(c(π)x) ∈ B(σ˜(c(π))Hσ).
and its normal extension σ˜′ : A∗∗ → σ′(A)′′ : x 7→ σ˜(c(π)x). We have
ker σ˜′ = {x ∈ A∗∗ | σ˜(c(π)x) = 0}
= {x ∈ A∗∗ | c(σ)c(π)x = 0}
= {x ∈ A∗∗ | c(π)x = 0} = ker π˜,
hence c(π) = c(σ′) and π ≈q σ′. Define
σ′′ : A ∋ x 7→ σ˜((c(σ)− c(π))x) ∈ B( (σ˜(c(σ)− c(π))Hσ).
Representations σ′, σ′′ are nondegenerate. Thanks to the unitary operator
Hσ ∋ ξ 7→ σ˜(c(π))ξ + σ˜(c(σ)− c(π))ξ ∈ σ˜(c(π))Hσ ⊕ σ˜(c(σ)− c(π))Hσ,
we have σ ≃ σ′ ⊕ σ′′, which proves the implication 2)⇒ 1).
Implication 3) ⇒ 2): from the definition of the central cover we have c(nπ) = c(π) for
any cardinal number n. From 3) it follows that we have mσ ≃ nπ ⊕ σ′ for a certain
representation σ′. This gives
c(π) = c(nπ) ≤ c(nπ ⊕ σ′) = c(mσ) = c(σ).
Implication 1) ⇒ 3): from point 1) we get unitary equivalence σ ≃ σ′ ⊕ σ′′, with σ′
satisfying π ≈q σ′. Therefore there exist cardinal numbers n,m such that nπ ≃ mσ′. It
follows that
nπ ≃ mσ′ ⊆ mσ′ ⊕mσ′′ ≃ m(σ′ ⊕ σ′′) ≃ mσ.
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From the second point of the above proposition it follows that 4q is a transitive relation,
moreover
(π 4q σ, σ 4q π)⇔ π ≈q σ.
Let A be a separable C∗-algebra of type I and π, σ two nondegenerate representations
of A on separable Hilbert spaces with decompositions (see [13, Theorem 8.6.6])
π ≃
⊕
n∈N∪{ℵ0}
∫ ⊕
Aˆ
ζ dµn(ζ), σ ≃
⊕
n∈N∪{ℵ0}
∫ ⊕
Aˆ
ζ dνn(ζ).
The following connection between quasi-containment and properties of measures {µn, νn |n ∈
N ∪ {ℵ0}} holds:
Proposition 14.17. We have
∑
n∈N∪{ℵ0} µn ≪
∑
n∈N∪{ℵ0} νn if and only if φµ 4q φν.
This is a combination of [13, Theorem 8.6.6, Proposition 8.4.5].
Let us now turn to representations of a locally compact quantum group G. Assume
that we have two representations
Uπ = (id⊗ π) VVV, Uσ = (id⊗ σ) VVV
corresponding to nondegenerate representations of Cu0(Ĝ): π, σ. Their tensor product is
given by
Uπ ⊤©Uσ = (id⊗ π ⊗ σ)( VVV12 VVV13) = (id⊗ π ⊗ σ)(id⊗∆u,op
Ĝ
) VVV.
This suggests that we should define tensor product of representations of Cu0(Ĝ) by
π ⊤©σ = (π ⊗ σ)∆u,op
Ĝ
.
We say that representations Uπ, Uσ are quasi-equivalent if there exists a Hilbert space H
such that 1H ⊤©Uπ ≃ 1H ⊤©Uσ. Since
1H ⊤©Uπ ≃ ⊕dimHUπ = (id⊗⊕dimHπ) VVV= (id⊗ (dimH) · π) VVV,
representations Uπ i Uσ are quasi equivalent if and only if π ≈q σ. (Quasi-equivalence
of representations of G appears i.e. in [11]). Correspondingly we declare Uπ to be quasi-
contained in Uσ (written Uπ 4q U
σ) if and only if π 4q σ. Next propositon tells us that
quasi-equivalence and quasi-containment are respected by tensor products:
Proposition 14.18. Let π1, π2, σ1, σ2 be nondegenerate representations of C
u
0(Ĝ).
1. If π1 ≈q σ1 and π2 ≈q σ2 then π1 ⊤© π2 ≈q σ1 ⊤© σ2.
2. If π1 ⊆ σ1 and π2 ⊆ σ2 then π1 ⊤© π2 ⊆ σ1 ⊤© σ2.
155
3. If π1 4q σ1 and π2 4q σ2 then π1 ⊤© π2 4q σ1 ⊤© σ2.
Proof. Let Uπ1 , Uπ2 , Uσ1 , Uσ2 be corresponding representations of G. There exist Hilbert
spaces H1,H2 such that
1H1 ⊤©U
π1 ≃ 1H1 ⊤©Uσ1 , 1H2 ⊤©Uπ2 ≃ 1H2 ⊤©Uσ2 .
We have
1H1⊗H2 ⊤©U
π1 ⊤©Uπ2 ≃ 1H1 ⊤©1H2 ⊤©Uπ1 ⊤©Uπ2 ≃ (1H1 ⊤©Uπ1) ⊤© (1H2 ⊤©Uπ2)
≃(1H1 ⊤©Uσ1) ⊤© (1H2 ⊤©Uσ2) ≃ 1H1 ⊤©1H2 ⊤©Uσ1 ⊤©Uσ2 ≃ 1H1⊗H2 ⊤©Uσ1 ⊤©Uσ2 ,
which shows the quasi-equivalence of Uπ1 ⊤©Uπ2 and Uσ1 ⊤©Uσ2 . Since Uπ1 ⊤©Uπ2 = Uπ1 ⊤©π2
we get the first statement of the proposition.
Let us prove the second point: there exist representations σ′1, σ
′
2 such that
Uσ1 ≃ Uσ′1 ⊕ Uπ1 , Uσ2 ≃ Uσ′2 ⊕ Uπ2 ,
therefore
Uσ1 ⊤©σ2 = Uσ1 ⊤©Uσ2 ≃ (Uσ′1 ⊤©Uσ′2)⊕ (Uσ′1 ⊤©Uπ2)⊕ (Uπ1 ⊤©Uσ′2)⊕ (Uπ1 ⊤©Uπ2)
and π1 ⊤©π2 ⊆ σ1 ⊤©σ2.
Now we turn to the third point: there exist representations σ′1, σ
′
2 such that π1 ≈q σ′1 ⊆ σ1
and π2 ≈q σ′2 ⊆ σ2. From the second point we get π1 ⊤©π2 ≈q σ′1 ⊤©σ′2 ⊆ σ1 ⊤©σ2, hence
π1 ⊤©π2 4q σ1 ⊤©σ2.
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