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Case studyContext: Traditionally, Embedded Systems (ES) are tightly linked to physical products, and closed both for
communication to the surrounding world and to additions or modifications by third parties. New tech-
nical solutions are however emerging that allow addition of plug-in software, as well as external commu-
nication for both software installation and data exchange. These mechanisms in combination will allow
for the construction of Federated Embedded Systems (FES). Expected benefits include the possibility of
third-party actors developing add-on functionality; a shorter time to market for new functions; and
the ability to upgrade existing products in the field. This will however require not only new technical
solutions, but also a transformation of the software ecosystems for ES.
Objective: This paper aims at providing an initial characterization of the mechanisms that need to be
present to make a FES ecosystem successful. This includes identification of the actors, the possible busi-
ness models, the effects on product development processes, methods and tools, as well as on the product
architecture.
Method: The research was carried out as an explorative case study based on interviews with 15 senior
staff members at 9 companies related to ES that represent different roles in a future ecosystem for
FES. The interview data was analyzed and the findings were mapped according to the Business Model
Canvas (BMC).
Results: The findings from the study describe the main characteristics of a FES ecosystem, and identify
the challenges for future research and practice.
Conclusions: The case study indicates that new actors exist in the FES ecosystem compared to a tradi-
tional supply chain, and that their roles and relations are redefined. The business models include new
revenue streams and services, but also create the need for trade-offs between, e.g., openness and depend-
ability in the architecture, as well as new ways of working.
 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).1. Introduction
In many industries developing technical products, such as auto-
motive, aerospace, or process automation, Embedded Systems (ES)
and software play an increasingly important role [1]. Traditionally,
the ES has been an integral part of the physical product and being
in charge of controlling and monitoring the product during its
operation. Some of the key characteristics of many ES are that they
have to be cost-efficient, reliable, robust, safe, and secure, and
hence they are typically tailored for a certain product.The software of the ES is usually monolithic in the sense that it
is handled in the product as one piece, without the possibility to
replace only parts of it, or add new parts on top of the present ones.
The software is installed during production, and upgrades normally
require physical connection to the ES. Often, the ES is developed by
an external supplier based on a specification from the manufac-
turer responsible for integrating the final product.
With the arrival of affordable communication technologies, in
particular wireless, it is becoming feasible to provide external com-
munication capabilities to the ES. This eventually allows updates of
software to be carried out remotely even though the flexibility of
such upgrades would be limited due to the monolithic nature of
the ES software. Recent research [2] has however demonstrated
how a software plug-in mechanism can be utilized, that allows
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monolithic nature. Such a plug-in mechanism, in combination with
external communication, opens up many new possibilities for ES in
particular and product development in general:
 It shortens dramatically the time to market for introducing new
or extended features, and allows addition of new features into
products that are already deployed, something which was not
feasible before.
 It allows the creation of Systems-of-Systems (SoS), by letting
plug-ins in different products connect to each other and
exchange data through communication channels, thus forming
a Federated Embedded System (FES), in ways that were not
thought of at the time of design of the individual systems.
 It provides opportunities for third-party developers to supply
add-ons, and thereby fosters open innovation formed by open-
ness in collaborations in a way that was never seen before in the
area of ES.
As an illustrative example of a FES, let us consider the case of
car-to-car and car-to-infrastructure communication. In such a sce-
nario, one could imagine a service where information is passed to
cars about the recommended speed to be able to pass road inter-
sections without having to stop at red lights. The cars and the serv-
ers in the road infrastructure form a federation to achieve this
service. The recommended speed could be fed into the car’s cruise
control system to automatically adapt the car’s speed. Thus, the
service could decrease fuel consumption and travel time, and
improve traffic flow. The information gathered by this service
could further be used in real-time services that estimate the travel
time, but also in aggregated services that show traffic patterns for
route guidance, or even for long-term road network planning
improvements. It is in this combination of direct improvements
to the individual ES products and the creation of novel services that
the real potential of FES resides.
These possibilities lead to many challenges on a technical level.
In addition, they also have large implications on how the develop-
ment process is instantiated and executed, and changes the rela-
tions between the different parties involved. The supply chain
model traditionally used for ES, with a manufacturer integrating
parts ordered from suppliers, will need to expand into amuchmore
dynamic software ecosystem [3], where many new actors enter the
ecosystem and interact. This perspective involves expansion
beyond and across organizational boundaries, exposing platforms
and opening access to reusable assets, increasing collaboration in
the software ecosystem, but also involving the need ofmanagement
of an economic, business and social environment [4].
The contribution of this paper is an empirical study of how such
an ecosystem for FES should be set up and supported, resulting in a
characterization of the business aspects, development issues, and
architectural strategies. This ecosystem includes the ES with its
hardware and built-in software; the software plug-ins that are
added dynamically to the ES; the software running on servers that
is needed to create services in the FES; and also to some extent, the
mechanical products on which the ES are installed. Ecosystems in
the ES domain are different than typical software ecosystems
because the processes carried out need to support building
multiple complex units of distributed functionality with real-time
properties and constraints.
1.1. Research questions
The possibility of creating FES is currently emerging, and many
companies in different industries are struggling with how to
position themselves in this new ecosystem. Often, it will require
the companies to make major revisions to their core businessstrategies, as well as their technology platforms, to remain com-
petitive. The goal of this research is to provide support for such
decisions by providing a more complete picture of how an ecosys-
tem for FES should be organized. The underlying hypothesis of the
research is:
H. The business related aspects are just as important as technology
to the industry actors in order to make FES successful.
Therefore, two primary Research Questions (RQs) have been
studied:
1. What actors are needed in an ecosystem of Federated Embedded
Systems (FES), and what are their relations?
2. What are the key elements of (a) the business models, (b) the
product architecture, and (c) the processes, methods, and tools,
needed to make the ecosystem effective?
As a side effect of studying these RQs, we expected that various
other relevant areas related to software ecosystems for FES would
be discovered. Even though the development of FES technology is
at a relatively early stage, we find it essential to have an early look
at the non-technical aspects around it, since business models and
development processes must be in place to make the technology
effective. The way actors in the ecosystem interact will most likely
also influence technology, by requiring different mechanisms to
support development and operation of the system, and this
research aims at discovering those mechanisms up front in order
to ensure that they are properly reflected in future technical
solutions.
1.2. Research method
Ecosystems for FES have only recently started to emerge, and
therefore it is hard to find good examples of mature constellations
to study empirically. Therefore, our research is highly explorative
in its nature, and the best we can do to gain empirical data is to
study similar ecosystems in related areas and try to extract and
extrapolate information from there. The goal is thus to formulate
a conceptual model which can be thought of as a set of hypotheses
describing the important elements and relations in an ecosystem
for FES. Naturally, these hypotheses have to be validated in future
research.
There are several candidate research methods that could suit
this kind of research, including case studies, grounded theory,
and ethnographic studies. Grounded theory is useful when there
is a need to generate new theories, but in this case there are
already established theories for software systems, and it did not
appear likely that the extension to FES would require a whole
new set of concepts. As for ethnographic methods, it was difficult
due to practical reasons. It would have required us to follow a cer-
tain ecosystem within it for some time, and we did not have access
to a suitable object of study to allow this.
The research method we have chosen to apply is therefore an
explorative case study, details of which can be found in [5]. In this
research, the context is the relevant industry developing technical
products and services in general. The focus is on the ecosystem as a
whole, rather than on an individual company. The study includes a
number of different companies, and is thus, according to the termi-
nology of [5], an embedded case study with multiple units of
analysis.
Since the study is not based on a pre-defined theory and it is per-
formed for exploratory purposes, it is important to be open-minded
and open-ended in the data collection process, and therefore a
research method based on semi-structured interviews was consid-
ered suitable. In this way, an a priori idea of the most important
Fig. 1. Overview of the study.
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interviewees. This also makes the study qualitative in nature, and
it has not been a target to collect substantial quantitative data.
In addition, the research method of the study serves the pur-
pose of descriptive research, portraying the situation or phenome-
non, based on Robson’s classification [6]. It involves information
from a specific population or some sample from one. The method
is closely related to a case study and is primarily used for explor-
atory purposes, but also for descriptive purposes in the cases
where the generality of the situation or phenomenon is or can be
of secondary importance. The basic process steps in conducting
case study research proposed in [7] were applied, particularly,
(1) case study design, (2) preparation for data collection, (3) col-
lecting evidence, (4) analysis of collected data, and, (5) reporting.
The adaptation of these generic steps to the concrete setting was
defined in a case study protocol during the design of the study.
Fig. 1 shows an overview of these steps in the study, with indica-
tions on where in this paper the different parts are covered.
1.3. Overview of paper
The remainder of this paper is structured as follows. In the next
section, the design of the case study is presented in more detail,
including information on the interviews conducted and the analy-
sis framework used. In Section 3, the analysis of the collected data
is presented, and Section 4 discusses these findings with a focus on
the areas described in the RQs. In Section 5, the validity of the find-
ings is analyzed, and Section 6 provides a review of related
research. Finally, in Section 7, the conclusions are summarized
together with indications of future research.2. Case study
In this section, the design of the case study is presented. The
description includes what kind of preparation was done, how par-
ticipants were selected and contacted, how the interviews took
place, and the design of the analysis framework used to extract
the relevant information from the interview data in order to
address the RQs.
2.1. Preparation
In order to ensure that all relevant aspects were covered during
the interviews, a set of interview questions were prepared in
advance. The questions (Appendix A) served as a checklist, and also
drove the interview forward in case this did not happen naturally.
There were approximately 20 interview questions prepared
beforehand divided in five categories: (1) Preliminary data about
the interviewee and the organization; (2) roles and relations inthe ecosystem (RQ1); (3) business models (RQ2a); (4) development
processes, methods, and tools including product architecture
(RQ2b-c); and (5) wrap-up questions, including an open question
if anything relevant should be added to the discussion.
In addition, a short text of approximately half a page was pre-
pared which was used to frame the background and objectives of
the interview. The text also explained how the data would be used
and included ensuring the confidentiality and anonymity of the
participants and their organizations. The first interview conducted
was used as a pilot, with the intention of updating the interview
questions and background text for the remaining interviews. How-
ever, the pilot did not reveal any need to change the interview
questions, and all interviews were conducted based on the original
material prepared. Prior to the interviews, some background data
was also gathered from public sources about the companies, their
business and the interviewees, in the cases where they were not
known.
2.2. Participants
The selection of the participants in the interviews can be best
described as a stratified convenience sampling. The stratification
was in the sense that we strived to include companies that we
could beforehand understand would be most likely to play differ-
ent roles in a future ecosystem. Therefore, we included participants
from different domains, namely manufacturers, traditional suppli-
ers, service operators, and add-on software developers. Also, we
included participants that play different roles in their organization,
including both engineers and business people, and both managers
and non-managers. In addition, we included participants from sev-
eral industrial domains, namely automotive, off-road machinery,
and automation.
The sampling was convenience-based, since most participants
were, in one way or another, acquainted with the researchers
before. This included old colleagues, previous research partners,
or just more remote and recent contacts of the researchers. We
considered this necessary for two reasons: it allowed us to find
suitable people in the organizations to interview, thus ensuring
high quality data collected from the interviews; and it ensured that
the participants trusted the researchers enough to be able to speak
openly without the fear of confidential information being
disclosed.
The participants were initially contacted via e-mail, receiving a
short personal message, which differed depending on the partici-
pant’s relation with the researchers. Attached to the e-mail was
also the short text describing the background and objectives of
the research, mentioned in the previous section. After a positive
response had been received, an interview time was decided. In sev-
eral cases, the participant asked if they could bring a colleague to
the interview, and this was accepted.
Table 1
Overview of interviews, companies, and participants.
Interview Company Participant
Id Duration
(hh:mm)
No. of
statements
Id Industry Role Size
(S, M, L)
Id Years
employed
Years
since MSc
Gender
(M, F)
1 01:10 39 A Automotive Service operator L i 3 12 F
2 01:10 27 B Automotive Supplier M ii 5 40 M
iii 1 11 M
3 00:55 26 A Automotive Service operator L iv 10 18 M
v 20 25 M
4 00:50 20 C Automotive Manufacturer L vi 20 26 F
5 02:00 62 C Automotive Manufacturer L vii 26 N/A M
6 01:10 32 C Automotive Manufacturer L viii 14 20 M
7 00:50 19 D Automotive Manufacturer L ix 27 35 M
x 10 8 M
8 01:20 41 E Software Consultancy Add-on developer S xi 1 19 M
9 00:45 21 F Embedded Systems Supplier M xii 5 16 M
10 00:57 24 G Embedded Systems Supplier L xiii 21 22 M
11 01:10 44 H Off-road Machinery Manufacturer M xiv 5 18 M
12 01:15 15 I Automation Manufacturer M xv 6 16 M
Avg 01:07 30.8 11.6 20.4
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companies. Table 1 shows an overview of the interviews, compa-
nies, and participants. All of the participants but one had a univer-
sity education, and the average time from graduation was over
20 years, which indicates that the selection of participants
involved highly knowledgeable people. The subjects were also con-
sidered to be experienced within their companies, with an average
of over 10 years with their current employer. All participants were
Swedish, and act in leadership roles (i.e., line managers, project
managers, technical experts and system architects). The order of
the interviews in Table 1 follows the order in which they were car-
ried out. Regarding the size of companies, it was a bit tricky to
define exactly, since many companies form part of a larger group,
and the size can either represent the unit or the group. In the table,
the companies are classified in sizes according to the unit at the
site in question, and using the scales of Small (S) (<10 employees),
Medium (M) (10–1000), and Large (L) (>1000).2.3. Data collection
The interviews started by the researcher shortly recapitulating
the background of the interview, based on the short text that
was included in the e-mail sent to the participant. In most cases,
this was sufficient for the respondents to start discussing, and
there were only limited need for the researchers to pose direct
questions. However, towards the end of each interview, the set of
prepared interview questions (see Appendix A) was used as a
checklist by the researcher to ensure that no major area intended
to be discussed was left uncovered. Often, the respondents illus-
trated their points by giving concrete examples from their compa-
nies. All interviews were conducted in Swedish. Most interviews
were carried out face-to-face, except interview 9, which was over
telephone. The first author conducted ten of the interviews, and
the last author the remaining two (interviews 10 and 12). One
researcher thus participated in each interview and usually took
handwritten notes. This method of data capturing was chosen to
make the interviews as informal in nature as possible and to
encourage openness from the respondents. The handwritten notes
were transcribed on a computer shortly after each interview (usu-
ally directly after, and in all cases within 24 h) to minimize the risk
that they would be difficult to fully understand and interpret after-
wards. In two cases (interviews 10 and 12), a recording equipment
was also used, since there was a risk entailed in those interviews tolose some of the information as the transcription had to wait for a
few days. The result was thus one computer file from each inter-
view, and each file contained a list of statements collected from
that interview. In a few cases, the respondent drew pictures on a
whiteboard, and these drawings were also captured in the notes.
In some cases also presentation material was briefly used by the
respondent in order to explain some things, and copies of these
presentations were collected by the researchers. As shown in
Table 1 above, the duration of the interviews varied between 45
and 120 min, with an average of 67 min.
2.4. Analysis framework
The processed result of each interview was a list of statements,
in a Microsoft Office Excel spreadsheet, and each statement was
tagged with a unique identity indicating the interview it originated
from and the sequence number in that interview, to allow tracing
back to the source. Some of the statements contained key findings
that could bring light to the RQs, whereas others were more con-
textual, e.g., gave concrete examples of a specific situation in a cer-
tain company, but did not directly address the topics of interest.
The latter were categorized as background information, and were
removed from the structured analysis. The classification of which
statements constituted key findings was done in the spreadsheet
by two researchers independently, and then their analyses were
compared. The key findings were then reformulated to become
more general (e.g., the names of companies and people, and other
specific information, scenarios were removed), and simultaneously
translated from Swedish to English. The reformulation was
reviewed by two researchers.
The statements considered as key findings were further classi-
fied into a number of areas, using columns in the spreadsheet,
and the categories used for this were the building blocks identified
in the Business Model Canvas (BMC) [8]. The reason for basing the
analysis of business models on the BMC was that it is an estab-
lished method for business analysis with clearly structured catego-
ries, where several categories focus on relationships between
actors (RQ1), which are of particular interest to this study. The
method is designed for the purpose of analyzing new business
models, which is also highly relevant and applicable in the case
of FES ecosystems (RQ2a). Also, after the BMC creation, the extrac-
tion of the product architectures, processes, methods and tools
(RQ2b-c) was carried out as an additional step to complete this
study.
Fig. 2. The Business Model Canvas (BMC).
Table 2
Number of key findings assigned to each category.
Category No. key findings
Customer Segments 21
Value Proposition 106
Channels 36
Customer Relationships 82
Revenue Streams 67
Key Resources 100
Key Activities 110
Key Partners 86
Cost Structure 52
Total number of category assignments 660
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ther described next:
 Customer Segments define the different groups of people or orga-
nizations an enterprise aims to reach and serve.
 Value Proposition identifies the products and services that create
value for a specific customer segment.
 Channels describe how a company communicates with and
reaches its customer segments to deliver a value proposition.
 Customer Relationships define the types of relationships a com-
pany establishes with specific customer segments.
 Revenue Streams represent the cash a company generates from
each customer segment.
 Key Resources describe the most important assets required to
make a business model work.
 Key Activities are the most important things a company must do
to make its business model work.
 Key Partners describe the network of suppliers and partners that
make the business model work.
 Cost Structure describes all costs incurred to operate a business
model.
By analyzing the interview data based on the BMC categories,
it becomes possible to also extract elements to answer the differ-
ent RQs. In particular, the actors and their relations (RQ1) can be
found primarily by studying the Customer Segment and Key
Partners categories; the product architecture (RQ2b) appears
primarily as a Key Resource; and the processes, methods, and
tools (RQ2c) are found as Key Resources and Key Activities. Infor-
mation on the business model (RQ2a) are found in most catego-
ries, and especially in Value Proposition, Revenue Streams, and
Cost Structure.
In our analysis, we chose to apply the BMC for the ecosystem
as a whole, whereas a more refined analysis could have included
one canvas for each actor type, or even for each individual
company. Each interview statement was classified as belonging
to several of the BMC categories. The classification was performed
initially by the researcher that conducted each interview, and
then a second researcher repeated the classification activity
independently. In the end, all key findings that at least one of
the researchers assigned to be included in the analysis of that
category was used.
To illustrate the process used in the analysis, a concrete and
representative example will now be provided. In one of the inter-
view transcripts, the following statement was included (shown in
an English translation, although in reality it was in Swedish, and
with the information that could reveal the company made
anonymous):
‘‘[Name of company] delivers all [type of product] with a telematics
unit, and contracts have been made so that the cost for data traffic
is included in the service agreement.’’The statement was reviewed by two researchers, who agreed
that this had sufficient relevant information in it to qualify as a
key finding. However, it contained information about the company
that had to be made anonymous, and therefore it was reformu-
lated, while at the same time also being translated to English,
resulting in:
‘‘Telematics units could be included in the base product, and the
data traffic fees could be included in a service agreement.’’Then, one researcher made the classification based on BMC, and
decided that this key finding related to the categories Revenue
Streams (since it deals with service agreements) and Cost Structure
(since it deals with data traffic fees). A second researcher reviewed
the first classification, and proposed that the key finding also
related to Value Proposition (since the service agreement is a value
proposition) and Key Resources (since the telematics unit is part of
the hardware architecture, which is a key resource). The two
researchers discussed their views, and agreed that this key finding
should be classified in all four categories.
The same process was followed for all interviews and state-
ments. The 12 interviews conducted resulted in 370 statements,
of which 231 were considered to be key findings (62%). On an aver-
age, each key finding was assigned to 2.9 categories from the BMC.
Table 2 shows how the various key findings were assigned to each
of the categories.
After classifying all key findings to categories, the statements
assigned to each category were analyzed separately, by grouping
similar items into related topics for which a common conclusion
could be drawn. These topics are discussed in the next section.
3. Analysis
We now present the analysis of the interview data based on
how the different aspects of BMC are reflected in ecosystems for
FES, as identified in our interviews. Firstly, we provide a section
with a short description of the key actors that have been identified
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appear frequently in the discussion of the remaining analyses.
In the text below, quotations are sometimes used. Note that
these refer to the generalized descriptions of key findings formu-
lated in Step 4 of Fig. 1, and are not direct quotations from the
interviews, but still reflect a direct link to the raw data.3.1. Actors
Based on the interview data, we have identified a number of dif-
ferent actors that play important roles in the ecosystem for FES:
 Manufacturer: an organization that manufactures and sells
products which are ready for final use. The manufacturer is
responsible for integrating products and their components.
 Supplier: an organization that provides components to a manu-
facturer (or to another supplier) based on their requirements.
 Content provider: an organization that provides data which can
be used in the operation of a product.
 Communication provider: an organization that manages and
maintains the communication networks between actors and
products.
 Service operator: an organization that operates different services
related to the products, usually based on information obtained
from the ES in those products.
 Add-on developer: an organization or individual that develops
plug-in software that can be integrated into a product after
production.
 Owner: an organization or individual that purchases the product
offered by the manufacturer and the services offered by the ser-
vice operator.
 End user: an individual who operates the final product.
 Regulatory agency: a public authority that puts restrictions on
the technical solutions and operation of the products.
 Information broker: an organization that trades information,
such as operational data from ES.
The above actors are role descriptions, and in a real ecosystem,
the same organization could be playing several roles. Comparing
these actors with the abstract categories identified by Manikas
and Hansen [9], the manufacturer is usually the ‘‘orchestrator’’
and the ‘‘vendor’’, and the suppliers are ‘‘niche players’’. Content
providers, service operators, add-on developers, and information
brokers are all ‘‘external actors’’, and the owners and end users
are ‘‘customers’’.
Within many organizations, such as manufacturers and suppli-
ers, there are also important internal actors, e.g., engineering and
production. For example one of the subjects described that the
engineering department could be responsible for developing the
product of the company, tailoring it to specific customer needs,
and for providing advanced consultancy services.3.2. Customer Segments
The Customer Segments building block of the BMC includes the
identification of the most significant customer for whom the prod-
ucts create value. In the actors description in the previous section,
the customers are primarily represented by the Owner and End
user actors. To a large extent, the concrete Customer Segments
are specific to the applications, and the interview subjects also
did not discuss much about customer segments (as can be seen
in Table 2). However, some general observations were made from
the interviews, relating to broadening customer reach, improving
customer feedback, and offering customer differentiation.3.2.1. Broader customer reach
The customers are individuals or organizations that buy the
physical products where the ES is integrated. The possibility of
having add-on software for these products and developing new
services, introduce new features and extended functionality in
the products. Thus, as the products are extended, the market is also
extended to include niche segments that were previously ignored
since they were considered unprofitable. The main reason why
customer reach is currently not developed to the full extent for ser-
vices, according to one participant of the interviews, is: ‘‘Manufac-
turers are good at mapping products to different customer
segments, but not so good at doing the mapping for services. It is
not always the case that the same customer segments are relevant
for services as for products.’’ It would be beneficial to find ways to
facilitate for manufacturers to identify and target different cus-
tomer segments, based on the products, as well as based on the
services offering something which is not currently successfully
performed to the extent it could be.
3.2.2. Improved customer feedback
Manufacturers require market and end user feedback in differ-
ent ways to better understand the customer segments. As one of
the subjects mentioned in the interview, the engineering depart-
ment is responsible for developing the product as well as for tailor-
ing it to specific customer needs. However, planned new product
generations are troublesome as the engineering department often
lacks the ability to efficiently provide appropriate configurations
and differentiated products. ‘‘It is interesting to get feedback from
the field regarding how products are being used, in particular by
early adopters.’’ Thus, building a close relation between the devel-
opment organization, collaborating parties and customer segments
gives opportunities for obtaining immediate feedback from the
field. Such feedback is significant, especially if it comes from early
adopters of new products and services, since it can be expected to
eventually reduce lead time and increase quality as well as provide
an improved understanding of the relevant customer segments and
their needs. However, feedback poses another challenge, related to
privacy. Specifically, the information that is obtained from the use
of products in various contexts and by various types of customers,
needs to be protected, so sensitive information is secured and
anonymous. Thus, finding ways to enable privacy, trust and confi-
dentiality in the communications between the parties is a funda-
mental challenge. We will return to this issue in Section 3.5.3
below.
3.2.3. Customer differentiation
A platform that is flexible and provides the means for feature
adaptation could be proven particularly useful when trying to
reach new and diversified customer segments for services and
products. More flexible architectures will be overall more easily
adapted to changes, even after initial deployment, which creates
new opportunities for all actors.
As mentioned in the interviews, organizations must differenti-
ate their product and service offerings to satisfy different actors
and customer segments. A platform that supports adaptability at
different levels in different parts is a prerequisite for that to hap-
pen. In order to extend the market, the key customer segments
need to be identified and collaborations and partnerships must
be established. This can result in the definition of new products
based on the market needs. Moreover, new features will be tested
and evolved based on the observed markets’ reaction.
3.3. Value Proposition
The Value Proposition building block of the BMC describes the
bundle of products and services that create value for a specific
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different service types, discussing the value of openness, and what
are the most important quality attributes for FES.3.3.1. Service types
A number of examples of products and services related to FES
have been provided during the interviews, and based on our anal-
ysis, we can broadly classify them into the following categories:
 Product services: that improve the direct operation of a product
in isolation. An example could be a connected navigation sys-
tem in a car that not only shows maps but also traffic informa-
tion. These services are often directed towards the end user of
the product.
 Process services: that improve the operation of a product as part
of a larger process (i.e., as part of a SoS). As an example, a truck
fleet operator could gather data from all vehicles in a central
system and improve navigation directions to drivers. These
are often oriented towards the product owners, and mainly
fetch data, with only limited control of individual products.
 Life cycle services: that use data from products to improve the
associated life cycle processes. This includes predictive and pre-
ventive maintenance, but also feedback to product development
on the usage of the individual products. These services are often
directed towards the manufacturer or associated organizations
(see Section 3.2.2 above).
 Extended services: that use data from a product to improve the
operation of totally unrelated products or services. For instance,
vehicles could collect data about the status of the roads (e.g.,
detecting pot holes), and this data could be used by road admin-
istrators to improve road maintenance. They could also supply
such data to an information broker, who would then sell it to
other actors in the FES.
3.3.2. Open interfaces
Open interfaces, once in place, provide a value on their own for
products, since they would make it feasible to integrate products
with other products, forming a SoS. However, the add-on software
would enhance these interfaces considerably, since it would allow
much more extensive tailoring than, for example, an open serial
bus interface. For process services, it is a common practice that
products from different manufacturers are used within the same
process. Hence, a product that is adaptable to, and is efficient in,
such a SoS would be of value and particularly desirable to the
owner. There are however, two contradictory trends: on the one
hand, process operators wish more support in creating a complete
system solution, and on the other hand, they strive to cut costs by
purchasing equipment from competing manufacturers. Finally,
being able to offer open interfaces of ES to IT systems, e.g., for busi-
ness administration, could also improve considerably the owner’s
overall business processes.3.3.3. Quality attributes
It was discussed during the interviews that having a vast
amount of different add-on software for a product is important
for ES, but not as critical as it is for smart phones. Nevertheless,
it is crucial to offer a clear value to the specific products. Quality
attributes, such as a usability, reliability and safety, were discussed
and are expected to be important for ES, and assign specific restric-
tions on just how open the development could possibly get. The
information stored in the system can also have different character-
istics, based on the defined quality of the data itself, the acceptable
delays, and so on. These characteristics depend on how the infor-
mation will be used by a specific function and in different contexts.3.4. Channels
The Channels building block in the BMC describes how a com-
pany communicates with and reaches to its Customer Segments
to deliver a Value Proposition. In relation to FES, the interview
subjects discuss four types of channels, namely sales channels,
distribution channels, configuration channels, and information
channels. They also highlight the importance of who is controlling
these channels. The main difference with the FES setup is that
manufacturers will be able to handle sales, distribution, and con-
figuration directly, reaching their customer anywhere in the world
over the Internet, and thereby reducing the need for certain special
service providers (such as workshops) that exist today.
3.4.1. Sales channel
In traditional ES, the sales channel for software has been the
same as for the overall product, and software has been delivered
initially as pre-loaded into that system. Any configuration or distri-
bution of upgrades has been required to be handled by service per-
sonnel, e.g. at a service station. The online customers’ reach,
through the Internet, anytime, from and to anywhere in the world,
allows the possibility to manufacturers to have direct contact with
the customer, with the potential of conducting additional sales of
their products and services. However, manufacturers currently find
it hard to quantify the value of this relationship in their business
cases for connectivity, probably due to a lack of evidence concern-
ing the magnitude of the additional sales.
3.4.2. Distribution channel
The distribution channel ensures that add-on software that has
been made available to a certain system instance gets installed into
that system. Much of the functionality of this channel is probably
generic, and hence some of the manufacturers mention the possi-
bility to outsource the operation of this communication channel to
a third party, e.g., a telecom provider. It should be noted that there
is also a need expressed of a distribution channel for testing pur-
poses, where add-on developers can make their prototype software
available to specific users.
3.4.3. Configuration channel
The configuration channel gives the possibility for the users to
configure what kind of add-on software they have installed in their
system, and modify it, either manually from a distance, through a
desktop computer, or automatically, update to the latest version.
By keeping track of what software customers have installed in their
system, the manufacturer can also tailor their offerings to increase
overall sales.
3.4.4. Information channel
Although the focus of the discussions in the interviews was on
channels for add-on software, it is also recognized that similar
channels are needed for information exchange. Hence, there could
be a need for an information broker, whose main operation is to
sell basic data to different service providers. Access to data over
a public network would also provide a possibility for tuning and
for individualizing equipment maintenance.
3.4.5. Channel ownership
In many practical situations, the above channels could all be
implemented by the same IT system, but other possibilities exist.
If channel responsibilities are allocated to several IT systems, chan-
nel ownership and control become critical factors, and to many, it
seems natural that the manufacturer is responsible for the chan-
nels of their products. However, for add-on developers who pro-
vide software to products from many manufacturers, it might be
desirable to provide their own channel, in particular if the end
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the same plug-ins in all of them. There is also a fear that the man-
ufacturers would take a large part of the revenue if all sales go
through their channel (as can be seen in some channels used for
apps in smart phones), and that an add-on developer’s brand
would be less visible.
3.5. Customer Relationships
The connectivity provided in FES gives the actors new possibil-
ities to build relationships with their customers. By tying the ES
into the business IT infrastructure systems of the customer, it
becomes more difficult later on to switch to the product of a com-
petitor. However, the technology also raises issues related to han-
dling the services over the product life cycle, liability concerns, and
dealing with the ownership of information, including the related
privacy concerns.
3.5.1. Product life cycle
Many industrial products, that may be the target of FES, have
very long lifetime, whereas the add-on developers and service
operators can be expected to often be smaller and younger compa-
nies. Most likely, many customers will turn to the manufacturers to
provide guarantees of the services associated with their products.
However, in our interviews, there are clear indications that many
manufacturers intend to make no commitment towards what ser-
vices will be provided over time, and if such commitments should
be made, there are no specific guidelines for what compensation
should be offered, in case the service nevertheless ceases to exist.
For many products, it is quite common that they also are re-sold
second hand, and this leads to further issues related to the owner-
ship of the installed add-ons, and service commitments. The con-
siderations include whether they should be automatically
transferred to the new owner, or if there are other possibilities that
should better take place.
3.5.2. Liability
In general, product liability becomes complex when working in
an ecosystem where different actors can add functionality. Some
would claim that the manufacturer always has a liability for their
product vis-à-vis the customer, but it is unclear how to handle this
when third-party software is added, since it can often be hard to
sort out if a problem was caused by the base product or the add-
on. Most likely, the manufacturer will only take a limited respon-
sibility for the add-on software. Many ES also have to meet legal
requirements regarding safety, and are subject to certification by
regulatory agencies. Today, in the FES domain these requirements
do not often foresee the existence of add-on software.
3.5.3. Ownership of information and privacy
Networked systems like FES have enormous possibilities for col-
lecting data, and this information is valuable to many actors.
Therefore, some manufacturers and service operators require the
users to grant them the right to access certain data in the products
for other purposes than to provide a service to the same customer.
In our interviews, contradictory opinions were voiced regarding if
this constitutes a problem with respect to the privacy of the users.
Some respondents see this as a major problem that has led to vivid
debate within their companies, whereas others claim that as long
as the identity of individuals is kept confidential it is not a prob-
lem. Possibly, the difference in perspective of each respondent
depends on if the product is consumer- or business-oriented,
where privacy of individuals is a larger concern for consumers
and less so for companies, where employees expect to be subject
to a certain degree of surveillance. Also, it is noted that the impor-
tance of privacy is to some extent situation dependent, e.g., in anemergency situation the location of a missing person might be very
important to share, whereas under normal circumstances it should
be kept confidential.
3.6. Revenue Streams
The Revenue Streams building block of the BMC represents the
cash a company generates from each Customer Segment. In this
section, different ways of generating revenue are discussed. From
the interviews, it is apparent that ‘‘there are not any established
models for paying for services and data.’’ It is unlikely to see one
model to fit all, but different models will most likely be needed
in different situations.
3.6.1. Volume increases
In current ES-based industries, there is no specific revenue
stream defined for software, and the prospect of FES could thereby
improve the revenue for manufacturers in several ways. One way is
to make their products more attractive with the added functional-
ity and increased flexibility, thus increasing earnings from goods
through increasing the volume of the offering, e.g., by reaching
niche segments as discussed in Section 3.2.1 above.
3.6.2. Recurring sales
FES also offers possibilities for recurring sales of services during
the lifetime of the product, and not obtaining profit just from the
initial selling of the product. In many industries, as products
mature they are commoditized, and the manufacturers need to
offer new values, such as overall business and system solutions
and services, to maintain their profitability.
3.6.3. Direct sales of add-on software
One reason for manufacturers to open up their products to
third-party software suppliers in FES is that they can improve
innovation processes that can provide an extended customer value.
The add-on developers can receive revenues through either direct
sales of their software to users, or by developing the add-ons based
on a contract with the manufacturer or owner. Whichever way is
used, it is important to find financial solutions that give a sustain-
able profit to both sides. Different pricing schemes are possible,
including offerings of a complete package with all available add-
ons, without any additional usage cost; providing an entry-level
of functionality for free, and extended features at a premium price;
providing trial-versions for a limited time or with limited function-
ality, and then requiring payment to continue using the offering
afterwards.
3.6.4. Subscription fees
Several interviews mention the possibility of using subscription
fees as an alternative to selling an asset. ‘‘Subscription could be an
interesting business model. However, manufacturers do not have
the experience of handling this.’’ Some consider it would be better
to give unlimited access to information services based on an over-
all service agreement rather than having to deal with a costly man-
agement of small revenue streams from many singular services.
Anyhow, it is important to find ways for getting paid for informa-
tion, to ensure that the services can be maintained over time and
hence allow users to build confidence for the subscription scheme.
3.6.5. Revenue sharing
‘‘Revenue sharing is an interesting business model. For instance,
if the service promises to achieve x% efficiency improvement, the
profit the customer makes from this improvement could be shared
with the actor offering the service.’’ Some information service
operators are also interested in revenue-sharing models with
manufacturers, since having their service available in the
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customer, which could motivate sharing the revenues with the
manufacturer.
3.7. Key Resources
The subjects in the study span the range from enterprises with
worldwide operations, to small and medium enterprises with
niche products and small organizations. The main resources used
by the partners of the ecosystem involve the products, services
and their add-on components; key people involved in the principal
activities; the platforms used for the requirements definition,
development, integration, testing and maintenance; the distribu-
tion channels as well as the assets owned by the organization
taking the central role in the development of the products and
services (i.e., the manufacturer).
Our study revealed other issues which are more related with
the intellectual properties and human resources, such as, the hard-
ware and software constructed within the ES domain and the
know-how around them. However, in the envisioned scenario of
FES that motivates our study, additional intellectual resources,
such as, brands, patents, and standards are of key importance.
The principal challenge is best illustrated with the following state-
ment from one subject: ‘‘How should one be able to protect intel-
lectual property of the add-on software that is installed?’’
3.7.1. Development environment
Currently, the manufacturers in our study provide ES packages
containing both hardware and software, where the two are closely
linked to each other. Most manufacturers open up their products to
some degree for their customers, providing opportunities for black-
box configuration and programming. However, they rarely open up
for third-party extensions, for example for add-ons. One of the
problems they describe, may be illustrated by the statement: ‘‘an
add-on software developer needs access to some kind of represen-
tative hardware for testing’’. In the IT domain, systemsmainly com-
prise of software, which is easy and inexpensive to produce and
transport. It is also easy to provide connectivity using, for instance,
a network to connect to another remote system. However, for ES the
custom hardware and even mechanical parts add some complexity
and are also important when it comes to considering development,
integration, testing andmaintenance. In particular, it is required for
testing by a third party, and is expensive to reproduce and trans-
port. This is considered an impediment for opening up to small
niche players, as the up-front investments are quite high, especially
when considering scenarios where they would like to provide inte-
gration of products from several manufacturers.
3.7.2. Human capital
Several companies in the case study include services in their
value propositions. This implies that human resources and assets,
such as the experience and know-how, are key resources for a
company. A company’s collective experience from deploying their
products in a specific domain is transferred to clients. From the
company perspective, their solution, including products and ser-
vices, is applied on a particular problem. Opening up products
would pave the way for niche players that approach the problem
from the opposite perspective, i.e., from the problem domain. They
can integrate and combine hardware and software from several
players targeting an optimal solution for a specific niche problem.
This will also increase the market competition, so that all players
would benefit from it in the long-term.
However, open ecosystems may pose threats to players having
as asset highly skilled staff. It would create several opportunities
for key employees to set up their own startups or leave the ecosys-
tem for collaborating with other external parties. The consequenceis a flight of human resources (brain drain) that may constitute a
severe risk to a company. Another risk is the flexibility induced
by the openness that may cause quicker and more frequent shifts
in market trends. As highlighted in one of the interviews ‘‘it is a
challenge to try new business models and adapt the organization’’.
The players must invest to keep up with the pace if new products
and add-ons appear more frequently on the market. Activities
related to knowledge management and training become key for
the ecosystem actors.
3.7.3. Branding
Another important issue regarding the key resources is brand-
ing. Consider a situation today where one company provides both
hardware and software. The company uses displays and possibly
the hardware for branding, for instance, providing a company spe-
cific user interface and logotypes. This causes several challenging
problems in an open-market scenario. As expressed by one of the
niche players in the study: ‘‘would it be allowed to show our logo-
type in the display of the product’’? In some situations the answer
is no, in others it is yes. Sometimes, ‘‘if a third-party developer has
a very strong brand, they could be allowed to show their logotype
in the display of a manufacturer’s product’’.
3.7.4. Standards
Things like branding and patents are important to protect
resources of a certain actor, but an alternative route is to standard-
ize different parts of the system instead. This can be either carried
out through established standardization bodies, or using de facto
industry standards based on one manufacturer’s (or a group of
actors’) solutions that are adopted by other actors. The need for
standards is expressed by representatives of many actors in our
interviews, including manufacturers, suppliers, add-on suppliers,
and also indirectly through customers. ‘‘Customers are complain-
ing that they need to invest in expensive add-on equipment with
uncertain value, and they are pushing for more standards.’’ How-
ever, it is far from trivial to develop standards, in particular in an
area which is emerging and has not yet matured. The innovation
potential in FES is high, but standards can easily become conserva-
tive and restrictive, and the process of developing a standard can
take very long time.
A conclusive statement from the analysis regarding key
resources is that the challenges lie in finding a balance between
openness and protecting intellectual properties. The overall value
of the key resources may be increased if they are integrated with
other resources. However, the common viewpoint is that the asso-
ciated risks are more prominent and difficult to deal with.
3.8. Key Activities
Key activities in the BMC capture the most important things a
company does to make its business models work. The main activ-
ities that need to be carried out include defining the product and
its architecture, and developing, integrating, delivering and main-
taining the product and the services around it. With respect to
the business model other activities include building a stable collab-
oration network, offering services such as consulting, data traffick-
ing, security, marketing, sales, and supply network support. In this
section, we will focus on production related activities, and activi-
ties for maintaining product line components to preserve their
competiveness.
3.8.1. Production
The manufacturers in the study typically own the product from
the phase of conception until production. They design a product
and manage the production and target to optimize both accord-
ingly. In the envisioned scenario of FES, hardware and software
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tions, as raised in the interviews. However, ‘‘add-on equipment
with physical components could be fitted on the production line
of the manufacturer, or at a separate company’’. In the more
mature domains in this study, like the automotive, that is often
common practice. Vehicles are equipped during production or
before delivery. For example a truck-mounted crane is often
ordered together with the truck, delivered by a third party, and
installed by the vehicle manufacturer during production. This
implies that the product architecture and production activities
are prepared for the add-ons. One such example is when a truck
provides an interface that an add-on may utilize to enable the
truck driver to operate the add-on from the truck cab.
The manufacturers in the study represent a mature domain
with respect to production. Activities for integrating hardware
add-ons on key resources are commonplace practice. However,
opening up the activities in respect to software resources is consid-
ered challenging. Companies are not using software to the same
extent and have instead relying more on electro-mechanical and
hydraulic interfaces. Software integration is new to these compa-
nies and thus it poses several challenging activities that they have
not yet addressed.3.8.2. Product line management
The interviews depict a current landscape where key resources
are proprietary and manufacturers have full control over all
aspects, including management and evolution. ‘‘The market
department almost always defines new products and features
based on customer contacts.’’ When forming ecosystems for FES,
activities related to evolution require more extensive coordination
among the actors. Changing or removing Application Programming
Interfaces (API) and similar activities may have dramatic effects on
other parties in the ecosystem and could even result in niche play-
ers being forced off the market. This is the technical perspective on
the discussion included in Section 3.5.1. However, open ecosys-
tems would introduce a possibility for manufacturers to reduce
risks concerned with evolution, given that third parties will take
on that responsibility to some extent. This will reduce evolution-
related costs and could have an indirect effect on revenues.
A question raised in the interviews is how open the evolution
will be. ‘‘How difficult will it be to get permission from the manu-
facturer to add software?’’ This implies that some manufacturers
hold a reluctant position that may possibly hinder a flourishing
ecosystem. It is clear that management and evolution activities,
to some extent, must be opened up and should be appropriately
coordinated among the actors. As a consequence, actors may create
new value propositions that generate new revenue streams, for
instance, developer licenses that provide guarantees with respect
to support.
A recurring concern in the interviews is the issue of assurances.
Verification and validation (V&V) within the process are consid-
ered key activities. The interviews have described several scenarios
and models for this, ranging from offering V&V as a service to third
parties, and third parties performing V&V themselves. It is clear
that this area requires a more in-depth analysis, given the com-
plexity of the activities and the degree of V&V criticality for prod-
uct lines.
Manufacturers and third parties also perform brand-related
activities, including market analysis, campaigns and rebranding.
In mature domains, these activities are already well-known and
well-coordinated, with respect to hardware. However, when open-
ing up products and markets to other key actors and niche players
that enter the ecosystem, the landscape is bound to change dra-
matically, and thus, all of these activities will need some degree
of support and re-definition.3.9. Key Partners
The Key Partners building block of the BMC represents the
network of actors that make the business model work. The key
partners in the ES ecosystem have already been mentioned in
Section 3.1 above. In this section, we will mostly focus on their
relations and issues associated with this.3.9.1. Traditional supply chain
Just as for traditional ES, FES will also use a basic supply chain
where the primary actor is the manufacturer, responsible to manu-
facture and sell products. Often, manufacturers are also responsi-
ble for the product integration. The main partnerships of the
manufacturer are formed with suppliers providing components to
be integrated in products, and with content providers providing
data to different actors. The content provider may be the one
responsible for also distributing the data, or might have another
partner to provide the required connectivity (e.g., a telecommuni-
cations operator), for transmitting the data. In general, the core
partner network composed from these four partner types (manu-
facturer, supplier, content provider and communications provider)
is typically controlled by the manufacturer.3.9.2. New actors
In a more open business model, new actors appear and the tra-
ditional supply chain is not sufficient, but further partnerships can
be formed dynamically. The analysis of case studies from large
enterprises is an emerging need, while also transferring lessons
to small and medium enterprises is a challenge in the field. The
operation details of such a business model are complicated,
because it expands all current operations of actors and also new
actors are entering in the model. Adapting the organization to
becoming able to receive them is challenging for several reasons.
First of all, the span of the model, human capital and operational
management difficulty increases. This brings in challenges of
who is in control and what are the architectural and infrastructural
needs to support the business model. Secondly, accumulating
efforts to direct services and their revenues, especially when they
are entailing many international or transnational organizations
can be quite complicated.
In this model, new services are developed and also new actors
emerge. One new partner is the service operator with the ability
to operate new services related to the products. The products
might even not be originally offered by the base product, but
emerge or are extended later on, with new features. In addition,
other new actors are add-on developers who develop software
and hardware that can be integrated into the base product. They
are typically younger and smaller organizations than manufactur-
ers or suppliers, and are concentrated around ideas to satisfy a new
market segment, create a new innovative product or component,
create a better value, extend collaborations, offer a new service,
and utilize latest technologies.
Add-on developers play a secondary role in the ES ecosystem
today; however, they have a prospect of rapid growth by attracting
new customers and partners. These organizations face the follow-
ing challenges: identifying what is not currently offered by large
manufacturers; deciding where to invest (e.g., in products, compo-
nents or services with relatively low profitability for the manufac-
turers, where the competition and risk is lower); and facing high
cost barriers for entering the ecosystem. Manufacturers that par-
ticipated in our study mentioned that sometimes they decide to
leave a market segment to other players. This is usually because
the cost of maintaining expertise in a particular domain may be
too high compared to the revenue it creates. The manufacturer
thus sometimes instead focuses on supporting players that could
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for a reduced share of the revenue stream.
3.10. Cost Structure
The Cost Structure component of the BMC describes all costs
incurred to operate a business model. In the interviews, four gen-
eral groups of costs were discussed, namely development costs,
product costs, operating costs, and information costs.
3.10.1. Development cost
For manufacturers, the development costs do not appear to be
radically different for FES compared to traditional ES, since it is
basically a matter of providing some additional capabilities in the
platform, which is anyway something carried out once. However,
for add-on developers, development cost is a larger issue. In many
situations, add-on developers see the need to adapt the same add-
on to different platforms of several manufacturers in order to
amortize cost on a larger user base. ‘‘The effort to adapt a solution
to the base system of different manufacturers is as large as devel-
oping the functionality.’’ In particular, this is an issue when there is
a Human Machine Interface (HMI) involved. It also leads to an
enormous problem with variant handling, and evidence of this
can already be seen in the smart phone industry, where certain
apps exist in many hundred variants for different phones. There-
fore, it is essential to provide reuse possibilities for the software
components that are used to build add-ons. In addition, there
might be sometimes a need for rather expensive hardware to stand
as a representative test environment (see also Section 3.7.1), and
therefore, manufacturers need to consider how they can better
provide shared facilities for testing purposes in the ecosystem.
On the other hand, by having a shared infrastructure for the differ-
ent channels, economies of scales in the server side systems
outside the physical products can be achieved.
3.10.2. Product cost
Even though manufacturers are not so concerned about the
development costs for FES, they are the more worried about theFig. 3. BMC summarizing the keproduct costs. Flexible solutions, like add-on software, will cer-
tainly require surplus capability in the hardware (e.g., processing
power, memory, input/output), especially if graphic displays are
involved since they require large volumes of data. Many of the
manufacturers are traditionally very cost-focused organizations,
and they find it difficult to discuss adding this flexibility in their
business cases. This may considerably slow down their transforma-
tion from product-centric towards service-centric companies. For
the user, on the other hand, physical add-on equipment is usually
much more expensive than an integrated software solution that
uses sensors and actuators already present in the product.
3.10.3. Operating cost
The most evident operating cost is the cost required for data
traffic, which is in particular a concern for mobile ES that need to
rely on wireless telecom services, sometimes involving coverage
costs and expensive roaming when traveling to different countries.
Different models for sharing these costs between the actors are dis-
cussed in the interviews. One possibility is to have all costs
included in some higher-level service agreement between the
manufacturer and the owner. Another possibility is to have users
pay for data traffic directly related to the user features, whereas
the manufacturer pays for traffic related to services, e.g., diagnos-
tics and field data follow-up. A third possibility is that the owner
covers all costs directly by providing their own telecom subscrip-
tion. There is also a direct relationship with the operating costs
and the quality of service, since high-quality services will require
more frequent and accurate data updates, leading to higher band-
width consumption.
3.10.4. Information cost
Another category of costs discussed in the interviews is the
information costs. In the future, users will probably expect some-
thing in return for letting anyone take advantage of data originat-
ing from the systems they operate, either monetary revenue or
new or improved service offerings. This could result in some cost
for example to a manufacturer who is using such data for obtaining
feedback about their products and services in the field, or any elements of the analysis.
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users to provide a new service.
3.11. Summary
To summarize the analysis using the BMC, the key elements of
each category are shown in Fig. 3.
4. Discussion
The analysis based on the BMC provides sufficient information
to address our business-oriented RQs, and especially the RQ1 and
RQ2a related to actors and business models. In our research, we
are also interested in what are the particular implications of FES
on architectures, processes, methods, and tools, as indicated in
RQ2b-c. In this section, we revisit our RQs to discuss and summa-
rize our findings and identify a number of critical challenges. We
also discuss some overarching challenges that cut across the key
elements of the ecosystem.
4.1. Ecosystem actors and relations
Our first RQ is concerned with the ecosystem’s actors and their
relationships, which constitute the business architecture back-
bone. Sections 3.1 and 3.9 discuss actors and to some extent their
relationships. One observation from the interviews is that a tradi-
tional supply chain with manufacturers and suppliers will still be
at place as the core. However, we have identified developments
involving existing and new actors that are likely to extend this
structure and introduce new challenges to the ecosystem. These
actors are the add-on developers, the information brokers, and
the regulatory agencies (presented in Section 3.1).
4.1.1. Challenge – Explicit and implicit relationships
The manufacturers and suppliers are key actors in the traditional
supply-chain based ecosystem. In such ecosystems the relation-
ships are well defined and explicit, and therefore relatively easy
to trace and understand. For instance, when the suppliers and a
manufacturer have agreed to a particular standard all parties are
aware of that agreement. However, the introduction of add-on
developers and information brokers in the ecosystem would
unavoidably shift this balance. A typical scenario for an add-on
developer is ‘‘providing a new product through integration of
two or more existing products’’. In the scenario, interactions with
other actors use well-established, explicit relationships. However,
some explicit relationships may become implicit for the add-on
developer, and as such, they are more difficult to identify and
therefore they constitute a potential risk, if they are not properly
managed. One such risk may occur when an actor integrates sys-
tems without direct involvement with the sub systems’ original
manufacturer or suppliers. The subsystems may for instance have
dependencies on artifacts provided by a regulatory agency. These
artifacts provide specific rules and regulations that may be violated
by the integration if their results are not known by the integrating
actor. The challenge is to make all critical relationships explicit for
the actors in the ecosystem.
4.1.2. Challenge – Flexible authority
In the interviews, several example scenarios were described
where the ecosystem’s authority was granted to several actors, or
even distributed across several actors, and this was changing over
time. Authority in this case, refers to the form and responsibility of
control for the ecosystem products and information artifacts, chan-
nels, etc. The add-on developer and information broker actors are
two concrete examples that take over authority from manufactur-ers and suppliers; add-on developers take over control when they
are integrating systems or adding functionality, and information
brokers when they are aggregating and redistributing information.
The challenges are among the developing models and protocols
managing these phenomena. This requires a better understanding
of the underlying rules that govern these processes and how the
models should be instantiated for a specific ecosystem.
4.2. Business and technical architecture
With our second RQ we target additional key elements of the
business (RQ2a) and technical (RQ2b) architectures and their rela-
tionships. The case study participants described their current
architecture, and discussed issues and concerns from different
points-of-view and at different levels of abstraction. A general
observation is that the concept of architecture spans the range
from high-level business architecture involving components, such
as business models, to low-level components that represent a
block in a control algorithm.
The analysis of the collected material identified a number of key
elements as reported above in Section 3. We have also identified
four key challenges related to elements in the architectures and
their inter-relationships:
1. Business and technical architecture alignment, which is con-
cerned with a comprehensive architecture that covers all
aspects of the company’s business and key resources.
2. Openness, which deals with the extensibility of products and
processes, including management and the technical aspects
involved.
3. Assurances are to a large extent cross-cutting the former cat-
egories. They are concerned with how product, service and
process qualities are achieved and what type of guarantees
regarding the respective qualities are derived and how.
4. Configuration is concerned with product instantiation and
configuration that involves multiple stakeholders.
4.2.1. Challenge – Business and technical architecture alignment
Several case study participants expressed that the architecture
was the key success factor for their business. However, their map-
ping of business to processes and products posed a great challenge
to them. A direct quote from one subject captures the essence:
‘‘What should the architecture and infrastructure be like to support
the business model?’’ This enterprise architecture challenge is well
known and has been addressed in research and practice for many
years now. However, in the envisioned landscape which introduces
more openness and integration, add-on developers add to the com-
plexity of the problem and impose required re-factorings of the
enterprise architecture. Statements like ‘‘the complete offering
only considers the company’s products. No specific support is
included for third-party products and services’’ illustrate this.
The business and product architectures are not prepared for open
business models.
4.2.2. Challenge – Openness
The challenges when moving towards more open processes and
products that integrate with others were highlighted in several
interviews. Subjects described it as: ‘‘Many ES are closed products
under the full control of the manufacturer. How can they be
opened up?’’ The subjects describe their current architectures as
mature and the software architecture’s component view is a direct
mapping of the deployment architecture. The architectures define
concrete subsystems and the interactions in-between subsystems
are kept at a minimum. The primary cause is that it reduces the
V&V effort.
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level. The subjects also talked about several risks and mitigation
strategies in relation to this. When investigating the rationale for
some of the risks we discovered that most were related to control
and trust. A majority of the subjects are active in closed and regu-
lated domains, where system behaviors and interactions are nego-
tiated and stated in contracts or are regulated by standards and
laws. In this landscape, it is understandable that actors are reluc-
tant to open up, most likely due to the overhead it will introduce
when the control over the complete supply-chain is decentralized
and also the uncertainty with respect to conformance. Several sub-
jects expressed concerns with respect to control and governance
risks. However, they explained how they consider most of them
as technical risks and described strategies for mitigating some of
them. One strategy was to introduce a classification of architecture
subsystems that explicitly expresses their degree of openness. This
would reduce the technical issues, and as a consequence, also mit-
igate risks connected to trust and control. Several participants also
advocated standards to regulate openness: ‘‘there is a need for
industry standards when it comes to handling add-on software
and other additions’’.
4.2.3. Challenge – Assurances
The concerns expressed with respect to openness are instantia-
tions of the principal challenge in the domains where the case
study subjects are active, namely safety. This challenge permeates
the companies’ architectures and explains the rationale for their
closed processes and technical architectures. In these domains,
owners and regulatory agencies require guarantees that the sub-
jects’ products behave according to specification. The manufactur-
ers and add-on developers address this with determinism. Specific
output as a result of specific input to processes, products, and their
constituents must be predictable. However, opening up would
introduce an element of non-determinism that reduces their abil-
ity to verify and ensure certain behavior, i.e., reducing or some-
times removing predictability.
One such example is mixed criticality, where some sub-system
should behave according to one profile while another profile
applies to other sub-systems. One subject stated, ‘‘real-time prop-
erties are also important but more easily managed’’. They mitigate
risks related to real-time constraints by local control. This reduces
the problem to provide assurances. However, if systems open up,
then that same component may be used in another context,
according to another profile where it is controlled externally. This
introduces uncertainties related to communication, and predicting
real-time behavior becomes a much harder problem since the
assurances provided are no longer valid. The subjects discussed
some strategies to mitigate these risks. Most of them were stating
the same principles, i.e., more standards, more negotiation and
more governance. One statement illustrates the subjects’ views
on this: ‘‘software for embedded applications requires safety, and
can never be as open as it is for smart phones.’’
4.2.4. Challenge – Configuration
Several subjects describe that their products allow end-user
configuration, including integration with add-on developer prod-
ucts and programming or configuration of specific components. A
more open setting would provide end users and integrators with
even more powerful means. For instance, the possibility to develop
add-ons would improve the current situation considerably by
introducing more flexibility. It would ‘‘be useful to adapt their sys-
tem to the particular context and be able to communicate with the
other systems in that context’’. This illustrates that manufacturers
and add-on developers would benefit from more open architec-
tures and improved configuration support, as it will improve the
products’ extensibility and flexibility.4.3. Processes, methods, and tools
The focus of RQ2c is processes, methods, and tools, which form
the infrastructure for how products are managed during the entire
product life cycle. It captures practices, guidelines, and standards
in an accessible format that is used to coordinate and perform
work within an organization. In a federation of ES, coordination
of processes poses a great challenge. Coordination is required in-
between different actors and the actors’ processes. The possibility
to add hardware and software to a product increases the complex-
ity of the product’s life cycle as ‘‘there are [at least] three cycle
times to handle: One for the physical product, one for the software
platform, and one for add-ons [. . .]’’. In an ecosystem, we will also
have dependencies between different products and services, and
their life cycles.
4.3.1. Challenge – Quality assurance
Connecting with other actors in the design and production pro-
cesses will require processes to be integrated to a large extent.
Such integration might be implicitly or explicitly defined and
described, and address internal or external integration. In the latter
case, process standards must play a prominent role. For example,
‘‘manufacturers claim they need to develop add-ons themselves
to ensure quality and a get a consistent HMI’’. This illustrates a sit-
uation where manufacturers and add-on developer processes
should be integrated and possibly governed by standards. The
motivation for such integration is product quality assurance, which
is critical in the domains under study.
V&V is more complicated in a FES when compared to pure soft-
ware ecosystems. Products consist of a mix of the manufacturers’
hardware and software in combination with add-on hardware
and software from possibly several add-on developers. They also
might have interactions with other external and internal systems,
forming a SoS. The safety–critical nature of most applications is the
key contributor to the problem. The Directive on Machinery issued
by the European Union [10] is an example of how to regulate
development and testing of safety–critical applications. This direc-
tive (or similar documents) forms a basis in most domains for
governing integration of add-on developer’s parts in products or
add-ons. Some subjects expressed that ‘‘some sort of certification
is needed for add-on software’’. There were also examples of how
to integrate processes and certify add-on developers’ parts. For
example, ‘‘developers of [add-on] software are given an API, a test
environment, and then the manufacturer certifies the software’’.
‘‘An add-on software developer needs access to some kind of
representative hardware for testing’’ and at least ‘‘a simulation
environment is necessary for third-party developers to test their
plug-in modules’’. The challenge of testing software on dedicated,
possibly expensive hardware is addressed by simulation and emu-
lation. However, several subjects describe a situation where the
manufacturer may use hardware or test environments to control
the market and decide if a market segment is open or closed.
4.3.2. Challenge – Updates
The second area that several subjects discussed is updates.
Updates also require extensive coordination, especially with the
V&V processes, and this must be reflected in processes, methods
and tools. ‘‘There is a need for an updating mechanism for installed
add-on software’’. However, this update mechanism is not just
about distributing and installing software updates. It must also
make sure that the software being deployed is verified and
validated, possibly certified to function with the installed hard-
ware and software, which may include a set of software add-ons
that have been developed and added to the system after its initial
deployment. In addition, it must deliver similar assurances
regarding reliability, stability, and performance as the ES functions.
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tions that is required due to various quality assurance standards
to guarantee safety. Managing these interactions is a key, and risks
are mitigated by standards. This is probably why ‘‘things that are
standard tend to survive’’.
4.4. Ecosystem challenges
In the analysis and discussion we have presented a number of
challenges, most of which relate to opportunities and problems
of the introduction of FES. We will now summarize what we con-
sider to be novel overarching challenges at the FES ecosystem level
that need to be addressed both by research and practitioners.
4.4.1. Challenge – Ecosystem management
A thriving ecosystem will most likely not emerge by itself, it
will require stimulus from key actors, either manufacturers that
create ecosystems around their own products, or possibly industry
consortia that agree on certain common rules and standards. In FES
it may be more challenging to identify key actors and the role as
key actor may shift, for instance, from manufacturer to supplier
for one value proposition, or from manufacturer to information
broker for another proposition. To achieve sustainability in the eco-
system, finding ways of sharing both revenue and cost is essential,
and this includes cost for products, services, and add-on software,
but also for data where the functioning markets need to be orga-
nized. Finding a stable architecture is also critical, and this is not
limited to the technical architecture, but also adheres to the enter-
prise architectures and all actors involved. The open interfaces play
a central role. However, openness that can lead to new functions
and services must be balanced against the dependability of the
base system. Good interfaces are necessary, but not sufficient, to
stimulate open innovation, and other means also need to be
installed, for instance, support channels, meeting places for the
actor communities, etc.
There appears to be significant differences in focus between
consumer-oriented products and business-to-business products.
For the former, customer features are mostly important, whereas
for the latter, ways of improving efficiency matter more. Possibly,
this could affect how ecosystems are managed. Another critical
force that has an indirect effect on how the ecosystem may be
managed is the regulatory agency actor. This actor provides rules
and regulations that will affect parts of or the entire ecosystem,
how actors behave, their relationships and obligations to other
actors, etc.
4.4.2. Challenge – Product development
Once the ecosystem is in place, support is needed to develop the
products. The challenges we identified include several that stand
out as unique for the FES domain. The product domains of FES typ-
ically impose more strict requirements on processes, methods and
tools. These requirements are often regulated and controlled by an
outside authority. This has an effect on several actors, for instance,
add-on developers need to have a development environment for the
products of a particular manufacturer, and ways must be found
where such an environment of sufficient quality can be created
without imposing heavy costs for the manufacturer and in compli-
ance with adequate regulations. In many cases, add-on developers
will make versions of their software to fit several manufacturers’
products, and this means that strategies for managing product
lines are needed, both by the manufacturer and by the add-on
developer, to minimize the adaptation cost. This again poses novel
challenges with respect to relationships to different regulatory
agencies.
Another challenge that contains unique novel aspects is quality
assurance. In FES ecosystems the responsibility for V&V is in someway shared by manufacturers and add-on developers, but the exact
distribution of work between the two needs to be sorted out in
each case. The same holds for the manufacturer-information bro-
ker relationship. V&V also include issues of liability, i.e., who is in
the end to blame if something goes wrong. In a mixed criticality
environment, where safety–critical applications share a platform
with other software, this is particularly important and constitutes
an even more complex challenge as it varies from one product to
another.
4.4.3. Challenge – Ownership and control
The channels for add-ons and information will be central in the
ecosystem, and the ownership and control of those channels will
give power to the actors who possess them. An open environment
will make it harder to protect the intellectual properties of different
parties, and either mechanisms have to be in place for this, or the
actors have to accept the fact that this risk will not cease to exist,
and assume that the benefits from participating in the ecosystem
outweighs this drawback, as many actors within the open source
software domain have already chosen to do so. Finally, there will
be sensitive information about individuals and companies flowing
in these systems, and adequate protection of this information, in
respect to the privacy of individuals, anonymity and confidential-
ity, needed to gain trust in FES.
4.4.4. Challenge – Support for open innovation
One long-term goal for our research is to investigate and under-
stand how to best cater for open innovation in the ecosystem of FES.
Several of the challenges described above include problems and
opportunities that require further investigations in this respect, as
also highlighted in open software innovation [11,12]. Open innova-
tion requires openness at the business and technical architecture
levels. The emergence of new open business models needs to be
supported with new roles and patterns of collaborations to cater
for innovation and transparency [11]. Software ecosystems, con-
ceived as networked organizations, are considered to contribute
in understanding this new community aspect, extending across
many (traditional) organizations [11]. The notions of opennesswith
the adjustment of the smallest amount of innovation are enough for
offering the competitive advantage to organizations that can effec-
tively harvest its benefit [12]. However, several impediments that
are unique to the FES exist. These impediments are a consequence
of the products’ domains and the requirements imposed by these
domains, for instance, safety requirements and certification of sys-
tem behavior by external bodies. The principal challenge to estab-
lish provisioning for open innovation in FES ecosystems translates
into finding the right balance of management, development, own-
ership, and control in the ecosystem. A balance that makes it feasi-
ble for new and existing actors to extend the ecosystem with new
value propositions and establishing sustainable revenue streams
while fulfilling domain-specific requirements.5. Validity
Wewill now discuss the validity of the findings presented in this
paper. A number of validity threats exist in case studies, and follow-
ing the categories of [5], the threats in this case study are reported
below, including some more detailed threats based on [13].
5.1. Construct validity
The construct validity ensures that the construction of the study
actually relates to the problems stated in the RQs, and that the
chosen sources of information are relevant. A specific threat to
construct validity is the use of unclear terminology, which is
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reduce this threat, we have used the established BMC framework for
structuring the analysis of the interview data and also, we have
made sure throughout the interviews that a commonunderstanding
of the meaning of the terms used existed. Another possible threat is
that the respondents might have guessed what hypothesis the
researchers had in mind, and adapted their answers accordingly,
for instance by exaggerating their opinions in an attempt to try to
influence the outcome of the study. We tried to reduce this threat
by using open-ended questions in the interviews conducted and
by not explicitly discussing the hypotheses with the interviewees.
There is also a risk that the analysis is influenced by the
researcher’s expectations, so that the researcher only sees what
he or she already believes. To reduce this risk, we tried not to
invent our own structures of classification, but instead use an
established framework (the BMC) and use open-ended questions.
Also, the statements and findings were cross-checked by at least
two independent researchers. Finally, respondents could be hesi-
tant to express their views if they could later be affected by the
responses, and to handle this risk, the anonymity of both respon-
dents and the participating companies was guaranteed.
None of the respondents had dependencies on any of the
researchers or the research outcomes. However, as pointed out in
Section 2.2 above, there were established relations between the
researchers and interview subjects beforehand. This is thus a
potential source of bias, but also a facilitator for finding the right
people to talk to, offering the appropriate level of trust that
allowed an open discussion to be carried out, and being able to
interpret the results correctly due to an extensive contextual
knowledge already in place. One interview subject even stated
explicitly that ‘‘since I know you, I can speak freely, trusting that
you will understand what is confidential information and keep that
to yourself.’’
5.2. Internal and conclusion validity
Internal and conclusion validity concern the possibility to
ensure that the actual conclusions drawn are true. In [5], it is stated
that ‘‘internal validity is only a concern for causal (or explanatory)
case studies’’. This case study is highly explorative, and hence less
sensitive to this threat. However, there are still issues that are rel-
evant to mention.
One issue is the selection of respondents, which was made to
ensure that they have the right knowledge about the context of
the research and the challenges around it. By relying on already
established contacts and having some prior knowledge about these
individuals, this risk was minimized, and the long experience in
the business area and in the specific company of all participants
provided the possibility for gathering a rich variety of data.
The sample size of the individuals involved was relatively small,
and does not allow for any deep quantitative analysis, but with a
stratified selection, we ensured that many of the actors in the eco-
system were covered. The mortality was reasonable, with two per-
sons opting not to participate in the interviews due to time
restrictions.
Another risk is related to ‘‘fishing’’, i.e., that the researchers con-
sciously or unconsciously search for certain answers. We tried to
avoid this by having as open questions as possible in the inter-
views, and by finishing each interview by asking if the respondent
felt that there was anything else that should be brought up and
discussed.
5.3. External validity
External validity concerns how the results can be generalized.
This is a specific concern for a case study, where it can always bediscussed to what extent the observations are particular to a
certain environment, or whether they are examples of general
phenomena.
The primary type of external validity is whether the conclusions
can be generalized to a different organization, either within the
same or in a different industry. In our work, we did include repre-
sentatives from several business sectors and companies and we
believe to have captured many characteristics that are general to
the problem domain. Still, we cannot with certainty say that this
is the case, and to enable us to draw such conclusions, further stud-
ies are needed.
5.4. Reliability
Reliability relates to the ability of others to replicate the study
and arrive at the same results. A basis for replication is to have a
well-documented study design and well-structured data collection
processes, and we believe that this is the case for the study pre-
sented here. Assuming that the study was replicated and resulted
in roughly the same transcripts of the interviews, it would still
not guarantee that the resulting issues would be the same. There
are different ways of interpreting the textual material, and in some
cases there could be several ways of grouping statements resulting
in different sets of abstractions. To reduce this risk, we had two
researchers doing the classification of statements collected
independently.
A particular threat to validity in this study is how the data was
collected during the interviews. In 10 out of 12 interviews, hand-
written notes were used, and in the remaining two, a recording
equipment was used. There are pros and cons of both approaches.
Clearly, there is a risk of missing important information when not
recording interviews. This risk was reduced in the non-recorded
interviews by transcribing the handwritten notes directly after
the meetings, and one of the reasons for actually recording the
remaining two interviews was to handle the risk that the period
between interview and transcription could become a little longer
in those two cases. However, a drawback of recording equipment
is that some respondents may become hesitant to speak freely. In
general, in this study, the topic is very central to the future busi-
ness strategies of the companies, and thus the risk was that some
information would be held back and thus reducing the value of the
whole study (as discussed in Section 5.1). In our work, we tackled
this risk by making the interviews as informal as possible through
appropriate ways of communication and interaction with the
participants.6. Related work
This section describes related work on software ecosystems and
initially provides descriptions of previous attempts in defining the
terminology emerging for the domain as it is highly relevant to FES
ecosystems. Secondly it provides an analysis of related case studies
to this work that emphasize challenges and characteristics of soft-
ware ecosystems and in particular the evolving domain of collabo-
rative software development processes, methods and business
models. The contribution and relation of the prior work to ours is
to identify the background material and definitions found in the
discipline of software ecosystems and highlight their related char-
acteristics and benefits.
6.1. Ecosystem concepts
In an attempt to clarify definitions in the problem domain we
present several definitions found in the related literature including
software ecosystems, business models and SoS. Messerschmidt and
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‘‘software’’ and ‘‘ecosystem’’ together, in their attempt to expand
our current understanding of software and its industry. They refer
to a software ecosystem as a ‘‘collection of software products that
have some degree of symbiotic relationships’’ and describe a num-
ber of factors that they consider to drive software industry’s future.
They discuss implications on new strategies and business models
of existing actors, as well as the possibility of major changes
caused on the infrastructure of the industry and other supporting
industries, like telecommunications, manufacturing and comput-
ing. Other works related to ours, looking at the non-technical
aspects of software ecosystems, include the following: Popp [14]
introduces the business and revenue models of software ecosys-
tems in the case of embedded hybrid commercial open source
business models and discusses how they can create value both
for customers and software vendors. However, the lack of sufficient
modeling for the domain, the techniques reported by [15] for soft-
ware ecosystems inhibit existing actors and potential new actors to
conceptualize the potentials of an ecosystem approach. Further
studies, from an empirical aspect are needed to analyze strategic
dependencies between various actors mentioned in [15], i.e., ven-
dors, third-party developers and end users.
Software ecosystems are also viewed as collections of projects
that are developed and evolved together in the context of an orga-
nization or a development community. As the network and collab-
orations strengthen and increase, more and more complex
interactions are found to be formed among the related players.
Also, in situations of high complexity, interoperability between
the organizations, external developers and other actors needs to
be ensured, and alliances need to be formed to share information,
resources and technology efficiently to keep up with this evolution
of the traditional software supply network. Software ecosystems
offer complementary organizational views to SoS development,
introducing between the systems comprising the SoS synergistic
capabilities, collaboration and interaction, while new roles and
rules are introduced [16]. In the related previous work of the
authors [16] formulation of the research of ecosystems for FES as
SoS, as well as both the challenges and benefits have been intro-
duced to provide a basis for the on-going research activities of this
work.
In the related literature, many researchers expressed increasing
interest in this domain and provide detailed analyses. Bosch [17]
explains the extension of software product lines to ecosystems,
and recommends opening up product line platforms to external
third parties. The same author proposed examining software
ecosystems from the commercial and the social aspect, while a
taxonomy of operating-system-centric ecosystems and applica-
tion-centric ecosystems is discussed. The definitions of software
ecosystems introduce apart from the technical perspective, the
social and business aspect, i.e., mentioning that a software ecosys-
tem consists of a software platform, a set of internal and external
developers and a community of users that compose relevant solu-
tion elements to satisfy their needs [18].
A software ecosystem according to Boucharas et al. [19] consists
of a set of actors, acting as a group, interacting and managing a
market of shared resources (including software and services). In
[20] the notion ‘‘ecosystem’’ is presented in two mutually interde-
pendent units, i.e., one unit consisting of a set of actors (e.g.,
platform owner, third-party developers, platform partners and
platform users) and another unit consisting of a set of technology
artefacts (e.g., software platform, boundary resources). Jansen also
[21] stresses the interconnection between these two units, the effi-
cient exchange of information, resources and artefacts, and this is
confirmed in our study.
Recent literature reviews in the field of software ecosystems [9]
provide a list of common items found in patterns in the variousdefinitions in the literature. One of the results of the review is that
the wider definitions, referenced by the majority of papers, include
mainly the elements of common software development, business
in the ecosystem and connecting relationships within the commu-
nity and actors of domain experts. The systematic mapping in [22]
identified characteristics of software ecosystems linked mainly to
the business perspective and open source development models,
but not all the characteristics cover the ones included in our anal-
ysis. A three-tier perspective is analyzed [23], including the organi-
zational scope level (actors and their relationships in the context of
an organization), software ecosystems scope level (software supply
networks) and software ecosystems’ scope level (software ecosys-
tems themselves and their relationships). The main challenges
refer to the architecture and metrics measuring software ecosys-
tems’ health.
Even though several recent works exist that suggest terminolo-
gies and describe the conceptualization of emergent software eco-
systems, agreement on the exact relations between the concepts
has not been established [11,24]. Moreover, we see examples of
researchers trying to understand the interconnections within this
field of research by studying cases where, for example, the manu-
facturer is the keystone player who is responsible for development,
integration and maintenance of products [25]. In other cases, alter-
native dependencies between add-on components and the related
players are formed and product development is coordinated by
both the team within the company and also by external developers
and teams [26]. Finally, there are cases where an open infrastruc-
ture is promoted [2,27]. These scenarios of operation of software
ecosystems result in complex communities interacting that share
resources and interests but also have conflicting benefits to
protect.
Comparing our work to other related works several concepts are
revealed that are unique in the sense that they have not appeared
in other cases. Even though most relationships identified allow
actors to contribute to the ecosystem following various models,
our analysis includes several forms of sharing and granting the
ownership and control, by having regulatory bodies involved in
the processes of buying, selling and supporting new forms of col-
laborations and federations.
6.2. Case studies
Substantial related work includes the analysis of case studies of
software ecosystems which in general aim to understand the
domain and manage the complexity of large-scale product devel-
opment. An analysis of some of the most recent and interesting
case studies will now follow.
Hunink et al. [28] present three case studies of large software
ecosystem orchestrators and each of the studies reports the model
structure used, benefits, requirements, entry barriers and goals
strived for by the model owner. The goals related to the network
are emphasized for all three organizations, while the different legal
forms, types of platform and their business model are the main
reasons to differentiate each respective case. In addition, differ-
ences in structure between business models are identified and
within the model the participants are found to develop in different
ways over time. The membership models found were layered and
the partnership model role-based. The main entry barriers
identified are related to financial issues and the need to devote
considerable amount of resources, participation or entrance fees,
a certification process, and a high level of involvement with
another existing platform. However, alliances opt to stimulate
members’ long-term engagement. Similar barriers as the ones
described in this study were also discovered in our work.
Bosch and Sijtsema [26] discuss the challenges entailed in con-
structing a software ecosystem and they identify that problems
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integration-centric approach to software development instead of
a component-centric approach. The authors also present architec-
tural, procedural, organizational and applicability problems they
discovered through their analysis of three companies. The chal-
lenges identified relate to coordinating with the teams, life cycle
processes, prioritizing, and architecture. The validation of their
conclusions is based on several case study companies.
van de Berk et al. [29] present a model to describe software eco-
system characteristics, starting from a business perspective and
mapping concepts to a software engineering perspective, in four
dimensions: biology, lifestyle, environment and health care. A
strategy assessment model is proposed which is also evaluated
through a case study. Some issues identified relate to how open
design alliances affect insights about the ecosystem in the particu-
lar domain, what its main quantitative characteristics are and how
stakeholders evaluate the assessment model.
Jansen et al. [30] present two case studies of organizations deal-
ing with software ecosystems and receiving the benefits. In the
first case, some of the benefits mentioned are the growing partner
network, partner-friendly environment, successful product, busi-
ness opportunities, more customers satisfied and savings on devel-
opment costs through reuse. In the second case, the ecosystem
created multiple business opportunities to its members (including
third parties). In addition, the collaborations formed are expected
to survive through technological breakthroughs, internal competi-
tion, or other forms of severe competition from other ecosystems.
Various viewpoints are described that consist of analysis of the
software ecosystem and its relationships from the software vendor
level, the software supply network level, and the ecosystem level.
According to the authors, relationship definition and identification
are both essential to face the challenge of creating a successful
software supply network.
Jansen et al. [31] used a software supply networks modeling
technique to analyze coalitions formed between participants in a
supply network and through a case study they propose a way to
perform strategy and risk evaluation in the business of software.
Iyer et al. [32] examined networks of competitions and alliances
between organizations of the software industry during the years
1990–2001. Specifically their interconnected activities in market-
ing, licensing, consulting, data processing, and research and devel-
opment were analyzed and their findings could serve further
exploration of resource exchanges, central roles and structures,
such as hubs, brokers and bridges. The series of different software
ecosystem models created and analyzed showed that their devel-
opment over time is worth investigating and could provide inter-
esting insights about the health, life and death of certain
technologies, platforms and ecosystems.
Iansiti and Levien [25] mention that in ecosystems, organiza-
tions different than the traditional value chains of suppliers and
distributors are often used. They propose, through the examples
of Wal-Mart and Microsoft, that in collaborative ecosystems, a key-
stone player emerges, becomes a driving force and provides stabil-
ity in the environment. The authors emphasize the business aspect
of ecosystems and that knowledge is required of the ecosystem,
the actors and their roles for the ecosystem to function effectively.
Currently, a range of research attempts are taking place in col-
lecting and analyzing case studies from large enterprises, while
transferring research to small and medium enterprises is a major
challenge. Another challenge is also to investigate the effects and
evolution of community-based software development partnerships
in the context of software ecosystems. However, software ecosys-
tems have not matured enough to be fully understood, taking into
consideration existing parameters, actors, behaviors, information
flows, models, processes, methods, technologies and tools. Thus,
in our work, instead of analyzing a selection of organizations thathave a specific relation with each other (such as a partnership),
we complement previous related work, through an explorative
case study based on interviews and investigate from a holistic per-
spective both the business and software engineering perspective of
software ecosystems and their evolution. Primary aim is to keep an
open-ended and open-minded approach and study empirically the
emergence of ecosystems for FES.
Most of the related work described above focus on software-
only systems, and our work distinguishes itself in its focus on ES.
Such systems are increasingly dominated by software, but also
highly dependent on hardware, and contain other characteristics,
such as safety requirements, that lead to further challenges for
an ecosystem.7. Conclusions
In this paper, we have described a case study of the ecosystems
for FES. The basis for the analysis was a series of interviews with
representatives of the key actors in such an ecosystem. In all our
interviews the discussion led to a clear indication that the benefit
from letting ES connect and allowing dynamic software add-ons is
very interesting for the industries included in the case study, espe-
cially when it comes to providing new functionality and services,
reducing time to market, adapting to niche segments, and improv-
ing innovation through working with external partners. However,
the interviews also clearly confirmed our hypothesis that it is not
sufficient to only solve the technical challenges with FES, but that
business related issues are at least as important and demanding. A
more comprehensive view of our findings relates to our hypothesis
and is thus considered of special interest.7.1. Summary of findings
In the paper, two RQs were posed and we will now briefly sum-
marize the answers to them.
1. What actors are needed in an ecosystem of Federated Embedded
Systems (FES), and what are their relations?
As it was presented in Section 3.1, a large number of actors are
present in the ecosystems of FES. The actors cover the traditional
supply chain of ES, including suppliers, manufacturers, owners,
and end users. However, many new actors are added, such as con-
tent providers, communication providers, service operators,
add-on developers, and information brokers. The roles and respon-
sibilities of each actor also changes. As a striking example, the
manufacturer is no longer responsible for the final integration of
the product. Instead, the owner or user adds additional software
to the product, from third-party add-on developers that might
not even have formal relations to the manufacturer. This leads to
many challenges related to development methods, liability, etc.
2. What are the key elements of (a) the business models, (b) the prod-
uct architecture, and (c) the processes, methods, and tools, needed
to make the ecosystem effective?
The business model of a FES ecosystem was analyzed using the
BMC, and the analysis showed many new ways of doing business
compared to what is traditional for ES, including both new value
propositions from manufacturers and other actors, as well as
adapting to new customer segments. The revenue streams for
non-traditional ES particularly include many new ways of selling
software products and information. All in all, the application of
FES could in many ways reshape the ES industry.
1474 J. Axelsson et al. / Information and Software Technology 56 (2014) 1457–1475It is clear from the study that the architecture is a key success
factor for FES, and it is not limited to the ES architecture of the
product, but to the overall enterprise architectures of the actors
in the ecosystem. The architecture also reflects some of the impor-
tant trade-offs that are a consequence of the FES concept, such as
openness vs. dependability, which is due to the safety–critical nat-
ure of many ES, and the need for hardware cost efficiency. All these
are factors that differentiate the FES ecosystem from pure software
ecosystems.
Finally, the processes, methods, and tools for developing ES
need to be revised as well, and in particular the interplay between
manufacturers and add-on developers must be defined. This
includes both what support an add-on developer can expect from
the manufacturer, and what the responsibilities are for ensuring
quality of the end product. To some extent, manufacturers will
try to retain control, but this will again be a trade-off against the
openness of the ecosystem.
7.2. Future work
From the data collected in this study, many important chal-
lenges can be identified that provide topics for further research,
including the following:
 Development of the technical mechanisms for handling plug-
ins, in accordance with the requirements identified in this
study, such as dependability, cost, etc.
 Conduct further case studies based on the conceptual model
generated in this research, to assert to what extent it can be
generalized to other industry segments and to understand
important limitations.
 Characterization of an appropriate software architecture, e.g.,
how to structure the API, how to deal with conflicts between
plug-ins, and how to efficiently create software systems on
the federation level.
 Experimental verification of the open innovation aspects, by
development of add-on software in a controlled or semi-
controlled environment.
 Refinement of the BMC by creating an individual BMC for each
actor type, and make the links between them more explicit.Acknowledgements
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This appendix presents the checklist used during the inter-
views. Note that it was not used as a questionnaire, and thus it
does not reflect the flow of the interviews conducted. Rather, inter-
viewers used it as a way of ensuring that all important topics were
covered at some degree and at some point during the interviews.
The interviews were mainly carried out as open dialogues.
A. Preliminary data
1. Briefly describe the background of this research and
purpose of the interview.
2. Discuss the interviewee’s role at the company.3. What are the total number of years working in the
industry and number of years in the company?
B. Roles and relations in ecosystem
4. What type of external organizations do you interact
with (i.e., Original Equipment Manufacturers (OEM),
suppliers, add-on developers, service providers,
others)?
5. What is your motivation for working with these
partners?
6. Who typically initiates the interactions around an idea
of a new product? You? A partner?
7. Have you experienced any conflicts as a consequence
of working with external partners?
8. How do you structure your products to work effi-
ciently with partners? Product lines?
C. Business models
9. What value do you offer to your customers, e.g. what
need is satisfied, or problem solved?
10. Do you consider satisfying any particular customer
segments, or types of customers?
11. In what form do you get revenue from the customers?
Per installation, per use, for free, etc.?
12. What are the business models used in the interaction
with these organizations, i.e., how do you share reve-
nues and costs with them?
13. How are products and add-ons sold and distributed to
the customers (end-users)? Are joint or separate chan-
nels used?
14. How do you maintain a relation over time with cus-
tomers, e.g., for making updates, providing associated
services, etc.?
D. Development processes, methods and tools
15. What type of information do you give to, or receive
from, these organizations during development?
16. How does working with external partners influence
the way you structure your technology (product archi-
tecture, interfaces, etc.)?
17. Who is responsible for the quality of the total solution,
and how are liability issues resolved?
E. Wrap-up
18. Is there anything else that we should have discussed?References
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