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Abstract
In this paper we present a new family of high order accurate Arbitrary-Lagrangian-
Eulerian (ALE) one-step ADER-WENO finite volume schemes for the solution of
nonlinear systems of conservative and non-conservative hyperbolic partial differen-
tial equations with stiff source terms on moving tetrahedral meshes in three space
dimensions. A WENO reconstruction technique is used to achieve high order of
accuracy in space, while an element-local space-time Discontinuous Galerkin finite
element predictor on moving meshes is used to obtain a high order accurate one-step
time discretization. Within the space-time predictor the physical element is mapped
onto a reference element using an isoparametric approach, where the space-time ba-
sis and test functions are given by the Lagrange interpolation polynomials passing
through a predefined set of space-time nodes. Since our algorithm is cell-centered,
the final mesh motion is computed by using a suitable node solver algorithm. A
rezoning step as well as a flattener strategy are used in some of the test problems
to avoid mesh tangling or excessive element deformations that may occur when
the computation involves strong shocks or shear waves. The ALE algorithm pre-
sented in this article belongs to the so-called direct ALE methods because the final
Lagrangian finite volume scheme is based directly on a space-time conservation for-
mulation of the governing PDE system, with the rezoned geometry taken already
into account during the computation of the fluxes.
We apply our new high order unstructured ALE schemes to the 3D Euler equa-
tions of compressible gas dynamics, for which a set of classical numerical test prob-
lems has been solved and for which convergence rates up to sixth order of accu-
racy in space and time have been obtained. We furthermore consider the equations
of classical ideal magnetohydrodynamics (MHD) as well as the non-conservative
seven-equation Baer-Nunziato model of compressible multi-phase flows with stiff
relaxation source terms.
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1 Introduction
Any Lagrangian method aims at following the fluid motion as closely as pos-
sible, with a computational mesh that is moving with the local fluid veloc-
ity. Therefore the Lagrangian approach allows material interfaces and contact
waves to be precisely located and tracked during the computation, achieving a
much more accurate resolution of these waves compared to classical Eulerian
methods on fixed grids. For this reason a lot of research has been carried out
in the last decades in order to develop Lagrangian methods. Already John von
Neumann and Richtmyer were working on Lagrangian schemes in the 1950ies
[118], using a formulation of the governing equations in primitive variables,
which was also used later in [8,18]. However, most of the modern Lagrangian
finite volume schemes use the conservation form of the equations based on the
physically conserved quantities like mass, momentum and total energy in order
to compute shock waves properly, see e.g. [93,108,89,20]. Lagrangian schemes
can be also classified according to the location of the physical variables on the
mesh: when all variables are defined on a collocated grid the so-called cell-
centered approach is adopted [31,102,89,90,88], while in the staggered mesh
approach [84,85] the velocity is defined at the cell interfaces and the other
variables at the cell center.
Cell-centered Lagrangian Godunov-type schemes of the Roe-type and of the
HLL-type for the Euler equations of compressible gas dynamics have first
been considered by Munz in [93]. A cell-centered Godunov-type scheme has
also been introduced by Carre´ et al. in [20], who developed a Lagrangian
finite volume algorithm on general multi-dimensional unstructured meshes.
The resulting finite volume scheme is node based and compatible with the
mesh displacement. In the work of Despre´s et al. [35,36] the physical part of
the system of equations is coupled and evolved together with the geometrical
part, hence obtaining a weakly hyperbolic system of conservation laws that is
solved using a node-based finite volume scheme. Furthermore they presented
a cell-centered Lagrangian method [31] that is translation invariant and suit-
able for curved meshes. In [86,88,87] Maire proposed first and second order
Email addresses: walter.boscheri@unitn.it (Walter Boscheri),
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accurate cell-centered Lagrangian schemes in two- and three- space dimen-
sions on general polygonal grids, where the time derivatives of the fluxes are
obtained using a node-centered solver that may be considered as a multi-
dimensional extension of the Generalized Riemann problem methodology in-
troduced by Ben-Artzi and Falcovitz [7], Le Floch et al. [61,16] and Titarev and
Toro [113,110,111]. The node solver algorithm developed for hydrodynamics
by Maire in [86] is used also in this paper and applied to both Euler and MHD
equations on moving tetrahedral meshes. Since Lagrangian schemes may lead
to severe mesh deformation after a finite time, it is necessary to remesh (or
at least to rezone) the computational grid from time to time. A very popular
approach consists therefore in Lagrangian remesh and remap schemes, such
as the family of cell-centered ALE remap algorithms introduced by Shashkov
et al. and Maire et al. in [102,11,79,81,78,9]. In [62,119,17,103] purely La-
grangian and Arbitrary-Lagrangian-Eulerian (ALE) numerical schemes with
remapping for multi-phase and multi-material flows are discussed. All the La-
grangian schemes listed so far are at most second order accurate in space and
time.
Higher order of accuracy in space was first achieved in [26,82,27,28] by Cheng
and Shu, who introduced a third order accurate essentially non-oscillatory
(ENO) reconstruction operator into Godunov-type Lagrangian finite volume
schemes. High order of accuracy in time was guaranteed either by the use of a
Runge-Kutta or by a Lax-Wendroff-type time stepping. The mesh velocity is
simply computed as the arithmetic average of the corner-extrapolated values
in the cells adjacent to a mesh vertex. Such a node solver algorithm is very
simple and general and can be easily applied to different complicated non-
linear systems of hyperbolic PDE in multiple space dimensions. Cheng and
Toro [29] also investigated Lagrangian ADER-WENO schemes in one space
dimension. In the finite element framework high order Lagrangian schemes
have been developed for example by Scovazzi et al. [95,107]. In [53] Dumbser
et al. presented high order ADER-WENO Lagrangian finite volume schemes
for hyperbolic balance laws with stiff source terms. In this case the high or-
der of accuracy in time was achieved by using the local space-time Galerkin
predictor method proposed in [46,67] for the Eulerian case, whereas a high
order WENO reconstruction algorithm was used to obtain high order of accu-
racy in space. In [13,44] Boscheri and Dumbser extended this algorithm to un-
structured triangular meshes for conservative and non-conservative hyperbolic
systems with stiff source terms. In [14] three different node solver algorithms
have been applied to the Euler equations of compressible gas dynamics as
well as to the equations for magnetohydrodynamics and have been compared
with each other. The multidimensional HLL Riemann solver presented in [38]
for the Eulerian framework on fixed grids has been used as a node solver for
the computation of the mesh velocity in [14] and for the computation of the
space-time fluxes of a high order Lagrangian finite volume scheme in [12]. In
the latter reference it has been shown that the use of a multi-dimensional Rie-
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mann solver allows the use of larger time steps in multiple space dimensions
and therefore leads to a computationally more efficient scheme compared to a
method based on classical one-dimensional Riemann solvers.
In literature there are also other methods using a Lagrangian approach and
these schemes are at least briefly mentioned in the following. For example,
also meshless particle schemes, such as the smooth particle hydrodynamics
(SPH) method, belong to the category of fully Lagrangian schemes, see e.g.
[92,58,57,59,60]. SPH is generally used to follow the fluid motion in very com-
plex deforming domains. Since it is a particle method, no rezoning or remesh-
ing has to be applied. Furthermore, also semi-Lagrangian methods should be
mentioned. They are typically adopted to solve transport equations [101,66].
Although these schemes use a fixed mesh, as in the classical Eulerian approach,
the Lagrangian trajectories of the fluid are followed backward in time in order
to compute the numerical solution at the the new time level, see for example
[23,24,80,70,99,15]. There is also the class of Arbitrary-Lagrangian-Eulerian
(ALE) methods [68,98,108,39,56,55,25], where the mesh moves with a velocity
that does not necessarily have to coincide with the local fluid velocity. This
method is often used for fluid-structure interaction (FSI) problems, but it is
also used together with Lagrangian remap schemes. For the sake of generality,
the scheme presented in this article uses an ALE approach so that the local
mesh velocity can in principle be chosen independently from the local fluid
velocity.
In this paper we extend the algorithm presented in [13,44] to moving un-
structured tetrahedral meshes in three space dimensions. To the knowledge
of the authors, this is the first better than second order accurate Lagrangian
finite volume method on three-dimensional tetrahedral meshes ever presented.
We consider the Euler equations of compressible gas dynamics as well as the
ideal classical MHD equations and the non-conservative seven-equation Baer-
Nunziato model of compressible multi-phase flows with stiff source terms. The
node solver proposed by Maire in [86] is applied, as well as the node solver of
Cheng and Shu [26].
The rest of this article is structured as follows: in Section 2 we describe the
proposed numerical scheme in detail, while in Section 3 we show numerical
convergence studies up to sixth order of accuracy in space and time as well
as numerical results for several classical test problems for all of the above-
mentioned hyperbolic systems. Finally, in Section 4 we give some concluding
remarks and an outlook to future research and developments.
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2 Numerical method
In this paper we consider nonlinear systems of hyperbolic balance laws which
may also contain non-conservative products and stiff source terms. A general
formulation that is suitable to write the above mentioned systems reads
∂Q
∂t
+∇ · F(Q) + B(Q) · ∇Q = S(Q), x ∈ Ω ⊂ R3, t ∈ R+0 , (1)
where Q = (q1, q2, ..., qν) denotes the vector of conserved variables, F =
(f ,g,h) is the conservative nonlinear flux tensor, B = (B1,B2,B3) contains
the purely non-conservative part of the system written in block-matrix nota-
tion and S(Q) represents a nonlinear algebraic source term that is allowed
to be stiff. We furthermore introduce the abbreviation P = P(Q,∇Q) =
B(Q) · ∇Q to ease notation in some parts of the manuscript.
In a Lagrangian framework the computational domain Ω(t) ⊂ R3 is time-
dependent and is discretized at the current time tn by a set of tetrahedral
elements T ni . NE denotes the total number of elements contained in the domain
and the union of all elements is called the current tetrahedrization T nΩ of the
domain
T nΩ =
NE⋃
i=1
T ni . (2)
Since we are dealing with a moving computational domain where the mesh
configuration continuously changes in time, it is more convenient to map the
physical element T ni to a reference element Te via a local reference coordinate
system ξ − η − ζ. The spatial reference element Te is the unit tetrahedron
shown in Figure 1 and is defined by the nodes ξe,1 = (ξe,1, ηe,1, ζe,1) = (0, 0, 0),
ξe,2 = (ξe,2, ηe,2, ζe,2) = (1, 0, 0), ξe,3 = (ξe,3, ηe,3, ζe,3) = (0, 1, 0) and ξe,4 =
(ξe,4, ηe,4, ζe,4) = (0, 0, 1), where ξ = (ξ, η, ζ) is the vector of the spatial coordi-
nates in the reference system, while the position vector x = (x, y, z) is defined
in the physical system. Let furthermore Xnk,i = (X
n
k,i, Y
n
k,i, Z
n
k,i) be the vector
of physical spatial coordinates of the k-th vertex of tetrahedron T ni . Then the
linear mapping from T ni to Te is given by
x = Xn1,i +
(
Xn2,i −Xn1,i
)
ξ +
(
Xn3,i −Xn1,i
)
η +
(
Xn4,i −Xn1,i
)
ζ. (3)
As usual for finite volume schemes, data are stored and evolved in time as
piecewise constant cell averages. They are defined at each time level tn within
the control volume T ni as
Qni =
1
|T ni |
∫
Tni
Q(x, tn)dx, (4)
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Fig. 1. Spatial mapping from the physical element Tni defined with x = (x, y, z) to
the unit reference tetrahedron Te in ξ = (ξ, η, ζ).
with |T ni | denoting the volume of tetrahedron T ni . In the next Section 2.1 a
WENO reconstruction technique is described and used to obtain piecewise
higher order polynomials wh(x, t
n) from the known cell averages Qni . High
order of accuracy in time is achieved later in Section 2.2 by applying a lo-
cal space-time Galerkin predictor method to the reconstruction polynomials
wh(x, t
n).
2.1 Polynomial WENO reconstruction
The WENO reconstruction operator produces piecewise polynomials wh(x, t
n)
of degree M . The wh(x, t
n) are computed for each control volume T ni from
the known cell averages within a so-called reconstruction stencil Ssi , which
is composed of an appropriate neighborhood of element T ni and contains a
prescribed total number ne of tetrahedra. We do not use the original pointwise
WENO method first introduced by Shu et al. [71,69,120], but we adopt the
polynomial formulation proposed in [63,75,48,49] and also used in [112,117],
which is relatively simple to code and which allows the scheme to reach very
high order of accuracy even on unstructured tetrahedral meshes in three space
dimensions.
According to [49], in three space dimensions we always use nine reconstruction
stencils, hence 1 ≤ s ≤ 9. Specifically, we consider one central stencil given
by s = 1, four forward stencils with s ∈ {2, 3, 4, 5} and four backward stencils
with s ∈ {6, 7, 8, 9}, as depicted in Figure 2. Each forward and backward sten-
cil sector is spanned by one point and three vectors: the four forward stencils
are defined by a vertex k of the tetrahedron T ni and the triplet of vectors con-
necting k to the three vertices of the opposite face, while the backward sectors
are defined by the negative vectors of the forward stencils and the opposite
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face barycenter. Each type of stencil is filled by recursively adding neighbor
elements until the prescribed total number ne is reached. An element belongs
to the stencil if its barycenter is located in the corresponding sector. For the
central stencil we use a simple Neumann-type neighbor search algorithm that
recursively adds direct face neighbors to the stencil, until the desired number
ne is reached. For the remaining eight one-sided stencils we use a Voronoi-type
search algorithm, which fills the stencil starting from the vertex neighborhood
of the tetrahedron and then using recursively vertex neighbors of stencil ele-
ments. Each stencil contains a total number of elements ne that depends on
the reconstruction degree M , hence
Ssi =
ne⋃
j=1
T nm(j), (5)
where 1 ≤ j ≤ ne is a local index which progressively counts the elements
in the stencil number s and m(j) represents a mapping from the local index
j to the global index of the element in T nΩ . As explained in [6,94,75], the
total number of elements ne must be greater than the smallest number M =
(M+1)(M+2)(M+3)/6 needed to reach the formal order of accuracy M+1.
As suggested in [49,48] we typically take ne = 3M in three space dimensions.
The high order reconstruction polynomial for each candidate stencil Ssi for
tetrahedron T ni is written in terms of the orthogonal Dubiner-type basis func-
tions ψl(ξ, η, ζ) [40,74,32] on the reference tetrahedron Te, i.e.
wsh(x, t
n) =
M∑
l=1
ψl(ξ)wˆ
n,s
l,i := ψl(ξ)wˆ
n,s
l,i , (6)
where the mapping to the reference coordinate system is given by (3) and
wˆn,sl,i denote the unknown degrees of freedom (expansion coefficients) of the
reconstruction polynomial on stencil Ssi for element T ni at time tn. In the rest
of the paper we will use classical tensor index notation based on the Einstein
summation convention, which implies summation over two equal indices.
Integral conservation is required for the reconstruction on each element T nj of
the stencil Ssi , hence
1
|T nj |
∫
Tnj
ψl(ξ)wˆ
n,s
l,i dx = Q
n
j , ∀T nj ∈ Ssi . (7)
Inserting the transformation (3) into the above expression (7), an analytical
integration formula can be obtained that is a function of the four physical ver-
tex coordinates Xnk,j of the tetrahedron. The resulting algebraic expressions
of the integrals appearing in (7) can be obtained for example at the aid of
a symbolic computer algebra system like MAPLE. Up to M = 3 we use the
aforementioned analytical integration, while for higher reconstruction degrees
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the integrals in (7) are simply evaluated using Gaussian quadrature formulae
of suitable order, see [109] for details, since the analytical expressions become
too cumbersome. The reconstruction matrix, which is given by the integrals of
the linear system (7), depends on the geometry of the tetrahedral elements in
stencil Ssi . Therefore, since in the Lagrangian framework the mesh is moving
in time the reconstruction matrix can not be inverted and stored once and for
all during a preprocessing stage, like in the Eulerian case. As a consequence,
we assemble and solve the small reconstruction system (7) for each element
T ni directly at the beginning of each time step t
n using optimized LAPACK
subroutines. This makes the Lagrangian WENO reconstruction computation-
ally more expensive but at the same time also much less memory consuming
compared to the original Eulerian WENO algorithm presented in [49,48], since
no reconstruction matrices are stored.
While the mesh is moving in time, we always assume that the connectivity of
the mesh and therefore also the topology of each reconstruction stencil remains
constant in time. Therefore, the definition of the stencils Ssi does not need to be
updated during the simulation. This is a very important simplification, since
the stencil search may be quite time consuming in three space dimensions.
Since each stencil Ssi is filled with a total number of ne = 3M elements, system
(7) results in an overdetermined linear system that has to be solved properly
by either using a constrained least-squares technique (LSQ), see [49], or a more
sophisticated singular value decomposition (SVD) algorithm. In order to avoid
ill-conditioned reconstruction matrices, see [1], each element in a stencil Ssi is
first mapped to the reference coordinate system ξ − η − ζ associated with
element T ni by using the transformation (3) before solving (7).
Fig. 2. Three-dimensional WENO reconstruction stencils in the reference coordinate
system with M = 2 and ne = 30. One central stencil (left), four forward stencils
(center) and four backward stencils (right). Tetrahedron Tni is highlighted in black.
As stated by the Godunov theorem [65], linear monotone schemes are at most
of order one and if the scheme is required to be higher order accurate and
non-oscillatory, it must be nonlinear. Therefore a nonlinear formulation has
to be used for the final WENO reconstruction polynomial. We first measure
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the smoothness of each reconstruction polynomial obtained on stencil Ssi by a
so-called oscillation indicator σs [71],
σs = Σlmwˆ
n,s
l,i wˆ
n,s
m,i, (8)
which is computed on the reference element using the (universal) oscillation
indicator matrix Σlm, which, according to [49], is given by
Σlm =
∑
1≤α+β+γ≤M
∫
Te
∂α+β+γψl(ξ, η, ζ)
∂ξα∂ηβ∂ζγ
· ∂
α+β+γψm(ξ, η, ζ)
∂ξα∂ηβ∂ζγ
dξdηdζ. (9)
The nonlinearity is then introduced into the scheme by the WENO weights
ωs, which read
ω˜s =
λs
(σs + )
r , ωs =
ω˜s∑
k ω˜k
, (10)
with the parameters r = 8 and  = 10−14. According to [49] the linear weights
are chosen as λ1 = 10
5 for the central stencil and λs = 1 for the one-sided
stencils (2 ≤ s ≤ 9). Formula (10) is intended to be read componentwise. For
a WENO reconstruction based on characteristic variables see [48]. A weighted
nonlinear combination of the reconstruction polynomials obtained on each
candidate stencil Ssi yields the final WENO reconstruction polynomial and its
coefficients:
wh(x, t
n) =
M∑
l=1
ψl(ξ)wˆ
n
l,i, with wˆ
n
l,i =
∑
s
ωswˆ
n,s
l,i . (11)
Positivity preserving technique. Several phenomena in physics and en-
gineering as well as many classical benchmark test cases in the Lagrangian
framework are involving strong shock waves, which may lead to a loss of
positivity for density and pressure in the numerical scheme. Such a problem
typically occurs after carrying out the high-order reconstruction algorithm
presented in Section 2.1, which is designed to be essentially but not absolutely
non-oscillatory. For this reason we rely on the positivity preserving technique
of Balsara [5], where a flattener variable is computed in order to smear out
the oscillations and to bring back density and pressure values to their phys-
ically admissible range if the positivity constraint has been violated. In [5]
the equations for both hydrodynamics and magnetohydrodynamics have been
considered on two- and three-dimensional Cartesian grids and in this paper
we extend the method to moving unstructured tetrahedral meshes.
First we have to detect those regions of the computational domain Ω(t) which
are characterized by strong shocks. Let us consider a tetrahedron T ni and its
Neumann neighborhood Ni, i.e. all the elements T nj that are attached to a
face of T ni . Let furthermore Q
n
i and Q
n
j be the vectors of conserved variables
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of element T ni and its direct neighbor T
n
j , respectively, and let ρ
n denote
the density and pn the pressure. A shock can be identified by comparing the
divergence of the velocity field ∇ · vn with the minimum of the sound speed
cni,min obtained by considering the element T
n
i itself as well as its neighborhood
Ni. Hence,
∇ · vn = 1|T ni |
∑
Tnj ∈Ni
Snj
(
vnj − vni
)
· nnij, cni,min = min
Tnj ∈Ni
(
cni , c
n
j
)
, (12)
where |T ni | represents as usual the volume of the tetrahedron T ni , Snj denotes
the surface shared between element T ni and the neighbor T
n
j , n
n
ij is the associ-
ated unit normal vector w.r.t. the surface Snj and c
n
i,j =
√
γpni,j
ρni,j
are the sound
speeds of T ni and the neighbor element T
n
j , respectively, with γ representing
the ratio of specific heats. The divergence of the velocity field is estimated from
the cell-averaged states Qni,j and not from the reconstructed states wh(x, t
n)
obtained from (11).
The flattener variable fni is then computed according to [5] as
fni = min
[
1,max
(
0,−∇ · v
n + k1c
n
i,min
k1cni,min
)]
, (13)
with the coefficient k1 that is set to the value of k1 = 0.1 for all our compu-
tations. For rarefaction waves the divergence of the velocity field is positive,
i.e. ∇ · vn ≥ 0, hence obtaining fni = 0 and leaving the reconstruction poly-
nomial wh(x, t
n) as it is. Even when shocks of modest strength occur, i.e.
−k1cni,min ≤ ∇ · vn ≤ 0, the reconstruction remains untouched.
In the work of Balsara [5] the flattener variable is propagated even to those
elements that are about to be crossed by a shock, but have still to enter the
wave, i.e. the neighbors of an element which has already experienced the shock.
Due to the more complex computational domain on unstructured meshes, we
propose to define a node based flattener f˜nk : the Voronoi neighborhood Vk
of each vertex k of element T ni is also considered in order to propagate the
flattener, hence taking into account all those elements that share vertex k of
tetrahedron T ni . The node based flattener results in the maximum value among
the flattener values fnj of the attached tetrahedra that has been previously
computed according to (13):
f˜nk = max
j∈Vk
fnj . (14)
Each element T ni is then assigned again with the maximum value of the node
based flattener among the setKi of the four vertices that define the tetrahedron
T ni , i.e.
fni = max
k∈Ki
f˜nk . (15)
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Once the flattener variable has been computed for each element of the com-
putational domain Ω(t), the WENO reconstruction polynomials are corrected
with the following expression:
wh(x, t
n) := (1− fni )ψl(ξ)wˆnl,i + fni ·Qni . (16)
If positivity is still violated even after using (16), then fni := 1 is set, thus
recovering a (positivity preserving) first order finite volume scheme. This strat-
egy resembles to some extent the recently developed MOOD algorithm of Diot
et al. [30,37,83], however, it is still used as an a priori limiter here, while the
MOOD approach uses an innovative a posteriori limiting philosophy. The de-
velopment of high order Lagrangian MOOD schemes will be the topic of future
research. The presented flattener technique is by default switched off and has
been used only for those test problems where it was absolutely necessary in
order to run the simulation to the final time. We therefore explicitly state in
Section 3 if the flattener has been used.
2.2 Local space-time Discontinuous Galerkin predictor on moving curved tetra-
hedra
The reconstructed polynomials wh(x, t
n) computed at the current time tn are
then evolved during one time step locally within each element Ti(t) without
requiring any neighbor information. As a result, one obtains piecewise space-
time polynomials of degree M , denoted by qh(x, t). This allows the scheme to
achieve also high order of accuracy in time. For this purpose an element-local
weak space-time formulation of the governing PDE (1) is used. This approach
has first been developed in the Eulerian framework on fixed grids by Dumbser
et al. in [46,43,47,67]. Later, it has been extended to the Lagrangian framework
on moving grids in 1D and 2D in [53,13,44]. Here, we extend this approach
for the first time to moving tetrahedral meshes in 3D. As already done in the
past [46,67,54] we use the local space-time Discontinuous Galerkin predictor
method, since it is able to handle also stiff source terms.
Let x = (x, y, z) and ξ = (ξ, η, ζ) be the spatial coordinate vectors defined in
the physical and in the reference system, respectively, and let x˜ = (x, y, z, t)
and ξ˜ = (ξ, η, ζ, τ) be the corresponding space-time coordinate vectors. Let
furthermore θl = θl(ξ˜) = θl(ξ, η, ζ, τ) be a space-time basis function defined
by the Lagrange interpolation polynomials passing through the space-time
nodes ξ˜m = (ξm, ηm, ζm, τm), which are defined by the tensor product of the
spatial nodes of classical conforming high order finite elements and the Gauss-
Legendre quadrature points in time.
Since the Lagrange interpolation polynomials define a nodal basis, the func-
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tions θl satisfy the following interpolation property:
θl(ξ˜m) = δlm, (17)
where δlm denotes the usual Kronecker symbol. According to [43] the local
solution qh, the fluxes Fh = (fh,gh,hh), the source term Sh and the non-
conservative product Ph = B(qh) · ∇qh are approximated within the space-
time element Ti(t)× [tn; tn+1] with
qh = qh(ξ˜) = θl(ξ˜) q̂l,i, Fh = Fh(ξ˜) = θl(ξ˜) F̂l,i,
Sh = Sh(ξ˜) = θl(ξ˜) Ŝl,i, Ph = Ph(ξ˜) = θl(ξ˜) P̂l,i. (18)
Because of the interpolation property (17) we evaluate the degrees of freedom
for Fh, Sh and Ph in a pointwise manner from qh as
F̂l,i = F(q̂l,i), Ŝl,i = S(q̂l,i), P̂l,i = P(q̂l,i,∇q̂l,i), ∇q̂l,i = ∇θm(ξ˜l)q̂m,i.
(19)
The degrees of freedom ∇q̂l,i represent the gradient of qh in node ξ˜l.
An isoparametric approach is used, where the mapping between the physical
space-time coordinate vector x˜ and the reference space-time coordinate vector
ξ˜ is represented by the same basis functions θl used for the discrete solution
qh itself. Therefore
x(ξ˜) = θl(ξ˜) x̂l,i, t(ξ˜) = θl(ξ˜) t̂l, (20)
where x̂l,i = (x̂l,i, ŷl,i, ẑl,i) are the degrees of freedom of the spatial physical
coordinates of the moving space-time control volume, which are unknown,
while t̂l denote the known degrees of freedom of the physical time at each
space-time node x˜l,i = (x̂l,i, ŷl,i, ẑl,i, t̂l). The mapping in time is linear and
simply reads
t = tn + τ ∆t, τ =
t− tn
∆t
, ⇒ t̂l = tn + τl ∆t, (21)
where tn represents the current time and ∆t is the current time step, which is
computed under a classical Courant-Friedrichs-Levy number (CFL) stability
condition, i.e.
∆t = CFL min
Tni
di
|λmax,i| , ∀T
n
i ∈ Ωn, (22)
with di denoting the insphere diameter of tetrahedron T
n
i and |λmax,i| corre-
sponding to the maximum absolute value of the eigenvalues computed from
the solution Qni in T
n
i . On unstructured three-dimensional meshes the CFL
stability condition must satisfy the inequality CFL ≤ 1
3
.
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The Jacobian of the transformation from the physical space-time element to
the reference space-time element reads
Jst =
∂x˜
∂ξ˜
=

xξ xη xζ xτ
yξ yη yζ yτ
zξ zη zζ zτ
0 0 0 ∆t

(23)
and its inverse is given by
J−1st =
∂ξ˜
∂x˜
=

ξx ξy ξz ξt
ηx ηy ηz ηt
ζx ζy ζz ζt
0 0 0 1
∆t

. (24)
We point out that in the Jacobian matrix tξ = tη = tζ = 0 and tτ = ∆t, as
can be easily derived from the time mapping (21).
In the following we introduce the notation adopted for the nabla operator ∇
in the reference space ξ = (ξ, η, ζ) and in the physical space x = (x, y, z):
∇ξ =

∂
∂ξ
∂
∂η
∂
∂ζ
 , ∇ =

∂
∂x
∂
∂y
∂
∂z
 =

ξx ηx ζx
ξy ηy ζy
ξz ηz ζz


∂
∂ξ
∂
∂η
∂
∂ζ
 =
(
∂ξ
∂x
)T
∇ξ, (25)
and let us furthermore introduce the two integral operators
[f, g]τ =
∫
Te
f(ξ, η, ζ, τ)g(ξ, η, ζ, τ)dξdηdζ,
〈f, g〉=
1∫
0
∫
Te
f(ξ, η, ζ, τ)g(ξ, η, ζ, τ)dξdηdζdτ, (26)
that denote the scalar products of two functions f and g over the spatial
reference element Te at time τ and over the space-time reference element
Te × [0, 1], respectively.
The governing PDE (1) is then reformulated in the reference coordinate system
(ξ, η, ζ) using the inverse of the associated Jacobian matrix (24) with τx = τy =
0 and τt =
1
∆t
according to (21) and adopting the gradient notation illustrated
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in (25) above:
∂Q
∂τ
+ ∆t
∂Q
∂ξ
· ∂ξ
∂t
+
(
∂ξ
∂x
)T
∇ξ · F + B(Q) ·
(
∂ξ
∂x
)T
∇ξQ
 = ∆tS(Q).
(27)
By introducing the following abbreviation
H =
∂Q
∂ξ
· ∂ξ
∂t
+
(
∂ξ
∂x
)T
∇ξ · F + B(Q) ·
(
∂ξ
∂x
)T
∇ξQ, (28)
Eqn. (27) simplifies to
∂Q
∂τ
+ ∆tH = ∆tS(Q). (29)
The numerical approximation of H is computed by the same isoparametric
approach used in (18) for the solution and the flux representation, i.e.
Hh = θl(ξ˜) Ĥl,i. (30)
Inserting (18) and (30) into (27), then multiplying Eqn. (27) with the space-
time test functions θk(ξ) and integrating the resulting equation over the space-
time reference element Te × [0, 1], one obtains a weak formulation of the gov-
erning PDE (1): 〈
θk,
∂θl
∂τ
〉
q̂l,i = 〈θk, θl〉∆t
(
Ŝl,i − Ĥl,i
)
.
The term on the left hand side can be integrated by parts in time, yielding
[θk(ξ, 1), θl(ξ, 1)]
1 q̂l,i−
〈
∂θk
∂τ
, θl
〉
q̂l,i = [θk(ξ, 0), ψl(ξ)]
0 wˆnl,i+〈θk, θl〉∆t
(
Ŝl,i − Ĥl,i
)
,
(31)
where the initial condition of the local Cauchy problem has been introduced
in a weak form.
Adopting the following more compact matrix-vector notation
K1 = [θk(ξ, 1), θl(ξ, 1)]
1 −
〈
∂θk
∂τ
, θl
〉
, F0 = [θk(ξ, 0), ψl(ξ)] , M = 〈θk, θl〉 ,
(32)
the system (31) is reformulated as
K1q̂l,i = F0wˆ
n
l,i + ∆tM
(
Ŝl,i − Ĥl,i
)
. (33)
Eqn. (33) constitutes an element-local nonlinear algebraic equation system for
the unknown space-time expansion coefficients q̂l,i which can be solved using
the following iterative scheme
q̂r+1l,i −∆tK−11 M Ŝr+1l,i = K−11
(
F0wˆ
n
l,i −∆tMĤrl,i
)
, (34)
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where r denotes the iteration number. In case of stiff algebraic source terms,
the discretization of S must be implicit, see [46,54,67,53]. For an efficient initial
guess of this iterative procedure in the case of stiff source terms see [67].
Together with the solution, we also have to evolve in time the geometry of the
space-time control volume, i.e. the vertex coordinates of element T ni , whose
motion is described by the ODE system
dx
dt
= V(Q,x, t), (35)
with V = V(Q,x, t) denoting the local mesh velocity. In this paper we are
developing an Arbitrary-Lagrangian-Eulerian (ALE) method, which allows the
mesh velocity to be chosen independently from the fluid velocity, so that the
scheme may reduce either to a pure Eulerian approach in the case where
V = 0 or to a fully Lagrangian-type algorithm if V coincides with the local
fluid velocity v. Any other choice for the mesh velocity is possible. The velocity
inside element Ti(t) is also expressed in terms of the space-time basis functions
θl as
Vh = θl(ξ, τ)V̂l,i, (36)
with V̂l,i = V(qˆl,i, xˆl,i, tˆl).
The local space-time DG method is used again to solve Eqn.(35) for the un-
known coordinate vector x̂l = (xl, yl, zl), according to [53,13,44], hence
K1x̂l,i = [θk(ξ, 0),x(ξ, t
n)]0 + ∆tM V̂l,i, (37)
where x(ξ, tn) is given by the mapping (3) based on the known vertex coordi-
nates of tetrahedron T ni at time t
n. The above expression is then solved by an
iterative procedure together with Eqn. (34) until the residuals of the predicted
solution given by (34) and the new vertex position x̂r+1l,i at iteration r are less
than a prescribed tolerance, typically set to 10−12.
Once we have carried out the above procedure for all the elements of the
computational domain, we end up with an element-local predictor for the
numerical solution qh, for the fluxes Fh = (fh,gh,hh), for the source term Sh
and also for the mesh velocity Vh.
Then we have to update the mesh globally, by assigning a unique velocity
vector to each node, since we do not admit discontinuities in the geometry.
In the next Section 2.3 a local node solver algorithm for the velocity together
with a rezoning algorithm will be presented in detail, in order to obtain a
uniquely defined vertex location at the new time level tn+1.
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2.3 Mesh motion
Lagrangian schemes have been designed and developed in order to compute
the flow variables by moving together with the fluid. As a consequence, the
computational mesh continuously changes its configuration in time, follow-
ing as closely as possible the flow motion. The mesh velocity plays indeed an
important role and should be evaluated very accurately using a node solver
algorithm, which assigns a velocity vector to each vertex of the mesh. A com-
parison between different node solver techniques can be found in [14]. More-
over, the flow motion may become very complex, hence highly deforming the
computational elements, that are compressed, twisted or even tangled. There-
fore, the challenge of any Lagrangian scheme is to preserve at the same time
the excellent resolution properties of contact waves and material interfaces
together with a good mesh quality without invalid elements. A suitable re-
zoning algorithm [77] is typically used to improve the mesh quality together
with a so-called relaxation algorithm [64] to partially recover the optimal La-
grangian accuracy where the computational elements are not distorted too
much. In the following we present in detail the three main steps adopted in
our ADER-WENO ALE finite volume schemes to move the mesh vertices to
the final mesh configuration at the new time level tn+1: the Lagrangian step,
the rezoning step and the relaxation step.
2.3.1 The Lagrangian step.
At the end of the local predictor procedure illustrated in Section 2.2, each
vertex k is assigned with several velocity vectors Vk,j, each of them coming
from the Voronoi neighborhood which is composed by the neighbor elements
that share the common node k. Moving the same vertex k to the next time level
tn+1 with different velocities would lead to a discontinuity in the geometry,
that is not admissible in our Lagrangian algorithm. Therefore a node solver
technique is adopted in order to fix a unique velocity for each node of the
computational grid. In [14] Boscheri et al. compare three different node solvers
for unstructured triangular meshes with each other and here we extend two
of them to the three-dimensional case, in particular the node solver NScs of
Cheng and Shu and the node solver NSm of Maire.
Let Vk be the Voronoi neighborhood of vertex k, that is composed by a total
number of Nk neighbor elements denoted by T
n
j , and let furthermore m(k)
represent a mapping from the global node number k defined in T nΩ to the local
vertex number in element T nj . The local velocity Vk,j computed within element
T nj is evaluated as the time integral of the high order vertex-extrapolated
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velocity at node k, i.e.
Vk,j =
 1∫
0
θl(ξ
e
m(k), η
e
m(k), ζ
e
m(k), τ)dτ
 V̂l,j. (38)
The node solver NScs computes the velocity Vk of vertex k as a mass weighted
average velocity among its neighborhood and it reads
Vk =
1
µk
∑
Tnj ∈Vk
µk,jVk,j, (39)
where the local weights µk,j are defined as the product between the cell aver-
aged value of density ρnj and the cell volume |T nj |, hence
µk,j = ρ
n
j |T nj |, µk =
∑
Tnj ∈Vk
µk,j. (40)
In [86,88,87] Maire et al. developed the node solver NSm for hydrodynamics,
while in [20] Despre´s presented a similar approach. All the details can be
found in the above-mentioned references, hence we limit us here only to a brief
overview of this node solver algorithm, which is based on the conservation of
total energy in the equations for compressible hydrodynamics. According to
Figure 3, k is the node index, T nj denotes the neighbor element j of vertex k and
the subscripts (jR, jL, jB) represent the three faces of tetrahedron T nj which
share node k, ordered adopting a counterclockwise convention. Furthermore
(SjR , SjL , SjR) are assumed to be one third of the corresponding face areas and
(njR ,njL ,njB) denote the associated outward pointing unit normal vectors.
Finally pj is the fluid pressure and cj is the speed of sound for hydrodynamics.
The total energy at the generic node k is conserved only if the sum of the
forces acting on node k is zero, i.e.∑
Tnj ∈Vk
Fk,j = 0. (41)
In (41) the sub-cell force Fk,j exerted by each neighbor element T
n
j onto vertex
k, is evaluated solving approximately three half Riemann problems on the
faces (jR, jL, jB). The acoustic Riemann solver of Dukowicz et al. [42] is used
to obtain the final expression for the sub-cell force, which reads
Fk,j = Sk,jpk,jnk,j −Mk,j
(
Vk −Vk,j
)
, (42)
with Sk,jnk,j = SjRnjR + SjLnjL + SjBnjB denoting the corner vector related
to node k. Vk,j represents the known vertex velocity of cell j according to (38),
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Fig. 3. Geometrical notation for the node solver NSm, where only one neighbor
element Tnj of node k is depicted. SjR , SjL , SjR denote one third of the total area of
the faces R,L,B of Tnj that share vertex k, while njR ,njL ,njB are the corresponding
outward pointing unit normal vectors.
while Vk denotes the unknown velocity of node k. Mk,j is a (3×3) symmetric
positive definite matrix that is evaluated as
Mk,j = zjRSjR
(
njR ⊗ njR
)
+ zjLSjL
(
njL ⊗ njL
)
+ zjLSjB
(
njB ⊗ njB
)
, (43)
where zj = ρjcj is the acoustic impedance. The equation for the total energy
conservation (41) can be reformulated using the expression for the sub-cell
force (42), hence obtaining a linear algebraic system for the unknown node
velocity Vk:
MkVk =
∑
Tnj ∈Vk
(Sk,jpk,jnk,j + Mk,jVk,j), Mk =
∑
Tnj ∈Vk
Mk,j. (44)
Since matrix Mk is always invertible, this system admits a unique solution and
the node velocity can always be evaluated. Instead of taking the above-defined
acoustic impedance, one can compute it as originally proposed by Dukowicz
in [42]:
zj+ = ρj
[
cj + Γj|
(
Vk −Vk,j
)
· nj+|
]
, (45)
where Γj =
γ+1
2
is a material dependent parameter which is a function of the
ratio of specific heats γ. In this case the system (44) becomes nonlinear, due
to the dependency of the acoustic impedance on the unknown node velocity,
and a suitable iterative algorithm has to be used to obtain the solution.
Once a unique velocity Vk has been defined for each node k of the mesh, the
new Lagrangian coordinates XLagk are computed as
XLagk = X
n
k + ∆tVk, (46)
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with Xnk representing the coordinates of node k at the current time level t
n.
2.3.2 The rezoning step.
The Lagrangian step allows the nodes to follow the fluid motion as closely
as possible. However, this may lead to bad quality elements, where the Ja-
cobians become very small or even negative. This either drastically decreases
the admissible timestep, according to (22), or even leads to a failure of the
computation. Therefore, also a rezoned position should be computed for each
node k in order to improve the local mesh quality without taking into account
any physical information. We use a different treatment for internal nodes and
boundary nodes. Specifically, the rezoning algorithm presented in [77,64] is
adopted for inner nodes, while a variant of the feasible set method proposed
by Berndt et al. [10] is used for the boundary nodes.
The rezoning algorithm aims at improving the mesh quality locally, i.e. in
the Voronoi neighborhood Vk of node k considering all the neighbor elements
T n+1j , which for sake of simplicity will be addressed by j. The starting point is
the Lagrangian coordinate vector XLagk obtained at the end of the Lagrangian
step. The rezoning procedure consists in optimizing a goal function Kk that
has to be defined for each node k as
Kk =
∑
Tn+1j ∈Vk
κj, (47)
where κj is the condition number of the Jacobian matrix Jj of the mapping
from the reference tetrahedron to the physical element j:
Jj =

xj,2 − xk yj,2 − yk zj,2 − zk
xj,3 − xk yj,3 − yk zj,3 − zk
xj,4 − xk yj,4 − yk zj,4 − zk
 . (48)
In (48) the coordinate vector xj,l = (xj,l, yj,l, zj,l) represents the four nodes
l = 1, 2, 3, 4 of the neighbor tetrahedron T n+1j , which are counterclockwise
ordered in such a way that node k corresponds to l = 1. Then, the condition
number of matrix Jj is given by
κj =
∥∥∥J−1j ∥∥∥ ‖Jj‖ . (49)
The goal function Kk is computed according to [77] as the sum of the local
condition numbers of the neighbors, i.e.
Kk =
∑
Tn+1j ∈Vk
κj, (50)
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and its minimization leads to a locally optimal position of the free node k.
As proposed in [64], the optimized rezoned coordinates xRezk for vertex k are
computed using the first step of a Newton algorithm, hence
xRezk = x
Lag
k −H−1k (Kk) · ∇Kk, (51)
where Hk and∇Kk represent the Hessian and the gradient of the goal function
Kk, respectively:
Hk =
∑
Tn+1j ∈Vk

∂2κj
∂x2
∂2κj
∂x∂y
∂2κj
∂x∂z
∂2κj
∂y∂x
∂2κj
∂y2
∂2κj
∂y∂z
∂2κj
∂z∂x
∂2κj
∂z∂y
∂2κj
∂z2
, ∇Kk =
∑
Tn+1j ∈Vk
(
∂κj
∂x
,
∂κj
∂y
,
∂κj
∂z
)
. (52)
For the boundary nodes we present a simplified but very efficient version of the
feasible set method proposed in [10] for two-dimensional unstructured meshes.
The original feasible set method has been designed in order to find the convex
polygon on which a vertex can lie without invalid elements in its neighborhood.
In three space dimensions such an algorithm becomes very complex and high
demanding in terms of computational efforts. In our simplified procedure the
rezoned coordinates xRez,bk of the boundary node k is evaluated as a volume
weighted average among the barycenter coordinates xLagc,j of each neighbor
element j, which is
xRez,bk =
1
αk
∑
Tn+1j ∈Vk
xLagc,j · αk,j, (53)
with the weights
αk,j = |T n+1j |, αk =
∑
Tn+1j ∈Vk
αk,j (54)
and the barycenter defined as usual as
xn+1c,j =
1
4
∑
xLagk . (55)
2.3.3 The relaxation step.
Since our ALE scheme is supposed to be as Lagrangian as possible, we do not
want to rezone the mesh nodes where it is not strictly necessary in order to
carry on the computation. Therefore the final node position Xn+1k is obtained
applying the relaxation algorithm of Galera et al. [64], that performs a convex
combination between the Lagrangian position and the rezoned position of node
k, hence
Xn+1k = X
Lag
k + ωk
(
XRezk −XLagk
)
, (56)
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where ωk is a node-based coefficient associated to the deformation of the La-
grangian grid over the time step ∆t. The values for ωk are bounded in the
interval [0, 1], so that when ωk = 0 a fully Lagrangian mesh motion occurs,
while if ωk = 1 the new node location is defined by the pure rezoned coordi-
nates XRezk . We point out that the coefficient ωk is designed to result in ωk = 0
for rigid body motion, namely rigid translation and rigid rotation, where no
element deformation occurs. Further details about the computation of ωk can
be found in [64].
2.4 Finite volume scheme
In order to develop a Lagrangian finite volume schemes on moving tetrahedra,
we adopt the same approach used for our ALE algorithm in two space dimen-
sions presented in [13,44]. There, the governing PDE (1) is reformulated more
compactly using a space-time divergence operator ∇˜, hence obtaining
∇˜ · F˜ + B˜(Q) · ∇˜Q = S(Q), ∇˜ =
(
∂
∂x
,
∂
∂y
,
∂
∂z
,
∂
∂t
)T
, (57)
where the space-time flux tensor F˜ and the system matrix B˜ explicitly read
F˜ = (f , g, h, Q) , B˜ = (B1,B2,B3, 0). (58)
For the computation of the state vector at the new time level Qn+1, the balance
law (57) is integrated over a four-dimensional space-time control volume Cni =
Ti(t)× [tn; tn+1], i.e.∫
Cni
∇˜ · F˜ dxdt+
∫
Cni
B˜(Q) · ∇˜Q dxdt =
∫
Cni
S(Q) dxdt. (59)
Application of the theorem of Gauss yields∫
∂Cni
F˜ · n˜ dS +
∫
Cni
B˜(Q) · ∇˜Q dxdt =
∫
Cni
S(Q) dxdt, (60)
where the space-time volume integral on the left of (59) has been rewritten as
the sum of the fluxes computed over the three-dimensional space-time volume
∂Cni , given by the evolution of each face of element Ti(t) within the timestep
∆t, as depicted in Figure 4. The symbol n˜ = (n˜x, n˜y, n˜z, n˜t) denotes the out-
ward pointing space-time unit normal vector on the space-time face ∂Cni .
Since the algorithm is required to deal with both, conservative and non-
conservative hyperbolic systems, we use a path-conservative approach to in-
tegrate the non-conservative product, see [116,97,22,21,100,45,47,52,44]. One
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thus obtains∫
∂Cni
(
F˜ + D˜
)
· n˜ dS +
∫
Cni \∂Cni
B˜(Q) · ∇˜Q dxdt =
∫
Cni
S(Q) dxdt, (61)
where a new term D˜ has been introduced in order to take into account poten-
tial jumps of the solution Q on the space-time element boundaries ∂Cni . This
term is computed by the path integral
D˜ · n˜ = 1
2
1∫
0
B˜
(
Ψ(Q−,Q+, s)
)
· n˜ ∂Ψ
∂s
ds. (62)
The integration path Ψ in (62) is chosen to be a simple straight-line segment
[97,22,47,52], although other choices are possible. Therefore it reads
Ψ = Ψ(Q−,Q+, s) = Q− + s(Q+ −Q−), (63)
and the jump term (62) simply reduces to
D˜ · n˜ = 1
2
 1∫
0
B˜
(
Ψ(Q−,Q+, s)
)
· n˜ ds
(Q+ −Q−) , (64)
with (Q−,Q+) representing the two vectors of conserved variables within ele-
ment T ni and its direct neighbor T
n
j , respectively.
Let Ni denote the Neumann neighborhood of tetrahedron Ti(t), which is the
set of directly adjacent neighbors Tj(t) that share a common face ∂Tij(t) with
tetrahedron Ti(t). The space-time volume ∂C
n
i is composed by four space-
time sub-volumes ∂Cnij, each of them defined for each face of tetrahedron Ti(t)
as depicted in Figure 4, and two more space-time sub-volumes, T ni and T
n+1
i ,
that represent the tetrahedron configuration at times tn and tn+1, respectively.
Hence, the space-time volume ∂Cni involves overall a total number of six space-
time sub-volumes, i.e.
∂Cni =
 ⋃
Tj(t)∈Ni
∂Cnij
 ∪ T ni ∪ T n+1i . (65)
Each of the space-time sub-volumes is mapped to a reference element in order
to simplify the integral computation. For the configurations at the current and
at the new time level, T ni and T
n+1
i , we use the mapping (3) with (ξ, η, ζ) ∈
[0; 1]. The space-time unit normal vectors simply read n˜ = (0, 0, 0,−1) for T ni
and n˜ = (0, 0, 0, 1) for T n+1i , since these volumes are orthogonal to the time
coordinate. For the lateral sub-volumes ∂Cnij we adopt a linear parametrization
to map the physical volume to a four-dimensional space-time reference prism,
as shown in Figure 4. Starting from the old vertex coordinates Xnik and the
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new ones Xn+1ik , that are known from the mesh motion algorithm described in
Section 2.3, the lateral sub-volumes are parametrized using a set of linear basis
functions βk(χ1, χ2, τ) that are defined on a local reference system (χ1, χ2, τ)
which is oriented orthogonally w.r.t. the face ∂Tij(t) of tetrahedron T
n
i , e.g. the
reference time coordinate τ is orthogonal to the reference space coordinates
(χ1, χ2) that lie on ∂Tij(t). The temporal mapping is simply given by t =
tn + τ ∆t, hence tχ1 = tχ2 = 0 and tτ = ∆t. The lateral space-time volume
∂Cnij is defined by six vertices of physical coordinates X˜
n
ij,k. The first three
vectors (Xnij,1,X
n
ij,2,X
n
ij,3) are the nodes defining the common face ∂Tij(t
n) at
time tn, while the same procedure applies at the new time level tn+1. Therefore
the six vectors X˜nij,k are given by
X˜nij,1 =
(
Xnij,1, t
n
)
, X˜nij,2 =
(
Xnij,2, t
n
)
, X˜nij,3 =
(
Xnij,3, t
n
)
,
X˜nij,4 =
(
Xn+1ij,2 , t
n+1
)
, X˜nij,5 =
(
Xn+1ij,1 , t
n+1
)
, X˜nij,6 =
(
Xn+1ij,1 , t
n+1
)
,
(66)
and the parametrization for ∂Cnij reads
∂Cnij = x˜ (χ1, χ2, τ) =
6∑
k=1
βk(χ1, χ2, τ) X˜
n
ij,k, (67)
with 0 ≤ χ1 ≤ 1, 0 ≤ χ2 ≤ 1 − χ1 and 0 ≤ τ ≤ 1. The basis functions
βk(χ1, χ2, τ) are given by
β1(χ1, χ2, τ) = (1− χ1 − χ2)(1− τ), β4(χ1, χ2, τ) = (1− χ1 − χ2)(τ)
β2(χ1, χ2, τ) = χ1(1− τ), β5(χ1, χ2, τ) = χ1τ,
β3(χ1, χ2, τ) = χ2(1− τ), β6(χ1, χ2, τ) = χ2τ. (68)
The coordinate transformation is associated with a matrix T that reads
T =
(
eˆ,
∂x˜
∂χ1
,
∂x˜
∂χ2
,
∂x˜
∂τ
)T
, (69)
with eˆ = (eˆ1, eˆ2, eˆ3, eˆ4) and where eˆp represents the unit vector aligned with
the p-th axis of the physical coordinate system (x, y, z, t). In the following x˜q
denotes the q-th component of vector x˜. The determinant of T produces at
the same time the space-time volume |∂Cnij| of the space-time sub-face ∂Cnij
and the space-time normal vectors n˜ij, as
n˜ij =
(
pqrs eˆp
∂x˜q
∂χ1
∂x˜r
∂χ2
∂x˜s
∂τ
)
/|∂Cnij|, (70)
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Fig. 4. Physical space-time element (a) and parametrization of the lateral space-time
sub-face ∂Cnij (b). The dashed red lines denote the evolution in time of the faces of
the tetrahedron, whose configuration at the current time level tn and at the new
time level tn+1 is depicted in black and blue, respectively.
where the Levi-Civita symbol has been used according to the usual definition
pqrs =

+1, if (p, q, r, s) is an even permutation of (1, 2, 3, 4),
−1, if (p, q, r, s) is an odd permutation of (1, 2, 3, 4),
0, otherwise,
(71)
and with
|∂Cnij| =
∥∥∥∥∥pqrs eˆp ∂x˜q∂χ1 ∂x˜r∂χ2 ∂x˜s∂τ
∥∥∥∥∥ . (72)
The final one-step ALE finite volume scheme takes the following form:
|T n+1i |Qn+1i = |T ni |Qni−
∑
Tj∈Ni
1∫
0
1∫
0
1−χ1∫
0
|∂Cnij|G˜ij dχ2dχ1dτ+
∫
Cni \∂Cni
(Sh −Ph) dxdt,
(73)
where the term G˜ij ·n˜ij contains the Arbitrary-Lagrangian-Eulerian numerical
flux function as well as the path-conservative jump term, hence allowing the
discontinuity of the predictor solution qh that occurs at the space-time sub-
face ∂Cnij to be properly resolved. The volume and surface integrals appearing
in (73) are approximated using multidimensional Gaussian quadrature rules,
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see [109] for details. The term G˜ij can be evaluated using a simple ALE
Rusanov-type scheme [53] as
G˜ij =
1
2
(
F˜(q+h ) + F˜(q
−
h )
)
· n˜ij + 1
2
 1∫
0
B˜(Ψ) · n˜ ds− |λmax|I
(q+h − q−h ) ,
(74)
where q−h and q
+
h are the local space-time predictor solution inside element
Ti(t) and the neighbor Tj(t), respectively, and |λmax| denotes the maximum
absolute value of the eigenvalues of the matrix A˜ · n˜ in space-time normal
direction. Using the normal mesh velocity V · n, matrix A˜n˜ reads
A˜n˜ = A˜ · n˜ =
(√
n˜2x + n˜
2
y + n˜
2
z
) [( ∂F
∂Q
+ B
)
· n− (V · n) I
]
, (75)
with I denoting the ν × ν identity matrix, A = ∂F/∂Q + B representing the
classical Eulerian system matrix and n being the spatial unit normal vector
given by
n =
(n˜x, n˜y, n˜z)
T√
n˜2x + n˜
2
y + n˜
2
z
. (76)
The numerical flux term G˜ij can be also computed relying on a more sophis-
ticated Osher-type scheme [96], introduced by Dumbser et al. for the Eulerian
framework in [51,52] and then extended to moving meshes for conservative
[53,13] and non-conservative hyperbolic balance laws [44]. It reads
G˜ij =
1
2
(
F˜(q+h ) + F˜(q
−
h )
)
·n˜ij+1
2
 1∫
0
(
B˜(Ψ) · n˜−
∣∣∣A˜n˜(Ψ)∣∣∣) ds
(q+h − q−h ) ,
(77)
where the matrix absolute value operator is computed as usual as
|A| = R|Λ|R−1, |Λ| = diag (|λ1|, |λ2|, ..., |λν |) , (78)
with the right eigenvector matrix R and its inverse R−1. According to [52,51]
Gaussian quadrature formulae of sufficient accuracy are adopted to evaluate
the path integral present in (77).
Furthermore integration over a closed space-time control volume as done in
the scheme presented above automatically respects the geometric conservation
law (GCL), since application of Gauss’ theorem yields
∫
∂Cni
n˜ dS = 0. (79)
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3 Test problems
In order to validate the unstructured three-dimensional ALE ADER-WENO
schemes presented in this paper we solve in the following a set of test prob-
lems using different hyperbolic systems of governing equations that can all be
cast into form (1). We will consider the Euler equations of compressible gas
dynamics, the equations of ideal classical magnetohydrodynamics (MHD) as
well as the Baer-Nunziato model of compressible multi-phase flows with relax-
ation source terms, hence dealing with both conservative and non-conservative
hyperbolic PDE.
For the Euler and ideal classical MHD equations we always use the node
solver NSm to compute the mesh velocity, according to (44), while the simple
algorithm NScs given by (39) is adopted for the Baer-Nunziato model. For
each of the test cases of the Euler and MHD equations we choose the local
mesh velocity as the local fluid velocity, hence
V = v. (80)
Furthermore we normally do not use the flattener technique illustrated in
Section 2.1, but we explicitly write when it has been activated.
3.1 The Euler equations of compressible gas dynamics
Let Q = (ρ, ρu, ρv, ρw, ρE) be the vector of conserved variables with ρ de-
noting the fluid density, v = (u, v, w) representing the velocity vector and ρE
being the total energy density. Let furthermore p be the fluid pressure and
γ the ratio of specific heats of the ideal gas, so that the speed of sound is
c =
√
γp
ρ
. The three-dimensional Euler equations of compressible gas dynam-
ics can be cast into form (1), with the state vector Q previously defined and
the flux tensor F = (f ,g,h) given by
f =

ρu
ρu2 + p
ρuv
ρuw
u(ρE + p)

, g =

ρv
ρuv
ρv2 + p
ρvw
v(ρE + p)

, h =

ρw
ρuw
ρvw
ρw2 + p
w(ρE + p)

. (81)
The term B appearing in (1) is zero for this hyperbolic conservation law,
because the system does not involve any non-conservative term. The system
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is then closed by the equation of state for an ideal gas, which reads
p = (γ − 1)
(
ρE − 1
2
ρv2
)
. (82)
3.1.1 Numerical convergence studies
The convergence studies of our Lagrangian WENO finite volume schemes are
carried out using the Euler equations of compressible gas dynamics (81) for the
solution of a smooth convected isentropic vortex first proposed on unstructured
meshes by Hu and Shu [69] in two space dimensions. The initial computational
domain for the three-dimensional case is the box Ω(0) = [0; 10]× [0; 10]× [0; 5]
with periodic boundary conditions imposed on each face. The initial condition
is the same given in [69] where we set to zero the z−aligned velocity component
w and it is given as a linear superposition of a homogeneous background field
and some perturbations δ:
U = (ρ, u, v, w, p) = (1 + δρ, 1 + δu, 1 + δv, 1 + δw, 1 + δp). (83)
The perturbation of the velocity vector v = (u, v, w) as well as the perturba-
tion of temperature T read
δu
δv
δw
 =

2pi
e
1−r2
2

−(y − 5)
(x− 5)
0
 , δT = −
(γ − 1)2
8γpi2
e1−r
2
, (84)
where the radius of the vortex has been defined on the x − y plane as r2 =
(x − 5)2 + (y − 5)2, the vortex strength is  = 5 and the ratio of specific
heats is set to γ = 1.4. The entropy perturbation is assumed to be zero, i.e.
S = p
ργ
= 0, while the perturbations for density and pressure are given by
δρ = (1 + δT )
1
γ−1 − 1, δp = (1 + δT ) γγ−1 − 1. (85)
The vortex is furthermore convected with constant velocity vc = (1, 1, 1). As
done in [13], the final time of the simulation is chosen to be tf = 1.0, otherwise
the deformations occurring in the mesh due to the Lagrangian motion would
stretch and twist the tetrahedral elements so highly that a rezoning stage
would be necessary. Here we want the convergence studies to be done with
a pure Lagrangian motion, hence no rezoning procedure is admitted and the
final time tf has been set to a sufficiently small value. The exact solution Qe
can be simply computed as the time-shifted initial condition, e.g. Qe(x, tf ) =
Q(x− vctf , 0), with the convective mean velocity vc previously defined. The
error is measured at time tf using the continuous L2 norm with the high order
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Table 1
Numerical convergence results for the compressible Euler equations using the first
up to sixth order version of the three-dimensional Lagrangian one-step WENO finite
volume schemes presented in this article. The error norms refer to the variable ρ
(density) at time t = 1.0.
h(Ω(tf )) L2 O(L2) h(Ω, tf ) L2 O(L2)
O1 O2
3.43E-01 1.081E-01 - 2.89E-01 2.214E-02 -
2.85E-01 9.159E-02 0.9 2.16E-01 1.202E-02 2.1
2.09E-01 6.875E-02 0.9 1.52E-01 5.865E-03 2.0
1.47E-01 4.899E-02 1.0 1.13E-01 3.254E-03 2.0
O3 O4
2.89E-01 1.718E-02 - 2.89E-01 4.116E-03 -
2.17E-01 7.641E-03 2.8 2.17E-01 1.369E-03 3.8
1.52E-01 2.601E-03 3.1 1.52E-01 3.273E-04 4.1
1.13E-01 1.049E-03 3.1 1.13E-01 9.802E-05 4.1
O5 O6
2.89E-01 2.272E-03 - 2.89E-01 1.015E-03 -
2.17E-01 6.605E-04 4.3 2.17E-01 2.312E-04 5.1
1.52E-01 1.234E-04 4.8 1.52E-01 3.090E-05 5.7
1.13E-01 2.932E-05 4.9 1.13E-01 6.576E-06 5.2
reconstructed solution wh(x, tf ), hence
L2 =
√√√√ ∫
Ω(tf )
(Qe(x, tf )−wh(x, tf ))2 dx, (86)
where h(Ω(tf )) represents the mesh size which is taken to be the maximum
diameter of the circumspheres of the tetrahedral elements in the final domain
configuration Ω(tf ). Figure 5 shows some of the successively refined meshes
at the initial time t = 0 used for this test case, while Table 1 reports the
numerical convergence rates obtained with first to sixth order ADER-WENO
schemes. The Osher-type flux (77) has been used in all computations.
In order to identify the most expensive part of the algorithm in terms of com-
putational efficiency, we also collect the times used for carrying on the WENO
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Fig. 5. Sequence of tetrahedral meshes used for the numerical convergence studies.
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Table 2
Computational cost of the second, third and fourth order version of the ALE WENO
finite volume schemes discussed in this paper. The times used for the WENO re-
construction, the local space-time predictor and the flux evaluation are given in
percentage w.r.t. the total time of the computation.
Component of the algorithm O(2) O(3) O(4)
WENO Reconstruction 22 % 30 % 40 %
Space-Time Predictor 5 % 9 % 3 %
Flux Evaluation 73 % 61 % 57 %
Total time [s] 135 423 2040
reconstruction, the local space-time predictor and the Lagrangian flux evalua-
tion. We run the simulation in parallel on four Intel Core i7-2600 CPUs with a
clock-speed of 3.40GHz. We consider a coarse grid with a characteristic mesh
size of h = 0.042 containing a total number of elements of NE = 60157 and
we perform the isentropic vortex test case presented in this Section using the
Osher-type numerical flux (77) until the final time of tf = 1.0. Table 2 reports
the computational cost of each part of the algorithm for second, third and
fourth order accurate Lagrangian finite volume schemes. The most expensive
part of the algorithm is the flux evaluation, since in the Lagrangian framework
no quadrature-free approach is possible, due to the continuous evolution of the
geometry configuration that does not allow the flux computation to be treated
as done for the Eulerian case in [48], where the space-time basis used for the
flux integrals in (73) can be integrated on the reference space-time element
in the pre-processing step and stored only once. As the order of accuracy in-
creases the relative cost of the WENO reconstruction procedure also increases
because the reconstruction stencils become larger, while the local space-time
predictor step is the least expensive part of the whole algorithm.
3.1.2 The Sod shock tube problem
Here we solve in a three-dimensional setting the well-known Sod shock tube
problem, which is a classical one-dimensional test problem that involves a rar-
efaction wave traveling towards the left boundary as well as a right-moving
contact discontinuity and a shock wave traveling to the right. The initial com-
putational domain is the box Ω(0) = [−0.5; 0.5]× [−0.05; 0.05]× [−0.05; 0.05],
which is discretized with a total number of NE = 70453 tetrahedral elements
with a characteristic mesh size of h = 1/100. We set periodic boundaries in
the y and z directions, while transmissive boundaries are imposed along the x
direction. The final time of the simulation is chosen to be tf = 0.2. The initial
condition consists in a discontinuity located at x0 = 0 between two different
states UL and UR, where U = (ρ, u, v, w, p) denotes the vector of primitive
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variables:
U(x, 0) =
UL = (1.0, 0, 0, 0, 1.0) , if x ≤ x0,UR = (0.125, 0, 0, 0, 0.1) , if x > x0. (87)
Although the Sod problem is a one-dimensional test case, it becomes multidi-
mensional when applied to unstructured meshes, where in general the element
faces are not aligned with the coordinate axis or the fluid motion. Hence, it
is actually a non trivial test problem. Moreover, a contact wave is present in
the solution, so that one can check how well it is resolved by the Lagrangian
scheme. A third order scheme has been used together with the Osher-type flux
(77). The computational results are shown in Figure 6 and compared with the
exact solution obtained with the exact Riemann solver presented in [115]. The
contact wave has been resolved very well with only one intermediate point and
overall a very good agreement with the exact solution is achieved for density,
as well as for pressure and for the horizontal velocity component u.
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Fig. 6. Final 3D mesh configuration together with a 1D cut along the x-axis through
the third order numerical results and comparison with exact solution for the three-
-dimensional Sod shock tube problem at time t = 0.2.
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3.1.3 Three-dimensional explosion problem
The explosion problem can be seen as a fully three-dimensional extension of
the Sod problem presented in Section 3.1.2 before. The initial domain is the
sphere of radius Ro = 1, i.e. Ω(0) = {x : ‖x‖ ≤ Ro}, in which a sphere of
radius R = 0.5 separates two different constant states:
U(x, 0) =
 Ui = (1, 0, 0, 0, 1), if ‖x‖ ≤ R,Uo = (0.125, 0, 0, 0, 0.1), if ‖x‖ > R. (88)
The inner state Ui and the outer state Uo correspond to the ones of the 1D
Sod problem. For spherically symmetric problems, the multidimensional Euler
system (1)-(81) can be simplified to a one-dimensional system with geometric
source terms, see [115,13]. It reads
Qt + F(Q)r = S(Q), (89)
with
Q =

ρ
ρu
ρE
 , F =

ρu
ρu2 + p
u(ρE + p)
 , S = −
d− 1
r

ρu
ρu2
u(ρE + p)
 . (90)
The radial direction is denoted as usual by r, while u represents the radial
velocity and d is the number of space dimensions. In order to compute a
suitable reference solution we set d = 3 and a classical second order TVD
scheme [115] with Rusanov flux has been used to solve the inhomogeneous
system of equations (89) on a one-dimensional mesh of 15000 points in the
radial interval r ∈ [0; 1].
The ratio of specific heats is assumed to be γ = 1.4 and the final time is tf =
0.25. The computational domain is discretized with a total number of elements
of NE = 7225720 and transmissive boundary conditions have been imposed
on the external boundary. Figure 7 shows a comparison between the reference
solution and the numerical results, computed using the fourth order version of
our ALE WENO schemes together with the Osher-type numerical flux (77).
The solution involves three different waves, namely one spherical shock wave
traveling towards the external boundary of the domain, the rarefaction fan
which is moving to the opposite direction and the contact wave in between,
that is very well resolved due to the Lagrangian approach together with the
use of the little diffusive Osher-type numerical flux. A slice of the entire mesh
configuration at four different output times is depicted in Figure 8, where the
progressively compression of the tetrahedra located at the shock frontier can
be clearly identified.
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Fig. 7. Fourth order numerical results and comparison with the reference solution
for the three-dimensional explosion problem at time t = 0.25.
3.1.4 The Kidder problem
In [76] Kidder proposed this test problem, which has become a classical bench-
mark for Lagrangian schemes [86,20]. It consists in an isentropic compression
of a portion of a shell filled with a prefect gas which is assigned with the
following initial condition:

ρ0(r)
v0(r)
p0(r)
 =

(
r2e,0−r2
r2e,0−r2i,0
ργ−1i,0 +
r2−r2i,0
r2e,0−r2e,0ρ
γ−1
e,0
) 1
γ−1
0
s0ρ0(r)
γ
 , (91)
where r =
√
x2 + y2 + z2 represents the general radial coordinate, (ri(t), re(t))
are the time-dependent internal and external frontier that delimit the shell,
ρi,0 = 1 and ρe,0 = 2 are the corresponding initial values of density and
γ = 5
3
is the ratio of specific heats. Furthermore s0 denotes the initial entropy
distribution, that is assumed to be uniform, i.e. s0 =
p0
ργ0
= 1.
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Fig. 8. Mesh configuration for the explosion problem at times t = 0.00, t = 0.08,
t = 0.16 and t = 0.25.
The initial computational domain Ω(0) is one eighth of the entire shell and is
depicted in Figure 9 on the left. Sliding wall boundary conditions are imposed
on the lateral faces and on the bottom, while on the internal and on the
external frontier a space-time dependent state is assigned according to the
exact analytical solution R(r, t) [76], which is defined at the general time t for
a fluid particle initially located at radius r as a function of the radius and the
homothety rate h(t), i.e.
R(r, t) = h(t)r, h(t) =
√
1− t
2
τ 2
, (92)
where τ is the focalisation time
τ =
√√√√γ − 1
2
(r2e,0 − r2i,0)
c2e,0 − c2i,0
(93)
with ci,e =
√
γ pi,e
ρi,e
representing the internal and external sound speeds. As
done in [20,86], the final time of the simulation is chosen in such a way that
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the compression rate is h(tf ) = 0.5, hence tf =
√
3
2
τ and the the exact location
of the shell is bounded with 0.45 ≤ R ≤ 0.5.
The computational domain is discretized with a total number of NE = 111534
elements and we use the fourth order version of our ALE ADER-WENO
scheme together with the Osher-type flux (77). Figure 9 shows the initial
and the final density distribution of the shell as well as the evolution of the in-
ternal and external frontier location during the simulation. Furthermore Table
3 reports the associated absolute error |err|, that has been evaluated as the
difference between the analytical and the numerical location of the internal
and external radius at the final time tf .
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Fig. 9. Left: position and mesh configuration of the shell at times t = 0 and at t = tf .
Right: Evolution of the internal and external radius of the shell and comparison
between analytical and numerical solution.
rex rnum |err|
Internal radius 0.450000 0.449765 2.35E-04
External radius 0.500000 0.499727 2.73E-04
Table 3
Absolute error for the internal and external radius location between exact (rex) and
numerical (rnum) solution.
3.1.5 The Saltzman problem
The Saltzman problem involves a strong shock wave that is caused by the
motion of a piston traveling along the main direction of a rectangular box.
This test case was first proposed in [41] for a two-dimensional Cartesian grid
that has been skewed and it represents a very challenging test problem that
allows the robustness of any Lagrangian scheme to be validated, because the
mesh is not aligned with the fluid motion. According to [91], we consider the
three-dimensional extension of the original problem [41,19], hence the initial
computational domain is the box Ω(0) = [0; 1] × [0; 0.1] × [0; 0.1] which is
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discretized with a total number of NE = 50000 tetrahedral elements. The
computational mesh is obtained as follows:
• the domain is initially meshed with a uniform Cartesian grid composed by
100× 10× 10 cubic elements, as done in [91];
• each cube is then split into five tetrahedra;
• finally we use the mapping given in [19,91] to transform the uniform grid,
defined by the coordinate vector x = (x, y, z), to the skewed configuration
x′ = (x′, y′, z′):
x′=x+ (0.1− z) (1− 20y) sin(pix) for 0 ≤ y ≤ 0.05,
x′=x+ z (20y − 1) sin(pix) for 0.05 < y ≤ 0.1,
y′= y,
z′= z. (94)
The initial mesh configuration as well as the final mesh configuration are
depicted in Figure 10.
Fig. 10. Initial and final mesh configuration for the Saltzman problem.
According to [82], the computational domain is filled with a perfect gas with
the initial state Q0 given by
Q0 = (1, 0, 0, 0, ) . (95)
The ratio of specific heats is taken to be γ = 5
3
,  = 10−4 and the final time
is set to tf = 0.6. The piston is traveling from the left to the right side of the
domain with velocity vp = (1, 0, 0) and it starts moving at the initial time while
the gas is at rest. In the initial time steps the scheme must obey a geometric
CFL condition, i.e. the piston must not move more than one element per time
step. Sliding wall boundary conditions have been set everywhere, except for
the piston, which has been assigned with moving slip wall boundary condition.
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The exact solution Qex for the Saltzman problem can be computed by solving
a one-dimensional Riemann problem, see [13,115] for details. It reads
Qex(x, tf ) =
 (4, 4, 0, 0, 4) if x ≤ xf ,(1, 0, 0, 0, ) if x > xf , (96)
where xf = 0.8 is the shock location at time tf = 0.6.
The numerical results have been obtained with the third order ALE WENO
scheme using a robust Rusanov-type numerical flux (74) and they are de-
picted in Figure 11. A good agreement with the exact solution can be noticed
regarding both density and velocity distribution at the final time tf = 0.6.
The decrease of density near the piston is due to the well known wall-heating
problem, see [114]. The positivity preserving technique presented in Section
2.1 has been used to smear out some unphysical oscillations occurring at the
shock.
x
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1 y0
0.05
0.1
rh
o
1
1.5
2
2.5
3
3.5
4
Y
Z
X
x
rh
o
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 10.5
1
1.5
2
2.5
3
3.5
4
4.5
Exact solution
ALE WENO (O3)
x
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
y
0
0.05
0.1
u
0
0.2
0.4
0.6
0.8
1
Y
Z
X
x
u
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Exact solution
ALE WENO (O3)
Fig. 11. Third order numerical results for the Saltzman problem: density (top)
and velocity (bottom) distribution and comparison with analytical solution at time
t = 0.6.
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3.1.6 The Sedov problem
In this section we consider the spherical symmetric Sedov problem, which
describes the evolution of a blast wave generated at the origin O = (x, y, z) =
(0, 0, 0) of the initial cubic computational domain Ω(0) = [0; 1.2] × [0; 1.2] ×
[0; 1.2]. It is a well-known test case for Lagrangian schemes [86,91,85] that
becomes very challenging in the three-dimensional case. An analytical solution
which is based on self-similarity arguments is furthermore available from the
work of Kamm et al. [72]. As done in [85] we consider two different meshes, the
first one m1 is composed by 20×20×20 cubes, while the second one m2 involves
40× 40× 40 elements. Each cube is then split into five tetrahedra for a total
number of elements of NE,1 = 40000 and NE,2 = 320000. The computational
domain is filled with a prefect gas with γ = 1.4, which is initially at rest and is
assigned with a uniform density ρ0 = 1. The total energy Etot is concentrated
only in the cell cor containing the origin O, therefore the initial pressure is
given by
por = (γ − 1)ρ0 Etot
8 · Vor , (97)
where Vor is the volume of the cell cor, which is composed by five tetrahedra,
and the factor 1
8
takes into account the spherical symmetry, since the com-
putational domain Ω(0) is only the eighth part of the entire domain, which
would have to be considered if we did not assume the spherical symmetry.
According to [85] we set Etot = 0.851072, while in the rest of the domain the
initial pressure is p0 = 10
−6. At the final time of the simulation tf = 1.0 the
exact solution is a symmetric spherical shock wave located at radius r = 1
with a density peak of ρ = 6. We use the third order accurate version of the
ALE WENO schemes presented in this paper together with the Rusanov-type
numerical flux (74) and the positivity preserving algorithm illustrated in Sec-
tion 2.1. The numerical solution for the Sedov problem has been computed
on both meshes m1 and m2. Figure 12 shows the solution for density at the
final time of the simulation as well as the mesh configuration and a compari-
son between the numerical and the exact density distribution along the radial
direction.
3.2 The magnetohydrodynamics (MHD) equations
The equations of ideal classical magnetohydrodynamics (MHD) constitute a
more complicated hyperbolic conservation law compared to the Euler equa-
tions used so far, especially because this system introduces an additional con-
straint regarding the divergence of the magnetic field that must remain zero
in time, i.e.
∇ ·B = 0. (98)
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Fig. 12. Third order results for the Sedov problem on the coarse grid m1 (left col-
umn) and on the fine grid m2 (right column). From top to bottom: solution for
density at the final time of the simulation (top row), mesh configuration at the
final time tf = 1.0 (middle row) and comparison between analytical and numerical
density distribution along the diagonal straight line that crosses the cubic compu-
tational domain (bottom row).
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If the magnetic field B is initialized with data that are guaranteed to be
divergence-free, then Eqn. (98) is always satisfied for the exact solution. The
difficulty appears at the discrete level, where the numerical divergence-free
constraint has to be carefully taken into account and properly treated. As
done for the two-dimensional ALE WENO finite volume schemes presented
in [14], we adopt the hyperbolic version of the generalized Lagrangian mul-
tiplier (GLM) divergence cleaning approach proposed by Dedner et al. [33],
hence adding to the MHD system one more variable Ψ as well as one more
linear scalar PDE that aims at transporting the divergence errors out of the
computational domain with an artificial divergence cleaning speed ch. The
augmented MHD system can be cast into form (1) and reads
∂
∂t

ρ
ρv
ρE
B
ψ

+∇ ·

ρv
ρvv + ptI− 14piBB
v(ρE + pt)− 14piB(v ·B)
vB−Bv + ψI
c2hB

= 0. (99)
The non-conservative part of the ideal MHD system is zero, the velocity vector
is denoted by v = vi = (u, v, w) and similarly the vector of the magnetic field
is addressed with B = Bi = (Bx, By, Bz). The system is then closed by the
equation of state
p = (γ − 1)
(
ρE − 1
2
v2 − B
2
8pi
)
, (100)
with γ representing the ratio of specific heats and the total pressure being
defined as pt = p+
1
8pi
B2.
We define also the fastest magnetosonic speed, needed for the node solver
NSm. It reads
c =
√√√√√√1
2
γp
ρ
+ (Bx +By +Bz) +
√√√√(γp
ρ
+ (Bx +By +Bz)
)2
− 4γp
ρ
B2x
4piρ
.
(101)
3.2.1 The MHD rotor problem
The first test case for the ideal classical MHD equations is the MHD rotor
problem proposed by Balsara et al. in [4]. It consists in a fluid of high density
that is rotating very quickly, surrounded by a fluid at rest with low density.
The initial computational domain Ω(0) is a sphere of radius R0 = 0.5 which is
discretized with a total number of tetrahedra of NE = 1089071. The generic
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radial position is denoted by r =
√
x2 + y2 + z2 and at radius R = 0.1 the
inner region with the high density fluid is separated by the outer region.
Therefore the initial density distribution is ρ = 10 for 0 ≤ r ≤ R and ρ = 1 in
the rest of the domain, while the angular velocity ω of the rotor is assumed to
be constant and it is chosen in such a way that at r = R the toroidal velocity
is vt = ω · R = 1. The initial discontinuity for density and velocity occurring
at the frontier r = R is smeared out according to [4], where a linear taper
bounded by 0.1 ≤ r ≤ 0.13 is applied in such a way that the internal values
for density and velocity match exactly those ones of the outer region. The
pressure is p = 1 in the whole computational domain and a constant magnetic
field B = (2.5, 0, 0)T is imposed everywhere. The divergence cleaning velocity
is taken to be ch = 2, while the ratio of specific heats is set to γ = 1.4 and the
final time is tf = 0.25. Transmissive boundary conditions have been imposed
at the external boundary. The numerical results for the MHD rotor problem
have been obtained using the third order version of the ALE WENO schemes
presented in this paper with the Rusanov-type flux (74) and they are depicted
in Figure 13. Although the mesh adopted for the simulation is coarser than
the one used in [4], we can note a good qualitative agreement with the solution
presented in [4] (note that the present simulation is carried out in 3D). The
rezoning procedure described in Section 2.3 allows the mesh to be reasonably
well shaped, even with the strong deformations produced by the velocity field
of the rotor. Figure 14 shows the initial and the final mesh configuration and
the corresponding density distribution.
3.2.2 The MHD blast wave problem
The blast wave problem constitutes a benchmark in magnetohydrodynam-
ics. A strong circular fast magnetosonic shock wave is traveling from the
center to the boundaries of the initial computational domain Ω(0), which
is a sphere of radius R0 = 0.5. The frontier delimited by radius R = 0.1
splits the domain into two parts, hence defining an inner state Ui and an
outer state Uo, that are initially assigned in terms of primitive variables
U = (ρ, u, v, w, p, Bx, By, Bz, ψ) as
U(x, 0) =
 Ui = (1.0, 0.0, 0.0, 0.1, 70, 0.0, 0.0) if r ≤ R,Uo = (1.0, 0.0, 0.0, 1000, 70, 0.0, 0.0) if r > R, (102)
where r =
√
x2 + y2 + z2. We use the same mesh adopted for the MHD rotor
problem described in the previous section and we set transmissive boundary
conditions at the external boundary. The final time of the computation is
tf = 0.01 and the ratio of specific heats is taken to be γ = 1.4. The numerical
results obtained with the third order version of the scheme using the Rusanov-
type flux (74) are depicted in Figure 15, where the logarithm of density and
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Fig. 13. Third order numerical results for the ideal MHD rotor problem at time
t = 0.25. Top: density and pressure. Bottom: magnitude of the magnetic field and
Mach number.
pressure, as well as the magnitude of both the velocity and the magnetic
field are reported. The solution is in qualitative agreement with the results
shown in [14,12], where the two-dimensional version of our Lagrangian WENO
algorithm has been used to run this test case. The tetrahedral mesh at the
final time t = 0.01 is depicted in Figure ??.
3.3 The Baer-Nunziato model of compressible two-phase flows
We consider here the Baer-Nunziato model for compressible two-phase flows,
which has been developed by Baer and Nunziato in [3] for describing deto-
nation waves in solid-gas combustion processes. The first phase is normally
addressed as the solid phase, while the second one as the gas phase and in
this paper we will use the subscripts 1 and 2 to define them. We will use equiv-
alently also the subscripts s and g to denote the solid and the gas phase. Let
k = 1, 2 be the phase number and φk be the volume fraction of phase k with
the condition φ1 +φ2 = 1, while ρk and pk represent the corresponding density
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Fig. 14. Mesh configuration and density distribution for the MHD rotor problem at
the initial time t = 0.0 (top) and at the final time t = 0.25 (bottom).
and pressure, respectively. Let furthermore the velocity vector of each phase
be addressed with uk = (uk, vk, wk). The full seven-equation Baer-Nunziato
model with relaxation source terms results in a non-conservative system of
nonlinear hyperbolic PDE that can be written as
∂
∂t
(φ1ρ1) +∇ · (φ1ρ1u1) = 0,
∂
∂t
(φ1ρ1u1) +∇ · (φ1ρ1u1u1) +∇φ1p1 = pI∇φ1 − λ (u1 − u2) ,
∂
∂t
(φ1ρ1E1) +∇ · ((φ1ρ1E1 + φ1p1) u1) = −pI∂tφ1 − λuI · (u1 − u2) ,
∂
∂t
(φ2ρ2) +∇ · (φ2ρ2u2) = 0,
∂
∂t
(φ2ρ2u2) +∇ · (φ2ρ2u2u2) +∇φ2p2 = pI∇φ2 − λ (u2 − u1) ,
∂
∂t
(φ2ρ2E2) +∇ · ((φ2ρ2E2 + φ2p2) u2) = pI∂tφ1 − λuI · (u2 − u1) ,
∂
∂t
φ1 + uI∇φ1 = µ(p1 − p2),

(103)
where only strongly simplified interphase drag and pressure relaxation source
terms are considered. Further details on the choice and the formulation of
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Fig. 15. Third order numerical results for the Blast problem at time t = 0.01. Top:
logarithm (base 10) of the density and logarithm (base 10) of the pressure. Bottom:
magnitude of the velocity field and the magnetic field.
such terms can be found in [73]. The so-called stiffened gas equation of state
is then used for each of the two phases to close the system:
ek =
pk + γkpik
ρk(γk − 1) . (104)
The specific total energy of each phase is Ek = ek +
1
2
uk
2 with ek denoting
the corresponding internal energy, while in the system (103) µ is a parameter
which characterizes pressure relaxation and λ is related to the friction between
the phases. According to [3,73] the velocity at the interface I is taken to be
the solid velocity, while for the interface pressure we choose the gas pressure,
hence
uI = u1 pI = p2. (105)
Other choices are possible, see [104,105] for a detailed discussion.
The resolution of material interfaces, which are given by jumps in the volume
fraction φk, is a challenging task for the numerical methods applied to the
Baer-Nunziato model (103). In the following we present numerical results for
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some well-known test cases in order to validate our algorithm. In all cases
the mesh velocity is chosen to be the interface velocity in order to resolve the
material contact properly, hence we set V = uI.
3.3.1 Riemann problems
In this section we apply the three-dimensional high order ALE ADER-WENO
finite volume schemes presented in this article to the seven-equation Baer-
Nunziato model (103) by solving a set of Riemann problems. Those test cases
have been taken from [34,47] and the initial condition for each of the Riemann
problem is listed in Table 4. The exact solution of the Riemann problem for
the BN model has been derived in [2,106,34] and is used here for comparison.
The initial computational domain is defined by Ω(0) = [−0.5; 0.5]×[−0.05; 0.05]×
[−0.05; 0.05] and the initial discontinuity between the left state QL and the
right state QR is located at x0 = 0. The domain is discretized using a charac-
teristic mesh size of h = 1/200, hence obtaining a total number of tetrahedra
of NE = 563357. Periodic boundary conditions have been imposed in y and z
directions, while we use transmissive boundaries along the x direction. Friction
and pressure relaxation are neglected in the first two Riemann problems RP1
and RP2, while for RP3 we use a moderately stiff interphase drag λ = 103
and pressure relaxation µ = 102. RP3 involves two almost pure ideal gases
that differ in their value of γ. As done in [47,44] the exact solution for RP3
is computed using the exact Riemann solver for the Euler equations of com-
pressible gas dynamics [115] with two different values of γ on the left and on
the right of the contact discontinuity, respectively. The numerical results have
been obtained using the third order version of our ALE finite volume schemes
together with the Osher-type method (77) for RP1 and RP2, while the more
robust Rusanov-type method (74) has been adopted for RP3. Figures 16-18
show a comparison between the reference solution and a one-dimensional cut
through the reconstructed numerical solution wh. For RP3 we show the mix-
ture density ρ = φsρs + (1 − φs)ρg in Figure 18. In all cases one can note a
very good agreement between numerical solution and reference solution. The
material contact is well resolved in all cases.
3.3.2 Spherical explosion problems
We use the same initial condition given for the Riemann problems in Table
4 to solve three different spherical explosion problems with the compressible
Baer-Nunziato model (103). The computational domain Ω(0) is initially the
sphere of radius R = 0.9, which has been discretized with a characteristic
mesh size of h = 1/100 for r ≤ rc and h = 1/50 for r > rc for a total number
of elements of NE = 2632305. In all cases the initial state Q(x, 0) is assigned
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Fig. 16. Third order numerical results for Riemann problem RP1 of the seven-e-
quation Baer-Nunziato model at time t = 0.1 and comparison with the reference
solution.
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Fig. 17. Third order numerical results for Riemann problem RP2 of the seven-e-
quation Baer-Nunziato model at time t = 0.1 and comparison with the reference
solution.
46
Table 4
Initial condition for the left state (L) and the right state (R) for the Riemann
problems solved with the Baer-Nunziato model. Values for γk, pik and the final time
tf are also given.
ρs us ps ρg ug pg φs tf
RP1 [34]: γs = 1.4, pis = 0, γg = 1.4, pig = 0, λ = µ = 0
L 1.0 0.0 1.0 0.5 0.0 1.0 0.4 0.10
R 2.0 0.0 2.0 1.5 0.0 2.0 0.8
RP2 [34]: γs = 3.0, pis = 100, γg = 1.4, pig = 0, λ = µ = 0
L 800.0 0.0 500.0 1.5 0.0 2.0 0.4 0.10
R 1000.0 0.0 600.0 1.0 0.0 1.0 0.3
RP3 [47]: γs = 1.4, pis = 0, γg = 1.67, pig = 0, λ = 10
3, µ = 102
L 1.0 0.0 1.0 1.0 0.0 1.0 0.99 0.2
R 0.125 0.0 0.1 0.125 0.0 0.1 0.01
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Fig. 18. Third order numerical results for Riemann problem RP3 of the seven-equa-
tion Baer-Nunziato model with drag and pressure relaxation (λ = 103, µ = 102) at
time t = 0.2 and comparison with the reference solution.
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taking
Q(x, 0) =
Qi, if |x| < rcQo, else , (106)
with rc = 0.5 representing the location of the initial discontinuity. The left
state reported in Table 4 is assumed to be the inner state Qi, while the right
state represents here the outer state Qo. In particular the initial condition
of Riemann problem RP1 is used for the first explosion problem EP1 and
the same applies for RP2 and the corresponding EP2. In the third explosion
problem EP3 we use again the initial values of RP2 and we set λ = 105
and µ = 0, hence adopting a stiff interphase drag. As done for the spherical
explosion problem for the compressible Euler equations, the reference solution
is obtained by solving an equivalent non-conservative one-dimensional PDE in
radial direction with geometric reaction source terms using a path-conservative
second order TVD scheme, see [47] for details. The final time is set to tf =
0.15 for EP1 and EP2, while tf = 0.18 is used for EP3. Figures 19 - 21
show a comparison between the numerical results obtained with a third order
ADER-WENO ALE scheme and the one-dimensional reference solution. We
use the the path-conservative Osher-type method (77) since it is less dissipative
than the Rusanov-type scheme (74), hence a better resolution of the material
contact can be achieved. Since the mesh is moving with the interface velocity
uI, i.e. V = uI = u1, the contact discontinuity of the first phase φ1 is very
well resolved in all cases.
4 Conclusions
In this article we have presented a new high order Arbitrary-Lagrangian-
Eulerian one-step ADER-WENO finite volume scheme on unstructured tetra-
hedral meshes in three space dimensions. Numerical convergence studies up
to sixth order of accuracy in space and time have been shown and the algo-
rithm is formulated in a very general manner so that it can be applied to both
conservative and non-conservative hyperbolic systems, with and without stiff
source terms. To the knowledge of the authors, this is the first better than
second order accurate Lagrangian finite volume scheme ever presented on un-
structured tetrahedral meshes. Several classical test problems have been run
for the Euler equations of compressible gasdynamics, for the MHD equations
and for the seven-equation Baer-Nunziato model of compressible multiphase
flows. Where possible, the obtained numerical results have been carefully com-
pared with exact or other numerical reference solutions.
Further work will regard the extension of the presented Lagrangian ADER-
WENO finite volume schemes to the more general framework of the new PNPM
method proposed in [43], which can deal with either pure finite volume or
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Fig. 19. Third order numerical results for the 3D explosion problem EP1 of the
seven-equation Baer-Nunziato model at time t = 0.15 and comparison with the
reference solution.
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Fig. 20. Third order numerical results for the 3D explosion problem EP2 of the
seven-equation Baer-Nunziato model at time t = 0.15 and comparison with the
reference solution.
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Fig. 21. Third order numerical results for the 3D explosion problem EP3 with
λ = 105 of the seven-equation Baer-Nunziato model at time t = 0.18 and com-
parison with the reference solution.
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pure discontinuous Galerkin finite element methods, or with a hybridization
of both. Future work will also concern an extension of the present method to
the a posteriori limiter paradigm MOOD [30,37,83] and to the use of time-
accurate local time stepping (LTS), see [50]. Further research will also be
necessary to extend the multi-dimensional Riemann solvers used in [38,14,12]
to the case of moving unstructured tetrahedral meshes. Last but not least,
another important topic will be the application of the present scheme to more
realistic real world simulations in engineering and physics.
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