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ABSTRACT
The purpose of this study is to investigate a variational method to
determine the most representative shape of a family of curves and
its application to three-dimensional knee kinematic data for knee
pathology classification. High variability and the presence of out-
liers are characteristic of the data in this application. This method
determines the most representative shape by averaging the family
curves corrected to account for outliers occurrence and family vari-
ability. To this effect, the correction is performed by simultaneous
minimization of a set of objective functions, one for each family
curve consisting of two terms: a data term of conformity of the
corrected curve to the given family curve, and a regularization term
of proximity of the corrected curve to the mean of the corrected
curves to inhibit the influence of outliers in the family. Minimiza-
tion is carried out efficiently by particle swarm optimization, a
method which, in contrast to gradient descent, is robust to the pres-
ence of outliers. Experimental results using real-world data in knee
osteoarthritis pattern classification demonstrate the validity and
efficiency of the method. Comparisons to conventional methods
used to determine the most representative shape are given.
KEYWORDS
Knee kinematic data curves, knee pathology classification, particle
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1 INTRODUCTION
Three-dimensional (3D) knee kinematic data are acquired during a
walking task on a treadmill, and consist of three types of curves: one
to describe the temporal variation during locomotion of the knee
abduction/adduction rotation angle, with respect to the transverse
plane, another for the variation of the flexion/extension angle, with
respect to the frontal plane, and a third to describe the variation
of the internal/external angle, with respect to the sagittal plane.
These curves are the essential data in knee movement analysis for
pathology diagnostic and can guide treatment plans [1–3]. The
various angles of interest are shown in Figure 1.
These angles are routinely recorded using a KneeKG apparatus
[4]. Although the KneeKG system is highly accurate, a participant
angle variation pattern varies in general, sometimes significantly,
from cycle to cycle during locomotion, due to the inherently uneven
nature of a walker’s cadence. This results in 3D kinematic curves of
high variability [5], and possibly afflicted by outliers [6] as shown
in Figure 2.
To account for this variability, and for outliers, current studies
use, for each participant, the average over the several curves, typ-
ically twenty, recorded from the participant during an extended
walking task or the average over the curves that maximize the inter
class correlation index [7]. This average curve becomes the partici-
pant’s representative curve, to be used in analysis, for instance to
assist in diagnosis of knee pathologies such as osteoarthritis [8].
Because a simple average curve is notoriously sensitive to high vari-
ability in the data it summarizes, more so in the presence of outliers,
this study investigates whether one can find a representative curve
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Sagittal plane
Frontal plane
Transverse plane
Figure 1: Kinematic patterns in the three planes: flex-
ion/extension (sagittal plane), abduction/adduction
(frontalplane), and tibial internal/external rotation (trans-
verse plane) for one typical subject.
better than the simple average in the sense that it yields higher
knee pathology classification accuracy. To this effect, it investigates
a variational method which determines the most representative
shape of a participant’s kinematic data curves by averaging these
after a correction aimed at loosening the dampening the effect of
high variability and outliers presence. This correction is done by
minimizing simultaneous objective functions, one for each curve
and consisting of a weighed sum of two terms: a data term of con-
formity of the corrected curve to the original data curve, and a
regularization term of proximity of the corrected curve to the mean
of the corrected curves to dampen the influence of outliers and
high variability. Minimization is carried out efficiently by particle
swarm optimization, a method which, unlike gradient descent, is
robust to the presence of outlying data [9].
We have applied the variational method to knee pathology classi-
fication using three-dimensional knee kinematic data. The validity
and efficiency of the method were tested in terms of sensibility,
specificity and classification accuracy. Results indicate that the
method improves significantly on existing schemes.
The remainder of this paper is organized as follows: Section
2 states the objective function and Section 3 describes its mini-
mization by particle swarm optimization. Section 4 explains the
application of the proposed method to knee kinematic data. Sec-
tion 5 details the experimental validation and Section 6 contains a
conclusion.
2 OBJECTIVE FUNCTION
Let {di , i = 1, ...,n} be a family of n knee kinematic data curves,
measured for a particular participant, and {ci , i = 1, . . . ,n} a corre-
sponding family of corrected curves.
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Figure 2: A family of twenty knee kinematic data
curves measured for a particular participant : (a) Ab-
duction/adduction, (b) Flexion/extension, and (c) Inter-
nal/external rotation. Each curve was interpolated and re
sampled from 1% to 100% (100 points) of the gait cycle. 1%
corresponds to the initial contact (IC) and 100% to the end
of swing phase.
Let µ = 1n
∑n
j=1 cj be the mean of corrected curves ci , i = 1, ...,n.
The mean of corrected curves becomes the participant’s representa-
tive curve, to be used for classification.
In practice, curves are vectors of a number of sample points
on their graph. The problem is to determine a family of corrected
curves which minimize the following system of simultaneous func-
tions:
E1(c1, c2, ..., cn ) = ϵ ∥c1 − d1∥ + (1 − ϵ)∥c1 − µ∥
E2(c1, c2, ..., cn ) = ϵ ∥c2 − d2∥ + (1 − ϵ)∥c2 − µ∥
. . .
En (c1, c2, ..., cn ) = ϵ ∥cn − dn ∥ + (1 − ϵ)∥cn − µ∥,
(1)
where ∥.∥ is the Euclidean norm and ϵ is a scalar parameter to
weigh the relative contribution of the two terms in the expression of
functions Ei , i = 1, . . .n. For each i , the first term of Ei , i = 1, . . .n
is a data term, to measure the conformity of the corrected curve
to the original data curve, and the second term is a regularization
term, to bias the corrected curve toward the mean of the corrected
curves.
A variational method to determine the most representative shape of a set of curves and its application to knee kinematic data for pathology
classification MedPRAI ’18, March 27–28, 2018, Rabat, Morocco
3 OPTIMIZATION
From a general level, the algorithm to minimize System (1) proceeds
iteratively as follows:
Algorithm 1 Optimazation algorithm to minimize System (1)
Initialize ci , i = 1, . . . ,n
Initialize µ
for k = 1,kmax
begin
for i = 1, . . .n
begin
Minimize Ei with respect to ci
end
Update µ
end
end
At each iteration k , of a total number kmax of iterations, the
mean µ, which will subsequently serve to represent the class of
the data curves of interest, is computed using the curves ci of
the previous iteration, k − 1. Therefore the minimization of Ei
at each step does not involve the mean curve as a variable. The
gradient descent necessary conditions for the minimization of Ei
with respect to ci can be easily written. However, 3D kinematic
data is notoriously prone to the occurrence of outliers. For this type
of data, particle swarm optimization (PSO) [10, 11][12] is much more
efficient because, unlike gradient descent, it is robust to the presence
of outlying data [9]. PSO is a stochastic optimization method. It uses
a set of variables, or particles which it evolves iteratively toward a
minimizer of System 1. The standard version of the PSO algorithm
is detaied in [13].
4 APPLICATION TO KNEE KINEMATIC DATA
We applied the variational method developed in this study to real-
world knee kinematic data to determine the most representative
shape of a family of kinematic measurement curves and validated
the results in a knee pathology classification application using
the sensitivity, specificity and classification accuracy criteria. Here
following are the details of the application.
4.1 The data
We used a database of 42 participants belonging to two distinct
classes: one composed of 21 osteoarthritis (OA class) patients and
the other of 21 subjects without osteoarthritis (Non-OA class). Table
1 summarizes the demographic characteristics of OA and Non-OA
groups (BMI designates the mean body mass).
The three-dimensional kinematics data were recorded, from
each participant, with respect to the frontal, sagittal, and trans-
verse planes during a conventional treadmill walking task at a
self-selected comfortable speed. This was possible thanks to a
knee marker attachment system, the KneeKGTM (EMOVI, Que-
bec, Canada) (Fig. 3), which was installed on the participant’s knee
to record the 3D kinematics during 25 sec. This motion capture
Group OA Group Non-OA
N =21 N = 21
Age (year) 63 ± 8 64 ± 9.2
Height(m) 1.7 ± 0.1 1.73 ± 0.1
Weight (lb) 182.9 ± 38.1 159.189.7 ± 28.5
BMI (kg / m2) 29.1 ± 5.5 24.0 ± 2.4
Proportion of men / group 28.5% 57.1%
Table 1: Demographic characteristics of OA and Non-OA
groups.
tool is composed of a harness and plate fixed quasi-rigidly onto
the femoral condyles and tibial crest (Fig. 3), and provides accurate
(0.4-2.3° and 1.1-2.4 mm), repeatable (0.4-0.8° and 0.8-2.2 mm), and
reliable (intra-class coefficient of 0.88-0.94) measurements [4].
Figure 3: Kinematic data acquisition system
For each participant, a set of 20 knee kinematic data curves
are collected. These curves are re-sampled at 1% to 100% of the
gait cycle, therefore giving 100 measurement points. The 15 re-
sampled curves are then corrected and averaged to obtain the most
representative curve.
4.2 Sensitivity and specificity
The usefulness of the most representative curves is evaluated in
terms of sensitivity (Se), specificity (Sp), and classification accuracy
(τ ), i.e., their ability to discriminate a participant with disease (OA
patient) from a participant without the disease (non-OA subject):
Se =
TP
TP + FN
Sp =
TN
TN + FP
τ =
TP +TN
TP +TN + FP + FN
,
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where TP is the number of true positives, i.e., the number of
OA participants correctly classified as OA patients and TN is the
number of true negatives. FP is the number of false positives, i.e.,
the number of non-OA participants correctly classified as non-OA
patients, and FN is the number of false negatives.
We used four classification methods: k-nearest neighbors (KNN),
discriminant analysis, the multi-layer perceptron (MLP), and the
multi-scale convolutional neural networks (MCNN). The classifi-
cation results were evaluated by leave-one-out cross validation, as
is generally done in classification accuracy evaluation, consisting
of using one sample for validation, and the others for learning, for
all possible choices of the test sample, and finally averaging the
corresponding classification accuracies.
5 EXPERIMENTAL RESULTS
Tests were conducted using the OA/Non-OA 3D kinematic data
which we recall was collected from 42 participants, where each
participant, each described by a set of 15 measurement repetitions.
For each participant, the 15 curves are corrected using the proposed
variational method. The mean of the corrected curves is then taken
to be the participant’s representative curve. Fig 4 illustrates, for
one participant, 15 such measured curves (blue curves) and their
representative shape (red curve) as determined by the proposed
variational method.
As explained in Section 4.2, the effectiveness of the represen-
tative shape is evaluated in terms of classification performance
and tested using four classification methods: KNN, discriminant
analysis, MLP, and MCNN. The Discriminant analysis and KNN are
implemented using Matlab software (Mathworks). The MCNN and
MLP classifiers are performed using the Theano library [14] based
on Python programming.
Table 2 summarizes the sensitivity (Se), specificity (Sp), and clas-
sification accuracy (τ ) of the classification methods using a leave
one out cross validation. The classification rates are grossly com-
parable, MCNN having a slight edge at 83% classification accuracy,
with 81% sensitivity and 85% specificity.
Table 2: Sensitivity, specificity, and classification rates of dif-
ferent classifiers.
Classification method Criteria Rates
KNN
Se 72%
Sp 86%
τ 79%
Discriminant analysis
Se 76%
Sp 86%
τ 81%
MLP
Se 76%
Sp 86%
τ 81%
MCNN
Se 81%
Sp 85%
τ 83%
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Figure 4: Knee kinematic data curves for a particular partici-
pant: (a) Abduction/adduction, (b) Flexion/extension, and (c)
Internal/external rotation. Blue curves form the family of
measured kinematic data and red curve corresponds to the
most representative shape.
Table 3: Sensibility, specificity and classification rates of
different classifier with respect to the three representation
methods.
Classification
method
Criteria Average
method
Average
ICC
Variational
method
KNN
Se 72% 71% 72%
Sp 82% 71% 86%
τ 76% 71% 79%
Discriminant Se 62% 67% 76%Sp 62% 76% 86%
analysis τ 62% 71% 81%
MLP
Se 71% 66% 76%
Sp 71% 76% 86%
τ 71% 71% 81%
MCNN
Se 61% 57% 81%
Sp 81% 85% 85%
τ 71% 71% 83%
The performance of the classifiers using the representative data
curve determined by the proposed variational method was com-
pared to the performances obtained using the representative data
curves determined by the two currently prevalent methods: direct
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averaging of a participant’s measurements curves [5] and averag-
ing over the curves that maximize the inter-class correlation (ICC)
index [7]. Table 3 lists the classification performance of the different
classifiers for the various representations. For the four classifiers,
the representation determined by the proposed variational method
distinctly outperforms the the other representations.
6 CONCLUSION
In this study, we investigated a variational method to determine
the most representative shape of a family of curves. We used the
method to elicit the representation shape of knee 3D movement
in a knee pathology classification experiment. The experimental
results, validated using sensitivity, specificity, and classification ac-
curacy criteria, clearly show that the proposed data representation
outperforms current methods of representation.
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