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The	  THINK	  Robots	  Project	  Team	  evaluated,	  designed,	  and	  validated	  a	  new	  approach	  for	  Kiva	  
Systems	  for	  obstacle	  detection	  and	  human	  identification	  systems.	  Retailers	  rely	  on	  Kiva	  Systems’	  
warehouse	  robots	  to	  quickly	  and	  efficiently	  deliver	  order-­‐fulfillment	  services.	  Limitations	  of	  
current	  obstacle	  detection	  systems	  require	  strict	  barriers	  and	  controls	  to	  ensure	  regulatory	  
compliance	  resulting	  in	  frequent	  downtime	  for	  humans	  to	  clear	  obstacles.	  By	  evaluating	  
operating	  scenarios	  and	  detection	  technologies,	  the	  team	  designed	  a	  solution	  comprised	  of	  a	  
computer	  vision	  system	  to	  identify	  static	  objects,	  and	  a	  radio	  ranging	  system	  to	  identify	  humans	  
in	  the	  vicinity	  of	  robots.	  Stereoscopic	  image	  features	  are	  detected	  by	  contrasting	  them	  from	  a	  
presumed	  ground	  plane	  template.	  Simultaneously,	  images	  taken	  are	  processed	  using	  a	  color	  
filtering	  and	  feature	  recognition	  algorithm.	  The	  features	  detected	  in	  both	  cases	  are	  flagged	  as	  
obstacles.	  Time	  of	  Flight	  radio	  ranging	  is	  used	  to	  identify	  human	  proximity	  to	  individual	  drive	  
units.	  Warehouse	  test	  scenarios	  were	  used	  to	  validate	  the	  approach,	  and	  found	  the	  team’s	  
system	  to	  be	  a	  viable	  proof-­‐of-­‐concept.	  The	  solution	  can	  be	  developed	  into	  future	  warehouse	  
robots	  to	  allow	  humans	  and	  robots	  to	  safely	  operate	  in	  the	  same	  environment	  and	  reduce	  
downtime	  caused	  by	  fallen	  obstacles,	  resulting	  in	  a	  more	  efficient	  order-­‐fulfillment	  process.	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Executive Summary 
In industry, robots and humans provide value, either through lowering operating costs, or 
adding flexibility and adaptability. With Kiva Systems LLC, for example, robots enable 
fast-cycle times with reduced labor requirements, which result in inexpensive setup and 
operation costs for the business. Amazon is Kiva Systems’ largest client, and their order 
fulfillment costs in the first three fiscal quarters of 2014 cost over $7.4 billion.  However, 
implementation of Kiva Systems is estimated to save $400 million to $900 million per 
year [1] [2]. Humans also play an important role in the warehouse environment, and 
allow flexibility in the system to adapt to changing scenarios faster than the robotic 
system. In the Kiva System implementation, humans maintain the warehouse 
environment by clearing fallen objects and debris in the robot operation areas. They also 
interact with the robots at the “picking stations” by picking up items from the shelves 
carried by the mobile units and placing the items in boxes to be shipped. Deploying a 
large fleet of mobile robot units is part of Kiva Systems’ relatively low cost, 
comprehensive solution for order fulfillment services. Today, Kiva Systems is widely 
recognized as the primary contender for eCommerce fulfillment [3].  
However, there are still challenges to be overcome. Kiva Systems has not cleared their 
drive units to operate in the vicinity of human beings because the current obstacle 
detection and avoidance capabilities are not reliable enough. The only interaction 
between humans and robots on the floor occurs at the picking stations where the drive 
units line up while carrying large racks or “pods” with items in them. Objects that have 
fallen off these pods are common obstacles as well. One option to retrieve these items is 
to shut down the entire floor, and this may be required many times per day. This process 
needs to be initiated anywhere between 100-1000 times a day. After acquisition by 
Amazon, Kiva Systems began focusing on development for their own needs.  “Primarily, 
that meant tweaking the software so the robots could move about a warehouse without 
running into one another or other objects” [1]. The partnership between WPI and Kiva 
Systems has continued this facet of development, and has expanded to include new 
hardware options as well as software development.  
The Technologies for Human Identification and Navigation for Kiva Robots (THINK 
Robots) Major Qualifying Project (MQP) team proposes a new obstacle detection and 
avoidance system that will identify obstacles and humans in the path of the robot. The 
proposed system consists of two subsystems: the vision subsystem and the radio 
subsystem.  
The vision subsystem uses two cameras at the head of the drive unit to implement 
stereovision. Stereoscopic image features are detected by contrasting them from a 
presumed ground plane template. Simultaneously, images taken are processed using a 
color filtering and feature recognition algorithm. The features detected in both cases are 
flagged as obstacles. Examining these obstacles on a disparity map generated from 
stereoscopic images determines distance, relative to the mobile robot. While effective, 
this vision based solution is unlikely to provide a high enough level of reliability to work 
alongside humans, since variations of lighting or interference from sunlight can blind 
cameras. In order to increase the system reliability, the team designed a radio subsystem 
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that uses time-of-flight radio ranging to detect personnel that are in the vicinity of the 
drive unit and their relative distance to the drive unit. This supplementary detection 
capability improves the human detection and tracking capabilities of the system, by 
continuing to function when camera systems fail.  
This report provides a detailed description of the problem posed by Kiva Systems and 
defines the scope of the project. Then, it provides an in-depth look into relevant work and 
technologies in the field. It sets goals for the new solution and discusses the Static 
Obstacle Detection and Human Identification features that were designed, implemented, 
and tested. In the Conclusion, the report discusses the achievements of the project team, 
the limitations of this body of work, and recommended future work. It concludes that this 
prototype provides a system design that could be implemented in future generations of 
Kiva Systems’ robots and enhance their obstacle detection and avoidance capabilities.  
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1 Introduction 
Kiva Systems, LLC, a wholly owned subsidiary of Amazon.com, provides automated 
order fulfillment solutions for Amazon and other customers across the United States. As 
of May 2014 Amazon CEO, Jeff Bezos, announced there were over 1300 of Kiva 
Systems’ robots operating in 3 Amazon warehouses in the US, however, he also 
announced an increased demand for 10,000 units to be in operation by the end of the 
same year [4] 
Automating any one warehouse involves hundreds of autonomous mobile robots and 
sophisticated software. The system reduces labor requirements and provides “extremely 
fast cycle times… from receiving to picking to shipping” [3]. Kiva Systems’ current 
system works efficiently and effectively to provide fast delivery times for the customers 
of their warehouses. For Kiva Systems to continue to hold a high value to their customers 
they have to utilize the best advancements in technology to increase the efficiency of 
their systems. 
 
Figure 1: Kiva Systems Drive Unit (mobile robot) [5] 
With the capacity of a Kiva Systems-equipped warehouse to ship more than 1.2 million 
packages in a day, any down time in the operation results in slower delivery to customers 
and higher shipping costs. Debris and products falling from pods, often cause this down 
time. If this happens hundreds of time per day, robot and human resources are being 
wasted by having to stop and clear obstacles. If the robots reliably and accurately 
detected obstacles and people, workers could walk onto the field and clear debris, while 
the robots were routed around workers. The ability to remove obstacles without shutting 
down the operation could save Kiva Systems’ warehouses hundreds of hours of down 
time every year. 
Kiva Systems' current obstacle detection system can detect some obstacles and people, 
however, it is not reliable enough to meet safety standards. To achieve the level of safety 
required, restrictions on humans in the workspace of the drive units have to be imposed. 
For Kiva to continue to hold a high value to their customers they utilize and develop the 
best and newest technologies to reduce or remove their operating condition restrictions. 
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The partnership between WPI and Kiva Systems strives to further improve the system 
through innovation and introduce a reliable, robust, and extensible solution with current 
robotics technologies. By evaluating operating scenarios and detection technologies, a 
solution comprised of a stereo vision system to identify static objects and a radio ranging 
system to identify humans in the vicinity was designed, built, and verified, reducing 
undue downtime and allowing humans and robots to safely interact without artificial 
restriction. 
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2 Problem Characterization 
In order to build on the existing system, a baseline knowledge of the operating 
environment of the drive units is necessary. Information of the operating environment, 
the limitations of the drive units, common operating scenarios, and areas of the process 
that can benefit from improved obstacle detection were researched. 
2.1 Important Definitions 
Client Warehouse: a warehouse using the fulfillment solution provided by Kiva 
Systems.  
Drive Unit: A single mobile robot that transports pods to/from the warehouse floor and 
the picking stations (See Figure 1). 
Dynamic Obstacle: A moving obstacle; In this case, it refers to a person on the robot 
floor, required to wear a radio tag at all times. 
Fiducial distance/length: The distance between two consecutive markers on the floor of 
the Kiva warehouse, i.e. 40 inches. 
Forward detection area: It refers to the area in front of the drive unit where the sensors 
are able to detect obstacles. Theoretically it ranges from right in front of the robot 
to 20 feet from the robot and is confined to the floor area that the drive unit would 
occupy if it continued to move forward.  
Obstacle: An object or person in the path of the drive unit.  
2.2 Description of Operations 
The basic operation of client warehouse involves fulfilling orders. When a new order is to 
be fulfilled, an employee stands at one of the picking stations with empty cardboard 
boxes. A central computer dispatches robots to pick up racks with the desired item and 
carry them to the picking station. These robots line up in front of the picking station and 
position themselves one by one in front of the employee. A laser pointer points the 
employee to the product that needs to be retrieved. The employee then picks up the item, 
scans it to confirm that it is the desired item, and places it in the cardboard box along 
with the shipping label. The next robot in line then comes up to the employee and the 
process is repeated until all required items are collected. The filled cardboard box is then 
taken to the shipping area by a conveyor belt or another robot [6]. Further details of these 
operations that can benefit from advanced obstacle detection are identified and inspected 
further in this section.  
2.3 Description of Environment 
During a tour of the Kiva facilities, and after interviewing Kiva employees, the team 
observed and collected information on the operating environment for the drive units. 
Drive units operate autonomously on a warehouse floor, and navigate between open 
aisles and under "pods", the shelving units (See Figure 2).  
2.3.1 Warehouse Conditions 
A client warehouse contains approximately 10 pods for each drive unit, and a standard 
implementation could include over 500 drive units. Pods are dynamically arranged on the 
floor of the warehouse to make the most popular pods closer to picking stations, where 
human workers remove items from pods. Picking stations ring the outside perimeter of 
the operating area of the drive units. Drives spend a majority of the time in close 
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proximity to one another because popular pods are close to picking stations and drive 
units form queues near the picking station. For localization and collision prevention, the 
operating floor is broken into a grid of visual tags that define coordinates for pods, drives, 
and open paths (See Figure 2). 
The operating environment, which includes lighting, floor appearance, and pod 
appearances, is fairly uniform from the perspective of the drives. The pods, for example, 
are finished with paint that offers higher contrast and less reflectivity to ensure higher 
visibility by the robot. The controlled nature of this environment aids the obstacle 
detection system and enables anomalies to be identified with greater ease. However, in 
abnormal lighting conditions (ex. direct sunlight flooding the operating field through 
windows), any reliance on the uniform environment becomes a hindrance.  
 
Figure 2: Environment in a client warehouse [6] 
2.3.2 Robot Specifications 
The specifications of the drive units defined the performance and limitation assumptions 
used in the design of the obstacle detection system. The drive units have 2 standard sizes, 
the smaller of which is defined by the 40" fiducial cells. Unloaded, the drive unit has a 
top speed of 5.5 ft/s, and a maximum deceleration of 3.28 ft/s2, giving a minimum 
stopping distance of 4.74 feet. While the drive unit is loaded, it has a maximum speed of 
3.28 ft/s, and maximum deceleration of 1.64 ft/s2, the loaded stopping distance is then 
3.28ft. The current drives are equipped with bump sensors along with an array of obstacle 
detection sensors. The current drives are mono-directional, and have an array of sensors 
only one face of the drive that defines the front of the drive. This means that drive units 
don’t have a reverse detection system, and therefore limit the amount of time they spend 
in reverse. The confidential sensor array also had limited capabilities in the forward range 
of the robot, and a need was defined to better identify with high probability low profile 
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objects, and small objects falling off pods. The team also identified a need to better 
recognize humans in the operating field. More information about the multi-robot 
communication was determined during the tour, and was deemed unsuitable to stream 
real-time obstacle tracking information to all of the robots.  
2.3.3 Definition of Human Roles and Interactions  
The current role of humans working with the drive systems, is through picking stations 
lining the perimeter of the operating area. A person stands on a platform and drives with 
pods cycle right to left in front of the "picker" while he/she removes the desired item 
from part of the pod. This interaction invites the most opportunities for something to go 
wrong: a person could fall directly in the path of a drive, or a person could drop an item 
directly into the path of an incoming drive. Figure 3 shows a typical picking station, and 
at the station, there is the least separation between drives, people, and moving packages. 
 
Figure 3: Kiva Picking Station [7] 
This is currently the limit of interaction between humans and drive units, however there 
could be future scenarios that would allow humans to work and walk alongside of the 
drives and pods. Currently, it is necessary to shut down a section or an entire operating 
warehouse when obstacles are detected, so a human worker can walk onto the field and 
remove the debris. However, the process of shutting down an entire operation just to 
remove a single fallen item is extremely costly. In normal operation this occurrence can 
happen 100-1000 times every day, the down time required to clear all of those objects is 
very costly when millions of packages are being shipped per day. 
2.4 Scenarios for Obstacle Detection and Human Identification 
The team identified scenarios in which obstacle detection could be desirable. These 
scenarios were identified based on observations of the Kiva Systems facility in North 
Reading, MA.  
2.4.1 Static Objects in Path 
It is assumed that static objects are stationary, may take any shape or size, and may be 
opaque, translucent or transparent. Additionally, a generic static object is assumed to 
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have a minimum height of 2 inches from the floor. A static object that doesn’t qualify as 
a generic static object is called a low profile static object.  
A common scenario that was identified is when a generic static object or a low profile 
static object is in the path of the drive unit. Ideal behavior is that the drive unit detects the 
object and follows appropriate procedures to avoid collision with the obstacle. These 
procedures should include stopping and requesting a new path to circumvent the obstacle 
but may include additional procedures such as storing the obstacle location to enable 
retrieval in the future.  
2.4.2 A Person in the Vicinity of a Drive Unit 
When a person is in the vicinity of a drive unit, it is important for the drive unit to be able 
to detect the presence of the person and ensure that appropriate procedures are followed 
to ensure human safety. These procedures may include slowing down, stopping, or 
circumnavigating the person. A person needs to be detected as he or she enters the 
vicinity of the drive unit and tracked for the duration that the person is in the vicinity. 
2.5 Project Scope 
This project covers the development and construction of a prototype obstacle detection 
system that will act as a proof-of-concept for the viability of the methods used to detect 
both obstacles and humans in a warehouse environment employing Kiva Systems’ order-
fulfillment solution. The prototype will:  
• Detect generic static obstacles in the path of the drive unit 
• Detect low profile static obstacles in the path of the drive unit 
• Detect human beings in the path of the drive unit 
• Detect human beings in the vicinity of the drive unit 
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3 Background 
The team researched technologies used for obstacle detection in existing systems in 
robotics. The team researched passive vision systems (stereo vision, monocular vision), 
active vision systems (structured light), LIDAR, RFID, RADAR, and time of flight radio 
ranging.  
3.1 Active and Passive Vision Technologies 
Computer vision systems are becoming increasingly popular in robotics due to their 
versatility, relatively low cost, and their high bandwidth. Furthermore, computer vision 
consists of two separate areas, active vision and passive vision [8], both of which are very 
active research fields where they are often used to perform Simultaneous Localization 
and Mapping (SLAM).  
3.1.1 Stereo Vision  
The traditional method of 3D sensing using cameras mimics human vision by comparing 
two or more images taken at the same time and known distances apart and comparing 
their differences to generate information about how far away parts of the image are from 
the cameras [9]. This method, called stereopsis, relies on triangulation of “features” that 
stand out from the rest of the image that appear to shift between the two camera images. 
As distance from the cameras increases, the features appear to move less as the angle 
formed between a feature and the two cameras becomes increasingly acute. This 
eventually leads to the features not appearing to move at all and no distance data can be 
determined. This effect can be seen in Figure 4: Stereo Vision Operating Principle ; as 𝑧 
approaches infinity (𝑥,𝑦) approaches (𝑥!,𝑦!) and (𝑥′,𝑦′) approaches  (𝑥!! ,𝑦!!). This 
results in the point appearing in the same location in both images. In discrete systems 
such as digital cameras, this point occurs well before infinity due to the error created by 
discretization. 
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Figure 4: Stereo Vision Operating Principle [10] 
 
Within its operable range, the system is heavily reliant on texture in the image to create 
the features. In images without these features, it can be difficult to impossible to detect 
distances in the images as seen in [11]. Unfortunately, manufactured goods often have 
fewer features than natural ones due to uniform finishing processes. On the opposite end 
of the spectrum, if the images differ too much, the processing can become prohibitively 
difficult. One such way that high disparity image pairs occur is with when an object 
occludes an area from the other camera [12]. 
Despite these shortcomings, stereo vision systems have found a role in both industrial and 
commercial applications. One particular use for stereo vision is for robotic manipulators 
for “pick and place” applications [13]. These robots usually work in a very controlled 
environment and have a priori knowledge of the properties of the items they interact with 
although that is not required. Another increasingly common use of stereo vision systems 
is in vehicle safety. These are commonly used for short range tasks like lane detection 
[14] or pedestrian detection [15] [16] [17]. Longer range tasks often fall to another 
ranging system like radar. 
3.1.2 IR Vision 
Used in largely the same ways as traditional, visible-light cameras, infrared cameras offer 
additional benefits than just visual data. IR cameras are also sensitive to heat data, such 
as the body heat radiating off of humans compared to objects in a warehouse. Because IR 
is based on radiation and not illumination it provides better information in low-light 
applications [18]. Additionally, the greyscale images produced can easily produce edge 
lines of interesting objects in frame. The features of these lines can be traced easily for 
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either stereo or monocular implementations of the cameras [19]. Furthermore, IR cameras 
can be paired in stereo with vision cameras to give additional data and more precise 
location data. However, there are also issues that can arise. For example, baggy clothing 
can obscure the radiation from humans, and clothing with low-contrast color to the 
background can be harder to detect with a blended image with a visual camera [20]. In 
addition, these cameras are often very expensive, often upwards of $1,000. At this price 
the technology is prohibitively expensive for Kiva’s implementation.  
FLIR, a leader in consumer infrared cameras, created a product offering IR vision for 
users as an attachment to their cellphones. This technology combined a small vision 
camera and small long wave infrared (LWIR) camera to produce detection data. This 
product retailed for only $350, and FLIR is preparing to sell the core LWIR sensor used 
in this technology to original equipment manufacturing (OEM) companies. This product 
is within the price range of the project, with one sensor retailing for $230 [21], but 
wholesale prices directly from FLIR were lower. However, this sensor has the issue of 
many IR cameras, where it has a very narrow field of view (FOV) and the low-cost 
sensor sacrifices resolution, and relies on pairing data from a traditional camera [22]. 
Because of its reliance on traditional cameras in this solution, the Lutron LWIR is also 
discredited as an option for the MQP.  
3.1.3 Monocular Vision 
While unable to leverage the intuitive concept of triangulation in the way that stereo 
vision does, there are several methods with which single camera systems are able to 
measure depth. One of the most popular methods is known as optical flow, where the 
changes in a scene are tracked over a fixed time interval as the camera moves and these 
differences provide dimensional information about the scene [23] [24].  
Monocular cameras are also able to perceive depth due to the depth of field of the 
camera. Depth of field consists of two similar, but unique methods called depth from 
focus and depth from defocus. Since cameras have intrinsic parameters like focal distance 
and aperture size that create a triangulation effect, the distance that an object is from the 
camera can be determined. Depth from focus uses this effect where the settings of the 
camera are adjusted to see an object clearly. This gives an exact distance to the object, 
but the whole scene must be scanned this way. Depth from defocus uses the amount of 
blurring in images and uses its direct relationships with depth and the camera parameters 
to derive the distance [12] [25]. These two methods and their uses in mobile robot 
mapping have become quite active research topics. 
A number of techniques using the monocular camera methods to calculate depth have 
developed, and allow a single camera to map an area [26] [27]. Another benefit of these 
methods are that they scale and can cooperate to create a better result as seen in [28] and 
[29]. These methods are used commercially, notably in automotive safety systems to 
detect pedestrians, effective enough to become standard on some car models [30]. 
3.1.4 Structured Light 
Infrared Structured light is an active sensing methods in which an infrared laser beam is 
used to generate invisible patterns. The projected light is usually near-infrared which 
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ranges from 640nm to 2500nm as shown in Figure 5. The patterns range from a single 
dot, line, or 2D patterns as seen in Figure 5 (right). The scene is then observed by a 
camera which uses the distortions in the pattern to estimate depth [31]. 
 
Figure 5: Typical wavelength of structured light and example of light patterns [31] 
Structured light systems are able to provide good depth data much faster than 
stereovision systems; however, structured light systems tend to be bulkier than 
stereovision systems [32]. Due to their active sensing nature, structured light systems are 
susceptible to interference from deformable objects [33], reflective surfaces, and other 
structured light sources [34].  
When experimenting with the Microsoft Kinect V1 sensor as the structured light source, 
it was possible to discern the existence of an object using the depth data provided the 
object was over a few millimeters thick. Paper, and some of the cardboard that was used 
in tests could not be identified using just depth data. Items like books, headphones, and 
laptop chargers were easily detected as seen in Figure 6 and Figure 7.  
  
Figure 6: Objects that were placed in front of the Microsoft Kinect 
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Figure 7: Obstacles as seen through depth sensor using structured light 
Preliminary experiments would suggest that a Kinect-like sensor should be placed about 
8 to 10 inches from the ground facing forward for the desired application.  
One of the major challenges with structured light in a multi-robot system is the 
interference caused by other structured light sources. While the Kinect performed well in 
dark areas, well-lit areas, direct sunlight, and direct led light, it faltered when it was 
focused on an area that was lit by multiple structured light sources. Research suggests 
that generating small vibrations under each individual structured light system helps 
reduce interference to a large degree [34] [35]. 
In house tests were able to recreate interference when a static Kinect was placed and was 
observing the same area as a moving Kinect on a Turtlebot (Figure 8).  
  
12 
 
 
Figure 8: Interference from a similarly oriented structured light source 
In the scenarios where drive units are approaching each other, there may be a lot of 
interference in the light source area; however, in the area surrounding the source, there 
wasn’t significant interference, although there may have been some distortion of data.  
 
Figure 9: Depth view when looking directly at a structured light source 
3.1.5 Difficulties with Vision 
In our visit to Kiva Systems, we learned many things about the environment that we had 
not previously considered. One of these things was the changing environment, 
particularly the light in the warehouses. This poses a problem for the vision based system 
that we were envisioning. One particular scenario mentioned was the high windows at the 
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edges of warehouses would allow very bright light in at either the beginning or end of the 
day. 
When the light comes in like this, it creates a very high range in brightness that a camera 
is exposed to. Unfortunately, cameras are not able to capture the full range of brightness 
in a scene and so, some parts of the image become washed out, either in very bright 
whites or very dark blacks, and software can only do so much to bring out details in these 
areas. There are, however, systems that work to correct this washing out effect. One of 
the most prolific and robust of these systems is known as High Dynamic Range (HDR) 
Imaging. 
HDR imaging uses two or more Low Dynamic Range (LDR) images and fusing them 
together, using the lighter darks of the more sensitive image to fill in the darkest darks of 
the less sensitive image. This produces an image with increased detail across a larger 
range than any one camera can produce and more accurately reflects what the human eye 
produces. The HDR effect is best seen in images with strong shadow and strong lighting, 
a situation that often arises from sunlight on an object [36]. 
A major drawback of this system is that multiple images have to be taken, analyzed, and 
merged to create a final image. Starting with multiple images being taken, this is usually 
handled by a single camera taking multiple pictures at different sensitivities. This is a 
simple solution since the camera has the ability to change its sensitivity, but this means 
that time has to be taken to adjust the sensitivity of the camera and take another image. 
This drops the effective frame rate of a camera significantly, and if the camera or the 
scene is moving, it can cause "ghosting" effects that can cause erratic results when 
comparing images like what is done in stereopsis [37]. 
A solution to the ghosting effect is to use multiple cameras at different sensitivities to 
take images of the scene simultaneously, so the change of position of the camera with 
respect to the scene between frames is eliminated. Drawbacks of this approach are that 
multiple cameras have to be used, increasing cost. Another potential problem is that the 
cameras will be slightly offset from each other, so at very close ranges, differences will 
be perceptible and may create unexpected results. A similar, better solution would be to 
have three sensors of different sensitivity that all use the same light source, though that 
system requires significantly more complex optics that would also increase costs [38]. 
Software methods for removing ghosting have also been created, though these methods 
may not accurately reflect the position of an object in motion [39] [40]. 
3.2 LIDAR 
Light Detection and Ranging (or LIDAR) uses lasers to measure distances. It principally 
consists of a laser, a scanner, and is often used with either a built in GPS or its data is 
combined with location information [41] [42]. Lidar is very versatile in terms of range 
with some lidar instruments operating in the range of 62 miles to others that operate 
within a few yards. There are many lidar techniques that are used including:  
• Elastic-backscatter lidar 
• Differential-absorption lidar 
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• Raman lidar 
• (Resonance) fluorescence lidar 
• Doppler lidar 
Lidar has been used to investigate meteorological phenomena such as frontal passages, 
hurricanes, and mountain lee waves. It has also been used to monitor emission rates and 
concentration levels of trace gases [43]. In navigation, trajectory recovery using lidar-
based terrain navigation in GPS challenged environments has been investigated [44]. 3-D 
lidar data Robopeak Lidar 
The Robopeak lidar is a low cost 2D lidar that uses a high speed laser triangulation 
system to detect range. It has a regular operating frequency of 5.5 Hz (2000 samples/sec) 
with an adjustable range of 2 Hz to 10 Hz. It also has (theoretical) accuracy ranging from 
an error of 0 inches at its minimum range of 0.39 inches to an error of 0.39 inches at its 
maximum range of 19.6 feet. See Figure 10. Additionally, the lidar uses the infrared 
wavelength band, 785 ± 10 nm, for sensing operations. Typical operation takes 360 
samples per scan, i.e. an angular resolution of about 1° [45]. 
 
Figure 10: Theoretical resolution of RP lidar data with respect to sensing range [45] 
The lidar has a relatively low cost of about $400 which made it a feasible choice [46]; 
however, due to the minimal amount of data obtained by the lidar as well as potential 
interference issues in a multi-robot system, the Robopeak lidar was considered unsuitable 
for the obstacle detection and avoidance system. For more specifications on the 
Robopeak lidar see Appendix 9.2. 
3.2.1 Velodyne Lidar 
The Velodyne HDL-32E is a high quality lidar system by Velodyne Acoustics, Inc. It is 
rugged with an unrivaled field of view. It is a cylindrical device, 5.7” high and 3.4” in 
diameter and weighs 2.4 pounds (+ 0.66 lbs. for cabling). The system uses 32 lasers 
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aligned from +10° to -30° and its rotating head provides a 360° field of view. It has a 
range from 3.28 feet up to 328 feet and an accuracy of ±1in at 10Hz [47]. 
While this is a very capable system, it was considered unnecessary and unsuitable for the 
purposes of this MQP due to its size and cost. Furthermore, this system has a minimum 
range of 3.28 ft and a maximum of 328 ft with a 360 degree field of view. The target 
range for the MQP is closer to 2 ft and 20 ft and limitations with regards to feasible 
mounting locations limit the field of view to less than 180 degrees (forward area).  
3.2.2 Hokuyo Lidar 
The Hokuyo UBG-04LX-F01 is a great lidar with detection range from 0.78 inches to 
18.37, a 240° field of view and an angular resolution of 0.36°. The challenge, however, is 
that the lidar scans only in two dimensions and is therefore insufficient for the desired 
application [48]. 
3.3 Radio Ranging 
Radio technologies like RFID can measure the distance or orientation between a beacon 
and antenna. Angle measurements are made by comparing signal phase offsets between 
two antennas, and distance to a beacon can be approximated by measuring the strength or 
time of flight of an incoming signal. While this type or ranging is not useful for detecting 
random obstacles (which do not contain tags), it is a promising solution for reliably 
detecting humans carrying ID cards. A major advantage of radio sensing is that signals 
can pass through people and other obstacles, so do not necessarily require direct line of 
sight to be detected [49]. Three technologies relevant to this application are considered 
below: RFID, which is typically used for identification, but also gives signal strength data 
that can be correlated to distance, RADAR, which detects distance to all objects, not just 
those carrying tags, and time of flight (ToF) systems, which measure the transmission 
time of a signal between a reader and tag. 
3.3.1 Radio Frequency Identification (RFID) 
RFID is commonly used for wireless identification of ID cards and other objects. Because 
of its popularity, many varieties of RFID tags, readers, and antennas allow the technology 
to be adapted for different purposes. A typical RFID system consists of a reader and tags. 
Each tag emits a signal of unique data modulated onto a carrier frequency generally 
between 30 kHz and 5.8 GHz. When a tag is in range of a reader, the reader detects the 
signal and decodes the data. Distance to the tag can be estimated by analyzing the 
Received Signal Strength Indication (RSSI) [50]; as the tag approaches the reader, the 
RSSI increases proportionally [51]. The specific equations for this behavior are covered 
in the methodology section. Distance data based solely of RSSI has errors on the order 
meters, but are still useful for reliably detecting proximity [52].  
The two common types of tags are active and passive. An active tag carries a battery, 
which powers a circuit to periodically broadcast the tag’s information, which can be read 
by nearby readers. A passive tag has no power source, and instead operates by drawing 
power from radio waves emitted by a reader, and replying to the reader’s “ping” shortly 
after. For the purpose of human proximity detection, active tags are preferable because 
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they broadcast much stronger signals, so they can be detected from farther away and with 
greater accuracy [53]. 
RFID receiver antennas also come in a variety of configurations. Omni-directional whip 
shaped antennas are compact and detect tags in a roughly circular area about the reader. 
Directional antennas only detect tags in a 180° or smaller arc in front of them [49]. Using 
directional antennas can provide more accurate location data since each tag detected is 
known to be in front of the antenna. The disadvantage of using a directional antenna is 
that they are generally much larger than the omnidirectional whip antennas [54]. 
One final consideration for RFID options was the operating frequency. Higher frequency 
tags that operate in the GHz range have longer readable ranges, but the signals are 
blocked and reflected off metal much more than low frequency [55]. Because our 
operating environment is filled with moving metal shelves and potentially metal products, 
a lower frequency system would be preferable to a high frequency system. 
3.3.2 Time of Flight Ranging 
Time of flight ranging systems operate on a principle similar to SONAR and RADAR; a 
device broadcasts a signal and counts the time until an echo is received. Because the 
signal propagates at a known velocity, the distance can be precisely measured from the 
round-trip time. Unlike RADAR, time of flight ranging utilizes 2 active circuits that first 
synchronize their clocks, and then precisely measure the transmission time of packets of 
data being sent back and forth. Like RADAR, the hardware involved is typically complex 
to measure the time differences on a sub-nanosecond scale, or phase offsets of signals in 
the GHz range.  
Up until the past four years, time of flight systems used FPGAs and high-speed RF 
components, which made the systems prohibitively expensive for our sub-$100 system 
price target. Recently though, Decawave has created a cost-effective, single-chip ASIC 
for time of flight ranging. The DW1000 chip can measure distances to centimeter-level 
accuracy, while using less than .3 watts of power, for $13 per chip [56] [57]. 
TimeDomain also produces similar, but larger and more expensive ToF systems. 
Modern time of flight systems operate on an ultra-wideband spectrum, from 3.5 to 6.5 
GHz. Packets transmitted between a base and mobile tag are very short and spread across 
a wide bandwidth. The short packets allow for more precise localization and operation of 
a high density of readers and tags in the same area- up to 11,000 in a 65 foot radius [56]. 
Operating in a wide RF spectrum makes ToF systems less susceptible to multipath errors 
that an RFID system would encounter; a narrow frequency signal may reflect off of or be 
attenuated by a single object, increasing the perceived distance. If a transmission is 
spread across a wide frequency range, energy at different frequencies reacts differently 
for a given object. The receiver searches for the first signal response across the wide 
range of frequencies, which is always the shortest path. Because of this phenomenon, 
ToF systems are able to measure distances to within a few centimeters with a clear line of 
sight, and within roughly 2 feet with objects obstructing the signal. Radio waves travel 
more slowly in mediums other than air, which is why the accuracy decreases without a 
clear line of sight; the resulting longer transmission time falsely indicates a greater 
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separation. As we will later see in the test results, the ToF measurements are still orders 
of magnitude more accurate than RFID estimates, and more robust. Using the full-sized 2 
square inch PCB antennas, the Decawave system has an operating range of 80 meters, 
which is slightly larger than the RFID system. 
3.3.3 RADAR 
Radar ranging systems have become increasingly prevalent in automotive systems, 
especially in adaptive cruise control and automatic braking. To facilitate development, 
the United States’ and European Union’s governing bodies have allocated 24GHz and 
77GHz bands, respectively, for this technology. Also referred to as “millimeter waves,” 
These systems are used for the long distance ranging in automobiles, particularly on the 
highway [58] [59]. 
These systems are unfortunately prone to interference from other sensors and from 
materials that are used in similar locations to where these sensors are placed. Mutual 
interference between sensors can cause multiple false positives and potentially even mask 
true positive detection as seen in [60], [61], and [62]. The material that surrounds the 
radar sensor must be carefully considered since metallic particles in traditional bumper 
varnish increases the transmission loss ratio to more than 20dB for the 77 GHz sensor 
compared to the 24 GHz sensor. Use of these types of sensors in metal rich environments 
like the Kiva warehouse floors is largely untested, though large amounts of reflections are 
anticipated. 
Some companies, such as Novelda have developed ultra wide-band radar products for 
indoor human localization which can achieve incredible sub-mm accuracy. 
Unfortunately, because of the short wavelength they operate on, the sensors are very 
susceptible to multipath interference from metal [63]. The hardware for such sensors is 
still fairly specialized and expensive, and the inter-sensor interference could be a large 
problem if every mobile base were equipped with radar. One final challenge of the 
technology is that a radar signal shows how much energy is reflected from all objects in 
front of the antenna. To differentiate between humans and other objects is much more 
difficult than systems that require a person to carry a radio tag. 
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4 Static Obstacle Detection 
This section discusses the design considerations, implementation, and performance of the 
static obstacle detection system. The team defined design requirements using the 
scenarios identified in the project scope while also considering economic feasibility and 
scalability. The system implementation includes technology selection and product 
development.  
 
4.1 System Design 
Design considerations for the system include economic and technical considerations. 
Further, the system design must ensure that the desired behavior is achievable. This 
section lists the economic requirements for system implementation, the design 
considerations imposed by the current drive units, as well as the scenarios that the drive 
unit is expected to be able to handle.  
4.1.1 Economic Requirements 
Economic requirements for the final system were largely defined by the project sponsor, 
Kiva Systems. The team was asked to design a system that would cost the sponsor $100 
per robot if all system components were developed by the robot. The team was suggested 
by the sponsor to keep the proof-of-concept implementation costs at or under $4000. The 
higher limit for the proof of concept was because it was assumed that the team would use 
third-party technology providers. Further, if the system was to be implemented on a large 
scale, Kiva Systems expects bulk manufacturing to reduce the cost of an individual 
system. If a static obstacle detection system is developed that does not require it to be 
present on each drive unit, then the recommended proof-of-concept cost was $6000.  
4.1.2 Design considerations imposed by the current generation drive units 
The drive units communicate with a central server over a Wi-Fi connection. This results 
in latency that could range from less than a second to several seconds. A limitation of the 
latency is that it reduces the feasibility of a remote obstacle detection system for 
individual drive units. For example, a system that looks for obstacles in a specific area of 
the warehouse may communicate the existence of an obstacle to a drive unit; however, 
due to the latency, the drive unit may not receive the message in time to avoid colliding 
with the obstacle.  
Physical space on the Kiva Systems’ drive unit is also an important design consideration. 
The front of the Kiva Systems’ drive unit can be used for an obstacle detection system, 
however it must abide by the following restrictions:  
• It must be 6 inches by 20 inches by 12 inches 
• Power requirements should be low enough to be powered by lead acid 
batteries 
The through the background research we conducted the team identified strengths and 
weaknesses for many current hardware solutions for obstacle detection, as outlined in 
Table 1.  
 
 
 
  
19 
 
 
 
Table 1: Obstacle detection hardware advantages and disadvantages 
  Technology Vision IR Vision Rangefinders LIDAR Radar RFID ToF Radio 
Advantages Low-Cost 
implementatio
n 
Heat 
tracking 
for 
humans 
Lowest Cost Most 
precise 
Pedestrian 
detection in 
open areas 
Low Cost, 
not reliant 
on lighting 
Precise 
indoors, 
lighting 
independent 
Disadvantages Reliant on 
lighting 
conditions 
High 
Cost for 
resolution 
Low 
Resolution/ 
Reliability 
Highest 
Cost 
High 
interference 
with metal 
pods 
Obstacles 
affect 
accuracy 
Needs 
antenna 
 
 
4.1.3 Scenario fulfillment requirements 
The static obstacle detection system needs to be able to detect both generic and low 
profile obstacles in the path of the drive unit. This means that the drive unit should be 
able to detect the obstacles from one to 10 fiducials in front of the robot (about 3 feet to 
33 feet).  
 
 
4.2 System Implementation 
The team selected passive vision technologies for static obstacle detection, as it allowed 
for the most reliable detection with lowest cost. Our research found that a passive 
solution would be advantageous in the multi-robot implementation.  Specifically, the 
team decided to use data from stereovision cameras to detect features. Further, color 
based feature recognition is used to detect obstacles that may not be clearly visible 
through stereovision cameras.  
As seen in Figure 11, the system consists of two cameras (left and right) that will provide 
frame by frame input to the system. The image frame from the left camera is converted to 
Hue-Saturation-Value (HSV) color space and then processed by the Color Obstacle 
Detection Module (Color ODM). The color ODM is first calibrated and then the resulting 
output is sent to a state estimator which influences the obstacle detection system status.  
Simultaneously, the image frames from the left and right cameras are processed using a 
stereovision algorithm (refer to section 4.2.3). The disparity frame is then processed by 
the Disparity Obstacle Detection Module (Disparity ODM), which uses an expected 
ground plane template to look for unexpected depth data.  
  
20 
 
 
Figure 11: System Diagram for Obstacle Detection & Human Identification 
4.2.1 Hardware and Software Selection for Prototyping 
Two Logitech C920 consumer grade, USB web cameras were selected. These common 
cameras can achieve a resolution of 1080p at a frame rate of 30 Hz, and have an 80 
degree field of view. These cameras were chosen for their technical specifications, 
product cost, and ease of integration with the development computers. The team also 
evaluated whether charge-coupled device (CCD) technology based cameras were 
required or the cheaper complementary metal-oxide semiconductor (CMOS) technology 
based cameras were sufficient and the results of that evaluation can be found in Section 
4.3.  
To process the images for the vision solution, we used OpenCV [64], a robust and 
powerful computer vision suite that contains many built in tools directly applicable to our 
project and has extensive support throughout industry and research. OpenCV is available 
royalty free and is licensed under a Three Clause BSD license, which allows for 
commercialization of the final product. We used version 2.4.9 as it was the most recent 
stable version at the start of the project. 
4.2.2 Color-based obstacle detection 
When designing the Vision Subsystem, the team determined that monocular color 
tracking would be beneficial to object detection for a number of different scenarios. The 
inclusion of monocular color tracking came from the technology’s ability to detect low 
profile objects well, as well as track intrinsic information of objects detected, such as 
color. We worked under the assumption that any deviation from the uniformly colored 
operating environment would be an object. Specific objects, such as drive units and pods, 
have known color profiles, and these objects were filtered separately to give recognition 
capabilities. Once we are able to characterize these two types of objects, we generalize 
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the remaining objects detected as obstacles. The result of this system is a list of all the 
objects, general obstacles or recognized objects, which can then be passed to the state 
machine that determines the robot’s behavior. 
The Vision Subsystem uses the left camera as the base for stereo matching, and it was 
then also used for the source of color filtering. The reasoning for this was that the pixels 
in the filtered image would line up with the pixels in the disparity map, making it simpler 
to connect objects with their distances. The color-based system has two different modes 
of operation. The first initialization mode is for first-time use or used to change filter 
calibration settings for object recognition. This mode opens a filtered HSV thresholds 
window and opens scrollbar interfaces which control specific filter settings for adjusting 
which objects are recognized, and how drives, pods, and obstacles are distinguished. This 
interface is pictured in Figure 12 below. 
 
Figure 12: Scrollbar Calibration Interface 
When the system is first initialized, the values that identify pods and drive units need to 
be calibrated for obstacle recognition. All of the changes to the filters are then saved in 
the system, so when the secondary operation mode is called object recognition persists. 
The second mode of operation runs without viewing the HSV frames and scrollbars, and 
streamlines integration use with the Stereo Module. Each time this mode is run, a 
calibration script determines the characteristics of the floor plane. 
The calibration function is run each time the color detection system starts, and takes 60 
samples of a trapezoid mask in the forward detection area of the drive unit. It assumes 
this sample area is clear of obstacles and offers a reliable representation of the floor in the 
operating area of the robot. The script then takes the mean hue, saturation, and value 
levels and uses them to create a band stop filter on the camera images. The stop band for 
each hue, saturation, and value is centered on the sampled mean value, and is two 
standard deviations wide. This filter then isolates objects as color blobs if they have 
values outside of the stop band. The images in Figure 13 show the results of initial color 
filtering.  In this test, the filter is scaled to aggressively remove the floor.  However, four 
objects can be seen in the filtered frame in front of the robot.  However, only one of the 
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objects detected in the calibration frame falls within the forward detection area, as 
identified on the left.  With the current calibration, the floor samples give an accurate 
representation of the floor.  For more information about the limitations and suggested 
future work, please see Section 6. 
 
Figure 13: Color Image and Calibration Results 
An example of the color-filtering module is shown in Figure 12 with the objects being 
recognized, and the floors and walls being stopped. This filter is then limited to a 
trapezoidal area that defines the forward operating area of the drive unit. The trapezoid 
restricts objects detected to obstacles that obstruct the path of the drive unit. The color 
filter and forward trapezoid can be seen in Figure 14 below. This image also shows some 
of the restrictions of the color-filtering algorithm.  While an accurate calibration can be 
calculated for an open area, the most common false-positives arise from brightness, or 
changes in the ‘V’ value of the HSV image. Shadows and dark marks on the floor are 
often identified as obstacles as a result.  After identifying this characteristic as an issue, 
we also noticed that the depth-based obstacle detection worked better in the same 
conditions, and we therefore decided that would be sufficient to detect obstacles in low 
lighting.  Additional improvements would include re-calibrating in scenarios when under 
pods or during times of variant lighting conditions.    
 
Figure 14: Color Filter Forward Trapezoid 
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All of the objects detected are stored as an ‘obstacle’ class object, which contains 
information about the object, such as the contour of the object from the HSV frame, the 
centroid location on the frame, and the distance value. The distance value however, is 
generated from the disparity frame provided by the stereovision system. As shown in 
Figure 11, the color system takes a disparity frame as an input, and then draws the 
contours of objects on that frame. The distance value is then determined by the mean 
value of the non-zero pixels contained by the object contour.  
With this additional information, multiple objects can be tracked and plotted in the area 
in front of the robot. Each detected object is added to a list of objects returned by the 
color filter program. This list of objects can then be used later in the system to determine 
the behavior of the robot, or in later implementations report obstacles to the central 
controller.  
4.2.3 Depth-based obstacle detection,  
To achieve depth information about the environment, the system is comprised of the two 
webcams in a stereo configuration. The baseline distance between the cameras was set at 
5.25 inches. This arrangement provided acceptable depth data from approximately 2 feet 
to over 20 feet away, greater than our minimum requirements. The cameras are calibrated 
using a checkerboard grid of known size and number, which produces intrinsic and 
extrinsic parameters of the cameras that are then used to calculate the disparity image. 
The disparity image is then used to calculate the depth image, again using the intrinsic 
and extrinsic camera parameters. Disparity calculation can be performed by many 
different algorithms, of which the system supports three. The module also allows 
modifying the maximum disparity values and the block size values before each disparity 
calculation command. 
The supported algorithms are:  
• Block Matching (BM) – A simple algorithm that tries to match rectified images 
pixel by pixel in order to obtain disparity data. It’s a fast algorithm, but the 
resultant disparity map is of relatively poor quality. 
• Semi-global Block Matching (SGBM) – A slightly more complex algorithm that 
tries to match blocks of pixels between images. It is more computationally 
expensive than BM, but it has better results.  
• Variational Matching – Although computationally expensive, it provides 
relatively dense data.  
The result of these algorithms and the time taken to compute them on an Intel i7-4650U 
without parallel processing are shown in Figure 15, Figure 16, Figure 17, and Figure 18.  
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Figure 15: Raw Camera Image 
 
Figure 16: Block Matching (121.42 msec) 
 
Figure 17: Semi-Global Block Matching (1253.8 msec) 
 
Figure 18: Variational Matching (2908.11 msec) 
Once the depth image has been calculated, the system attempts to detect objects in the 
image. This is done by comparing the depth image to a precomputed ground plane. Since 
the floor of the warehouse environment is well structured (i.e. flat) and the cameras 
maintain a known height above the floor, the expected ground plane can be accurately 
determined. This floor plane is represented as a simple gradient of values the system 
would expect to see on an empty floor. 
To compare the current depth readings to the expected floor plane, the system first 
removes all data outside of a trapezoid that represents the robot’s potential forward path. 
Once the excess data has been removed, the system compares the current values with the 
expected values, removing instances of too little information to make an assessment. The 
difference in these two values are stored as the error from the expected values. Errors 
greater than a predefined threshold are considered to be obstacles. 
The list of points whose errors above the threshold are checked in the disparity image to 
determine which of the obstacles is closest. Upon determining the closest obstacle, the 
system highlights it and passes the distance to the behavior module. Since the system is 
only checking for potential objects in its path, the system only needs to worry about the 
closest object and does not need to track all potential objects. 
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4.3 Experimental Results and Analysis 
Tests were conducted in the Kiva facility on an existing Kiva drive. The team’s camera 
setup was mounted on the front of the drive, as seen in Figure 19, and the robot was tele-
operated by a Kiva employee in various conditions and environments.  
 
Figure 19: THINK Robots Stereovision Attached to Drive Unit 
Videos were recorded and stored for future analysis. In one test run, the Kiva Systems’ 
drive unit drove through six fiducials before stopping in front of a row of obstacles (See 
Figure 20). The drive then turned around and drove back to its starting position, and 
repeated the exercise again three times. 
 
Figure 20: Open aisle scenario with a row of obstacles in the way 
For that particular test, there were 3092 frames of video recorded. From those, 1982 
frames detected obstacles (64%) including 186 false positives (6%). Of those false 
positives, 42 occurred while turning in place (see Table 2); so, they can be discounted 
because the behavior module will be asked to discount any obstacles detected while 
turning in place. It’s worth noting that in many of the frames when no obstacle was 
detected, it was still considered acceptable behavior since the obstacles were extremely 
far away and/or at the fringes of the detection area. It’s also worth noting that in many of 
the frames with false positives were one off detections, i.e. they were detected only for a 
single frame. 
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Table 2: Obstacle detection performance as measured by number of correct frames 
	  	   Total 
Frames 
with 
Obstacles 
Obstacle 
detected 
Obstacles 
detected 
correctly 
False 
Positives 
False 
Positives 
(Translational 
Motion only) 
	   	        
Frames 3092 2254 1982 1796 186 144 
Percent  100.00% 72.93% 64.10% 79.68% 6.02% 4.66% 
	         
 
4.3.1 Generic Static Object 
The test run results documented in Table 2 cover the generic static object case. When the 
robot is six fiducial distances away from the obstacle (20 feet), an obstacle is detected 
occasionally. However, the obstacles were detected much more reliably when they’re 
between two and four fiducials away. In fact in one test, with the robot travelling between 
being four fiducials away to being two fiducials away from the obstacle, the system 
detected an obstacle correctly in 227 frames out of the 240 that were processed (94.6%). 
There was only one false positive in that test (0.4%). 
 
Figure 21: The rectified image (from left camera) and the disparity image detecting the closest obstacle that was 
detected. The center of the Kiva drive is three fiducials (10 feet) away  
The system was also very good at identifying other Kiva drives at least two fiducials 
ahead.  
4.3.2 Low Profile Static Object 
The monocular vision module is more adept to detecting obstacles with low profiles than 
the stereovision module. The color-filtering algorithm in the monocular vision module 
detects variations on the floor that are greater than 10% from the average hue, saturation, 
and value, levels for a floor sample. This result, however, also returned variations like tire 
tracks from drive unit wear as obstacles on the track. Other false positives include parts 
of the floor with heavy shadows or large imperfections in the floor. However the 
monocular module was successful at tracking low profile objects (ex. small corrugated 
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cardboard) from a range of 2 fiducials (6’8”) to 6 fiducials (20’) from 6 fiducial distances 
up to 80” from the system.  
 
Figure 22: Low profile object detection 
During the same test as the one represented in Table 2, the color-based system was able 
to detect obstacles in each frame while the drive unit was approaching the objects. There 
were no false positives in the approaching samples, and multiple objects were tracked in 
greater than 30% of the frames. For the 92 frame sample of continuous approach to the 
row of objects, shown in the left of Figure 22, multiple obstacles were tracked in 23 
frames, and all of the additional 69 frames had one obstacle identified. In different test 
scenarios objects with very small identifiable objects were successfully tracked, such as 
the bottom of the 1 inch dowel facing the robot in the right of Figure 22. The data for the 
entire sample from Table 2 is displayed in Table 3 below. 
Table 3: Color-Based Obstacle Detection performance as measured by number of correct frames 
	  	   Total 
Frames 
with 
Obstacles 
Obstacle 
detected 
Obstacles 
detected 
correctly 
False 
Positives 
False 
Positives 
(Translational 
Motion only) 
	         
Frames 3092 2254 2692 2254 438 252 
Percent  100.00% 72.93% 87.06% 100.00% 14.17% 8.15% 
	         
 
One important distinction that should be made is that the color-based detection system 
can track multiple objects, and while at least one of 4 objects was always detected when 
present, not all of the objects were detected as reliably. That along with the high 
percentage of false positives, demonstrate the need for strong or more frequent 
calibrations. Most of the false positive detections came from tire tracks worn into the 
floor of the warehouse, and calibrations containing tire tracks in the frame may be able to 
mitigate that issue. In other test videos, shadows cast by pods onto floor areas can cause 
large areas of the floor to come up as false positive objects.  
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Figure 23: Large false positive floor areas 
Figure 23 shows the scenario where heavy tire wear and shadows from pods can skew the 
obstacle calibration. Suggested future work to avoid this issue would be to define 
scenarios to recalibrate the color filter, one such scenario may be defined by the area of 
the largest obstacle contour being a majority of the area of the forward trapezoid. Further 
testing and development can better define these scenarios.  
4.3.3 Detecting a human as a static obstacle 
When a human is in the path of the robot, the human should be detected as a static 
obstacle by the stereo vision system. This scenario was tested by a person walking toward 
a stopped Kiva drive unit. The system was able to detect the person walking towards it, 
placing the closest point on the tip of the person’s boots which was the closest point to 
the robot. The system accurately detected the person at approximately ten fiducials away 
to about one fiducial away. Of the 633 frames captured, 400 had detected obstacles with 
11 false positives when the person entered the operating range and 20 false negatives. 
Each of these false detections/non-detections lasted for only one frame. 
 The team also considered the scenario in which the human being may not be in an 
upright position. This scenario was tested by a person lying in different positions and 
angles in front of a stopped Kiva drive unit. The system detected the person and 
accurately determined the closest point on the individual. The person was six fiducials in 
front of the robot for the test, within the system’s operating range. Of the 453 frames 
captured, 285 had detected obstacles with 7 false positives and 11 false negatives. Each 
of these false detections/non-detections lasted for only one frame. 
4.3.4 Environment Robustness 
In an open aisle environment, the system is fairly robust with minimal false positives in 
standard lighting (see Figure 24: Under standard lighting, no obstacles detected.). In 
place, the robot detected far off obstacles for 154 frames out of 300 (51.3%) and one was 
a false positive (0.3%). For the rest of the frames, no obstacles were detected and the 
floor was ignored.  
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A foreseeable challenge is that very often, tracks on the test floor created by the Kiva 
drives result in false positives. Sometimes, especially during drive motion, the false 
positives are detected for multiple, continuous frames. Tuning the filters and the 
predefined ground plane is a possible solution to this problem. 
 
Figure 24: Under standard lighting, no obstacles detected.  
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5 Human Identification 
5.1 Requirements for Success 
The human avoidance system is evaluated based on its performance in scenarios that 
would be expected in a real operating environment, as well as how well it fits the other 
design restrictions like size, cost, and scalability. The detection scenarios are listed 
below. In every one, the intent is only to safely avoid people, not other obstacles. 
5.1.1 Static Scenarios 
First Scenario – Detecting a Person, General Case: 
If there is a person in the drive unit’s detection area, the person is detected and identified 
as a human obstacle provided that:  
1. The person is following all rules and regulations related to safety procedures 
when working with the robots. With the proposed solution, the key requirement is 
that a person is wearing a working radio beacon lanyard. 
2. The person is standing, walking, or in some other upright position 
Second Scenario – Detecting a Person, Special Case:  
If there is a person in the drive unit’s forward detection area, the person is detected as a 
static obstacle if: 
1. May not be following all rules and regulations related to safety procedures when 
working with robots – for example, not wearing a radio tag 
2. May not be upright (may have fallen or collapsed) 
If a human in the vicinity of the drive unit is not wearing a radio tag, the drive unit will 
depend on the system outlined in Section 3.1.5 to detect the human. 
Third Scenario – Dynamic Obstacle, Open Aisle:  
The drive is traveling at unloaded cruising speed in an open aisle. It detects a human 
obstacle in its forward detection area, and maintains a minimum distance of one fiducial 
length from the person. It slows down to half of the loaded cruising speed and requests a 
detour if the person’s current position or expected position intersect with the drive’s 
intended path. If no detour is possible, it waits until the obstacle has moved and notifies 
the person that they are in the way through a visual or auditory announcement.  
Fourth Scenario – Dynamic Obstacle, Under Pods: 
The drive is approaching an open area while traveling under pods. It identifies a dynamic 
obstacle in its forward detection area. It stops under the last pod before the open area and 
then moves into the open at half the loaded cruising speed. The drive unit resumes to its 
unloaded cruising speed after traveling at the reduced speed for two grid lengths unless 
another scenario is triggered.  
Fifth Scenario – Environment robustness: 
All detection scenarios work in the following lighting conditions: 
1. Uniform lighting 
2. The drive unit is driving into direct sunlight 
3. Direct sunlight is falling at an angle in the forward detection area 
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4. A direct line of sight does not exist between the drive unit and a worker wearing a 
radio beacon 
5.2 Solution Requirements 
Valuing each of these scenarios and the typical environment conditions, there are a 
number of assumptions that must be made to determine the practicality and feasibility of 
any proposed solution. Based on the specifications of the drive units, the detection 
distance must extend beyond the minimum stopping distance of 5 feet. The design needs 
to be able to detect people in all lighting conditions, the extreme cases of which include 
direct sunlight into the faceplate of the robot and dimly-lit environments. The detection 
system requires a high degree of reliability to ensure safety of employees working in the 
area. Due to network communication restrictions, each robot needs to independently 
implement the human avoidance system with on-board hardware. In addition to the 
technical specifications for the system, there are also financial considerations for the 
solutions presented. Because the system has to be implemented on each robot, and there 
are 500-600 robots in a warehouse, the proposed solution must not cost much more than 
$100 if developed and built by Kiva. In summary the solution must have the following 
properties: 
• Detection distance beyond 5 feet, the worst-case stopping distance 
• Detects humans in stressed lighting scenarios 
• 90% reliability for human detection – the goal of this prototype is not to be 
directly deployable, but to identify viable technologies 
• Obstacle detection runs independently on each drive unit 
• System could cost $100 to build internally along with the vision components 
5.3 Technology Selection 
Because it is difficult to achieve high enough reliability with vision and light-based 
detection systems, radio technologies are the primary considerations for the safety-critical 
task of human detection. Radio technologies like RFID can approximate the distance or 
orientation between a beacon and antenna. Angle measurements are made by comparing 
signal phase offsets between two antennas, and distance to a beacon can be approximated 
by measuring the strength or time of flight of an incoming signal. While this type or 
ranging is not useful for detecting random obstacles (which do not contain tags), it is a 
promising solution for reliably detecting humans carrying ID cards. A major advantage of 
radio sensing is that signals can pass through people and other obstacles, so do not 
necessarily require direct line of sight to be detected [49]. Three technologies relevant to 
this application are considered below: RFID, which is typically used for identification, 
but also gives signal strength data that can be correlated to distance, RADAR, which 
detects distance to all objects, not just those carrying tags, and time of flight (ToF) 
systems, which measure the transmission time of a signal between a reader and tag. 
5.3.1 Radio Frequency Identification (RFID) 
RFID is commonly used for wireless identification of ID cards and other objects. Because 
of its popularity, many varieties of RFID tags, readers, and antennas allow the technology 
to be adapted for different purposes. A typical RFID system consists of a reader and tags. 
Each tag emits a signal of unique data modulated onto a carrier frequency generally 
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between 30 kHz and 5.8 GHz. When a tag is in range of a reader, the reader detects the 
signal and decodes the data. Distance to the tag can be estimated by analyzing the 
Received Signal Strength Indication (RSSI) [50]; as the tag approaches the reader, the 
RSSI increases proportionally [51]. The specific equations for this behavior are covered 
in the methodology section. Distance data based solely of RSSI has errors on the order 
meters, but are still useful for reliably detecting proximity [52].  
The two common types of tags are active and passive. An active tag carries a battery, 
which powers a circuit to periodically broadcast the tag’s information, which can be read 
by nearby readers. A passive tag has no power source, and instead operates by drawing 
power from radio waves emitted by a reader, and replying to the reader’s “ping” shortly 
after. For the purpose of human proximity detection, active tags are preferable because 
they broadcast much stronger signals, so they can be detected from farther away and with 
greater accuracy [53]. 
RFID receiver antennas also come in a variety of configurations. Omni-directional whip 
shaped antennas are compact and detect tags in a roughly circular area about the reader. 
Directional antennas only detect tags in a 180° or smaller arc in front of them [49]. Using 
directional antennas can provide more accurate location data since each tag detected is 
known to be in front of the antenna. The disadvantage of using a directional antenna is 
that they are generally much larger than the omnidirectional whip antennas [54]. 
One final consideration for RFID options was the operating frequency. Higher frequency 
tags that operate in the GHz range have longer readable ranges, but the signals are 
blocked and reflected off metal much more than low frequency [55]. Because our 
operating environment is filled with moving metal shelves and potentially metal products, 
a lower frequency system would be preferable to a high frequency system. 
5.3.2 RADAR 
Radar ranging systems have become increasingly prevalent in automotive systems, 
especially in adaptive cruise control and automatic braking. To facilitate development, 
the United States’ and European Union’s governing bodies have allocated 24GHz and 
77GHz bands, respectively, for this technology. Also referred to as “millimeter waves,” 
these systems are used for the long distance ranging in automobiles, particularly on the 
highway [58] [59]. 
These systems are unfortunately prone to interference from other sensors and from 
materials that are used in similar locations to where the sensors are placed. Mutual 
interference between sensors can cause multiple false positives and potentially even mask 
true positive detection as seen in [60], [61], and [62]. The material that surrounds the 
radar sensor must be carefully considered since metallic particles in traditional bumper 
varnish increases the transmission loss ratio to more than 20dB for the 77 GHz sensor 
compared to the 24 GHz sensor. Use of these types of sensors in metal rich environments 
like the Kiva warehouse floors is largely untested, though large amounts of reflections are 
anticipated. 
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Some companies, such as Novelda have developed ultra wide-band radar products for 
indoor human localization which can achieve incredible sub-mm accuracy. 
Unfortunately, because of the short wavelength they operate on, the sensors are very 
susceptible to multipath interference from metal [63]. The hardware for such sensors is 
still fairly specialized and expensive, and the inter-sensor interference could be a large 
problem if every mobile base were equipped with radar. One final challenge of the 
technology is that a radar signal shows how much energy is reflected from all objects in 
front of the antenna. To differentiate between humans and other objects is much more 
difficult than systems that require a person to carry a radio tag. 
5.3.3 Time of Flight Ranging 
Time of flight ranging systems operate on a principle similar to SONAR and RADAR; a 
device broadcasts a signal and counts the time until the echo. Because the signal 
propagates at a known velocity, the distance can be precisely measured from the round-
trip time. Unlike RADAR, time of flight ranging utilizes 2 active circuits that first 
synchronize their clocks, and then precisely measure the transmission time of packets of 
data being sent back and forth. Like RADAR, the hardware involved is typically complex 
to measure the time differences on a sub-nanosecond scale, or phase offsets of signals in 
the GHz range.  
Up until the past four years, time of flight systems used FPGAs and high-speed RF 
components, which made the systems prohibitively expensive for the design’s sub-$100 
system price target. Recently though, Decawave has created a cost-effective, single-chip 
ASIC for time of flight ranging. The DW1000 chip can measure distances to centimeter-
level accuracy, while using less than .3 watts of power, for $13 per chip. TimeDomain 
also produces similar, but larger and more expensive ToF systems that use FPGAs. 
Modern time of flight systems operate on an ultra-wideband spectrum, from 3.5 to 6.5 
GHz. Packets transmitted between a base and mobile tag are very short and spread across 
a wide bandwidth. The short packets allow for more precise localization and operation of 
a high density of readers and tags in the same area- up to 11,000 in a 65 foot radius. 
Operating in a wide RF spectrum makes ToF systems less susceptible to multipath errors 
that an RFID system would encounter; a narrow frequency signal may reflect off of or be 
attenuated by a single object, increasing the perceived distance. If a transmission is 
spread across a wide frequency range, energy at different frequencies reacts differently 
for a given object. The receiver searches for the first signal response across the wide 
range of frequencies, which is always the shortest path. Because of this phenomenon, 
ToF systems are able to measure distances to within a few centimeters with a clear line of 
sight, and within half a meter with objects obstructing the signal. Radio waves travel 
more slowly in mediums other than air, which is why the accuracy decreases without a 
clear line of sight; the resulting longer transmission time falsely indicates a greater 
separation. As we will later see in the test results, the ToF measurements are still orders 
of magnitude more accurate than RFID estimates, and more robust. Using the full-sized 2 
square inch PCB antennas, the Decawave system has an operating range of 80 meters, 
which is slightly larger than the RFID system. 
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5.4 System Design 
The proposed characteristics and features of the prototype are outlined in this section. 
The specific hardware implementation is covered in the following section.  
Due to the potentially seconds-long communication delays to mobile robots, one 
requirement for the proposed solution is for each robot to independently sense nearby 
people. From a high-level view of the proposed solution, each drive base senses its 
proximity to nearby people, and reacts autonomously to unsafe proximity conditions, 
slowing or stopping before a collision. The human identification system reports ranging 
measurements to the central planning server, which could develop a more accurate model 
of employee’s precise location, and adjust the behavior of other drive units. Two of the 
technologies investigated for human ranging also inherently transmit packets of data. 
Time of flight systems and RFID both transmit data, so each ToF or RFID tag can be 
assigned a unique identifier. By comparing the identifiers of tags assigned to each 
employee, the human detection system could recognize and track who it is sensing. One 
application of this feature would be to react differently to separate types of tags. 
Integrating the detection system with the central planning server is outside of the scope of 
this project, so the current prototype only senses the distance to nearby people, and 
suggests a safety behavior, like slowing, stopping, or continuing, based on the ranging 
measurements. The exact logic of the safety states is described in the implementation 
section. 
The focus of the hardware implementation was primarily on RFID and ToF systems. The 
implementation with both of these make an important assumption: Employees working 
on the robot floor must be wearing an operating radio tag as a safety measure. The radio 
system will not detect people without tags, so this rule would have to be enforced. 
Fortunately, both RFID and ToF tags are low-power and small enough to be worn as an 
ID tag on a lanyard. 
While RADAR can selectively detect objects in front of a robot, it is important to 
remember that ToF and RFID systems only report range to a target, which localizes 
people somewhere on a circle around the reader. With this limitation, one robot alone 
cannot differentiate between people detected in front of or behind the radio receiver. With 
multiple robots reporting the circular ranging measurements to a central server, it is 
possible to precisely localize detected tags through multilateration, as shown in the figure 
below. 
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Figure 25: Multilateration - red, green, and blue sensors localize a black target 
Here, the red, green, and blue receivers are modeled as dots, with the detected radius to 
the black target shown as a circle for each. While each receiver only knows the distance 
to the target, the target’s location can be solved geometrically. This method also works 
with more than the three sensors shown here [55]. 
5.5 System Implementation 
5.5.1 Radio Ranging Solution 
The radio proximity detection system consists of Decawave Time of Flight (ToF) tags 
worn by any worker entering the robot workspace, and a Decawave reader mounted in 
the front of each mobile robot. The components required for the tags and readers are 
identical, but a smaller printed circuit board antenna would be more convenient for a tag 
lanyard. When an employee wearing a tag moves within a specified range of any reader, 
the reader sends information to the drive base and central path planner including: 
• Detected tag identity 
• Estimate of tag proximity relative to robot base 
• Timestamp 
From this data, the central server has a rough knowledge of each employee’s location on 
the floor. The data was read from the ranging hardware via a serial port. If multiple 
robots detect the same beacon, it may also be possible to further refine the position 
estimate by trilateration, as demonstrated in other research [55]. The antennas used were 
omni-directional, and perform similarly at any angle. If the antennas were not omni-
directional, the detection range would be reduced in some directions, but the ranging 
  
36 
 
accuracy would be unaffected. Using directional antennas could decrease the uncertainty 
of a range measurement from a circle around the robot to a smaller area in front of or 
behind the drive [65]. 
Because of the potential for seconds-long communication delays between drive platforms 
and the central server, each robot must react independently to a very close radio ranging 
reading to avoid sudden collisions. Since the worst-case stopping distance is 5 feet, any 
robot began to decelerate if it came within 10 feet of a human. Drives resume operation 
once the radio tag leaves a larger safety zone. Detection is possible to at least 160 feet, as 
measured in the ToF characterization, so behaviors at longer ranges are also possible. 
For the specific hardware, the team chose to use the Decawave EVK 1000, which is 
Decawave’s evaluation kit for the DW 1000. Other commercial time of flight 
rangefinders exist, but many either use the DW 1000, or more expensive FPGA-based 
solutions. The $13 DW 1000 was the most cost-effective hardware to ultimately 
implement, so a prototype was developed to test that specific system. The EVK 1000 
development kit was also affordable for prototype construction, at a price of $600. 
This system uses the Decawave EVK1000 evaluation kit, which includes 2 boards each 
loaded with a DW1000 chip, PCB antenna, and an Arm Cortex-M3 processor for 
initialization, control, and data processing. The full kit is pictured below. 
 
Figure 26- EVK1000 Radio Ranging Kit 
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The hardware on each board is identical, but the boards are defined in software to run as 
either an “anchor” or “tag”. In tag configuration, a board broadcasts pings periodically 
until an anchor responds. The responding anchor replies and a series of packets are sent 
back and forth and timed. Both boards receive the ranging information, but tags do not 
range between other tags, and anchors do not range to other anchors. Each packet sent 
includes identifying information about the sender- this means that every tag has a unique 
identifier. If each employee were assigned his or her own tag, the system could easily 
recognize which people are detected in every case. 
By default, this evaluation kit does not support reporting distance data to any PC 
application outside of the included closed source “DecaRanging” program, so we 
contacted Decawave and obtained the source code for the onboard Cortex-M3 processor. 
By modifying that code, we enabled the board to output distance readings over RS232. 
These values are then read into our own PC application through a USB-to-serial 
converter wired to the board.  
 
Figure 27: Tag and anchor (with laptop) configuration 
 
The radio ranging module runs alongside the vision module, and is responsible for 
interpreting the serial packets sent by the time of flight system. It connects to the virtual 
COM port created by the serial USB adapter. For this proof of concept, communications 
are one-way from the ranging board to the PC, and obey the following packet structure: 
[Byte 1][Byte 2][Byte 3][Byte 4][Byte 5][Byte 6][Byte 7][Byte8] 
              Preamble                    Tag ID         Tag Distance    Checksum 
  
Figure 28: Ranging serial packet structure 
The preamble is a constant 3-byte value sent at the beginning of each packet to mark the 
beginning of the packet. Its purpose is to help prevent framing errors i.e. give us a way to 
find the beginning of each packet on the receiving computer side. This is important to 
ensure that packets are read correctly every time, because as we experienced with the 
RFID serial parsing, framing errors will produce garbage distance and ID readings, which 
in this case could be dangerous. The tag ID is the unique identifier for each tag. The tag 
  
38 
 
distance is the calculated distance to the tag, which is done on the board’s microcontroller 
as simply: 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑠𝑖𝑔𝑛𝑎𝑙  𝑡𝑖𝑚𝑒  𝑜𝑓  𝑓𝑙𝑖𝑔ℎ𝑡 ∗ (𝑆𝑝𝑒𝑒𝑑  𝑜𝑓  𝑙𝑖𝑔ℎ𝑡  𝑖𝑛  𝑎𝑖𝑟) 
Finally, the checksum serves as another method for avoid false packet readings. For each 
packet the microcontroller sends, it adds the value of every byte to the checksum, which 
starts at 0. Frequently, this will cause the checksum to overflow from 255 back to 0. On 
the receiving serial side, the program also adds each byte in the packet to calculate a 
checksum. If there were any errors in the transmission, the checksums will almost always 
be different, and the receiver throws out the packet. On the serial receiving end, the 
program buffers 16 bytes of serial data, and searches for a preamble in the buffer. Once a 
preamble is found, the rest of the byte is parsed, and a checksum calculated. If the 
checksums match, the distance data is used. Otherwise, the packet is thrown out, and the 
program searches for the next correct preamble. The framing check is there as a 
precaution to make sure the ranging is reliable, but no framing issues have been observed 
from the Decawave board so far. 
5.5.2 System Logic 
The radio system outputs three possible states based on distance readings:  
1. Green- No ToF tags are detected within a 20 foot radius around the platform- the 
mobile platform can operate at full speed. 
2. Yellow- ToF tags are detected between 14 to 24 feet away, and the robot should 
operate at a reduced speed. 
3. Red- RFID tags are detected at a range of under 14 feet, and the robot should 
come to a stop. 
 
Figure 29: red/yellow/green safety zone visualization 
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These distances are calculated from the worst-case stopping distances for the drive units, 
and worst-case errors from the radio ranging system. The relevant values are listed in 
Table 4. 
Table 4: Safety zone calculation 
Value Distance 
Stopping distance 57 in 
Maximum radio 
propagation error 
24 in 
Nominal radio accuracy 4 in 
Tag height variation 60 in 
Total Distance: 144.9 in 
 
The stopping distance is calculated earlier from the worst-case scenario of a fully-loaded 
drive unit traveling at full speed. The radio propagation error is caused by the RF signal 
traveling slowly through objects breaking line of sight between ToF anchors and tags. In 
a test, the worst distance error we were able to achieve was 2 feet when the path was 
interrupted by the chests of two people and a large reinforced concrete pillar, and 
antennas covered with hands. The product specifications for the DW1000 chip list the 
accuracy as 4 inches, but do not assume there is such intentional interference. The tag 
height variation comes from our suggestion of wearing lanyard-mounted tags. Because 
the radio anchor is mounted low in the robot drive, and measures the diagonal distance to 
the tag being worn at chest height, the worst case error is achieved when someone is 
standing right next to the robot base, and almost all the distance is vertical. 5 feet is a safe 
overestimation for this value.  
On top of these very generous values, we would add an additional 2 foot buffer, bringing 
the total stopping radius to 14 feet for the red zone. The additional 6 foot buffer in the 
yellow zone is theoretically not necessary, but provides an added margin of safety and 
allows robots to gradually decelerate before coming to a complete stop in the red zone. 
This behavior is achieved in a state machine that takes radio range measurements and a 
timer as inputs, and generates a “safety state” as an output, which corresponds to either 
full speed, slowed, or no movement of the drive base. Upon transition to a new state, a 𝛥t 
timer is reset to 0s. The state machine is depicted below, with the guard conditions 
displayed next to the state transition arrows. Currently, this is a proposed state machine; 
though ranging accuracy was characterized, a serial hardware issue on the ToF board has 
prevented testing of this function of the desktop application. 
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The current state can update on every second of the internal timer, or when new ranging 
data is received. Currently, the ToF tag is set to initiate ranging requests at a rate of 2Hz, 
so the PC application receives the serial range data and updates the range that frequently. 
This rate was chosen to keep the idle operation of the tag power-efficient but fast enough 
for real-time ranging data. The frequency can be easily adjusted in the source code for the 
ARM Cortex-M3 processor. 
5.5.3 Move from RFID to Time of Flight Ranging 
The original design proposal was to use active RFID tags worn by workers, and RFID 
readers on each mobile base to estimate the proximity to the nearest person. The active 
RFID tags gave the system excellent sensing range, around 150 feet in a warehouse 
environment. The RFID readers on each bot reported the identity of each detected tag, 
and its received signal strength indicator, or RSSI. The RSSI varies with distance as the 
signal drops off.  
During the characterization of the RSSI vs. distance relationship, the team discovered that 
the RSSI signal strength resolution was high enough to represent nearby distances at a 
resolution on the order of 3 feet. However, at any given distance, even under ideal 
unbroken line-of-sight conditions, the RSSI values varied widely and unpredictably due 
to the reader picking up signals reflected and attenuated off other objects. In addition, the 
environment in which the system operates determined how quickly the RSSI dropped off 
per distance, meaning that the system would have to be recalibrated for any area it 
worked in. The figure below shows the data from the RFID characterization as outlined 
in the Methodology section: 
Figure 30: Radio safety state machine 
Stop 
Slow Full	  Speed D<20ft 
D<14ft D>14ft  ∧	  𝛥t>5s D<14ft 
D>20ft  ∧	  𝛥t>2s 
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Figure 31: RFID Signal Strength vs. Distance 
Using only a 50 ohm coax terminator instead of an antenna, the RSSI dropped off quickly 
enough to at least see a trend, but became unreadable past 20’ and had a reliable 
resolution of more than 6’ under ideal conditions. With an antenna, the RSSI values were 
less stable, and varied too much at each distance to reliably differentiate between 
readings at 25’ and 1.5’. Any kind of averaging or outlier rejection was impractical for 
real-time obstacle avoidance since the maximum polling rate was 2 Hz. After verifying 
these results, we decided to continue our research into other ranging technologies. 
Ultimately we decided to use the Decawave time of flight hardware, which was similar to 
ultra-wideband RADAR, but cost a fraction as much. The ToF hardware inherently 
differentiated between people and other obstacles, which was a challenge with RADAR. 
For comparison, the results of our ideal-case time of flight and RFID characterizations 
are shown in the figure below: 
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Figure 32: Time of Flight Performance vs. RFID 
Here, the red points are distances calculated from RSSI readings, and the blue points are 
Decawave readings at the same distances. The ToF readings consistently had a standard 
deviation of less than 1”, so the same number of data points are difficult to see on the 
same plot as the RFID data. 
The new proposed tome of flight system operates in fashion very similar to the old RFID 
system, with a reader on each robot base, and tags carried by each employee on the floor. 
The original RFID proposal is included in the appendix. That section covers the hardware 
selection and implementation for the RFID system, up until the point that that it was 
replaced with the time of flight system. 
5.6 Experimental Results and Analysis 
5.6.1 Characterization  
As the robot approaches a tag, the reported distances decrease, at a rate and under an 
error characterized in an earlier test. This test is then repeated with the reader placed 
underneath a pod or pod analog, in the same location we want to mount the antenna on 
the faceplate of the drive unit, to determine if carrying a pod has an impact on the 
detectable tag range or readings. A similar third test determines the effect of pods 
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breaking line-of-sight between the tags and readers has on measured distances. A final 
verification test involves walking around the reader and pods wearing a ToF tag to test if 
the system outputs are correct, as defined in the Radio System Logic section. The 
following sections outline the procedures for each of these tests. 
5.6.2 Ranging Accuracy Test 
The characterization test is performed in an open space, such as a basketball court, or the 
WPI robot pits, a large empty room with a concrete floor. The base of the antenna is 
mounted 10 inches above the floor, which was the height we expect to mount it on the 
faceplate of a Kiva drive. The antenna is the PCB planar ultra-wideband omnidirectional 
antenna included with the Decawave kit. The active ToF tag is worn on a neck lanyard of 
a team member. A C++ application logs the time stamped ranging values at 2Hz, the rate 
at which they are transmitted. The team member stands at each test distance for one 
minute while data is collected, turning to face a full 360 degree range throughout the 
minute, because facing away from the anchor causes the range to be measured through 
the team member’s chest, which slightly increases the range estimate. The test distances 
are marked on the floor with masking tape at the ranges listed below. Measurements are 
taken more frequently near the reader, to accurately characterize the close-range 
performance, which is of interest. The distances are listed in meters, and in inch 
approximations. 
Table 5: Radio Characterization Testing Distances 
In 8 20 39 59 79 118 158 197 236 315 394 472 629 787 945 1002 1260 
M 0.2 0.5 1 1.5 2 3 4 5 6 8 10 12 16 20 24 28 32 
 
The tested range extends well beyond the yellow threshold to predict if false positives at 
range were an issue, or if the yellow range needed an extension. A plot of measured 
distance values at each range allowed us to characterize the error we saw in the range 
measurements. 
5.6.3 Pod Carrying Attenuation Test  
This test determines if carrying a pod has an effect on measured range readings. It is 
performed exactly as in characterization test, but with a pod or similar metal shelf to act 
as an analog placed above the anchor. The reader was positioned under the shelf as if it 
were mounted to a drive base carrying a pod. The tag carrier stands in front of the shelf 
(the side nearest the reader) as if pod were being driven forward, at the same test ranges. 
The measured vs. actual distance relationship will be plotted against the one recorded in 
the characterization test. If the pod affects the accuracy, the threshold we used to detect 
tags at each distance can be adjusted for a worst-case scenario, or adapt in real time based 
on whether the drive is carrying a pod or not. 
5.6.4 Pod Line of Sight Attenuation Test  
Again, this test is similar to the original characterization test. If carrying a pod decreases 
the detected signal strength, the reader is mounted under a pod as in the pod carrying test. 
The tag carrier stands at the same preset distances, but with a pod or pod analog midway 
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between the tag carrier and antenna. The very close 7 inch and 19 inch ranges are omitted 
from the test. The output thresholds are again adjusted to allow for safe detection in a 
worst-case scenario, if line-of-sight breaking pods cause significant attenuation. 
5.6.5 Output Verification Test 
In this final test, we verify that the time of flight system outputs the correct safety states 
(green, yellow, and red) according to the tag carrier’s distance from the reader in both 
best and worst-case scenarios. The threshold distances for red, yellow, and green states 
are marked out in 90 degree arcs in front of the antenna. The tag carrier will walk around 
each zone, covering the entire area over the course of 3 minutes for each zone. RFID 
output states are recorded as separate datasets for each section. Initially, the test is 
performed with the best-case scenario of no pod above the reader, and no pod breaking 
line-of-sight. If the pods have an effect on measured distance, the test will be performed 
again in the worst-case scenario of having a pod above the reader, and a pod breaking 
line-of-sight between the tag carrier and reader in each zone. The whole test will generate 
6 sets of data: red, yellow, and green zone readings for best and worst-case detection 
scenarios. Ideally, the outputs of each dataset will match the zone being tested. If the 
system gives incorrect output states, we will analyze the errors and adapt the safety 
system, to improve its accuracy. False positive readings (reporting that tags are closer 
than they are) will be preferable to not recognizing nearby tags or overestimating 
distance, from a safety perspective. 
5.6.6 Testing Results 
Currently, only the ranging accuracy test has been completed for both the RFID and time 
of flight systems, but the results from that test indicate that the ToF hardware 
performance exceeds the requirements for the radio ranging system, in both accuracy and 
reliability. For the remaining tests, we first plan on performing the pod attenuation and 
line of sight tests next time we visit the Kiva test floor. If this isn’t an option, we can also 
use an analog metal shelf instead of a pod. The output verification test was performed last 
because it is dependent on the results of the pod attenuation tests. 
The custom code for the ARM Cortex-M3 processor on the Decawave evaluation kits is 
building, uploaded, and performing ranging measurements correctly. However, the serial 
output has not yet been verified. To read serial data from the board, a hardware 
modification needed to be made, and there is still an outstanding issue with the serial 
transmit line. The PC serial receiver code functions for the RFID system, and we expect 
no trouble integrating it with the ToF serial output, which uses the same protocol and 
packet structure. 
The results of the ranging accuracy test are discussed in the following section. The other 
three tests still need to be performed. The remaining design work is to verify the new 
serial output of the Decawave board, test the receiver-side serial parser with ToF instead 
of RFID data, and verify the safety zone state machine’s operation and outputs. As a 
short validation test, we also intend to run the radio and vision systems simultaneously on 
a Turtlebot base, to demonstrate the proposed behavior in the presence of obstacles and 
humans. 
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5.6.7 Ranging Accuracy Results 
In this test, distances measured by the time of flight ranging hardware are compared to 
known distances. It was performed in the WPI robot pits, a large open concrete floor, in 
the middle of large multi-floor gym. Baseline distance measurements are from a tape 
measure on the floor. Without USB data logging, the distances are recorded manually- 
there are a total of 185 samples over a 65 foot range, the longest possible in the testing 
space.  
For this test, there was always a direct line of sight between the two boards, which is the 
ideal condition for measurement accuracy. Antenna / board rotation did not have an effect 
on measured distances.  
When the line of sight between antennas was broken by a person's chest or a concrete 
pillar, the boards tended to overestimate the actual antenna separation. In these scenarios, 
the worst accuracy we could achieve was an error of 2 feet with two people and a 
concrete pillar breaking line of sight. Further tests will characterize these worst-case 
scenarios. In a quick investigation of range, it was also found that the distance 
measurements update regularly up to a distance of 160 ft, and intermittently up to 260 ft, 
even with line of sight broken by two walls. 
One key unexpected observation we made was that the distance measurements were very 
accurate (1” standard deviation) past the 2 foot range, but below that point, ranges were 
consistently overestimated to about 2 feet. This may be a limitation of the hardware, and 
warrants further research. This error, along with the worst-case non-line of sight error 
observed, is accounted for in the safety zone radius calculations.  
 
Figure 33: ToF Readings and Standard Deviations vs. Distance  
The accuracy of the hardware is high enough to easily define the safety zones cleanly. 
Across all the sampled distances, the standard deviations ranged from .4 in to 1.6 in, with 
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no significant trend between near and far standard deviations. All the collected data are 
plotted above. Several distance measurements were made at each distance, but are 
clustered very close to the trend line. The very low ranging errors, even when added to 
the worst-case no line of sight error of 2 feet, are small enough to be included in the 
calculations for the safety zone sizes. This is a large improvement over the RFID ranging 
method, which could not always differentiate between readings at 40 ft and 2 ft. Such a 
large error would have meant the safety zones would be impractically large. 
 	  
  
47 
 
6 Conclusion 
A design for a system to detect humans and obstacles in a robotic warehouse environment 
was presented. Intended to work independently on each robot, the system consists of a 
stereo vision and a radio ranging component working in parallel to detect static obstacles 
within 20 feet and humans within 24 feet. Though the design does not meet the initial 
design goals presented at the beginning of the project, refined goals developed by the 
collaborative work of the team and the sponsor to enable a functional prototype to be 
produced in one academic year were created. This design meets the refined goals and is 
recommended for its low cost, flexibility, and ability to be expanded upon in the future. 
6.1 Accomplishments 
The combination of technologies proposed by the THINK Robots team, and the 
integration of all three technologies offers a promising solution to improve the 
operational capabilities of Kiva’s robots. By overlapping three primary technologies all 
of the detection scenarios are covered. The resulting behaviors for these scenarios have 
been modeled, and by continuing work to expand the scope of the solution, the prototype 
developed could be incorporated into the Kiva platform. The Vision Subsystem offers a 
Monocular Module that has the capability to characterize multiple objects and offer 
feedback to the system controller with information of different objects detected by drive 
units. Paired with the Stereo Module, the objects are given depth in relation to the drives, 
as well as giving the drive the ability to detect more obstacles outside of the dynamic 
range of the monocular cameras. This overlap allows for a greater detection rate and 
range than either of the singular technologies and can detect, with high reliability, most 
objects. For even higher reliability, the Radio Subsystem is used to accurately track 
humans in the environment, and under normal detection scenarios, with workers 
following the protocols, the drives will be able to avoid humans, according to the 
detection scenarios proposed. The combined systems offered input to govern the behavior 
of the mobile base, and more safely navigate a warehouse environment. With further 
work, expanding the scope of the prototype to include hardware acceleration, more 
sensitive cameras, and additional validation scenarios the THINK Robots prototype will 
benefit Kiva and their product development needs.  
6.2 Limitations 
Although the work described in this report met testing requirements in many of the 
scenarios that were considered, there are several limitations to this body of work. These 
limitations are outlined in this section.  
6.2.1 Communication and Integration with Kiva Systems Drive Unit 
The current prototype obstacle detection system does not integrate with the Kiva 
Systems’ drive units. The tests and analysis were conducted on PCs running the Windows 
operating system and no communication interface with the intention of communicating 
with the Kiva Drives was implemented. Instead, tests for the static obstacle detection 
system were conducted by mounting the cameras on a kiva drive unit and recording video 
data for analysis at a later time.  
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The exact format of the data that would be communicated to the robot from the obstacle 
detection system was also not defined. While suggestions could be made, those 
suggestions would have required field tests to validate and were therefore considered 
outside the scope of the project.  
6.2.2 Vision Processing and Optimization  
The prototype system runs using OpenCV and the algorithms used ae run on the CPU. 
This is very time consuming. In fact, calculating the disparity from a left and right 
camera image using the Semi-Global Block Matching algorithm can take 1.5 to 2 seconds 
per disparity frame. Video capture is at approximately 15 frames per second. So, 
processing video in real time is not possible in the current software implementation.  
 
For the final product, it is recommended that the algorithms be hardware accelerated or 
run on a GPU to increase throughput. In order to ensure safe operation, the Kiva Drive 
units will need the obstacle detection system to work in real-time.  
6.2.3 Obstacle Identification 
In the current iteration of this system, all objects that are of dissimilar to the floor plane 
are considered obstacles. Objects that would be expected in the path and should be 
ignored, such as drive units and pods, are not currently handled separate from regular 
obstacles. 
The system currently relies on the drive having knowledge of where the other drives 
around it are to remove drives as potential obstacles. The system also removes any 
information outside its straight forward path so objects like pods do not interfere. 
Detecting pod legs and using them to define the area in which the system should work 
would allow for a wider field of view. It could potentially allow objects that are not 
directly in the path of the robot to be detected.  
6.2.4 Large Time of Flight Deployments 
This project only covered a single ToF ranging tag and receiver, so the performance and 
dynamics of a larger deployment of radios, with one per robot is still uncharacterized. 
The Decawave documentation claims very high sensor deployments, up to 11,000 in a 65 
foot radius are possible. In some configurations of the Decawave chip, two radios 
establish an exclusive link to perform ranging, which would make it difficult to quickly 
create ranging data between a tag and several anchors. 
6.3 Future Work  
Though this system has worked well in many of the testing scenarios, the team 
recommends that further work is undertaken before this is considered for a production 
ready system. 
6.3.1 Working with Noisy Data 
There is a large amount of noise in the disparity image that makes image processing 
particularly difficult. Chief among these is the infrequent appearance of areas that the 
system recognizes as high disparity. These often exist for only one or two frames, but 
cause the system to indicate that an object is very close to it. This may trigger an 
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emergency stop routine. This noise is also present when the system and environment are 
stationary. 
Empirical evidence suggests that these false positives are usually sandwiched between 
two frames that do not show the same error. Thus, a possible workaround is to only 
identify something as an obstacle if its depth value is similar to the depth value detected 
in its neighboring frames. So, a false positive sandwiched between two frames that have 
no obstacles detected in them will be ignored. In two separate runs (a total of 540 
frames), there were two false positives detected – one in each run. This method should be 
able to reduce the false positives to zero; however, it would (marginally) reduce the 
number of correctly detected obstacles as well.  
6.3.2 Floor Detection 
A more precise reference floor plane would greatly increase the accuracy of the obstacle 
detection. The current floor plane was generated by observing the disparity image of the 
warehouse floor in the test videos taken at Kiva. The floor’s somewhat uniform texture 
made disparity difficulty to attain for much of the floor and, as such, the floor plane is not 
as precise as is desirable. Testing on a floor with significantly more texture would result 
in a better reference floor plane.  
It is also important to note that texture (like Kiva drive tracks) on an otherwise uniform 
and low texture floor plane is seen on the disparity map with a slightly different disparity 
than the rest of the floor. This often results in the textured portion of the floor being 
erroneously detected as an obstacle. Adding filters mitigates this problem to a certain 
extent, however, it is often insufficient.  
A possible method of dealing with this is to create a few preset floor plane models and 
constantly evaluating the floor against the models to select the most relevant model. It is 
possible that in practice, the floor plane condition can be shared to the central server 
which would then notify the Kiva drive of the floor conditions along with navigation 
instructions. 
6.3.3 Picture Acquisition and Mapping 
Persistent tracking of obstacles across frames, especially when combined with odometry 
information, could help map obstacles in the path of the drive unit. By doing so, a human 
(or robot) will be able to plan a path through the warehouse to retrieve the objects with 
relative ease. Furthermore, taking a single picture of each tracked obstacle will 
simultaneously make it easier for the person retrieving the object while increasing the 
data the facility has to work with in order to better identify obstacles.  
6.3.4 Radio Multilateration 
While the high concentration of drive bases presented many engineering challenges for 
the project, it also creates an opportunity to measure personnel tag locations rather than 
ranges. An individual time of flight anchor localizes a tag to a radius around the anchor, 
and a minimum of three anchors can resolve tag locations to a single point. With range 
data from more anchors, the resolved point becomes more accurate. By communicating 
tag detection ranges to a central server, the time of flight system could precisely track the 
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movements of employees on the floor. Even if the tracking data updates too slowly to 
provide safety-critical positions because of the Wi-Fi network lag, the multilateration 
communications could be transmitted through the ToF ranging packets. Such mobile 
swarm localization networks have been demonstrated in other research [66]. 
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8 Appendix B – Glossary 
1080p – Refers to a resolution of 1920 pixels by 1080 pixels (16:9) 
3D – 3-dimensional 
720p -  Refers to a resolution of 1280 pixels by 720 pixels (16:9) 
CCD – charge-coupled device (camera sensor technology) 
CMOS – complementary metal-oxide semiconductor (camera sensor technology) 
HSV – Hue-Saturation-Value, a cylindrical-coordinate representation of an RGB image 
IR – Infrared 
LIDAR – Light Detection and Ranging 
OpenCV – Open Computer Vision Library  
PCB – Printed Circuit Board 
RFID – Radio Frequency Identification 
RGB – Red-Green-Blue, all pixel colors are represented as their intensity of the three 
respective colors.  
RSSI – Received Signal Strength Indicator 
ToF – Time of Flight 
USB – Universal Serial Bus  
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9 Appendix C – Structured Light Technology Resources 
9.1 Tests with a structured light system 
Tests were conducted using a Microsoft Kinect V1 for Windows.  
9.1.1 Microsoft Kinect V1 Dimensions:  
Height:	  	  
Motor angle at 0° =   2.93± 0.067  𝑖𝑛 
Motor angle at 27° = 3.03  ± 0.067  𝑖𝑛   
Motor angle at −27° = 3.00  ± 0.067  𝑖𝑛   
Width:	  
At widest: 11.13± 0.067  𝑖𝑛 
On the back: 8.43  ± 0.067  𝑖𝑛 
Base width: 3.47± 0.067  𝑖𝑛 
9.1.2 Microsoft Kinect V1 tests 
All tests were conducted using the Kinect Explorer WPF application that is provided in 
Kinect for Windows SDK (1.8). The Turtlebot was running the gmapping_demo.launch 
file the turtlebot_navigation package in ROS Hydro.  
The Kinect was placed on the edge of a horizontal flat surface (table) and was made to 
face a vertical flat surface. All lights in the room were on (Rows of tube lights, white 
light). The flat surface image is shown below and is located approximately 13” from the 
sensor (Between 330 mm to 374mm depending on the angle which is 12.99” to 14.72”). 
It is recommended that the Kinect be mounted such that the top of the Kinect is at least 
10 inches of the ground (motor angle of 0°). This allows the Kinect to get good depth 
data for the floor within view. In order to keep the document length and size reasonable, 
test data and screenshots have not been included; they are available on the team’s 
document share.  
9.2 Robopeak Lidar 
 
The following images and table are from the Robopeak website [45]. 
 
Figure 34: The RPlidar 
Table 6 lists the important technical specifications for performance of the RP lidar.  
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Table 6: Performance table for the Robopeak Lidar 
 
 
 
 
Figure 35: Example situation (left) and obtained scan (right) 
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10 Appendix D – Original RFID Proposal 
The RFID detection system consisted of unique active RFID tags worn by any worker 
entering the robot workspace, and an RFID reader mounted in the front of each mobile 
robot. When an employee wearing a tag moves within a specified range of any reader, the 
reader will send information to the central path planner including: 
• Detected tag identity 
• Estimate of tag proximity and location relative to robot base 
• Timestamp 
From this data, the central server had a rough knowledge of each employee’s location on 
the floor. If multiple robots detect the same beacon, it may also be possible to further 
refine the position estimate by trilateration, as demonstrated in other research [55]. 
Depending on the type of antenna selected, the reader could only pick up tags specifically 
in front of the drive, which would further increase the certainty of tag location [65]. 
Because of the potential for seconds-long communication delays between drive platforms 
and the central server, each robot must react independently to a very close RFID reading 
to avoid sudden collisions. Since the worst-case stopping distance is about 5 feet, any 
robot should begin to decelerate if it comes within 9.8 feet of a human. Drives could 
resume operation once the RFID tag leaves a larger safety zone. Assuming the worst case 
scenario of a human jogging directly at a loaded robot moving at full speed, the robot 
would have to react to the human and begin decelerating while it was still 21 feet away to 
be stopped by the time the human reaches it. Expecting a human to continue to jog at 
6mph toward an oncoming loaded drive may be unrealistic, but RFID detections at that 
range are possible [52] [67] [55]. 
The RFID readers will use signal strength to approximate distance to a detected tag. To 
estimate distance, we will use a modification of the Friis transmission equation [51]:  𝑃!𝑃! ∝ 𝐺!𝐺! 𝜆𝐷 !  
Equation 1: Friis transmission equation 
where !!!! is the ratio of received power to transmitted power, 𝐺! and 𝐺!are the gains of the 
receiver and transmitter antenna, respectively, λ is the wavelength of the signal, D is the 
distance between the transmitter and receiver, and n is an experimentally determined 
variable, usually between 3 and 5. This simplification allows us to adjust for the 
multipath and broken line of sight interference expected in a real system. 
To prototype the RFID system, we were considering using one of the following 
development kits: 
1. OpenBeacon, an open-source hardware beacon and receiver operating at 2.4GHz. 
With this system, we have access to the microcontroller source code, and plenty 
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of control over the low-level hardware. The documentation is not as detailed as 
the other two solutions, and a lower operating frequency would be less susceptible 
to interference from the environment. These readers to not provide RSSI 
information, meaning that they would only detect, not estimate the distance to 
RFID tags. The receivers report data over serial or Ethernet. The entire 
development kit costs about $100 [68].  
2. Synapse RF engine, a modular system that comes in 868 MHz and 2.4 GHz 
variants. These modules are mounted on a microcontroller development board, 
measure signal strength, and can use PCB or external antennas. There is no 
premade “ID card” beacon, but there are low-power modules that will operate off 
batteries. Data can be output over USB or RS-232. This development kit is also 
around $100 [69] [52]. 
3. Wavetrend 433 MHz TGP active tags and RX202 reader. These are the ID card 
type tags we propose to use, and the reader can report signal strength with a “high 
resolution” that is not specified in the product information. Reader data is output 
on USB, RS-232, or RS-485. Including the tag, reader, antenna, cables and power 
supply, this kit costs around $650 [70] [71]. 
With the understanding that we would be able to get less interference and signal 
attenuation at lower frequencies, we decided to use the Wavetrend 433 MHz TGP active 
tags and the RX202 reader.  
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