Text summarization is one of the oldest problems in natural language processing. Popular approaches rely on extracting relevant sentences from the original documents. As a side effect, sentences that are too long but partly relevant are doomed to either not appear in the final summary, or prevent inclusion of other relevant sentences. Sentence compression is a recent framework that aims to select the shortest subsequence of words that yields an informative and grammatical sentence. This work proposes a one-step approach for document summarization that jointly performs sentence extraction and compression by solving an integer linear program. We report favorable experimental results on newswire data.
Introduction
Automatic text summarization dates back to the 1950s and 1960s (Luhn, 1958; Baxendale, 1958; Edmundson, 1969) . Today, the proliferation of digital information makes research on summarization technologies more important than ever before. In the last two decades, machine learning techniques have been employed in extractive summarization of single documents (Kupiec et al., 1995; Aone et al., 1999; Osborne, 2002) and multiple documents (Radev and McKeown, 1998; Carbonell and Goldstein, 1998; Radev et al., 2000) . Most of this work aims only to extract relevant sentences from the original documents and present them as the summary; this simplification of the problem yields scalable solutions.
Some attention has been devoted by the NLP community to the related problem of sentence compression (Knight and Marcu, 2000) : given a long sentence, how to maximally compress it into a grammatical sentence that still preserves all the relevant information? While sentence compression is a promising framework with applications, for example, in headline generation (Dorr et al., 2003; Jin, 2003) , little work has been done to include it as a module in document summarization systems. Most existing approaches (with some exceptions, like the vine-growth model of Daumé, 2006 ) use a two-stage architecture, either by first extracting a certain number of salient sentences and then feeding them into a sentence compressor, or by first compressing all sentences and extracting later. However, regardless of which operation is performed first-compression or extraction-two-step "pipeline" approaches may fail to find overall-optimal solutions; often the summaries are not better that the ones produced by extractive summarization. On the other hand, a pilot study carried out by Lin (2003) suggests that summarization systems that perform sentence compression have the potential to beat pure extractive systems if they model cross-sentence effects.
In this work, we address this issue by merging the tasks of sentence extraction and sentence compression into a global optimization problem. A careful design of the objective function encourages "sparse solutions," i.e., solutions that involve only a small number of sentences whose compressions are to be included in the summary. Our contributions are:
• We cast joint sentence extraction and compression as an integer linear program (ILP);
• We provide a new formulation of sentence compression using dependency parsing information that only requires a linear number of variables, and combine it with a bigram model;
• We show how the full model can be trained in a max-margin framework. Since a dataset of summaries comprised of extracted, compressed sentences is unavailable, we present a procedure that trains the compression and extraction models separately and tunes a parameter to interpolate the 1 two models.
The compression model and the full system are compared with state-of-the-art baselines in standard newswire datasets. This paper is organized as follows: §2-3 provide an overview of our two building blocks, sentence extraction and sentence compression. §4 describes our method to perform one-step sentence compression and extraction. §5 shows experiments in newswire data. Finally, §6 concludes the paper and suggests future work.
Extractive summarization
Extractive summarization builds a summary by extracting a few informative sentences from the documents. Let D {t 1 , . . . , t M } be a set of sentences, contained in a single or in multiple related documents. 1 The goal is to extract the best sequence of sentences t i 1 , . . . , t i K that summarizes D whose total length does not exceed a fixed budget of J words. We describe some well-known approaches that wil serve as our experimental baselines.
Extract the leading sentences (Lead).
For single-document summarization, the simplest method consists of greedily extracting the leading sentences while they fit into the summary. A sentence is skipped if its inclusion exceeds the budget, and the next is examined. This performs extremely well in newswire articles, due to the journalistic convention of summarizing the article first.
Rank by relevance (Rel). This method ranks sentences by a relevance score, and then extracts the top ones that can fit into the summary. The score is typically a linear function of feature values:
Here, each f d (t i ) is a feature extracted from sentence t i , and θ d is the corresponding weight. In our experiments, relevance features include (i) the reciprocal position in the document, (ii) a binary feature indicating whether the sentence is the first one, and (iii) the 1-gram and 2-gram cosine similarity with the headline and with the full document.
Maximal Marginal Relevance (MMR).
For long documents or large collections, it becomes important to penalize the redundancy among the extracted sentences. Carbonell and Goldstein (1998) proposed greedily adding sentences to the summary S to maximize, at each step, a score of the form
where score rel (t i ) is as in Eq. 1 and score red (t i , S) accounts for the redundancy between t i and the current summary S. In our experiments, redundancy is the 1-gram cosine similarity between the sentence t i and the current summary S. The trade-off between relevance and redundancy is controlled by λ ∈ [0, 1], which is tuned on development data.
McDonald (2007) proposed a non-greedy variant of MMR that takes into account the redundancy between each pair of candidate sentences. This is cast as a global optimization problem: 
subject to binary constraints µ i , µ ij ∈ {0, 1}, the length constraint
where N i is the number of words of the ith sentence), and the following "agreement constraints" for i, j = 1, . . . , M (that impose the logical relation µ ij = µ i ∧ µ j ):
Let us provide a compact representation of the program in Eq. 5 that will be used later. Define our vector of parameters as θ [λθ rel , −(1−λ)θ red ]. Packing all the feature vectors (one for each sentence, and one for each pair of sentences) into a matrix F,
with
, and packing all the variables µ i and µ ij into a vector µ, the program in Eq. 5 can be compactly written as
subject to binary and linear constraints on µ. This formulation requires O(M 2 ) variables and constraints. If we do not penalize sentence redundancy, the redundancy term may be dropped; in this simpler case, F = F rel , the vector µ only contains the variables µ i , and the program in Eq. 8 only requires O(M ) variables and constraints. Our method (to be presented in §4) will build on this latter formulation.
Sentence Compression
Despite its simplicity, extractive summarization has a few shortcomings: for example, if the original sentences are too long or embed several clauses, there is no way of preventing lengthy sentences from appearing in the final summary. The sentence compression framework (Knight and Marcu, 2000) aims to select the best subsequence of words that still yields a short, informative and grammatical sentence. Such a sentence compressor is given a sentence t w 1 , . . . , w N as input and outputs a subsequence of length L, c w j 1 , . . . , w j L , with 1 ≤ j 1 < . . . < j L ≤ N . We may represent this output as a binary vector s of length N , where s j = 1 iff word w j is included in the compression. Note that there are O(2 N ) possible subsequences.
Related Work
Past approaches to sentence compression include a noisy channel formulation (Knight and Marcu, 2000; Daumé and Marcu, 2002) , heuristic methods that parse the sentence and then trim constituents according to linguistic criteria (Dorr et al., 2003; Zajic et al., 2006) , a pure discriminative model (McDonald, 2006) , and an ILP formulation (Clarke and Lapata, 2008) . We next give an overview of the two latter approaches.
McDonald (2006) uses the outputs of two parsers (a phrase-based and a dependency parser) as features in a discriminative model that decomposes over pairs of consecutive words. Formally, given a sentence t = w 1 , . . . , w N , the score of a compression c = w j 1 , . . . , w j L decomposes as:
where f (t, j l−1 , j l ) are feature vectors that depend on the original sentence t and consecutive positions j l−1 and j l , and θ is a learned weight vector. The factorization in Eq. 9 allows exact decoding with dynamic programming. Clarke and Lapata (2008) cast the problem as an ILP. In their formulation, Eq. 9 may be expressed as:
where α i , β i , and γ ij are additional binary variables with the following meanings:
• α i = 1 iff word w i starts the compression;
• β i = 1 iff word w i ends the compression;
• γ ij = 1 iff words w i and w j appear consecutively in the compression;
and subject to the following agreement constraints:
This framework also allows the inclusion of constraints to enforce grammaticality. To compress a sentence, one needs to maximize the score in Eq. 10 subject to the constraints in Eq. 11. Representing the variables through ν α 1 , . . . , α N , β 1 , . . . , β N , γ 11 , . . . , γ N N (12) and packing the feature vectors into a matrix F, we obtain the ILP max
subject to linear and integer constraints on the variables s and ν. This particular formulation requires O(N 2 ) variables and constraints.
Proposed Method
We propose an alternative model for sentence compression that may be formulated as an ILP, as in Eq. 13, but with only O(N ) variables and constraints. This formulation is based on the output of a dependency parser. Directed arcs in a dependency tree link pairs of words, namely a head to its modifier. A dependency parse tree is characterized by a set of labeled arcs of the form (head, modifier, label); see Fig.1 for an example. Given a sentence t = w 1 , . . . , w N , we write i = π(j) to denote that the ith word is the head (the "parent") of the jth word; if j is the root, we write π(j) = 0. Let s be the binary vector de- those that assume each dependency decision is independent modulo the global structural constraint that dependency graphs must be trees. Such models are commonly referred to as edge-factored since their parameters factor relative to individual edges of the graph (Paskin, 2001; McDonald et al., 2005a) . Edge-factored models have many computational benefits, most notably that inference for nonprojective dependency graphs can be achieved in learning via the EM algorithm -none of which have previously been known to have exact non-projective implementations.
We then switch focus to models that account for non-local information, in particular arity and neighbouring parse decisions. For systems that model arity constraints we give a reduction from the Hamiltonian graph problem suggesting that the parsing problem is intractable in this case. For neighbouring parse decisions, we extend the work of McDonald and Pereira (2006) and show that modeling vertical neighbourhoods makes parsing intractable in addition to modeling horizontal neighbourhoods. A consequence of these results is that it is unlikely that exact non-projective dependency parsing is tractable for any model assumptions weaker than those made by the edge-factored models.
Related Work
There has been extensive work on data-driven dependency parsing for both projective parsing ( scribing a possible compression c for the sentence t. For each word j, we consider four possible cases, accounting for the inclusion or not of j and π(j) in the compression. We introduce (mutually exclusive) binary variables ν j11 , ν j10 , ν j01 , and ν j00 to indicate each of these cases, i.e., for a, b ∈ {0, 1},
Consider feature vectors f 11 (t, j), f 10 (t, j), f 01 (t, j), and f 00 (t, j), that look at the surface sentence and at the status of the word j and its head π(j); these features have corresponding weight vectors θ 11 , θ 10 , θ 01 , and θ 00 . The score of c is written as:
where
(θ 11 , θ 10 , θ 01 , θ 00 ), and F Diag(F 11 , F 10 , F 01 , F 00 ) (a block-diagonal matrix).
We have reached in Eq. 15 an ILP isomorphic to the one in Eq. 13, but only with O(N ) variables. There are some agreement constraints between the variables ν and s that reflect the logical relations in Eq. 14; these may be written as linear inequalities (cf. Eq. 6), yielding O(N ) constraints.
Given this proposal and §3.1, it is also straightforward to extend this model to include bigram features as in Eq. 10; the combination of dependency relation features and bigram features yields a model that is more powerful than both models in Eq. 15 and Eq. 10. Such a model is expressible as an ILP with O(N 2 ) variables and constraints, making use of the variables s, ν, α, β and γ. In §5, we compare the performance of this model (called "Bigram") and the model in Eq. 15 (called "NoBigram"). 2
Joint Compression and Extraction
We next describe our joint model for sentence compression and extraction. Let D {t 1 , . . . , t M } be a set of sentences as in §2, each expressed as a sequence of words, t i w i1 , . . . , w iN i . Following §3, we represent a compression of t i as a binary vector s i = s i1 , . . . , s iN i , where s ij = 1 iff word w ij 2 It should be noted that more efficient decoders are possible that do not require solving an ILP. In particular, inference in the NoBigram variant can performed in polynomial time with dynamic programming algorithms that propagate messages along the dependency parse tree; for the Bigram variant, dynamic programming can still be employed with some additional storage. Our ILP formulation, however, is more suited to the final goal of performing document summarization (of which our sentence compression model will be a component); furthermore, it also allows the straightforward inclusion of global linguistic constraints, which, as shown by Clarke and Lapata (2008) , can greatly improve the grammaticality of the compressions.
is included in the compression. Now, define a summary of D as a set of sentences obtained by extracting and compressing sentences from D. More precisely, let µ 1 , . . . , µ M be binary variables, one for each sentence t i in D; define µ i = 1 iff a compression of sentence t i is used in the summary. A summary of D is then represented by the binary variables µ 1 , . . . , µ M , s 1 , . . . , s M . Notice that these variables are redundant: (16) i.e., an empty compression means that the sentence is not to be extracted. In the sequel, it will become clear why this redundancy is convenient.
Most approaches up to now are concerned with either extraction or compression, not both at the same time. We will combine the extraction scores in Eq. 8 and the compression scores in Eq. 15 to obtain a single, global optimization problem; 3 we rename the extraction features and parameters to F e and θ e and the compression features and parameters to F c and θ c : max
subject to agreement constraints on the variables ν i and s i (see Eqs. 11 and 14), and new agreement constraints on the variables µ and s 1 , . . . , s M to enforce the relation in Eq. 16:
The constraint that the length of the summary cannot exceed J words is encoded as:
All variables are further restricted to be binary. We also want to avoid picking just a few words from many sentences, which typically leads to ungrammatical summaries. Hence it is desirable to obtain "sparse" solutions with only a few sentences extracted and compressed (and most components of µ are zero) To do so, we add the constraint
which states, for each sentence t i , that t i should be ignored or have at least ρN i words extracted. We fix ρ = 0.8, enforcing compression rates below 80%. 4 To learn the model parameters θ = θ e , θ c , we can use a max-margin discriminative learning algorithm like MIRA (Crammer and Singer, 2003) , which is quite effective and scalable. However, there is not (to our knowledge) a single dataset of extracted and compressed sentences. Instead, as will be described in Sec. 5.1, there are separate datasets of extracted sentences, and datasets of compressed sentences. Therefore, instead of globally learning the model parameters, θ = θ e , θ c , we propose the following strategy to learn them separately:
• Learn θ e using a corpus of extracted sentences,
• Learn θ c using a corpus of compressed sentences,
• Tune η so that θ = θ e , ηθ c has good performance on development data. (This is necessary since each set of weights is learned up to scaling.)
Experiments

Datasets, Evaluation and Environment
For our experiments, two datasets were used:
The DUC 2002 dataset. This is a collection of newswire articles, comprised of 59 document clusters. Each document within the collections (out of a total of 567 documents) has one or two manually created abstracts with approximately 100 words. 5
Clarke's dataset for sentence compression. This is the dataset used by Clarke and Lapata (2008) . It contains manually created compressions of 82 newspaper articles (1,433 sentences) from the British National Corpus and the American News Text corpus. 6
To evaluate the sentence compressor alone, we measured the compression rate and the precision, recall, and F 1 -measure (both macro and microaveraged) with respect to the "gold" compressed 4 There are alternative ways to achieve "sparseness," either in a soft way, by adding a term −λ P i µi to the objective, or using a different hard constraint, like P i µi ≤ K, to limit the number of sentences from which to pick words. Table 1 : Results for sentence compression in the Clarke's test dataset (441 sentences) for our implementation of the baseline systems (HedgeTrimmer and the system described in McDonald, 2006) , and the two variants of our model, NoBigram and Bigram. The compression ratio associated with the reference compressed sentences in this dataset is 69.06%. In the rightmost column, the statistically indistinguishable best results are emboldened, based on a paired t-test applied to the sequence of F 1 measures (p < 0.01).
sentences, calculated on unigrams. 7 To evaluate the full system, we used Rouge-N (Lin and Hovy, 2002) , a popular n-gram recallbased automatic evaluation measure. This score compares the summary produced by a system with one or more valid reference summaries.
All our experiments were conducted on a PC with a Intel dual-core processor with 2.66 GHz and 2 Gb RAM memory. We used ILOG CPLEX, a commercial integer programming solver. The interface with CPLEX was coded in Java.
Sentence Compression
We split Clarke's dataset into two partitions, one used for training (1,188 sentences) and the other for testing (441 sentences). This dataset includes one manual compression for each sentence, that we use as reference for evaluation purposes. Compression ratio, i.e., the fraction of words included in the compressed sentences, is 69.32% (micro-averaged over the training partition).
For comparison, two baselines were implemented: a simple compressor based on Hedge Trimmer, the headline generation system of Dorr et al. (2003) and Zajic et al. (2006) , 8 and the discrimina-7 Notice that this evaluation score is not able to properly capture the grammaticality of the compression; this is a known issue that typically is addressed by requiring human judgments.
8 Hedge Trimmer applies a deterministic compression procedure whose first step is to identify the lowest leftmost S node in the parse tree that contains a NP and a VP; this node is taken as the root of the compressed sentence (i.e., all words that are not spanned by this node are discarded). Further steps described by Dorr et al. (2003) include removal of low content units, and an "iterative shortening" loop that keeps removing constituents until a desired compression ratio is achieved. The best results were obtained without iterative shortening, which is explained by the fact that the selection of the lowest leftmost S node (first tive model described by McDonald (2006) , which captures "soft syntactic evidence" (we reproduced the same set of features). Both systems require a phrase-structure parser; we used Collins' parser (Collins, 1999) ; 9 the latter system also derives features from a dependency parser; we used the MSTParser (McDonald et al., 2005) . 10 We implemented the two variants of our compressor described in §3.2.
NoBigram. This variant factors the compression score as a sum over individual scores, each depending on the inclusion or not of each word and its head in the compression (see Eq. 15). An upper bound of 70% was placed on the compression ratio. As stated in §3.2, inference amounts to solving an ILP with O(N ) variables and constraints, N being the sentence length. We also used MSTParser to obtain the dependency parse trees.
Bigram. This variant includes an extra term standing for a bigram score, which factors as a sum over pairs of consecutive words. As in McDonald (2006), we include features that depend on the "in-between" words in the original sentence that are to be omitted in the compression. 11 As stated in §3.2, inference through this model can be done by solving an ILP with O(N 2 ) variables and constraints.
step of the algorithm) already provides significant compression, as illustrated in Table 1. For both variants, we used MSTParser to obtain the dependency parse trees. The model parameters are learned in a pure discriminative way through a max-margin approach. We used the 1-best MIRA algorithm (Crammer and Singer, 2003; McDonald et al., 2005) for training; this is a fast online algorithm that requires solving the inference problem at each step. Although inference amounts to solving an ILP, which in the worst case scales exponentially with the size of the sentence, training the model is in practice very fast for the NoBigram model (a few minutes in the environment described in §5.1) and fast enough for the Bigram model (a couple of hours using the same equipment). This is explained by the fact that sentences don't usually exceed a few tens of words, and because of the structure of the ILPs, whose constraint matrices are very sparse. Table 1 depicts the micro-and macro-averaged precision, recall and F 1 -measure. We can see that both variants outperform the Hedge Trimmer baseline by a great margin, and are in line with the system of McDonald (2006); however, none of our variants employ a phrase-structure parser. We also observe that our simpler NoBigram variant, which uses a linear-sized ILP, achieves results similar to these two systems.
Joint Compression and Extraction
For the summarization task, we split the DUC 2002 dataset into a training partition (427 documents) and a testing partition (140 documents). The training partition was further split into a training and a development set. We evaluated the performance of Lead, Rel, and MMR as baselines (all are described in §2). Weights for Rel were learned via the SVMRank algorithm; 12 to create a gold-standard ranking, we sorted the sentences by Rouge-2 score 13 (with respect to the human created summaries). We include a Pipeline baseline as well, which ranks all sentences by relevance, then includes their compressions (using the Bigram variant) while they fit into the summary.
We tested two variants of our joint model, combining the Rel extraction model with (i) the SVMRank is implemented in the SVM light toolkit (Joachims, 1999) , http://svmlight.joachims.org.
13 A similar system was implemented that optimizes the Rouge-1 score instead, but it led to inferior performance. gram compression model ( §3.2) and (ii) the Bigram variant. Each variant was trained with the procedure described in §4. To keep tractability, the inference ILP problem was relaxed (the binary constraints were relaxed to unit interval constraints) and non-integer solution values were rounded to produce a valid summary, both for training and testing. 14 Whenever this procedure yielded a summary longer than 100 words, we truncated it to fit the word limit. Table 2 depicts the results of each of the above systems in terms of Rouge-1 and Rouge-2 scores. We can see that both variants of our system are able to achieve the best results in terms of Rouge-1 and Rouge-2 scores. The suboptimality of extracting and compressing in separate stages is clear from the table, as Pipeline performs worse than the pure extractive systems. We also note that the configuration Rel + Bigram is not able to outperform Rel + NoBigram, despite being computationally more expensive (about 25 minutes to process the whole test set, against the 7 minutes taken by the Rel + NoBigram variant). Fig. 2 exemplifies the summaries produced by our system. We see that both variants were able to include new pieces of information in the summary without sacrificing grammaticality.
These results suggest that our system, being capable of performing joint sentence extraction and compression to summarize a document, offers a powerful alternative to pure extractive systems. Finally, we note that no labeled datasets currently exist on which our full model could have been trained with supervision; therefore, although inference is performed MMR baseline:
Australian novelist Peter Carey was awarded the coveted Booker Prize for fiction Tuesday night for his love story, "Oscar and Lucinda".
A panel of five judges unanimously announced the award of the $26,250 prize after an 80-minute deliberation during a banquet at London's ancient Guildhall.
Carey, who lives in Sydney with his wife and son, said in a brief speech that like the other five finalists he had been asked to attend with a short speech in his pocket in case he won.
Rel + NoBigram:
The judges made their selection from 102 books published in Britain in the past 12 months and which they read in their homes. Carey, who lives in Sydney with his wife and son, said in a brief speech that like the other five finalists he had been asked to attend with a short speech in his pocket in case he won.
Rel + Bigram:
A panel of five judges unanimously announced the award of the $26,250 prize after an 80-minute deliberation during a banquet at London's ancient Guildhall. He was unsuccessful in the prize competition in 1985 when his novel, "Illywhacker," was among the final six.
Carey called the award a "great honor" and he thanked the prize sponsors for "provoking so much passionate discussion about literature perhaps there will be more tomorrow". Carey was the only non-Briton in the final six. jointly, our training procedure had to learn separately the extraction and the compression models, and to tune a scalar parameter to trade off the two models. We conjecture that a better model could have been learned if a labeled dataset with extracted compressed sentences existed.
Conclusion and Future Work
We have presented a summarization system that performs sentence extraction and compression in a single step, by casting the problem as an ILP. The summary optimizes an objective function that includes both extraction and compression scores. Our model encourages "sparse" summaries that involve only a few sentences. Experiments in newswire data suggest that our system is a valid alternative to existing extraction-based systems. However, it is worth noting that further evaluation (e.g., human judgments) needs to be carried out to assert the quality of our summaries, e.g., their grammaticality, something that the Rouge scores cannot fully capture.
Future work will address the possibility of including linguistic features and constraints to further improve the grammaticality of the produced summaries.
Another straightforward extension is the inclusion of a redundancy term and a query relevance term in the objective function. For redundancy, a similar idea of that of McDonald (2007) can be applied, yielding a ILP with O(M 2 + N ) variables and constraints (M being the number of sentences and N the total number of words). However, such model will take into account the redundancy among the original sentences and not their compressions; to model the redundancy accross compressions, a possibility is to consider a linear redundancy score (similar to cosine similarity, but without the normalization), which would result in an ILP with O(N + i P 2 i ) variables and constraints, where P i ≤ M is the number of sentences in which word w i occurs; this is no worse than O(M 2 N ).
We also intend to model discourse, which, as shown by Daumé and Marcu (2002) , plays an important role in document summarization. Another future direction is to extend our ILP formulations to more sophisticated models that go beyond word deletion, like the ones proposed by Cohn and Lapata (2008) .
