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An interactive decomposition algorithm for solving a broad class of multiple 
criteria (MC) problems is presented in this paper. On the one hand, the method is 
designed to solve a broad class of MC problems, including complex ones; i.e., 
problems with nonlinear objective functions and nonlinear constraints, with con- 
tinuous and/or integer-valued decision variables, and with an unknown underlying 
nonlinear preference function. On the other hand, the method is intended to reduce 
the assessment burden on the decision maker (DM) by simplifying and facilitating 
the task of making preference assessments and tradeoffs. The method is efficient 
from a computational standpoint, since the only program that needs to be solved at 
each iteration is linear in the decision variables. Also the algorithm is capable of 
producing lower and upper bounds (LB and UB) on the optimal objective value of 
the MC problem at each iteration, although the DM's preference function is not 
assumed to be known explicitly. LB and UB can be used to terminate the search 
prematurely at a satisfactory ("good enough") solution and, consequently, to 
reduce the computational time as well as the number of preference assessments that 
the DM must make. Finally, all the tradeoffs that the DM is required to make are 
of the form of ordinal paired comparisons, most of which are particularly simple 
since they involve changes in only two criteria at a time. Also, all the preference 
assessments are made in the context of feasible solutions only. @ 1986 Academic Press, 
Inc. 
1. INTRODUCTION 
The theoretical and practical significance of multiple criteria decision 
making has been widely recognized in the Operations Research/ 
Management Science literature, as exemplified by the rapidly growing 
research in this area in recent years. Most of this research, however, is 
devoted to one type of multiple criteria problems: with linear objective 
functions and linear constraints, and with continuous decision variables (i.e., 
multiple objective linear problems (MOLP)). 
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The first objective of this study is to develop an iterative relaxation 
algorithm for solving a broad class of multiple criteria optimization 
problems. This algorithm is capable of solving problems with nonlinear 
objective functions and nonlinear constraints. Also, it is designed to solve 
various types of nonlinear multiple criteria problems; e.g., problems with 
continuous decision variables, and problems with discrete (integer-valued) 
decision variables. The second objective of the study is to reduce the 
assessment burden imposed on the decision maker (DM) in solving mul- 
tiple criteria optimization problems, by simplifying and facilitating the task 
of making preference assessments and tradeoffs. We do not assume that the 
DM's preference (or utility) function is known in explicit form. 
The general class of nonlinear multiple criteria problems P studied in 
this paper is 
(P) max lu(F(x)) = u( f  ~(x),..., fro(x)) 
x: G(x) ~ O, x • X, 
where: 
(a) x•  R n is an n-vector of decision variables. The type and com- 
plexity of the multiple criteria problem P is determined by the structure of 
the set I" of decision variables x: 
(1) If X= {x ~ R n [ x >/0 } (i.e., x is a vector of continuous decision 
variables), then P is a continuous nonlinear multiple criteria problem. 
(2) If X= {x • R n [ x >~ 0 and integers } (i.e., x is a vector of integer- 
valued decision variables), then P is a discrete nonlinear multiple criteria 
problem. 
Clearly, the structure of X is not restricted to types (1) and (2) listed 
above_ For instance, we may have X= {x-  (xl, x2), xl • R ~1, x2 • Rn2[ 
x 1 >/0 and integers, x2 ~> 0}, in which case P becomes a mixed-integer non- 
linear multiple criteria problem. 
(b) The problem involves m nonlinear criterion (or objective) 
functions that are to be maximized simultaneously. They are given by the 
m-vector functions F(x) - (fl(x),..., fro(X)). 
(C) The region of feasible decisions x is the intersection ofp nonlinear 
inequality constraints, given by G(x)<.O, where G(x) = - (gl(x),..., gp(x)) is 
the p-vector of constraint functions. 
(d) The DM is assumed to have an implicit preference (or utility) 
function u, which establishes a complete ordering of points F(xl) - 
(fl(xi),..., fm(xl)) in the criterion space f l  x .-. x f,, such that (1) F(x 1) 
F(x z) iff u(F(xl)) = u(F(x2)) and (2) F(x 1) ~F(x  2) iff u(F(xl)) > u(F(x2)). 
However, u is not assumed to be known in explicit form; rather, it is 
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assumed to be only implicitly known, in the sense that the DM is able to 
make limited local preference assessments and tradeoffs in the form of 
ordinal paired comparisons. No attempt is made to assess u in explicit 
form. 
It is also assumed that each component fj(x) of F and -g j (x)  of -G  is 
differentiable and concave in x on the set {x E R"lx >>, 0}, and that u is dif- 
ferentiable and concave in fl,..-, f,, on f l  × "'" × fro. 
The relaxation algorithm solves problem P iteratively. Only one 
program--a relaxed master problem, denoted RMP--needs to be solved at 
each iteration. Also, RMP is a relatively simple and tractable program, 
since its constraints are linear in the decision variables x, although the 
original program P is nonlinear in x. Consequently, if P is a continuous 
nonlinear multiple criteria problem, then RMP is a standard linear 
program; if P is an integer nonlinear multiple criteria problem, then RMP 
is an integer linear problem. In either case, there exist efficient algorithms 
for solving RMP. The algorithm generates lower and upper bounds (LB and 
UB) on the optimal value u(F(x*)) of the unknown preference function u 
at every iteration of the search. This is an important characteristic of the 
algorithm, since LB and UB can be used to test for convergence and to ter- 
minate the iterative search prematurely at a satisfactory ("good enough") 
solution. Finally, the algorithm terminates in a finite number of steps, 
either at the exact optimal solution (if X is a finite set), or at an e-optimal 
solution (if X is an infinite set). 
Evaluating complex multidimensional consequences and making 
preference tradeoffs across many conflicting objectives is a difficult and 
demanding task on human decision makers. In view of this observation, we 
employ several procedures in order to simplify the task of making 
preference tradeoffs and reduce the assessment burden on the DM. Con- 
sequently, most of the preference assessments and tradeoffs that the DM 
must make are fairly simple local paired comparisons. 
Most of the existing research in the area is devoted to continuous mul- 
tiple criteria problems with linear objective functions and constraints 
(MOLP). Few methods have been suggested recently for solving multiple 
objective linear problems with integer-valued ecision variables. Recent 
surveys appear in Cohon [1], Hwang and Masud [2], and Zionts [3]. 
The solution methodologies for multiple criteria problems can be broadly 
classified as follows: (1) dominance analysis, (2) methods that explicitly 
construct a single composite objective function, and (3)interactive 
programming methods. Under the dominance analysis approach, the set of 
nondominated (efficient) solutions is generated, using parametric program- 
ming and other variants of the simplex method. In the continuous case, 
these methods are designed to generate nondominated extreme solutions: 
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see Philip [4], Gal and Nedoma [-5], Evans and Steuer [6], Zeleny [7], 
and Yu and Zeleny [-8, 9]. Recent works that are designed to identify 
efficient solutions of integer linear multiple criteria problems include those 
of Bitran [10, 11], Bitran and Rivera [12], and Villarreal and Karwan 
[13, 14]. The various methods under the second approach construct a 
single objective function for the problem, usually by assigning weights to 
the m criteria. One of the best known methods of this type is goal program- 
ming. Goals are assigned to each criterion, and the solution is the one that 
comes "as close as possible" to the simultaneous attainment of all goals, 
according to a predetermined metric for measuring deviations from the 
original goals: see Charnes and Cooper [15, 16], Dyer [17], and Lee [18] 
for the continuous case, and Lee and Morris [19] for the discrete case. In 
the interactive programming approach, the DM's preference function is 
assumed to be only implicitly known: preferences are defined progressively 
along the search process, by requiring the DM to make preference 
assessments. Some of the methods in this category for solving continuous 
(usually linear) multiple criteria problems are: Geoffrion, Dyer, and Fein- 
berg [20], Benayoun, deMontgolfier, Tergny, and Laritchev [21], 
Oppenheimer [25], and White [26]. Recent interactive methods for solv- 
ing integer linear multiple criteria problems include those of Zionts [27], 
Villarreal, Karwan, and Zionts [-28], and Villarreal and Karwan [29]. 
The paper is organized as follows. The relaxation algorithm is developed 
in Section 2. The procedures for the interactive assessments of preferences 
are discussed in Section 3. Concluding remarks and summary are given in 
Section 4. We use the following notation. Sets and vector valued functions 
are denoted by uppercase l tters. Vectors are denoted by lowercase letters: 
superscripts differentiate vectors, and subscripts indicate the components of 
vectors. (We do not distinguish between row and column vectors.) The 
components of a vector valued function are denoted by lowercase letters 
with subscripts. 
2. THE ALGORITHM 
In this section we develop and present he relaxation method for solving 
P. (For the moment, we ignore the assumption that the preference function 
u is not known explicitly. This assumption will be restored in Section 3, 
where the procedures for obtaining the necessary information about u are 
discussed.) 
2.1. Preliminaries 
Define 
S-  {xlG(x)<~ O}. (1) 
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Let y E R ~, and consider the following program P': 
(P') sup {inf u(F(y ) ) -  (y -x )Vyu(F (y ) )} ,  
x~X~S y>~O 
THEOREM 2.1. Programs P and P' are equivalent. Furthermore, if x is a 
feasible solution of P and (given x )y  is the optimal solution of P', then y ~ x. 
Proof Since u is assumed to be concave and differentiable in y on (Yt 
y >~ 0}, we obtain that 
u(r(y))  - (y -x )  Vyu(r(y))  >>, u(r(x)) (2) 
for all y and x. Therefore, 
inf {u(F(y)) - (y - x) Vyu(r(x))} = u(V(x)) 
y>~O 
for all x, from which it follows that y=x.  Now, let x~Xc~S (i.e., x is 
feasible for P). Clearly, the last equality holds for all x~XnS,  and 
program P' can be written as 
(P') sup u(F(x)), 
x~Xc~S 
from which it follows that P and P' are equivalent. Q.E.D. 
THEOREM 2.2 x~X is in the set S (Le., it &feasible for P) if 
~G(y) - (y -X)Vy¢G(y)<~O foral l  y; ~>0.  (3) 
Proof Given x~X,  assume that inequality (3) holds for all y; ~ ~>0 and 
(contrary to the claim of the theorem) suppose that x is not feasible for P. 
Then, there exists one or more j such that gj(x)>O. Without loss of 
generality, take (y, ~) such that y = x, Cj > 0 for j such that gj(x) > 0 and 
~j = 0 otherwise. Then 
~G(y) - (y - x) Vy~G(y) = CG(x) > O, 
which contradicts the assumption that inequality (3) holds for all y; ~ >~ O. 
Therefore, x must be feasible for P. Q.E.D. 
An immediate result of Theorem 2.2 is that if x ~ X is not feasible for P 
(i.e., x ¢ S), then there exists y; ~/> 0 such that 
CG(y) - (y - x) Vy~G(y) > 0. (4) 
Remark 2.1. If xCS then (without loss of generality) we may take y 
and ~ that satisfy (4) to be: y = x, ~j = 1 for each j such that &(x) > 0, and 
~j = 0 otherwise. 
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2.2. The Algorithm 
Using (3), program P' can be written 
problem MP: 
(MP) max 0 
O,x: (1) O<~u(F(y))-(y-x)Vyu(F(y)), 
(2) ~G(y) - (y - x) Vy~G(y) ~< 0, 
(3) x~X. 
as the following master 
all y~>0, 
all y; ¢>~0, 
Since programs P and P' are equivalent (Theorem 2.1), so are programs P
and MP; therefore, the optimal solution of P may be found by solving MP. 
Since the master problem MP includes an infinite number of constraints, it 
will be solved iteratively by a relaxation process. 
Suppose that we relax (i.e., temporary drop) some of the constraints of 
types (1) and (2) of MP, and define RMP to be the resulting relaxed ver- 
sion of MP: RMP includes only a few of the constraints of types (1) and 
(2) of MP. We then solve RPM. If RMP is not feasible at some iteration, 
so is MP. If RMP is feasible, then each iteration of the relaxation process 
produces a new trail solution (0, x) for MP. If an optimal solution (0, x) of 
RMP satisfies all of the relaxed (i.e., ignored) constraints of types (1) and 
(2) of MP, then (0, x) is optimal for MP (see details below). If (0, x) is not 
feasible for MP, then we force one of the relaxed constraints of MP into 
the relaxed program RMP, and repeat he process. (Relaxation is an effec- 
tive strategy for solving the master problem MP, since typically only a few 
of the constraints of MP will be binding at the optimal solution.) 
Let {(0 ~, x~), i t  M} be a sequence of solutions to program RMP, and K 
and Q be a partition of the index set M such that: 
(1) i e K iff x~ S (i.e., iff x i is feasible for P). Using Theorem 2.1, set 
y i= x i, and define 
fli=_Vyu(F(x~)) for all i~K. (5) 
(2) i e Q iff x" ~ S (i.e., iff x i is not feasible for P). For each i ~ Q, there 
exists yi; ~i>~ 0 that satisfies inequality (4). Using Remark 2.1, set y~=x ~, 
¢~ = 1 for each j such that gj(x i) > 0 and 3} = 0 otherwise, and define 
7i=Vy~iG(x i) for all i~Q, (6) 
Given the sequence {(0 i, xi), iEM} of past solutions of RMP and the 
index sets K and Q (where M= Ku  Q), the current relaxed master problem 
RMP is: 
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(RMP) max 0 
0, x: (1) O-xf l~<~u(F(xi ) ) -x i f l  , i~K,  
(2) xTi <~ x iT i -  ~G(xi), i t  Q, 
(3) x~X.  
Let (0 ~, x;) be the solution to the most recent relaxed master problem 
RMP. The algorithm for solving P is then: 
Step 1. (a) If G(x ~) <~ 0: 
(i) If 0~< u(F(x~)) then x i is the optimal solution of progam P, 
and the search is terminated (Theorem 2.3 below). 
(ii) If 0e> u(F(x~)), set fl~=Vyu(F(x~)), add the constraint 
0 - xfl'<~ u(r(x~)) - xf l  i (7) 
ro RMP, and go to Step 2. 
(b) If gj(x ~) >0 for some j, set ~= 1 for all j such that gj(x g) > O, 
~j = 0 otherwise, and 7i= Vy~iG(x~), add the constraint 
x~)i ~ Xi~Y i -  ~iG(xi) (8) 
to RMP, and go to Step 2. 
Step 2. Solve the revised relaxed master problem RMP. Let (0 ~, x ~) be 
its optimal solution, and go to Step 1. 
THEOREM 2.3. (Optimality conditions). Let (0i, x i) be the optimal 
solution to the most recent program RMP, and assume that x ~ E S. I f  0 i <~ 
u(F(xi)), then x g is the optimal solution of program P. 
Proof Given x = x ~, the concavity of u in y implies that (see (2)) 
u(F(x')) <~ u(F(y)) - (y - x ~) Vyu(F(y))  for all y >~ O. 
Since 0/-%< u(F(xi)) we therefore obtain that 
O~<~u(F(y))--(y--x~)Vyu(F(y)) for a// y>~0, (9) 
from which it follows that (0/, x i) satisfies all of the ignored constraints of 
type (1) of the unrelaxed master problem MP. But x i also satisfies all of the 
ignored constraints of type (2) of MP, since x ~ ~ S by assumption. Further- 
more, x ~ ~ X, since (0 i, x ~) is a solution of RMP. It then follows that (0 i, x ~) 
is a feasible solution of the unrelaxed master problem MP. 
Next, let T be the set of all feasible solutions (0, x) of MP, and T' be the 
set of all feasible solutions (0, x) of RMP. Clearly, T' ___ T and a solution 
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(0, x) of RMP is optimal for MP iff (0, x) lies in T. Since (O~x ~) ~ T' is 
optimal for RMP and (0 i, x ~) ~ T, it follows that (0 i, x ~) is optimal for MP. 
Finally, since MP and P are equivalent, then x i is the optimal solution 
of P. Q.E.D_ 
Remark 2.2. If (Oi, x i) is the optimal solution of MP, then the 
optimality condition Oi<~u(F(xi)) must hold as an equality, i.e., 0i= 
u(F(xi)) at the optimum. For, if (0 i, x ~) is optimal, then (9) must hold as an 
equality for some y; otherwise, 0~ could be increased without violating any 
constraints. 
Adding New Constraints to RMP. Let (0 i, x ~) be a solution of RMP: 
(a) If xi~ S but 0~> u(F(x~)), then 0~> u(F(y)) - (y -  x ~) Vyu(F(y)) 
for some y (e.g., for y = x~). Consequently, (0 e, x i) violates some of the 
ignored constraints of type (1) of MP. In order to satisfy the "most 
violated" constraint of this type, we set y~ = x ~ and add the following con- 
straint to RMP: 
0 < u(F(xl)) - (x i -  x) Vyu(F(xi)). (10) 
With fl~-Vyu(F(x~)), constraint (10) is identical to constraint (7) 
(Step l(a)(ii) of the algorithm). 
(b) If x ~ ¢ S then x z violates some of the constraints of type (2) of 
MP, and there exists y; ~>0 such that ~G(y) - (y -x i )Vy~G(y)>O 
(recall (4)). Set yi=xi,  and ~ as defined by Remark2.1. Then, the 
inadmissible point x i is eliminated by adding the following constraint 
to RMP: 
~'6(x i) - (x"-  x) Vy ~i6(x ~) <<. O. (11 ) 
With 7 ~ = Vy ~G(xi), constraint (11) is identical to constraint (8) (Step 1 (b) 
of the algorithm). 
Remark2.3. It is important o notice that constraint (11) eliminates 
only infeasible solutions x: it will not rule out any feasible solution x of P. 
To see this, suppose that x e ¢ S, let y~-  x i, and 3; such that ~ = 1 for each j
such that gj(x ~) > 0, and ~ = 0 otherwise. Constraint (11) is then added to 
RMP: in order to show that this constraint does not rule out any feasible 
solution x of P, it is sufficient o show that if some Y violates (I I ) then ~ is 
not feasible for P. Thus, take any ff that violates (11); that is, 
~iG(yi ) __ (y i _  ff) Vy~iG(y,) > O. 
Given ~g, define h(y) = ~iG(y), in which case the last inequality becomes 
h(y') - (y ' -  X) Vyh(y i) > 0. 
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Since each component g/ of G is assumed to be convex in y, and since 
~>0,  then h(y) =- ~G(y) is also convex in y. In other words, we have that 
h(y) - (y -x )Vyh(y)<~h(x)  for ally andx. 
In particular, for y=y~ and x=£,  we obtain that h( / ) -  
(y~- 2) Vyh(y ~) ~< h(ff). However, since h(y i) - (y i -  2c) Vyh( / )  > 0, it then 
follows that h(2) > 0, or ~G(2) > 0, which holds iff gj(2) > 0 for at least one 
j (recall that ¢~>~ 0, with at least one j such that ~j = 1.) Therefore, ~? is not 
feasible for P. 
Remark 2.4. If (0 ~, x i) is a solution of RMP and x~¢ S, then x ~ will 
never repeat itself in a later iteration of the search, since constraint (8) will 
eliminate x~. However, if x i s S but 0 ~ > u(F(x~)), and a later iteration (i.e., a 
later execution of RMP) produces a solution (0, 2) such that ~ = x ~, then 2 
is the optimal solution of P. To prove this, observe that (0, 2) must satisfy 
the constraint 0 - xfl ~ <~ u(F(x~) ) - x~ fl ~, or 0 - 2fl ~ <~ u(F(x~) ) - x~fl ~. But 
/=  x i implies that u(F(2))= u(F(x~)). We therefore obtain that 0 ~< u(F(2)), 
from which it follows that 2 is the optimal solution of P. This property 
provides an easy test for determining optimality: If a feasible solution x of P 
repeats itself in a later iteration of the algorithm, then x is the optimal 
solution of P. 
Let {0 i, x~}, i= 1, 2,..., be the sequence of solutions of RMP (at suc- 
cessive executions of RMP). Since a new constraint is added to RMP at 
each iteration, we have 
0 i+l ~0 i 
for all i. Therefore, the sequence {0~}, i= 1,2,..., is monotone non- 
increasing. Furthermore, {0i}, i= 1, 2,..., is also bounded from below by 
0"= u(F(x*)), where (0", x*) is the optimal solution of MP. 
Next, consider the sequence {u(F(xi))}, i~K, i= 1, 2,..., of the objective 
function values of program P (where (0 i, xi), i6 K, is a solution of RMP). 
This sequence is bounded from above by u(F(x*)), the optimal objective 
value of P. However, {u(F(M))}, i~K, i=1,  2,..., is not necessarily a
monotone nondecreasing sequence. 
Let (O k, x k) be the solution of the most recent program RMP, and K be 
the index set of all the feasible solutiofls x / of P that were produced thus 
far. From the last two observations we obtain the following upper and 
lower bounds (UB and LB) on the optimal objective value u(F(x*)) of P: 
UB= O k, LB=max{u(F(x~)), iEK}. (12) 
i 
Convergence. The convergence properties of the relaxation algorithm 
depend on the structure of the decision set X: 
562 RAFAEL LAZIMY 
(a) I fX i s  a finite set (e.g., X-  {xERn lO~x~2,  xj is integer, all j} 
where 2 = (21,,.-, 2,) is a vector of upper bounds, in which case P is a dis- 
crete multiple criteria problem), then the search converges to the optimal 
solution x* in a finite number of steps, since (1) the set X includes only a 
finite number of points x i, and (2) there is no repetition of x i in the search, 
where {0 i, xi}, i=  1, 2,..., is the sequence of solutions of RMP (recall 
Remark 2.4). 
(b) I fX i s  an infinite set (e.g., X-  {x~R"lx>~O}, in which case P is 
a continuous multiple criteria problem), then the search terminates in a finite 
number of steps for any given tolerance level e > 0 (that is, upon obtaining 
a solution (0 i, x i) of RMP such that x" E S and 0 i ~< u(F(x~)) + e or, using 
(12), UB,,<LB+e),  provided that the following conditions are met: 
(1) Xand S are closed and bounded convex sets, (2) the functions u and F 
are continuous on X, and (3) Step l(b) of the algorithm may occur at 
most a finite number of times. To prove the finite e-convergence, let 
{0 i, xe}, i=  1, 2,..., be the sequence of solutions of RMP. Since (1) {0~}, 
i= 1, 2,..., is a monotone nonincreasing sequence bounded from below, and 
(2) the set Xn  S is compact (recall that both X and S are assumed to be 
closed and bounded), then we can assume that the sequence {0 i, xi}, 
i = 1, 2,... (or a subsequence of it), converges to a point (0, ~) such that ~ 
Xn  S. (Since Step l(b) of the algorithm may occur at most a finite number 
of times, then at most a finite number of points (0, x) in the sequence 
{0', x'}, i=  1, 2,..., are such that x¢  S: This does not spoil the convergence 
of {O~,x ~} to (0,2) such that 2eS .  Also, since x~X for each i in the 
sequence {O~,x~}, then YeS~X. )  Next, observe that the solution 
(0i+ 1, x~+ ~) of RMP at the current iteration must satisfy the constraint 0~< 
u(F(xi))-(x~-x)Vyu(F(x~)) that was added to RMP at a previous 
iteration. In other words, 0 i+l ~< u(F(xi))_ (x i_ xi+ ~) Vyu(F(x")) must 
hold for all i. By the continuity of u and F we therefore obtain that 0 
u(F(~)), where ~eXn S. Therefore, for an arbitrary z>0 and for i suf- 
ficiently large (but finite!), we will obtain at iteration i a solution (0 ~, x ~) of 
RMP such that 0~< u(F(xi))+ e and x~ X n S. This completes the proof. 
Remark 2.5. The requirements (1)-(3) under which finite e-convergence 
holds (in the case that X is infinite) call for clarification. The first two 
requirements are satisfied by program P. (If the sets X and S are not boun- 
ded, then we can add upper and lower bounds on the components of x so 
that these sets become bounded. If, for example, X -  = {x e Rnlx  >~ 0}, then 
we can add the upper bounds x ~< 2, where the upper bounds 2 = (2~,..., 2,) 
are so large that either they are known to include the optimal solution x*, 
or any solution x exceeding these bounds has no realistic interpretation.) 
These requirements ensure that program RMP is bounded; they also rule 
out the possibility that programs P and RMP are feasible but have no 
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optimal solutions. Requirement (3) (which rules out the possibility of 
Step 1 (b) occuring an infinite number of times and thus precluding the con- 
vergence of the sequence {0', xi}, i=  1, 2,., to a point (0, Y) such that ~ 
X~ S) may be satisfied under some circumstances. A very important case 
where this condition holds is when the constraints G(x) <~ 0 of P are linear; 
that is, when G(x) = Gx-  b, where G is a p × n-matrix, and b a p-vector. In 
this case, we can develop the following explicit representation f the set S 
of feasible solutions x of P. Let (r~, r~), j=  1,..., n~ (n r is finite), be the 
generators of the polyhedral cone R =- {(rl ~ R p, r2 ~ R n) f G'rl + r2 ~ O, 
rl/>0}. Using Farkas' lemma, one can show that x~ S iff it satisfies the 
finite system {br~ +xr~ ~> 0, j=  1 ..... nr }- Therefore, S can be represented as 
the intersection of a finite collection of constraints, 
S= {x~R"lbr~ + xr~>~O,j= 1,..., nr}, 
from which it follows that Step l(b) of the algorithm may occur at most a 
finite number of times. If the constraints G(x) <~ 0 are not linear then one 
situation where requirement (3) is satisfied is when X~S;  in this case, 
Step l(b) of the algorithm will never occur. In some practical applications, 
X~ S may hold automatically; in others, further investigation of the struc- 
ture of P (and possibly reformulation of P) may enable us to enforce the 
requirement X_~ S. 
In many practical applications of multiple criteria optimization, the DM 
may be satisfied with a "good enough" (i.e., satisfactory) solution, in which 
case the theoretical finite convergence of the search will typically not be a 
major concern. In this respect, the capability of the algorithm to provide 
upper and lower bounds UB and LB on the optimal objective value 
u(F(x*)) at each iteration of the search is especially important. Thus, if the 
search does not converge to the optimal solution after executing a 
"reasonable number of iterations, then it may be terminated prematurely at 
a satisfactory solution x k, upon obtaining UB ~< LB + ~, e > 0. In this case, 
the difference (UB-LB)  provides an upper bound on the difference 
(u(F(x*))-  u(F(xk))) between the satisfactory solution x k and the optimal 
solution x*. This will reduce both the computational requirements of the 
algorithm and the number of preference assessments hat the DM must 
make. 
The computational requirements of the algorithm are relatively simple. 
First, only one program (the relaxed master problem RMP) needs to be 
solved at each iteration. Second, RMP is a relatively simple and tractable 
program, since its constraints are linear in the decision variables x. 
Therefore, the optimal solution of the original multiple criteria problem 
with nonlinear constraints i in fact found by solving a series of programs 
RMP which are linear in x. Also: 
409/116/2-17 
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(a) If P is a nonlinear multiple criteria problem with continuous 
variables (i.e., X = (x ~ R" I x ~> 0 } ), then RMP is a standard linear program. 
(b) If P is a nonlinear multiple criteria problem with integer variables 
(i.e., X= (x~Rnlx>~O and integer}), then RMP is an integer linear 
program, for which many efficient algorithms are available (e.g., cutting- 
plane techniques, branch-and-bound, implicit enumeration). 
3. INTERACTIVE ASSESSMENTS OF PREFERENCES 
In this section we restore the assumption that the DM's preference 
function u is not known in explicit form, and discuss some procedures for 
obtaining the necessary information on u from the DM. 
The relaxation algorithm solves the multiple criteria problem P by solv- 
ing a series of relaxed master problems RMP. Furthermore, since infor- 
mation about the function u is needed only when constraints of tupe (1) are 
added to RMP, it follows that the DM is required to make preference 
assessments and tradeoffs in the context of feasible alternatives only. (Recall 
that constraints of type (1) are added to RMP upon generating feasible 
trial solutions for P. Also, notice that the constraints of type (2) are added 
to RMP in order to eliminate infeasible solutions, and they do not require 
information about u,) 
The following information is needed in order to form the constraints of 
type (1) of RMP: (a) Vyu(F(xi)) (that is, an evaluation of the gradient vec- 
tor of u at x = x i) and (b) u(F(x~)) (that is, a point evaluation of u at 
X ~ x i ) ,  
In this section we employ the assumption that the set of criteria 
(attributes) of problem P includes a monetary criterion. Without loss of 
generality, we assume that the first criterion f l  is the monetary criterion. 
The m-vector functions F(x')= (fl(xi), f2(x') ..... f,~(x~)) evaluated at x = x; 
will be called a profile, and we will use the notation F(x') = (f~(x~), F2(x~)) 
where F2(xe)-(f2(x~),..., f,~(xi)) in order to distinguish between the 
monetary criterion f~ and the remaining (m-1)  criteria. To simplify 
notation, we will (in some places) suppress the x%, and use (f~, F~) to 
denote the profile (fl(x~), F2(xi)). 
The gradient vector Vyu(F(xi)) may be evaluated as follows. Let y = x 
and observe that 
j = 1, 2,..., n, 
where (Ou/Ofk) i denotes the partial derivative of u with respect o criterion 
fk (evaluated at x = xi), and (Ofk/Oyfl ~ is the partial derivative of fk with 
respect o the decision variable y j, evaluated at x = x ~. 
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The derivatives (dfk/@j) i for all k = 1,..., m and j--- 1,..., n are known. The 
derivatives (du/afk) ~, k= 1,..., m, can be estimated by asking the DM to 
make local preference tradeoffs that are designed to assess the marginal 
rates o f  substitution (MRS) at x = x e. (See also Geoffrion, Dyer, and Fein- 
berg [20], and Dyer [30].) Let the monetary attribute f l  be a reference 
criterion. Then, 
(Ou/Ofk)~ k = 2,..., m, (13) MRS(f~ f~) -  '=  , = s k (au/af,) i ,  
is the marginal rate of substitution between f l  and fk, evaluated at the 
profile (f~, F~). In order to estimate s~, we choose a small (but significant 
enough for the DM!) increase Af] over the base valuef~, and ask the DM 
to make local ordinal paired comparisons, until a value/tf~ is found such 
that the DM is indiferent between the two profiles i i ( f l ,  fk) and 
i i i i i ( f  l + A f  l, f k - A f  k ). Then, s k is approximated by setting sik _- A f  JA f  k ~ k = 
2,..., m, and we may set (see (5)) 
fli=_ V ,  u( F (x  i) = S iVeF(x  ~) (14) 
where s ix ( l ,  i i s2,..., s,,), and 
(af l /ay l )  i . . .  (af l /Oy.) '  
VyF(x  ~) = : 
(af,#ay,)' .-. (OfmlOy,) i 
Remark3.1 .  The paired comparisons needed in order to estimate 
MRS(f{, f~) are fairly simple, for the following reasons. First, only the two 
criteria f l  and fk  are allowed to change their values simultaneously, since 
the remaining (m-2)  criteria are held fixed. Second, the use of the 
monetary attribute f~ as a reference criterion may make it easy for the DM 
to think in terms of dollars and "price out" all the other criteria in terms of 
f l .  Finally, the number of paired comparisons that the DM must make in 
order to estimate ach sf may be minimized if a line search (e.g., using the 
golden section technique) is employed. 
Next, we consider the task of estimating u(F(xi)) ,  and present a 
procedure by which determining an estimate u~ for the preference ranking 
of each m-dimensional profile F(x  i) =_ ( f{ ,  F~) is equivalent to evaluating a 
one-dimensional preference function at a single point. 
Let x i, i eK= {1,..., k}, be the k (feasible) trial solutions of problem P 
which have been produced thus far (i.e., i e K iff x i ~ S), and (f~, F~), i e K, 
be the corresponding profiles. Select some F2---()~2,--.,f,~) to be a base 
profile for the (m-  1) attributes {f2,..-, fro}. We can now "price out" the 
(m- I )  criteria F2-{ f2  ..... fm} of each profile ( f~,Fi2) in terms of the 
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monetary criterion f~. To this end, the DM needs to specify a monetary 
value f~ for each profile ' ~ _ _ ( f l ,  2), iEK, such that he is indifferent between 
i F the profile (f] ,  F~) and the profile (fa,_ 2)- In other words, the DM is wil- 
ling to "pay" just the monetary value ( f~-  f ] )  in order to alter the values 
of F2 from the given profile i _  i i profile F2--- F2=(f2,...,fm ) to the base 
- -  i i (f2,..., fm)" (Pricing out F~ = (f2,.--, fro) to the base profile F2 ~ (f2,.-., f~n) 
may be simplified by doing it in stages, when only one attribute fj is priced 
out at a time. For instance, f2 is priced out by determining a monetary 
i value A2 such that (f] + A2, f2, f3,..-, f~)  is indifferent o (f~ f~, , 
f~); then f3 is similarly priced out, and so forth.) 
Given the assessed monetary_ ~ values)7] such that (fl,-i p2)~ (f] ,  F'2), we 
obtain that u(f~, F~) u = ( f l ,  F2) ~ u(f] /~'2) fo r  each ieK. Furthermore, for 
various values of f l ,  u(fl/~'2) is a one-attribute (or one-dimensional) 
preference function, since only the monetary attribute f l is allowed to vary, 
and the other (m-  1) attributes F2 are held fixed at the base levels F2 -= 
U i 07~?...,~m). AS a result, determining the estimate u~ for each (ft ,  F~) 
u(f],F2) is equivalent to evaluating the one-dimensional preference 
function u(fJP2) at the single point f~=)7]. Once an estimate ui for 
/,/ i (f~, ~),  ieK, is available (see further discussion below), then the con- 
straints of type (1) of program RMP will be (see RMP and (7)) 
O_ xfli i i <~ui-x~, i~K. (15) 
Given the base profile F2, the estimate ui for u(fil, F~) may be obtained 
using either one (or a combination) of the following two procedures: 
Procedure 1. The one-dimensional preference function u(fl/F2) can be 
formulated in explicit form (either in a functional form or in a graphical 
form) for all relevant values of the monetary attribute f l .  ui is then deter- 
mined by setting ui =- u(f]/P2), i ~ K. (The explicit formulation of u(fi/F2) 
should not pose serious difficulties, since u(fa/Fz) is one-dimensional, and 
f~ is a monetary attribute. Thus, the construction of u(fl/F2) requires mak- 
ing tradeoffs in terms of the monetary attribute f l  only, and decision 
makers are familiar with and comfortable in making this type of tradeoffs. 
Also, the process of constructing a one-dimensional preference function is 
fairly simple: it may be done by the midvalue splitting technique, discussed 
by Keeney and Raiffa in [31, Sect. 3.4.7]. In this context, it is highly 
recommended to learn as much as possible about the qualitative structure 
of u(fjF2) before assessing it quantitatively. For instance, the DM may 
want u(fl/F2) to be monotonically increasing in f l ,  in addition to being 
concave .  ) 
Procedure 2. u(fl/F2) can be evaluated for just the k pointsf~/F2, ie K, 
instead of formulating it in explicit form for all values of ft- Under this 
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procedure, u(fl/E2) is defined progressively and interactively, rather than 
being defined globally at the outset of the search for the solution of P (as in 
Procedure 1). The successive point estimates us of u(f], F2), ieK, may be 
obtained using a two-dimensional graph (see Fig. 1). At a given iteration, let 
x s, i eK, be the trial solutions generated so far, and ~ (f l ,F~),  i~K, the 
corresponding profiles. Also, let jT~, i eK, and F2 be as defined above. 
Without loss of generality, assume that f~ > f ] -  ~ for each i~ K, in which 
case the ranking of the profiles is given by 
(f~, F~)> ( f ] - ' ,  U2 i~, for all ieK. (16) 
(Since (f~, F~)~ (f~, F2) and F'2 is fixed for all ieK, then the ranking can 
be done on the basis of the monetary values f,., i~K, alone.) Assume 
/,/ i further that estimates u/ for each (fl,U2)=u(f~/F2), ieK, have been 
determined. Given (16), these estimates are such that Ue > ui 1 for all i E K. 
Next, let the points (ui, s F f l /  2), ieK, be plotted on a graph as shown in 
Fig. 1: the values us are shown on the vertical axis, and the values )7~/P 2 on 
the horizontal axis. Now, let x' be a newly produced trial solution, and 
F(x') = (f~, F~) its corresponding profile: we next need to determine an 
U t estimate u, for ( f l ,  F~). First, the DM needs to determine f~ such that 
(f~, F2) ~ (f'l, f~)- Without loss of generality, assume that f{ -1  < )7~ < 27{ 
u i =. 6~/~ 2)
u k 
u i 
u j-1 
u 2 
u 1 
7 
/ rain { u J+l' u ;}~ S 
I I I I I I 
'fl "if ' ' "  ~l "1 'I~ "[~ . . . .  ~k 
FIG. 1. Estimating the preference function u(fl/F2). 
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for some j; j -1  ~g,  in which case the ranking of the new profile (f~, F~) 
(relative to the existing profiles (f~, F~), i e K) is determined by 
(f{, F~)> ( f l ,  F~)>-(f{-1, F~- 1). (17) 
Therefore, the yet unknown estimate u t must be in the range [uj_l,  uj], 
since it must satisfy uj_ 1< u, < uj. Moreover, the range of "permissible" 
values for u, may be reduced considerably, as shown next. 
Let s ~, i ~ K, and s t be the vectors of substitution rates associated with the 
profiles (f],F~), ieK, and (f],F~), respectively• Since the preference 
function u is concave, then the yet unknown estimate u, must satisfy the 
following conditions: 
Ut~Uj_ I+S j - l "  [(f],Feg)-(fJ-l,F~-t)], (18a) 
uj_x <~ ut+s t. [( f{-1,  F~- I ) _  ( f ] ,  F~)], (18b) 
u, <~ uj + s j" [(f~, r~) - (f~, r~)], (18c) 
uj ~< u, + s'- [(f~, r~) -  ( f] ,  r~)]. (18d) 
In other words, u, must be chosen from the range 
max{u~, u+ } ~< ut <~ min{uf_ 1, u j  }, 
where 
(19) 
bl21~-Uj_l'~-S j - l "  [(f],F~)-(f{ l , F~- l ) ] ,  
, t U u;=_u j_ l _se . [ ( f{  1 r~- l ) _ ( f l ,  2)], 
• [(Yl ,  F2) - ( f~  2)3, u+=_uj-s ' J J ,F' 
' F2 ) -  ( f l ,  r~)]. U7 ~Uj +Sj" [ - ( f l ,  ' J 
Next, mark the valuey]/F2 and the range [max{u 7 , u, + }, min{u + 1, uf  }] 
on Fig. 1, as shown. The estimate u, for u(f~/Fz) will then be chosen by the 
DM from the range specified by (19). The following comments are in order: 
(a) [max{u~-, u+ }, min{u+_l, Uf}] is the smallest range of per- 
missible values for u,, given all the tradeoffs and preference assessments 
made so far by the DM. Also, selecting an estimate ut from this range 
ensures the concavity of u(fl/~2), and that u, is consistent with all the 
preference assessments and tradeoffs made so far by DM. 
(b) Selecting u, becomes easier as more trial solutions xi and profiles 
(f] ,  F~) are produced (i.e_, more iterations of the algorithm are executed), 
since the range [max{u~-, u + }, min{uj+_l, uf}]  becomes maller. In fact, 
after obtaining a sufficient number of points (u, f~/F2) on the graph of 
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Fig. 1 (say, six points), we may try to obtain a global approximation (as in 
Procedure 1) of the one-dimensional preference function u(fm/~'2) by fitting 
a curve that passes through all the points (ui, f~/F2). The approximation of
u(f~/P2) by this curve becomes more exact and reliable as the number of 
points (ui,)~//V2) increases. This curve can be used to estimate ui, as new 
trial solutions x ~ and profiles i ( f l ,  F2) are generated. 
(c) Themagnitude of the estimates u~ may be determined as follows. 
Let f l ,  and f* ,  respectively, be the lowest and highest values that the 
monetary criterion f l  assumes, provided that F2=_~2. Then, set u*= 
u(f~/F2) and u,=u(fl , /F2) where, e.g., u ,=0 and u*=100. The 
estimates u~ for each u(f~, F~) will then be chosen from the range [u, ,  u* ]. 
Finally, the following modification should also be introduced to the con- 
straints of type (1) of RMP. Recall that in estimating the vector s i of the 
marginal rates of substitution, the gradient vector ((~u/Of,),..., (Ou/?f,,)) 
was normalized by dividing through by (Ou/Ofa): see (13). In order to main- 
tain the proper inequalities (see (15) and (17)) and to obtain the proper 
interpretation of the lower and upper bounds LB and UB (see discussion 
below), we need to divide each estimate ui by (Ou/?fi)((6u/Of~)  can be 
computed as follows. If the one-attribute preference function u(f~/~'2) is for- 
mulated explicitly (Procedure 1), then (Ou/?fl) ~ can be computed 
analytically. Otherwise, we may use Fig. 1 in order to estimate (0u/Of l) i 
graphically. (That is, choose a small increase A~ over the base valuef]/F2, 
read from the graph the approximate value ui+~5~ corresponding to 
(fl ~-z~i)/F2, and set (~u/Ofl) i -~ c~/Ai. ) 
Upper and Lower Bounds. Let K be the index set of the feasible 
solutions x! generated thus far (i.e., i E K iff x i e S), and u~ be the estimate 
for u(f], F~) for each i~K. Also, let (0 k+', x k+l) be the solution to the 
next program RMP. Then, the upper and lower bounds UB and LB on the 
u * (see (12)) optimal objective value u(F(x*))- (f l  , F~) of P are 
UB= 0 k+m, LB = max{u~, i~K} =-u~. (20) 
The difference (UB - LB) can be used to terminate the search, either at the 
exact optimal solution (i.e., upon obtaining a feasible solution such that 
UB ~< LB) or at a satisfactory solution (i.e., upon obtaining a feasible 
solution such that (UB-LB)~<~-(u* -u , ) ,  where E>0 is a tolerance 
level, and u* and u, are, respectively, the highest and lowest values that 
u(fi/F2) may assume). Using Remark 2.4, we have the following easy test 
to determine the optimality of a given feasible solution. Let (0 k, x k) be the 
solution to the most recent program RMP, and K be the index set of the 
feasible solutions x i produced thus far (assume that k e K). If there exists 
j ~ K, j ¢ k, such that x j = x k, then x k is the optimal solution of P. 
570 RAFAEL LAZIMY 
4. CONCLUSIONS 
The motivation underlying the development of the interactive relaxation 
algorithm for multiple criteria problems in this paper is twofold. First, it is 
designed to solve a broad class of multiple criteria problems, including 
complex ones. Second, it is intended to reduce the assessment burden on 
the DM by simplifying and facilitating the task of making preference 
assessments and tradeoffs. 
The algorithm is capable of solving nonlinear multiple criteria problems of 
a general structure, since the objective functions and the constraints are 
assumed to be nonlinear. Furthermore, it is equally well-suited for solving 
both ordinary and complex multiple criteria problems. For example, it is 
suitable for continuous nonlinear multiple criteria problems and for discrete 
(i.e., integer) nonlinear multiple criteria problems. Also, it is suitable for 
mixed-integer multiple criteria problem and for other types, since very few 
restrictions are imposed on the structure of X. The contribution of the 
proposed method lies, in part, in this aspect, since most existing methods 
are designed for solving a limited type of multiple criteria problems (i.e., 
problems with linear objective functions and constraints, and with con- 
tinuous decision variables). 
Moreover, the relaxation algorithm of this paper is efficient from a com- 
putational standpoint. First, observe that relaxation is an effective strategy 
to solve the equivalent master problem MP, since typically only a few of 
the constraints of MP will be binding at optimality. Second, under the 
proposed relaxation method, the original complex nonlinear multiple 
criteria problem P is solved iteratively, and only one program--the relaxed 
master problem RMP--needs to be solved at each iteration_ Furthermore, 
RMP is a relatively simple and tractable program, since its constraints are 
linear in the decision variables x, although the original multiple criteria 
problem P is nonlinear in x. Thus, if P is a nonlinear multiple criteria 
problem with continuous variables x, then RMP is a standard linear 
program. If P is a nonlinear multiple criteria problem with integer-valued 
variables x, then RMP is an integer linear program. In either case, there 
exist efficient algorithms for solving RMP. Third, the algorithm produces 
lower and upper bounds (LB and UB) on the optimal objective value of P 
at each iteration of the search. These bounds may be used to test for the 
convergence of the search. They can also be used to control the number of 
iterations, by terminating the search prematurely at a satisfactory ("good 
enough") solution. Finally, finite convergence of the search (if X is finite) 
or finite e-convergence (if X is infinite) is guaranteed. 
The preference and tradeoff assessments hat the DM is required to 
make under the proposed decomposition methods are relatively simple. 
First, they are all local assessments, and no attempt is made to assess a 
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global preference function explicitly. Second, they are mostly of the type of 
ordinal paired comparisons, and most of them involve only two criteria 
(attributes) at a time (i.e., only two criteria change their values 
simultaneously, while the remaining (m-  2) criteria are held fixed). Also, 
all the preference assessments that the DM is required to make are in the 
context of feasible solutions only, since assessments are made only when 
constraints of type (1) are added to RMP. As a result of simplifying the 
assessments, the DM's responses are more likely to be accurate and 
reliable. 
The number of preference assessments that the DM is required to make 
is reasonable and manageable. This is obviously true if the search con- 
verges to the optimal solution in a small number of iterations. In those 
instances, however, that the convergence rate of the algorithm is slow, then 
the lower and upper bounds LB and UB can be used to terminate the 
search prematurely and, therefore, to reduce both the computational time 
and the assessment burden on the DM. The ability of the algorithm to 
provide these bounds on the optimal value of the preference function u at 
every iteration (although the preference function u is not known explicitly!) 
is an important feature of the algorithm. One of the main results of our 
computational study with relaxation methods of this type is that the con- 
vergence rate of the method is very rapid during the early iterations of the 
search. Accordingly, if the search is terminated prematurely after a small 
number of iterations, then (UB - LB) = O k -  ut is the upper bound on the 
"distance" [u(F(x*))-u(F(xk))] between the current solution x k and the 
optimal one x*: In most cases, this is relatively small even after a small 
number of iterations. 
Another characteristic of the algorithm that reduces the number of 
preference assessments that the DM must make is the fact that preference 
assessments are required only when constraints of type (I) are added to 
program RMP. Therefore, the DM is not required to make assessments at
every iteration of the search. Also, if an "outer search" strategy is followed 
(that is, if the optimal solution x* is approached from infeasible directions 
(or regions)), then RMP will include relatively more constraints of 
type (2), and the number of preference assessments hat the DM must 
make is reduced. 
Finally, it is important o note that the preference tradeoffs that are 
needed for solving complex multiple criteria problems such as integer or 
mixed-integer problems are the same that are required to solve ordinary 
multiple criteria problems uch as continuous problems. 
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