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Nonlinear sampled-data stabilization with delays
Salvatore Monaco, Dorothe´e Normand-Cyrot and Mattia Mattioni
Abstract In this work, how sampling can be instrumental for stabilizing nonlin-
ear dynamics with delays is discussed through several approaches developed by the
authors in a comparative perspective with respect to the existing literature. Perfor-
mances and computational aspects are illustrated through academic examples.
1 Introduction
Several recent approaches (see among them [1, 2, 3, 4, 5, 6]) discuss the compensa-
tion of delays for nonlinear continuous-time systems in terms of reduction, descrip-
tor or predictor-based strategies. Simultaneously, mainly motivated by implementa-
tion issues, a growing interest has been addressed toward systems under sampling.
In particular, robustness of sample-and-hold stabilizing controllers with respect to
actuators uncertainties (see [7] and the references therein) or with respect to delays
are investigated in the literature [8, 9, 10, 11, 12, 13, 14, 15]. These contributions
are essentially concerned with implementation of existing feedback laws designed
over the continuos plant or a priori assuming the existence of ad-hoc sampled-data
controllers for the delay free model. That sampling is instrumental when dealing
with time delays is even more clear when considering nonlinear dynamics affected
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2 Nonlinear SD stabilization with delays
by fixed and known input or measurements delays. In this case, sampled-data pre-
dictor based schemes (see [10, 12]) can be exactly computed for particular classes
of systems admitting closed form (possibly finitely computable) expressions of the
predictor map.
The purpose of this work is to go further in the direct design of sampled-data feed-
back laws for input-delayed dynamics and investigate some simple extensions to
special classes of systems affected by state delays. The results stated by the authors
for the class of input-affine dynamics in some recent works [16, 17, 18, 19] are in
the sequel extended to more general classes of nonlinear time-delayed systems with
several comments on some open perspectives.
Throughout the paper we address the problem of designing sampled-data controllers
of a given continuous input-delayed dynamics starting from its sampled equivalent
model; the resulting control laws admit parametrized expressions in the sampling
period which can be used to underline the possible advantage of sampling. The
design is developed in three steps starting by showing how to get global asymptotic
stabilization of the equivalent sampled delay free dynamics; then a sampled-data
predictor-based controller is proposed, and, finally, robustness improvement of the
prediction errors is achieved through a suitable redesign.
Section 2 states the problem and specifies the classes of systems under study:
nonlinear systems affected by input-delays; strict feedforward-like dynamics, ad-
mitting finitely computable predictor map, directly or via preliminary coordinates
change and feedback; strict feedback-like systems, characterized by a delay in the
connection state state variable. Section 3 reports on the sampled-data predictor
based stabilizing controller with discrete-time predictor map. Section 4 discusses
a modified sampled-data predictor based controller via Immersion and Invariance
(I&I) design. Section 5 deals with the specific case of a two block cascade dynam-
ics with delay in the state connection variable. Again it is shown how to recast the
stabilizing problem in the Immersion and Invariance context. Academic examples
illustrate the computational aspects. No complete proofs are reported but adequately
referred to in previous authors’ work.
2 Sampled-data models of differential dynamics with delays
2.1 The class of systems under study
We consider nonlinear dynamics over Rn with scalar valued input u
x˙(t) = f (x(t),u(t− τ)) (1)
with equilibrium x∗ ( f (x∗,0) = 0) and known constant delay τ ≥ 0; when τ = 0 in
(1) the so called delay-free dynamics is recovered as
x˙(t) = f (x(t),u(t)) (2)
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Throughout the paper, maps and vector fields are assumed smooth over the re-
spective definition spaces (i.e. infinitely differentiable - C∞) and the delay-free
system system corresponding to (1) when τ = 0 is forward complete 1. In (1),
u ∈M[−τ,∞)U where MIU denotes the space of measurable and locally bounded func-
tions u : I ⊂ R+→U (u : I→U , with U ⊆ R.
The following standing assumptions are set:
• measures are available only at the sampling instants t = kδ ;k ≥ 0;δ ∈]0,T [,
where δ is the constant sampling period and T is the maximum allowable sam-
pling period;
• the control is constant over time intervals of length δ ; i.e. u ∈ Uδ = {u ∈
MU s.t. u(t) = uk,∀t ∈ [kδ ,(k+1)δ [;k ≥ 0} (sampled-data control);
• δ is chosen so that τ = Nδ for a suitable integer N.
• Assumption A - The delay free dynamics associated to (1) is smoothly sta-
bilizable; i. e. there exists a smooth continuous-time feedback u = γ(x) with
γ(x∗) = 0 and a proper Lyapunov function V : Rn → R≥0 with V (x∗) = 0 such
that V˙ (x) = L f (·,γ(·))V (x)< 0 and with
∂L f (·,u)V (·)
∂u
∣∣
u=γ(x) 6= 0 for all x ∈Rn/{x∗}.
Remark 1. Smoothness of the feedback γ(·) is instrumental to computational pur-
poses.
Under these assumptions, the objective of this work is to discuss direct sampled-
data strategies which make the the equilibrium x∗ of (1) S-GAS in the sense of the
following definition.
Definition 1. Consider the sampled-data system x˙= f (x,uk). We say that the closed-
loop equilibrium of x˙ = f (x,α(xk)) is sampled-data globally asymptotically stable
(S-GAS) for some piecewise constant feedback uk = α(xk) if the equilibrium of its
sampled equivalent xk+1 = Fδ (xk,α(xk)) is globally asymptotically stable (GAS) at
the sampling instants t = kδ , k ≥ 0.
Remark 2. The scalar input case is developed for the sake of simplicity but multi-
input illustrative examples are reported in [17, 20].
2.2 Equivalent sampled-data state representations
As well known, setting u(t) = uk for t ∈ [kδ ,(k + 1)δ [ and assuming τ = Nδ ,
(1) rewrites as the interconnection of a continuous-time delay free dynamics and
a discrete-time finite dimensional linear dynamics; namely, one gets the so-called
equivalent hybrid dynamics
1 Assuming the delay free dynamics forward complete ensures that the delayed one (1) is too: ∀x0
and u ∈M[−τ,∞)U the solution x(t) of (1) with initial condition x(0) = x0 ∈ Rn exists ∀t ≥ 0.
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x˙(t) = f (x(t),v1k); t ∈ [kδ ,(k+1)δ [ (3a)
v1k+1 =v
2
k ; . . . ; v
N
k+1 = uk (3b)
that is now free of delays. By integrating (3a) over [kδ ,(k+1)δ [ and initial condition
xk := x(kδ ), one describes the equivalent sampled-data dynamics in the form of a
map (or a difference equation) over Rn×RN as
xk+1 =Fδ (xk,v1k) = e
δL f (·,v1k )x
∣∣
xk
(4a)
v1k+1 =v
2
k ; . . . v
N
k+1 = uk. (4b)
The dynamics (4a) describes the exact sampled-data equivalent of the (3a). In most
cases, a closed form of (4a) cannot be computed and the map Fδ (·,v1) is described
by its series expansion 2 in powers of δ
Fδ (x,v1) = eδL f (·,v1)x = x+∑
i≥1
δ i
i!
Lif (·,v1)x.
Finite order approximations in O(δ p) 3 are currently used in practice though the
above series might have a finite number of terms in δ (finite discretizability of
f (·,v1)) in some specific cases.
Stabilization of the input-delayed dynamics (1) can be thus reformulated in terms of
stabilization of the extended dynamics (4) so clearly involving nonlinear discrete-
time control strategies. However, by exploiting the cascade structure exhibited by
(4) and assuming the existence of a discrete-time stabilizing controller for the delay
free dynamics (i.e., when v1k = uk, N = 0 in (4)), predictor-based control strategies
with discrete-time prediction map can be worked out.
Remark 3. The case of measurement delays can be treated analogously.
Remark 4. In case of a non entire delays (say τ = Nδ +σ with σ ∈]0,δ [), the ex-
tended sampled dynamics can be defined over Rn×RN+1 as below 4
xk+1 =Fδ1 (xk,σ ,v
1
k ,v
2
k) = e
σL f (·,v1k ) ◦ e(δ−σ)L f (·,v2k )x∣∣xk
v1k+1 =v
2
k ; . . . ;v
N
k+1 = uk.
Fδ1 (σ ,v
1
k ,v
2
k) is parameterized by both the fractional part of the delay σ and past val-
ues of the input variables so that the design strategies developed in the sequel should
be modified. The extension of predictor-based techniques to this case has been pro-
2 L f denotes the Lie derivative operator, L f = ∑ni=1 fi(·) ∂∂xi . e
L f (or e f , when no confusion arises)
denotes the associated Lie series operator, eL f := 1+∑i≥1
Lif
i! .
3 A function R(x,δ ) =O(δ p) is said of order δ p; p≥ 1 if whenever it is defined it can be written as
R(x,δ )= δ p−1R˜(x,δ ) and there exist a function θ ∈K∞ and δ ∗ > 0 s. t. ∀δ ≤ δ ∗, |R˜(x,δ )| ≤ θ(δ ).
4 ◦ denotes the composition of operators and functions.
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posed in [21] while an alternative solution relying on the concept of reduction has
been discussed in [22].
2.3 Finite sampling under coordinates change and feedback
As previously anticipated, the existence of a closed form (possibly finitely com-
putable) expression of the sampled model may be useful. As well known, upper
triangular (say strict-feedforward) forms as
x˙1(t) = f1(x2(t), . . . ,xn(t),u(t− τ))
x˙2(t) = f2(x3(t), . . . ,xn(t),u(t− τ))
. . .
x˙n(t) = fn(u(t− τ))
(5)
where xi ∈ R (i = 1, . . . ,n) can be finitely integrated through a bottom-up iterative
procedure. When assuming the input piecewise constant and affected by delay τ =
Nδ , the associated sampled-data model still preserves finite discretizability in δ .
Several mechanical systems exhibit those triangular forms (as the chained forms
or their extensions) either from direct modeling or through preliminary coordinates
changes and continuous-time feedback [23, 24]. Accordingly, in [25] we examine
the conditions allowing finite discretizability through coordinates change and feed-
back. In the present context, we underline that if such a transformation exists on the
delay free dynamics associated to (1), then it can be extended to the input-delayed
ones. This fact is easily verified and stated as follows.
Proposition 1. Let the dynamics (1) and consider when τ = 0 the delay-free dynam-
ics (2). Assume the existence of coordinates change x˜ = φ(x) and a state feedback
u(t) = k(x(t),v(t)) with v ∈M[−τ,∞)U making (2) finitely discretizable in δ of order
p. Then, for τ > 0, the retarded feedback u(t− τ) = k(x(t),v(t− τ)) and the same
x˜ = φ(x) make (1) finitely discretizable at the same order p in δ .
Basically, Proposition 1 implies that the predictor map is finitely computable
once a preliminary feedback is applied. Denoting by f˜ (x˜,v) the continuous-time
dynamics in the (x˜,v) coordinates and by F˜δ (x˜,v) its sampled model, the design
is performed in the (x˜k,vk) coordinates. Then, the original control is expressed in
terms of the computable predictor map Fδ (·,vk) so getting the piecewise continuous
control signal
u(kδ + s) = k(x((k+N)δ + s),vk) = k˜(x˜((k+N)δ + s),vk)
for s ∈ [0,δ [, k ≥ 0 and x˜(kδ + s) = F˜s(x˜(kδ ),vk) for N = 0 and
x˜((k+N)δ + s) =F˜s(·,vk)◦ F˜δ (·,vk−1)◦ · · · ◦ F˜δ (x˜(kδ ),vk−N) for N ≥ 1.
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Dynamics admitting chained form-like representations generally do not admit
continuous-time smooth stabilizing control laws. Thus, sampled-data multirate con-
trol strategies have been proposed in [26] to deal with trajectory planning or finite-
time tracking objectives. In presence of delays, Proposition 1 suggests to resettle
these control problems in the sampled-data context by taking advantage of the sim-
plified transformed dynamics. Arguing so, Assumption A is naturally relaxed and
sampling becomes properly an instrumental tool of the design.
2.3.1 The unicycle, an illustrative example
Let the kinematics equations of a wheeled vehicle over R3
x˙(t) = v(t)cosθ(t); y˙(t) = v(t)sinθ(t); θ˙(t) = ω(t) (6)
where v and ω denote respectively the forward and steering velocities. As well
known, the change of coordinates (x1 = xcosθ+ysinθ ,x2 = sinθ−ycosθ ,x3 = θ )(
x1 x2 x3
)>
=
(
xcosθ + ysinθ sinθ − ycosθ , θ)> (7)
and state feedback
u1(t) = v(t)− x2(t)ω(t); u2(t) = ω(t) (8)
transform the dynamics (6) into the nonholonomic integrator
x˙1(t) = u1(t); x˙2(t) = u2(t)x1(t); x˙3(t) = u2(t).
When setting ui(t) = uik for t ∈ [kδ ,(k+1)δ [, i= 1,2 and xik = xi(kδ ) for i= 1,2,3,
one gets an exact sampled equivalent dynamics of finite order 2 in δ ; namely,
x1k+1 =x1k +δu1k; x2k+1 = x2k +δu2kx1k +
δ 2
2
u2ku1k x3k+1 = x3k +δu2k.
Accordingly, introducing a delay τ over the inputs, the coordinate change (7) and
delayed version of feedback (8) transform (6) into the retarded chained form
x˙1(t) = u1(t− τ); x˙2(t) = u2(t− τ)x1(t); x˙3(t) = u2(t− τ)
which still admits a sampled model. Assuming now τ = δ , the sampled-data model
in the extended coordinates (x1,x2,x3,w1,w2) with wi = uik−1 (i = 1,2) takes the
form
x1k+1 = x1k +δw1k; x2k+1 =x2k +δw2kx1k +
δ 2
2
w2kw1k; x3k+1 = x3k +δw2k
w1k+1 =u1k; w2k+1 = u2k.
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Once a control solution over (u1,u2) is computed, the piecewise continuous con-
troller in terms of (v,ω) is described for s ∈ [0,δ [ as
v(kδ + s) =u1k + x2(kδ +δ + s)u2k; ω(kδ + s) = u2k
with x2(kδ +δ + s) = x2k+1+ su2kx1k+1+ σ
2
2 u2ku1k, so getting after substitutions
v(kδ+s) = u1+x2u2+sx1(u2)2+δx1u2w2+sδw1(u2)2+
s2
2
u1(u2)2+
δ 2
2
u2w2w1.
We refer the interested reader to [17] for a complete discussion while mechanical
structures of this type can be worked out along these lines [20].
2.4 Cascade dynamics with state delays
Let us now extend the previous arguments to the case of feedback-like cascade dy-
namics affected by state delays. Consider the dynamics
x˙1(t) = f1(x1(t),x2(t)); x˙2(t) = u(t) (9)
with x1 ∈Rn1 , x2 ∈R and f1(x1∗,x2∗) = 0 and assume that a time delay τ is affecting
the connection variable x2; i.e.,
x˙1(t) = f1(x1(t),x2(t− τ)); x˙2(t) = u(t). (10)
By setting xr2(t) = x2(t−τ), the delay τ is moved onto the input variable u; namely,
one gets
x˙1(t) = f1(x1(t),xr2(t)); x˙
r
2(t) = u(t− τ) (11)
that exhibits the form (1) with x = (x>1 ,x
r
2)
>. Analogously, one can consider a delay
in the connection variable x2 in the feedforward like extension of (9)
x˙1(t) = f1(x1(t),x2(t− τ))
x˙2(t) =g2(x2(t),x3(t− τ),u(t))
...
x˙n(t) =gn(xn(t− τ),u(t))
(12)
with x1 ∈Rn1 , xi ∈R for i= 2, . . . ,n and f1(x1∗,x2∗) = 0. By setting xri (t) = xi(t−τ)
for i = 2, . . . ,n, one moves the delay τ onto the successive interconnecting vari-
able xi+1 and onto the input u until one recovers a specific case of (1) with
x = (x1,xr2, . . . ,x
r
n). In Section 5, we prove sampled-data stabilizability of (10) by
assuming the existence of a fictitious feedback law x2 = k(x1) ensuring stabilization
of the x1-dynamics (thus replacing Assumption A).
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3 Sampled-data predictor-based stabilization
Consider now the input delayed dynamics (1) with extended sampled equivalent
model (4). The design of predictor-based controllers with discrete-time prediction
map is described below. We first recall that from Assumption A, one directly in-
fers the existence of a sampled-data feedback uk = γδ (xk) stabilizing the delay-free
sampled dynamics while guaranteeing, at the sampling instants, the same Lyapunov
performances as in continuous time. The following result is recalled from [27].
Theorem 1. (Input-Lyapunov Matching - ILM) Consider the delay free dynamics
associated to (1) under A. Then, there exist T > 0 and for each δ in ]0, T [, a
sampled feedback γδ (x) which satisfies the ILM equality
V (Fδ (xk,uk))−V (xk) =
∫ (k+1)δ
kδ
L f (·,γ(·))V (x(s))ds (13)
i.e. S-GAS is yielded by uk = γδ (xk).
The proof is constructive and γδ (·) is described by its series expansion around γ(x);
i.e. γδ (x) = γ(x)+∑i≥1 δ
i
(i+1)!γi(x) with γ
δ (x∗) = 0. This result is developed in [28]
when considering f (x,u)= f (x)+ug(x)with constructive algorithms for computing
the feedback solution.
Stabilization of the input delayed dynamics (4) follows through state prediction; i.e.
uk = γδ (xk+N) with N-steps ahead prediction and suitably chosen initial conditions.
Theorem 2. Consider (1) under the assumptions of Theorem 1. Then, xpk :=F
δ (·,uk−N)◦
...◦Fδ (xk,uk−1) is a predictor for (1) with dynamics
xpk+1 = F
δ (xpk ,uk) (14)
and initial conditions xp0 = F
δ (·,u−N) ◦ ... ◦ Fδ (x0,u−1). Moreover, the feedback
uk = γδ (x
p
k ) makes the closed-loop equilibrium of (1) S-GAS.
The above result underlines how sampled-data stabilizability is directly ensured
by smooth stabilizability of the continuous-time delay-free dynamics. Contrarily to
existing works dealing with sample-and-hold solutions, the proposed compensating
feedback is based on a two step redesign procedure: first, for τ = 0, a sampled-
data feedback ensuring GAS in closed-loop is constructed through Input Lyapunov
Matching (ILM); then, the final sampled-data stabilizing predictor-based feedback
for the retarded dynamics is built by defining a discrete-time predictor dynamics.
Remark 5. Contrarily to the predictor-based techniques proposed in [10, 12], we
describe a discrete-time prediction map (14) that exploits the piecewise constant
nature of the input. This implies that prediction of the full state at any time instant t
is unnecessary for stabilizing purposes so overcoming some tough numerical issues.
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4 Immersion and Invariance stabilization with input delays
As well known, predictor-based techniques strongly suffer from robustness to pre-
diction errors. In this context, stabilization through invariant sets offers interesting
refinements to Lyapunov-based control by exploiting the system structure. Taking
advantage of the underlying cascade of (4), in [19] we have shown that Immersion
and Invariance [29, 30] provides a natural set-up for input-delayed dynamics under
sampling. More in detail, the delay-free stable closed loop dynamics identifies the
target systems evolving over a stable manifold. Accordingly, I&I stabilization re-
quires to drive the off-the manifold trajectories to zero with boundedness of the full
state ones. Manifold invariance guarantees that the on-the-manifold closed-loop dy-
namics recover the predictor evolutions defining the target. The I&I feedback mod-
ifies the predictor-based one so preventing from big control effort and improving
robustness when predictor-based controllers cannot be exactly computed.
4.1 I&I stabilization
Immersion and Invariance was firstly introduced in continuous time in [29] and then
proposed for discrete-time adaptive control in [31]. It is reformulated below in the
discrete-time and sampled contexts for completeness (see also [30, 32, 33]).
Theorem 3. Consider a nonlinear discrete-time dynamics in the form of a map
xk+1 = F(xk,uk) (15)
with x∈Rn, u∈R and equilibrium state x∗ to be stabilized. Assume that there exists
a p< n so that there exist mappings α(·) :Rp→Rp, pi(·) :Rp→Rn, c(·) :Rp→R,
φ(·) :Rn→Rn−p and ψ(·, ·) :Rn×(n−p)→R such that the following four conditions
hold:
I1) the target dynamics ξk+1 = α(ξk) with ξ ∈ Rp has a GAS equilibrium at ξ∗
and x∗ = pi(ξ∗);
I2) There exists c(·) : Rp→ R such that F(pi(ξk),c(ξk)) = pi(α(ξk));
I3) The following set-identity holds:
{x ∈ Rn|φ(x) = 0}= {x ∈ Rn|x = pi(ξ ) for ξ ∈ Rp} .
I4) Setting z = φ(x) with z0 = φ(x0), the trajectories of
zk+1 = φ(F(xk,ψ(xk,zk))); xk+1 = F(xk,ψ(xk,zk))
are bounded and satisfy limk→∞ zk = 0 and ψ(pi(ξ ),0) = c(ξ ).
Then, x∗ is a globally asymptotically stable equilibrium of the closed loop dynamics
xk+1 = F(xk,ψ(xk,φ(xk))). (16)
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Definition 2. Any discrete-time system (15) satisfying conditions I1 to I4 of Theo-
rem 3 is said I&I stabilizable with target dynamics ξk+1 = α(ξk). Accordingly, the
delay free continuous-time dynamics of (1) is said sampled-data I&I stabilizable
if its sampled equivalent dynamics xk+1 = Fδ (xk,uk) = eδ f (·,uk)x
∣∣
xk
with u ∈Uδ is
I&I stabilizable in the discrete-time sense 5.
Definition 3. The continuous-time dynamics x˙ = f (x,u) is said sampled-data I&I
stabilizable if its sampled equivalent dynamics xk+1 =Fδ (xk,uk)= eδ f (·,uk)x
∣∣
xk
with
u ∈Uδ is I&I stabilizable in the sense of Definition 2.
4.2 I&I stabilization with input delays
Further exploiting the structure of the extended sampled model (4), we show that
Assumption A implies its I&I stabilizability. We are now extending the result in
[19] to more general systems of the form (1). Let us rewrite (4) in compact form as
xek+1 = F
δ
e (x
e
k,uk) (17)
with xe = (x>, v¯>) ∈ Rn+N , v¯ = (v1, . . . ,vN)> ∈ RN and equilibrium xe∗ = (x>∗ ,0)>.
According to Theorem 3, one defines the target dynamics
xk+1 = αδ (xk) := Fδ (xk,γδ (xk)) (18)
whose equilibrium x∗ is GAS by construction of γδ (·) in Theorem 1. Setting now
z¯ := (z1, · · · ,zN)> := φ δ (xe) = (φ δ1 (xe), . . . ,φ δN (xe))> (19)
with
φ δi (xk, v¯k) := v
i
k− γδ (xk+i−1), xk+i = eδ f (·,v
1
k) ◦ · · · ◦ eδ f (·,vi−1k )︸ ︷︷ ︸
i times
x
∣∣
xk
.
and piδ (·) := (·,γδ (·), . . . ,γδ ((αδ )N−1(·)))>, the following result can be stated.
Theorem 4. Let the continuous-time input delayed dynamics (1) satisfy Assumption
A and the delay-free stabilizer γδ (·) be the solution of (13). Then (1) is sampled-
data I&I stabilizable; i.e. its sampled equivalent dynamics (17) is I&I stabilizable
with target dynamics (18).
Consider γδ (·) as defined in (13) with control Lyapunov function V (·). Computing
now piδ (·) : Rn→ Rn+N as above, it is a matter of computations to verify that con-
ditions I1 to I3 of Theorem 3 are satisfied by construction with φ δ (·) described in
(19) and
5 Mappings and dynamics are parameterized by δ as indicated with superscript (·)δ .
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cδ (xk) = γδ (xk+N) = γδ ◦αδ ◦ · · · ◦αδ︸ ︷︷ ︸
N times
(xk). (20)
On these bases and from Theorem 3, one directly infers that any feedback u =
ψδ (x, v¯, z¯) such that ψδ (piδ (x),0) = cδ (x) and ensuring I&I stabilization also
achieves GAS of the equilibrium of
xk+1 = Fδ (xk,v1k); v
1
k+1 = v
2
k ; . . . ;v
N−1
k+1 = v
N
k ; v
N
k+1 = ψ
δ (xk, v¯k, z¯k)
whenever it is designed to drive z¯ to zero with boundedness of the state trajectories
of the extended dynamics
z1k+1 = z
2
k ; . . . ;z
N−1
k+1 = z
N
k ; z
N
k+1 = uk− γδ (xk+N)
xk+1 = Fδ (xk,v1k) (21)
v1k+1 = v
2
k ; . . . ;v
N−1
k+1 = v
N
k ; v
N
k+1 = uk.
As a consequence of the structure of (21), condition I4 of Theorem 3 relaxes to re-
quiring limk→∞ψδ (xk, v¯k, z¯k)−ψδ (xk, v¯k,0)= 0 withψδ (xk, v¯k,0)= γδ ◦(αδ )N(xk).
In [19], a multi-rate control strategy is proposed to for z¯≡ 0 to 0 in exactly N steps.
However, for implementation issues, an approximate controller of the form
uk = γδ ◦ (αδ )N(xk)+Lδ (xk)z¯k (22)
with suitably defined gain matrix |Lδ (x)|< 1 is needed. The approximate feedback
(22) achieves, at least locally, asymptotic stabilization of the equilibrium with im-
proved robustness performances with respect to uncertainties on the delay length or
discarded higher order components in the predictor dynamics. As a matter of fact,
I&I introduces a feedback over the prediction error while prediction-based feedback
usually work in open-loop (see [19] for a more complete discussion).
Remark 6. When the stable manifold is reached (i.e., z¯ = 0), cδ (x) in (20) recovers
the N-steps ahead predictor-based feedback γδ ◦ (αδ )N(x) while in the delay free
case (N = 0), cδ (x) reduces to the original ILM-based feedback γδ (x).
Remark 7. When N = 1, the I&I feedback recalls the first step of a backstepping de-
sign with Lyapunov function V¯ (x,z) =V (x)+ 12 z
2. When N > 1, the N-steps ahead
I&I strategy recalls the N-rate backstepping design developed in [28].
4.2.1 An example
The following two block cascade system is exploited as an illustrative example
throughout the paper. Let
x˙1(t) =x1(t)x2(t); x˙2(t) = u(t) (23)
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be stabilized by the feedback u = −2x2 − x21e2x2 and Lyapunov function V (x) =
1
2 (x
2
1e
2x2 + x22). The exact sampled model of (23) takes the form
x1k+1 =eδ (x2k+
δ
2 uk)x1k; x2k+1 = x2k +δuk. (24)
and a stabilizing sampled-data controller can be computed through ILM design as
uk = γδ (xk) =−2x2k(1− δ2 )− x
2
1ke
2x2k(1− δ
2
(1+ x21ke
2x2k)+O(δ 2)
which is approximated in O(δ 2). Assuming now an input delay equal to δ (i.e.
u(t− τ) = u(t−δ )) in (23), one defines the extended sampled equivalent dynamics
x1k+1 =eδ (x2k+
δ
2 vk)x1k; x2k+1 = x2k +δvk; vk+1 = uk. (25)
Accordingly, the sampled predictor-based feedback is uk = γδ (x
p
k ) with x
p
k = xk+1:
γδ (xp) =−2aδ (x)−bδ (x)+ δ
2
(2aδ (x)+bδ (x)(1+bδ (x)) (26)
with aδ (x) = x2+δγδ (x);bδ (x) = e2(x2+γ
δ (x))e2δ (x2+
δ
2 γ
δ (x))x21. As discussed, a mod-
ified I&I feedback with sampled-data target dynamics
x1k+1 = eδ (x2k+
δ
2 γ
δ (xk))x1k; x2k+1 =x2k +δγδ (xk). (27)
and off-the-manifold component z = v− γδ (x), can be designed to bring z to zero
x1k+1 = eδ (x2k+
δ
2 γ
δ (xk)+
δ
2 zk)x1k; x2k+1 = x2k+δγδ (xk)+δ zk; zk+1 = uk−γδ (xk+1).
Accordingly, one computes (omitting the k-dependency )
ψδ (x) =−2aδ (x)−2δ z−bδ (x)e3δ z+ δ
2
(2aδ (x)+2δ z+bδ (x)e3δ z(1+bδ (x)e3δ z).
so recovering γδ (xpk ) when z = 0 with robustness improvement when z 6= 0.
5 Sampled-data I&I stabilization with state delays
In this section, stabilization of the strict-feedback dynamics (10) with delays on
the connecting state variable is addressed. Since (10) exhibits the form (1), the for-
mer arguments still apply for sampled stabilization when setting as extended state
x = (xT1 ,x2)
T . A different solution exploiting the interconnection structure of (9) is
described below when reformulating Assumption A over f1(·) in (9) as follows.
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Assumption B - There exists a smooth mapping x2(t) = k(x1) with k(x1∗) = x2∗ and
a proper Lyapunov function W :Rn1→R≥0 such that W˙ (x1) =L f (x1,k(x1))W (x1)< 0
and
∂L f1W
∂x1
∣∣
x2=k(x1)
6= 0 for any x1 6= x1∗.
Remark 8. Through easy backstepping-like arguments, one can prove that Assump-
tion B implies Assumption A.
Consider (9) under Assumption B (equivalently (11) when setting xr2(t) = x2(t−τ))
with sampled equivalent dynamics described over Rn1+1×RN as
x1k+1 = Fδ1 (x1k,x
r
2k,v
1
k); x
r
2k+1 = x
r
2k +δv
1
k ; v
1
k+1 = v
2
k ; . . . ;v
N
k+1 = uk (28)
or, in a more compact form, as xek+1 = F
δ
e (x
e
k,uk) with x
e = (x>1 ,x
r
2,v
1, . . . ,vN)>.
Two preliminary results are instrumental for extending to (9) the results provided in
[32, 33] for delay-free input-affine systems. More in detail, we show what follows.
• When τ = 0, Assumption B implies I&I stabilizability of the delay free dynamics
(9) which implies I&I stabilizability of its equivalent sampled model (Proposition
2);
• Sampled I&I stabilizability of the delay-free (9) implies sampled-data I&I stabi-
lizability of the retarded (10) (Theorem 5).
Proposition 2. Let (9) satisfy Assumption B. Then, its sampled equivalent dynamics
x1k+1 =Fδ1 (x1k,x2k,uk); x2k+1 = x2k +δuk
is I&I stabilizable with target dynamics
x1k+1 = Fδ1 (x1k,k
δ (x1k),γδ (x1k)) (29)
where kδ = k+∑i≥1 δ
i
(i+1)! ki and γ
δ = k˙+∑i≥1 δ
i
(i+1)!γi are solutions of the equalities
W (x1k+1) =W (x1k)+
∫ (k+1)δ
kδ
L f (·,k(·))W (x1(τ))dτ (30a)
kδ (x1k+1) =kδ (x1k)+δγδ (x1k). (30b)
Equality (30a) ensures ILM at the sampling instants of the closed loop Lyapunov
function W (x1) on the target dynamics (29) and, hence, the stability of its closed-
loop equilibrium. Equality (30b) guarantees invariance of the corresponding man-
ifold that is implicitly defined by the condition z = x2− kδ (x1) = φ δ (x1,x2) ≡ 0.
On these bases, the sampled I&I stabilizing delay-free feedback u = ψδ (x,z) is
designed to drive z to zero while preserving boundedness of the complete state tra-
jectories
x1k+1 = Fδ1 (x1k,x2k,uk);x2k+1 = x2k +δuk;zk+1 = zk +δuk− kδ (x1k+1)+ kδ (x1k).
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GAS of the closed-loop x-dynamics follows (delay free case) with
ψδ (x1,kδ (x1),0) = γδ (x1) =
1
δ
(
kδ (Fδ1 (x1k,k
δ (x1k),γδ (x1k)))− kδ (x1k)
)
when z = 0 as implied by (30b).
Remark 9. The existence of solutions to equalities (30) is guaranteed by the cascade
structure of (9) and
∂L f1W
∂x1
∣∣
x2=k(x1)
6= 0,∀x1 6= x1∗.
Remark 10. It is a matter of computations to verify that the pair (k, k˙) satisfies equal-
ities (30) in O(δ 2) so emphasizing the fact that the sampled-data pair (kδ ,γδ ) is
computed around the continuous-time solution (k, k˙).
The following result generalizes Theorem 3.1 in [18]
Theorem 5. Consider the continuous-time dynamics (10) with τ = Nδ . Suppose
that when τ = 0, (10) satisfies Assumption B with
∂L f1W
∂x1
∣∣
x2=k(x1)
6= 0,∀x1 6= x1∗.
Then, the extended sampled equivalent dynamics (28) is I&I stabilizable with target
dynamics (29).
The above result follows when defining the pair (kδ ,γδ ) as in Proposition 2. Accord-
ingly, the subsequent extended immersion mapping p¯iδ : Rn1 → Rn1+1×RN takes
the form
p¯iδ (x1k) = (x>1k,k
δ (x1k),γδ (x1k), . . . ,γδ (x1k+N−1))> (31)
while the extended φ¯ δ : Rn1+1×RN → RN+1 with v¯ = (v1, . . . , vN)> is provided
by
z1k = φ¯ δ1 (x1k,x
r
2k,vk) = x
r
2k− kδ (x1k); z2k = φ¯ δ2 (x1k,xr2k,vk) = v1k− γδ (x1k)
. . .
zN+1k = φ¯ δN+1(x1k,x
r
2k,vk) =v
N
k − γδ (x1k+N−1).
On these bases, I&I stabilization of (10) at the sampling instants is achieved by any
feedback uk = ψ¯δ (x1k,xr2k, z¯k) satisfying ψ¯
δ (x1,kδ (x1),0) = γδ (x1) and designed to
bring z¯ to zero with boundedness of the trajectories of the (x>1 ,x2, z¯)-dynamics. We
showed in [33] that multi-rate digital control strategies of order the dimension of z¯,
the off-the manifold component are suitable to bring z¯ with invariance.
5.1 Example
Consider again the system (23) but now notice that for x2 = − 12 x21 the sub-system
x˙1 = − 12 x31 has a GAS equilibrium at the origin with Lyapunov function V0(x1) =
1
2 x
2
1. Suppose now that a delay τ is acting on the transmission variable x2, namely,
Nonlinear sampled-data stabilization with delays 15
x˙1(t) =x1(t)x2(t− τ), x˙2(t) = u(t).
Under state transformation xr2(t) = x2(t− τ) and dynamical extension, one gets
x˙1(t) =x1(t)xr2(t); x˙
r
2(t) = vk; vk+1 = uk
with exact (single-rate) sampled equivalent model
x1k+1 = eδ (x
r
2k+
δ
2 vk)x1k; xr2k+1 = x
r
2k +δvk; vk+1 = uk.
Accordingly, I&I applies to the above system by setting the target dynamics as
x1k+1 = eδ (k
δ (x1k)+
δ
2 c
δ (x1k)x1k with the solutions to (30a-30b) in O(δ 4) as
kδ (x1) =− 12x
2
1−
δ 2
6
(x21+
1
8
)x41+O(δ
3) cδ (x1) =
1
2
x41+δ (
1
8
− x21)x41+O(δ 2).
Setting z1 := x2−kδ (x1), z2 := v−cδ (x1) and uik = u(kδ + (i−1)2 δ ) for i = 1,2, one
computes the double-rate equivalent model as
x1k+1 = e
δ
2 (2(z1+k
δ
2 (x1k))+
3δ
4 (z2+c
δ
2 (x1k))+
δ
4 u
1
k)x1k; xr2k+1 = x
r
2k +
δ
2
(vk +u1k); vk+1 = u
2
k
z1k+1 = z1k + k
δ
2 (x1k)− k
δ
2 (x1k+1)+
δ
2
(z2+ c
δ
2 (x1k)+u1k), z2k+1 = u2k− c
δ
2 (x1k+1).
Accordingly, the feedback u = col(u1,u2) solution to
δ
2
u1 = k
δ
2 (x1k+1)− k
δ
2 (x1k)− δ2 (z2+ c
δ
2 (x1)), u2 = c
δ
2 (x1k+1)
guarantees I&I stabilization in closed-loop.
6 Conclusion
The paper revisits recent authors’ works by emphasizing the role of sampling for
stabilizing nonlinear time-delay systems. While assuming entire delays, we show
that smooth stabilizability of the continuous-time delay-free system is enough for
deducing the existence of a stabilizer for the retarded dynamics. The proposed so-
lution employs a discrete-time predictor which is instrumental for designing the
stabilizing feedback. Finally, a robust redesign is carried out by extending the Im-
mersion and Invariance approach to time-delay systems. The proposed designs are
constructive. Perspectives are opened toward more general classes of time-delay
systems (non-entire, distributed and multi-channel delays) together with a suitable
comparison with reduction-based techniques.
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