For the calibration of length standards and instruments, various methods are available for which usually an uncertainty according to the GUM [1] can be set up. However, from calibration data of a measuring instrument it is not always evident what the uncertainty will be in an actual measurement (or calibration) using that calibrated instrument. Especially where many measured data are involved, such as in CMM measurements, but also in typical dimensional geometry measurements such as roughness, roundness and flatness measurements, setting up an uncertainty budget according to the GUM for each measurement can be tedious and even impossible. On the other hand, international standards require that for a proof of the conformance to specifications, the measurement uncertainty must be taken into account (ISO 14253-1 [2] ). Apart from this it is not so consistent that a lot is invested in the calibration of instruments where it is still unclear what the uncertainty is of measurements carried out with these 'calibrated' instruments. In this paper it is shown that the 'standard' GUM-uncertainty budget can be modified in several ways to allow for more complicated measurements. Also, it is shown how this budget can be generated automatically by the measuring instrument, by the simulation of measurements by instruments with alternative metrological characteristics, so called virtual instruments. This can lead to a measuring instrument where, next to the measured value, also the uncertainty is displayed. It is shown how these principles are already used for roughness instruments, and how they can be used as well for e.g. roundness, cylindricity, flatness and CMM measurements.
THE STANDARD UNCERTAINTY BUDGET
The model function incorporates the measurement and the calculation procedure. It can an analytical function, but also a complicated, iterative, computer algorithm. The measurement data m i can be grouped into two categories, dependent on the way they, and their uncertainty, are obtained:
A Quantities where the value and its uncertainty are directly obtained from the measurements B Quantities where the uncertainties are obtained from other sources, such as calibration data, used material constants, previous measurements etc.
However this grouping does not influence the uncertainty evaluation; it is just essential that a standard uncertainty u mi is attributed to any influencing quantity m i .
The quantity M is best approximated by using the best approximations for m i , which are usually the measured data, in equation (1) . Now, the uncertainty u M can be written as: 2 ) ( (2) where ∆ i and ∆ j are the deviations from their true value of m i and m j respectively; where <> denotes the average over a large ensemble, the product <∆ i ·∆ j > is known as the covariance of m i and m j . In the case of uncorrelated measurement data m i and m j , equation (2) (3) This implies that all influences are added quadratically. It is common, e.g. in EA-document 04/04 [3] , to set up this calculation in the form of a table:
Quantity 
UNCERTAINTY BUDGET FOR A COMPLICATED MODEL FUNCTION
It is not always possible to write the model function in a closed mathematical form. Especially in dimensional metrology, the calculation may consist of a number of complicated calculations which, in reason, can only be performed by a computer. A derivative of a model function can only be evaluated numerically as well. However, the need of calculating derivatives can well be omitted by rewriting equation (3) ∑ ∑
( (4) thus replacing the calculation of the derivative by two evaluations of the model function M, which is equivalent. The correspondence with Monte-Carlo methods which are discussed later is illustrated by rewriting equation (4) as:
where r is a random number with average 0, a standard deviation of 1 and an absolute value of 1, so r = ±1.
With this definition of r, the uncertainty budget, equivalent to the one given in 
MONTE CARLO UNCERTAINTY EVALUATION
In the case of many measurement data and complicated measurements it is impracticable to set up a full uncertainty budget which includes all quantities. Instead of varying the quantities one by one, as it is shown in table 2, one can vary all parameters at a time. As the sign of all deviations is not determined, the different influencing factors can both amplify and weaken each other. If we define a random number r as having an average of 0 and a standard deviation of 1, so <r> = 0, <r i ·r j >=δ i,j (δ being the Kronecker δ-symbol with δ ij =1 for i=j, otherwise 0) and <r 2 >, where <> denotes the average over a large ensemble, then we can simulate a measurement result by varying all input quantities at a time, as following:
The expected value of M r , for uncorrelated input parameters, is:
The expected variance of M r , compared to M, is:
This means that the squared average of the deviations of M r compared to M gives a proper estimate of the standard uncertainty u M . Like in the previous sections, this calculation can also be presented as a kind of uncertainty budget in the form of a table: 
This means that, if one aims to have a 'simulation' uncertainty of about 10% of the estimated uncertainty, some 50 simulations must be carried out (K=50). Herewith it must taken into consideration that, out of their nature, the uncertainties which act as input for the simulations are seldom estimated much better than 30 %. If one takes the simplest distribution for r: r = ±1, and there is only one dominant influencing factor, then one simulation gives directly a proper estimation of u M . This distribution may seem poor, but it should be noted that in the 'GUM'-uncertainty budgets as it is listed in tables 1 and 2, essentially the same is done.
This method of the calculation of uncertainties has the following characteristics and possibilities:
• The uncertainty distribution can be determined where different input quantities have different distributions • The method accounts for higher-order terms if the system formula contains products of terms with nominal values of 0 • The reality can well be approximated by keeping an 'unknown systematic error' constant in each simulation, but vary it between simulations. Examples are probe diameters, temperatures and temperature gradients, calibration-uncertainties of material measures, etc. • A known systematic error which is not corrected can be simulated with its value taken as the standard uncertainty and the random number r = ±1.
• Correlations between quantities can be simulated by correlating the used random numbers.
These characteristics make the Monte-Carlo simulation method a potential tool for estimations of uncertainties which are not possible when using a classical uncertainty budget. Especially complicated measurements, such as carried out by a CMM, or by form measuring instruments, it is about the only feasible method. Some earlier publications on this subject in dimensional metrology were given by Schwenke [4, 5] . More specifically about CMM's a European research project was carried out [6] , as a follow up of this several participants continued the research [7, 8] 
EFFECTS OF ERRORS AND UNCERTAINTIES IN MACHINE ELEMENTS
In this chapter we summarize some methods which can be used in dimensional metrology to estimate the effects of some common influencing factors.
INFLUENCES OF FILTERING EFFECTS
The influences on the uncertainties of factors which already influence the measurement, such as a fixed measurement force, a probe diameter, a filter, etc, can be calculated by first correct the effect to zero, and then apply the nominal + uncertainty, compared to just applying the nominal value. This is explained schematically in figure 1. In this figure it is illustrated how two steps and two grooves of 50 and 100 µm wide respectively are measured by a roughness probe with a 2 µm diameter stylus tip. From this measured profile, a simulated profile, corrected for the probe tip, is calculated. This can only be an approximation, as the information about the sharp edges is essentially lost. Still, from this simulated profile, profiles for both R= 2 µm and R = 3 µm can be reconstructed. The profile for 2 µm is re-calculated to avoid the effect of calculation and rounding errors when the comparison to R = 3 µm is made. Note that this method preserves a correct correlation between all measured points, e.g. when compared to varying all measured points individually. When using this method in Monte-Carlo simulations it is good practice to replace, in this example, Ra(R<2 µm) by Ra(R'=2 µm+(2 µm-R)), as the profile is not too well-defined for R< 2 µm. Similarly one can simulate the effect of the uncertainty in a nominal measuring force: correct to F=0 and then recalculate for F = F nominal and F = F nominal + uncertainty . Also profiles which are already filtered can be treated this way.
TEMPERATURE EXPANSION EFFECTS
A measured length of an object with expansion coefficient temperature α 1 end temperature T 1 , when measured relative to a scale with expansion coefficient α 2 and temperature T 2 , is reduced to 20 degrees C by the following model function:
where L 20 is length at 20 °C L m is measured length T is average temperature of object and scale α is average expansion coefficient δα is difference in expansion coefficient δT is temperature difference between object and scale If the length is given by a length measuring machine which already applied equation (10), then first L m is calculated from the inverse of (10), and then, when a Monte-Carlo method is applied, the uncertainty in L 20 is re-calculated for a number of simulated values of temperatures and expansion coefficients like in table 3. As it was shown by Schwenke [5] , in this case the Monte-Carlo approach gives more appropriate results than an uncertainty budget if one of the expected deviations in (10) is zero. For measurements taken by a laser interferometer other equations are valid, but a similar method can be used. Note that, when random numbers r = ±1 are taken in the simulations for temperatures and expansion coefficients, the distribution of L 20 will become Gaussian-like rather soon.
1-DIMENSIONAL GEOMETRICAL DEVIATIONS
We consider deviations caused by the geometry of a measuring machine; such as straightness, roll, etc, but also both calibration deviations and their uncertainties of a linear scale or a probe. Usually a dimensional quantity is a function of a number of measurements which are taken along a scale; the easiest quantity being a measured length S: S=x 2 -x 1 Where x 1 and x 2 are the respective readings of the scale. More general, we can take a parameter M as a function of a number of measurements along a scale: M=M(x 1 ,x 2 ......x N ). Examples of this are form errors or roughness parameters, which are a function of all measured data. The uncertainty u(M) can be written according to the definition in (2) as:
Here the deviations ∆ denote the -known or unknown -scale deviations. We have used <∆ i ·∆ j > = <∆ i ·(∆ i +(∆ j -∆ i ))> = AC(x j -x i ). Here AC(x) is the autocorrelation function of the deviations of the scale reading x. The autocorrelation function of the deviations ∆(x) is, for a restricted measuring range of length L, defined as:
Note that for purely random deviations, equation (3) still follows directly, however geometrical errors along axes and scales are hardly ever randomly distributed. An illustration of this is given by a CMM-axis, calibrated by a step-gauge. The measured position deviations are given in figure 2 . If a length is measured along this line, neglecting probe effects, equation (11) applies to the standard uncertainty for the length S between 2 points on this axis with S=M(x 1 ,x 2 )=x 2 -x 1 . Applying (11) and (12) , where the summations are only taken over the possible positions, give the result as depicted in figure 3 for the standard uncertainty as a function of the length: 
. Standard uncertainty in a length measurement along an axes with the deviations as in figure 2
Note that figure 3 in fact contains the deviation of a length, quadratically averaged over any position within the measuring range [0;L] which the two points can have. Just for the maximum length there is only one possible deviation which is the same as in figure 2 . Equations 11 and 12 apply likewise to form errors, e.g. for a straightness measurement, just the straightness deviations, and their autocorrelation function, have to be considered instead of the scale deviations in equation (11) . This means that for generating random-like geometrical deviations, i.e. for a simulation like given in equation (6) which is expected to give a deviation equal to the standard uncertainty (equation 8), it is a requirement that the deviations of the input parameters cannot just be taken 'random' but they must have an autocorrelation function which is equal to the autocorrelation function of the 'real' deviations. The next problem is how to generate random-like deviations while maintaining the autocorrelation. That the autocorrelation of the negative function is the same follows directly from the definition, the autocorrelation of the flipped function If the function is periodic, so F(L+δ)=F(δ), then the integration in (12) can be taken to x=L and there is a well-known technique to generate random functions with the same autocorrelation function [9] : a. The fourier transform is taken b. the phase of each component is given a random number between 0 and 2π. c. the inverse fourier transform is taken A well-known geometrical deviation for which this applies is a roundness deviation. Figure 4 gives an example of a few roundness deviations simulated in this way, which is also proposed in [6] to simulate probe errors:
Figure 4. Different roundness deviations with the same autocorrelation
However, a roundness signal can easier be randomized by just rotating it over a random angle. This method can also be used as an approximation for other cases [4] , such as form-and scale errors and however, especially if F(0)≠F(L), the discontinuity gives unintended high frequencies in the signal. This is illustrated in figure 5 , where a discontinuous function is randomized with the last-mentioned method Figure 5 . Original sinusoidal data and a randomized profile using the fourier-transform method Several alternatives avoiding this drawback can be constructed, e.g. subtract a straight line between start-and endpoint, randomize, and then add the straight line again, which keep the autocorrelation approximately constant, but these will not be treated further here.
MULTI-DIMENSIONAL GEOMETRICAL DEVIATIONS
Equation (11) can be expanded for more dimensions. The room for a full derivation omits here, but it can be proved that, when the deviations in the coordinates in x, y, and z, or in polar coordinates, are independent, then equation (11) follows for all deviations separately. When simulating axes deviations, the same condition holds: for any roundness, straightness or roll-deviation the autocorrelation function of these deviations must be constant. Correlations between axes deviations occur e.g. as squareness errors in Cartesian measurements. When simulating such errors, the expected squareness deviation must be simulated, with either sign; i.e. with 'random' number r = ±1. When using multiple axes, the number of easy-to-construct random-like deviations increase rapidly. E.g. In a 3-D measuring machine one can invert and flip 6 geometrical deviations along 3 axes, and take 3 squareness deviations positive and negative. When just one rectangular reference surface is involved, e.g. a surface plate, there are 8 possibilities. For a round reference surface, like in optical flatness measurements, this surface can be rotated and flipped around any angle/axis through the center. However, if the surface deviations are is rotational symmetric, e.g. purely spherical, this gives in fact only two possibilities: a convex and a concave spherical deviation. In terms of Zernike polynomials one may consider that all non-rotational symmetric terms can be randomly changed in phase, but the rotational-symmetric terms can only be changed -as a whole -in sign. Like in roundness deviation, rotating the deviations as a whole over a random angle is as effective.
EXAMPLES OF VIRTUAL MEASUREMENT SYSTEMS

A VIRTUAL ROUGHNESS TESTER
As roughness measurements are always carried out in a similar way and according to a similar procedure, we developed a roughness tester according to the method summarized in table 2 and we approximated the effects of probe, force, filtering etc. according to section 4.1 [10] . The probe deviation was modeled as a linear dependence, which is a simplification of what is stated in section 4.3 . Note that the autocorrelation function of a linear function is a linear function again, or its negative, like the four possibilities listed in section 4.3, of which two are identical in this case. The reference surface is taken into account by measuring an optical flat at a deliberate position along the scale. As these are mainly uncorrelated short-period deviations, we just add this once to the measured data and take it as one of the effects in the uncertainty budget. An example of an uncertainty budget, as it is made up for a Rubert-Song roughness standard, and as it is generated automatically by our developed software, is given below. Table 4 
. Uncertainty budget for a roughness measurement as it is generated by a virtual roughness tester
Apart from the x-and z calibration factors, calculation of none of the influencing factors is straightforward, and they all require re-calculation of the roughness profile and the parameters. However, once implemented, any parameter and its uncertainty budget is calculated after a measurement. Implementing this method also for 3-D roughness measurements as well is almost finished [11] .
VIRTUAL SURFACE PLATE MEASUREMENTS
The measurement of a surface plate using electronic levels can be simulated by similar measurement data, on which a random number is superimposed [12] . This is essentially a Monte-Carlo method. A reasonable standard deviation for this random number can be found from the residual in the measurements, as the evaluation problem is over-determined when using a rectangular grid method. This can be combined by correcting for a different temperature at each simulation, which simulates the uncertainty in the temperature gradient over the plate. From this, an uncertainty can be estimated in the height coordinates of the plate, but also in parameters such as the flatness deviation, also when calculated relative to the minimum-zone plane. As an example, in figure 6 the uncertainty in each height on a grid is calculated by this Monte Carlo method where each measurement of a height difference has a standard deviation of 1. A similar problem; the calibration of a grid, e.g. a ball plate, using linear length measurements, was also treated in this way [13] .
Figure 6. Uncertainty in height coordinates of a flatness measurement
OTHER 'VIRTUAL' INSTRUMENTS
From what is stated in section 4, it can be derived what the elements should be of various potential 'virtual' instruments, e.g.
• a virtual roundness/cylindricity tester Elements are : the probe, the probe ball, all spindle deviations (e.g. see figure 4 ), deviations of used straightness references, squareness of axes, etc
• a virtual Fizeau interferometer In section 4 it is mentioned how remaining deviations of the reference surface can be simulated. Also, deviations from linearity in the used phase-shifter must be taken into account, which is less straightforward. Obvious uncertainty sources such as turbulence and vibrations, probably must be estimated from repeated measurements.
THE VIRTUAL CMM
A coordinate measurement machine is the most universal dimensional measuring instrument. Also, for this instrument a task-specific uncertainty budget is most urgent. Already several publications exist on this subject, and in this conference a paper is presented which uses many of the methods described above [14] .
UNSOLVED PROBLEMS
This paper does not claim to be the whole story, we are aware of several problems for which we have not yet found a universal solution. Note that the three points mentioned below are implicitly present in any measurement and calibration problem, just the modeling of the problem to enable a Monte-Carlo calculation makes these problems evident.
Traceability.
For the calibration of our virtual instrument, and for the determination of its characteristics, we use calibrated instruments and objects. The uncertainty in these references must be taken into account of course. However it is not evident how to do this. For example in the case of the calibration depicted in figure 2 the measured deviation of the machine was smaller than the calibration uncertainty of the used step gauge. This means that the laboratory calibrating this step gauge has overestimated its uncertainty. Also in the case where the calibration uncertainty is obvious somewhat smaller than the measured deviations it is not straightforward to take into account. One could think of randomize the basic and the linear (usual temperature-based) term of the calibration-object uncertainty and add this to the deviations; however it can be argued that the measured points already include any random-like calibration error.
Known and unknown systematic and random errors
In this paper no distinction is made between 'known' systematic deviations, which in principle can be corrected for, 'unknown' systematic uncertainties and 'random' errors. We argue that these distinctions more or less vanish in this apprach, and that all of the above is valid for any software-corrected system as the remaining deviations will never be purely 'random'; one will al ways measure some correlated remaining errors, and if not, then the autocorrelation spectra will automatically turn into delta-functions.
Repeatability
In the methods shown, the repeatability enters in any measurement, but is never determined explicitly. However, it already enters in the calibration, and in the calibration of axis deviations; e.g. in CMM, it enters six times in the calibration of each component (1 linearity, 2 straightness, 3 rotations) of each axis. This means that in later simulations the repeatability is included in a simulation many times while in an actual measurement it enters only once. On the other hand the method predicts a perfect repeatability when a same point is measured several times. It is not yet evident how to take this into account.
