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1. INTRODUCTION 
In various fields, for example, engineering, economics, organizations, and 
educational systems, it is necessary to deal with large-scale mathematical 
programming problems, and many sorts of decomposition techniques 
[4, 6-9, 11, 12, 17, 181 have been contrived. Dynamic programming [l, 2, 
3, 151 is one of the effective techniques to deal with large-scale mathematical 
programming problems. In a previous paper [14], some sufficient conditions 
have been presented under which mathematical programming problems are 
decomposed into subproblems by dynamic programming. On the other hand, 
the theory of multilevel systems has been developed in recent years by 
many authors [5, 12, 16 et al.]. Hierarchical structures have been discussed 
by Mesarovic et aE. [13]. In this paper, a multilevel structure in mathematical 
programming problems that can be solved by dynamic programming is 
considered, and recursive functional equations that combine optimal solutions 
of subproblems are presented. 
The principal problem to be considered is: 
Maximize 
F(x, ,‘.., XN) 
subject to 
G(x, ,..., +) = 0 
and 
XnEXn (n = l,..., N), 
(1) 
where X, (n = I ,..., N) is a subset of Rkn, x, (n = l,..., N) is a k,-vector, 
the objective function F(x, ,..., xN) is a real valued function defined on 
7 
Copyright 0 1976 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
8 MINE, OHNO, AND FUKUSHIMA 
XL1 xn > and the constraint function G(x, ,..., xN) is an M-dimensional 
vector valued function (G,(x, ,..., xN) ,..., G,+,(xr ,..., xN)) defined on )(f=‘=, X%. 
This principal problem is abbreviated to 
P = max{F(x, ,..., xN)I G(x, ,..., xN) = 0 and x, E x, (n = I,..., iv)}. 
2. DECOMPOSABILITY AND SEPARABILITT 
In this section, a decomposability and a separability of functions are 
introduced, which are fundamental concepts required throughout this paper. 
To begin with, the decomposability and the disjoint decomposability 
of functions are defined. It is shown that the decomposable functions can be 
reduced to the disjointly decomposable ones by some modifications. More- 
over, the sequential separability and the monotonicity of functions are defined. 
DEFINITION 1. Let H(x, ,..., xN) and Hij(z, ,..., zllzj~) (z’ = l,..., S, 
j = I,..., ni) be vector valued functions of vectors x, (n = I,..., N) and of 
vectors zk (k = I,..., 1 Iij I), respectively, where n, = N, n, = 1, and Iij are 
sets of indices such that lrlj = {j} (j = I,..., n,), and for i = 2 ,..., s, lij C 
u,..., ni-r} and u$ Iij = {l,..., niPI}; 1 Iij 1 denotes the number of elements 
of Iii. H(x, ,...) xN) is said to be (s-level-)decomposable by the family of 
functions {Hij ; i = l,..., s,j = l,..., n,}, if recursive relations 
and 
f&i = H&J (j = l,..., n,), 
Hii = Hij(Aij) (i = 2 ,..., s, j = I,..., n,), 
H,, = H(x, ,..a, TV) 
hold, where for Iii = {j, ,..., il~,jl>, Aij = Ukq, iHi-IJ = {Hi-u, T...> 
fL,,,,l and KGL) means KO&-l~, ,. . ., fLlj ,& 
In general, the decomposition may not be unique. To see the decomposition 
scheme, it is useful to represent it by a graph. This graph is determined as a 
directed graph consisting of the vertices {Hij ; i = I,..., S, j = I,..., ni} and 
the edges {(Hi?, Hiplk); Hi-,, E Aij , i == 2 ,..., s, j = l,..., ni}. An example 
of the graph is shown in Fig. 1. In this example, Q = 1, I,, = (1,2}; n3 = 2, 
131 = {I, 23, I,, = {2,3}; n2 = 3, I,, = {1,2,3}, I22 = {3,4,5), I223 = (495167); 
n1 = 7, I11 = (I}, Zl, = {2}, 113 = {3}, 44 = {4},45 = {5},Ile = {6}, 11, = (7). 
DEFINITION 2. If the sets Aii (i = 2 ,..., s,j = I,..., ni) in Definition 1 
satisfy the property that j #j’ implies A<j n & = 0, then the decompo- 
sition is said to be disjoint. 
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FIG. 1. General decomposition. 
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FIG. 2. Disjoint decomposition. 
A similar notion has been used by Karp [lo] in connection with switching 
functions. A graph corresponding to a disjoint decomposition is a tree. An 
example is shown in Fig. 2. 
Now let us note that an arbitrary decomposable function can be reduced 
to a disjointly decomposable one by adding appropriate variables to the 
original function. Let the number of different paths from the vertex HSl to 
Hij be ~~~ . For example, in Fig. 1, a,, = 1, or2 = 1, ols = 3, cl4 = 3, 
- 3, - 1, ur, = 1, us1 = 1, uas = 2, U2a = 1, (Ts1 = 1, 032 = 1. 
%t additizrrrekvariables .+z(i” (p = l,... , Q) and functions Hjjp’ (p = l,..., uji) 
as follows: 
and 
x, = &) = . . . = ‘$d 3 3 (j = l,..., n,) 
H., = H!1’ = . . . = &Pi?) 23 23 2, (i = l,..., S, j = l,..., rzi). 
Then redefine the decomposition of function H in the following manner: 
H,‘$’ = H,;‘(q!“‘) (j = l,..., lzl ,p = l,..., u,J, 
H$” = f@o(A;;‘) (i = 2 )..., s,j = l,..., ni ,p = l,..., UiJ 
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and 
H1:’ = H(x, ,...) XN), 
where for p = I,..., oij , 
and furthermore H!*’ a-lk E AkP’ and HJyy’:, E A$’ imply that if j < j’ or j = j’ 
and p < p’, then q < q’. 
Since j fj’ or p # p’ clearly implies &” CJ A$” = a, this modified 
decomposition is disjoint. For example, the graph shown in Fig. 1 can be 
transformed into the graph corresponding to a disjoint decomposition shown 
in Fig. 3. 
DEFINITION 3. Let H(y, ,..., yk) be a vector valued function of ?zk- 
vectors yk (k = I,..., K). The function H is said to be sequentially separable, 
if there exists a sequence of vector valued functions (hl,..., AK} such that 
vector valued functions H”(y, ,..., yk) defined recursively by 
and 
WY,) = WY,) 
H’“(y1 ,.a., ykc) = hk(H7i-1bl ,..*, yk-I), yk) (R = 2,..., K) 
satisfy 
fwY1 ,..‘, YK) = WY, >***, YK). 
Moreover, the functions hk are called the separating functions of H. 
DEFINITION 4. Let yk(k = l,..., K) be real numbers and H(y, ,..., yK) 
be a real valued function defined on a subset of RK. Let H be sequentially 
separable with real valued separating functions {h”(H”-l, yk); K = 2,..., K). 
If each hk(H”-l,y,) is a nondecreasing function with respect to both Hk-l 
and yk , then the sequential separation of H(y, ,..., yk) is said to be monotone. 
3. MAIN RESULTS 
In this section, sufficient conditions for the principal problem to be 
decomposed into subproblems by dynamic programming are presented. 
For the principal problem (I), let the objective function F(x, ,..., x,~) and 
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the constraint function G(x, ,..., xN) be decomposable by the family (Fij} and 
by the family (GiJ, respectively, as follows: 
Flj = Fldxi) (j = l,..., N), 
Fi.j = Fij(A,j) (i = 2 ,..., s, j = l)...) n,), 
F,, = F(x, ,..., ~1, 
and 
Go = GM (j = I,..., N), 
Gij = G&I,,) (i = 2 ,..., s’, j == l,..., ad’), 
Gas1 = G(x, ,..., xN), 
where & = ukEIij (Fi-,k) and Bij = (JkEJij (Gi-rk). The principal problem 
is said to be decomposable if there exist decompositions of F and G such that 
s = s’ and, for all i and j, Iij = Jij , that is, if F and G have the similar 
structure. The disjoint decomposabikty of the principal problem is also defined 
in a similar manner to Definition 2. In the decomposed problems, Fij and 
Gij (i = I,..., s, j = I,..., ni) become the objective function and the constraint 
function of the jth subproblem in the ith level, respectively. 
THEOREM 1. For the disjointly decomposable problem, assume that Fij and 
Gij (i = 2 ,..., s, j = l,..., ni) are sequentially separable and that the separations 
of Fij are monotone. Then the principal problem is decomposed into subproblems 
by dynamic programming. 
Proof. The objective and the constraint functions of the jth subproblem 
in the ith level (i = 2 ,..., s, j = I,..., ni) are written as 
and 
From the assumption of the sequential separability, there exist separating 
functions f; and gyj (n = I ,..., 1 Iij I) such that 





Consequently, since the separation of Fij is monotone, for n = 2,..., / Iij I, 
= max ,.f<j(Ft-‘, Fi-lj,) ) (Gi-lj, ,..., I n Gi-lj,) 
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moreover, 
= max[PG-l(z,-r) j xnW1 E Zc-‘(m , sn)l; 
hence, 
where forj = I,..., N, 
Plj(z) = max{FJxj)l G,,(x~) = z and xj E Xj] (7) 
and Pz , Pi-li, , V$ , and 2z-l are given by (2) through (5). This completes 
the proof of the theorem. 
Equation (6) is the recursive relation of dynamic programming. Denote 
by ~;(a~) the value of yn that maximizes f%; in Recursive Relation (6) and 
by ~$-~(a~) the value of x,-r that maximizes Pz”;-’ for ps(aJ in (6). Moreover, 
denote by x~*(z) the value of xi that maximizes Frj in (7). This recursive 
relation yields the following procedure to solve the principal problem (1): 
Step 1. Solve the jth subprobIem (j = I,..., I?) in the first level PIi 
defined by (7) for every x belonging to the region of Grj . 
Step 2. Set i = 2. 
Step 3. Put forj = l,..., rzi , 
p,:.w = pi-l&l)~ 
where Pi-lj,(z,) was already obtained. 
Step 4. Set n = 2. 
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Step 5. Solve PG(qJ for every x, belonging to the region of Gz by 
Recursive Relation (6), where P~-i(x+i) and pi-li,(~n) were already obtained. 
Step 6. Set n = n + 1 and if n > 1 Iij /, then go to Step 7; otherwise, go 
to Step 5. 
Step 7. Put forj = l,..., ni, 
and set i = i + 1. If i > s, then go to Step 8; otherwise go to Step 3. 
Step 8. The optimal value P of the principal problem is obtained by 
p = PSl(O). 
Step 9. Compute Z2”-’ (0) by using T?‘(O) and compute successively 
YXqJ (H = l,..., I I,, I - 1). 
Step 10. Put ziin = yi”,ij and compute successively yz(%G:) (i = 2,..., 
s - 1 ) j = I,..., ni , 12 = l,..., / Iij I). 
Step 11. Put %ii, = jZ& and determine the optimal solution of the principal 
problem as (x,*(~i,), ~~*(%~a),..., xN*(%iN)). 
Notice that, in general, if the principal problem is not disjointly decom- 
posable, the above computational procedure does not always give the optimal 
solution. Because if for some i, j, and k both Fij , Gij and Fik , Gil, depend on 
the same variable, say, x, , then it is not necessarily guaranteed that the 
optimal value of x, derived from Pij coincides with the one from Pik . 
However, this inconsistency can be overcome by introducing additional 
variables as stated in Section 2. Then the principal probIem comes to possess 
CL, uij variables and M + Cy=, (uij - 1) d imensional constraint function, 
since, for each j, we must add (alj - 1) independent equalities among 
Jl’ 3 = ,!2) 3 = . . . = $4 
to the original constraint function. It is easily verified that the lefthand of 
each independent equality given by 
Jk) J - $‘) = 0 
is disjointly decomposable into any structure. Let the augmented constraints 
including these equalities be G = 0; then G is disjointly decomposable. Of 
course, the objective function p, in which the original variables are replaced 
by xjk), is also disjointly decomposable. 
409/53/r-2 
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COROLLARY. If the decomposition of the principal problem is not disjoint, 
the or&inal problem is reduced to the following equivalent problem, which is 
disjointly decomposable, by adding appropriate variables and constraint functions: 
max{F(xy )..., XkI”) )...) XZ’,..., X$-J)) j qxy,.. ,x?l) ,..., X~‘)...) .&N)) =0 
and x2’ E X,, (n = I,..., N, k = l,..., urn)). 
If for this problem, assumptions in Theorem I are satisfied, then the problem can 
be decomposed into multileveled subproblems by dynamic programming. 
4. APPLICATION TO A QUADRATIC FRACTIONAL PROGRAMMING PROBLEM 
In this section, a simple example is given. The principal problem to be 
discussed is the quadratic fractional programming problem of the following 





dI’xI + dz’xz + d3’x3 = 1, 
eltxl = 1, 
ez’xz = 1, 
e,‘x, = 1 
Xl Y x2 , x3 2 0, 
where for n = 1, 2, 3, x,~ , b, , d, , and e, are A,-dimensional column vectors, 
c, is a real number, A, is a h, x &-matrix, and ’ denotes the transpose of 
a column vector. Moreover, assume that Ai and A, are positive semidefinite 
and that A, is negative semidefinite. Put 
fdxd = x1’&,, + b,‘x, + cl , 
f&J = xz’A,x, + b,‘x, + cz , 
f&J = Mx,‘A,x, + b,‘x, + ~31, 
.A4 = d,‘x, 3 
g&4 = dz’xz 9 
g&3) = 4’xs 
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and 
XI = {x1 ; er’x, = 1 and xl > 0}, 
X2 = {xa ; e2’xz = 1 and x2 > 01, 
Xs = (xs ; es’x, = 1 and xs > 01. 
Then, the principal problem can be rewritten as follows: 
Minimize 
Wl 9 x2 7 x3) = fiw fi(X2> f3@3) 
subject to 
G(x, , xz > x3) = d%) + g2@2) + g3&3) = 1 
and 
X,EX, (n = 1,2, 3). 
Let us put 
and 
G,(x1 9 ~2) = g&> + g,(4 = G&d + i&2), 
G&l > ~2 3 x3) SE g&1> + g,(x,) + &73(x3) 
= G2@, > 32) + g&J = G(x, , x2 , 4. 
Thus, the objective function F(x, , x2, xs) and the constraint function 
G(x, , x2 > x3) are sequentially separable. Moreover, if each fn(x,J is always 
positive for every feasible x, , sequential separation of F(x, , x2 , x3) is 
monotone, and hence, dynamic programming is applicable to this problem. 
Subproblems are as follows: 
PdrJ = mi$flW g&J = y1 and x1 E xl> 
= min(x,‘A,x, + b,‘x, + c1 1 dr’xr = yI , e,‘x, = 1 and x1 > 01, 
PAYTJ = mW2(x2)l g2(x2) = y2 and x2 E x21 
= min{x,‘A,x, + b,‘x, + c2 1 d2’x2 = y2 , e2’x2 = 1 and x2 > 01, 
p3(y3) = miW3(x3)l g3(x3) = y3 and x3 E X3> 
= min{ I/(xs’A3x3 + b3’x3 + c3)l d3’x3 = y3 , e3’x3 = 1 and x3 > 0} 
= 1 /max{x,‘A,xs + b,‘x, + c3 1 dix3 = y3 , es’x3 = 1 and x3 >, O}. 
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These subproblems can be solved by parametric quadratic programming 
[20]. Put for n = 1, 2, 3 and 0 < x, < 1, 
P,(x,) = min{F,(x, ,..., x,)1 G,(x, ,..., x,) = z, and xk E X, (12 = l,..., n)}. 
Then for n = 2, 3, 
and the optimal value of the principal problem is given by Ps( I). 
In the case that c, = cs = 0, cs = 5, b,’ = (2, 0, 3,0), b,’ = (1, 1, 0, I), 
6,’ = (O,O, -l), d,’ = (l/2,0, I, 3/2), d?’ = (3,0, 3,0), dz’ = (2,0, I), 
e1 ’ = (1, 3/2, 0, l/2), es’ = (0, 2, 0, 5), es’ = (0, 1, 2), and 
the optimal value of the principal problem is 0.010923, and the optimal 
solution is XT’ = (0, 0.59556, 0, 0.21333), xz’ = (0, 0, 0.04333,0.2), 2:’ = 
(0.05506, 0.12022, 0.43989). The sequences P,(z), m(z), and ~~(2) (n = 1, 
2,3) are given in Tables I-III, where Pi is the value of yn that minimizes 
PJz) and ~,Jz) is the value of x, that gives p,(~~(x)). The computation time 
is 5 set on a FACOM 230-75. 
5. REMARK 
In this section, the principal problem with the continuous objective 
function and the continuous constraint function is dealt with, and the 
decomposability and the separability of those continuous functions are 
discussed. Throughout this section, it is assumed that the variables x, in 
the principal problem are real numbers, and that DN is a unit cube in an 
Euclidean space RN. 
Sprecher [19] proved the following theorem. 
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TABLE I 
Pd4, C(4, and %(4 
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0.01 0.22077 0.01000 0.0 0.66444 0.0 0.00667 
0.02 0.21936 0.02000 0.0 0.66222 0.0 0.01333 
0.03 0.21800 0.03000 0.0 0.66000 0.0 0.02000 
0.04 0.21669 0.04000 0.0 0.65778 0.0 0.02667 
0.05 0.21543 0.05000 0.0 0.65556 0.0 0.03333 
0.06 0.21422 0.06000 0.0 0.65333 0.0 0.04000 
0.07 0.21306 0.07000 0.0 0.65111 0.0 0.04667 
0.08 0.21195 0.08000 0.0 0.64889 0.0 0.05333 
0.09 0.21089 0.09000 0.0 0.64667 0.0 0.06000 
0.10 0.20988 0.10000 0.0 0.64444 0.0 0.06667 
0.11 0.20891 0.11000 0.0 0.64222 0.0 0.07333 
0.12 0.20800 0.12000 0.0 0.64000 0.0 0.08000 
0.13 0.20714 0.13000 0.0 0.63778 0.0 0.08667 
0.14 0.20632 0.14000 0.0 0.63556 0.0 0.09333 
0.15 0.20556 0.15000 0.0 0.63333 0.0 0.10000 
0.16 0.20484 0.16000 0.0 0.63111 0.0 0.10667 
0.17 0.20417 0.17000 0.0 0.62889 0.0 0.11333 
0.18 0.20356 0.18000 0.0 0.62667 0.0 0.12000 
0.19 0.20299 0.19000 0.0 0.62444 0.0 0.12667 
0.20 0.20247 0.20000 0.0 0.62222 0.0 0.13333 
0.21 0.20200 0.21000 0.0 0.62000 0.0 0.14000 
0.22 0.20158 0.22000 0.0 0.61778 0.0 0.14667 
0.23 0.20121 0.23000 0.0 0.61556 0.0 0.15333 
0.24 0.20089 0.24000 0.0 0.61333 0.0 0.16000 
0.25 0.20062 0.25000 0.0 0.61111 0.0 0.16667 
0.26 0.20040 0.26000 0.0 0.60889 0.0 0.17333 
0.27 0.20022 0.27000 0.0 0.60667 0.0 0.18000 
0.28 0.20010 0.28000 0.0 0.60444 0.0 0.18667 
0.29 0.20002 0.29000 0.0 0.60222 0.0 0.19333 
0.30 0.20000 0.30000 0.0 0.60000 0.0 0.20000 
0.31 0.20002 0.31000 0.0 0.59778 0.0 0.20667 
0.32 0.20010 0.32000 0.0 0.59556 0.0 0.21333 
0.33 0.20022 0.33000 0.0 0.59333 0.0 0.22000 
0.34 0.20040 0.34000 0.0 0.59111 0.0 0.22667 
0.35 0.20062 0.35000 0.0 0.58889 0.0 0.23333 
0.36 0.20089 0.36000 0.0 0.58667 0.0 0.24000 
0.37 0.20121 0.37000 0.0 0.58444 0.0 0.24667 
0.38 0.20158 0.38000 0.0 0.58222 0.0 0.25333 
0.39 0.20200 0.39000 0.0 0.58000 0.0 0.26000 
0.40 0.20247 0.40000 0.0 0.57778 0.0 0.26667 
0.41 0.20299 0.41000 0.0 0.57556 0.0 0.27333 
0.42 0.20356 0.42000 0.0 0.57333 0.0 0.28000 
0.43 0.20417 0.43000 0.0 0.57111 0.0 0.28667 
0.44 0.20484 0.44000 0.0 0.56889 0.0 0.29333 
0.45 0.20556 0.45000 0.0 0.56667 0.0 0.30000 
0.46 0.20632 0.46000 0.0 0.56444 0.0 0.30667 
0.47 0.20714 0.47000 0.0 0.56222 0.0 0.31333 
0.48 0.20800 0.48000 0.0 0.56000 0.0 0.32000 
0.49 0.20891 0.49000 0.0 0.55778 0.0 0.32667 
Table continued 
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TABLE I (continued) 
0.50 0.20988 0.50000 0.0 0.55556 0.0 0.33333 
0.51 0.21089 0.51000 0.0 0.55333 0.0 0.34000 
0.52 0.21195 0.52000 0.0 0.55111 0.0 0.34667 
0.53 0.21306 0.53000 0.0 0.54889 0.0 0.35333 
0.54 0.21422 0.54000 0.0 0.54667 0.0 0.36000 
0.55 0.21543 0.55000 0.0 0.54444 0.0 0.36667 
0.56 0.21669 0.56000 0.0 0.54222 0.0 0.37333 
0.57 0.21800 0.57000 0.0 0.54000 0.0 0.38000 
0.58 0.21936 0.58000 0.0 0.53778 0.0 0.38667 
0.59 0.22077 0.59000 0.0 0.53556 0.0 0.39333 
0.60 0.22222 0.60000 0.0 0.53333 0.0 0.40000 
0.61 0.22373 0.61000 0.0 0.53111 0.0 0.40667 
0.62 0.22528 0.62000 0.0 0.52889 0.0 0.41333 
0.63 0.22689 0.63000 0.0 0.52667 0.0 0.42000 
0.64 0.22854 0.64000 0.0 0.52444 0.0 0.42667 
0.65 0.23025 0.65000 0.0 0.52222 0.0 0.43333 
0.66 0.23200 0.66000 0.0 0.52000 0.0 0.44000 
0.67 0.23380 0.67000 0.0 0.51778 0.0 0.44667 
0.68 0.23565 0.68000 0.0 0.51556 0.0 0.45333 
0.69 0.23756 0.69000 0.0 0.51333 0.0 0.46000 
0.70 0.23951 0.70000 0.0 0.51111 0.0 0.46667 
0.71 0.24151 0.71000 0.0 0.50889 0.0 0.47333 
0.72 0.24356 0.72000 0.0 0.50667 0.0 0.48000 
0.73 0.24565 0.73000 0.0 0.50444 0.0 0.48667 
0.74 0.24780 0.74000 0.0 0.50222 0.0 0.49333 
0.75 0.25000 0.75000 0.0 0.50ooo 0.0 0.50000 
0.76 0.25225 0.76000 0.0 0.49778 0.0 0.50667 
0.77 0.25454 0.77000 0.0 0.49556 0.0 0.51333 
0.78 0.25689 0.78000 0.0 0.49333 0.0 0.52000 
0.79 0.25928 0.79000 0.0 0.49111 0.0 0.52667 
0.80 0.26173 0.80000 0.0 0.48889 0.0 0.53333 
0.81 0.26422 0.81000 0.0 0.48667 0.0 0.54000 
0.82 0.26677 0.82000 0.0 0.48444 0.0 0.54667 
0.83 0.26936 0.83000 0.0 0.48222 0.0 0.55333 
0.84 0.27200 0.84000 0.0 0.48000 0.0 0.56000 
0.85 0.27469 0.85000 0.0 0.47778 0.0 0.56667 
0.86 0.27743 0.86000 0.0 0.47556 0.0 0.57333 
0.87 0.28022 0.87000 0.0 0.47333 0.0 0.58000 
0.88 0.28306 0.88000 0.0 0.47111 0.0 0.58667 
0.89 0.28595 0.89000 0.0 0.46889 0.0 0.59333 
0.90 0.28889 0.90000 0.0 0.46667 0.0 0.60000 
0.91 0.29188 0.91000 0.0 0.46444 0.0 0.60667 
0.92 0.29491 0.92000 0.0 0.46222 0.0 0.61333 
0.93 0.29800 0.93000 0.0 0.46000 0.0 0.62000 
0.94 0.30114 0.94000 0.0 0.46778 0.0 0.62667 
0.95 0.30432 0.95000 0.0 0.45556 0.0 0.63333 
0.96 0.30756 0.96000 0.0 0.45333 0.0 0.64000 
0.97 0.31084 0.97000 0.0 0.45111 0.0 0.64667 
0.98 0.31417 0.98000 0.0 0.44889 0.0 0.65333 
0.99 0.31756 0.99000 0.0 0.44667 0.0 0.66000 
1.00 0.32099 1 .ooooo 0.0 0.44444 0.0 0.66667 
DECOMPOSITION BY DYNAMIC PROGRAMMING 
TABLE II 
P&4, %bh and f&4 
0.01 0.05298 0.01000 0.0 
0.02 0.05298 0.01000 0.0 
0.03 0.05265 0.01000 0.0 
0.04 0.05232 0.01000 0.0 
0.05 0.05201 0.01000 0.0 
0.06 0.05170 0.01000 0.0 
0.07 0.05141 0.01000 0.0 
0.08 0.05114 0.01000 0.0 
0.09 0.05087 0.01000 0.0 
0.10 0.05061 0.01000 0.0 
0.11 0.05037 0.01000 0.0 
0.12 0.05014 0.01000 0.0 
0.13 0.04992 0.01000 0.0 
0.14 0.04971 0.01000 0.0 
0.15 0.04952 0.01000 0.0 
0.16 0.04933 0.01000 0.0 
0.17 0.04916 0.01000 0.0 
0.18 0.04900 0.01000 0.0 
0.19 0.04885 0.01000 0.0 
0.20 0.04872 0.01000 0.0 
0.21 0.04859 0.01000 0.0 
0.22 0.04848 0.01000 0.0 
0.23 0.04838 0.01000 0.0 
0.24 0.04829 0.01000 0.0 
0.25 0.04821 0.01000 0.0 
0.26 0.04815 0.01000 0.0 
0.27 0.04810 0.01000 0.0 
0.28 0.04805 0.01000 0.0 
0.29 0.04802 0.01000 0.0 
0.30 0.04801 0.01000 0.0 
0.31 0.04800 0.01000 0.0 
0.32 0.04800 0.03000 0.0 
0.33 0.04801 0.03000 0.0 
0.34 0.04802 0.03000 0.0 
0.35 0.04802 0.04000 0.0 
0.36 0.04803 0.05000 0.0 
0.37 0.04805 0.06000 0.0 
0.38 0.04806 0.07000 0.0 
0.39 0.04808 0.08000 0.0 
0.40 0.04809 0.08000 0.0 
0.41 0.04811 0.09000 0.0 
0.42 0.04813 0.10000 0.0 
0.43 0.04816 0.11000 0.0 
0.44 0.04818 0.12000 0.0 
0.45 0.04821 0.13000 0.0 
0.46 0.04824 0.13000 0.0 
0.47 0.04827 0.14000 0.0 
0.48 0.04830 0.15000 0.0 



















































































































































22 MINE, OHNO, AND FUKUSHIMA 
TABLE II (continued) 
0.50 0.04837 0.17000 0.0 0.0 0.05667 0.20000 
0.51 0.04841 0.18000 0.0 0.0 0.06000 0.20000 
0.52 0.04845 0.19000 0.0 0.0 0.06333 0.20000 
0.53 0.04850 0.19000 0.0 0.0 0.06333 0.20000 
0.54 0.04854 0.20000 0.0 0.0 0.06667 0.20000 
0.55 0.04859 0.21000 0.0 0.0 0.07000 0.20000 
0.56 0.04863 0.22000 0.0 0.0 0.07333 0.20000 
0.57 0.04868 0.23000 0.0 0.0 0.07667 0.20000 
0.58 0.04874 0.24000 0.0 0.0 0.08000 0.20000 
0.59 0.04879 0.24000 0.0 0.0 0.08000 0.20000 
0.60 0.04884 0.25000 0.0 0.0 0.08333 0.20000 
0.61 0.04890 0.26000 0.0 0.0 0.08667 0.20000 
0.62 0.04896 0.27000 0.0 0.0 0.09000 0.20000 
0.63 0.04902 0.28000 0.0 0.0 0.09333 0.20000 
0.64 0.04909 0.29000 0.0 0.0 0.09667 0.20000 
0.65 0.04915 0.30000 0.0 0.0 0.10000 0.20000 
0.66 0.04922 0.30000 0.0 0.0 0.10000 0.20000 
0.67 0.04929 0.31000 0.0 0.0 0.10333 0.20000 
0.68 0.04936 0.32000 0.0 0.0 0.10667 0.20000 
0.69 0.04943 0.33000 0.0 0.0 0.11000 0.20000 
0.70 0.04950 0.34000 0.0 0.0 0.11333 0.20000 
0.71 0.04958 0.35000 0.0 0.0 0.11667 0.20000 
0.72 0.04966 0.35000 0.0 0.0 0.11667 0.20000 
0.73 0.04974 0.36000 0.0 0.0 0.12000 0‘20000 
0.74 0.04982 0.37000 0.0 0.0 0.12333 0.20000 
0.75 0.04990 0.38000 0.0 0.0 0.12667 0.20000 
0.76 0.04999 0.39000 0.0 0.0 0.13000 0.20000 
0.77 0.05008 0.40000 0.0 0.0 0.13333 0.20000 
0.78 0.05017 0.41000 0.0 0.0 0.13667 0.20000 
0.79 0.05026 0.41000 0.0 0.0 0.13667 0.20000 
0.80 0.05035 0.42000 0.0 0.0 0.14000 0.20000 
0.81 0.05045 0.43000 0.0 0.0 0.14333 0.20000 
0.82 0.05055 0.44000 0.0 0.0 0.14667 0.20000 
0.83 0.05065 0.45000 0.0 0.0 0.15000 0.20000 
0.84 0.05075 0.46000 0.0 0.0 0.15333 0.20000 
0.85 0.05085 0.47000 0.0 0.0 0.15667 0.20000 
0.86 0.05096 0.47000 0.0 0.0 0.15667 0.20000 
0.87 0.05107 0.48000 0.0 0.0 0.16000 0.20000 
0.88 0.05117 0.49000 0.0 0.0 0.16333 0.20000 
0.89 0.05129 0.50000 0.0 0.0 0.16667 0.2oOOO 
0.90 0.05140 0.51000 0.0 0.0 0.17000 0.20000 
0.91 0.05151 0.52000 0.0 0.0 0.17333 0.20000 
0.92 0.05163 0.53000 0.0 0.0 0.17667 0.20000 
0.93 0.05175 0.53000 0.0 0.0 0.17667 0.20000 
0.94 0.05187 0.54000 0.0 0.0 0.18000 0.20000 
0.95 0.05200 0.55000 0.0 0.0 0.18333 0.20000 
0.96 0.05212 0.56000 0.0 0.0 0.18667 0.20000 
0.97 0.05225 0.57000 0.0 0.0 0.19000 0.20000 
0.98 0.05238 0.58000 0.0 0.0 0.19333 0.20000 
0.99 0.05251 0.59000 0.0 0.0 0.19667 0.20000 
1.00 0.05264 0.60000 0.0 0.0 0.20000 0.20000 
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TABLE III 
P3(4, U4, and M4 
23 
0.01 0.01726 0.01000 
0.02 0.01726 0.01000 
0.03 0.01689 0.02000 
0.04 0.01689 0.02000 
0.05 0.01655 0.03000 
0.06 0.01622 0.04000 
0.07 0.01563 0.06000 
0.08 0.01563 0.06000 
0.09 0.01537 0.07000 
0.10 0.01511 0.08000 
0.11 0.01488 0.09000 
0.12 0.01466 0.10000 
0.13 0.01445 0.11000 
0.14 0.01407 0.13000 
0.15 0.01389 0.14000 
0.16 0.01373 0.15000 
0.17 0.01358 0.16000 
0.18 0.01343 0.17000 
0.19 0.01330 0.18000 
0.20 0.01317 0.19000 
0.21 0.01305 0.20000 
0.22 0.01294 0.21000 
0.23 0.01283 0.22000 
0.24 0.01274 0.23000 
0.25 0.01274 0.23000 
0.26 0.01264 0.24000 
0.27 0.01256 0.25000 
0.28 0.01248 0.25000 
0.29 0.01240 0.26000 
0.30 0.01232 0.26000 
0.31 0.01225 0.26000 
0.32 0.01218 0.27000 
0.33 0.01211 0.27000 
0.34 0.01204 0.27000 
0.35 0.01197 0.27000 
0.36 0.01191 0.28000 
0.37 0.01185 0.28000 
0.38 0.01179 0.28000 
0.39 0.01173 0.29000 
0.40 0.01167 0.29000 
0.41 0.01162 0.29000 
0.42 0.01157 0.30000 
0.43 0.01152 0.30000 
0.44 0.01147 0.31000 
0.45 0.01142 0.31000 
0.46 0.01138 0.31000 
0.47 0.01133 0.32000 
0.48 0.01129 0.32000 
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TABLE III (continued) 
0.50 0.01121 0.33000 0.0 0.34000 0.33000 
0.51 0.01118 0.33000 0.0 0.34000 0.33000 
0.52 0.01114 0.33000 0.0 0.34000 0.33000 
0.53 0.01111 0.34000 0.0 0.32000 0.34000 
0.54 0.01108 0.34000 0.0 0.32000 0.34000 
0.55 0.01105 0.35000 0.0 0.30000 0.35000 
0.56 0.01102 0.35000 0.0 0.30000 0.35000 
0.57 0.01100 0.35000 0.0 0.3OOOo 0.35000 
0.58 0.01097 0.36000 0.0 0.28000 0.36000 
0.59 0.01095 0.36000 0.0 0.28000 0.36000 
0.60 0.01093 0.36000 0.0 0.28000 0.36000 
0.61 0.01091 0.37000 0.0 0.26000 0.37000 
0.62 0.01089 0.37000 0.0 0.26000 0.37000 
0.63 0.01088 0.38000 0.0 0.24000 0.38000 
0.64 0.01086 0.38000 0.0 0.24000 0.38000 
0.65 0.01085 0.38000 0.0 0.24000 0.38000 
0.66 0.01084 0.39000 0.0 0.22000 0.39000 
0.67 0.01083 0.39000 0.0 0.22000 0.39000 
0.68 0.01082 0.40000 0.0 0.20000 0.40000 
0.69 0.01082 0.40000 0.0 0.20000 0.40000 
0.70 0.0108 1 0.40000 0.0 0.2m 0.40000 
0.71 0.01081 0.41000 0.0 0.18000 0.41000 
0.72 0.01081 0.41000 0.0 0.18000 0.41000 
0.73 0.01081 0.41000 0.0 0.18000 0.41000 
0.74 0.01081 0.41000 0.0 0.18000 0.41000 
0.75 0.01081 0.41000 0.0 0.18000 0.41000 
0.76 0.01081 0.42000 0.0 0.16000 0.42000 
0.77 0.01081 0.42000 0.0 0.16000 0.42000 
0.78 0.01082 0.42000 0.0 0.16000 0.42000 
0.79 0.01082 0.42000 0.0 0.16000 0.42000 
0.80 0.01082 0.42000 0.0 0.16000 0.42ooO 
0.81 0.01083 0.42000 0.0 0.16000 0.42000 
0.82 0.01083 0.43000 0.00382 0.15528 0.42236 
0.83 0.01083 0.43000 0.00382 0.15528 0.42236 
0.84 0.01084 0.44000 0.00809 0.15236 0.42382 
0.85 0.01084 0.44000 0.00809 0.15236 0.42382 
0.86 0.01085 0.45000 0.01236 0.14944 0.42528 
0.87 0.01085 0.46000 0.01663 0.14652 0.42674 
0.88 0.01086 0.47000 0.02090 0.14360 0.42820 
0.89 0.01086 0.47000 0.02090 0.14360 0.42820 
0.90 0.01087 0.48000 0.02517 0.14067 0.42966 
0.91 0.01087 0.49000 0.02944 0.13775 0.43112 
0.92 0.01088 0.49000 0.02944 0.13775 0.43112 
0.93 0.01088 0.50000 0.03371 0.13483 0.43258 
0.94 0.01089 0.51000 0.03798 0.13191 0.43404 
0.95 0.01089 0.52000 0.04225 0.12899 0.43551 
0.96 0.01090 0.52000 0.04225 0.12899 0.43551 
0.97 0.01090 0.53000 0.04652 0.12607 0.43697 
0.98 0.01091 0.54000 0.05079 0.12315 0.43843 
0.99 0.01092 0.55000 0.05506 0.12022 0.43989 
1.00 0.01092 0.55000 0.05506 0.12022 0.43989 
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THEOREM 2. Every real continuous function of N variables, H(x, ,..., xN), 
with domain DN, can be represented in the form 
H(x, ,..., XN) = h[jlh&z)], 
where each h,(x,) (n = I,..., N) is a real monotone increasing function. 
Note that the function h is, in general, discontinuous. It is easily verified 
that this theorem can be generalized as follows. 
COROLLARY. Every real continuous functions H(x, ,..., xN) defined on DN 
can be represented in the form 
H(x, ,...> xN) = 4b(h,(x,)>-> h&v))], 
where each h,(x,) (n = l,..., N) is a real monotone increasing function and 
# is a monotonically and sequentially separable function. 
Suppose that the objective function F and the component functions 
G,,, (m = l,..., M) of the constraint vector function G are continuous. Then, 
from the above corollary, they can be represented as follows: 
F(x, ,..., xN) = f [~(fi(xl)~-~, fN(xN))I, 
G&x >..a, xN) = &m[~m(gml(xl)~***> &N(XN))l (m = l,..., M), 
where fn(xn) and g&x,J (m = I,..., M, n = l,..., N) are real monotone 
increasing functions and z+% and $m (m = l,..., M) are real monotonically 
and sequentially separable functions. Let 
and assume that the function f is monotone nondecreasing function of #. 
Then the problem 
max{F(x, ,..., xN)[ G,(xl ,..., xN) = 0 (m = l,..., M) and (xi ,..., xN) E ON} 
is equivalent to the following problem: 
max[max{~(fi(x~),...,fN(xN)) / V$&dxl)~-~~ &kN(XN)) ‘3”rn cm = 1,-., M) 
and (x1 ,..., xN) ED”> 1 (YI ,..., YM) E YI x “’ x YM]. 
THEOREM 3. Let 
p(y) = max{~(fdxl)9-~ h&N)) 1 h&ml(X1)~-~~ &N(XN)) 
= ym (m = l,..., M) and (x1 ,..., xN) E D”}, 
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where y = (yl ,...,yM). Then P(y) can be decomposed into subproblems by 
dynamic programming. 
Proof. From the fact that 4 and & (m = I,..., M) are monotonically and 
sequentially separable, Theorem 1 leads to this theorem. The proof is 
concluded. 
The optimal solution of the problem (8) can be found by solving the 
problem 
max{P(y)l y fz Y1 X ... x k;Mj. 
When each function g,, is one-to-one, each yn can be determined uniquely. 
Consequently, the optimal solution can be obtained by solving P(y). 
6. CONCLUSION 
In this paper, the applicability of dynamic programming to nonlinear 
programming problems has been considered. However, from the fact that 
a decomposition is not unique, other problems arise. Which is the best of 
all possible decompositions ? How can such a decomposition be accomplished ? 
The “best” decomposition may be defined as the one that makes the problem 
easiest to be calculated or as the one that consists of the least number of 
levels or the like, according to the circumstances. These problems require 
further researches. 
In practice, it is noted that subproblems, which are parametric, must be 
solved by a certain parametric programming technique. Moreover, additional 
variables, which are introduced when the principal problem is transformed 
into the disjoint equivalent, must be as few as possible, since the increase 
of the dimensionality of the constraints requires exponentially increased 
computation time and memory storages. 
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