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Alla mia famiglia
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macinare grano, biada, sterco...- Dipende da
noi!
Josemar´ıa Escriva´

Abstract
A comprehensive experimental campaign has been carried out on two high-
head, mixed-flow unshrouded inducers with tapered-hub and variable-pitch.
Both the pumps, called DAPAMITO inducers, have been designed by means
of a reduced order model and procedure reported in this thesis.
The model is based on the incompressible, inviscid, irrotational flow ap-
proximation, where the 3D velocity field inside the blade channels is expressed
as the superposition of a fully-guided axisymmetric flow with radially uni-
form axial velocity and a 2D cross-sectional vorticity correction. Boundary
layer blockage is estimated by means of a suitable redefinition of the diffusion
factor for bladings with non-negligible radial flow and Carter’s rule is used
to account for flow deviation at the inducer trailing edge. Performance losses
are evaluated by adding suitably adapted correlations of turbulent duct losses
to the inlet flow incidence losses.
The noncavitating performance of the inducers has been investigated at
different clearance and temperature. The close matching between the ex-
perimental data in cold water and the predicted performance has confirmed
both the predictive capability of the reduced order model and the high-head
nature (ΨD > 0.15) of the DAPAMITO inducers.
The suction performance of the inducers have been investigated at design
and off-design conditions both at high and low clearance in cold and hot
water. Several cavitation-induced instabilities has been detected and identi-
fied on the DAPAMITO inducers. The experimental evidence suggests that
the occurrence of the synchronous rotating cavitation can be associated to
a strong performance degradation. Furthermore, the comparison between
the results at low and high clearance clearly highlights that a high value of
the clearance tends to suppress the rotating instabilities, whereas it seems
that axial phenomena are not affected, or at least less affected, by the tip
blade clearance. The semi-empirical method proposed by Ruggeri and Moore
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for scaling the thermal cavitation effects has been successfully applied and,
consequently, a further validation of this method has been provided. A new
typology of cavitation thermal effects has been identified in the influence of
the temperature on the intensity of the performance degradation associated
to the attached cavitation instability. In this case the inhibition of the bub-
ble growth due to thermal effects can be detected by the reduction of the
performance degradation usually associated to this type of instability.
The tests carried out on whirling inducers has investigated the roles of
the flow coefficient, cavitation number, liquid temperature and of the im-
posed whirl motion of the rotor. The spectra, especially the continuous ones
obtained by means of a novel data reduction procedure, of the rotordynamic
forces measured at several flow coefficients in noncavitating regime clearly
show the same qualitative behavior for both the inducers. The occurrence of
large destabilizing peaks confirms that the conventional approach which uses
the stiffness, damping and inertia matrices is clearly not able to characterize
rotordynamic forces on noncavitating/cavitating inducers. For positive whirl
frequency ratio, the continuous spectra of the module of the rotordynamic
force clearly show a minimum that corresponds to a negligible intensity of the
force and a maximum associated to the beginning of a destabilizing range.
The intensity of the flow reversal and the magnitude of rotation in the tip
clearance flow and backflow affect the strength of the rotordynamic force
and the location of the minimum and maximum with respect to the whirl
frequency ratio. The experimental results have confirmed that the cavita-
tion has a dramatically clear destabilizing effect on the rotordynamic forces.
Under cavitating regime, the minimum usually happens at the same value of
the whirl ratio of noncavitating condition while, in general, the maximum is
anticipated and its intensity is higher. For negative whirl ratio, the cavitation
tends to reduce the stabilizing range to a small interval next to zero. Based
on the available experimental evidence, the novel data reduction procedure
capable of obtain a continuous spectrum of fluid-induced rotordynamic forces
can be very useful to catch the unlikely foreseeable complexity of the rotor-
dynamic forces and their consequences on stability of axial flow inducers.
Finally, a brief overview of the laws of similarity in pumps has been
provided.
The second part of the thesis reports the results of a further research
activity carried out during the years of the Ph. D. course. The research deals
with a comprehensive experimental campaign on three hydrogen peroxide
monopropellant thruster prototypes performed in order to characterize the
decomposition capabilities of seven different platinum catalysts on alumina
carriers for the decomposition of high grade hydrogen peroxide.
Sommario
La presente tesi riporta i risultati di un’intensa campagna sperimentale ef-
fettuata su due induttori a flusso misto ad alta prevalenza aventi mozzo
rastremato e passo variabile. La complessa geometria di entrambe le pompe,
nel seguito indicate come induttori DAPAMITO, e` stata dedotta a partire
da un modello di ordine ridotto del flusso attraverso le pale.
Il modello approssima il comportamento del fluido di lavoro come incom-
primibile, non viscoso ed irrotazionale. Il campo di velocita` all’interno dei
canali tra le pale e` ottenuto sovrapponendo ad un flusso assialsimmetrico, con
velocita` assiale uniforme in direzione radiale, una correzione bidimensionale
nel piano normale all’asse di rotazione atta a garantire l’irrotazionalita` del
campo di velocita`. Lo strato limite di spostamento e, quindi, l’area efficace di
attraversamento sono stati stimati attraverso un’opportuna ridefinizione del
fattore di diffusione applicabile anche a palettature con una componente non
trascurabile di flusso radiale. La legge di Carter e` stata usata per valutare la
deviazione del flusso in corrispondenza del bordo di uscita. Nella stima del
degrado delle prestazioni sono prese in considerazione le perdite d’attrito e
d’incidenza.
Le prestazioni in condizioni non cavitanti degli induttori sono state va-
lutate a temperature diverse e per diversi valori dell’intercapedine tra la
pompa e l’alloggiamento. La buona sovrapposizione tra i dati sperimentali
e le prestazioni previste confermano sia le capacita` predittive del modello di
ordine ridotto sia il valore alto della prevalenza degli induttori in condizioni
nominali di progetto (ΨD > 0.15).
Il comportamento degli induttori in condizioni cavitanti e` stato studiato
in acqua fredda e calda a diversi valori dell’intercapedine, sia in condizioni di
progetto sia lontano dalle condizioni nominali. Numerose instabilita` indotte
dalla cavitazione sono state rilevate ed identificate. L’evidenza sperimentale
suggerisce che il verificarsi della cavitazione rotante sincrona puo` essere as-
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sociato ad una forte degradazione delle prestazioni. Inoltre, il confronto tra i
risulti ottenuti a diversi valori del gioco radiale evidenzia chiaramente che un
alto gioco radiale tende a sopprimere le instabilita` rotanti, mentre sembra che
i fenomeni oscillatori assiali non siano influenzati dal gioco radiale, o per lo
meno lo siano in maniera minore. Il metodo semiempirico proposto da Rug-
geri e Moore per scalare gli effetti termici della cavitazione e` stato applicato
con successo, apportandone cos`ı un’ulteriore validazione. Una nuova tipolo-
gia di effetti termici sulla cavitazione e` stata individuata nell’influenza che
ha la temperatura sull’intensita` della degradazione delle prestazioni associata
alla cavitazione attaccata nelle instabilita` rotanti sincrone: gli effetti termici
inibiscono la cresita della regione cavitante riducendo, cos`ı, la degradazione
delle prestazioni.
Degli esperimenti sono stati effettuati imponendo un moto di precessione
all’asse di rotazione degli induttori al fine di studiare l’influenza che hanno il
coefficiente di flusso, il numero di cavitazione, la temperatura del liquido e il
valore dell’eccentricita` sulle forze che il fluido imprime sulla pompa. Gli spet-
tri delle forze rotodinamiche, specialmente quelli continui ottenuti attraverso
una nuova procedura di riduzione dei dati, mostrano qualitativamente un
comportamento analogo nei due induttori. Il verificarsi di elevati picchi
destabilizzanti conferma che il convenzionale approccio che usa le matrici
di rigidezza, smorzamento ed inerzia non e` in grado di caratterizzare le forze
rotodinamiche negli induttori sia in condizioni non cavitanti che cavitanti.
Per valori positivi per rapporto tra la frequenza di precessione e quella di
rotazione, lo spettro continuo del modulo della forza rotodinamica presenta
un minimo, che corrisponde ad un’intensita` trascurabile della forza, ed un
massimo associato all’inizio del comportamento destabilizzante. L’intensita`
del controflusso e il valore della rotazione del flusso nell’intercapedine radi-
ale influenzano sia l’intensita` della forza che la posizione del massimo e del
minimo. I risultati sperimentali confermano che la cavitazione ha un effetto
chiaramente destabilizzante sulle forze rotodinamiche. In regime cavitante,
il minimo si verifica circa per lo stesso valore del rapporto tra le frequenze
di rotazione mentre, in generale, il massimo e` anticipato e la sua intensita`
e` maggiore. Per valori negativi del rapporto tra le frequenze di rotazione,
la cavitazione tende a ridurre l’intervallo in cui le forze rotodinamiche sono
stabilizzanti.
Alla prova dei fatti, l’innovativa procedura di riduzione dei dati, capace
di ottenere uno spettro continuo delle forze rotodinamiche indotte dal flu-
ido, e` risultata essere molto utile per cogliere la non facilmente prevedibile
complessita` delle forze rotodinamiche e la loro influenza sulla stabilita` degli
induttori a flusso assiale.
vLa prima parte della tesi si conclude con una breve panoramica sulle leggi
di scalatura nelle pompe.
La seconda parte della tesi riporta i risultati di un’ulteriore attivita` di
ricerca, effettuata durante gli anni del Dottorato, consistente in una intensa
campagna sperimentale su tre prototipi di endoreattori monopropellente a
perossido di idrogeno volta a caratterizzare le capacita` di decomposizione di
sette differenti catalizzatori al platino su supporto ceramico per la decompo-
sizione del perossido di idrogeno ad alta concentrazione.
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E constant function along a streamtube
F aerodynamic force in cascade, generalized dimensional force acting on
an impeller
f friction coefficient, frequency of the instability
fc Nyquist frequency
fj components of the vector F
fN , fn rotational frequency
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T total pressure
pv vapor pressure
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Q volumetric flow rate
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tC critical time for cavity growth
Tr interval temporal length
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u radial flow velocity
U∞ free stream velocity
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v azimuthal flow velocity
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vθ tangential speed
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Z number of blades
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m˙ propellant mass flow rate
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M molecular weight
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Abed catalytic bed cross-section area
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c∗ characteristic velocity
Cd diffusion coefficient
CF thrust coefficient
Cf friction coefficient
cp molar constant pressure specific heat
cpbed constant specific heat of the bed
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F thrust
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H enthalpy
h molar enthalpy
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pc combustion chamber pressure
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Sbed/mbed surface area per unit mass of the catalyst
T flow temperature
Tc combustion chamber temperature
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Tad adiabatic decomposition temperature
Tamb ambient temperature
Tdo dry-out temperature
Tend exit flow temperature
Vbed volume of the bed
Y H2O2 mass concentration
Ch Stanton number
Rep pellet Reynolds number
Sc Schmidt number
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Nomenclature lxxv
α incidence angle
α0, αi incidence angle at zero lift
αL thermal diffusivity of the liquid
ω¯ nondimensional loss coefficient
β tip blade angle, critical value of the tCΩΦ parameter
β′0 relative zero lift flow angle
β′2 relative discharge flow angle without deviation
βbt tip blade angle
χ function of merit for the application of the linear least-squares method
δm˙ elementary mass flow rate in a streamtube
∆Ψ amplitude of fluctuating head
∆θ angular spacing of the transducers
∆hV head shift due to thermal cavitation effects
∆NPSH NPSH shift due to thermal cavitation effects
∆p static pressure rise, pressure drop
∆Pi phase difference of pressure fluctuation
∆T difference between temperature in cavity and in unperturbed fluid
∆t sampling interval
∆X length of the cavity
δ boundary layer thickness, clearance between the casing and the in-
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δ∗ boundary layer displacement thickness
δ◦ discharge flow deviation angle
 whirl eccentricity, surface roughness at cavity interface
Φ% percentual error of the actual flow coefficient w.r.t. the nominal value
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γ blade angle from axial direction
γxy coherence function of the x and y signals
λ re-entrant jet thickness, linear thermal expansion coefficient
Ψ head coefficient
Ψs static head coefficient
ν kinematic viscosity
Ω inducer rotational speed, inducer rotational frequency, whirl speed
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Ω0 initial angular position of the rotating axis x w.r.t. the absolute one
X
ω0 initial anomaly of the eccentricity w.r.t. the absolute one X
ΩA auto-oscillation frequency
ΩS specific speed of the impeller
ωs rotational frequency
Φ overall flow coefficient
φ local flow coefficient
pi amplitude of the fluctuating pressure
ψ slip velocity stream function
Ψ, Ψt static and total overall head coefficients
ψt local total head coefficients
ρ flow density
Σ thermodynamic parameter for thermal effects scaling
σ blade solidity, cavitation number
Σ∗ modified thermodynamic parameter Σ
Nomenclature lxxvii
σB breakdown cavitation number
σt tip blade solidity
σij standard deviation of the generic data point [qj ]i
σTH Thoma cavitation factor
σx0 critical breakdown cavitation number in absence of thermal effects
σx critical breakdown cavitation number
τ Thoma cavitation factor, nondimensional NPSH, torque
θ∗ boundary layer momentum thickness
Ω˜ angular position of the rotating axis x w.r.t. the absolute one X
ω˜ anomaly of the eccentricity w.r.t. the absolute one X
ϕ cross-correlation phase
ϑ azimuthal coordinate
Greek Symbols (Part II)
α void fraction, conical nozzle half-angle
∆T¯ difference between the mean temperature of the bed and the mean
temperature of the reacting flow
∆p pressure drop
 molar evaporation fraction parameter
η∆T temperature efficiency
ηc∗ characteristic velocity efficiency
γ specific heat ratio of the exhaust gases
λ decomposition parameter
µ dynamic viscosity
ν kinematic viscosity
νj j-th stoichiometric coefficient
τ viscous tensor
lxxviii Nomenclature
τ residence time
θ relative occupancy of the adsorption sites
˜ bed porosity
Superscripts (Part I)
q¯ mean value of q
q˙ time derivative of q
uˆ fully-guided flow velocity
qˆ fluctuation of q
u˜ slip flow velocity
~q vector the module of which is q
q′ value of q in the rotating frame
q∗ nondimensional value of the dimensional q variable
qa value of q evaluated in air
qw value of q evaluated in water
Superscripts (Part II)
′ reactants
′′ products
(i) initial condition
(s) on the catalytic surface
exp experimentally measured
◦ standard condition
Subscripts (Part I)
0 initial condition, radial forces or moments, reference value
1 upstream station (1)
2 downstream station (2)
Nomenclature lxxix
δ◦ flow deviation angle
bs back swept
C cavity
D design conditions
d downstream
fin final condition
H hub radius
h high clearance
in inertially-dominated
L bulk liquid
l high clearance
le blade leading edge
min minimum value
N rotordynamic component parallel to the eccentricity vector (positive
outward)
n rotordynamic component in normal direction
NC noncavitating conditions
pred predicted value
R fluid-induced rotordynamic force or moment
ref reference conditions
T tip radius, rotordynamic component normal to the eccentricity vector
(positive in the direction of the rotation Ω)
t rotordynamic component in tangential direction
te blade trailing edge
th thermally-dominated
u upstream
lxxx Nomenclature
V vapor
x component in x direction
X,Y absolute reference frame
x, y rotating reference frame
y component in y direction
Subscripts (Part II)
end catalytic bed end section
exp experimentally measured
g gaseous
i initial condition
j general element
l liquid
p pellet
theo theoretically computed
Chemical Formulas (Part II)
α-Al2O3 alpha alumina
γ-Al2O3 gamma alumina
θ-α-Al2O3 theta-alpha alumina
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H2O water
H2O2 hydrogen peroxide
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HNO3 nitric acid
Ir iridium
Mn2O3 dimanganese trioxide
Nomenclature lxxxi
MnO2 manganese dioxide
N2H4 hydrazine
N2O nitrous oxide
N2O4 dinitrogen tetroxide
O2 oxygen
Pt platinum
S catalytic surface
Acronyms (Part I)
2D two-dimensional
3D three-dimensional
AO axial oscillation
BO backflow oscillation
BVI backflow vortices instability
HORC higher order rotating cavitation
HOSC higher order surge cavitation
IPT inlet pressure tap
ODE ordinary differential equation
OPT outlet pressure tap
RC rotating cavitation
S surge
SRC synchronous rotating cavitation
Acronyms (Part II)
ADN ammonium dinitramide
FLOX mixture of liquid fluorine and liquid oxygen
GRPTF Green Propellant Rocket Test Facility
lxxxii Nomenclature
HAN hydroxylammonium nitrate
HNF hydrazinium nitroformate
HP hydrogen peroxide
HTP high-test hydrogen peroxide
IRFNA inhibited red fuming nitric acid
IVP initial value problem
LF2 liquid diatomic fluorine
LNF3 lanthanide fluorides
LOX liquid oxygen
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NTO nitrogen tetroxide
ODE ordinary differential equation
PE HTPE binder
RP-1 rocket propellant-1 or refined petroleum-1
Part I
Part One: Main Research
Activity on Tapered Inducers

Chapter 1
Introduction
Inducers currently employed in rocket propellant feed turbopumps almost
invariably operate with cavitation. The occurrence of cavitation introduces
further complications to the already complex internal flow that characterizes
the noncavitating regime and often leads to the development of flow insta-
bilities that can seriously degrade the performance of the machine or even
cause its rapid failure. Moreover, dangerous rotordynamic instabilities, par-
ticularly ones produced as a consequence of the asynchronous self-excited
whirl, can result from the fluid-induced rotordynamic forces both in cavitat-
ing and noncavitating regimes. The task to identify the unstable operating
conditions of the machine is usually accomplished by means of experimental
campaigns because of the inadequacies of the current analytical techniques
in accurately predicting these instabilities. However, even the experimen-
tal approach, when performed in a test fluid different from the actual one,
presents some challenging aspects with regard to the identification of simi-
larity criteria capable of effectively predicting the actual performance of the
machine.
1.1 Statement of the Problem
The development of a space rocket inducer presents several critical aspects
that must be solved. Obviously, the first problem concerns with the choice of
the geometry of the blades and the profiles of the hub and the tip that allow
for the desired pumping performance. A deep insight of the complex internal
flow is required for the choice of the laws of variation of the tapering and the
pitch.
Secondly, the degradation of the pumping performance associated to the
occurrence of cavitation must be experimentally investigated and a suitable
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scaling criteria must be identified and applied.
Then, the influence of the geometry (e.g. number of blades, stagger an-
gles, clearance etc.), the working conditions (design, off-design) and the fluid
temperature on the onset, intensity and frequency of the cavitation-induced
flow instabilities should be investigated in oder to identify the unstable con-
ditions.
Finally, the analysis of the fluid-induced rotordynamic forces in cavitat-
ing/noncavitating regime represents the further step of the characterization
of the behavior of the inducers. In fact, turbomachine usually operate with
a certain amount of deflection of the rotor with respect to the machine cen-
terline and, consequently, the fluid-induced rotordynamic forces must be in-
vestigated in order to identify the dangerous unstable conditions.
The present research focuses on these several issues: the criteria for a
preliminary design of inducers, the noncavitating/cavitating performance, the
cavitation-induced instabilities and the fluid-induced rotordynamic forces.
1.2 Liquid Rocket Engine Turbopump Inducers
One of the major limitations in the performance of liquid handling machinery
(hydraulic pumps, turbines, rocket pumps, etc.) is the phenomenon know as
cavitation.[1] Cavitation is the formation of vapor bubbles when the static
pressure is reduced locally below the fluid vapor pressure. Some of the major
effects of the cavitation bubble on liquid handling machinery are decreased
performance and efficiency and damage to the structure resulting from col-
lapse. The latter phenomenon is responsible for noise, vibration, and possible
failure. Cavitation in turbomachinery may occur on the suction surface and
near the blade tip region due to the presence of vortex and also at other
locations where the fluid pressure falls below the vapor pressure.
Current rocket propellant feed turbopumps often employ an inducer up-
stream of the centrifugal stage in order to avoid unacceptable cavitation, im-
prove the suction performance and reduce the propellant tank pressure and
weight. The term “inducer” is derived from supercharged terminology[2] and
refers to the axial inlet portion of the turbopump rotor whose main purpose
consists in raising the inlet pressure by an amount sufficient to preclude cav-
itation in the following stage (main pump). The inducer may be an integral
part of the pump rotor or it may be mounted separately on the pump shaft
upstream of the impeller. Compared to centrifugal pump impellers, typical
inducers have fewer blades (usually 3 or 4), lower flow coefficients (from 0.05
to 0.1), larger stagger angles (70 to 85 deg) and significantly higher blade so-
lidities (between 1.5 and 2.5). Since inducer almost invariably operate with
cavitation, their long blades with small angles of attack provide ample time
1.2 Liquid Rocket Engine Turbopump Inducers 5
and room for the collapse of the cavitation bubbles and for the gradual ex-
change of energy with the flow. The resulting configuration, even though
beneficial from the standpoint of cavitation performance, results in relatively
low values of the inducer efficiency due to the highly viscous, turbulent and
dissipative flow inside the blade passages. It is also design to provide smooth
entry velocity to the rotor.
Inducers are classified according to head-rise capability and also according
to the shape of the meridional flow path.[3] They are divided by head-rise
capability into low head (head coefficient Ψt ≤ 0.15)[4] and high head (Ψt >
0.15). The head-rise capability is a function of the blade geometry (i.e. flat-
plate, modified-helix or vortex type) and hub-tip contours (i.e. cylindrical or
tapered). In Figure 1.1 are reported six characteristic examples of the basic
inducer types taken from actual practice. Examples (a) to (d) are low-head
inducers, and (e) and (f) are high-head inducers. The pressure rise in low-
head inducer is consequence of the hydrodynamic forces acting on the fluid
through the blading with an almost negligible contribution of the centrifugal
force, while the high-head inducers exploit also the centrifugal force by means
of the highly tapered hub profile. On the other side, the tapering of the
casing accelerate the flow without the positive effects of the centrifugal force.
Therefore, inducer usually maintain constant tip diameter at the inlet for an
axial length corresponding to a solidity of 1 or higher. This design practice
benefits the suction performance by maintaining optimum conditions until
the blade cavity has collapsed. The type (c) inducer was designed before this
practice was established.
The optimum design is a compromise that provides adequate suction per-
formance while maintaining structural integrity under all operating condi-
tions. Such a design depends on the simultaneous satisfactory solutions of
mechanical and hydrodynamic problems.
The mechanical problems involve maintaining the structural integrity of
the blade leading edge and providing for blade and hub stresses due to blade
loading, flow instabilities, rotordynamic forces, and centrifugal effects. They
include also proper choice of material, which must be compatible with both
the pump operating fluid and the pump test fluid, and selection of the best
way to assemble the inducer in the pump during fabrication.
The hydrodynamic problems involve obtaining the required suction spe-
cific speed and head rise of the inducer without introducing undesirable cavi-
tation. Much work has been done on the theoretical hydrodynamic design of
the inducer for an ideal fluid, which normally is assumed to resemble cold wa-
ter in its effect on suction performance. However, it has not yet been possible
to use test results on inducer performance with cold water to predict actual
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Figure 1.1: Basic inducer types.
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performance with the intended pump fluid. Other major unsolved problems
involve obtaining satisfactory theoretical treatment for three-dimensional ef-
fects, the suction performance of inducer cascades with curved blades, the
effects of blade leading-edge sweep and the effects of the tip clearance. In
the absence of a satisfactory analytical basis for design, these hydrodynamic
problems are solved empirically by utilizing experience with previous success-
ful designs.
The impellers designed and used in the current research are high-head
inducers with a meridional cross-section of a cylindrical tip and a tapered
hub. The helix pitch is variable and the inducers have a swept back leading
edge.
1.3 Internal Flows and Pumping Performance in Axial
Inducers
The development of 3D theoretical models capable of rapidly predicting the
performance of axial inducers in order to provide indications for the prelimi-
nary design of the machine is of particular interest to rocket engineers. How-
ever, not many such models have been proposed so far, probably due to the
difficulty of adequately describing the 3D flow field inside the inducer blades.
Therefore, designers often refer to simple “rules of thumb”, or to the gen-
eral indications of design manuals, such as the one published by NASA.[3] In
the last decades, numerical simulation of the complex 3D features of inducer
flows has emerged has a promising tool for design validation and refinement
(see, as an example, Ashihara et al.;[5] Kang et al.[6]), but its use in the early
stages of design still remains impractical.
A number of 2D reduced order models for the prediction of the noncav-
itating flow in turbopump inducers are illustrated by Brennen.[7], [8] These
models are based on linear and radial cascade analyses with semi-empirical
inclusion of flow deviation and viscous effects. Three-dimensional corrections
for inlet flow prerotation, tip leakage and discharge flow are also indicated.
A second class of models has been aimed at the prediction of the effects
of cavitation on inducer performance (Stripling and Acosta;[9] Brennen and
Acosta;[10] Brennen[11]). These models are essentially two-dimensional, where
cavitation is assimilated to a vapor layer on the blade or a mixture of bubbles
and liquid. Early studies opened the way to a number of more recent analyses
capable of better understanding and predicting the major flow instabilities
affecting cavitating inducers (Tsujimoto et al.;[12], [13] Watanabe et al.;[14]
d’Agostino and Venturini-Autieri;[15], [16] Semenov et al.[17]). Some earlier
analyses of single and two phase flow in inducers have been carried out,
among others, by Cooper.[18]
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Figure 1.2: Simplified 2D analyses.
More recently, Lakshminarayana[19] addressed the problem of performance
prediction of noncavitating inducers by the combined use of a simplified ra-
dial equilibrium analysis and the Euler equation. Viscous effects are taken
into account through an empirical loss coefficient deduced from the reported
performance of inducers documented in the literature. Indications on the
effects of solidity and number of blades are also provided.
In 2007 Bramanti et al.[20] at Alta S.p.A. developed a simplified model
based on the traditional throughflow theory approximations with empirical
corrections for incidence, friction and deviation losses of the flow through the
inducer blades. The model proved to be in good agreement with the reported
performance of several inducers tested in different facilities worldwide and
represented the basis for the development of the work illustrated in this thesis.
The material presented here is not exhaustive and the reader is referred
to Laksminarayana[1] and Brennen[7] for a delailed account of internal flow
analyses inside turbomachines. This section only introduces the basic con-
cepts of the inducer design for a better understanding of the reduced order
model presented in the following Section 3.
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The actual flow fields inside a turbomachinery is highly three-dimensional
and usually affected by viscous and nonadiabatic effects. Simplified analyses
of this complex flow have been focused on the superposition of simpler 2D
flows (Figure 1.2). In a purely axial machine, the 2D approximations can
be easily referred to the cylindrical coordinates. In the throughflow approx-
imation, case (a), the streamsurface are assumed axisymmetric and the flow
field is study in the hub-to-tip direction along the axial coordinate (r and
z). Example (b) shows the cascade analysis in which the development of a
cylindrical surface within the machine produces a linear cascade whose flow
field can be studied along the axial and azimuthal coordinates (respectively
z and ϑ). Finally, the secondary flow, (c), deals with the cross-section of the
blade passage and refers to the tip leakage flow, boundary layer radial flow
and other complex flow (r−ϑ plane). In situation where there are appreciable
radial flows due to radius variations of hub or casing walls, the blade enclosed
in a stream tube could be developed into a two-dimensional cascade plane
with the assumption that the streamlines lie on an axisymmetric surface.
1.3.1 Quasi-One-Dimensional Flow Analysis
A turbopump is a device in which energy is transferred to a continuously
flowing fluid by dynamic action of moving blade rows. The energy is trans-
fered from a rotor to a fluid. The overall performance and elementary (one-
dimensional) analysis of all types of turbomachinery assumes a control volume
approach which relates the performance to flow properties far upstream (sec-
tion (1)) and far downstream (section (2)) of the blade row. In the upstream
and downstream flows, the fluid properties are assumed circumferentially uni-
form across the entire passage and the flow is considered inviscid and steady
(relative to the blade).
For each streamtube flow between stations (1) and (2), the angular mo-
mentum and the energy balances yields to the well-known Euler equation
which expresses the total enthalphy change of the flow between the two sta-
tions (Fig. 1.3):
ht2 − ht1 = Ω (r2v2 − r1v1) + q1−2 (1.1)
where q1−2 is the external heat transfer to the fluid per unit mass. For each
streamtube flow is possible to write the local flow and work coefficients:
φ1 =
w1
Ωr
local flow coefficient at radius r (1.2)
ψt =
ht2 − ht1
Ω2r2
local total head coefficient at radius r (1.3)
For a liquid handling machinery, such as a pump, the adiabatic and in-
compressible assumptions are usually well satisfied and consequently the total
10 1. Introduction
Figure 1.3: Simplified one-dimensional analysis.
enthalpic rise can be expressed as a total pressure variation. Therefore, the
overall flow coefficient, by mass averaging the pressure changes, can be ex-
pressed by:
Ψt =
1
r2T2m˙
∫ rT2
rH2
ψtr
2
2ρw22pir2dr2 (1.4)
=
1
Ω2r2T2m˙
∫ rT2
rH2
(pt2 − pt1)w22pir2dr2 (1.5)
In the one-dimensional approximation, the total enthalpy change is sup-
posed uniform along the radial coordinate in the far downstream section,
ht2 − ht1 = constant = Ω (rT2vT2 − rT1vT1) (1.6)
while the azimuthal component of the velocity can be computed from the
velocity triangles (see Fig. 1.4) as a function of the axial velocity and the exit
flow angle.
In the case of axial flow machines, the velocities become:
wT1 = m˙/ρA1 (1.7)
wT2 ∼= wT1 (1.8)
vT1 = wT1 tanβT1 (1.9)
vT2 ∼= ΩrT2 − wT1 tanβ′T2 (1.10)
and therefore the overall performance characteristic can be determined by:
Ψt ∼= 1− Φ1
[
tanβ′T2 + (rT1/rT2) tanβT1
]
(1.11)
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Figure 1.4: Velocity triangles.
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Figure 1.5: Development of cascade of hydrofoils. (a) Cylindrical stream sur-
face. (b) Noncylindrical stream surface. Adapted from Laksmi-
narayana.[1]
with:
Φ1 =
m˙/ρA1
ΩrT2
overall flow coefficient (1.12)
Ψt =
ht2 − ht1
Ω2r2T2
overall total head coefficient (1.13)
To a first approximation one often assumes that the flow is parallel to the
blade, so that β′2 = γ2. A departure from this idealistic assumption is denoted
by the deviation angle δ◦ (r) = β′2 − γ2.
1.3.2 Two-Dimensional Performance Analysis
Cascade data and analysis have been widely used for the design and analysis
of a wide range of turbomachinery. There exists a large amount of analytical
as well as experimental information on this configuration that makes possible
to investigate such properties as lift, drag, pressure distribution, transition
and separation, boundary layer growth, regions of vortex and cavity flows
and boundary layer control.
Referring to Figure 1.4, the vector of the relative mean velocity, defined
by:
V¯ ′ =
1
2
(
V ′1 + V
′
2
)
(1.14)
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is conventionally used to define the lift, L′, and the drag, D′, of the cascade.
In incompressible flow, the axial velocity remains unchanged between inlet
and outlet. As a result, the mean velocity flow angle can be easily computed
by:
tan β¯′ =
1
2
(
tanβ′1 + tanβ
′
2
)
(1.15)
Considering L′ and D′ as forces per unit depth normal to the sketch, the
nondimensional coefficient are standardly defined as
CL′ = L
′/
1
2
ρV¯ ′2c ; CL′ = D′/
1
2
ρV¯ ′2c (1.16)
The adiabatic form of the frictionless Euler equation in the relative frame
states that, for purely axial flow machine, there is on relative total enthalpy
change:
∆h′t =
1
2
Ω2∆
(
r2
) ∼= 0 for axial flow machine r1 ∼= r2 (1.17)
and consequently, in the relative frame, the total pressure in liquid handling
machine remains constant. In presence of friction, the total pressure loss
across the cascade caused by viscous effects are conventionally related to the
mean dynamic pressure through a nondimensional coefficient, ω¯:
∆ptloss = ω¯
1
2
ρV¯ ′2 (1.18)
For each stream tube developed into a two-dimensional cascade plane,
the local head coefficient that takes into account the friction losses can be
written as follows:
ψt = φ1
(
tanβ′1 − tanβ′2
)− ω¯1
2
φ21
(
1 + tan2 β¯′
)
(1.19)
If the machine is designed in order to have the same total enthalpy change
along the radial coordinate, the overall head coefficient yields to a similar
expression for the characteristic of the pump:
Ψt = Φ1
(
tanβ′1T − tanβ′2T
)− ω¯1
2
Φ21
(
1 + tan2 β¯′T
)
(1.20)
The preceding equations involve only the inclinations of the flow and not of
the blades. In order to progress further, it is necessary to obtain a detailed
solution of the flow, one result of which will be the connection between the
flow angles and the blade angles.
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With the same previous assumptions, the local and overall head coeffi-
cients can be expressed as a function of lift and drag coefficient of the cascade:
ψt = φ1
σ/2
cos β¯′
[
CL′ − CD′
(
φ1 − sin β¯′ cos β¯′
)
cos2 β¯′
]
(1.21)
Ψt = Φ1
σ/2
cos β¯′T
[
CL′T − CD′T
(
Φ1 − sin β¯′T cos β¯′T
)
cos2 β¯′T
]
(1.22)
In general, the lift and drag coefficients of a cascade of blade can be expressed
as a function of the zero lift angle, β¯′0:
CL′ = mL′ sin
(
β¯′ − β¯′0
)
(1.23)
CD′ = CD′0 +mD′ sin
2
(
β¯′ − β¯′0
)
(1.24)
where mL′ , mD′ and β¯
′
0 are constant properties of the cascade geometry.
Even in this case, to a first approximation one often assumes that the flow is
parallel to the blade and the exit deviation angle is zero.
For a more detailed solution there exists a large literature describing
methods for the solutions of flows inside a cascade. As in most high Reynolds
number flows, one begins with potential flow solutions. Such potential flow
methods must be supplemented by viscous analysis of the boundary layers
on the blades and the associated wake in the discharge flow.
Another approach consists in finding empirical rules for the deviation an-
gles. These rules are usually in terms of geometric properties of the cascade.
The deviation angle is an expression of how well the blading guides the fluid.
None of the studies on deviation angle was made for inducers, but the value
of the deviation angle may be estimated from rules developed for compressor
blades. One of these, Carter’s rule, has given reasonably good results when
modified to allow for the different flow conditions in inducers and compres-
sors. Carter’s rule is derived from an empirical correlation between cascade
parameters and experimental deviation angles for purely two-dimensional
flow with constant blade height. Carter’s rule is:
δ◦ ∼= mc√
σ
(γ1 − γ2) (1.25)
where mc depends on the stagger angles (γ2) and the blade shape (a is the
leading edge blade distance from the point of maximum chamber):
mc ∼= 0.23
(
2a
c
)2
+ 0.1
( γ2
50◦
)
(1.26)
To provide some qualitative guidelines for the resulting viscous effects
on cascade performance, which even in the two-dimensional cascade flow are
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Figure 1.6: Ratio of the momentum thickness of the blade boundary layer to
the chord as a function of the diffusion factor, for axial cascades
with three different profiles (adapted from Brennen[7]).
complex and not amenable to simple analysis, Lieblein et al.[21] introduced
the diffusion factor as a useful concept to study the growth of the boundary
layers on the pressure and suction surfaces of the blades, and the wakes they
form downstream of the blades. Blade losses depend on the boundary layer
momentum thickness, θ∗ at the exit of the blade. On the suction side, where
the majority of the boundary layer growth occurs, the momentum thickness
of the wake is dominated by the adverse pressure gradients which depend
on the inlet/outlet flow diffusion (scaling with V ′1 − V ′2) and on the minimal
pressure, pmin, on the suction surface, function of the stage work and solidity
ratio (scaling with |v2 − v1| /σ). Therefore, θ∗/c can be correlated by the
diffusion factor defined as:
D =
V ′1 − V ′2
V ′1
+
|v2 − v1|
2σV ′1
(1.27)
The collapse on the same curve of the experimental data for three different
foil profiles reported in Figure 1.6 confirms that the momentum thickness of
the wake is well correlated with the diffusion factor.
In the blade-fixed reference frame, the blade losses can be also correlated
to the relative inlet dynamic pressure by the loss coefficient ω¯1:
∆ptloss = ω¯1
(
p′t1 − p1
)
(1.28)
This loss coefficient, using the properties of the momentum thickness, can be
easily correlated to the ratio of the momentum thickness of the blade wakes
to the chord by:
ω¯1 ∼= θ
∗
c
σ
cosβ′2
cos2 β′1
cos2 β′2
(1.29)
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Figure 1.7: Notation and concepts for axisymmetric analysis. Adapted from
Laksminarayana.[1]
Finally, the local head coefficient for a general streamtube becomes
ψt = φ1
(
tanβ′1 − tanβ′2
)− ω¯1 1
2
φ21
(
1 + tan2 β′1
)
(1.30)
while the overall work coefficient can be computed with Eq. 1.4, whose sem-
plified form for uniform radial total enthalpy rise is:
Ψt = Φ1
(
tanβ′1T − tanβ′2T
)− ω¯1T 1
2
Φ21
(
1 + tan2 β′1T
)
(1.31)
In an actual turbomachine, there are several additional viscous loss mech-
anisms that were not included in the cascade analyses discussed above (ad-
ditional viscous layers on the inner and outer surface that bound the flow,
the hub and the casing). These often give rise to complex, three-dimensional
secondary flows that leads to additional viscous losses.[22]
1.3.3 Quasi-Three-Dimensional Theory
Quasi-three-dimensional methods, neglecting the more complicated three-
dimensional aspects of the secondary flows discussed below, assume that the
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streamsurfaces are axisymmetric. At design condition the complex secondary
flow are of less importance and, therefore, quasi-three-dimensional analyses
of this kind are often used for the design of axial turbomachines because they
are particularly suitable for the calculation of pumping performance at design
condition. Most of these are based on some application of the condition of
radial equilibrium. These condition, with the assumption of axysimmetric
flow with negligible radial velocity, becomes:
v2
r
=
1
ρ
dp
dr
(1.32)
However, in many compressors and turbines, the blade height is large
compared with the chord and a radial equilibrium assumption at discharge
is not appropriate. Under these circumstances, a very different approach
utilizing an actuator disc has been successfully employed. The flows far
upstream and downstream of the blade row are assumed to be in radial
equilibrium, and the focus is on the adjustment of the flow between these
locations and the blade row. The flow through the blade row itself is assumed
to be so short that the streamsurfaces emerge at the same radial locations at
which they entered; thus the blade row is modeled by an infinitesmally thin
actuator disc. In some respects, the actuator disc approach is the opposite of
the radial equilibrium method; in the former, all the streamline adjustment
is assumed to occur external to the blade passages whereas, in many radial
equilibrium applications, the adjustment all occurs internally. Since actuator
disc methods are rarely applied in the context of pumps we shall not extend
the discussion of them further.
When the blade passage is narrow (in both directions) relative to its
length, the flow has adequate opportunity to adjust within the impeller or
rotor passage, and the condition of radial equilibrium at discharge is usually
reasonable. This is approximately the case in all pumps except propeller
pumps of low solidity.
With the assumption of negligible radial flow, u ∼= 0, the Euler equation
states that the quantity
E = h+
1
2
(
v2 + w2
)− Ωrv (1.33)
is constant along the axial direction in the same streamtube:
∆
[
h+
1
2
(
v2 + w2
)− Ωrv] = (E1 − E2) = 0 (1.34)
Therefore, in an axisymmetric flow, (∂/∂ϑ = 0), the function E depends only
on the radial coordinate of the streamtube:
E (r) = E1 (r1) = E2 (r2) (1.35)
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where r is the radial coordinate of the streamtube in a generic axial position
while r1 and r2 are respectively the radial coordinate of the streamtube at
sections (1) and (2). If the flow is supposed isentropic, the differential of the
generic function E can be written as follows:
dE (r) = C (r) dr (1.36)
where
C (r) =
[
1
2
dw2
dr
+
(v
r
− Ω
) d (rv)
dr
]
(1.37)
By differentiation of Eq. 1.35 one obtains the useful relations
C (r) dr = C1 (r1) dr1 = C2 (r2) dr2 (1.38)
which can be used to design the blading geometry of a new machine or to
evaluate the flow fields for a given blading geometry.
At design stage, the flow far upstream of the blading row is supposed with
uniform axial velocity (w(r) = constant) and with free vortex flow (rv =
constant) or negligible azimuthal velocity (v = 0). With these assumptions,
the function C (r) is equal to zero for all axial station. Typically, one assumes
that the azimuthal velocity is a composition of free-vortex (B = B(z)) or
forced vortex (A = A(z)) flows
v = Ar +B
1
r
(1.39)
and consequently the simplified Eq. 1.38
1
2
dw2
dr
=
(
Ω−A−B 1
r2
)
2Ar (1.40)
can be integrated to obtain the axial velocity
w2 = 2A
[
(Ω−A) r2 − 2B ln r]+D (1.41)
where D = D(z) is determined by the mass continuity in each axial stations:
m˙ = 2pi
∫ rT
rH
ρwrdr (1.42)
In order to convert the fluid energy efficiently, it is essential to guide the
flow smoothly using streamlined blades. As a result, the blade angles can be
computed from the flow field as follows:
tan γ =
Ωr − v
w
(1.43)
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The throughflow approximation is used also to evaluate the flow field for
a given blading geometry. In this case Eq. 1.38 becomes:
dr2
dr1
[
1
2
dw22
dr2
+
(
v2
r2
− Ω
)
d (r2v2)
dr2
]
=
[
1
2
dw21
dr1
+
(
v1
r1
− Ω
)
d (r1v1)
dr1
]
(1.44)
For given inlet conditions (w1 = w1 (r1) and v1 = v1 (r1)), the azimuthal ve-
locity at exit can be computed from the velocity triangles with the assumption
of fully-guided flow (β′2 ∼= γ2) as follows
v2 = Ωr2 − w2 tanβ′2 (1.45)
while dr2/dr1 can be evaluated from the continuity equation inside the stream-
tube
2pir2w2dr2 = 2pir1w1dr1 (1.46)
With the previous assumptions, Eq. 1.44 becomes a differential equation for
w2 = w2 (r2) which can be solved knowing the radial position of the stream-
tube r1 = r1(r2) and determined using the continuity conditions:
m˙ = 2pi
∫ rT
rH
ρw2r2dr2 (1.47)
In the context of axial flow machines, several approximate methods have
been employed in order to determine r1 = r1 (r2) as a part of a quasi-three-
dimensional solution to the flow. Most of these are based on some application
of the condition of radial equilibrium. In some simple cases, analytical rather
than numerical results can be obtained. In the case of a purely axial rotor,
(r ∼= r1 ∼= r2), with fully-guided helical blades (tanβ′2 ∼= (r/rT ) tan γ2T ), the
axial outlet velocity can be computed as follows:
Φ2 =
w2
ΩrT
= cot γ2T +
Φ− (1− r2H/r2T ) cot γ2T(
cot2 γ2T + r22/r
2
T
)
ln cot
2 γ2T+1
cot2 γ2T+r
2
H/r
2
T
(1.48)
where Φ = m˙/ρ
Ωpir3T2
.
Once the exit flow field is known (w2 = w2(r2) and v2 = v2(r2)) and
the streamtubes are determined (r1 = r1(r2)), the overall flow coefficient,
by mass averaging the enthalpy changes, can be expressed using the Euler
equation by:
Ψt =
1
m˙
∫ rT2
rH2
Ω (r2v2 − r1v1) ρw22pir2dr2
Ω2r2T2
(1.49)
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1.4 Literature Review of Flow Instabilities in Space
Rocket Inducers
The significant cavitation levels typically occurring in space rocket inducers
often lead to the development of flow instabilities that can seriously degrade
the performance of the machine or even cause its rapid failure. According to
Brennen,[7] these flow instabilities can be divided in three main categories:
global oscillations, local oscillations and instabilities caused by radial or ro-
tordynamic forces. The most dangerous and well recognized instabilities in
cavitating pumps are due to global oscillations, i.e. vibrations which affect
the pump and the entire propulsion system on a large scale (rotating stall,
rotating cavitation, surge, auto-oscillation, unsteady blade cavitation). Some
examples of local oscillations, on the other hand, are represented by the blade
flutter and the blade excitation due to rotor-stator interaction or to vortex
shedding or cavitation oscillations. Radial and rotordynamic forces, finally,
are global forces perpendicular to the axis of rotation: the first are caused by
circumferential nonuniformities in the inlet flow, casing or volute; the second
occur as a result of an eccentric movement of the axis of rotation.
The first part of this Section will be devoted to a literature survey of
instabilities in impeller at high values of the diffusion factor, while in the
second part a detailed survey on studies carried out about cavitation in-
stabilities in axial inducers will be provided. Finally, a short overview of
the experiments for determining the dynamic transfer matrix of cavitat-
ing/noncavitating pumps, and their importance for the comprehension of
the flow instabilities, will be given. Successive Sections 1.4.3 and 1.4.4 will
be devoted, respectively, to a literature survey of the studies conducted about
the rotordynamic forces acting on machines rotating with whirling eccentric
motion and a summary of the scaling laws proposed for taking into account
the thermal effects on cavitation (including an overview of the experimental
results for determining the influence of thermal effects on flow instabilities).
1.4.1 High Blockage Flow Instabilities
At stall condition or in presence of strong cavitation, the passage between
the blades can be blocked by the wake of the stall or the cavity generated by
cavitation. Generally, this phenomenon starts with the blockage of only one
passage between two following blades and, subsequently, the blockage moves
to the other passages which begin to stall or to be choked by cavitation as
a consequence of the increased incidence angle. This rotating instability is
usually subsynchronous with respect to the frequency of the rotating blades.
When the stall or the high level of cavitation strongly affect the global
performance of the pump in such a way that the slope of the steady-state
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Figure 1.8: Schematic of a stall or choke cell in rotating stall or rotating
choke. Adapted from Brennen.[7]
characteristic of the pump (in terms of head rise as a function of the mass
flow) is positive, the working point becomes unstable and a longitudinal in-
stability, known as “surge”, could take place with strong pressure and flow
rate oscillations.
Rotating Stall
“Rotating stall” is a phenomenon which may occur in a cascade of blades
operating at a high angle of incidence, close to that at which the blades stall.
In a pump this usually implies that the flow rate is particularly low, close to
the point of maximum in the noncavitating characteristic curve. Figure 1.8
shows a schematic representation of a set of blades operating at a high angle
of incidence: if the blade B is stalled, this generates a separated wake and an
increased blockage to the flow in the passage between blades A and B. This
tends to deflect the flow as indicated in Figure 1.8, resulting in an increase
in the angle of incidence on blade A and a decrease in the angle of incidence
on blade C: blade A will so tend to stall, while the stall on blade C will
tend to diminish. As a consequence the stall moves upwards in the figure, or
rotates around the axis in the real pump, with a typical rotating speed equal
to 50-70% of the pump rotational speed.
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The rotating stall is most frequently observed in compressors having a
large number of blades, but it has also been detected in pumps with few
blades (3 or 4) in some particular situations. A useful approximate criterion
for the identification of rotating stall in a rotor is that it occurs when the
point of maximum in the total head rise curve is approached as the flow
coefficient decreases. As a consequence, many authors postulated that the
rotating stall could be associated to areas of positive slope of the inducer per-
formance curve (see for example Kamijo et al.[23]). This is, however, no more
than an approximation and there are a number of observed cases in which
rotating stall occurs when the slope of the performance curve is still negative
(see for example Greitzer[24]). A more sophisticated criterion, reported by
Leiblein,[25] involves the blade displacement thickness and consequently the
diffusion factor parameter, D: experience indicates that rotating stall may
begin when D is increased to a value of about 0.6.
Though most of the experimental observations of rotating stall have been
reported for axial compressors, Murai[26] was the first who observed and in-
vestigated this phenomenon in an axial flow pump with 18 blades. In his
research, the stall propagation velocity was between 0.45 and 0.6 times the
rotating speed. He also examined the effects of a limited amount of cavita-
tion on the rotating stall, observing that the propagation speed is somewhat
affected by cavitation.
Rotating Choke
Another interesting rotating instability mode is the so-called“rotating choke”,
first observed and characterized in Tsujimoto and Semenov[27] and Semenov
et al.[17] This is probably the same phenomenon of the so-called “rotating
stall cavitation” detected on the liquid hydrogen inducer of the Japanese H-II
engine (Uchiumi et al.;[28] Shimura et al.[29]), which was found near the in-
ducer operational conditions (with a negative slope of the performance curve)
and at a rotating speed near to the second critical speed of the rotor. An
improved inducer design with slightly conical tip blade shape (i.e. increas-
ing tip diameter from inlet to outlet) was reported to completely eliminate
this undesired phenomenon. Tsujimoto and Semenov[27] used the same ex-
perimental data to postulate the existence of a new type of instability, the
rotating choke, not related to stall conditions but caused by the change of per-
formance curve slope (from negative to positive) under cavitation breakdown
conditions. This is well shown by Figure 1.9, where the suction performance
curve of the inducer is shown for two different flow coefficients near to the
operating one, and the onset of strong shaft vibrations is clearly observed
when the relative position of the two curves changes after breakdown.
The authors decided to call this instability rotating choke to highlight its
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Figure 1.9: Left: Suction performance and rotor vibration as a function of
the cavitation number, at two different flow coefficients (95% and
98% of the operating conditions), for the liquid hydrogen inducer
of the Japanese LE-7 engine. Right: schematic representation
of the change of slope in the performance curve (Tsujimoto and
Semenov[27]).
Figure 1.10: Frequency of rotating choke, as a function of the cavitation
number, for several incidence angles, as obtained by a theoretical
analytical model (adapted from Tsujimoto and Semenov[27]).
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dependence on the strong cavitating (or “choke”) conditions which usually
lead to inducer breakdown. When the cavity thickness is shorter than the
circumferential blade spacing, the cavity does not block the main flow and
there is no significant head drop in the inducer performance. Conversely,
when the cavity extends into the throat between adjacent blades, there will
be a blockage effect caused by cavitation, which increases when the cavitation
number decreases. If this increase in head loss is larger than the increase of
Euler’s head, the performance curve slope becomes positive and, therefore,
unstable: an isolated choke on one of the blades can rotate, propagating
to the other blades with a similar mechanism to that of the rotating stall.
A theoretical analysis of rotating choke was carried out by the authors by
means of a cavity wake model with viscous/inviscid interaction approach,
applied to a flat plate cascade. The most interesting result of this analysis
is summarized in Figure 1.10, and is related to the relationship between the
rotating frequency of the instability, the cavitation number and the incidence
angle. The relationship between the frequency of oscillation and the σ/2α
parameter is clearly shown by Figure 1.10
It is interesting to note that a similar kind of “rotating stall cavitation”
was observed in the cavitation facility at Alta S.p.A. in Italy on a 3-bladed
commercial inducer (Cervone et al.[30]) and, later, on a 2-bladed inducer
with the same geometrical characteristics of the liquid oxygen inducer of the
Vinci engine (Cervone et al.[31]); however, in that case the phenomenon was
detected at flow coefficients lower than the design value and for all values of
the cavitation number (even if it was stronger at lower cavitation numbers).
The rotating nature of the phenomenon was later confirmed by flow visual-
ization by means of a high-speed camera (Cervone et al.[32]). Uchiumi and
Kamijo[33] further elucidated the characteristics and field of existence of the
rotating stall cavitation instability by means of a set of experiments on several
inducers intended for use in liquid hydrogen. In particular, they found that
the occurrence of the phenomenon is strictly related to the α/β parameter
(where α is the incidence angle and β is the tip blade angle measured from
angular direction) and, in particular, that it would occur for α/β > 0.43.
They also highlighted that, when the instability occurs, the upstream and
downstream temperatures of the working fluid change drastically, probably
because of a kind of interaction with the backflow at inducer inlet.
Surge
Surge is a system instability that involves not just the characteristics of the
pump but those of the rest of the pumping system, resulting in pressure and
flow rate oscillations that can not only generate excessive vibration and re-
duce performance, but also affects the structural integrity of the components
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Figure 1.11: Schematic of stable and unstable characteristic curves of a
pumping system (Brennen[7]).
of the system.
In order to understand the onset mechanism of this flow instability, con-
sider Figure 1.11. On the left hand of the figure, the steady-state character-
istic of the pump (in terms of head rise as a function of the mass flow) is
plotted together with the steady-state characteristic of the rest of the system
(in terms of head drop as a function of the mass flow). In steady-state op-
eration, the head rise of the pump must equal the head drop of the rest of
the system for the same flow rate (equilibrium point O). If the flow rate de-
creases just below the equilibrium point, the pump A (having a characteristic
curve with negative slope) tends to produce more head than the head drop in
the rest of the system, causing the flow rate to increase and re-approach the
equilibrium point. As a result, for pump A the point O represents a stable
operating point. On the other hand, for the pump B (showing a characteristic
curve with positive slope) the point O is unstable. The best known example
of this instability occurs in multistage compressors, in which the character-
istic curve is similar to the one showed on the right hand of Figure 1.11: in
this case the point A is stable, the point B is neutrally stable and the point
C is unstable, leading to an instability known as “compressor surge”. The
typical frequency of surge oscillations is usually reported to be particularly
low (not higher than 3÷ 10 Hz in compressors).
A more general description of this instability phenomenon can be ob-
tained by considering the “resistance” of each single component of the system
(defined as the derivative of the head drop or head rise of that component
with respect to the mass flow rate). The resistance, as defined above, is di-
rectly related to the slope of the characteristic curve of each component, and
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Figure 1.12: Left: suction performance curve of a 2-bladed inducer at Φ =
0.017, including the field of existence of the surge-mode insta-
bility. Right: waterfall plot of the power spectrum of outlet
pressure fluctuations on the same inducer, under the same test
conditions (Furukawa et al.[36]).
it follows that the previously outlined criterion for stability can be expressed
in terms of resistance; in other words, the system is stable if the total system
resistance is positive. A violent surge-mode instability at very low frequency
(< 10 Hz) was observed on a 3-bladed model of the liquid oxygen inducer
of the Japanese LE-7 engine (Hashimoto et al.[34]). The authors called this
instability mode “low cycle oscillations”, and reported a significant interac-
tion with the steady asymmetric cavitation and the backflow vortices. The
instability was observed at very low values of the cavitation number (under
breakdown conditions) and at flow coefficients near the nominal operating
value. A similar surge mode, but at higher frequency (about 18 Hz) was de-
tected on a similar 3-bladed inducer by Tsujimoto et al.,[35] who interpreted
it as the result of a resonance at a vibration mode of the system at 18 Hz
and the cavity oscillation due to rotating cavitation.
A surge mode instability was detected by Furukawa et al.[36] in water
tests on a 2-bladed inducer model with an elevated tip blade angle (about
11 degrees). The instability was observed for a flow coefficient Φ = 0.017
(significantly lower than the nominal operating value), under head breakdown
conditions and at a frequency of about 2 Hz. The onset pressure of this
instability mode is reported by the authors to be the value for which the
cavity in the blade passage extends up to the throat between two adjacent
blades. Figure 1.12 shows the field of existence of the instability in the Ψ−σ
plane and the waterfall plot of the power spectrum of inducer outlet pressure.
1.4.2 Cavitation Induced Instabilities in Axial Inducers
The different types of cavitation induced instabilities are strongly related
to the different forms of cavitation in impeller. According to Brennen,[7]
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Figure 1.13: Types of cavitation in pumps. Adapted from Brennen.[7]
Figure 1.13 includes sketches of some of the typical forms of cavitation that
can be observed in an unshrouded axial flow impeller. As the inlet pressure is
decreased, inception almost always occurs in the tip vortex generated by the
corner where the leading edge meets the tip. Generally, the backflow causes
the flow in the vicinity of the vortex to have an upstream velocity component.
Usually the cavitation number has to be lowered quite a bit further before the
next development occurs, and often this takes the form of traveling bubble
cavitation on the suction surfaces of the blades. For convenience, this will be
termed bubble cavitation. With further reduction in the cavitation number,
the bubbles may combine to form large attached cavities or vapor-filled wakes
on the suction surfaces of the blades. In a more general context, this is
known as attached cavitation. In the context of pumps, it is often called
blade cavitation. Blade cavitation that collapses on the suction surface of
the blade is also referred to as partial cavitation, in order to distinguish it
from the circumstances that occur at very low cavitation numbers, when the
cavity may extend into the discharge flow downstream of the trailing edge of
the blade. These long cavities, which are clearly more likely to occur in lower
solidity machines, are termed supercavities. Finally, it is valuable to create
the catch-all term backflow cavitation to refer to the cavitating bubbles and
vortices that occur in the annular region of backflow upstream of the inlet
plane when the pump is required to operate in a loaded condition below the
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design flow rate.
On the other hand, as a rough initial approximation, the cavitating be-
haviour of a rotating machine can be related to that of a static cascade of
hydrofoils; so, the first step for understanding cavitation instabilities and
thermodynamic scaling effects is typically represented by experimentation
on test bodies in hydrodynamic tunnels.
Cavitation Induced Instabilities in Hydrofoils
Cavitation instabilities on hydrofoils are generated by fluctuations of the
cavity length caused by the inherent unsteady nature of the flow and the
interaction with the pertinent boundary conditions. Franc[37] distinguishes
two classes of instabilities: system instabilities, in which the unsteadiness
comes from the interaction between the cavitating flow and the rest of the
system (inlet and outlet lines, tanks, valves), and intrinsic instabilities, whose
features, such as frequency content, are independent from the rest of the sys-
tem. The most known example of system instability is represented by cav-
itation surge, sometimes observed in supercavitating hydrofoils (Wade and
Acosta[38]) as a result of the extreme sensitivity of long cavities to external
pressure fluctuations generated by other components of the circuit. On the
other hand, a typical example of intrinsic instability is the so-called cloud
cavitation. When a sheet cavity on a hydrofoil attains a certain size, it starts
a violent periodical oscillation, releasing a cloud cavity downstream at each
cycle: Kubota et al.,[39] using laser Doppler anemometry with a conditional
sampling technique, showed that the shed cloud consists of a large-scale vor-
tex containing a cluster of many small bubbles. The intrinsic nature of this
form of instability has been largely elucidated: experiments carried out in
various facilities of different characteristics and hydraulic impedances, or in
adjustable configurations of the same facility (Tsujimoto et al.[13]), lead to
very similar Strouhal numbers for cloud oscillations. Further investigations
have proved the correlation between cloud cavitation and the re-entrant jet
generated at the cavity closure as a result of a critical adverse pressure gra-
dient observed for cavity lengths greater than about 50% of chord.[40]–[42]
Some of the most important precursor works on cavitation instabilities in
hydrofoils were conducted in U.S. laboratories. An important paper is the
one by Kjeldsen et al.,[43] in which experimental cavitation observations on
a 2D NACA 0015 hydrofoil are presented. Four different cavitating regimes
were observed in the hydrofoil. Their field of existence in the σ − α plane is
shown in Figure 1.14, where the cavitating regimes are defined as follows:
• Regime 1, which is observed at lower incidence angles, is bubbly cavita-
tion. This kind of cavitation is characterized by large bubbles attached
1.4 Literature Review of Flow Instabilities in Space Rocket Inducers 29
Figure 1.14: Different cavitating regimes in the σ − α plane, as observed on
a 2D NACA 0015 hydrofoil (Kjeldsen et al.[43]).
to the foil surface, and is intrinsically steady.
• Regime 2 is observed at higher incidence angles and high values of the
cavitation numbers. In this case, cavitation inception is observed in
the form of patched cavitation (larger cavitation patterns on the foil
surface), but it is still steady.
• Regime 3 was observed at intermediate values of the incidence angle
and lower cavitation numbers. In this case sheet (or cloud) cavitation
occurs, oscillating at a frequency corresponding to a Strouhal number
of about 0.2.
• Regime 4 is observed at higher incidence angles and low cavitation
numbers. In this case, the cavitation is unsteady and still similar to
sheet cavitation, but with more complex characteristics (including a
large break-off of cavitation clouds). In this case, the frequency of
oscillations is no more constant, but increases with increasing cavitation
number.
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Figure 1.15: Cloud shedding frequency in a 2-D foil as a function of σ/α
(Pham et al.[44]).
The most interesting experiments conducted in Europe on cavitating hy-
drofoils have been carried out in the last decade in French laboratories. Pham
et al.[44] show the results of an extensive experimental campaign aimed at in-
vestigating the transition between steady sheet cavitation and unstable cloud
cavitation. The investigation was carried out on a 2-dimensional foil, and
high-speed movies gave the possibility of visualizing a re-entrant jet inside
the unsteady cavity, propagating from the cavity rear to the leading edge,
and several small scale waves traveling on the sheet surface. One of the most
interesting findings of this work was the almost linear correlation existent
between the shedding frequency of cloud cavitation and the σ/α parameter
(cavitation number divided to incidence angle, see Figure 1.15). It was also
found that the gravity effect increases the cloud shedding frequency, even if
the cavity interface is expected to become more stable. Finally, the incep-
tion of cloud cavitation was successfully controlled by means of two different
techniques: use of an obstacle positioned on the foil suction side, near the
point of separation of the shedding cavity; injection of air through a slit near
the foil leading edge.
In order to investigate more in detail the behavior of the re-entrant jet,
Callenaere et al.[40] studied the flow around a profile with a step of variable
height. It was found that there was a clear region of existence of the cloud
cavitation instability (called auto-oscillations by the authors in this paper),
for well defined ranges of values of the cavitation number and the step height.
On the other hand, several different kinds of unstable behaviors were observed
outside that region. The two parameters by which the re-entrant jet was
found to be significantly affected were the pressure gradient and the cavity
thickness. If the adverse pressure gradient at cavity closure is high enough, a
re-entrant jet will develop, with two possible patterns according to the cavity
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Figure 1.16: Typical mean cavity length as a function of the σ/α parame-
ter. Yellow area is related to experimental results, solid lines are
the results obtained by the classical flat plat linearized theory
(Franc[37]).
thickness: for thick cavities, the re-entrant jet does not interact significantly
with the cavity interface; but, if the cavity thickness is comparable to the re-
entrant jet thickness, a strong interaction is generated and the shape of cavity
is influenced by the re-entrant jet. Conversely, if the adverse pressure gradient
at cavity closure is not sufficient, the re-entrant jet cannot develop. Franc[37]
provided an extremely comprehensive and interesting analysis of the different
features of cloud cavitation and other flow instabilities in hydrofoils, based on
both experimental and numerical results obtained at the LEGI laboratory in
Grenoble. System instabilities (like the cavitation surge) were distinguished
from intrinsic instabilities (like cloud cavitation). The importance of cavity
length, cavitation compliance and mass flow gain factor was highlighted. As
an example, Figure 1.16 shows the behavior of the mean cavity length as
a function of the cavitation number divided to the incidence angle (yellow
region and points in different colors correspond to experimental data, solid
lines are the predicted curves from classical linearized theory applied to a flat
plate, Brennen[8]). This plot shows in a very clear way the strong dependence
of the mean cavity length on the well known σ/α parameter, extensively used
in the study of cavitation and cavitation instabilities. The author confirms
that a similar kind of plot is likely to be obtained, whatever the hydrofoil
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Figure 1.17: Different cavitation patterns experimentally observed on a plano-
convex hydrofoil, in the cavitation number/incidence angle
plane. Normalized cavity length (red lines) and thickness (blue
lines) are also shown in the plot (Franc[37]).
and the test conditions will be.
Concerning the cloud cavitation instability, Franc confirms its strong rela-
tionship with the re-entrant jet. An estimation of the re-entrant jet thickness
λ can be obtained by means of the following equation, which refers to the
simple case of a cavity behind a step in a semi-infinite medium:
λ =
1
2
(
1− 1√
1− σ
)
(1.50)
Finally, a chart of the typical fields of existence of the different instabilities
in the cavitation number-incidence angle plane is provided in Figure 1.17. As
shown in Figure 1.17, the cloud cavitation instability is observed for partial
cavities whose length is around mid-chord, and it does not occur for long
cavities (in particular, no instability is observed between partial cavitation
and supercavitation). Considering the necessity of a sufficiently high adverse
pressure gradient for the onset of cloud cavitation, and remembering that
the mean adverse pressure gradient at the cavity closure point decreases as
the cavity length increases, it is expected for the cloud cavitation to occur
for rather short cavities. Long cavities (in the order of the chord length)
tend to close in a region where the pressure distribution is relatively flat and,
therefore, cloud cavitation can not be observed in that case. If oscillations in
cavity length actually occur, as observed for instance by Wade and Acosta,[38]
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they are most likely of surge type and related to the extreme sensitivity of
long cavities to external pressure fluctuations.
In the same paper, a Strouhal number of about 0.2 is indicated as the typi-
cal frequency of oscillation for the cloud cavitation instability. Other possible
intrinsic instabilities are outlined, including a three-dimensional shedding due
to wall effects and some higher order modes, whose existence can be predicted
by linear analysis of two dimensional closed partial cavities.
In Switzerland, Farhat and Avellan[45] carried out experiments to inves-
tigate the detachment of the leading edge cavitation over a 2D NACA 0009
hydrofoil. Flow visualization showed that, if the incidence angle is increased,
bubble cavitation turns into attached cavitation following a complex mecha-
nism. This transition process is highly unstable and depends on the positive
pressure gradient on the foil, the surface roughness and the physical proper-
ties of the hydrofoil material. In Italy, finally, Cervone et al.[46] presented an
experimental campaign conducted in the cavitation facility at Alta S.p.A. in
Pisa. By means of flow visualization and pressure measurements, the tran-
sition between different cavitating regimes in a NACA 0015 hydrofoil was
extensively investigated. The most interesting results of this activity were
related to the thermal effects on the characteristics of the cloud cavitation,
as it will shown extensively later in Section 1.4.4.
A precursor work about the study of unsteady phenomena in hydrofoils
is the paper by Kubota et al.,[47] in which a numerical model for the char-
acterization of the flow around 2D hydrofoils, including the cloud cavitation
instability, is presented. The most important feature of the model, called
by the authors BTF (bubble two-phase flow model), was the treatment of
inside and outside of the cavity as one continuum. A local homogeneous
model was introduced to take into account the characteristics of the cavity.
The model was able of taking into account, among other things, the non-
linear interaction between viscous flow and cavitation bubbles, the effects of
cavitation nuclei on cavitation inception and the unsteady characteristics of
vortex cavitation. In the paper, the model was used to extensively analyze
the flow around a NACA 0015 hydrofoil: the results were very encouraging
and gave, for the first time, a strong confidence about the possibility of using
computer-aided methods for the study of unsteady flows around hydrofoils.
Many other papers were presented by the same research group in the fol-
lowing years, related to both experimental and numerical activities. Some
of these papers gave important indications about thermal effects on cavity
shape and behavior, and will be presented later in Section 1.4.4. Kawanami et
al.[48] presented a particularly interesting experimental research on a NACA
0015 foil, which showed that there is a strong relationship between the span-
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Figure 1.18: Spanwise length of the cloud cavity on a NACA 0015 hydrofoil
as a function of its chordwise length, both normalized by chord
length (Kawanami et al.[48]).
wise length and the longitudinal length of cloud cavities (see Figure 1.18).
It was also confirmed that the typical Strouhal number of cloud cavitation
oscillations ranges between about 0.25 and 0.4 regardless of foil shape, an-
gle of incidence, Reynolds number and cavitation number (see Figure 1.19).
These findings indicated, in particular, that the longitudinal cavity length is
a governing factor in the mechanism of cloud shedding.
An interesting observation about the structure and characteristics of the
cloud cavity is presented by Kawanami et al.[49] As a result of their experi-
ments, they found that the cloud cavity on hydrofoils is typically a U-shaped
vapor structure, surrounded by cavity bubbles. A significant erosion has to
be expected along the “leg” of the U-shaped structure, due to violent collapse
of bubbles. Besides, the bubble number distribution can be approximated by
an exponential relationship, as shown in Figure 1.20 (where the results are
also compared to those obtained by other research groups).
Sakoda et al.[42] focused on the re-entrant jet structure and characteris-
tics, showing a set of interesting experimental results obtained by flow visu-
alization on a NACA 0015 hydrofoil. They found that there is not a definite
point in the cavity where the re-entrant jet starts; sometimes, even two dif-
ferent re-entrant jets originate in the same cycle, at two different locations in
the cavity. However, the jet velocity is higher when the jet is generated more
downstream. The mechanism of generation of the two re-entrant jets is well
shown by the high-speed pictures presented in Figure 1.21, while the typical
time behavior of the cloud cavity length is presented in Figure 1.22, together
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Figure 1.19: Strouhal number of the cloud cavitation oscillations in different
hydrofoil shapes, as a function of the cavitation number, for
several Reynolds numbers and incidence angles (Kawanami et
al.[48]).
Figure 1.20: Bubble number distribution in the cloud cavity, at various cav-
itation numbers and in several different facilities in the world
(Kawanami et al.[49]).
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Figure 1.21: High-speed pictures of the cloud cavity and re-entrant jet struc-
ture in a NACA 0015 hydrofoil at a cavitation number σ = 1.4
(Sakoda et al.[42]).
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Figure 1.22: Time variation of cloud cavity length and re-entrant jet position,
for a specific cycle, in a NACA 0015 hydrofoil at a cavitation
number σ = 1.6 (Sakoda et al.[42]).
with the locations of the two re-entrant jets for one specific observation.
Another Japanese research group which gave an important contribution
on the characterization of flow instabilities in hydrofoils and rotating inducers
is the Tsujimoto group at Osaka University. One of the precursor papers in
this sense was Tsujimoto et al.,[13] where a linear analytical model for the
characterization of cavitation instabilities in isolated hydrofoils and cascades
was presented. This linear model proved to be extremely effective for the
prediction of the most known instabilities. It showed, among other things,
that:
• the onset and characteristics of the different cavitation instabilities is
strongly dependant on the parameter σ/α (and, as a consequence, on
the steady cavity length);
• the oscillations of longer cavities in hydrofoils or cascades can be caused
by a negative value of the compliance for those cavities;
• most of the conventional flow instabilities like cavitation surge, rotating
cavitation and alternate blade cavitation (as they will be defined in the
following Sections) start to occur when the cavity length extends over
about 65% of the blade spacing;
• many higher-frequency instability modes were predicted by the model
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Figure 1.23: Left: sketch of the 4 different cavitating regimes on a given
hydrofoil. Right: field of existence of the 4 cavitating regimes
in the σ/α plane (Higashi et al.[50]).
(and the existence of these high-order instability was dramatically con-
firmed by successive experimental evidence, as it will be shown later in
the next Sections);
• the compliance K and mass flow gain factor M of the cavity are two
important factors for the definition of the onset region of several in-
stabilities, including cavitation surge and rotating cavitation. The well
known relationship for the unstable region was presented for the first
time, in this paper, as follows:
M ≥ 2 (1 + σ)KΦ (1.51)
Using experimental results on a flat plate foil and a circular arc foil, Higashi
et al.[50] postulated the existence of four different cavitating regimes in the
foil: a stable tip leakage vortex cavitation (Region I), a transitional vortex
sheet cavitation (Region II), an unstable sheet cavitation (Region III) and the
classical supercavitation (Region IV). A sketch of these 4 cavitating regimes
is provided on the left hand of Figure 1.23, while the plot on the right hand
indicates that each regime corresponds to a well definite value of the σ/α
parameter.
Furthermore, Sato et al.[51] distinguished the cavity oscillations between
“transitional cavity oscillation” and “partial cavity oscillation”, the first of
which occurring when the cavity length is more than 75% of the chord length,
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Figure 1.24: Schematic representation of the process of formation and shed-
ding of cloud cavitation in a simple convergent-divergent nozzle
(Sato and Shimojo[52]).
while the second kind of oscillation is observed for shorter cavities. For
this kind of oscillations the Strouhal number is almost constant with cavity
length. Following these research results, Sato and Shimojo[52] used a set of
high-speed observations on a simple convergent-divergent nozzle to postulate
the following process for the cloud cavity shedding: initially, a collapse of
bubbles occurs at the leading edge of the attached cavity; in this way, the
supply of vorticity is suppressed and a small vortex cavity is formed on the
boundary surface of the attached cavity; this vortex cavity grows until it is
shed downstream as a large cavitation cloud. This process is schematized in
Figure 1.24.
Partial Cavitation and Super Cavitation Oscillations in Inducers
There are several circumstances in which the typical intrinsic instabilities of
hydrofoils can exhibit selfsustained oscillations in the absence of any external
excitation also in pumps. As discussed in the previous Section, the partial
cavitation and super cavitation oscillations are associated with a cavity whose
length is approximately equal to the chord of the foil (34 <
l
c <
4
3).
[7]
In pumps, supercavitation is usually only approached in machines of low
solidity, but, under such circumstances, partial cavitation oscillation can oc-
cur, and can be quite violent. Wade and Acosta[38] were the first to observe
partial cavitation oscillation in a cascade. During another set of experiments
on cavitating cascades, Young et al.[53] observed only “random unsteadiness
of the cavities”.
The typical Strouhal number of cloud cavitation oscillations ranges be-
tween about 0.25 and 0.4 and consequently the partial cavity oscillations are
subsynchronous instabilities in pumps (< Ω). Also, the transitional cavity
oscillations, which do not happen at a constant Strouhal number, are usually
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Figure 1.25: Occurrence of rotating cavitation and auto-oscillation in the per-
formance of a cavitating inducer (Brennen[7]).
subsynchronous (< Ω).
Rotating Cavitation
Inducers or pump impellers which do not show rotating stall under non-
cavitating conditions can exhibit a similar phenomenon, known as “rotating
cavitation”, at lower cavitation numbers. Even if they appear to be some-
what similar, a significant difference exists between the two phenomena. The
rotating stall is associated with the occlusion of the passage between two fol-
lowing blades and usually occurs at locations of the head-flow characteristic
for which the slope of the curve is positive and therefore unstable. The rotat-
ing cavitation, on the other hand, is normally observed in the zone of negative
slope (which would therefore be considered a stable zone in the absence of cav-
itation), for cavitation numbers between 2 and 3 times the breakdown value,
and consequently far from the condition of cavitation choking of the passage
between the blades. These characteristics are confirmed by Figure 1.25, pro-
posed by Brennen[7] but referred to the inducer tested by Kamijo et al.[23]
It is usually observed at a supersynchronous frequency between 1.1 and 1.2
times the rotating speed of the pump, even if subsynchronous frequencies
were sometimes observed, as it will be shown later. According to the mech-
anism of rotating stall previously explained, the supersynchronous rotating
instability can be associated to a improvement of the lift coefficient on a
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blade due to the presence of a different amount of cavitation with respect
to the others blades that moves forward, while the subsynchronous rotating
mechanism is associated to the deterioration of the performance which can
finally degenerate into the rotating choking.
The first observation of rotating cavitation was probably reported by
Rosenmann,[54] who detected a vibration with similar characteristics in some
of his experiments, occurring for cavitation numbers between 2 and 3 times
the breakdown value and particularly evident at lower flow coefficients (were
the inducer was more heavily loaded). However, Rosenmann did not recognize
this particular phenomenon as “rotating cavitation”. The first paper in which
it was reported and explicitly identified is the already cited work by Kamijo
et al.,[23] who associated it to the values of the cavitation number where the
head is beginning to be affected by cavitation (see Figure 1.25) and to a
negative slope of the inducer performance curve.
A detailed theoretical analysis of the rotating cavitation instability was
proposed by Tsujimoto et al.[12] They used a simplified analytical model
based on the actuator disk equations, able of reproducing fairly well the
experimental results available at that date (in particular, those obtained by
Kamijo et al.[23]). The most interesting results obtained by their model were:
• Rotating cavitation is a completely different phenomenon from rotating
stall (which is not significantly affected by the existence of cavitation).
In particular, rotating cavitation is caused by a positive mass flow gain
factor, while rotating stall is caused by the positive slope of the perfor-
mance curve.
• The two driving parameters for the onset of rotating cavitation are
the mass flow gain factor M and the cavitation compliance K. Other
parameters, like flow coefficient and cavitation number, do not affect
rotating cavitation directly.
• Two modes of rotating cavitation are predicted by the model: not only
a “forward” rotating mode (i.e. rotating in the same direction of the
impeller speed), but also a “backward” rotating mode (in the opposite
direction to the impeller rotating speed).
Similar results were obtained with a more refined model based on annular
cascade equations, and presented in Watanabe et al.[14] Several instability
modes were obtained by the model as solutions of the characteristic equa-
tion, including rotating stall, forward and backward rotating cavitation, and
various secondary radial modes.
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Hashimoto et al.[34] were the first who investigated the behavior of ro-
tating cavitation with different casing designs, postulating that a change of
shape in the inducer casing could contribute to a successful suppression of
the instability. On a 3-bladed inducer, they observed that rotating cavitation
was almost suppressed if a casing with a step were used, while it was still
evident using a “straigh” casing. Furthermore, in another paper (Hashimoto
et al.[55]), they conducted an interesting research on the influence of the
inducer rotating speed on the onset of rotating cavitation. As shown in Fig-
ure 1.26, depending on the inducer casing which is used (see Figure 1.27),
the field of existence of rotating cavitation, asymmetric cavitation and low
cycle oscillations (or surge) can be different. Rotating cavitation can even-
tually disappear at higher rotating speed. In the same paper, the previously
postulated backward rotating cavitation was observed for the first time, and
recognized by means of phase analysis of the cross-correlation of signals from
transducers installed at different angular stations.
A subsynchronous rotating cavitation was observed, for the same 3-bladed
inducer, by Tsujimoto et al.,[35] with a propagation speed of about 0.9 times
the inducer rotating speed.
A significant rotating cavitation mode was observed in the U.S. in tests
on the liquid oxygen turbopump of the Fastrac engine (Zoladz[56]). The phe-
nomenon was detected in tests conducted with both water and Lox, and
an interesting connection between the rotating cavitation and the cavita-
tion surge frequencies was found, as it will be described later. Furthermore,
the frequency of rotating cavitation was reported to be not constant, and de-
creasing (tending to synchronous frequency) for lower values of the cavitation
number (near to breakdown conditions). This latter result was confirmed by
Tsujimoto[57] with the results obtained by a 2-dimensional linear closed cav-
ity model. He also found that 4-bladed inducers are expected to show higher
rotating cavitation frequency than 3-bladed inducers and, furthermore, that
the onset point of cavitation corresponds to a cavity length equal to about
70% of blade spacing.
Another theoretical analysis by Horiguchi et al.,[58] based on a 2-D cascade
model with circular arc blades, showed that there is a relationship between the
onset of rotating cavitation and the steady pressure gradient on the suction
surface of a blade near the throat: as shown in Figure 1.28, the rotating
cavitation typically occurs when this pressure gradient becomes smaller than
a given value.
Several recent numerical works and 3D CFD simulations have shown that
one of the most important mechanisms which are responsible for the onset of
rotating cavitation is the interaction between the tip leakage vortex and the
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Figure 1.26: Fields of existence of rotating cavitation (RC), asymmetric cav-
itation (AC) and low cycle oscillations (LCO) for a 3-bladed
inducer, as functions of the inducer rotating speed, with three
different inducer casings and flow coefficients: a) casing C*,
Φ = 0.089; b) casing E*, Φ = 0.078; c) casing B*, Φ = 0.090
(Hashimoto et al.[55]).
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Figure 1.27: Schematic drawing and table showing the difference between the
different inducer casings (Hashimoto et al.[55]).
Figure 1.28: Pressure gradient on the suction surface of a blade near the
throat, predicted for a circular arc blade cascade as a function of
the σ/α parameter and for several blade cambers. Onset points
of rotating cavitation are shown as empty circles (Horiguchi et
al.[58]).
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Figure 1.29: Schematic representation of J-Groove geometry for the suppres-
sion of rotating cavitation (Shimiya et al.[60]).
next blade (see for example Kimura et al.;[59] Kang et al.[6]). The design of
inducer leading edge shape is therefore of great importance for the successful
suppression of the rotating cavitation.
Furthermore, it is well known that rotating instability modes (like rotat-
ing cavitation) can be successfully suppressed or reduced by changing the
shape of the inducer casing. In particular, the use of J-Grooves (i.e. shallow
grooves on the casing) can be extremely useful. Figure 1.29 shows a schematic
representation of J-Groove geometry.
Shimiya et al.[60] studied the influence of several different J-Groove ge-
ometries on the field of existence of rotating cavitation and other flow insta-
bilities. It was found that a J-Groove on the inducer casing can effectively
reduce or suppress the rotating cavitation, but it leads to the occurrence
of several cavitation surge modes, generated by the interference of the tip
leakage vortex cavitation and the leading edge of the next blade. When
these cavitation surge modes occur at higher cavitation numbers, they can
be reduced by extending the J-Groove more upstream of the inducer lead-
ing edge; however, the cavitation surge modes at lower cavitation numbers
can not be suppressed in this way. Furthermore, the use of J-Groove seems
to be not effective for the suppression of the rotating cavitation at higher
flow coefficients (around the design value). More recently, a form of rotating
cavitation instability has been observed at Pratt-Whitney Rocketdyne labo-
ratories in a 3-bladed inducer intended for use in liquid hydrogen (Sargent
et al.[61]). An interesting result was found by Ohta and Kajishima,[62] who
carried out a numerical investigation on 2-D cascades reproducing a 3-bladed
and a 4-bladed inducer, observing a forward-rotating cavitation mode in the
3-bladed inducer and a backward-rotating mode with similar characteristics
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Figure 1.30: Schematic representation of the asymmetric cavitation (left) and
the alternate blade cavitation (right).
in the 4-bladed inducer.
Asymmetric Cavitation and Alternative Blade Cavitation
Two very typical synchronous rotating instabilities are the “steady asym-
metric cavitation” and the “alternate blade cavitation”. The asymmetric
cavitation (also called “attached uneven cavitation” or “synchronous rotat-
ing cavitation” by some authors) is generated by uneven cavitation length on
the inducer blades, with one blade cavitating more (or less) than the oth-
ers. It can therefore be considered as a 1-cell rotating instability with the
same frequency as the inducer rotational speed (i.e. synchronous). The alter-
nate blade cavitation, on the other side, is usually observed in inducers with
an even number of blades (especially 4-bladed inducers), when two opposite
blades experience a different cavitation level with respect to the other two.
It can therefore be considered as a 2-cells synchronous rotating instability,
and its frequency is observed as 2 times the rotating speed of the inducer in
typical waterfall plots of the pressure spectra. The difference between asym-
metric cavitation and alternate blade cavitation is schematically shown in
Figure 1.30.
Some interesting experimental observations on synchronous rotating in-
stabilities were presented by Hashimoto et al.[34] Asymmetric cavitation was
observed on both a 3-bladed and a 4-bladed inducer, at lower cavitation num-
bers (near the inducer breakdown). Alternate blade cavitation was observed
on the 4-bladed inducer at higher cavitation numbers (around 2-3 times the
breakdown cavitation number). Both instabilities were observed at higher
values of the flow coefficients, near the inducer operating point. It was also
observed that, unlike asymmetric cavitation, alternate blade cavitation did
1.4 Literature Review of Flow Instabilities in Space Rocket Inducers 47
Figure 1.31: Left: suction performance curve of a 3-bladed inducer at the
design flow coefficient. Right: waterfall plot of the power spectra
of mid-chord pressure fluctuations, for the same flow conditions
(Shimagaki et al[65]).
not cause significant shaft vibrations, probably due to the existence of two
cells producing a symmetric pressure distribution at the inducer inlet. A
detailed analysis of the influence of blade number, angle and solidity (blade
length) on the synchronous rotating instabilities was provided by Furukawa
et al.[63] It was found that the range of cavitation numbers for which it is pos-
sible to detect both instabilities (asymmetric cavitation and alternate blade
cavitation) tends to be narrower for inducer with higher number of blades,
longer blade length or higher blade angle. By using a quasi-three dimen-
sional analytical model of steady cavitation in a 2-bladed inducer, Horiguchi
et al.[64] found that the alternate blade cavitation starts to occur when cavi-
tation length on inducer blades reaches about 65% of the blade spacing. This
result confirmed what obtained by simpler 2-dimensional analyses on blade
cascades for other instability modes like rotating cavitation. On the other
hand, an interesting analysis of the characteristics of synchronous asymmet-
ric cavitation was conducted by Shimagaki et al.[65] by means of experiments
carried out on a 3-bladed inducer. Figure 1.31 shows the waterfall plot of
mid-chord pressure fluctuation and the suction performance curve of the in-
ducer at its design flow coefficient. A significant “depression” of the suction
performance curve can be observed in the occurrence area of synchronous
asymmetric cavitation, and the authors report that the amount of head loss
due to this effect can be different, depending on which inducer blade experi-
ences the asymmetry in cavitation.
Finally, Yoshida et al.[66] conducted a detailed experimental-numerical
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analysis to elucidate the mechanism of generation and development of the
asymmetric cavitation. The experimental technique used in this case, based
on measurements taken by pressure transducers installed along the blade
spacing, was particularly interesting. Among the results of this investiga-
tion, it can be mentioned that the synchronous blade vibration generated by
asymmetric cavitation seems to be a kind of self-excited vibration, hydrody-
namically coupled with the rotordynamic characteristics of the impeller.
Backflow Cavitation
The so-called “backflow vortex cavitation” was detected for the first time by
Tsujimoto et al.[35] It is a rotating instability with multiple cells (5 cells in
that particular case), which are supposed to be formed in backflow vortices.
The cells slowly rotate (at an angular speed less than 0.2 times the inducer
rotating speed). If n is the number of cells and f is the frequency for which
the instability is detected by the transducers, the actual frequency of insta-
bility can be calculated as f/n; the phase delay between the signals obtained
by two different transducers is n, where nα is the angular spacing between
the transducers. The backflow vortex cavitation was detected for low flow
coefficients (lower than the nominal operating point) and for two separated
ranges of values of the cavitation number: around the head breakdown (mode
“i” in the plots presented in Figure 1.44) and at higher cavitation numbers
(3-4 times the breakdown cavitation number, mode “v” in the same plots).
Figure 1.32 shows a schematic representation of this instability.
A backflow vortex instability mode has been observed by Zoladz[56] in
tests on the Fastrac turbopump. In this case the number of rotating cells
appeared to be 8, with a rotating frequency of about 0.32 times the rotational
speed (instability mode denoted by“f1” in the Figure 1.45). Imamura et al.[67]
showed that the backflow vortex cavitation can be successfully suppressed by
changing the inducer casing geometry and, in particular, by introducing a
J-groove similar to that used for the suppression of rotating cavitation.
Cavitation Surge
In a cavitating pump, violent oscillations of the pressure and flow rate in the
entire system can occur when the cavitation number is decreased at values
for which the head rise begins to be affected (Braisted and Brennen;[68] Sack
and Nottage;[69] Natanzon et al.;[70] Rosenmann[54]). This surge phenomenon,
named “auto-oscillation” in the original classification by Brennen,[7] has been
successively called “cavitation surge” by many other researchers (including
Tsujimoto in his Japanese translation of Brennen’s book). It can lead to very
large fluctuations across the pumping system and can also cause substantial
radial forces on the shaft, in the order of 20% of the axial thrust of the engine.
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Figure 1.32: Schematic representation of the “backflow vortex cavitation” in-
stability (Tsujimoto et al.[35]).
The cavitation surge, being a typical dynamic instability, occurs when the
slope of the characteristic curve is strongly negative. It appears to occur in
a more evident way when the pump is more heavily loaded, i.e. for lower
flow coefficients, but when the slope of the performance curve is still strongly
negative. Unlike the case of surge, the frequency of oscillations usually
scales with the rotating speed of the pump, as shown in Figure 1.33 and
Figure 1.34. By using the data presented in Figure 3.27 and Figure 3.28,
Braisted and Brennen[68] showed that the reduced auto-oscillation frequency,
ΩA/Ω, can be roughly approximated as a function of the cavitation number
by the following equation:
ΩA
Ω
=
√
2σ (1.52)
In a later research conducted on a cavitating centrifugal pump, Yamamoto[71]
confirmed this result, finding a similar relationship between the auto-oscillation
frequency and the cavitation number. A similar cavitation surge instability
with a frequency depending on the cavitation number was reported also in
Tsujimoto et al.[35]
Badowski[72] postulates that the dynamics of inducer backflow could be re-
sponsible for this instability. Further evidence of this connection was provided
by Hartmann and Soltis,[73] but as a result of tests on an atypical inducer
with 19 blades. More generally, the cavitation surge oscillating cycle appears
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Figure 1.33: Ratio of the auto-oscillation frequency to the pump rotating
speed, as a function of the latter, for an helical inducer (Braisted
and Brennen[68]).
Figure 1.34: Ratio of the auto-oscillation frequency to the pump rotat-
ing speed for several inducers, denoted by different symbols
(Braisted and Brennen[68]).
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to involve large periodic oscillations in the backflow and, consequently, can
not be analytically modeled without incorporating the backflow dynamics in
the model. Another important feature of the cavitation surge oscillations is
that the energy dissipated within the pump can cause a significant change in
its mean performance. If the cavitation number is decreased until the onset
of cavitation surge and successively increased again, the instability will not
immediately disappear: an auto-oscillation hysteresis will occur, in which
the cavitation surge inception and desinence cavitation numbers can be sig-
nificantly different. Furthermore, many research activities (see for example
NASA[74]) showed that the existence of cavitation surge oscillations can be
strongly correlated to the onset of the so-called “POGO” instability, a kind
of global instability which involves the entire rocket system. In this case, the
longitudinal vibration of the rocket causes flow and pressure oscillations in
the propellant tanks and in the pump inlet lines; this, in turn, implies that
the engines experience fluctuating inlet conditions and, as a result, they pro-
duce a fluctuating thrust which couples with the longitudinal vibration of the
vehicle. It is also widely recognized that cavitation surge can be generated by
a positive value of the mass flow gain factor (see for example Hashimoto et
al.[34]). The dependence of the cavitation surge frequency on the cavitation
number is probably an effect of a strong connection between this instability
and the rotating cavitation, as shown by Zoladz[56] as a consequence of tests
carried out on the liquid oxygen turbopump of the Fastrac engine. If Ω is
the pump rotational speed, rc is the frequency of rotating cavitation insta-
bility and Z is the number of blades of the inducer, the frequency f of the
cavitation surge mode is reported to be equal to:
f = Z (rc− Ω) (1.53)
Several observations under different test conditions confirmed this relation-
ship, which is also compatible with the cavitation surge frequencies reported
by other research groups on different pumps. The influence of number of
blades, blade angle and blade solidity on the cavitation surge instability was
studied by Furukawa et al.[63] by means of experimental observations on
several test inducers. It was found that:
• when the blade number is increased (and, consequently, the head rise
is decreased), the range of cavitation numbers for which the cavitation
surge is detected tends to become wider;
• when blade solidity is increased (by increasing the axial length of the
blades) and head rise is therefore increased, the range of cavitation
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Figure 1.35: Field of existence in the σ−Φ plane of cavitation surge instabil-
ity on a 2-bladed inducer without any casing modification, left;
shapes of the axial-symmetric obstacle plates used for the tests,
right (Enomoto et al.[75]).
numbers for the existence of cavitation surge becomes narrower;
• finally, when the blade angle is decreased, the field of existence of the
cavitation surge in terms of tends to be wider.
An interesting method for the suppression of cavitation surge was sug-
gested by Enomoto et al.[75] They carried out an experimental campaign on a
2-bladed inducer showing significant flow oscillations due to cavitation surge,
whose field of existence is schematically shown in Figure 1.35.
The cavitation surge was suppressed by placing obstacle plates of sev-
eral different shapes upstream of the inducer inlet section. In particular,
the right-hand side of Figure 1.35 shows the shape of the axial-symmetric
obstacle plates used for the tests. Figure 1.36 shows the waterfall plots of
power spectra of inlet and outlet pressure oscillations, in two cases: with-
out any obstacle plate and with a symmetric obstacle plate (i.e. a step of
given height, able to provide a flow blockage of about 26.6%). The cavita-
tion surge mode (denoted by “A” in Figure 1.36) is clearly suppressed, but
a rotating-mode instability at higher frequency (denoted by “B”) can be still
clearly observed. However, the authors report that this rotating instability
can be significantly attenuated by using asymmetrical obstacle plates of sev-
eral different shapes. Furthermore, it is reported that the use of obstacle
plates causes a deterioration of inducer head and suction performance, but
this deterioration is almost eliminated when the blockage factor of the ob-
stacle plate is around 30%. Successive velocity measurements taken by LDV
(Kim et al.[76]) showed that the increase of the tangential velocity component
1.4 Literature Review of Flow Instabilities in Space Rocket Inducers 53
Figure 1.36: Waterfall plots of power spectra of pressure fluctuations at in-
ducer inlet (left) and outlet (right) for a 2-bladed inducer, with-
out and with the application of a symmetric obstacle plate up-
stream of the inducer. Flow coefficient is Φ = 0.017 (Enomoto
et al.[75]).
due to the obstacle plate is responsible of the suppression of cavitation surge.
A tangential velocity increase, in fact, results in a static pressure rise near
the blade tip, which in turn prevents the cavity from developing and choking
the blade passage.
An interesting result was found by Shimura et al.[77] after carrying out
tests on the liquid oxygen turbopump of the Japanese LE-7 engine. It was
discovered that the flow instabilities detected in tests on the turbopump alone
can be different to those detected in tests on the whole engine. In particular,
a cavitation surge instability appeared in tests on the turbopump alone, but
it disappeared in real-scale tests on the whole engine.
High Order Instabilities
Higher-order instabilities (i.e. flow instabilities with oscillation frequencies
much higher than the inducer rotating speed) have been experimentally ob-
served and discussed in detail only in very recent years. They are univer-
sally recognized as extremely important for the design and characterization
of space rocket inducers, due to their potentially destructive characteristics
(their frequencies can be very near to the first natural frequency of the tur-
bopump or other related components of the system). It is well believed, as an
example, that the failure of the Japanese H-II rocket in 1999 could have been
caused by a high-order surge instability; furthermore, several recent flight
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Figure 1.37: Waterfall plots of the power spectra of inlet and outlet pressure
fluctuations in a 3-bladed inducer at flow coefficient Φ = 0.080
(Fujii et al.[78]).
tests on important components of the Space Shuttle engine have suffered vi-
bration problems at frequencies compatible with the characteristic frequencies
of high-order instabilities observed on the pump. The first theoretical anal-
ysis of high-order rotating cavitation and high-order surge mode instabilities
is due to Tsujimoto[57] as a result of the application of a 2-dimensional linear
cavity closure model. He postulated the existence of both longitudinal and
rotational modes for cavitation numbers slightly higher than the field of exis-
tence of “conventional” rotating cavitation (4 times the breakdown cavitation
number or higher), at a frequency between 4.2 and 4.7 times the inducer
rotating speed. This frequency was found to be system-independent (not
dependent on the length of inducer inlet pipe). In the case of the high-order
rotating cavitation mode, the author postulated that it could be caused by a
backflow vortex structure at the inlet, also considering that it was predicted
to appear at higher inlet pressure, even without cavitation inception on the
blades.
An experimental confirmation of the existence of higher-order instabilities
was found by Fujii et al.[78] They conducted a test campaign on a 3-bladed
inducer similar to the liquid oxygen inducer of the LE-7 turbopump. The
results are summarized in Figure 1.37 and Figure 1.37, showing the waterfall
plots of the power spectra of pressure fluctuations at inducer inlet and outlet
and the phase delay of inlet pressure signals from transducers at different
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Figure 1.38: Phase difference of inlet pressure fluctuations in a 3-bladed in-
ducer at flow coefficient Φ = 0.080, detected by transducers at
different angular locations (Fujii et al.[78]).
angular positions, at a flow coefficient near to the nominal operating one.
Together with a conventional rotating cavitation (denoted by number 1 in
the Figures), they found two higher-order instabilities:
• A higher-order surge (denoted by number 2 in the Figures), at cavi-
tation numbers higher than those for which the conventional rotating
cavitation is detected. The frequency of oscillation is about 5 times the
rotational speed in this case.
• A higher-order rotating cavitation (denoted by number 3 in Figures),
at cavitation numbers similar to those of higher-order surge and a fre-
quency of about 5 times the inducer rotational speed (very close to the
frequency of the higher-order surge).
Analysis of phase delay shows that it is the same of the transducers angu-
lar spacing, thus confirming that this is a 1-cell rotating instability. It was
also found that the cavity size fluctuation for this instability mode is smaller
than that of conventional rotating cavitation. Furthermore, while in the con-
ventional rotating cavitation the outlet pressure fluctuations are significantly
smaller than those at the inlet, in the higher-order rotating cavitation an
opposite behavior can be observed.
In the same paper, the authors report that the higher-order instabilities
were almost completely suppressed by simply changing the inducer casing,
moving to a geometry with a step of sufficient height in the casing diameter.
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Figure 1.39: 2-D waterfall plot of the power spectra of pressure fluctuations
in a 4-bladed inducer, at a flow coefficient equal to 1.02 times
the design value (Subbaraman and Patton[79]).
Tsujimoto and Semenov[27] confirmed that the higher-order surge instabil-
ity was clearly detected in full-scale tests on the liquid hydrogen turbopump
of the LE-7 engine. The instability was confirmed to be system-independent,
and it was observed that the related pressure oscillations at the inducer mid-
chord and downstream were significantly higher than those detected at the
inducer inlet. A significant contribution to the characterization of higher-
order instabilities was provided by Subbaraman and Patton.[79] They con-
ducted an experimental campaign on a 4-bladed inducer aimed at the study
of instabilities of higher frequencies (up to 10 times the inducer rotational
speed). The results of their tests are summarized in Figure 1.39.
The above plot shows quite clearly the appearance of strong higher or-
der modes, herein called HOSC (Higher Order Surge Cavitation) and HORC
(Higher Order Rotating Cavitation). They were detected at flow coefficients
around the nominal operating value, and for cavitation numbers significantly
higher than the breakdown value (4 times higher or more). The frequen-
cies of HORC and HOSC are very near each other, and differ by about 0.1
times the inducer rotational speed. Furthermore, the HORC component was
reported to show both forward and backward rotating modes. These higher-
order instabilities produced many modulations and harmonics over the whole
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range of experimental observation (including a component at very low fre-
quency, called “Low Freq Cav-Induced” in the above plot). The harmonic
with stronger intensity appear to be the one at frequency equal to 6.4-6.6
times the rotational speed, and this frequency was therefore considered as
the “nominal” frequency of the instabilities. The author present in the pa-
per a “Tip Vortex Suppressor”, consisting of some devices able to provide a
re-circulate flow from the inducer discharge to the inducer inlet. This device
showed to be quite effective, shifting the higher-order phenomena to low val-
ues of the flow coefficient (significantly lower than the operating point) and
eventually suppressing most of them when an additional through flow was
provided by the device. However, in the latter case the detected oscillations
due to alternate blade cavitation were significantly stronger. A higher-order
surge mode was detected in the cavitation facility of Alta S.p.A. in tests on
a 2-bladed inducer with the same geometrical characteristics of the liquid
oxygen inducer of the Vinci engine (Cervone et al.[31]). In this case two har-
monics of the phenomenon were detected, at 4.4 and 6.6 times the inducer
rotational speed. The phenomenon was observed for all the values of the flow
coefficient, but became more significant at higher values (near the design
point). It was detected for all the values of cavitation number, but it tended
to disappear at low σ (lower than the breakdown value).
General Instability Charts and Summary Table of Flow Instability
Some “general” instability charts, referred to several different research activ-
ities in various laboratories all around the world, are presented here. Vari-
ous kinds of instabilities and oscillating phenomena are shown in the charts,
which have been widely used as references for the discussion in the previous
Sections.
Generally, the different types of rotating instabilities inside a four-bladed
inducer are strongly related to the σ/2α parameter. Usually, at high values
of the Euler number the first types of instabilities that can eventually be
developed are the high-oder rotating cavitation and the backward rotating
cavitation. The waterfall plots reported in Figure 1.39 and Figure 1.40 show
respectively the onset of the high-oder rotating cavitation and the backward
rotating cavitation in a four-bladed inducer. The following instability is the
alternative blade cavitation, typical of inducers with even number of blades.
This oscillation can be easily detected at a frequency equal to two times the
rotating speed (see Figures 1.39, 1.40 and 1.41) and it usually does not intro-
duce vibration on the shaft (Figure 1.41). For lower values of the cavitation
number, the conventional rotating cavitation takes place. It starts at su-
persynchronous frequency (see Figures 1.39, 1.40 and 1.41), then it becomes
steady asymmetric cavitation (see Figures 1.39 and 1.41) and sometimes it
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Figure 1.40: Backward rotating cavitation observed in a forward swept 4-
bladed inducer (Tsujimoto[57]).
develops into subsynchronous rotating cavitation (see Figure 1.41). In four-
bladed inducers, the degradation of the static head coefficient is usually not
related to these types of rotational instabilities but usually to the onset of
longitudinal instabilities, such as the cavitation surge as shown in Figure 1.41.
The rotating instabilities in three-bladed inducers follow a path similar
to the four-bladed inducer except for the onset of the alternative blade cavi-
tation. At high values of the cavitation number, Figure 1.37 and Figure 1.46
show the onset of the high order rotating instability while in Figure 1.42 it is
possible to identify a backward rotating cavitation, fB. With respect to the
frequency, the conventional rotating cavitation starts as subsynchronous (see
Figures 1.42, 1.43, 1.44, 1.45 and 1.46(a)) then it develops to synchronous
steady asymmetric cavitation (see Figures 1.42, 1.43, 1.44, 1.45 and 1.46(a))
and, finally, it becomes subsynchronous (see Figure 1.44). Figure 1.31 shows
that steady asymmetric cavitation affects the performance of a three-bladed
inducer. Furthermore, in Figure 1.45 it is worth noticing that the frequency of
cavitation surge is strictly correlated to the frequency of rotating cavitation.
The instability charts reported in Figure 1.46 highlight the effect of the
shape of the casing in suppressing the rotating instabilities. The first plot
is referred to the case of inducer without a J-Groove, while other plots were
obtained after the installation of J-Grooves of different axial extensions.
The waterfall plots at two flow coefficients and the field of existence of
1.4 Literature Review of Flow Instabilities in Space Rocket Inducers 59
Figure 1.41: Top: waterfall plots of the power spectra of shaft vibration and
inlet pressure for a 4-bladed inducers with a “straight” inducer
casing at nominal operating flow coefficient. Bottom: field
of existence of different flow instabilities in the Ψ − σ plane
(Hashimoto et al.[34]).
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Figure 1.42: Backward rotating cavitation observed in a 3-bladed inducer
(Hashimoto et al.[34]).
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Figure 1.43: Top: waterfall plots of the power spectra of shaft vibration and
inlet pressure for a 3-bladed inducers with a “straight” inducer
casing at nominal operating flow coefficient. Bottom: field
of existence of different flow instabilities in the Ψ − σ plane
(Hashimoto et al.[34]).
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Figure 1.44: From left to right, clockwise: waterfall plot of the power spec-
trum of inlet pressure fluctuations for a 3-bladed inducer; field
of existence of various instability modes in the Ψ − σ plane;
table showing the characteristics of the main instability modes
(Tsujimoto et al.[35]).
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Figure 1.45: Waterfall plots of the power spectra of inducer inlet pressure
for the Fastrac turbopump, at the nominal operating flow co-
efficient. Top: test in water. Bottom: test in liquid oxygen
(Zoladz[56]).
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Figure 1.46: Instability charts in the Ψ − σ plane for a 3-blade inducer: (a)
without the use of a J-Groove; (b) with a J-Groove extending
20 mm upstream and 20 mm downstream of the inducer leading
edge; (c) with a J-Groove extending 40 mm upstream and 20 mm
downstream of the leading edge; (d) with a J-Groove extending
40 mm upstream and 10 mm downstream of the leading edge
(Shimiya et al.[60]).
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Figure 1.47: Top: waterfall plots of the power spectra of outlet pressure for a
2-bladed inducers at two flow coefficients. Bottom: field of exis-
tence of different flow instabilities in the Ψ−σ plane (Furukawa
et al.[63]).
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Figure 1.48: Instability charts in the Ψ − σ plane for 2-bladed inducer with
different blade angles (Furukawa et al.[63]).
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Instability Name Characteristics Field of Existence Frequency Observed
(Alternative Names) σ Φ f by
Tip Vortex Cavitation Rotating Several
Cells (5 or more)
3÷ 4σB < ΦD 0.15÷ 0.3fN [35], [56]
High-Order Cavitation Forward Rotating
1-Cell
> 4σB ≈ ΦD 4.0÷ 6.5fN [78], [79]
Backward Rotating Cavitation Backward Rotating
1-Cell
3÷ 4σB ≈ ΦD 1.36÷ 1.95fN [34], [57]
Alternarive Blade Cavitation Forward Rotating
2-Cell
2÷ 3σB ≈ ΦD 2fN [34], [57],
[79]
Supersynchronous Rotating Cavita-
tion
Forward Rotating
1-Cell
2÷ 3σB ≤ ΦD 1.1÷ 1.6fN [23], [34],
[35], [54],
[60], [61],
[65]
Asymmetric Cavitation (Attached
Uneven Cavitation, Synchronous Ro-
tating Cavitation)
Forward Rotating
1-Cell
1÷ 3σB ≤ ΦD fN [34], [35],
[65], [66]
Subsynchronous Rotating Cavita-
tion
Forward Rotating
1-Cell
≈ σB ≤ ΦD 0.9fN [35]
Backflow Cavitation Rotating Several
Cells (5 or more)
≈ σB  ΦD 0.15÷ 0.3fN [35]
Rotating Choke (Rotating Stall Cavi-
tation)
Forward Rotating
1-Cell
< σB ≤ ΦD 0.3÷ 0.6fN [17],
[28]–[31],
[33]
Rotating Stall Forward Rotating
1-Cell
∀σ  ΦD 0.4÷ 0.7fN [24], [26]
High-Order Cavitation Surge Longitudinal (with
negative slope of
the performance
curve)
> 4σB ≈ ΦD 4.0÷ 6.5fN [27], [31],
[78], [79]
Cavitation Surge (Auto-Oscillations) Longitudinal (with
negative slope of
the performance
curve)
≈ σB ≤ ΦD 0.1÷ 0.4fN [30], [34],
[35], [54],
[60], [68],
[75], [77]
Surge (Low-Cycle Oscillations) Longitudinal (with
positive slope of the
performance curve)
∀σ  ΦD 3÷ 10, Hz [30],
[34]–[36]
Table 1.1: Summary table of flow instabilities in axial inducers.
different flow instabilities in the Ψ − σ plane for a 2-bladed inducers are
reported in Figure 1.47. In this paper, the term “uneven blade cavity os-
cillation” refers to the subsynchronous rotating cavitation on blades, while
“uneven blade cavity” stands for the asymmetric cavitation instability. Even
in this case, the asymmetric cavitation leads to a degradetion of the pumping
performance of the inducer.
Finally, the instability charts in the Ψ−σ plane, reported in Figure 1.48,
are referred to an extensive experimental activity conducted on several 2-
bladed inducers, in order to investigate the influence of the blade angle on
the detected flow instabilities.
Table 1.1 is intended to provide a summary of the information presented
68 1. Introduction
in this Section. For all the instabilities previously observed in axial inducers
and hydrofoils (with the exception of rotordynamic instabilities, which will
be described in detail in the next Section), the following data are provided:
• Instability name (alternative names): the most recognized name of the
instability is given here, together with possible alternative names pro-
posed in literature (given in parentheses).
• Characteristics: the main characteristics of the instability are outlined
here (axial/rotating, number of rotating lobes, etc.).
• Field of existence (σ): reported range of values of σ for which the in-
stability can be observed. The breakdown cavitation number, σB, is
used as the reference value.
• Field of existence (Φ): reported range of values of Φ for which the in-
stability can be observed. The design flow coefficient, ΦD, is used as
the reference value.
• Frequency: the reported frequency of the oscillations generated by the
instability. The rotating frequency, fN , is used as the reference value.
• Observed by: brief list of papers in which the instability has been ob-
served and characterized.
Dynamic Transfer Matrix for Axial Inducers
It is well known that many of the flow instabilities acting on axial inducers are
significantly influenced by the so-called “dynamic matrix” which relates the
pressure and flow oscillations at the pump inlet with those at the pump outlet
(Kawata et al.;[80] Tsujimoto et al.[12], [13]). Conventionally, the dynamics of
hydraulic systems is treated in terms of “lumped parameter models”, which
assume that the distributed physical effects between two measuring stations
can be represented by lumped constants. This assumption is usually con-
sidered valid when the geometrical dimensions of the system are significantly
shorter than the acoustic wavelength at the considered frequency. As a direct
consequence of this assumption, the dynamic matrix of a generic system like
an axial inducer can be written as:{
pˆd
Qˆd
}
=
[
H11 H12
H21 H22
]{
pˆu
Qˆu
}
(1.54)
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where pˆ and Qˆ are, respectively, the pressure and flow rate oscillating com-
ponents, and the subscripts u and d denote, respectively, the flow conditions
upstream and downstream of the considered system. As a consequence of the
well known electrical analogy, the negative of the real part of H12 is usually
denoted as the system “resistance” R, the negative of the imaginary part of
H12 is referred as the system “inertance” L, the negative of the imaginary
part of H21 is the system “compliance” C and the negative of the imaginary
part of H22 is called “mass flow gain factor” M (Bhattacharyya;
[81] Kawata
et al.[80]). It is known that the pump resistance plays a decisive role in its
unstable behaviour (Kawata et al.[80]). Considering that at a frequency of
0 Hz it has the same meaning of the slope of the pump performance curve,
it is easy to understand that a positive value of the resistance is directly
connected to surge-mode instabilities. Furthermore, as extensively outlined
in the previous Sections, it has been shown that other flow instabilities, like
rotating cavitation, are promoted by particular combinations of the pump
compliance and mass flow gain factor (Tsujimoto et al.[12]). Various exper-
imental activities have also shown that, imposing a flow oscillation to the
system, its behaviour can turn from stable to unstable depending on the
value of the frequency of imposed oscillations (Bhattacharyya;[81] Kawata et
al.[80]). For all these reasons, in the experimental and theoretical charac-
terization of the flow instabilities, it is of particular importance to obtain
a good prediction of the inducer transfer matrix. A brief literature review
on this topic will be provided in this Section. After some precursor works
which focused on the analytical evaluation of the transfer matrix of pumps
and other components of the facility (see for example D’Souza and Olden-
burger[82]), the first extensive experimental activity for the characterization
of the transfer matrix of axial inducers was presented by Ng and Brennen.[83]
In their work, the transfer matrix of two different inducers were evaluated,
under cavitating and noncavitating conditions, by providing given external
fluctuations to the discharge line and/or the suction line of the facility. The
results for a scaled model (75.8 mm diameter) of the axial inducer of the
low pressure oxidizer pump of the Space Shuttle Main Engine are shown in
Figure 1.49. It is clear that cavitation causes changes in all the elements
of the transfer matrix, and it is reported by the authors that these changes
become appreciable even at cavitation numbers much higher than the head
breakdown value. As expectable, the most important effects of cavitation
can be seen in the compliance and mass flow gain factor.
Furthermore, by both experimental and analytical results, the importance
of the design characteristics of the facility (pipes geometry, open/closed loop
etc.) on the dynamics of the impeller and the eventual onset of several “sys-
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Figure 1.49: Transfer matrix elements for a scaled model of the axial inducer
of the SSME low pressure oxidizer pump, under noncavitating
conditions (left) and slightly cavitating conditions (right). Real
parts are showed with solid lines, imaginary parts with dashed
lines (Ng and Brennen[83]).
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Figure 1.50: Normalized quasi-static compliance (left) and mass flow gain
factor (right) of the axial inducer of SSME low pressure oxidizer
pump, as functions of the cavitation number. Experimental data
points and fitting curves (solid lines) (Rubin[87]).
tem” instabilities was clearly outlined (Duttweiler et al.;[84] Svingen et al.[85]).
Jun et al.[86] analyzed the dynamic response characteristics of the liquid hy-
drogen pump of the Japanese LE-7 engine by means of a one-dimensional
nonlinear compressible flow model. They found that the cavitation compli-
ance has a dominant effect on the system response frequency, while the mass
flow gain factor mainly influences the system stability. It was also found that
the disturbance downstream of the pump is adsorbed by the pump itself and
does not affect significantly the pump upstream flow. Rubin[87] conducted an
interesting analytical review by using some of the experimental data available
from previous literature. He used the data to estimate the behaviour of the
transfer matrix for cavitating pumps. The main results of this analysis were:
• The pressure gain factor (element H11 of the pump transfer matrix)
is higher under dynamic conditions than under quasi-static conditions,
differently to what believed by many POGO instability analyzers who
used the quasi-static value also for dynamic calculations.
• The pump resistance increases with frequency and can reach over twice
its quasi-static value at higher frequencies. It seems to be independent
on the cavitation level.
• The pump inertance decreases with frequency and seems to be indepen-
dent on the cavitation level if cavitation is present; however, if there is
no cavitation, the value of inertance is apparently increased by about
18 percent with respect to the value under cavitating conditions.
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• The cavitation compliance and mass flow gain factor seem to be propor-
tional to the reciprocal of the difference between the actual cavitation
number and the breakdown cavitation number, as shown in Figure 1.50.
Recently Brennen,[88] using an unsteady linear perturbations analytical
model, postulated the existence of a new flow instability in cavitating im-
pellers, partly triggered by asymmetry in the pump discharge that excites
a surge mode in the blade passages. It was clearly shown by his equations
that this instability is coupled with a negative value of the pump resistance,
thus confirming the strict correlation existing by flow instabilities and pump
dynamic matrix. Finally, Cervone et al.[89] presented an analytical model
for the evaluation of the transfer matrix of cavitating inducers and the entire
facility in which they are installed. This model provided a number of inter-
esting indications for the design of the experiments, showing that the tank
compliance is an important factor for separating the oscillations upstream
to those downstream of the pump, and that a change of the suction line is
the only one effective for obtaining two linearly independent experimental
conditions, if the external excitation is provided to the discharge line.
1.4.3 Instabilities Caused by Radial or Rotordynamic Forces
Rotordynamic forces, together with flow instabilities generated or not by
cavitation, are one of the most recognized and dangerous sources of vibrations
in turbomachines. These forces can affect all the components of the machine,
including the bearings, the seals and, obviously, the impeller itself (Ehrich
and Childs[90]).
In a ideal perfectly centered rotor, the forces perpendicular to the axis of
rotation are called “radial forces”. In general, forces acting on a centered ro-
tor can be not stationary because of unsteady fluid forces due to rotor-stator
interaction or cavitation induced-instabilities (such as rotating cavitation and
surge that respectively generate unsteady radial and axial forces). However,
these forces, especially the radial ones caused by circumferential nonunifor-
mities in the inlet flow, casing, or volute, are usually assumed steady in most
of the formulations presented in open literature. Even if these may be sta-
tionary in the frame of the pump housing, the loads that act on the impeller
and, therefore, the bearings can be sufficient to create wear, vibration, and
even failure of the bearings.[7]
In whirling rotors, the unsteady forces caused by the result of move-
ment of the axis of rotation of the impeller-shaft system are called rotor-
dynamic forces. The fluid-induced rotordynamic instabilities are often at
subsynchronous frequency and can reduce the critical speeds of the shaft
system.
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Figure 1.51: Schematic representation of the forces acting on a generic im-
peller (Brennen[7]).
Radial and Rotordynamic Forces on Cavitating/Noncavitating Impellers
A tentative unification of the nomenclature and notations used for the char-
acterization of this kind of instability has been presented by Brennen.[7]
It will be shortly outlined here, starting from a schematic of the various
kind of forces acting on a generic impeller shown in Figure 1.51.
The forces exerted by the fluid on the rotor in a plane perpendicular to
the axis of rotation are usually decomposed along the directions x and y of a
coordinate system fixed in the framework of the pump. These are are denoted
by Fx and Fy in Figure 1.51, while their time-averaged values (the so-called
“radial forces”) are denoted by F0x and F0y. The corresponding time-averaged
bending moments, generated by the misalignment between the line of action
of these forces and the rotational axis of the machine, are denoted by M0x
and M0y.
The other forces (Ft and Fn) which are shown in Figure 1.51 are the
rotordynamic forces, caused by the displacement of the rotational axis (or
“whirl motion”). They can be decomposed in the same x − y fixed frame of
the radial forces, or in a frame rotating with the impeller; in this second case,
as shown in Figure 1.51, their components will be denoted as“tangential”and
“normal”to the circular whirl orbit at the instantaneous position of the center
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of rotation (Ft and Fn). The normal component is usually defined positive in
the outward direction, while the tangential component is positive when it has
the same direction of the pump rotational speed Ω. In most of the practical
cases the axis displacement is small, and a linear perturbation model can
therefore be used. The total force acting on the impeller can therefore be
written as: {
Fx (t)
Fy (t)
}
=
{
F0x
F0y
}
+
[
A
]{x (t)
y (t)
}
(1.55)
where x(t) and y(t) are the displacement components in the x−y frame, and
A is usually known as the “rotordynamic force matrix” (not dependent on
time in the linear assumption). In a similar way, a “rotordynamic moment
matrix” B can be introduced, by considering the moments instead of the
forces. In virtually all cases, the displacement components can be assumed to
be sinusoidal functions of frequency ω (usually called “whirl frequency”) and
amplitude  (usually called“eccentricity”). The rotordynamic matrices A and
B are therefore functions of the turbomachine geometry, the operating con-
ditions and the whirl frequency. The forces are usually made dimensionless
by dividing them to ρpiΩ2R3T2L, where ρ is the density of the working fluid,
RT2 is the discharge tip radius of the pump and L is a characteristic length
(usually the discharge width for centrifugal pumps, the axial length of the
blades for inducers). The displacements are nondimensionalized by dividing
them to RT2. The rotordynamic force matrix is therefore nondimensionalized
by ρpiΩ2R2T2L. In the same way, the moments and the rotordynamic moment
matrix are nondimensionalized by ρpiΩ2R4T2L and ρpiΩ
2R3T2L. Introducing a
notation with the asterisk superscripts for the forces, moments and matrix,
the dimensionless equations can therefore be written as:{
F ∗x (t)
F ∗y (t)
}
=
{
F ∗0x
F ∗0y
}
+
[
A∗
]{x (t) /RT2
y (t) /RT2
}
(1.56){
M∗x (t)
M∗y (t)
}
=
{
M∗0x
M∗0y
}
+
[
B∗
]{x (t) /RT2
y (t) /RT2
}
(1.57)
In virtually all the experimental measurements carried out so far in turbo-
machines, the rotordynamic forces are observed to be invariant to a rotation
of x and y axes. As a consequence, the following relationships can be written
for the elements of the matrices A and B:
Axx = Ayy ; Axy = −Ayx (1.58)
Bxx = Byy ; Bxy = −Byx (1.59)
Considering now the normal and tangential components of the rotordynamic
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forces, it can be easily shown that:
Fn =
 (Axx +Ayy)
2
(1.60)
Ft =
 (Ayx −Axy)
2
(1.61)
For this reason, Ft and Fn are usually made dimensionless by dividing them to
ρpiΩ2R2T2L and, as a consequence of the conditions of rotational invariance,
it is possible to write:
A∗xx = A
∗
yy = F
∗
n (1.62)
A∗yx = −A∗xy = F ∗t (1.63)
This is the reason why, in open literature, the rotordynamic forces are usually
shown by plotting Fn and Ft as functions of the geometry, the operating con-
ditions and the frequency ratio ω/Ω. Clearly the component Fn is “destabi-
lizing” when positive, while Ft is destabilizing when it has the same direction
of the whirl motion (i.e. when it is positive for ω > 0, when it is negative
for ω < 0). Another typical convention used in rotordynamic research is the
decomposition of the matrix A∗ into an added mass matrix M , a damping
matrix C and a stiffness matrix K, defined as follows:
[
A∗
]{ x
RT2
y
RT2
}
= −
[
M m
−m M
]{ x¨
RT2Ω2
y¨
RT2Ω2
}
−
[
C c
−c C
]{ x˙
RT2Ω
y˙
RT2Ω
}
−
[
K k
−k K
]{ x
RT2
y
RT2
}
(1.64)
Writing this equation is the same as assuming a quadratic dependence of the
elements of the matrix A∗ on the frequency ratio ω/Ω. As a consequence,
the same quadratic dependence can be written for the normal and tangential
forces:
F ∗n = M
(ω
Ω
)2 − c(ω
Ω
)
−K (1.65)
F ∗t = −m
(ω
Ω
)2 − C (ω
Ω
)
+ k (1.66)
However, this quadratic dependence assumption is not always verified in prac-
tical situations, where forces proportional to powers of the frequency ratio
different from 2 can be sometimes observed. Since m is often small and can
be considered negligible, the sign of the tangential force is usually determined
by the quantity kΩ/Cω : when this quantity is greater than 1 Ft is positive,
otherwise it is negative. For this reason, the quantity k/C (usually called
“whirl ratio”) is of great importance for the study of rotordynamics. Larger
values of the whirl ratio imply a larger range of frequencies for which the
tangential force is destabilizing.
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Steady Radial Forces
One of the particularities of the pumps, with respect to other components
like bearings or seals, is that the flow through an impeller can frequently
be asymmetric and generate a considerable mean radial force, potentially
dangerous for the shaft and the bearings if not properly taken into account.
Furthermore, these forces can lead to bearing deflection which, in turn, can
cause displacement of the rotational axis and therefore generate rotordynamic
forces. The geometry of the diffuser and the volute, as well as the flow coeffi-
cient, are the main causes of asymmetric flow conditions which generate radial
forces. The most important seminal works in which the radial forces have
been observed and measured with different impeller/volute/diffuser combi-
nations are, among others, Agostinelli et al.,[91] Iversen et al.,[92] Biheller,[93]
Domm and Hergt[94] and Chamieh et al.[95] Some of the results obtained by
these researchers have been collected in Figure 1.52, taken from Brennen,[7]
which shows the components of the normalized radial force as functions of
the flow coefficient, for several centrifugal pumps working at different specific
speeds: 0.61 for the pump tested by Agostinelli et al.,[91] 0.57 for the case of
Chamieh et al.,[95] 0.36 for Iversen et al.[92]
Concerning the influence of the volute on the radial forces, together with
the obvious influence of the volute shape, it can be observed that the lo-
cation of the impeller axis inside the volute can cause large changes in the
forces. In particular, for a given impeller/volute combination, there is always
a particular location of the axis for which the radial force becomes zero. It
is possible to obtain plots like the one in Figure 1.53, where the locus of zero
radial force is shown for different rotating speeds and flow coefficients for a
particular experimental case.
An investigation from Adkins and Brennen[96] was aimed at measuring
the pressure distribution inside the volute and integrating it to evaluate the
contribution of the discharge pressure to the radial force. The results of this
pressure integration are shown in Figure 1.54, together with the experimental
force measurements obtained by the balance. The good agreement between
the two results shows that the circumferential nonuniformity of the pressure
at impeller discharge is the primary source of generation of the radial force.
Not so much experimental work is available on the influence of cavitation
on radial and rotordynamic forces. The test data which will be shown here
(as well as in the next Section for rotordynamic forces) come mainly from
activities carried out at the California Institute if Technology, and in par-
ticular from the Ph. D. thesis of Jery,[97] Franz[98] and Bhattacharyya.[81]
With respect to radial forces, it has been clearly shown that the head loss
caused by cavitation breakdown also causes major changes in the magnitude
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Figure 1.52: Normalized radial forces acting on different centrifugal pumps,
as functions of the flow coefficient (Brennen[7]).
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Figure 1.53: Locus of the zero radial force locations for a given im-
peller/volute combination, for several rotating speeds and flow
coefficients (Brennen[7]).
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Figure 1.54: Normalized radial forces from direct balance measurement, com-
pared to integrated values of measured pressures and to theo-
retical calculations, as functions of the flow coefficient (Adkins
and Brennen[96]).
and direction of the force. In particular, the force amplitude tends to became
smaller, while the direction shifts significantly (up to 180 degrees). This re-
sult is of particular importance if we remember that pumps operating near
the breakdown usually experience fluctuations of the operating point, shifting
back and forth around the point of head breakdown.
Experiments conducted at Caltech on centrifugal pumps (Jery;[97] Franz[98])
are mainly related to an industrial pump with 5 vanes, named “Impeller X”,
coupled with a classical volute shape named “Volute A”. The most interesting
results obtained from these experiments are shown in Figure 1.55, Figure 1.56
and Figure 1.57, and can be summarized as follows:
• the radial forces, as expected from the theory, are independent on the
whirl speed;
• the amplitude of the forces tends to deviate significantly from zero, es-
pecially in operating points far from the design values;
• the minimum of the steady forces was measured at the design flow co-
efficient (Φ = 0.092), thus confirming the good matching between the
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Figure 1.55: Normalized components of the steady force and moment acting
on the combination Impeller X/Volute A (centrifugal impeller)
as functions of the flow coefficient, for a rotating speed of 2000
rpm (Franz[98]).
Figure 1.56: Normalized components of the steady force acting on the com-
bination Impeller X/Volute A (centrifugal impeller) as functions
of the whirl/rotating speed ratio, for a rotating speed of 2000
rpm and three different flow coefficients (Franz[98]).
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Figure 1.57: Normalized amplitude and direction of the steady force and mo-
ment acting on the combination Impeller X/Volute A (centrifu-
gal impeller) as functions of the cavitation number, for a rotating
speed of 2000 rpm, whirl/rotating speed ratio of 0.1 and three
different flow coefficients (Franz[98]).
impeller and volute geometries;
• it is confirmed that the amplitude of the radial forces becomes smaller
under head breakdown conditions, and their direction is also signifi-
cantly changed under the same conditions.
Similar results were found for an axial inducer of 9◦ tip blade angle and
50.6 mm tip radius (“Inducer VII”) by Bhattacharyya,[81] as shown in Fig-
ure 1.58 and Figure 1.59. The magnitude of the measured radial forces in this
case was very small and their dependence on the flow coefficient is weaker
than the case of centrifugal pump. The lower amplitude of forces under cav-
itating conditions is reported to be caused by a system asymmetry of the
casing downstream of the inducer.
Rotordynamic Forces
The rotordynamic forces acting on centrifugal pumps have been extensively
measured and investigated in the past by many researchers (see for example
Hergt and Krieger;[99] Ohashi and Shoji[100]), even if the influence of cavi-
tation on them has not been widely investigated and very few experimental
results exist about this topic (Jery;[97] Franz[98]). As a result of these previ-
ous investigation, it can be inferred that the normal force Fn has typically a
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Figure 1.58: Normalized amplitude of the steady force acting on a 9◦ axial
inducer as a function of the whirl/rotating speed ratio, for a
rotating speed of 2000 rpm and two different flow coefficients
(Bhattacharyya[81]).
Figure 1.59: Normalized amplitude of the steady force acting on a 9◦ axial
inducer as a function of the whirl/rotating speed ratio, for a
rotating speed of 2000 rpm, a flow coefficient Φ = 0.074 and
different values of the cavitation number ( noncavitating; 
σ = 0.106; ◦ σ = 0.098; + σ = 0.093)(Bhattacharyya[81]).
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quadratic behavior as a function of the whirl/rotating speed ratio, while the
tangential force Ft is usually linear. Ranges of values of the speed ratio for
which the force is “destabilizing” can be found for the tangential component,
while the normal component is usually always unstable. Moreover, it has
been shown by many researchers that the origins of the rotordynamic forces
can be found in secondary flow effects like the impeller discharge flow and
pressure distribution (Adkins and Brennen[96]) and the discharge-to-suction
leakage flow (Childs;[101] Guinzburg et al.[102]). About the rotordynamic co-
efficients, the following general behaviors can be highlighted:
• The stiffness coefficient K is always negative, while the cross-coupled
stiffness k is positive and is directly connected to the value of Ft at low
positive values of the whirl/rotating speed ratio. The coefficient k can
therefore be considered as a measure of the destabilizing effect of the
fluid.
• The damping coefficient C is positive, but usually less than half of the
value of the cross-coupled damping c (which is also positive).
• The cross-coupling added mass m is usually significantly small com-
pared to the added mass coefficient M , and can therefore be neglected
in many practical applications.
The above characteristics of the rotordynamic forces can be easily observed
in Figure 1.60 and Figure 1.61, taken from Jery.[97] Figure 1.60 shows the
measured forces on the combination Impeller X/Volute A for several flow co-
efficients, and highlights the independency of the forces on the flow coefficient
(independency on the rotating speed was also demonstrated by the same re-
search). Figure 1.61 shows the forces acting on the Impeller X with different
volute geometries, and clearly highlights the importance of the volute design
on the rotordynamic forces. More generally, the quadratic behavior of the
normal force (which is always positive and, therefore, unstable) can be ob-
served; furthermore, the tangential force is linear as expected, and unstable
values (i.e. positive for positive whirl frequency ratios) can be observed for
a range of whirl/rotating speed ratio approximately between 0 and 0.3. The
same experimental activity also investigated the effects of impeller design (in
particular, the number of vanes) and seal clearance, showing the indepen-
dency of the rotordynamic forces on these two parameters.
Among more recent experimental activities carried out for the character-
ization of the rotordynamic forces in centrifugal impellers, it is possible to
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Figure 1.60: Normalized components of the rotordynamic forces acting on
the combination Impeller X/Volute A (centrifugal impeller) as
functions of the whirl/rotating speed ratio, for a rotating speed
of 1000 rpm and several flow coefficients (Jery[97]).
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Figure 1.61: Normalized components of the rotordynamic forces acting
on the Impeller X (centrifugal impeller) as functions of the
whirl/rotating speed ratio, for a rotating speed of 1000 rpm,
flow coefficient Φ = 0.092 (design point) and several volute
geometries (Jery[97]).
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mention the works of Yoshida et al.,[103] who studied the effect of seal geome-
try on the forces acting on a simple two-dimensional impeller with logarithmic
spiral blades, and Suzuki et al.,[104] who measured the rotordynamic forces on
an artificial heart pump impeller. All the above research activities, however,
were conducted in noncavitating conditions. Some results related to the
characterization of the rotordynamic forces under cavitating conditions can
be found in Franz,[98] and are summarized in Figure 1.62 and Figure 1.63.
In Figure 1.62 and Figure 1.63, rotordynamic forces and moments acting on
the combination Impeller X/Volute A are shown as functions of the cavi-
tation number, for several flow coefficients and two different values of the
whirl/rotating speed ratio. It is evident the same kind of effect already ob-
served on the steady radial forces and, namely, the decrease of the forces and
moments amplitudes under head breakdown conditions.
The rotordynamic forces acting on axial inducers, especially when they
are unshrouded (which is the case of virtually all the inducers used for space
rocket applications), are still not well studied and understood at the present
day. One of the reason for this is that the axial inducer rotordynamics are
strongly influenced by the dynamic response of the tip clearance flows, which
in turn have not been studied in detail so far. As a consequence, an exten-
sive experimental campaign focusing on the characterization of these forces
should be extremely useful for a better comprehension of the behavior of ax-
ial pump instabilities. Up to the present date, the best experimental data
available in open literature are those collected by Bhattacharyya[81] (see also
Bhattacharyya et al.[105]) at the California Institute of Technology, which
will be briefly presented in this Section.
First, Figure 1.64 and Figure 1.65 are related to the measured rotor-
dynamic forces on the 9◦ Inducer VII, without cavitation, at several flow
coefficients. In particular, at the flow coefficient Φ = 0.074, no backflow
was observed on the inducer; at Φ = 0.059, a weak backflow with incipient
re-entrant flow were present; at lower flow coefficients, strongly developed
backflow and re-entrant jet could be experienced.
With respect to the normal force, the quadratic behavior is only partially
confirmed, with the appearance of stable regions (not present in the case of
centrifugal impellers) and several crossing points of the zero-force line (i.e. the
line for which there is a transition between stable and unstable conditions).
The tangential force, on the other hand, is only roughly linear. In particular,
some amplitude “peaks” can be observed for whirl frequency ratios around
0.1-0.2, leading to a not clear definition of the stable/unstable regions. A
deeper experimental verification on axial inducers of different geometrical
characteristics (conducted, if possible, for a significantly larger amount of
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Figure 1.62: Normalized components of the rotordynamic forces (above) and
moments (below) acting on the combination Impeller X/Volute
A (centrifugal impeller), as functions of the cavitation number,
for a rotating speed of 2000 rpm, a whirl/rotating speed ratio
of 0.1 and several flow coefficients (Franz[98]).
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Figure 1.63: Normalized components of the rotordynamic forces (above) and
moments (below) acting on the combination Impeller X/Volute
A (centrifugal impeller), as functions of the cavitation number,
for a rotating speed of 2000 rpm, a whirl/rotating speed ratio
of 0.3 and several flow coefficients (Franz[98]).
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Figure 1.64: Normalized normal (above) and tangential (below) rotordy-
namic forces acting on a 9◦ axial inducer, as functions of the
whirl/rotating speed ratio, for a rotating speed of 2000 rpm and
two different flow coefficients ( Φ = 0.074; • Φ = 0.059)
(Bhattacharyya[81]).
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Figure 1.65: Normalized normal (above) and tangential (below) rotordy-
namic forces acting on a 9◦ axial inducer, as functions of the
whirl/rotating speed ratio, for a rotating speed of 2000 rpm and
three different flow coefficients ( Φ = 0.037; ◦ Φ = 0.015; N
Φ = 0.0) (Bhattacharyya[81]).
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Figure 1.66: Normalized normal rotordynamic force acting on a 9◦ axial in-
ducer, as a function of the whirl/rotating speed ratio, for a ro-
tating speed of 3000 rpm, a flow coefficient Φ = 0.074 (de-
sign point) and several values of the cavitation number (Bhat-
tacharyya[81]).
Figure 1.67: Normalized tangential rotordynamic force acting on a 9◦ axial
inducer, as a function of the whirl/rotating speed ratio, for a
rotating speed of 3000 rpm, a flow coefficient Φ = 0.074 (de-
sign point) and several values of the cavitation number (Bhat-
tacharyya[81]).
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values of the whirl frequency ratio between 0 and 0.5) would therefore be
extremely useful.
This unclear definition of the stability regions becomes even more evident
under cavitating conditions, as it can be expected because of the extremely
complex flow changes associated to cavitation in axial inducers. As an ex-
ample, in Figure 1.66 and Figure 1.67, the normal and tangential forces mea-
sured on Inducer VII are presented for the design flow coefficient (Φ = 0.074)
and several values of the cavitation number. The most interesting observed
differences between noncavitating and cavitating conditions are as follows:
• in cavitating conditions, the tangential force remains negative in a sig-
nificant region of negative whirl, where it is destabilizing;
• the positive peak of the tangential force for a whirl frequency ratio
of about 0.2, which was not observed under noncavitating conditions
at the design flow coefficient, appears in cavitating conditions and be-
comes more significant when the cavitation number is decreased;
• the normal forces do not vary significantly with cavitation number, once
cavitation in the pump is established;
• compared to the noncavitating data, large positive (destabilizing) nor-
mal forces are observed under cavitating conditions for higher values of
the whirl frequency ratio;
• the normal force in presence of cavitation tends to be of larger negative
(stabilizing) magnitude than the noncavitating case, for the range of
whirl frequency ratios between -0.1 and 0.1.
1.4.4 Thermal Effects on Cavitation-Induced Instabilities
It is well known that thermal cavitation effects play an important role in the
performance of pumps under cavitating conditions and, consequently, on at
a least some of the flow instabilities which affect the impellers.
The first, obvious effect of temperature on the performance of pump is
generated by the change of vapor pressure and, consequently, the cavitation
number. But there is another well known thermal cavitation effect, much less
obvious, which is more related to the liquid-vapor interaction at the bubble
interface: as a consequence of it, the cavitation breakdown number decreases
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Figure 1.68: Cavitation performance characteristics obtained by experiments
on a centrifugal pump in water at different temperatures (Bren-
nen[7]).
substantially at higher temperatures and the pump performance is therefore
improved.
This thermal effect is of particular importance for space rocket turbop-
umps, because it is significant in cryogenic fluids (like liquid oxygen and
liquid hydrogen), whose thermodynamic cavitation properties are similar to
those of hot water. As a consequence, the test results carried out in water
have to be opportunely scaled to obtain a sufficiently accurate prediction of
the pump performance with the actual working fluid.
Figure 1.68 and Figure 1.69, proposed by Brennen,[7] show well the ef-
fects of the water temperature on the suction performance of a centrifugal
pump. Note, in Figure 1.69, that there is an evident deviation of the pump
performances at different speeds, thus showing that the rotational speed is
an important parameter for the scaling of thermal cavitation effects.
The thermal cavitation effect can be explained more effectively by making
reference to traveling bubble cavitation and using the classical explanation
provided by Brennen.[7]
If we consider a single vapor bubble which begins to grow entering a
region of low pressure, the liquid on the bubble surface will vaporize and the
vapor volume in the bubble will increase. In the case of low temperature, the
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Figure 1.69: Cavitation breakdown number, as a function of water tempera-
ture, obtained by tests on a commercial centrifugal pump at two
different rotating speeds (Brennen[7]).
density of the saturated vapor is low and, therefore, the mass of evaporating
liquid is smaller, and a smaller quantity of latent heat is needed for the
vaporization. Consequently, the local temperature at the bubble interface
does not decrease so much, and there is not a significant variation of the
vapor pressure in the bubble with respect to the bulk liquid vapor pressure.
The driving force which opposes to the bubble growth, which is given by the
difference between the pressure outside the bubble and the bubble internal
pressure (vapor pressure), is not influenced significantly by thermal effects.
The situation is different if we consider a bubble in a region at higher
temperature. In this case the vapor density can become many orders of
magnitude larger, and the mass of evaporating liquid is much larger. More
heat is needed for the vaporization, and a substantial thermal boundary layer
develops at the bubble interface. The local temperature falls well below
that of the bulk liquid, and the vapor pressure in the bubble is significantly
lowered. The bubble growth is contrasted by a strong opposite force and the
pump suction performance is improved, since the primary mechanism for the
cavitation head loss is the disruption of the flow by volumes of vapor growing
and collapsing within the blade passages.
A similar qualitative explanation can be given for the thermal effects in
more complex cavitating regions, like attached or blade cavities. At the end
1.4 Literature Review of Flow Instabilities in Space Rocket Inducers 95
of a blade cavity, vapor is entrained by the flow at a rate which depends on
the flow velocity and other geometric parameters. At higher temperatures
the larger vapor density causes a larger entrainment rate of the vapor and,
in the same way of bubbly cavitation, a larger temperature difference at the
cavity interface. The suction performance is therefore improved at higher
temperatures.
In the next Subsections, some of the most used methods for the scaling
of thermal cavitation effects will be presented, starting from the classical
theoretical equations and continuing with some more refined models including
empirical corrections.
Classical Theoretical Equations
In the well known Rayleigh-Plesset equation for the bubble dynamics, an
“inertial” term and a “thermal” term can be identified. The inertial term is
roughly constant with time, while the thermal term, which is initially zero,
tends to grow proportionally to the square root of time. Consequently, there
will be a critical time tC at which the thermal term will become important,
significantly reducing the growth rate. It can be shown that this critical time
is given by:
tC ≈ pB − p
ρLΣ2
(1.67)
where ρL is the bulk liquid density, pB and p are respectively the theoretical
pressure inside the bubble (i.e. the vapor pressure without considering the
thermal effects) and the liquid pressure far from the bubble, and Σ is a
thermodynamic parameter defined as:
Σ =
ρ2V L
2
ρ2LcPLTα
1/2
L
(1.68)
where ρV is the vapor density, L is the latent heat of vaporization, cPL
is the constant pressure specific heat of the liquid, T is the temperature
in degrees Kelvin and αL is the thermal diffusivity of the liquid. All the
thermodynamic properties are evaluated at the bulk liquid temperature. The
value of the parameter Σ is given in Figure 1.70, as a function of temperature,
for several saturated fluids. When the time is considerably smaller than tC ,
the bubble radius tends to grow proportionally to time; on the other hand,
when the critical time is approached, the thermal term starts to influence
the bubble growth, and the Rayleigh-Plesset equation shows that the bubble
radius tends to grow proportionally to the square root of t and the growth
is therefore inhibited. The typical residence time of a bubble or a cavitation
nucleus inside a pump is in the order of 1/ΦΩ. This means that, when
ΦΩ  1/tC , the bubble growth will not be inhibited by thermal effects
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Figure 1.70: Thermodynamic parameter Σ, as a function of the temperature,
for various saturated fluids (Brennen[7]).
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and “explosive” growth will occur, causing substantial flow disruption and
degradation of the pump performance. On the other hand, if ΦΩ  1/tC ,
the bubble growth will be thermally inhibited and the cavitation performance
will not be affected in a dramatic way. The “classical” theoretical scaling
law for thermal cavitation effects therefore consists in simply comparing the
parameter tCΦΩ for different cases (i.e. pumps operating at different flow
coefficients, rotational speeds, liquid temperatures and with different working
fluids). Brennen[7] suggests that the most effective way for doing this is to
write the parameter in terms of dimensionless groups as follows:
tCΦΩ =
1
2
(
pB − p
1
2ρLR
2
TΩ
2
)(
R2TΩ
3Φ
Σ2
)
(1.69)
where RT is the pump tip radius. In this way, the expression in the left
brackets in the above equation can be roughly approximated by (−Cpmin−σ),
where Cpmin is a characteristic minimum pressure coefficient. The borderline
between a flow broken down by cavitation in absence of thermal effects and
a flow which is not broken down due to thermal effects occurs when the
parameter tCΦΩ reaches some critical value indicated by β. A “critical”
breakdown cavitation number σx can therefore be defined in the following
way:
σx = −Cpmin − 2β Σ
2
R2TΩ
3Φ
(1.70)
If we denote by σx0 the value of the critical breakdown number in the absence
of thermal effects, it is easy to see that it is simply equal to −Cpmin. The
above equation can therefore be written as:
σx
σx0
= 1− 2β Σ
2
R2TΩ
3Φσx0
(1.71)
It follows that a “modified” thermodynamic parameter Σ∗ can be defined as:
Σ∗ =
Σ(
R2TΩ
3Φσx0
)1/2 (1.72)
and the thermal cavitation similarity between different conditions can be as-
sured by simply imposing the same value for Σ∗. To test the effectiveness
of this criterion, Brennen[7] used it to analyze a wide range of available ex-
perimental data. The results are summarized by Figure 1.71, in which the
ratio between σx and σx0 is provided, as a function of the parameter Σ
∗,
for the different experimental data. The data are matched quite well by the
scaling model prediction (solid line in Figure 1.71), but Brennen points out
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Figure 1.71: Ratio of σx to σx0, as a function of the thermodynamic parame-
ter Σ∗, for several experimental data presented in open literature.
Comparison with the theoretical prediction given by the classical
scaling model (solid line) (Brennen[7]).
that this result has been achieved by somewhat arbitrarily choosing a value
for the parameter β. Furthermore, he noticed that a set of data, obtained by
Chivers,[106] was not included in Figure 1.71 since it lied well to the left of
the theoretical line.
Stahl-Stepanoff’s Equations
In order to overcome the unsatisfactory predictions given by the classical
scaling model, a number of empirical corrections have been proposed in the
past by researchers. The goal of all these empirical methods is to predict the
change in NPSH or cavitation number due to the thermal cavitation effects,
i.e. the increment by which the pump suction performance would be shifted
to the left as a consequence of the thermal effects. The first, and maybe
the most known, of these empirical models is the one proposed by Stahl
and Stepanoff[107] (see also Stepanoff[108], [109]). It is still, probably, the most
widely used scaling model for thermal cavitation effects by turbopump re-
searchers. The Stepanoff’s model is based on the premise that the cavitation
characteristic of a given pump would be horizontally shifted when it oper-
ates at two different conditions (different rotating speed and/or temperature
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Figure 1.72: Value of the thermodynamic parameter B′ for different liquids,
and ∆NPSH of several centrifugal pumps operating at design
flow rate and at 3% of head drop, as functions of the vapor
pressure head (Brennen[7]).
and/or working fluid), by the quantity:
∆NPSH = HT1 −HT2 (1.73)
where HT1 and HT2 only depend on the thermodynamic properties of the
two operating conditions, considered separately. For convenience, Stepanoff
also introduced another thermodynamic parameter B′, defined as:
B′ =
ρ2LcPLT
ρ2V L
2
(1.74)
The value of B′, as presented in Brennen[7] as a function of the vapor pressure
head, is shown in Figure 1.72 together with the ∆NPSH of several centrifugal
pumps.
By examining experimental data from a number of single-stage pumps
operating at the same rotating speed of 3500 rpm, Stepanoff proposed the
following empirical equation for HT :
HT =
64ρLg
ρV (B′)4/3
(1.75)
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where g is the gravity acceleration at sea level and pV is the vapour pressure
of the bulk liquid. The above equation can be used for evaluating HT at
“reference” conditions (for which experimental data are known) and for a
second operating condition; therefore, the suction performance shift between
the reference conditions and the new operating point can be predicted. The
∆NPSH showed in Figure 1.72 for several centrifugal pumps was obtained
following this procedure. Despite of its wide level of utilization (mainly due
to the extreme simplicity of equations), Stepanoff’s method fails to provide
a sufficiently good prediction of the thermal cavitation effects in most of
the practical situations related to space rocket turbopumps. One of the main
reasons for this poor effectiveness, together with the intrinsic empirical nature
of the equations, is the absence of a direct connection to the rotational speed,
the effect of which on the thermal scaling is indeed extremely important due
to its influence on the residence time of bubbles inside the blades.
Ruggeri-Moore’s equations
This semi-empirical method, presented in Ruggeri and Moore[110] and in
Moore,[111] can be considered as a natural evolution of the Stepanoff’s model,
but with several improved features. It is based on experimental observation
on cavitating Venturis.
Two prerequisites for the application of this method, as stated by the
authors, are the fluid dynamic similarity (constant flow coefficient and con-
stant head-rise coefficient ratio) and the geometrical similarity (same inducer
shape, even if with scaled size).
In their experimental observations on cavitating Venturis, the authors
discovered that, because of the thermodynamic effect of cavitation, the con-
ventional cavitation parameter for dynamic similarity of cavity flow
K =
h1 − hV
V 21 /2g
(1.76)
varied widely for different liquids, liquid temperatures, flow velocities and
venturi scales, while a modified cavitation parameter, referred to the mini-
mum cavity pressure head, hC,min, instead of the free-stream vapor pressure
head, hV ,
KC,min =
h1 − hC,min
V 21 /2g
= K +
hV − hC,min
V 21 /2g
= K +
∆hV
V 21 /2g
(1.77)
remained essentially constant under conditions of flow similarity.
The magnitude of thermodynamic effects on cavitation, ∆hV , can be esti-
mated by setting by a balance between the heat required for the vaporization
and the heat drawn by the liquid surrounding the cavity. The result of this
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balance, obtained by using the the Clasius-Clapeyron equation for estimating
the temperature decrease is:
∆hV =
∆pV
V 21 /2g
=
VV
VL
ρ2V L
2
ρLcpLT
V 21 /2g
(1.78)
where VV is the volume of the vapor and VL represents the volume of the
thin layer of liquid that is cooled during vaporization.
The term VV /VL in the above equation, which represents the vapor-to-
liquid volume ratio, can not be estimated easily by analytical models or
obtained by direct measurements. However, the results of experimental ob-
servations on cavitating Venturis lead the authors to assume the following
expression for it:
VV
VL =
(VV
VL
)
ref
(
αLref
αL
)(
V1
V1,ref
)4/5( D
Dref
)1/5 [ ∆X
D(
∆X
D
)
ref
]3/10
(1.79)
where V1, D, ∆X and αL are respectively the free-stream velocity, the throat
diameter of the Venturi, the length of the cavitated region, the thermal dif-
fusivity of the liquid, and the subscript ref is related to “reference” values
which can be obtained by given experimental data.
The modified parameter can be written for pumps as a function of the
net positive suction head, NPSH:
KC,min =
NPSH + ∆hV
V 21 /2g
+ 1 (1.80)
In terms of nondimensional parameters, it is possible to write:
KC,min =
σ + ∆σ
Φ21
(1.81)
where the cavitation number shift is defined as:
∆σV = ∆hV
2g
Ω2r2T
=
∆pV
1/2ρLΩ2r2T
(1.82)
Therefore, in thermal cavitation similarity conditions (same flow coeffi-
cient, same Ψ/ΨNC and, consequently, similar cavity dimensions), the con-
stancy of the KC,min can be written as follows:
σ + ∆σV = (σ + ∆σV )ref (1.83)
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Futhermore, when applied to a particular pump in cavitation similarity
condition, the Equation 1.79 becomes
VV
VL =
(VV
VL
)
ref
(
αLref
αL
)(
Ω
Ωref
)4/5( rT
rT,ref
)
(1.84)
Finally, remembering that the thermal cavitation similarity is obtained by
assuring a constant value of the flow coefficient and the parameter KC,min,
it is possible to find the following relationship between the actual shift of
cavitation number and the “reference” one:
∆σV
∆σV,ref
=
(
Ωref
Ω
)6/5(rT,ref
rT
)
(
ρ2V L
2
ρ2LαLcPLTL
)
(
ρ2V L
2
ρ2LαLcPLTL
)
ref
 (1.85)
In order to use the above equations for predicting the suction performance
of a pump under given conditions, it is necessary to know the experimental
data related to two reference conditions under fluid dynamic similarity (i.e.
at the same flow coefficient), at least one of which should show evident effects
of cavitation on the pump head performance. If we denote these two reference
data by the subscripts 0 and 1, it is possible to write:
σ0 + ∆σV 0 = σ1 + ∆σV 1 ,
∆σV 1
∆σV 0
= C∗ (Ω1,Ω2, rT,1, rT,2, TL,1, TL,2)
(1.86)
and the shift of cavitation number in the first reference experiment can there-
fore by obtained by:
∆σV 0 =
σ0 − σ1
C∗ − 1 (1.87)
This value can be used to predict the pump suction performance under any
unknown experimental condition, provided that it continues to be in fluid
dynamic similarity with the experiments used as reference.
An extensive validation of this scaling criterion has been provided by the
authors themselves in their paper, using reference data taken from experi-
ments in liquid hydrogen at different temperatures and rotating speed. As
an example, Figure 1.73 and Figure 1.74 show the results for an axial inducer
and a centrifugal pump.
In Figure 1.73 and Figure 1.74, the two experimental conditions taken
as “reference” are indicated by solid lines, while the predictions for the other
conditions are shown by dashed lines. It is evident that the scaling equations
provide a very good prediction in both cases, as well as in other cases exam-
ined by the authors (not shown here). By examination of the data related to
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Figure 1.73: Comparison between experimental results (points) and predicted
values (dashed lines) for an axial inducer operating in liquid hy-
drogen at a rotating speed of 20000 rpm, a flow coefficient of
0.074 and different fluid temperatures (Ruggeri and Moore[110]).
Figure 1.74: Comparison between experimental results (points) and predicted
values (dashed lines) for a centrifugal pump operating in liquid
hydrogen at different rotating speeds and a flow coefficient of
0.225 (Ruggeri and Moore[110]).
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Figure 1.75: Comparison between experimental results (4) and values pre-
dicted by Moore’s equations () for the LOX pump of the Vul-
cain engine tested in liquid oxygen at 12000 rpm. Two tests
in water are used as reference experiments (◦, •). Breakdown
cavitation number is shown as a function of the flow coefficient
(Test data by Zocco et al.[112]).
Figure 1.76: Comparison between experimental results (4) and values pre-
dicted by Moore’s equations () for the LOX pump of the Vul-
cain engine tested in liquid oxygen at 14500 rpm. Two tests
in water are used as reference experiments (◦, •). Breakdown
cavitation number is shown as a function of the flow coefficient
(Test data by Zocco et al.[112]).
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the centrifugal pump, it is also evident that the rotational speed plays an im-
portant role in the scaling of thermal cavitation effects, and should therefore
be included in the similarity equations.
A further verification of Moore’s scaling criteria was carried out in recent
years at Alta S.p.A., using a number of experimental data related to the
liquid oxygen turbopump of the Ariane’s Vulcain engine, taken from Zocco
et al.[112] This validation gave very good results, as shown in Figure 1.75
and Figure 1.76. The Figures show the breakdown cavitation number, as
a function of the flow coefficient, for three different tests: two experiments
conducted in water at different temperatures, and one in liquid oxygen (data
in the middle) at different rotating speeds. In Figure 1.75 and Figure 1.76,
the liquid oxygen data predicted by means of Moore’s equations, using the
two experiments in water as reference, are compared to the test data. The
comparison is very good at both different rotating speeds.
French Laboratories’ Equations
In the European contest, French researcher have historically been among the
most interested ones in the study and characterization of the thermal cav-
itation scaling. The importance of this topic was acknowledged in such a
way that CNES and SNECMA even set a Scientific Committee, entirely con-
stituted by French scientists, in order to review the approaches proposed in
the past to handle the problem and suggest new actions. The earliest re-
sults of the Committee activities are presented in Fruman[113] and will be
summarized here. As it will be shown in the following, some interesting
new approaches have been suggested in the French contest, but they are still
not so much considered outside France and a more comprehensive experi-
mental validation of the correspondent criteria is still needed. The French
approach originated from the analysis of some seminal works (like Holl et
al.,[114] not discussed in detail here) which tried to improve the “historical”
semi-empirical scaling criteria by introducing an additional nondimensional
number obtained using the flow rate of air (or another non-condensable gas)
necessary to generate a ventilated cavity similar to a vapor cavity, on a ge-
ometrically similar body. In this way, it was implicitly assumed that the air
flow rate required to sustain the ventilated cavity is identical to the vapor
produced, under cavitating conditions, in geometrically similar cavities (this
is the so called “entrainment method”). A “corrected” B factor, similar to
the one used in Stepanoff’s equation, is introduced. It is defined as:
B = ∆T
cPLρL
LρV
(1.88)
where ∆T is the difference between the temperature in cavity and that of
unperturbed fluid. Taking as reference a theoretical analysis conducted by
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Figure 1.77: Predicted temperature depression inside the cavity of a cavitat-
ing Venturi, as a function of the measured experimental value
of the same quantity (Fruman[113]).
Brennen[115] on the air diffusion across the interface of a supercavitating
cavity behind a spherical headform, by means of a number of theoretical and
empirical considerations, Fruman[113] suggests the following expression for
the B factor:
B =
CQ
0.0695
(
l

) 1
7 [
1− 2.1Re−0.1l (Pr)
]
(1.89)
where l is the cavity length, is the surface roughness at the cavity interface,
Pr is the Prandtl number, Rel is the Reynolds number based on the cavity
length, and CQ is a volumetric flow coefficient defined as:
CQ =
Vg
Uref
(1.90)
where Uref is the stream velocity far away from the cavity and Vg is the
velocity of the vapor which is supposed to be produced uniformly on the
surface of the cavity. The main problem in the use of the above expression for
B is the evaluation of CQ, which is difficult to be estimated by experimental
data. The author reports CQ to be a weak exponential function of just one
quantity, namely the cavity length l, and therefore suggests to use a constant
value of CQ. A value between 3.1 × 10−3 and 5.2 × 10−3 is suggested in
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Figure 1.78: Estimated cavity length, as a function of the cavitation number,
for a 4-bladed inducer in Freon R114 at three different temper-
atures and a reference case in“cold”water (Rebattet et al.[116]).
the paper. In Figure 1.77, the predicted ∆T (calculated using the above
equations) is shown as a function of the measured value for experiments in
a cavitating Venturi. The predicted points fall not excessively far from the
“perfect prediction” line (solid line in Figure 1.77).
A different approach for the evaluation of the B factor is proposed in
Rebattet et al.[116] They suggest an equation based on the above cited en-
trainment theory by Holl et al.,[114] according to which:
B = CQ
Re · Pr
Nu
(1.91)
which can be further simplified by assuming one of the functional expres-
sions provided by literature for the Nusselt number Nu as a function of the
Reynolds and the Prandtl numbers, in the form:
Nu ≈ ReαPrβ (1.92)
Figure 1.78 shows the estimated cavity length, as a function of the cavita-
tion number, estimated by the above expression for a 4-bladed inducer in the
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case of tests in Freon R114 at different temperatures, as well as one “refer-
ence” case in cold water. Further calculations carried out using relationships
based on similar criteria, are presented in successive papers, like for example
Franc et al.[117]
The equations proposed by French researches give some interesting the-
oretical information about the behaviour of temperature inside the cavity
and its development under thermal cavitation conditions. However, there is
not sufficient experimental evidence of the effectiveness of these criteria and,
furthermore, it is not clear how to use the equations for predicting the actual
performance of inducers at different temperatures and with different working
fluids. For these reasons, the French criteria seem to be still “weak”, even if
quite promising for the future.
Influence of Thermal Cavitation Effects on The Cavitation-Induced Insta-
bilities
Research on thermal cavitation effects has been mainly devoted so far to
the analysis of the effects of temperature on suction performance and cavity
length. Not so much work has been presented, on the other hand, about the
effects on the intensity and field of existence of cavitation instabilities. A
summary of the most interesting activities carried out in this field will be
provided in the present Section. Starting from the influence of thermal cav-
itation effects on cloud (or sheet) cavitation in hydrofoil, a very important
precursor work is the one by Kato et al.[118] They conducted experiments
in water at different temperatures, using a 2-D spanwise step acting as a
cavitator. The field of existence of different cavitation regimes, including
cloud cavitation and supercavitation, was analyzed, and the temperature de-
pression in the cavity was measured and compared to theoretical predictions.
In Figure 1.79 the temperature depressions are shown for several cavitation
numbers and two different water temperatures, while in Figure 1.80 the tem-
perature depressions under supercavitating conditions are shown for different
water temperatures.
The main conclusions drawn by this research were that: the temperature
depression in the cavity, as expected, tends to become more significant at
higher temperatures; the onset of supercavitation is observed at a higher
cavitation number if the temperature is higher. This second conclusion is
very similar to the experimental results obtained on a NACA 0015 hydrofoil
by Cervone et al.[46] at Alta S.p.A. They found that, at higher temperatures,
both supercavitation and cloud cavitation are shifted towards higher values
of the cavitation number; furthermore the cavity tended to become thicker
and longer at higher temperatures (contrarily to what is typically observed
in 2D hydrofoils in free flow conditions), probably as a consequence of the
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Figure 1.79: Temperature depression in the cavity generated by a spanwise
step, for several cavitation numbers, measured in water tests at
120◦C (left) and 140◦C (right) and a free-stream velocity of 14
m/s (Kato et al.[118]).
Figure 1.80: Temperature depression in the cavity generated by a spanwise
step, under supercavitating conditions, measured in water tests
for several temperatures (Kato et al.[118]).
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Figure 1.81: Results of numerical analysis of the cavitating flow around a 2D
NACA 0015 hydrofoil: comparison between liquid nitrogen and
cold water (Tani and Nagashima[121]).
solid blockage effect caused by tunnel walls.
Tagaya et al.[119] conducted a research on a KT foil section, measuring
the flow rate CQ (see previous Subsection) and the cavity shape at different
water temperatures, and comparing them to the predictions of theoretical
models. It was found, among other things, that the temperature depression
in the cavity is proportional to the 0.6th power of the free-stream flow ve-
locity and to the 0.44th power of the maximum cavity thickness. Tokumasu
et al.[120] carried out a set of numerical calculations on a 2D NACA 0012
hydrofoil, using a self-made sheet cavitation model taking into account the
thermodynamic effects. It was qualitatively estimated that the thermody-
namic cavitation effects in water are smaller than in liquid oxygen, because
of the weaker dependence of the vapor pressure on temperature. It was also
found that the thermal cavitation effects are almost suppressed at higher
Reynolds numbers because the pressure depression due to evaporation is
relatively small compared to the dynamic pressure. Another interesting
numerical research was conducted by Tani and Nagashima,[121] who used a
cryogenic cavitating flow solver based on a Bubble Two-phase Flow (BTF)
model. Calculations were carried out on a NACA 0015 hydrofoil to simulate
the flow around a 2D NACA 0015 hydrofoil in water, liquid nitrogen and
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Figure 1.82: Estimated lift coefficient of a 2D NACA 0015 hydrofoil, as a
function of the cavitation number, for three different working
fluids (Tani and Nagashima[121]).
liquid oxygen. The main results are shown in Figure 1.81 and Figure 1.82 It
is clear that, at the same value of the cavitation number, calculations for a
cryogenic fluid (liquid nitrogen in this case) show a quite different behavior
of the pressure coefficient and a different cavity shape (thicker and shorter);
furthermore, a significant temperature depression in the cavity is estimated,
while almost no temperature change is calculated for the case of water. The
suction performance in cryogenic fluids is significantly improved with respect
to water (as shown in Figure 1.82), but no significant difference is estimated
between liquid nitrogen and liquid oxygen.
Going to the study of thermal cavitation effects on flow instabilities in
axial inducers, a first interesting paper is the one by Zoladz.[56] Tests were
carried out in cold water and liquid oxygen on the LOX turbopump of the
American Fastrac engine. A comparison between the results in the two differ-
ent fluids, with reference to the rotating instabilities, is shown in Figure 1.83.
The frequency of rotating cavitation seems to be not affected by thermal
effects, but the intensity of oscillations is larger in liquid oxygen. The same
behavior can be observed for synchronous asymmetric cavitation. A similar
analysis was provided by Franc et al.,[122] who conducted tests on a four
bladed inducer in Freon R114 at two different temperatures (20◦C and 40◦C).
The waterfall plots of the power spectra of the inlet pressure fluctuations
obtained in these experiments are shown in Figure 1.84. An alternate blade
cavitation and a rotating cavitation are evident, and it can be clearly observed
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Figure 1.83: Normalized frequency (for rotating cavitation, top) and inten-
sity of oscillations (bottom), as functions of the suction specific
speed, for tests carried out in water (closed symbols) and liquid
oxygen (open symbols) on the LOX turbopump of the Fastrac
engine (Zoladz[56]).
that their onset point shifts towards a lower cavitation number at higher
temperature.
A set of interesting analyses have been conducted by Yoshida et al.[123]–[125]
In the first paper, they focus on the cavity length and the temperature de-
pression measured in a 3-bladed inducer in cold water and liquid nitrogen at
80 K. it was found, as well known, that the thermodynamic cavitation effect
is a function of the cavity length. The temperature depression is smaller
when the cavity is shorter; when the cavity length develops over the throat,
the temperature depression increases considerably. They also found that the
temperature depression is limited when the temperature in the cavity ap-
proaches the temperature of the triple point: in this conditions the cavitation
performance begins to deteriorate and the head breakdown is observed. A
theoretical confirmation of these experimental findings, obtained by means of
a 2D analytical model of flat plate cavitation applied to a cascade and includ-
ing thermal effects, has been recently provided by Watanabe et al. (2008).
In the second paper (Yoshida et al.[124]), experiments on the same 3-bladed
inducer were conducted in cold water as well as in liquid nitrogen at different
temperatures (76 K and 80 K). Three main instabilities were observed in the
inducer: a sub-synchronous rotating cavitation, a surge mode and a cavita-
tion surge. The influence of thermal effects on these instabilities is clearly
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Figure 1.84: Waterfall plots of the power spectra of inlet pressure fluctua-
tions in a 4-bladed inducer tested in Freon R114 at two different
temperatures, rotating speed 5500 rpm and at design flow rate
(Franc et al.[122]).
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Figure 1.85: Left: waterfall plots of the power spectra of mid-chord pressure
fluctuations in a 3-bladed inducer, at a flow coefficient slightly
higher than the design value, in water (296 K, 7500 rpm) and
liquid nitrogen (80 K, 18300 rpm). Right: Field of existence
of different cavitation instabilities, as a function of the cavita-
tion number, in water and in liquid nitrogen at two different
temperatures (Yoshida et al.[124]).
shown in Figure 1.85, where the waterfall plots of power spectra of mid-blade
pressure fluctuations are shown for the tests in water and in liquid nitrogen
at 80 K. The fields of existence of the different instabilities, as functions of
the cavitation number, are also shown on the right hand side of Figure 1.85.
It can be observed that the cavitation surge and the surge mode instability
completely disappear in tests in liquid nitrogen; furthermore, the onset of
the subsynchronous rotating cavitation tends to be shifted towards a lower
cavitation number when thermal cavitation effects are present.
Another paper (Yoshida et al.[125]) shows the influence of thermal cav-
itation effects on the synchronous asymmetric cavitation, by comparing ex-
perimental results on the same 3-bladed inducer at different liquid nitrogen
temperatures. It was found that the cavity length for this instability is not
significantly affected by temperature, but the onset cavitation number of the
instability is shifted towards lower values at higher temperatures, where the
thermal effects are more significant. Finally, some experimental results ob-
tained at Alta S.p.A. have been also presented by Cervone et al.[30] They
conducted tests on a commercial axial inducer in cold and hot water (up to
70◦C), comparing the characteristics and field of existence of the detected
instabilities in both cases. The most interesting results of the research were
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the following:
• a “rotating stall cavitation” (or rotating choke) instability detected in
the inducer seemed to be not affected in any way by the temperature,
showing the same field of existence, intensity and frequency of oscilla-
tions;
• a violent surge instability, detected on the inducer at a frequency of 1
Hz and low values of the flow coefficient, seemed to disappear almost
completely at higher temperatures;
• a cavitation surge instability, which was detected at cavitation numbers
near the breakdown, appeared with weaker intensity at higher temper-
atures, shifting towards higher values of the cavitation number.
1.5 Objectives of the Present Research
The previous sections have stated the importance of a deep understanding of
the internal flow in order to effectively design a space rocket inducer. More-
over, the need for an experimental approach in the study of the cavitating
performance and the instabilities that may rise as a consequence of the oc-
currence of cavitation or due to rotordynamic forces has been highlighted.
The literature review has revealed the presence of few 3D theoretical mod-
els capable of rapidly predicting the performance of axial inducers in order
to provide indications for the preliminary design of the machine. Following
that direction, the goals of the present research with respect to internal flows
were:
• the analytical study of the 3D flow inside an unshrouded axial inducer;
• the definition of a plausible geometry of the inducer;
• the theoretical evaluation of the noncavitating pumping performance.
The literature survey has also shown that the only affordable approach in
the study of the cavitating behavior of an inducer is the experimental one. In
particular, several semi-empirical scaling criteria for thermal cavitation sim-
ilarity have been identified. The objectives of the research on the cavitating
performance were:
• the experimental evaluation of the cavitating performance at different
operating conditions (at design and off-design) for different inducer ge-
ometrical configurations (number of blades, stagger angle, clearance
between the casing and the inducer) in water at different temperatures;
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• the identification of the thermal cavitation effects;
• the application of a suitable similarity law for thermal cavitation scal-
ing.
The huge amount of literature on the cavitation-induced flow instabilities
has confirmed the importance of this topic in the development of an inducer
for space rocket applications. The research goals in this field were:
• the individuation and identification with respect to the current litera-
ture of the main cavitation-induced flow instabilities by means of the
spectral analysis;
• the analysis of the influence of the inducer geometry, the clearance, the
operating conditions and the temperature on such instabilities;
• the study of the thermal cavitation effects on the cavitation-induced
flow instabilities.
Finally, a lack of experimental data on the rotordynamic forces in in-
ducer, especially in cavitating regime, has been revealed by the literature
survey. Therefore, an experimental campaign were carried out to understand
these forces and the related instabilities. In particular, the objectives of the
research in the rotordynamic field were the following:
• to investigate the fluid-induced rotordynamic forces in whirling un-
shrouded inducers at different flow coefficient for forward and reverse
whirl;
• to investigate the influence of cavitation on the rotordynamic forces
experienced by the inducer at various cavitation numbers and flow co-
efficients;
• the study of the effects of the temperature on the fluid-induced rotor-
dynamic forces both in cavitating and noncavitating conditions.
Chapter 2
Experimental Apparatus
The experimental campaign reported in this thesis was carried out using
ALTA’s test facility specifically designed for conducting experimental inves-
tigations on virtually any kind of fluid dynamic phenomena relevant to high
performance turbopumps under cavitating and noncavitating regimes. The
main components and features of the facility have been briefly outlined in
this section. Further details of the facility can be obtained from Raposelli
et al.,[126] Cervone,[127], [128] Milani,[129] Saggini,[130] Testa[131] and Torre.[132]
The test facility is mainly a pump loop that is closed to the atmosphere and
operates in water at temperatures up to 90◦C. For the purpose of the current
work, the several devices that equip the facility have been divided in three
subsystems in order to highlight the relevant fluid dynamic phenomenon that
they are going to investigate: the cavitating/noncavitating performance, the
cavitation-induced instabilities and the fluid-induced rotordynamic forces.
2.1 Cavitating Pump Test Facility
As shown in Figure 2.1, the Cavitating Pump Test Facility (CPTF) is basi-
cally a closed, water recirculating pump loop equipped with temperature and
flow control systems and measurement devices. The major components of this
facility are depicted in Figure 2.2. The pump impeller is mounted within the
loop and it is the primary source of recirculating flow in the loop. The main
motor that drives the impeller is a brushless one, mod. FASF3V8029, pro-
duced by MOOG. Its maximum power is 30 kW and its maximum torque is
30 Nm, which can be given at practically every rotating speed between 0 and
3000 rpm. A dedicated electronic drive controls the motor either in torque,
in position (with a maximum error of 1◦) or in velocity (with a maximum
error of 3 rpm). Furthermore, the main engine can be electronically coupled
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Figure 2.1: Picture of the Cavitating Pump Test Facility.
with another “auxiliary” motor in order to regulate the rotating speed ratio
of the two motors on a subsynchronous, synchronous or supersynchronous
value, positive or negative. The main motor is connected to the pump shaft
by means of an omokinetic coupling, able to provide an elevated torsional
stiffness and to compensate radial and angular misalignments between the
two shafts. The temperature and pressure of the working fluid can be regu-
lated inside the reservoir. In fact, the water can be heated by means of a 5
kW electrical resistor installed inside the tank, which gives the possibility to
reach temperatures up to 90 ◦C, or refrigerated by means of a heat exchanger
having a 3 m2 exchange surface. Moreover, an air-bag installed inside the
tank is used as a regulator for the working fluid pressure inside the reservoir,
by means of the pressurization/depressurization circuit. Finally, the dimen-
sions of the tank, 500 litres, give the possibility to provide evacuation of a
large part of the air bubbles in the working fluid. The regulation of the mass
flow rate inside the circuit is obtained by means of a silent throttle valve
which is a non-conventional item, whose peculiarity is to create the pressure
drop in the working fluid without generating cavitation nucleii. This device
allows for reducing vibrations and erosion problems and, at the same time,
reducing the amount of vapour bubbles in the water loop and at the inlet
of the test pump. At the end of the suction line, just before the test sec-
tion, there is a transparent housing made of Plexiglas in order to consent
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Figure 2.2: Schematic top view of the Cavitating Pump Test Facility.
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Figure 2.3: Inducer installation for flow visualization experiments.
visualization of the cavitating flow in axial inducers. The transparent inlet
section is also used for the installation of piezoelectric transducers for un-
steady pressure measurements in the CI2TF configurations. Another optical
access to the test pump is attainable through a transparent window located
at the beginning of the suction line. Two electromagnetic flow meters provide
non-intrusive measurement of the flow rate in the suction and discharge lines
of the facility (mod. 8732C by Fisher-Rosemount, range 0-100 l/s, accuracy
0.5% FS). Several pressure taps are located along the suction and discharge
lines in order to evaluate the pumping performance of the test impellers. As
shown in Figure 2.2, the low pressure tap, named “IPT1”, has been located
on the suction line about 6 inducer diameters upstream of the blade leading
edge, while the high pressure tap “OPT2” has been placed on the discharge
line at about 2.5 duct diameters downstream of the test chamber connection.
Figure 2.3 reports the location of two other pressure taps (low pressure tap,
“IPT2”, and high pressure tap, “OTP1”) placed nearer to the test inducer.
The pressure taps on the suction line have been equipped by two Druck, model
PMP 1400, 0-1.5 bar operating range, 0.25% precision class absolute pres-
sure transducers. Two redundant differential pressure transducers (Kulite,
model BMD 1P 1500 100, 0-100 psid operating range, 0.1% precision class;
Druck, model PMP 4170, 0-1 bard operating range, 0.08% precision class),
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Figure 2.4: Inducer installation in the CPTF for pumping performance mea-
surements.
have been used to measure the pressure rise across the inducer. The choice of
the high and low pressure taps, to which the differential pressure transducers
are connected, depends on the purpose of the test and it will be clarified
before each experimental campaign.
2.1.1 Current Test Section
Figure 2.4 shows a rendering of the test section assembly for carrying out the
characterization of the pumping performance under cavitating/noncavitating
regime. The inducer (part 3) interfaces with the conical ending of a hollow
shaft (part 4) which is coupled with the conical ending of the driving shaft.
The hollow shaft internally contains a screwed component (part 1) which
is coupled, on one side with a threaded hole realized in the driving shaft
and on the other side with a nut (part 8) which is tightened for retaining the
inducer and transferring it the motion by friction of the conical surfaces. The
discharge of the flow into the test chamber is obtained by a constant-section
duct formed by the parts 5 (internal wall of the duct, named “volute”) and 7
(external wall of the duct, named “inlet duct”). The hollow “volute” (part 5)
is fixed to the shaft (part 4) by means of a ferrule (part 6). A semi elliptic
shaped nose (part 2) is directly screwed on part 1 and placed in front of the
inducer for allowing a more regular flow entering the blading. In order to be
sure to avoid air pockets inside the “volute” a series of holes has been done to
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fill the internal volume during the filling of the water ring. The inducer casing
is a transparent Plexiglas tube (part 9) which allows optical visualization of
the cavitation. Two different configurations of this component are available:
the first, without any kind of pressure taps, is used for the characterization
of the pumping and suction performance of the inducer and for the optical
characterization of cavitation, the second presents three series of 8 pressure
taps for flush-mounted piezoelectric pressure transducers at the inducer inlet,
outlet and mid-chord and it is used for the characterization of the cavitation-
induced instabilities. Two set of transparent housings have been used for
the current research in order to investigate the performance of the inducers
at different values of the tip radial clearance between the blades and the
Plexiglas: an high clearance casing set with nominal clearance equal to 2 mm
and a low clearance casing set with 0.8 mm nominal clearance.
2.1.2 Data Acquisition System
The data coming from the sensors and transducers installed in the facility
are acquired and transferred to a Personal Computer by means of a National
Instruments acquisition board mod. 6024E PCI, able to acquire 8 analogical
and 8 digital channels at a maximum scan rate of 250 kS/s. The acquisition
board is connected to a SCXI 1520 module for the conditioning and the
filtering of the acquired signal. The water temperature is measured by a
digital thermometer based on a PT 100 probe installed inside the main tank.
The outputs of the electromagnetic flow meters are acquired by means of a
Picotest precision multimeter and transferred to the Personal Computer.
2.2 Cavitation Induced Instabilities Test Facility
The CI2TF (Cavitating Induced Instabilities Test Facility) refers to the de-
vices used for the characterization of the flow instabilities generated by the
test pump, both in cavitating or noncavitating conditions. The flow insta-
bilities can be characterized by measuring the pressure oscillations near the
test pump, which is typically an axial inducer because the most significant
(and dangerous) instabilities have been historically observed on this kinds
of pumps. In this configuration the inducer is installed in such a way to be
completely contained by the transparent Plexiglas inlet section, as shown in
Figure 2.4. It is so possible to provide optical access to the inducer blades, in
order to observe and characterize cavitation inception and development on
them, and to install the piezoelectric transducers for the acquisition of the
pressure oscillations on the walls of the Plexiglas tube. The pressure fluc-
tuations are analyzed equipping the inlet section with flush-mounted piezo-
electric pressure transducers (PCB M112A22, ICP voltage mode-type, 0.1%
2.2 Cavitation Induced Instabilities Test Facility 123
Figure 2.5: Schematic drawing of the M112A22 piezoelectric transducers
(left) and detail of their installation on the Plexiglas inlet sec-
tion (right).
class, see Figure 2.5) located at different axial stations: inducer inlet, outlet
and at the middle of the axial chord of the blades for instance. The main
features of the PCB transducers are: the capability to measure unsteady
pressures generated by turbulence, acoustic phenomena and cavitation; the
excellent robustness; a dynamic range: from 0.007 to 345 kPa; a maximum
operating pressure: 3450 kPa; an operational temperature range: from -73
◦C to 135 ◦C; a minimum observable frequency: 0.5 Hz; a maximum ob-
servable frequency: 250 kHz. The piezoelectric effect can be used only for
measurement of dynamic (unsteady) signals. This is because a steady driving
force generates a slowly decaying signal and, as a consequence, a piezoelec-
tric transducer acts as a filter which cuts off low frequency signals. At the
inlet axial station at least two transducers are mounted with a given angular
spacing, in order to cross-correlate their signals for coherence and phase anal-
ysis. As a result, waterfall plots of the power spectral density of the pressure
fluctuations are obtained as functions of the cavitation number, in order to
identify the presence of instabilities. The axial or azimuthal nature of the
detected instabilities (and, in the second case, the number of rotating cells
involved) is determined by means of cross-correlation of the pressure signals
from different locations.
2.2.1 Current Test Section
In the current research, the analysis of the cavitation-induced instabilities
has been performed both at high and low clearance. Therefore, two different
transparent housings have been designed and integrated within the test facil-
ity. Figure 2.6 shows a picture of the Plexiglas inlet section that corresponds
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Figure 2.6: The transparent housing with c% = 6.8% instrumented with the
piezoelectric pressure transducers (left) and a frontal view of the
DAPAMITO3 inducer inside the facility test chamber (right).
to the tip clearance/mean blade height ratio equal to 6.8%. The transpar-
ent Plexiglas has been instrumented with eight flush-mounted piezoelectric
pressure transducers, located at three axial stations: six at the flow inlet
section 45 deg spaced, one at the outlet section and one in the inducer blade
channels. On the other hand, the inlet section with c% = 2.7% has been
still instrumented with eight flush-mounted piezoelectric pressure transduc-
ers but they have been located only at two axial stations: six at the flow inlet
section 45 deg spaced and two just in correspondence of the blade tip at the
leading edge as shown in Figure 2.7. The distance between the transducers
placement at the inlet station and the blade tip is the same used in the pre-
vious configuration (33.7 mm) in order to compare the results obtained with
different clearances. The placement of a couple of PCB transducers just on
the blade tip was aimed at taking higher pressure oscillation signals but it
has been experimentally demonstrated that, although generally the pressure
signals are amplified, the rotor passage just behind the transducer increases
the noise level; due to this drawback and since the frequencies content is
the same, it has been decided to proceed with the analysis of the inlet PCB
transducers.
2.2.2 Data Acquisition System
Signals from the piezoelectric transducers are acquired and conditioned by
means of a 8-channels National Instruments module, mod. SCXI 1531. Each
input channel includes a programmable AC instrumentation amplifier, 4-
pole Bessel lowpass filter, and excitation current source. These modules also
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Figure 2.7: The transparent housing with c% = 2.7% instrumented with the
piezoelectric pressure transducers (right) and a frontal view of the
DAPAMITO4 inside the facility test chamber (left).
offer simultaneous sampling to preserve interchannel phase relationships. The
4-pole Bessel lowpass filter, that provide a sharp cutoff while maintaining
interchannel phase information, has been programmed for 2.5 kHz.
2.3 Cavitating Pump Rotordynamic Test Facility
The key components of the Cavitating Pump Rotordynamic Test Facility
(CPRTF) designed to investigate fluid-induced rotordynamic forces are shown
in Figure 2.8. In order to perform forced vibration experiments on whirled
impellers, an eccentric drive mechanism imposes a circular whirl orbit on the
basic main shaft rotation. The generation of the eccentricity is based on a
two-shaft mechanism. The shafts are mounted one inside the other and the
eccentricity can be regulated in the range between 0 and 2 mm by means
of two eccentric holes, whose relative angular position can be finely adjusted
before each rotordynamic test (for further details see Cervone[128]). The whirl
motion is generated by an auxiliary motor driving the external shaft, while
the impeller rotation is imparted by connecting the internal shaft to the main
motor with an omokinetic coupling. The transmission of the whirl motion
from the auxiliary motor to the external shaft is obtained by a belt, as shown
in Figure 2.9. As for the main motor, the auxiliary is brushless-type and pro-
duced by Moog, mod. FASF2V4030 (see Figure 2.9). The maximum power
is 5.6 kW and the maximum torque is 18 N, with a rotating speed rang-
ing from 0 to 3000 rpm. The rotating dynamometer consists of two flanges
connected by four square cross-section posts acting as flexible elements the
deformation of which is measured by semiconductor strain gauges arranged
in 10 full Wheatstone bridges (Figure 2.10). The outputs of the Wheatstone
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Figure 2.8: Cut-off drawing of the CPRTF test section.
Figure 2.9: The auxiliary motor with the CPRTF omokinetic coupling (left)
and detail of the transmission belt (right).
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Figure 2.10: The rotating dynamometer (left) and detail of one of the mea-
suring posts (right).
bridges have been routed out from the rotating force balance through a slip
ring assembly, as shown in Figure 2.11. The readouts of the angular po-
sition and rotational speed of the main and secondary engines for the data
acquisition system have been obtained by means of two contrast sensors (see
Figure 2.12).
2.3.1 Current Test Section
Figure 2.13 shows a rendering of the test chamber assembly used for the
experimental campaign. The rotating dynamometer (part 10) is placed be-
tween the inducer and the driving shaft. The inducer is therefore suspended
for the measurement of the rotor forces. In order to reduce the cantilever
effects, the inducer has been recessed with respect to the optical access to
the test section inlet. In this configuration the inducer blades are contained
within the “inlet duct” (part 8). A nominal clearance of 2 mm allows for
accommodating whirl eccentricities sufficiently large for generating measur-
able rotordynamic forces. The inducer is connected to the conical interface
of the dynamometer (part 6) by means of a male/female conical endings
adapter (part 4). A screwed component (part 1) is coupled on one side with
a threaded hole machined in the conical interface of the dynamometer and on
the other side with a nut (part 7). The relative positions of the inducer (part
3) on the adapter (part 4) and of the adapter on the dynamometer interface
(part 6) are guaranteed by means of two pins. The “radial diffuser” (part 5)
has been mounted on the test section in order to reduce the suspended mass
and minimize the interference with the measurement of the forces acting on
the inducer. In order to avoid water sloshing effects in the inducer assembly
(e.g. within the nose (part 2), between the inducer and part 1 or between
part 1 and part 4) the upstream nose and the conical mounts of the inducer
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Figure 2.11: Picture of the eccentric drive mechanism and the other devices
used together with the rotating dynamometer for measuring the
rotordynamic forces.
Figure 2.12: Contrast sensors for measuring the absolute angular positions of
the driving shaft (left) and of the eccentric shaft which generates
the whirl motion (right).
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Figure 2.13: Rendering of the test chamber assembly in the rotordynamic
configuration (CPRTF) used for the test campaign.
have been sealed by means of o-rings.
2.3.2 Data Acquisition System
The data coming from the 10 full Wheatstone bridges integrated inside the
dynamometer are acquired and transferred to a Personal Computer by means
of a National Instruments acquisition board PCI mod. 6024E. The acquisition
board is connected to a NI SCXI 1520 module for the conditioning and the
filtering of the acquired signal. Each channel of the NI SCXI 1520 module
has an independent 0 to 10 V programmable excitation source with remote
sense per channel. The excitation used in the experiments for all the bridges
is 10 V.
2.3.3 Rotating Dynamometer and its Static Calibration
The rotating dynamometer is the main component of the CPRTF, which
makes this configuration of the facility particularly powerful and consents
the measurements of rotordynamic forces and moments acting on the test
pump. The dynamometer is a custom-designed item realized in just one
piece of phase hardening steel AISI PH 17-4 and comprises two flanges con-
nected by four square cross-section posts acting as flexing elements. Their
deformation is sensed by 40 semiconductor strain gauges (Micron, mod. SS-
060-033-1000P-S4, 500 Ω, 155 gauge factor) arranged in 10 full Wheatstone
bridges, which provide redundant measurements of the forces and moments
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Figure 2.14: Reference frame and “forces” designation used in the calibration
(left); bridges designations and components of force and mo-
ment which they are mainly sensitive to (right).
acting on the impeller. Each bridge is temperature self-compensated and,
for increased precision, has separate bipolar excitation and read-out. The
sizing of the sensing posts trades off sensitivity against structural resistance,
operational stability and position control (stiffness). Ten strain gauges are
installed on each post: 4 at 14 length and 4 at
3
4 length for the measurement
of torque and radial forces, while the other 2 strain gauges are in the central
section of the post, on two opposite sides, for the measurement of the axial
force. Figure 2.14 (left) shows the rotating reference frame and the loads
nomenclature used for the calibration of the dynamometer (the red numbers
refer to the posts designation). Figure 2.14 (right) reports the bridges des-
ignation and the components of force and moment which they are mainly
sensitive to. The correlation between the voltage outputs of the Wheatstone
bridges and the forces and moments applied on the dynamometer can be
expressed as
V = A · F (2.1)
where
V = {v1, v2, . . . , v10} is the vector of the voltage outputs,
F = {F1, F2, F3, F4, F5, F6} = {Fx, Fy,Mx,My,Mz, Fz} is the vector of the
applied loads,
A is the calibration matrix which has to be experimentally determined. The
sixty coefficients ai,j (i = 1, 2, . . . , 10; j = 1, 2, . . . , 6) of the calibration matrix
can be obtained applying six linearly independent loading conditions F (i)
(i = 1, . . . , 6). This allows for writing a linear system of sixty equations in
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the sixty unknowns ai,j :
a
(1)
1,1 · F (1)1 + a(1)1,2 · F (1)2 + . . .+ a(1)1,6 · F (1)6 = v(1)1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a
(1)
10,1 · F (1)1 + a(1)10,2 · F (1)2 + . . .+ a(1)10,6 · F (1)6 = v(1)10
F (1)
a
(2)
1,1 · F (2)1 + a(2)1,2 · F (2)2 + . . .+ a(2)1,6 · F (2)6 = v(2)1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a
(2)
10,1 · F (2)1 + a(2)10,2 · F (2)2 + . . .+ a(2)10,6 · F (2)6 = v(2)10
F (2)
a
(3)
1,1 · F (3)1 + a(3)1,2 · F (3)2 + . . .+ a(3)1,6 · F (3)6 = v(3)1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a
(3)
10,1 · F (3)1 + a(3)10,2 · F (3)2 + . . .+ a(3)10,6 · F (3)6 = v(3)10
F (3)
a
(4)
1,1 · F (4)1 + a(4)1,2 · F (4)2 + . . .+ a(4)1,6 · F (4)6 = v(4)1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a
(4)
10,1 · F (4)1 + a(4)10,2 · F (4)2 + . . .+ a(4)10,6 · F (4)6 = v(4)10
F (4)
a
(5)
1,1 · F (5)1 + a(5)1,2 · F (5)2 + . . .+ a(5)1,6 · F (5)6 = v(5)1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a
(5)
10,1 · F (5)1 + a(5)10,2 · F (1)2 + . . .+ a(5)10,6 · F (5)6 = v(5)10
F (5)
a
(6)
1,1 · F (6)1 + a(6)1,2 · F (6)2 + . . .+ a(6)1,6 · F (6)6 = v(6)1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a
(6)
10,1 · F (6)1 + a(6)10,2 · F (6)2 + . . .+ a(6)10,6 · F (6)6 = v(6)10
F (6)
(2.2)
In order to account for measurement errors and to verify the linear behaviour
of the voltage outputs with respect to the applied loads, the six linearly inde-
pendent loading conditions F (i) (i = 1, . . . , 6) have been repeated with differ-
ent intensities of the applied load (see next section) and the elements of the
calibration matrixA have been obtained by means of the least squares method
as reported in the next sections. It has to be noted that, as a consequence
of the redundant measurement of the forces and moments, the dynamometer
calibration matrix is not a square one but has 10x6 elements (10 Wheatstone
bridges, 6 measured components of forces and moments). Considering the k-
th sample, the data acquisition system returns the measured voltages vector
V (k) = {v(k)1 , v(k)2 , v(k)3 , . . . , v(k)10 }; theoretically, the forces could be extracted
as
F (k) = C · V (k) (2.3)
where C should be the inverse of matrix A. Since A is rectangular, it cannot
be inverted. In absence of measurement errors is
V −A · F = 0 (2.4)
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Figure 2.15: Rendering (left) and picture (right) of the test bench used for
the calibration.
Practically, F can be approximated by the vector that minimizes the quadratic
error (hence solving a minimization problem by means of the least squares
method):
min
F
(
V −A · F )2 (2.5)
Calibration Procedure
The calibration of the dynamometer has been carried out in the Cavitation
Laboratory at ALTA S.p.A. by means of a dedicated test bench showed in
Figure 2.15. In the test bench, the dynamometer is fixed, through the conical
interface, to a blocking part (see Figure 2.16) which is fixed to a stable bench
by means of a plate and four tie-rods. In the blocking part there are four
holes that allow the wires to pass. A pulley (see Figure 2.16) is connected to
the dynamometer by means of a shaft (see Figure 2.16) which represents the
cantilever for the application of the calibrated masses. Two different values
of the arm can be easily obtained inverting the assembly of the pulley (see
Figure 2.17). The set of six linearly independent loading conditions applied
for calibrating the dynamometer can be expressed by the matrix F in which
each column represents one loading condition, as follows:
F =

Fx Fx Fx 0 0 0
0 0 0 Fy Fy 0
0 0 0 M
(b)
x M
(a)
x 0
M
(b)
y M
(a)
y M
(a)
y 0 0 0
Mz Mz −Mz Mz Mz 0
0 0 0 0 0 Fz

(2.6)
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Figure 2.16: The support which connects the dynamometer and the bench
(left); the pulley (center) and the shaft which connects the pulley
to the dynamometer (right).
Figure 2.17: The two different configurations of the pulley assembly (a: short
arm, b: long arm).
where the apices (a) and (b) refer respectively to long and short arms con-
figurations reported in Figure 2.17. Figure 2.18 shows the schematics of the
loading conditions. Rotating the blocking part by 90 deg steps, it is possi-
ble to change the sign of the applied load P . Considering as the reference
force in the x, y plane the centrifugal one, a maximum load P of 30 kg has
been chosen for the calibration. In fact considering a suspended mass of 5
kg, a maximum rotational speed of 2000 rpm and a maximum eccentricity of
the whirl motion of 1.5 mm, the resultant centrifugal force is about 329 N.
The calibration masses have been weighed by means of a precision scale (see
Table 2.1). Table 2.2 and Table 2.3 summarize the loading conditions used
for the calibration. The columns report respectively: the value of the added
mass M ; the value of the load P ; the nominal value of the force and mo-
ment components (Fx, Fy,Mx,My,Mz, Fz); the I.D. code of the test, where
the first number identifies the column of the matrix F and, consequently, the
loading condition as previously defined, the second letter identifies the differ-
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Figure 2.18: Schematics of the six linearly independent loading conditions.
I.D. M [kg]
M1 4.983
M2 5.032
M3 4.911
M4 5.044
M5 4.946
M6 5.073
Table 2.1: The calibration masses.
ent intensity of the resultant load P and the last digit reports the orientation
of the applied load P w.r.t. the positive direction of the vertical axis. Each
test has been carried out according to the following procedure: acquisition
of the bridges voltage without load (tare signals); application of the load P ;
acquisition of the bridges voltage after the application of the load P (gross
signals); average of the tare signal for each bridge; average of the gross signal
for each bridge; computation of the net signal for each bridge. During the
calibration phase, the mean ambient temperature has been 20.4◦C and the
signals have been acquired for 10 s at 200 sps sample rate. The last typol-
ogy of load has been applied two times in order to increase the experimental
points for the evaluation of Fz. So the overall collected loading conditions
have been 72.
Least-Squares Method for the Evaluation of the Calibration Matrix A
Although the previous method is mathematically exact, data are generally
not exact because they are subject to measurement errors. Typical data never
exactly fit the correct model and, consequently, the evaluation of the matrix
A is affected by errors that could be not negligible. A better approach is the
choice of a figure of merit function that measures the agreement between the
data and the model with a particular choice of the parameters. In particular,
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M P Fx Fy Mx My Mz Fz I.D.
[kg] [kg] [N] [N] [Nm] [Nm] [Nm] [N]
4.983 4.983 48.88 0 0 4.96 4.89 0 1A+
5.032 10.015 98.25 0 0 9.97 9.82 0 1B+
4.911 14.926 146.42 0 0 14.86 14.64 0 1C+
5.044 19.97 195.91 0 0 19.88 19.59 0 1D+
4.946 24.916 244.43 0 0 24.81 24.44 0 1E+
5.073 29.989 294.19 0 0 29.86 29.42 0 1F+
4.983 4.983 -48.88 0 0 -4.96 4.89 0 1A-
5.032 10.015 -98.25 0 0 -9.97 9.82 0 1B-
4.911 14.926 -146.42 0 0 -14.86 14.64 0 1C-
5.044 19.97 -195.91 0 0 -19.88 19.59 0 1D-
4.946 24.916 -244.43 0 0 -24.81 24.44 0 1E-
5.073 29.989 -294.19 0 0 -29.86 29.42 0 1F-
4.983 4.983 48.88 0 0 8.87 4.89 0 2A+
5.032 10.015 98.25 0 0 17.83 9.82 0 2B+
4.911 14.926 146.42 0 0 26.58 14.64 0 2C+
5.044 19.97 195.91 0 0 35.56 19.59 0 2D+
4.946 24.916 244.43 0 0 44.36 24.44 0 2E+
5.073 29.989 294.19 0 0 53.40 29.42 0 2F+
4.983 4.983 -48.88 0 0 -8.87 4.89 0 2A-
5.032 10.015 -98.25 0 0 -17.83 9.82 0 2B-
4.911 14.926 -146.42 0 0 -26.58 14.64 0 2C-
5.044 19.97 -195.91 0 0 -35.56 19.59 0 2D-
4.946 24.916 -244.43 0 0 -44.36 24.44 0 2E-
5.073 29.989 -294.19 0 0 -53.40 29.42 0 2F-
4.983 4.983 48.88 0 0 8.87 -4.89 0 3A+
5.032 10.015 98.25 0 0 17.83 -9.82 0 3B+
4.911 14.926 146.42 0 0 26.58 -14.64 0 3C+
5.044 19.97 195.91 0 0 35.56 -19.59 0 3D+
4.946 24.916 244.43 0 0 44.36 -24.44 0 3E+
5.073 29.989 294.19 0 0 53.40 -29.42 0 3F+
4.983 4.983 -48.88 0 0 -8.87 -4.89 0 3A-
5.032 10.015 -98.25 0 0 -17.83 -9.82 0 3B-
4.911 14.926 -146.42 0 0 -26.58 -14.64 0 3C-
5.044 19.97 -195.91 0 0 -35.56 -19.59 0 3D-
4.946 24.916 -244.43 0 0 -44.36 -24.44 0 3E-
5.073 29.989 -294.19 0 0 -53.40 -29.42 0 3F-
Table 2.2: Loading conditions (1,2,3) used for the calibration of the dy-
namometer.
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M P Fx Fy Mx My Mz Fz I.D.
[kg] [kg] [N] [N] [Nm] [Nm] [Nm] [N]
4.983 4.983 0 48.88 -4.96 0 4.89 0 4A+
5.032 10.015 0 98.25 -9.97 0 9.82 0 4B+
4.911 14.926 0 146.42 -14.86 0 14.64 0 4C+
5.044 19.97 0 195.91 -19.88 0 19.59 0 4D+
4.946 24.916 0 244.43 -24.81 0 24.44 0 4E+
5.073 29.989 0 294.19 -29.86 0 29.42 0 4F+
4.983 4.983 0 -48.88 4.96 0 4.89 0 4A-
5.032 10.015 0 -98.25 9.97 0 9.82 0 4B-
4.911 14.926 0 -146.42 14.86 0 14.64 0 4C-
5.044 19.97 0 -195.91 19.88 0 19.59 0 4D-
4.946 24.916 0 -244.43 24.81 0 24.44 0 4E-
5.073 29.989 0 -294.19 29.86 0 29.42 0 4F-
4.983 4.983 0 48.88 -8.87 0 4.89 0 5A+
5.032 10.015 0 98.25 -17.83 0 9.82 0 5B+
4.911 14.926 0 146.42 -26.58 0 14.64 0 5C+
5.044 19.97 0 195.91 -35.56 0 19.59 0 5D+
4.946 24.916 0 244.43 -44.36 0 24.44 0 5E+
5.073 29.989 0 294.19 -53.40 0 29.42 0 5F+
4.983 4.983 0 -48.88 8.87 0 4.89 0 5A-
5.032 10.015 0 -98.25 17.83 0 9.82 0 5B-
4.911 14.926 0 -146.42 26.58 0 14.64 0 5C-
5.044 19.97 0 -195.91 35.56 0 19.59 0 5D-
4.946 24.916 0 -244.43 44.36 0 24.44 0 5E-
5.073 29.989 0 -294.19 53.40 0 29.42 0 5F-
4.983 4.983 0 0 0 0 0 -48.88 6A-
5.032 10.015 0 0 0 0 0 -98.25 6B-
4.911 14.926 0 0 0 0 0 -146.42 6C-
5.044 19.97 0 0 0 0 0 -195.91 6D-
4.946 24.916 0 0 0 0 0 -244.43 6E-
5.073 29.989 0 0 0 0 0 -294.19 6F-
Table 2.3: Loading conditions (4,5,6) used for the calibration of the dy-
namometer.
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the adjustable parameters that should be found are the elements, ak, of the
matrix A.
V = A · F ⇔

V1
V2
V3
V4
V5
V6
V7
V8
V9
V10

=

a1 a2 a3 a4 a5 a6
a7 a8 a9 a10 a11 a12
a13 a14 a15 a16 a17 a18
a19 a20 a21 a22 a23 a24
a25 a26 a27 a28 a29 a30
a31 a32 a33 a34 a35 a36
a37 a38 a39 a40 a41 a42
a43 a44 a45 a46 a47 a48
a49 a50 a51 a52 a53 a54
a55 a56 a57 a58 a59 a60
 ·

Fx
Fy
Mx
My
Mz
Fz
 (2.7)
The model predicts a functional relationship between the measured indepen-
dent, F , and dependent, V , variables which is linear in its sixty parameters,
ak:
vj (F ) =
60∑
k=1
akYkj (F ) with j = 1, . . . , 10 (2.8)
where vj(F ) is the j-th component of the vector V and are fixed functions
of Ykj . In each of the 72 measurements carried out with the dynamometer,
ten experimental points, (F i, [vj(F i)]), can be determined, where F i is the
vector of the forces in the i-th measurement and [vj(F i)] is the value of the
j-th component of the vector V during the i-th measurement. Therefore the
overall data points are N = 72× 10 = 720, while the adjustable parameters
are M = 60. For this linear model it is possible to apply the linear least
squares method by defining a merit function
χ2 =
N∑
i=1
{
[vj (F i)]i −
∑60
k=1 akYkj (F i)
σij
}2
(2.9)
where σij is the measurement error (standard deviation) of the data point
[vj ]i. The measurement errors are not a priori known and, thus, they are
set to the constant value σij = σ = 1. The minimum of the merit function
χ2 can be evaluated by the use of the normal equations of the least squares
problem. In the matrix form, the normal equations can be written as:
Yik =
Ykj (F i)
σij
⇔ Y
(N×M)
vi =
[vj (V i)]i
σij
⇔ v(N)
ak ⇔ a(M)

⇔ v = Y · a (2.10)
They can be solved for the vectors of parameters a by standard methods:
α
(M×M) = Y
T · Y
β
(M)
= Y T · v
⇔ α · a = β ⇔ a = α−1 · β (2.11)
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To estimate the uncertainties of the estimated parameters, it is worth notic-
ing that the diagonal elements of the normalized covariance matrix are the
variances (squared uncertainties) of the fitted parameters a. Therefore the
vector of the sample standard errors of the parameters can be computed as
σa(M) = diag
(√
χ2
N (N −M)
√
α−1
)
(2.12)
Similar to the components of the matrix A, the vector of the sample standard
errors can be organized into a matrix:
σA
(10×6) =

σa1 σ
a
2 ··· σa6
σa7 σ
a
8 ··· σa12
σa13 σ
a
14 ··· σa18
σa19 σ
a
20 ··· σa24
σa25 σ
a
26 ··· σa30
σa31 σ
a
32 ··· σa36
σa37 σ
a
38 ··· σa42
σa43 σ
a
44 ··· σa48
σa49 σ
a
50 ··· σa54
σa55 σ
a
56 ··· σa60

(2.13)
The results of the least squares method applied to the experimental mea-
surements are summarized in the evaluation of the calibration matrix A and
the sample standard error matrix σA. In the following expressions, they are
reported in [mV/N]:
A =

0.2743 −0.0105 −0.0072 0.0078 4.0478 −0.0005
−0.2806 −0.0034 −0.0008 0.0263 4.0591 0.0012
0.0042 0.2823 0.0276 −0.0026 −4.1216 0.0021
0.0064 −0.2722 −0.0184 −0.0393 −3.9870 −0.0016
0.0106 −0.2580 0.7858 0.0127 −0.0626 −0.0017
0.0244 −0.2926 −0.8797 −0.0222 −0.2521 −0.0013
−0.2985 −0.0167 −0.0016 0.8736 −0.0857 −0.0001
−0.2534 −0.0026 0.0030 −0.8040 −0.0454 0.0006
0.0004 0.0014 0.0094 −0.0042 −0.0263 −0.0198
0.0018 −0.0015 −0.0074 −0.0004 −0.0379 −0.0192
 (2.14)
σA =

0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
0.261 0.278 1.887 1.637 0.478 0.107
 (2.15)
The evaluated calibration matrix A allows for computing the vector F from
the vector V by using again the least squares method, as explained before.
To test the goodness-of-fit, the measured vectors of the forces F i have been
compared to the vectors of the forces (F i)estimated estimated by means of the
matrix A with the least squared method for the measured (V i). Considering
that the measurement error in the evaluation of F i is almost negligible (the
used balance has a standard error equal to ±DIGIT/√12 = ±0.29 ·10−4[kg]),
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it is possible to consider the F i as the real value and to evaluate the standard
errors of the estimated forces as follows:
σFestimated =
√∑L
i=1 [(Festimated)i − 1 · (Freal)i]2
L− 1 with L = 72 (2.16)
Therefore, the confidence limits at different confidence levels can be written
as
F(68.3%confidence) = Festimated ± 1 · σFestimated
F(95.0%confidence) = Festimated ± 1.9636 · σFestimated
F(95.4%confidence) = Festimated ± 2 · σFestimated
F(99.7%confidence) = Festimated ± 3 · σFestimated
(2.17)
Finally, the confidence limits for the forces and moments estimated with the
matrix A at a confidence level equal to 95% are reported in the following
expressions:
FAx(95%confidence) = F
A
x(estimated) ± 1.4 [N]
FAy(95%confidence) = F
A
y(estimated) ± 1.1 [N]
FAz(95%confidence) = F
A
z(estimated) ± 4.2 [N]
MAx(95%confidence) = M
A
x(estimated) ± 0.23 [Nm]
MAy(95%confidence) = M
A
y(estimated) ± 0.22 [Nm]
MAz(95%confidence) = M
A
z(estimated) ± 0.10 [Nm]
(2.18)
Alternative Approach: Least-Squares Method for the Evaluation of the
Calibration Matrix C
The calibration of the dynamometer consists in finding the tensorial rela-
tionship between the vector of forces, F , and the vector of voltages, V . In
the previous paragraph, the least-squares method has been used to find the
component of the matrix A that expresses the tensorial relationship between
the independent variable F and the dependent variable V , as shown in the
following equation:
V = A · F (2.19)
The least-squares method has been chosen because it guarantees a better
evaluation of the components of the matrix A in presence of measurement
errors with respect to the solution of a single system of 60 equations in 60
unknown quantities, ak, obtained from six independent loading conditions.
Now, the least-square method can be used to find the component of the
matrix C that expresses the tensorial relationship between the independent
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variable V and the dependent variable F , as shown in the following equation:
F = C · V (2.20)
Even in this case, a figure of merit function that measures the agreement
between the data and the model with a particular choice of parameters should
be minimized. In particular, the adjustable parameters that should be found
are the elements, ck, of the matrix C.
F = C · V ⇔

Fx
Fy
Mx
My
Mz
Fz
 =
[ c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
c11 c12 c13 c14 c15 c16 c17 c18 c19 c20
c21 c22 c23 c24 c25 c26 c27 c28 c29 c30
c31 c32 c33 c34 c35 c36 c37 c38 c39 c40
c41 c42 c43 c44 c45 c46 c47 c48 c49 c50
c51 c52 c53 c54 c55 c56 c57 c58 c59 c60
]
·

V1
V2
V3
V4
V5
V6
V7
V8
V9
V10

(2.21)
The model predicts a functional relationship between the measured indepen-
dent, V , and dependent, F , variables which is linear in its sixty parameters,
ck:
fj (V ) =
60∑
k=1
ckXkj (V ) with j = 1, . . . , 6 (2.22)
where fj(V ) is the j-th component of the vector F and Xkj are fixed functions
of V . In each of the 72 measurements carried out with the dynamometer,
six data points, (V i, [fj(V i)]i), can be determined, where V i is the vector
of the voltages in the i-th measurement and [fj(V i)]i is the value of the j-
th component of the vector F during the i-th measurement. Therefore the
overall data points are N = 72 × 6 = 432, while the adjustable parameters
are M = 60. For this linear model it is possible to apply the linear least
squares method by defining a merit function:
χ2 =
N∑
i=1
{
[fj (V i)]i −
∑60
k=1 ckXkj (V i)
σij
}2
(2.23)
where σij is the measurement error (standard deviation) of the data point
[fj (V i)]i. The measurement errors are not a priori known and, thus, they are
set to the constant value σij = σ = 1. The minimum of the merit function
χ2 can be evaluated by the use of the normal equations of the least squares
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problem. In the matrix form, the normal equations can be written as:
Xik =
Xkj (V i)
σij
⇔ X
(N×M)
fi =
[fj (V i)]i
σij
⇔ f
(N)
ck ⇔ c(M)

⇔ f = X · c (2.24)
They can be solved for the vectors of parameters c by standard methods:
α
(M×M) = X
T ·X
β
(M)
= XT · f
⇔ α · c = β ⇔ c = α−1 · β (2.25)
To estimate the uncertainties of the estimated parameters, it is worth notic-
ing that the diagonal elements of the normalized covariance matrix are the
variances (squared uncertainties) of the fitted parameters c. Therefore the
vector of the sample standard errors of the parameters can be computed as
σc(M) = diag
(√
χ2
N (N −M)
√
α−1
)
(2.26)
Similar to the components of the matrix C, the vector of the sample standard
errors can be organized into a matrix:
σC
(6×10) =

σc1 σ
c
2 ··· σc6
σc11 σ
c
12 ··· σc10
σc21 σ
c
22 ··· σc30
σc31 σ
c
32 ··· σc40
σc41 σ
c
42 ··· σc50
σc51 σ
c
52 ··· σc60
 (2.27)
The results of the least squares method applied to the experimental mea-
surements are summarized in the evaluation of the calibration matrix C and
the sample standard error matrix σC . In the following expressions, they are
reported in [N/mV]:
C =

0.849 −0.353 0.944 −0.514 0.825 0.642 −1.098 −1.193 −6.574 6.727
0.747 −0.561 −1.142 1.603 −3.383 −3.062 0.473 0.450 1.798 −1.640
0.102 −0.448 −0.555 0.272 0.202 −0.981 0.226 0.252 −0.119 0.079
−0.053 0.110 0.050 0.002 0.020 0.000 0.474 −0.729 −0.872 0.885
0.055 0.048 −0.154 0.020 −0.093 −0.085 −0.002 −0.005 0.194 −0.203
−0.860 −5.023 −0.807 −4.936 2.060 2.055 1.916 2.235 −16.477 −35.373

(2.28)
σC =
 0.033 0.035 0.030 0.029 0.027 0.024 0.030 0.033 0.130 0.1340.033 0.035 0.030 0.029 0.027 0.024 0.030 0.033 0.130 0.1340.033 0.035 0.030 0.029 0.027 0.024 0.030 0.033 0.130 0.134
0.033 0.035 0.030 0.029 0.027 0.024 0.030 0.033 0.130 0.134
0.033 0.035 0.030 0.029 0.027 0.024 0.030 0.033 0.130 0.134
0.033 0.035 0.030 0.029 0.027 0.024 0.030 0.033 0.130 0.134
 (2.29)
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The evaluated calibration matrix C allows for computing the vector F from
the vector V by a simple product between matrixes. To test the goodness-of-
fit, the measured vectors of the forces F i have been compared to the vectors
of the forces (F i)estimated estimated by means of the matrix C.
Considering that the measurement error in the evaluation of F i is almost
negligible (the used balance has a standard error equal to ±DIGIT/√12 =
±0.29 · 10−4[kg]), it is possible to consider the F i as the real value and to
evaluate the standard errors of the estimated forces as follows:
σFestimated =
√∑L
i=1 [(Festimated)i − 1 · (Freal)i]2
L− 1 with L = 72 (2.30)
The confidence limits at different confidence levels have been already reported
in Equation 2.17. Finally, the confidence limits for the forces and moments
estimated with the matrix C at a confidence level equal to 95% are reported
in the following expressions:
FCx(95%confidence) = F
C
x(estimated) ± 1.0 [N]
FCy(95%confidence) = F
C
y(estimated) ± 0.62 [N]
FCz(95%confidence) = F
C
z(estimated) ± 3.3 [N]
MCx(95%confidence) = M
C
x(estimated) ± 0.15 [Nm]
MCy(95%confidence) = M
C
y(estimated) ± 0.16 [Nm]
MCz(95%confidence) = M
C
z(estimated) ± 0.069 [Nm]
(2.31)
Random Tests to Evaluate the Goodness-of-Fit
The goodness-of-fit for the matrixes A and C has been tested by applying
four random loading conditions different to the experimental points used for
the calibration. Table 2.4, Table 2.5, Table 2.6 and Table 2.7 report the real
loading conditions and the estimated forces with their confidence interval for
both the calibration matrixes A and C. Both the procedures are able to
predict the applied loads with precision.
2.3.4 Preliminary Tests
In order to correctly evaluate the rotordynamic forces, it is crucial to know
with high precision the value of the mass suspended on the dynamometer
(Figure 2.19), the orientation and the intensity of the eccentricity and, fi-
nally, the value of the buoyancy in water at different temperatures. The
eccentric mechanism is design in order to introduce an eccentricity vector,
with its magnitude and direction, which is fixed in the reference frame of the
secondary engine. Therefore to evaluate the absolute position of the actual
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TEST 1 Real Values matrix A matrix C
Fx [N] 0 0.5± 1.4 −0.7± 1.0
Fy [N] −68.994 −68.3± 1.1 −69.2± 1.1
Mx [Nm] 12.522 12.48± 0.23 12.19± 0.15
My [Nm] 0 0.01± 0.22 −0.20± 0.16
Mz [Nm] 6.899 6.83± 0.10 6.833± 0.069
Fz [N] 0 1.12± 4.2 −4.1± 3.3
Table 2.4: Random test 1.
TEST 2 Real Values matrix A matrix C
Fx [N] 67.363 67.0± 1.4 67.3± 1.0
Fy [N] −65.052 −63.8± 1.1 −64.1± 1.1
Mx [Nm] 11.807 11.77± 0.23 11.68± 0.15
My [Nm] 12.226 11.99± 0.22 12.06± 0.16
Mz [Nm] 9.365 9.28± 0.10 9.307± 0.069
Fz [N] 0 −0.6± 4.2 −1.0± 3.3
Table 2.5: Random test 2.
TEST 3 Real Values matrix A matrix C
Fx [N] 106.913 106.4± 1.4 106.7± 1.0
Fy [N] −103.245 −101.7± 1.1 −101.4± 1.1
Mx [Nm] 18.739 18.70± 0.23 18.71± 0.15
My [Nm] 19.405 19.17± 0.22 19.25± 0.16
Mz [Nm] 14.863 14.74± 0.10 14.806± 0.069
Fz [N] 0 −1.9± 4.2 −2.5± 3.3
Table 2.6: Random test 3.
TEST 4 Real Values matrix A matrix C
Fx [N] 173.655 173.0± 1.4 174.2± 1.0
Fy [N] −167.697 −166.2± 1.1 −166.5± 1.1
Mx [Nm] 30.437 30.38± 0.23 30.51± 0.15
My [Nm] 31.518 31.14± 0.22 31.38± 0.16
Mz [Nm] 24.141 23.98± 0.10 24.066± 0.069
Fz [N] 0 −5.4± 4.2 −7.3± 3.3
Table 2.7: Random test 4.
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Figure 2.19: Suspended mass on the dynamometer.
rotor center in the whirl motion it is necessary to know both the position of
the secondary engine and relative position (orientation and intensity) of the
eccentricity with respect to reference frame of the secondary engine. With
some assumptions on the rotating speed of the engines, the contrast sensors
are able to measure the absolute angular positions of the main and secondary
engines. On the other hand, the relative position of the eccentricity with re-
spect to the secondary engine frame can be obtained with some preliminary
tests at concentric and eccentric motions of the rotor. In fact, if the balanced
rotor is rotated in air without whirl motion, the impeller weight is seen by
the dynamometer as a sinusoidal periodic (dynamic) lateral force. At low
rotating speed (2 rpm in the actual experiments), the aerodynamic forces are
negligible with respect to the weight and consequently the magnitude of the
response (the amplitude of the sinusoidal function of the lateral forces) can
be used to measure the suspended mass. At the same rotating speed also the
hydrodynamic forces are negligible and the same experiment performed in
water can be used to evaluate the static vertical force that is the sum of the
weight and the buoyancy and consequently also the buoyancy can be experi-
mentally measured. Table 2.8 summarizes the results of the preliminary tests
performed with the procedure above mentioned. Once the suspended mass is
known, an eccentric experiment performed in air with the main engine fixed
at a known position is able to determine the orientation and the magnitude
of the vector of the eccentricity. In fact, when the main engine is fixed the
dynamometer is fixed in the absolute frame too. In this case, the centrifugal
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SUSPENDED BUOYANCY BUOYANCY
INDUCER MASS AT 20◦C AT 50◦C
[kg] [N] [N]
DAPAMITO3 5.2 9.4 8.2
DAPAMITO4 5.2 9.3 8.0
Table 2.8: Measured suspended mass and buoyancy of the DAPAMITO3 and
DAPAMITO4 inducers.
DISCRETE | ~ | PHASE
COMBINATION [mm] [deg]
3 0 0.700 114.68
6 0 1.130 128.23
Table 2.9: Vectors of the eccentricity used during the experimental campaign.
force generated by the whirl motion is sensed by the dynamometer as a sinu-
soidal periodic lateral force. Its semi-amplitude coincides with the intensity
of the centrifugal force and, consequently, the magnitude of the eccentricity
can be directly evaluated because both the whirl speed and the suspended
mass are known quantities, while its phase can be combined with the phase of
the secondary engine measured by the contrast sensor in order to compute the
phase shift between the eccentricity and the reference frame of the secondary
engine. In Table 2.9 are reported the vectors of the eccentricity used in the
experiments described in terms of phase and absolute module in the frame
relative to the secondary engine. In the eccentricity two-shaft mechanism,
each shaft presents a toothed profile, as reported in Figure 2.20. The column
in Table 2.9 called “discrete combination” refers the relative position of the
teeth, respectively, of the inner and outer shafts that allows for a discrete
regulation of the eccentricity. The combination “0 0” nominally refers to the
concentric condition. The motion of the secondary engine is fixed with the
outer shaft and once the discrete combination is chosen the inner shaft is
fixed to the outer shaft through an “ad hoc” designed ring nut. The phase
in Table 2.9 is the angle between the eccentricity vector and the outer shaft
tooth referred as “0”. Incidentally, the mark used for detecting the position
of the secondary engine has been located at the outer shaft tooth referred as
“0”.
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Figure 2.20: Eccentricity two-shaft mechanism.
Figure 2.21: Front view (left) and side view (middle) of the DAPAMITO3
inducer; picture of the DAPAMITO3 with the nose (right).
2.4 Inducers Used for the Current Research
Two unshrouded inducers were used for the current research. These impellers,
called DAPAMITO inducers, have been design by means of a reduced order
model and procedure proposed by d’Agostino et al.[133], [134] and reported in
Section 3. They are high-head, mixed-flow inducers with tapered-hub and
variable-pitch. The geometry generated by the model is consistent with the
typical geometries and operational characteristics of modern space rocket in-
ducers. Moderate values of the blade loading and high solidities have been
chosen for reducing the leading edge cavity and improving the suction perfor-
mance. An incidence-to-blade angle ratio α/βb < 0.5 has been selected with
the aim of controlling the occurrence of surge instabilities at design flow under
cavitating conditions. Both the inducers have the same tip radius (rT = 81.0
mm), exit hub radius (rHte = 58.5 mm), axial length (L = 90.0 mm) and
fully-developed blade axial length (ca = 63.5 mm). The DAPAMITO3 and
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Figure 2.22: Front view (left) and side view (middle) of the DAPAMITO4
inducer; picture of the DAPAMITO4 with the nose (right).
DAPAMITO4 inducers respectively differ from one another in the number
of blade (three and four), in the inlet tip blade angle (γT le = 83.10 deg and
γT le = 81.10 deg) and in the hub tapering (rHle = 44.5 mm and rHle = 48.0
mm). Further details about the geometrical and operational parameters of
the DAPAMITO inducers are reported in Section 3, in particular in Ta-
ble 3.2. Figure 2.21 and Figure 2.22 respectively report some pictures of the
DAPAMITO3 and DAPAMITO4 inducers.
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Chapter 3
A Reduced Order Model for Preliminary
Design and Performance Prediction of
Tapered Inducers
The present model is based on the incompressible, inviscid, irrotational flow
approximation, where the 3D velocity field inside the blade channels is ex-
pressed as the superposition of a fully-guided axisymmetric flow with radially
uniform axial velocity and a 2D cross-sectional vorticity correction. Boundary
layer blockage is estimated by means of a suitable redefinition of the diffu-
sion factor for bladings with non-negligible radial flow and Carter’s rule[135] is
used to account for flow deviation at the inducer trailing edge. Performance
losses are evaluated by adding suitably adapted correlations of turbulent duct
losses to the inlet flow incidence losses. Model validation has been carried
out against the experimental data obtained from two space inducers tested
in the Cavitating Pump Rotordynamic Test Facility at ALTA S.p.A., as well
as from a number of inducers documented in the open literature.
3.1 Inducer Flow and Geometry
3.1.1 Flow Velocity
The incompressible, inviscid and irrotational flow through a helical inducer
with N radial blades, rotational speed Ω, constant tip radius rT , tapered
hub radius rH and variable axial pitch P and blade angle γ (as schematically
shown in Figure 3.1), is held by the equations:
∇ · u = 0 (3.1)
∇× u = 0 (3.2)
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Figure 3.1: Inducer schematic and nomenclature.
Figure 3.2: Schematic of the 2D cross-sectional slip velocity correction in the
inducer blade channels.
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Figure 3.3: Velocity triangles.
The relatively large value of the blade solidity typical of inducers designed
for controlling cavitation in highly loaded turbopumps suggests that near
design conditions (Φ ∼= ΦD) the 3D velocity u in the blade channels can
be approximated by the superposition of a fully-guided axisymmetric flow uˆ
with radially uniform axial velocity component wˆ and a 2D cross-sectional
slip velocity correction u˜ (Figure 3.2):
u = uˆ + u˜ (3.3)
With reference to the velocity triangles of Figure 3.3, for radial helical blades:
tan γ =
2pir
P
⇒
vˆ = Ωr − wˆ tan γ = Ωr − 2pir
wˆ
P
wˆ = m˙
ρpi(r2T−r2H)B
=
ΦΩr3T
(r2T−r2H)B
(3.4)
where 0 ≤ B ≤ 1 is the average cross-sectional blockage due to boundary
layer displacement effects and, if significant, to blade thickness. The 2D slip
velocity components are most synthetically expressed and solved for in terms
of a scalar stream function ψ (r′, ϑ′) in the rotating cylindrical coordinates
r′ = r, ϑ′ = ϑ− Ωt, z′ = z:
u˜ =
1
r′
∂ψ
∂ϑ′
and v˜ = −∂ψ
∂r′
(3.5)
3.1.2 Inducer Pitch and Hub Radius
Substitution of the assumed velocity field in the expressions of the incom-
pressibility and irrotationality conditions in cylindrical coordinates r, ϑ, z
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yields:
∂ (ruˆ)
∂r
= −rdwˆ
dz
(3.6)
d
dz
(
wˆ
P
)
= 0 (3.7)
d2wˆ
dz2
= 0 (3.8)
1
r
∂
∂r
(
r
∂ψ
∂r
)
+
1
r2
∂2ψ
∂ϑ′2
= 2Ω− 4pi wˆ
P
(3.9)
Integration of d2wˆ/dz2 = 0 with the boundary conditions wˆ (0) = wˆle and
wˆ (ca) = wˆte at the axial locations bounding the full-height portion of the
blades (indexes le and te) yields:
dwˆ
dz
=
wˆte − wˆle
ca
≡ constant (3.10)
and the following expression for the axial velocity:
wˆ = wˆle (wˆte − wˆle) z
ca
(3.11)
Similarly, by integrating the continuity equation with the impermeability
condition uˆ (rT ) = 0 at the tip radius, the following expression for the radial
velocity is obtained:
uˆ =
1
2
dwˆ
dz
(
r2T
r
− r
)
(3.12)
Finally, by evaluating wˆ at design conditions (index D) by means of the
continuity equation and integrating d (wˆ/P ) /dz = 0 with P (wleD) = PT le
at z = 0, the following expressions for matching the axial changes of the hub
radius rHand blade pitch P are obtained:
1(
r2T − r2H
)
B
=
1(
r2T − r2Hle
)
Ble
+
[
1(
r2T − r2Hte
)
Bte
− 1(
r2T − r2Hle
)
Ble
]
z
ca
(3.13)
P = PT le
wˆD
wˆleD
= PT le + P
′z (3.14)
where:
P ′ =
[(
r2T − r2Hle
)
Ble(
r2T − r2Hte
)
Bte
− 1
]
PT le
ca
(3.15)
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and a linear axial variation of the blockage:
B = Ble + (Bte −Ble) z
ca
(3.16)
can be approximately assumed inside the blade passages from the leading edge
station (le), where B = Ble ∼= 1, to the trailing edge (te), where B = Bte.
3.1.3 Slip Flow
Finally, on each channel cross-section the Poisson’s equation for the stream
function can be conformally mapped in a rectangular domain and integrated
by standard methods (Hildebrand[136]) with the condition ψ = 0 on the
boundary to:
ψ = −
+∞∑
m=1
+∞∑
n=1
Cm,n sin
[
mpi
ln (r/rH)
ln (rT /rH)
]
sin
(2n− 1)Nϑ′
2
(3.17)
where:
Cm,n =
Am,n
m2pi2/ ln2 (rT /rH) +
(
n− 12
)2
N2
(3.18)
Am,n = Kr
2
H
m/
(
n− 12
)
ln2 (rT /rH)
1 +m2pi2/4 ln2 (rT /rH)
[
1− (−1)m r
2
T
r2H
]
(3.19)
and:
K = 2Ω− 4pi wˆ
P
= 2Ω
[
1− 2piΦr
3
T
P
(
r2T − r2H
)] (3.20)
from which the radial and tangential slip velocity components u˜ and v˜ are
readily computed.
3.1.4 Blade Loading and Boundary Layer Blockage
With reference to Figure 3.4, suitable redefinition of the diffusion factor for
axial bladings (Lieblein et al.[21]):
D =
V ′1 − V ′2
V ′1
+
|v2 − v1|
2σV ′1
∼= p2 − p11
2ρV
′
1 (V
′
1 + V
′
2)
+
pt2 − pt1
σρΩ (r1 + r2)V ′1
(3.21)
to the case of tapered inducers with non-negligible radial flow allows for
the control of the blade loading (a crucial design aspect under cavitating
conditions) and the estimate of the boundary layer blockage at nominal flow
conditions. By evaluating:
p2 − p1 = 1
2
ρ
(
V ′21 − V ′22
)− 1
2
ρΩ2
(
r21 − r22
)
(3.22)
pt2 − pt1 = ρΩ (r2v2 − r1v1) (3.23)
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Figure 3.4: Nomenclature for blade boundary layer (left) and linear cascade
(right).
with the Bernoulli’s and Euler’s equations for mixed-flow bladings and sub-
stituting in the above expression for D, obtain:
D ∼= V
′
1 − V ′2
V ′1
− Ω
2
(
r21 − r22
)
V ′1 (V ′1 + V ′2)
+
r2v2 − r1v1
σ (r1 + r2)V ′1
(3.24)
Here all relevant properties including the solidity σ = c/s are evaluated on
the mean streamline:
r = rM
√
r2T + r
2
H
2
(3.25)
and, for flow with no inlet prerotation and fully guided at the inducer outlet
( v1 ∼= 0 and v′2 ∼= wte tan γte), the relative velocities are expressed by:
V ′1 =
√
w21 + v
′2
1 =
√(
ΦDΩr3T
r2T − r2Hle
)2
+ Ω2r2 (3.26)
V ′2 =
√
w22 + v
′2
2
∼= ΦDΩr
3
T(
r2T − r2H2
)
cos γte
(3.27)
As illustrated in Figure 1.6, in turbulent boundary layers over blade cas-
cades the diffusion factor is directly correlated to the momentum thickness
θ∗ (Lieblein,[25] Brennen[7]):
θ∗
c
= f (D) (3.28)
and, in turn, to the displacement thickness δ∗ ∼= 1.3 θ∗. With these results,
the blade boundary layer blockage at the inducer trailing edge is computed
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as:
Bte = 1− 2δ
∗
ste cos γte
(3.29)
(Figure 3.4), where the blade spacing ste = 2pirte/N is evaluated at the mean
radius.
3.1.5 Mean Radius, Chord and Solidity
On a relative streamline of the fully-guided flow:
dr
uˆ′
=
rdϑ′
vˆ′
=
dz
wˆ′
(3.30)
where from earlier results:
uˆ′ = uˆ =
1
2
P ′
wˆle
PT le
(
r2T
r
− r
)
(3.31)
vˆ′ = Ωr − vˆ = 2pir wˆle
PT le
(3.32)
wˆ′ = wˆ =
wˆle
PT le
(
PT le + P
′z
)
(3.33)
Hence, integrating with initial conditions rMle, ϑ
′
Mle, zMle, the equations of
the mean streamline are:
rM =
√
r2T −
(
r2T − r2le
) PT le + P ′zMle
PT le + P ′zM
(3.34)
ϑ′M = ϑ
′
Mle +
2pi
P ′
ln
PT le + P
′zM
PT le + P ′zMle
(3.35)
The mean values of the blade chord and solidity are then evaluated as:
c =
∫ ca
zMle
dzM
√(
∂rM
∂zM
)2
+
(
rM
∂θ′M
∂zM
)2
+ 1 (3.36)
σ =
∫ ca
zMle
dc
zM
=
∫ ca
0
dzM
2pirM/N
√(
∂rM
∂zM
)2
+
(
rM
∂θ′M
∂zM
)2
+ 1 (3.37)
3.2 Inducer Performance Modeling
3.2.1 Discharge Flow
In the assumption of uniform inlet flow to the inducer with no prerotation
(v1 = 0), radial differentiation of the incompressible isentropic Euler equa-
tion:
p2
ρ
+
1
2
(
v22 + w
2
2
)− p1
ρ
− 1
2
(
v21 + w
2
1
)
= Ω (r2v2 − r1v1) (3.38)
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for the axisymmetric flow at sections (1) and (2) of Figure 3.1 and elimination
of the pressure by means of the radial equilibrium condition:
v2
r
=
1
ρ
∂p
∂r
(3.39)
yields the following ODE for the axial and tangential velocity profiles w2 (r2)
and v2 (r2) at the inducer discharge section:
1
2
dw22
dr2
+
(
v2
w2
− Ω
)
d (r2v2)
dr2
= 0 (3.40)
In order to solve the above equation for the axial velocity profile it is necessary
to establish a correlation between w2 and the azimuthal velocity v2. To this
purpose the fully guided flow with uniform axial velocity and slip vorticity
correction at the inducer trailing edge (station te):
ute = u˜te (3.41)
vte = Ωrte − wte rte
rT
tan γT le + v˜te (3.42)
wte =
ΦΩr3T
r2T − r2Hle
(3.43)
is assumed to mix into an axisymmetric swirled axial flow with velocities v2
and w2 at the discharge section (station 2), while satisfying mass continuity
and, in the absence of wall friction, conserving the axial component of angular
momentum:
2piw2r2dr2 = 2piwtertedrte (3.44)
2piw2v2r
2
2dr2 = wter
2
tedrte
∫ 2pi
0
vtedϑ
′ (3.45)
Integration of the second equation with earlier expressions of vte and v˜te
yields:
v2 =
rte
r2
[
Ωrtewte
rte
rT
tan γT le + v˜s (rte)
]
(3.46)
where:
v˜s (rte) =
1
rte
+∞∑
m=1
+∞∑
n=1
mCm,n(
n− 12
)
ln (rT /rH)
cos
[
mpi
ln (rte/rHte)
ln (rT /rH)
]
(3.47)
Finally, substitution in the ODE for the axial velocity profile where, from the
mass balance:
d
dr2
=
drte
dr2
d
drte
=
w2r2
wterte
d
drte
and
r2te
r22
=
w2
wte
(3.48)
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results in the following BVP (boundary value problem) for w2 and rte as
functions of r22:
dw2
dr22
=
1
2wte
[
Ω−
(
Ω− wte
rT
tan γT le +
v˜s (rte)
rte
)
r2te
r22
]
×
×
{
2Ω− 2wte
rT
tan γT le +
1
rte
d
drte
[rtev˜s (rte)]
}
(3.49)
r2te
r22
=
w2
wte
(3.50)
The above problem can then be solved by numerical shooting from r2H2 to r
2
T
with initial conditions:
w2
(
r2H2
)
= wH2 and r
2
te
(
r2H2
)
= r2Hte (3.51)
iterating on the assumed value of wH2 until the final boundary condition
r2te
(
r2T
)
= r2T is satisfied.
A closed form approximation (see Appendix A) of the axial velocity profile
w2 (r2) can also be obtained by assuming rte ∼= r2 in the expression of v2 and
neglecting v˜s in:
v2
re
− Ω = −w2
rT
tan γT2 +
v˜s
r2
∼= −w2
rT
tan γT2 (3.52)
Then the ODE for the axial velocity profile becomes:
dw2
dr2
− 1
rT
tan γT2
d (r2v2)
dr2
= 0 (3.53)
whose closed form solution is:
w2 (r2) =
[Ωr2 + v˜s (r2)] (r2/rT ) tan γT2 + c
1 +
(
r22/r
2
T
)
tan γT2
(3.54)
with the integration constant c determined by the mass balance between the
inlet and discharge cross-sections:∫ rT
rH2
w22pir2dr2 =
∫ rT
rH1
w12pir1dr1 (3.55)
3.2.2 Flow Losses
The assumptions of inviscid flow fully-guided at the inducer trailing edge
are not accurately satisfied in practice. In order to better approximate the
actual pumping characteristic of noncavitating inducers the main sources of
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performance degradation (flow incidence, friction and deviation) have to be
accounted for.
Friction losses in the blade channels are evaluated by means of standard
correlations for turbulent duct flows:
∆pfriction = f
Lch
Dch
1
2
ρV ′21 (3.56)
where the friction factor f depends on the Reynolds number based on the hy-
draulic diameter Dch of the blade channels, Lch is the effective channel length
evaluated along the mean streamline, and V ′1 is the relative flow velocity at
the mean inlet radius.
Incidence losses due to the sudden change of the flow direction at the
leading edge of the inducer blades are expressed in terms of a nondimensional
equivalent length Leq/Dch, function of the incidence angle evaluated on the
mean streamline. Hence, the overall pressure losses can be written as follows:
∆ploss = f
(
Lch
Dch
+
Leq
Dch
)
Lch
Dch
1
2
ρV ′21 (3.57)
3.2.3 Flow Deviation
The mean value of the exit flow deviation is evaluated at the mean radius
using Carter’s correlation:
δ◦ ∼= mc√
σ
(γle − γte) (3.58)
and applied to correct the discharge flow direction at all radii in the inducer
annulus. In order to better match the experimental data, the standard cor-
relation for the coefficient mc has been slightly modified according to the
equation:
mc ∼= 1.22
[
0.23
(
2a
c
)2
+ 0.1
( γte
50◦
)]
(3.59)
where a ∼= c/2 is the relative position of the maximum camber point from
the blade leading edge. Hence, the azimuthal flow velocity at the inducer
discharge section (2) with flow deviation corrections becomes:
v2δ◦ = Ωr − w2 tan
(
β′2 + δ
◦) (3.60)
where:
β′2 = tan
−1
(
Ωr − v2
w2
)
(3.61)
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3.2.4 Pumping Performance
With the above results, the pumping performance is readily evaluated from
the Euler equation:
pt2 − pt1
ρ
=
p2 − p1
ρ
+
v22δ◦ + w
2
2 − w21
2
= Ωr2v2δ◦ − ∆ploss
ρ
(3.62)
Hence, by mass averaging the pressure changes, the total and static head
coefficients are expressed by:
Ψt =
1
Ω2r2T m˙
∫ rT
rH2
(pt2 − pt1)w22pir2dr2 (3.63)
Ψ =
1
Ω2r2T m˙
∫ rT
rH2
(p2 − p1)w22pir2dr2 (3.64)
3.3 Model Validation
With reference to the definition of the inducer geometry, in the stated as-
sumptions and approximations the standard requirement for radially uniform
axial velocity in the blade channels at design conditions determines the cor-
relation between the axial schedules of the hub radius and blade pitch angle
of helical inducers. If, in particular, the hub-to-tip radius ratio is known
at the leading and trailing edge sections and the design flow coefficient and
leading edge blade angle are assigned, then all of the main geometric features
of tapered hub helical inducers can be derived, including the trailing edge
pitch angle. Comparison with the geometry of the MK1 and FAST2 space
inducers, produced by Avio S.p.A. and tested in ALTA’s Cavitating Pump
Rotordynamic Test Facility, confirms that all of the main design character-
istics and the relation between the hub geometry and the blade pitch are
almost perfectly predicted by the proposed model.
With reference to the inducer performance evaluation, it is first worth
noticing that the numerical solution of the BVP for the discharge veloc-
ity profiles and the corresponding closed form approximation lead to essen-
tially equivalent results, as illustrated by the comparison of the noncavitating
pumping characteristics shown Figure 3.5. Only for significantly low values of
the flow coefficient (Φ < 0.02), when the slip velocity becomes comparable to
the axial velocity, a small difference between the two curves can be observed.
The model has been validated against the experimental performance of six
different tapered-hub inducers, whose main characteristics are summarized
in Table 3.2. Information on inducers A, B, C and D comes from the open
Japanese literature. The experimental data concerning inducers A and B
have been taken from Hashimoto et. al.[34] and refer to two different LOX
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Figure 3.5: Comparison between the numerical solution (ODE) and the corre-
sponding closed form approximation (MOD) for the noncavitating
performance prediction of tapered inducers.
pumps. The tests of inducer C are documented in Fujii et. al.[78] Finally,
inducer D is used in the LE-7A HTP and its experimental performance is
reported in Fujii et. al.[137]
Figures 3.6, 3.7, 3.8 and 3.9 compare the experimental noncavitating char-
acteristics of the MK1, FAST2, A and B inducers with the respective pre-
dictions of the simplified closed form solution. The head coefficients based
on the static and total pressure, with and without losses, are reported, to-
gether with the “ideal” pumping performance for perfectly guided flow in the
absence of pressure losses and deviation effects. For all of these inducers, the
static head rise predicted by the model closely agrees with the experimental
results.
For better assessment of these results, it is worth noting that the pressure
tap used for the measurement of the static head rise developed by the MK1,
FAST2, A and B inducers was located more than two diameters downstream
of the blade trailing edge. At this location the flow closely approximates the
fully-settled axisymmetric conditions necessary for correct comparison of the
experimental data with the model predictions.
Conversely, Figures 3.10 and 3.11 show that the non-cavitating perfor-
mance of inducers C and D is evaluated with lower accuracy. Most likely,
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MK1 FAST2 INDUCER
A B C D
Number of blades 4 2 3 4 3 3
Tip diameter, mm 168.0 82.2 127.4 127.4 149.8 174.0
Inlet tip blade angle, 82.36 82.62 82.75 82.75 82.5 83.6
deg
Outlet blade angle, 73.4 68.76 80.75 80.75 81.0 78.9
deg medium medium tip tip tip tip
Hub/tip at inlet 0.428 0.365 0.300 0.300 0.250 0.287
Hub/tip at outlet 0.690 0.685 0.500 0.500 0.500 0.460
Solidity at tip 2.1 1.59 2.7 3.0 1.91 2.1
Table 3.1: Geometrical characteristics of the inducers used for validation of
the proposed model.
Figure 3.6: Comparison between the experimental noncavitating performance
of the MK1 inducer (red stars) and the predictions of the analyt-
ical model.
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Figure 3.7: Comparison between the experimental noncavitating performance
of the FAST2 inducer (white stars) and the prediction of the
analytical model.
Figure 3.8: Comparison between the experimental noncavitating performance
of the inducer A (red stars) and the predictions of the analytical
model.
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Figure 3.9: Comparison between the experimental noncavitating performance
of the inducer B (red stars) and the predictions of the analytical
model.
Figure 3.10: Comparison between the experimental noncavitating perfor-
mance of the inducer C (red stars) and the predictions of the
analytical model.
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Figure 3.11: Comparison between the experimental noncavitating perfor-
mance of the inducer D (red stars) and the predictions of the
analytical model.
this situation is related to the different position of the downstream pressure
tap, which in this case was located very close to the blade trailing edge.
This is clearly inconsistent with the intrinsic nature of the proposed model,
whose predictions are specifically derived from consideration of the axisym-
metric far-field flow downstream of the inducer. The consequent deviation
of the tangential velocity profile from the radial equilibrium one introduces
a systematic error in the evaluation of the centrifugal effects and, therefore,
of the static pressure downstream of the inducer. This is confirmed by the
almost linear nature of the measured pumping characteristics of inducers C
and D, which is consistent with the expected behavior for nearly uniform
distribution of the axial flow velocity at the inducer trailing edge before the
establishment of radial equilibrium conditions.
The proposed model can also be applied for predicting the performance
of helical inducers of more general hub and blade shapes. However, it is
obviously expected to deliver best results when used for geometries more
closely consistent with the assumptions used for its derivation, as confirmed
by the results for the MK1 and FAST2 inducers.
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3.4 Inducers Geometry Generation
Figure 3.12: Flow chart of the in-
ducer design proce-
dure.
The reduced order model described
in the previous sections has been
implemented in a fast and ver-
satile MATLAB R© numerical code,
in order to be appropriately used
for the design of new tapered-hub,
variable-pitch inducers. Although
the present version of the model
has been developed for inducers with
cylindrical tip housing and tapered
hub, it can be easily adapted to the
case of tapered blade tip and hub
radii.
The starting point of the de-
sign process is represented by the re-
quired values for the main inducer
geometrical and operational param-
eters: number of blades, tip radius,
inlet tip blade angle, inlet and out-
let hub radii, axial length and design
flow coefficient. A first approxima-
tion of the tapered hub and blade
geometry is carried out by simply
neglecting boundary layer blockage
effects (I step). The resulting flow
field is then used to estimate the dif-
fusion factor and flow blockage, from
which corrected inducer geometry is
obtained and the corresponding flow
field is computed. A 3D computer
rendering is automatically displayed
and the overall geometrical coher-
ence of the design is assessed. If
the resulting hub geometry is not
considered acceptable, iteration on
the operational and geometrical in-
put data is carried out until a sat-
isfactory geometry is obtained. At
the same time, three additional checks are carried out, in order to verify that
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the computed values of the following parameters fall within their acceptable
ranges:
• for diffusion factor: 0 < D < 0.5 (Peterson et al.[138])
• for solidity: 2 < σ < 2.5 (Jakobsen[3])
• for the ratio between the incidence and the blade angles: α/βb (Jakob-
sen[3])
Once the inducer geometry has been established by means of this iterative
procedure, the non-cavitating pumping characteristic can be evaluated. If the
resulting performance is not consistent with the requirements, the operational
and geometrical input data are modified, and the whole procedure is repeated
until the original specifications are met.
The above procedure has been used for designing two different tapered
inducers (named DAPAMITO3 and DAPAMITO4) to be tested in the frame-
work of the present project. They mainly differ for the number of blades (3
and 4) and for the inlet tip blade angles (83.1 and 81.1 deg). The over-
all dimensions of the DAPAMITO inducers have been chosen for allowing
their installation and testing in the current configuration of Alta’s Cavitating
Pump Rotordynamic Test Facility. As a target point of the design procedure,
the performance of the MK1 Vulcain inducer has been used. This inducer,
produced in Italy by Avio S.p.A. and previously tested in Alta’s laboratories
(Cervone et al.[30]), is a prototype of the liquid oxygen inducer of the first
stage rocket engine of the Ariane 5 launcher.
Moderate values of the blade loadings (D = 0.39 for the 3-bladed inducer
and D = 0.38 for the 4-bladed one) and high solidities ( σT = 2.03 for the
3-bladed inducer and σT = 2.25 for the 4-bladed one) have been chosen for
reducing the leading-edge cavity and improving the suction performance. The
value of α/βb < 0.5 has been selected with the aim of controlling the danger
of surge instabilities at design flow under cavitating conditions.
Figure 3.13 shows two computer renderings of the bladings of the DA-
PAMITO inducers, where the profiles of the tapered hub and the variable
blade pitch can be observed.
Table 3.2 reports the geometrical and operational parameters of the DA-
PAMITO inducers.
3.5 DAPAMITO inducers noncavitating pumping per-
formance
The head coefficients based on the static and total pressure rise with and
without losses are reported in Figures 3.14 and 3.15. The performance
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DAPAMITO
3 4
Design flow coefficient [- -] ΦD 0.059 0.070
Number of blades [- -] N 3 4
Tip radius mm rT 81.0 81.0
Inlet tip blade angle deg γTle 83.10 81.10
Inlet hub radius (fully-developed blade) mm rHle 44.5 48.0
Outlet hub radius mm rHte 58.5 58.5
Axial length (fully-developed blade) mm ca 63.5 63.5
Rotational speed rpm Ω 3000 3000
Inlet hub radius mm rHl 35.0 35.0
Axial length mm L 90.0 90.0
Meridional tip blade thickness mm bT 2 2
Blade taper meridional half-angle mm βmb 1 1
Diffusion factor [- -] D 0.039 0.038
Incidence and blade angles ratio (βb =
pi
2 − γTle) [- -] α/βb 0.3 0.3
Tip solidity [- -] σT 2.03 2.25
Hub solidity [- -] σT 2.07 2.27
Incidence tip angle @ design deg α 2.07 2.31
Outlet tip blade angle deg γTte 74.58 72.46
Table 3.2: Geometrical and operational parameters of the DAPAMITO induc-
ers.
Figure 3.13: Computer renderings of the bladings of DAPAMITO3 (left) and
DAPAMITO4 (right) inducers.
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Figure 3.14: The noncavitating performance of the 3-bladed inducer.
Figure 3.15: The noncavitating performance of the 4-bladed inducer.
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Figure 3.16: The nondimensional hydraulic power of the DAPAMITO3 in-
ducer with and without losses.
curves have been computed using the discharge flow field obtained by means
of the closed form approximation, but it can be shown that they are essen-
tially equivalent to those obtained by the numerical solution of the BVP. The
pressure rises are rather high if compared to those of typical space inducers,
indicating that the DAPAMITO inducers can be considered “high-head” in-
ducers.
Figures 3.16 and 3.17 show the non-dimensional hydraulic powers gener-
ated by the DAPAMITO inducers, based on the total head coefficient eval-
uated with and without losses. Consistently with common engineering prac-
tice, the design flow coefficients fall just after the maximum of the power
curves.
3.6 Comparison with Numerical Simulations
3.6.1 Numerical Approach
In order to validate the results of the model, numerical simulations have been
carried on the DAPAMITO3 inducer geometry by means of the commercial
CFD software FLUENT R© by Fluent Inc. The three-dimensional double preci-
sion segregated solver has been chosen to solve the Reynolds-averaged Navier-
Stokes equations. For the discretization of both the turbulence and momen-
tum equations a first order upwind scheme has been used, whereas a linear
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Figure 3.17: The nondimensional hydraulic power of the DAPAMITO4 in-
ducer with and without losses.
scheme has been employed for the pressure equation. So far second-order
accurate solutions have experienced some convergence problems because of a
zone with highly skewed cells in the mesh. The RNG k−  turbulence model
has been used for improving accuracy in the evaluation of swirling flows, and
the near-wall region has been treated by means of standard wall functions.
A uniform flow with a fixed axial velocity has been assigned at the duct inlet
section, while a radially equilibrated pressure field with a given value on the
lower boundary has been imposed at the outlet section. The incoming flow
has been supposed to be turbulent with a turbulence intensity of 6%.
3.6.2 Grid Generation
Calculations have been performed on a structured hexahedral/pyramidal
mesh created by means of a dedicated grid generator written in C++ pro-
gramming language. The central idea has been to split the computational
domain in several sub-volumes homomorphic to a prism with either a quadri-
lateral or triangular base. Each one of these volumes is mapped following
a common scheme (see Figure 3.18) and then it is shaped using a proper
coordinate transformation based on the inducer geometry equations. This
approach allows for efficient control of the mesh size and rapid change of the
geometrical parameters. Taking advantage of the periodicity of the inducer
geometry, the mesh reproduces only the flow field around a single blade (see
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Figure 3.18: Example of mapping and transformation of the numerical grid
sub-domains.
Figure 3.19: Mesh of the computational domain used for the DAPAMITO3
inducer flow simulations.
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Figure 3.20: Computational grid generated on the surfaces of the DA-
PAMITO3 inducer.
Figure 3.19), in order to significantly reduce the computational time. A pre-
liminary study has been carried out on the mesh sizing in order to find the
best compromise between accuracy and computational time. About 250000
cells have been estimated to be necessary. The actual final mesh size is 245166
cells.
The computational domain has been extended 3 tip diameters upstream
of the inducer leading edge in order to obtain an unperturbed flow at the
inlet section. For similar reasons, the domain has been extended about one
tip diameter downstream of the inducer trailing edge, where a sufficiently ho-
mogeneous flow in the azimuthal direction can be expected (see Figure 3.19).
Figure 3.20 shows the grid generated on the surfaces of the DAPAMITO3
inducer. A finer mesh size has been used in correspondence of the regions
where greatest gradients of the computed quantities are expected. Typically,
the prediction of its flow field and head rise for a given value of the flow
coefficient requires about 12 hours on a modern desktop computer.
3.6.3 Numerical Evaluation of the DAPAMITO3 Inducer Flow
The exit flow field is not only necessary for correctly predicting the inducer
performance, but also for proper matching with the downstream flow straight-
ener or the centrifugal pump. As a consequence, the comparison between the
model predictions and the numerical simulations has been carried out at the
blade trailing edge section.
Figure 3.21 shows the axial velocity profile evaluated at the trailing edge
section. The assumption of radial uniformity is almost satisfied, except for
the obvious presence of the hub and casing boundary layers. The no-slip
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Figure 3.21: Comparison between the analytical and numerical absolute ax-
ial velocity profiles at the trailing edge section (te) of the DA-
PAMITO3 inducer at design flow conditions.
condition requires zero velocity on these surfaces and consequently the axial
velocity profile cannot be exactly uniform in the radial direction.
The influence of no-slip boundary conditions on hub and casing is also
evident in the mean azimuthal velocity profile (see Figure 3.22). This velocity
is equal to zero at the casing and to the local rotational velocity at the
hub. Because of the high solidity of the inducer and the presence of the
boundary layers, the numerical result is not nearly linear as predicted by
the model. Besides, the fully-guided azimuthal velocity obtained from the
analytical model must be corrected for flow deviation effects:
vteδ◦ = Ωrte − wte rte
rT
tan (γTte + δ
◦) + v˜te (3.65)
With this correction, the numerical and model predictions of the azimuthal
velocity profiles are in substantial agreement.
Figure 3.23 shows the discharge flow angles, as functions of the radius,
evaluated at the trailing edge section (te) under design conditions. These an-
gles are particularly important for designers, in order to assure good matching
of the inducer with a downstream flow straightener. The figure shows that
the reduced order model is able to closely predict the exit flow angles along
the radial coordinate, at least in the locations where boundary effects are
negligible.
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Figure 3.22: Comparison between the analytical and numerical absolute az-
imuthal velocity profiles at the trailing edge section (te) of the
DAPAMITO3 inducer at design flow conditions.
Figure 3.23: Comparison between the analytical and numerical discharge flow
angles, as functions at the trailing edge section (te) of the DA-
PAMITO3 inducer at design flow conditions.
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Figure 3.24: Comparison of the analytical and numerical noncavitating per-
formance of the DAPAMITO3 inducer.
3.6.4 Numerical Evaluation of the DAPAMITO3 Inducer Noncav-
itating Pumping Performance
The numerical and analytical evaluation of the head coefficients based on the
static and total pressure are reported in Figure 3.24 for the DAPAMITO3
inducer. It is worth noticing that, in the case of the head coefficient based
on total pressures, the numerical solution and the corresponding closed form
approximation lead to essentially equivalent results. Only for very low values
of the flow coefficient (Φ < 0.040) a small difference between the two curves
can be observed. Conversely, the static head coefficient is evaluated with
lower accuracy. The expected noncavitating performance of the inducer, ob-
tained by the numerical simulation, is higher than predicted by the analytical
model. In this case, the discrepancy between the curves is probably due to
the different evaluation of the flow velocities in the downstream section (2).
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Chapter 4
Noncavitating Pumping Performance
A comprehensive experimental campaign has been carried out on the DA-
PAMITO inducers aimed at characterizing both the pumping performance
(noncavitating regime) and the suction performance (cavitating regime). In
noncavitating regime, experiments have been performed in order to inves-
tigate the effects of the clearance between the inducer and the casing, the
fluid temperature and the prerotation of the inlet flow on both the pumping
performance itself and the correct procedure to measure it. Furthermore, the
experimental evaluation of the noncavitating performance of the DAPAMITO
inducers acquires a particular emphasis because of the comparison with the
results of the reduced order model proposed in Chapter 3.
4.1 Experimental Procedures and Reduction Techniques
The noncavitating performance is usually summarized in the experimental
evaluation of the characteristic curve at fully-developed turbulent Reynolds
number (Re > 106):
Ψ = Ψ (Φ) (4.1)
where the nondimensional parameters are defined as:
Φ =
m˙/ρA1
ΩrT
=
Q
piΩr3T
(flow coefficient) (4.2)
Ψ =
p2 − p1
ρΩ2r2T
=
∆p
ρΩ2r2T
(head coefficient) (4.3)
Re =
2Ωr2T
ν
(Reynolds number) (4.4)
The static pressure rise (∆p = p2− p1) generated by the inducer is measured
by two redundant differential pressure transducers whose pressure taps are
178 4. Noncavitating Pumping Performance
located on the walls of the inlet/outlet lines. The low and high pressure taps
(the locations of which are described in Figure 2.2 and Figure 2.3) used in
each measurement will be highlighted before the plotting of the experimental
data.
The volumetric flow rate (Q) is measured by two electromagnetic flowmeters,
mounted on the suction and discharge lines for the instantaneous measure-
ment of the inlet/outlet flow rates of the pump.
The rotational speed (Ω) is maintained constant (with a maximum error of
3 rpm) by the main motor control device.
The general experimental procedure can be summarized as follows:
1. transducers offset acquisition (main engine stopped);
2. achievement of the required rotational speed;
3. flow rate setting by means of the silent throttle valve;
4. data acquisition by Labview software;
5. main engine stopping;
6. initial and final temperatures recording.
Each experimental point is obtained averaging the acquired differential pres-
sure and flow rate signals.
4.2 Cold Water Tests on the DAPAMITO Inducers
According to the procedure reported above, a series of tests has been per-
formed at ambient temperature for characterizing the noncavitating pump-
ing performance of the three and four-bladed DAPAMITO inducers. In oder
to investigate the influence of the clearance, the characteristic curve of the
DAPAMITO3 inducer has been measured at low and high clearance. The
experimental data for the DAPAMITO4 inducer refers only to low clearance
experiments. The specific speed has been computed according to the follow-
ing definition:
ΩS =
ΩQ1/2
(∆p/ρ)3/4
=
(piΦ)1/2
Ψ3/4
(4.5)
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Figure 4.1: Correlation between the specific speed ΩS and the geometrical
nature of the pump (adapted from Brennen[7]).
sample rate [sps] 200
number of samples [–] 1000
acquisition time [s] 5
Table 4.1: Values of sampling used for the noncavitating tests data acquisi-
tion.
Its value can be used to classify the nature of a pump as reported in litera-
ture (see Figure 4.1). Note that the head coefficient in Equation 4.5 refers to
a static pressure rise and consequently the specific velocity is overestimated
with respect to the classical definition with the total pressure head rise. Ta-
ble 4.1 reports the values of the sample rate and of the number of samples
used for characterizing a single experimental point of the performance curve.
In these cold water tests, the low and high pressure taps selected have
been respectively the “IPT2” and “OPT1”, as defined in Figure 2.3.
4.2.1 DAPAMITO3 Characteristic Curve in Cold Water
Figure 4.2 reports the characteristic curve of the DAPAMITO3 inducer tested
at ambient temperature inside an housing with 2 mm clearance. The quite
high value of the clearance/mean blade height ratio (c% = 6.8%) w.r.t a
typical space application has been selected in order to obtain the same ge-
ometry of the rotordynamic tests. The experimental data have been col-
lected at three different rotational speed (Ω = 1500, 2000, 2500 rpm) in order
to verify the turbulent scaling. The curves at different rotational speed
are perfectly superimposed. These results confirm that the characteristic
curves are Reynolds independent, as expected since the flow is fully turbu-
lent (Re > 106). Figure 4.3 shows the specific speed of the DAPAMITO3
inducer at high clearance: at the design point (Φ = 0.059) it is almost equal
to 2 that is a typical value for a mixed flow machine. At 0.8 mm clearance,
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Figure 4.2: DAPAMITO3 noncavitating performance at c% = 6.8%.
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Figure 4.3: DAPAMITO3 specific speed as a function of the flow coefficient
at c% = 6.8%.
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Figure 4.4: DAPAMITO3 noncavitating performance at c% = 2.7%.
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Figure 4.5: DAPAMITO3 specific speed as a function of the flow coefficient
at c% = 2.7%.
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Figure 4.6: DAPAMITO4 noncavitating performance at c% = 2.7%.
the noncavitating characteristic curve of the DAPAMITO3 inducer has been
experimentally evaluated only at one rotational speed (Ω = 2500 rpm), as
reported in Figure 4.4. The reduction of the clearance has allowed for an in-
crease of the pumping performance that is also evident in the decrease of the
specific speed at the design flow coefficient: ΩS ∼= 1.45 at Φ = 0.059. In fact,
the clearance strongly affects the pumping performance and, consequently,
the specific speed of the pump.
4.2.2 DAPAMITO4 Characteristic Curve in Cold Water
All the tests performed on the four-bladed inducer (DAPAMITO4) have been
carried out using the same Plexiglas casing able to guarantee a tip blade
clearance of 0.8 mm (c% = 2.7%). The turbulent scaling has been verified
by means of tests at three different rotational speeds (Ω = 2000, 2500, 3000
rpm). Even for the four-bladed inducer (see Figure 4.6), the results confirm
that the characteristic curves are Reynolds independent, as expected since
the flow is fully turbulent (Re > 106). Figure 4.7 shows the specific speed of
the DAPAMITO4 inducer as a function of the flow coefficient. The maximum
flow coefficient experimentally investigated has been lower than the design
flow coefficient because of the reduced pumping capability of the inducer
with respect to the losses in the water loop. In order to investigate higher
flow coefficient it is necessary to put an auxiliary pump within the water
4.2 Cold Water Tests on the DAPAMITO Inducers 183
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
0
0.5
1
1.5
2
2.5
Φ
Ω
S
DAPAMITO 4 INDUCER (clearance = 0.8 mm)
Ω=  2000 rpm  T= 15.60 °C
Ω=  2500 rpm  T= 16.15 °C
Ω=  3000 rpm  T= 16.39 °C
Figure 4.7: DAPAMITO4 specific speed as a function of the flow coefficient
at c% = 2.7%.
loop. The specific speed at the design coefficient of the DAPAMITO4, as
it can be extrapolated from Figure 4.7, is slightly higher than that of the
DAPAMITO3: it means that the DAPAMITO3 inducer has been designed
for a higher centrifugal pumping amount as confirmed by the hub shapes
evident in Figure 4.8.
Figure 4.8: Views of the DAPAMITO3 (left) and DAPAMITO4 (right) induc-
ers.
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Figure 4.9: DAPAMITO3 noncavitating performance at c% = 6.8% and c% =
2.7%.
4.3 Influence of the Clearance on the Pumping Perfor-
mance
Since different series of tests have been performed on the same inducer with
different values of the tip clearance (c% = 2.7% and 6.8%), efforts have
been directed to correlating the pumping performance in order to account
for clearance variations.
As reported in the literature (Brennen[7]), the performance of noncavitat-
ing inducers is relatively insensitive to the clearance for c% < 2% and declines
rapidly for larger values of c%. The comparison between the pumping perfor-
mance of the DAPAMITO3 inducer at different values of the tip clearance is
reported in Figure 4.9. Clearance changes affect both the inducer head and
the flow coefficient, which are modified by the backflow. The relationship
between the variations of the head and flow coefficients can be obtained by
assuming that the hydrodynamic nature of the test rig losses is not influenced
by changes of the inducer tip clearance, all other operational conditions being
the same (see the schematic representation in Figure 4.10). Under this as-
sumption, the relation between the head and the flow coefficients at different
4.4 Comparison with the Results of the Reduced Order Model 185
Figure 4.10: Schematic representation of two noncavitating performance
curves obtained with different tip clearance values (subscripts
h and l refer to high and low clearances).
clearances becomes:
Φl = Φh
√
Ψl
Ψh
(4.6)
where the subscripts l and h refer to different clearances, one lower (l) than
the other (h). Therefore Equation 4.6 allows for the noncavitating inducer
performance to be scaled for different tip clearances once the associated head
change is known. Figure 4.11 reports the effect of tip clearance on the non-
cavitating performance of an inducer adapted from Brennen:[7] the head
coefficient has been made nondimensional using the head coefficient (Ψ0)
correspondent to a clearance/ blade height ratio of 1.12%, where the clear-
ance effect seems to invert its trend. The empirical correlation reported in
Figure 4.11 can be used for estimating the Ψl/Ψh ratio and Equation 4.6 gives
the correspondent correction in terms of flow coefficients ratio. Figure 4.12
reports the experimental pumping performance at c% = 6.8% compared to
the results predicted by the semi-empirically model scaled from c% = 2.7%
to c% = 6.8%. Obviously, the inducer head is reduced w.r.t. operation at
the reference tip clearance value c% = 2.7%. The predicted performance
curves are almost superposed to the experimental data, thus validating the
effectiveness of the proposed method for tip clearance scaling.
4.4 Comparison with the Results of the Reduced Order
Model
Since different series of tests have been performed on the DAPAMITO3 in-
ducer with different values of the tip clearance (c% = 2.7% and 6.8%), efforts
have been directed to generalizing the predictions of the analytical model in
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Figure 4.11: The effect of tip clearance on the noncavitating performance
(adapted from Brennen[7]).
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Figure 4.12: Comparison between the experimental and semi-empirically pre-
dicted noncavitating performance of the DAPAMITO3 inducer.
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Figure 4.13: Comparison between the experimental and analytically predicted
noncavitating performance of the DAPAMITO3 inducer (Ω =
2500 rpm, Re = 3.32 · 106, c% = 2.7%).
order to account for clearance variations. On the basis of the simple corre-
lation written in Equation 4.6, the model for the estimation of the inducer
pumping performance reported in Chapter 3 has been modified to take in to
account the actual clearance/mean blade height ratio. Figure 4.13 reports
the experimental pumping performance at c% = 2.7% (red stars) compared to
the results obtained from the analytical model described (blue circles). The
close matching of the two data sets confirms both the predictive capability of
the reduced order model and the high-head nature (ΨD > 0.15, as reported
in Jakobsen[3]) of the DAPAMITO3 inducer. Figure 4.14 reports the ex-
perimental pumping performance compared to the results predicted by the
analytical model scaled for tip clearance effects (blue circles, c% = 6.8%): the
inducer head is reduced w.r.t. operation at the reference tip clearance value
(c% = 2.7%). The predicted performance curves are almost superposed to
the experimental data, thus validating the effectiveness of both the proposed
method for tip clearance scaling and the reduced order model for performance
prediction.
Figure 4.15 reports the experimental pumping performance of the DA-
PAMITO4 inducer compared to the results predicted by the analytical model
(sky-blue circles). The predicted performance curve is almost superposed to
the experimental data for 0.040 < Φ < 0.060: at lower values of the flow
coefficient the experimental pressure head is lower than the predicted one.
This unexpected behaviour of the noncavitating performance curve at low
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Figure 4.14: Comparison between the experimental and analytically predicted
non-cavitating performance of the DAPAMITO3 inducer (c% =
6.8%).
Figure 4.15: Comparison between the experimental and analytically predicted
noncavitating performance of the DAPAMITO4 inducer (c% =
2.7%).
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flow coefficients can be ascribed to the prerotation of the inlet flow: the swirl
velocity stratifies the inlet pressure which is no longer almost constant across
the inlet section but assumes a higher value at the wall where the inlet pres-
sure tap is placed. Hence the negative pressure tap of the differential pressure
transducer measures a higher pressure which results in a lower pressure in-
crease across the inducer. This aspect will be better clarified in Section 4.6.
The high-head nature (ΨD > 0.15
[3]) of the DAPAMITO4 inducer has been
confirmed.
4.5 Hot Water Tests on the DAPAMITO Inducers
In oder to investigate the influence of the temperature on the noncavitating
pumping performance, a series of tests has been performed at three different
high temperatures (water temperature equal to 50, 65 and 75◦C) on both the
DAPAMITO inducers. In these hot water tests, the low and high pressure
taps selected have been respectively the “IPT2” and “OPT1”, as defined in
Figure 2.3. All the tests performed on the three and four-bladed inducers
have been carried out using the same Plexiglas casing able to guarantee a tip
blade clearance of 0.8 mm (c% = 2.7%).
4.5.1 DAPAMITO3 Characteristic Curve in Hot Water
As shown in Figure 4.16, the noncavitating performance is affected by the
variation of the water temperature. All tests have been conducted at fully-
developed turbulent Reynolds numbers (Re > 106) and therefore at flow
conditions where turbulence effects are Reynolds-independent. The available
evidence shows that the performance of the inducer decreases when the flow
temperature is higher. Furthermore, it is worth noting that even in the case of
full Reynolds similarity, obtained by adjusting the rotational speeds to attain
equal Reynolds numbers in both of the experiments, the characteristic curves
obtained at different temperatures do not overlap (red stars and green circles
in Figure 4.16). On the other hand, two hot tests conducted at the same
temperature essentially give the same characteristic curve even if the values
of fully-developed turbulent Reynolds numbers are different (pink triangles
and green circles in Figure 4.16).
4.5.2 DAPAMITO4 Characteristic Curve in Hot Water
Figure 4.16 shows the noncavitating performance of the DAPAMITO4 in-
ducer at different water temperature obtained during the experimentation.
As for the three-bladed inducer, the pumping performance deteriorates as
the water temperature is increased.
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Figure 4.16: Noncavitating performance of the DAPAMITO3 inducer at dif-
ferent water temperatures: c% = 2.7%.
Figure 4.17: Noncavitating performance of the DAPAMITO4 inducer at dif-
ferent water temperatures: Ω = 2500 rpm, c% = 2.7%.
4.6 Effects of the Temperature and the Prerotation 191
4.6 Effects of the Temperature and the Prerotation
During the tests on the DAPAMITO inducers, two unexpected behaviors
of the noncavitating characteristic curves have been detected: a flattening
of the measured pumping performance of the DAPAMITO4 inducer at low
values of the flow coefficient and a discrepancy between the nondimensional
characteristic curves of both the inducers obtained in tests performed at
different temperatures. Therefore, it has been decided to spend some efforts
to better understand both the influence of the pressure transducers placement
and the fluid temperature on the inducer performance computation.
As already disclosed in Section 4.4, the flattening of the measured pump-
ing performance of the DAPAMITO4 inducer at low values of the flow coeffi-
cient can be ascribed to the inlet flow prerotation: the swirl velocity stratifies
the inlet pressure which is no longer almost constant across the inlet section
but assumes a higher value at the wall where the pressure taps are placed.
The prerotation of the inlet flow can be generated by the the most important
secondary flows that can occur in pumps, namely the phenomenon of “back-
flow”: this is caused by the leakage flow between the tip of the blades of an
impeller and the pump casing. Below a certain critical flow coefficient, the
pressure difference driving the leakage flow becomes sufficiently large that the
tip leakage jet penetrates upstream of the inlet plane of the impeller and thus
forms an annular region of “backflow” in the inlet duct. After penetrating
upstream a certain distance, the fluid of this jet is then entrained back into
the main inlet flow. The upstream penetration distance increases with de-
creasing flow coefficient and can reach many diameters upstream of the inlet
plane (Brennen[7]). The high swirl velocity of the “backflow” is imparted to
it by the inducer blades: the so generated vorticity is then rapidly spread to
the main inlet flow.
In order to reduce the effects of the prerotating inlet flow on the pres-
sure measurements, it has been decided to connected the inlet pressure tap
named “IPT1” (see Figure 2.2) to the negative port of the differential pres-
sure transducers. New noncavitating performance tests have been performed
on the DAPAMITO4 inducer at 2500 rpm at four different temperatures.
Even in this case, as shown in Figure 4.18, the pumping performance of the
DAPAMITO4 inducer deteriorates as the water temperature is increased but
the intensity of the degradation is lower compared to the previous experi-
ments reported in Figure 4.16 and Figure 4.17. Figure 4.19 shows three
different curves obtained at 16.8 ◦C: the red one refers to the noncavitating
performance obtained with the “IPT2” and “OPT1” pressure taps, the blue
one refers to the noncavitating performance obtained with the “IPT1” and
“OPT1” pressure taps and finally the green one refers to the analytical model
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Figure 4.18: Noncavitating performance of the DAPAMITO4 inducer at dif-
ferent water temperatures obtained by the moved back trans-
ducers measurements: Ω = 2500 rpm, c% = 2.7%.
Figure 4.19: Comparison between the experimental noncavitating perfor-
mance obtained different inlet pressure taps (“IPT1”and“IPT2”)
and the analytically predicted noncavitating performance of the
DAPAMITO4 inducer (Ω = 2500 rpm, T = 16.8◦C, c% =
2.7%).
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Figure 4.20: Inlet pressure measurements at different axial placements (Ω =
2500 rpm, T = 16.8◦C, c% = 2.7%).
predictions using the Carter’s correlation for the estimation of the deviation
angle. As expected, the new pumping performance is higher than the previ-
ous due to the reduction of the flattening effect driven by the prerotation: the
predictions provided by the model are in good agreement with the experimen-
tal data. Figure 4.20 reports the behavior of the inlet pressure measurements
taken during the correspondent tests reported in Figure 4.19: the red stars
refer to the inlet pressure measured by the absolute transducer at the inlet
section“IPT2”(old placement), the blue stars refer to measurements taken at
the “IPT1” section (MBT), the green circles (MBT shifted IN) refers to data
obtained from the absolute pressure at “IPT1” corrected for two effects which
are counteracting and result negligible (as proved by the superimposition of
the green and blue curves): the pressure increase due to the divergent inlet
duct; the pressure losses along the line between the “IPT1” and the “IPT2”
stations. Finally the pink squares represent the difference between the red
and the blue curves. The inlet pressure measured at the “IPT1” section holds
almost constant up to a very low flow coefficient (Φ = 0.01); this means that
prerotation does not affect the pressure measurement for a wide flow coeffi-
cient range. On the other hand, the inlet pressure measurement at “IPT2”
appears to be affected by the pressure stratification induced by the prerota-
tion right from high flow coefficients as shown by the increase of the inlet
pressure as the flow coefficient is decreased.
194 4. Noncavitating Pumping Performance
Figure 4.21: Comparison between the experimental noncavitating perfor-
mance obtained different inlet pressure taps (“IPT1”and“IPT2”)
and the analytically predicted noncavitating performance of the
DAPAMITO4 inducer (Ω = 2500 rpm, T = 50.6◦C, c% =
2.7%).
Figure 4.22: Inlet pressure measurements at different axial placements (Ω =
2500 rpm, T = 50.6◦C, c% = 2.7%).
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Figure 4.23: Comparison between the experimental noncavitating perfor-
mance obtained different inlet pressure taps (“IPT1”and“IPT2”)
and the analytically predicted noncavitating performance of the
DAPAMITO4 inducer (Ω = 2500 rpm, T = 64.8◦C, c% =
2.7%).
Figure 4.24: Inlet pressure measurements at different axial placements (Ω =
2500 rpm, T = 64.8◦C, c% = 2.7%).
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Figure 4.25: Comparison between the experimental noncavitating perfor-
mance obtained different inlet pressure taps (“IPT1”and“IPT2”)
and the analytically predicted noncavitating performance of the
DAPAMITO4 inducer (Ω = 2500 rpm, T = 74.2◦C, c% =
2.7%).
Figure 4.26: Inlet pressure measurements at different axial placements (Ω =
2500 rpm, T = 74.2◦C, c% = 2.7%).
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Linear Thermal
Material Expansion Coefficient
λ [K−1]
Al 7075 alloy 2.35 · 10−5
Plexiglas R© 7.00 · 10−5
Table 4.2: Linear thermal expansion coefficients of the Al 7075 alloy and Plex-
iglas.
The figures from 4.21 to 4.26 report the noncavitating plots and the cor-
responding inlet pressure profiles in the same form of the previous one but
obtained at different temperatures (50.6, 64.8 and 74.2 ◦C). It is worth notic-
ing that the prerotation presents different intensities at different temperature.
Concerning the influence of the temperature on the pumping performance,
the principal physical properties of the water which are mainly influenced by
the temperature are the viscosity and, much less so, the density. In particular,
the density of liquid water is almost constant over the range of temperatures
of interest and cannot directly affect the pumping characteristic of the in-
ducer because the head and flow coefficients are nondimensional parameters
whose definitions already take into account the variation of the density of the
working fluid. On the other hand, the temperature has a significant effect
on the viscosity of the water, which decreases approximately by a factor of
3 from 20 to 75 ◦C. However, all the experiments have been conducted at
fully-developed turbulent Reynolds number (Re > 106).
The temperature, which affects the physical properties of the working
fluid, also modifies the geometry of the experiment when the rotor and sta-
tor have different thermal expansion coefficients. In particular, the thermal
expansion coefficient of the Plexiglas casing is three times larger than that of
the aluminum inducer (see Table 4.2).
By the analysis of the influence of the clearance and the experimental in-
vestigation carried out into the rotordynamic configuration (see Section 4.7),
the increase of the blade tip clearance due to the differential thermal expan-
sion has been assessed to be the dominant phenomenon which can explain
the performance deterioration with the temperature. In fact, taking advan-
tage of the last data reported in Figure 4.18 not affected by the inlet flow
prerotation (except at very low flow coefficients), the following procedure has
been applied for understanding the role of the differential thermal expansion
between the inducer and its casing in decreasing the pumping performance
as experimentally highlighted. First of all, by the measurements of the inlet
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Figure 4.27: Noncavitating performance of the DAPAMITO4 inducer at dif-
ferent water temperatures obtained with“IPT1”and the ΨIPT1TANK
parameter: Ω = 2500 rpm, c% = 2.7%.
pressure at the “IPT1” section for Φ = 0 (i.e. main engine stopped) corre-
spondent to the main tank pressure (pTANK) and the inlet pressure measured
at the “IPT1” section for Φ 6= 0, it is possible to compute the nondimensional
parameter ΨIPT1TANK as follows (see Figure 4.27):
ΨIPT1TANK =
pIPT1 − pTANK
ρ (ΩrT )
2 (4.7)
This parameter takes into account the effect of the residual prerotation which
is not negligible for Φ < 0.01. Adding the so computed parameter to the
prevalence Ψ one can obtain the prevalence Ψ˜ corrected for the prerotation
(see Figure 4.28):
Ψ˜ = Ψ−ΨIPT1TANK =
pOPT1 − pTANK
ρ (ΩrT )
2 (4.8)
The last passage consists in scaling the so obtained pumping performance
using the model presented in Section 4.3 for taking into account the changing
of the blade tip clearance with the temperature. Assuming that the linear
relationship between the temperature and the elongation can be applied in
correspondence of the inducer, it is possible to evaluate the actual clearance
as
δ∆T = δT0 + ∆T (λPlexiglasrC − λAl7075rT ) (4.9)
where, T0 is the reference temperature (i.e. the ambient temperature), ∆T
is the difference between the actual temperature and the reference one, λ
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Figure 4.28: Noncavitating performance of the DAPAMITO4 inducer at dif-
ferent water temperatures corrected for the prerotation effect:
Ω = 2500 rpm, c% = 2.7%.
is the linear thermal expansion coefficient, rC is the casing radius and rT
is the inducer tip radius. Figure 4.29 shows the results of this computation:
the obtained curves at different temperatures are almost superimposed as one
expected since Re is higher than 106. As previously anticipated, the use of the
same material (aluminum) for both the inducer and its casing minimizes the
relative changes of the tip clearance due to differential thermal expansion in
tests at elevated liquid temperature as confirmed by the experimental results
on the DAPAMITO inducers assembled in the rotordynamic configuration.
The curves, obtained at rotational speeds of 1500 and 1750 rpm, c% = 6.8%
and several temperatures of the liquid, confirm the independence of the test
results on the flow temperature (see Figure 10.12 and Figure 10.32).
4.7 Noncavitating Pumping Performance and Hydraulic
Efficiency
A series of tests has been performed on the DAPAMITO inducers aimed at
characterizing the noncavitating performance and the hydraulic efficiency in
cold and hot water in the same assembly configuration used for the rotordy-
namic tests (2 mm blade tip clearance, corresponding to 6.8% of the mean
blade height, and zero eccentricity, see Figure 2.13). Figure 4.30 and Fig-
200 4. Noncavitating Pumping Performance
Figure 4.29: Noncavitating performance of the DAPAMITO4 inducer at dif-
ferent water temperatures corrected for the prerotation and the
clearance effects: Ω = 2500 rpm, c% = 2.7%.
ure 4.31 show the noncavitating experimental curves of DAPAMITO inducers
in terms of the static head coefficient Ψ = ∆p/ρΩ2r2T and the hydraulic ef-
ficiency η = Q∆pt/(τΩ) as functions of the flow coefficient Φ = Q/piΩr
3
T .
The low pressure tap, “IPT1”, has been located on the suction line about 6
inducer diameters upstream of the blade leading edges, in order to eliminate
the effect of inlet flow prerotation. The high pressure tap, “OPT2”, has been
mounted on the discharge line at about 2.5 duct diameters downstream of
the test chamber connection, because of the uncertainties in compensating
for the influence of exit flow swirl if mounted on the inducer discharge casing.
Hence head measurements include the losses due to the flow diffusion from
the inducer outlet into the test section and to the entrance in the discharge
line. In order to evaluate the total pressure rise, some assumptions have been
made both on the measured static pressure rise and the dynamic pressure at
the exit of the inducer. It has been assumed that a good estimation of the
bulk static pressure at the exit of the inducer can be the pressure measured
in the discharge line because the losses due to the entrance in the discharge
line can be considered negligible and the dynamic pressure at the exit of the
inducer completely lost in the sudden diffusion into the test section. The
total pressure rise across the inducer consists of the static pressure rise and
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Figure 4.30: DAPAMITO3 inducer noncavitating performance and hydraulic
efficiency at different water temperatures (c% = 6.8%).
the dynamic pressure rise:
∆pt = ∆p+
1
2
ρ
(
v¯22δ◦ + w
2
2 − w21
)
(4.10)
where the inlet velocity has been assumed to have only the axial component:
w1 =
Q
A1
=
Q
pir2T
∼= constant (4.11)
while the outlet velocity consists of two components: one axial, w2, and the
other azimuthal, v2δ◦ . As a first approximation, the outlet axial velocity can
be computed as follows:
w2 =
Q
A2
=
Q
pi
(
r2T − r2H2
) ∼= constant (4.12)
while the contribution of the azimuthal velocity, v2δ◦ , to the dynamic pressure
should be integrated in the outlet section:
v¯22δ◦ =
1
A2
∫ rT
rH2
2pirv22δ◦dr (4.13)
A good approximation of the azimuthal velocity can be obtained by using
the deviation angle, δ◦ = β2 − γ2, computed by means of the Carter’s rule:
v2δ◦ = Ωr − w2 tan (γ2 + δ◦) =
(
Ω− 2piw2
P˜
)
r (4.14)
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Figure 4.31: DAPAMITO4 inducer noncavitating performance and hydraulic
efficiency at different water temperatures (c% = 6.8%).
where:
P˜ =
2pir
tan (γ2 + δ◦)
∼= 2pirT
tan
(
γT le + δ
◦
T le
) and
δ
◦
T le
∼=
[
0.23 + 0.1
(γTle
50◦
)]
√
σ
(γT le − γTte) (4.15)
Finally, the contribution to the dynamic pressure related to the azimuthal
velocity can be estimated by means of the following expression:
v¯22δ◦ =
1
A2
∫ rT
rH2
2pirv22δ◦dr =
(
r2T + r
2
H2
)
2
[
Ω− 2piw2
P˜
]2
(4.16)
The torque (τ) has been directly measured by means of the rotating dy-
namometer, thereby by-passing the uncertainties associated with seal friction
on the inducer shaft. The use of the same material (aluminum) for both the
inducer and its casing minimizes the relative changes of the tip clearance due
to differential thermal expansion in tests at elevated liquid temperature. The
curves, obtained at a rotational speed of 1500 rpm for the DAPAMITO3 in-
ducer and 1750 rpm for the DAPAMITO4 inducer and several temperatures
of the liquid, confirm the independence of the test results on the flow tem-
perature. The highest measured efficiencies of the inducers correspond to the
highest experimental flow coefficient (Φ = 0.052) and are about 78% for the
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DAPAMITO3 inducer and 77% for the DAPAMITO4 inducer, in accordance
with the typical values for this kind of machine (70÷ 80%).
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Chapter 5
Cavitating Pumping Performance
This chapter reports the analysis of the influence of the cavitation developed
inside the pump mainly on the degradation of the pumping performance of
the inducers. The detailed study of the instabilities induced by the cavita-
tion have been summarized in next chapter. The suction performance of the
DAPAMITO inducers have been investigated at design and off-design con-
ditions both at high and low clearance. In order to understand the thermal
effects on cavitation, several experiments at different temperature have been
performed.
The analysis in terms of nondimensional parameters has been integrated by
plenty of pictures taken thanks to the optical access.
5.1 Experimental Procedures and Reduction Techniques
The suction performance characterization consists in the measurement of the
head coefficient as a function of the inlet pressure, p1,
Ψ = Ψ (σ) (5.1)
at constant values of Φ in fully-developed turbulent regime (Re ≥ 106), where
the nondimensional parameter for the inlet pressure is the Euler number, σ,
defined as follows:
σ =
p1 − pV
1
2ρΩ
2r2T
(inlet cavitation number) (5.2)
The inlet pressure is measured by an absolute pressure transducer installed
upstream the inducer. The definitions of the head coefficient, flow coefficient
and Reynolds number have been already reported in the equations from 4.2
to 4.4. As for the noncavitating performance, the low and high pressure taps
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(the locations of which are described in Figure 2.2 and Figure 2.3) used in each
measurement will be highlighted before the plotting of the experimental data.
These experiments can be performed both continuously decreasing the value
of the pressure at the inducer inlet from ambient to the minimum achievable
value (unsteady or continuous tests) and in steady-state conditions, i.e. at
constant inlet pressure. For the latter the general experimental procedure
can be summarized as follows:
1. transducers offset acquisition (main engine stopped);
2. achievement of the required rotational speed Ω;
3. flow rate setting by means of the silent throttle valve;
4. inlet pressure setting by means of pressurization/depressurization of
the bladder inside the main tank;
5. flow rate setting by means of the silent throttle valve;
6. data acquisition by Labview software;
7. main engine stopping;
8. initial and final temperatures recording.
On the other hand the unsteady tests are performed according to the following
procedure:
1. bladder pressurization for obtaining noncavitating starting condition;
2. transducers offset acquisition (main engine stopped);
3. achievement of the required rotational speed Ω;
4. flow rate setting by means of the silent throttle valve;
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Figure 5.1: Inlet pressure time history (blue) during a typical unsteady test
with superimposed the “quasi-steady” time fractions (red) (left);
schematic of the time intervals overlapping procedure (right).
5. data acquisition by Labview software;
6. gradual depressurization of the bladder by means of the vacuum pump;
7. flow rate maintaining by means of the silent throttle valve;
8. main engine stopping;
9. initial and final temperatures recording.
The inlet pressure decreasing rate is maintained practically constant through-
out the test, until the minimum attainable value is reached (see Figure 5.1).
The test data is divided in “quasi-steady” time fractions at almost constant
inlet pressure: the mean intervals have to be sufficiently long for reducing
data dispersion. The mean intervals can be overlapped to better represent
the continuous test.
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sample rate [sps] 1000
number of samples [–] 5000
acquisition time [s] 5
Table 5.1: Values of sampling used for the“steady-state”suction performance
tests data acquisition.
5.2 Cold and Hot Water Tests on the DAPAMITO3
Inducer
The cavitating tests on the three-bladed inducer have been carried out both at
high and low clearances. The low and high pressure taps for the differential
pressure transducers have been, respectively, the “IPT2” and “OPT1”, as
defined in Figure 2.3. The inlet pressure has been measured by means of the
“IPT2” pressure tap.
5.2.1 High Clearance Casing
At high clearance (c% = 6.8%), a series of tests have been performed at
ambient temperature for characterizing the suction performance of the DA-
PAMITO3 inducer both using the “steady-state” and the “unsteady” (or con-
tinuous) procedures, as reported above.
The tests have been performed at Ω = 3000 rpm and for four different
values of the flow coefficient 0.062, 0.059, 0.056 and 0.053, that, respecively,
represent the 105%, 100%, 95% and 90% of the design flow coefficient, ΦD.
Table 5.1 reports the values of the sample rate and of the number of samples
used for characterizing a single experimental point of the suction curve in the
steady tests: each experimental point has been obtained averaging the dif-
ferential pressure and the inlet pressure signals. Figure 5.2 summarized the
DAPAMITO3 cavitating performance obtained at different flow coefficient.
For the highest flow coefficients (Φ = 0.062, 0.059), some difficulties in main-
taining a perfectly constant value of the flow rate at the lowest cavitation
numbers have been found. In fact, the high level of cavitation, typical of the
breakdown condition, tends to decrease the flow rate which can be maintained
constant only opening the flow regulating valve which, in some conditions,
can reach its full stroke and, consequently, does not allow for the passage of
the correct amount of water. For each flow coefficient, some pictures depict
the cavitation appearance at different cavitation numbers (figures from 5.3
to 5.6): it allows for better understanding the cavitation level at the specified
flow condition.
Table 5.2 reports the values of the sample rate, the number of samples
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Figure 5.2: DAPAMITO3 cavitating performance: “steady-state” tests sum-
mary chart: c% = 6.8%.
Figure 5.3: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 17.2◦C, Φ = 0.062 and c% = 6.8%.
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Figure 5.4: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 18.7◦C, Φ = 0.059 and c% = 6.8%.
Figure 5.5: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 15.8◦C, Φ = 0.056 and c% = 6.8%.
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Figure 5.6: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 16.8◦C, Φ = 0.053 and c% = 6.8%.
Figure 5.7: DAPAMITO3 cavitating performance tests summary chart
(steady and unsteady test): c% = 6.8%.
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sample rate [sps] 1000
number of samples [–] 300000÷ 360000
acquisition time [s] 300÷ 360
interval time [s] 4
overlap % [s] 50
Table 5.2: Values of sampling used for the“unsteady”(continuous) cavitating
performance tests data acquisition and reduction (c% = 6.8%).
mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.062 17.6 360 6.7
0.059 17.3 300 0.4
0.056 17.1 300 0.5
0.053 17.6 360 0.8
Table 5.3: Operational parameters in the “unsteady” (continuous) cavitating
performance tests with DAPAMITO3 at c% = 6.8%.
used for each continuous cavitating experiment, the duration of each run,
the length of the time interval used in the data reduction for representing a
single experimental point on the continuous cavitating curve and the over-
lapping percentage of two adjacent intervals. Figure 5.14 summarizes the
DAPAMITO3 cavitating performance obtained at different flow coefficients
by the “steady-state” and “unsteady” tests at c% = 6.8%: the chart reports
two additional curves obtained at 75% and 50% of the design flow coefficient
ΦD (Φ = 0.044 and Φ = 0.029) which are representative of the inducer cavi-
tating behaviour under very off-design conditions. Table 5.3 summarizes the
duration of the experiment, the mean water temperature during the continu-
ous run and the maximum gap between the nominal flow coefficient and the
actual one maintained during the run (Φ%). The same considerations adduced
for the “steady-state” tests concerning the impossibility to keep a constant
flow rate at the highest flow coefficients under severe cavitating operation can
be applied to these tests. Both the “steady-state” and the “continuous” tests
show the typical head increase just prior to the decrease associated to break-
down conditions (Brennen[7]): it is gradual and can be observed starting from
quite high values of the cavitation number (σ = 0.25). This increase reaches
up to 3% of the noncavitating head at c% = 6.8%. The influence of the
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Figure 5.8: DAPAMITO3 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%.
temperature on the cavitating performance of the DAPAMITO3 inducer at
c% = 6.8% has been investigated with an experimental campaign performed
with the continuous procedure at 50◦C. The continuous cavitating curves
relative to the four flow coefficients have been reported in the subsequent
Section 5.4 that analyzes the thermal effects on cavitaion.
5.2.2 Low Clearance Casing
Tests in Cold Water
According to the procedure reported in Section 5.1, a series of tests have been
performed at ambient temperature for characterizing the suction performance
of the DAPAMITO3 inducer both using the“steady-state”and the“unsteady”
(or continuous) procedures. The steady-state tests have been performed at
Ω = 3000 rpm and for same four values of the flow coefficient (105%, 100%,
95%, 90% of ΦD) investigated in the previous experiments. The values of
the sample rate and of the number of samples used for characterizing a sin-
gle experimental point of the suction curve in the steady-state tests do not
differ from the ones used in the high clearance case (see Table 5.1). Each
experimental point has been obtained averaging the differential pressure and
the inlet pressure signals.
The results of the experimental campaign with the “steady-state” proce-
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Figure 5.9: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 16.3◦C, Φ = 0.062 and c% = 2.7%.
dure are reported in Figure 5.8. The figures from 5.9 to 5.12 provide some
pictures of the development of the cavitation with the reduction of the inlet
pressure. The cavitation appearance can be very useful in identifying the
causes of the performance degradation. Even in this case, especially at high
flow coefficient and low Euler number the large amount of cavitation has
implied some experimental problems in maintaining the nominal flow rate.
Table 5.4 reports the values of the sample rate, the number of samples
used for each continuous cavitating experiment, the duration of each run,
the length of the time interval used in the data reduction for representing a
single experimental point on the continuous cavitating curve and the overlap-
ping percentage of two adjacent intervals. On the other hand, the duration
of the experiment, the mean water temperature during the continuous run
and the maximum gap between the nominal flow coefficient and the actual
one maintained during the run are summarized in Table 5.5. The same con-
siderations adduced for the “steady-state” tests concerning the impossibility
to keep a perfectly constant flow rate at the highest flow coefficients under
severe cavitating operation can be applied to these tests. Finally, Figure 5.13
summarizes the DAPAMITO3 cavitating performance obtained at different
flow coefficients by the “steady-state” and “unsteady” tests at c% = 2.7% and
ambient temperature: the chart reports one additional curve obtained at 75%
of the design flow coefficient ΦD (Φ = 0.044) which is representative of the
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Figure 5.10: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 17.1◦C, Φ = 0.059 and c% = 2.7%.
Figure 5.11: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 16.0◦C, Φ = 0.056 and c% = 2.7%.
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Figure 5.12: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 16.9◦C, Φ = 0.053 and c% = 2.7%.
sample rate [sps] 1000
number of samples [–] 240000
acquisition time [s] 240
interval time [s] 2.4
overlap % [s] 50
Table 5.4: Values of sampling used for the“unsteady”(continuous) cavitating
performance tests data acquisition and reduction (c% = 2.7%).
inducer cavitating behaviour under very off-design conditions.
Comparing the cavitating curves obtained at different clearances (Fig-
ure 5.7 at c% = 6.8% and Figure 5.13 at c% = 2.7%), the some observations
can be drawn. The typical head increase just prior to the decrease associ-
ated to breakdown conditions is gradual and can be observed starting from
quite high values of the cavitation number (σ = 0.25); this increase is more
significant for higher tip blade clearance (up to 3% of the noncavitating head
at c% = 6.8%, 1% of the non-cavitating head at c% = 2.7%). The inducer
cavitating behavior is significantly altered at different values of the tip blade
clearance: in particular the cavitating curves obtained at c% = 2.7% show a
“one step” shape under breakdown conditions, consisting of an intermediate
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Figure 5.13: DAPAMITO3 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%.
mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.062 15.6 240 4.4
0.059 16.5 240 3.0
0.056 18.0 240 1.0
0.053 17.8 240 1.8
0.044 17.2 240 2.0
Table 5.5: Operational parameters in the “unsteady” (continuous) cavitating
performance tests with DAPAMITO3 at c% = 2.7% in cold water.
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Figure 5.14: Appearance of cavitation on the DAPAMITO3 inducer at Φ =
0.053 and almost the same cavitation number for the two se-
lected values of the tip clearance (c% = 6.8% left and c% = 2.7%
right).
head drop during which some forms of instabilities as the synchronous rotat-
ing cavitation may occur (the head drop ranges from 3% to almost 10% of
the non cavitating value as Φ decreases from 0.062 to 0.053). At higher clear-
ance, inducer breakdown starts at a lower cavitation number with respect to
the lower clearance configuration; on the other hand, complete breakdown
conditions are achieved at lower cavitation numbers for the reduced clear-
ance configuration. Figure 5.14 illustrates the appearance of cavitation on
the inducer at Φ = 0.053 and at almost the same cavitation number for the
two investigated values of the tip clearance. At the higher value of the blade
tip clearance the regions of cavitation appear more “irregular” and directed
upstream than observed at the lower value of clearance, most likely as a
consequence of the higher backflow intensity.
Tests in Water at 50◦C
The steady-state tests in hot water at T= 50◦C have been performed at
Ω = 3000 rpm and for four different values of the flow coefficient (105%,
100%, 95%, 90% of ΦD). The values of the sample rate and of the number
of samples used for characterizing a single experimental point of the suction
curve in the steady-state tests do not differ from the ones used in the high
clearance case (see Table 5.1). Each experimental point has been obtained
averaging the differential pressure and the inlet pressure signals. The results
of the experimental campaign with the “steady-state” procedure are reported
in Figure 5.15. As for the test in cold water, some pictures of the devel-
opment of the cavitation with the reduction of the inlet pressure have been
reported in the figures from 5.16 to 5.19. Especially at high flow coefficient
and low Euler number the large amount of cavitation has implied some ex-
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Figure 5.15: DAPAMITO3 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%, T = 50
◦C.
Figure 5.16: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 50.3◦C, Φ = 0.062 and c% = 2.7%.
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Figure 5.17: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 50.2◦C, Φ = 0.059 and c% = 2.7%.
Figure 5.18: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 50.0◦C, Φ = 0.056 and c% = 2.7%.
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Figure 5.19: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 50.4◦C, Φ = 0.053 and c% = 2.7%.
perimental problems in maintaining the nominal flow rate. The duration of
the experiment, the mean water temperature during the continuous run and
the maximum gap between the nominal flow coefficient and the actual one
maintained during the run are summarized in Table 5.6. Finally, Figure 5.20
summarizes the DAPAMITO3 cavitating performance obtained at different
flow coefficients by the “steady-state” and “unsteady” tests at c% = 2.7%
and T = 50 ◦C: the chart reports one additional curve obtained at 75% of
the design flow coefficient (Φ = 0.044) which is representative of the inducer
cavitating behaviour under very off-design conditions.
Tests in Water at 65◦C
The steady-state tests in hot water at T = 65◦C have been performed at
Ω = 3000 rpm and for four different values of the flow coefficient (105%,
100%, 95%, 90% of ΦD). The values of the sample rate and of the number
of samples used for characterizing a single experimental point of the suction
curve in the steady-state tests do not differ from the ones used in the high
clearance case (see Table 5.1). Each experimental point has been obtained
averaging the differential pressure and the inlet pressure signals. The results
of the experimental campaign with the “steady-state” procedure are reported
in Figure 5.21. As for the test in cold water, some pictures of the devel-
opment of the cavitation with the reduction of the inlet pressure have been
reported in the figures from 5.22 to 5.25. Especially at high flow coefficient
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mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.062 49.8 240 7.4
0.059 49.5 240 7.8
0.056 49.3 240 5.1
0.053 49.9 240 0.7
0.044 50.0 240 2.0
Table 5.6: Operational parameters in the “unsteady” (continuous) cavitating
performance tests with DAPAMITO3 at c% = 2.7% in hot water
at 50◦C.
Figure 5.20: DAPAMITO3 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 50
◦C.
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Figure 5.21: DAPAMITO3 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%, T = 65
◦C.
Figure 5.22: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 64.9◦C, Φ = 0.062 and c% = 2.7%.
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Figure 5.23: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 64.9◦C, Φ = 0.059 and c% = 2.7%.
Figure 5.24: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 65.1◦C, Φ = 0.056 and c% = 2.7%.
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Figure 5.25: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 65.0◦C, Φ = 0.053 and c% = 2.7%.
and low Euler number the large amount of cavitation has implied some ex-
perimental problems in maintaining the nominal flow rate. The duration of
the experiment, the mean water temperature during the continuous run and
the maximum gap between the nominal flow coefficient and the actual one
maintained during the run are summarized in Table 5.7. Finally, Figure 5.26
summarizes the DAPAMITO3 cavitating performance obtained at different
flow coefficients by the “steady-state” and “unsteady” tests at c% = 2.7%
and T = 65◦C: the chart reports one additional curve obtained at 75% of
the design flow coefficient (Φ = 0.044) which is representative of the inducer
cavitating behaviour under very off-design conditions.
Tests in Water at 75◦C
The high value of the water temperature has probably affected the correct
operation of the silent throttle valve: as a consequence it has not been possible
to reach the highest flow coefficients. The steady-state tests in hot water at
T = 75◦C have been performed at Ω = 3000 rpm and for two different values
of the flow coefficient (95%, 90% of ΦD). The values of the sample rate and
of the number of samples used for characterizing a single experimental point
of the suction curve in the steady-state tests do not differ from the ones
used in the high clearance case (see Table 5.1). Each experimental point
has been obtained averaging the differential pressure and the inlet pressure
signals. The results of the experimental campaign with the “steady-state”
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mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.062 64.8 240 13
0.059 64.7 240 8
0.056 64.2 240 6
0.053 64.6 240 0.9
0.044 65.0 240 1.8
Table 5.7: Operational parameters in the “unsteady” (continuous) cavitating
performance tests with DAPAMITO3 at c% = 2.7% in hot water
at 65◦C.
Figure 5.26: DAPAMITO3 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 65
◦C.
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Figure 5.27: DAPAMITO3 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%, T = 75
◦C.
procedure are reported in Figure 5.27. As for the test in cold water, some
pictures of the development of the cavitation with the reduction of the inlet
pressure have been reported in Figure 5.28 and Figure 5.29. Especially at low
Euler number the large amount of cavitation has implied some experimental
problems in maintaining the nominal flow rate. The flow coefficients tested in
the continuous runs have been 0.044, 0.053, 0.056 and 0.059. The duration of
the experiment, the mean water temperature during the continuous run and
the maximum gap between the nominal flow coefficient and the actual one
maintained during the run are summarized in Table 5.8. Finally, Figure 5.30
summarizes the DAPAMITO3 cavitating performance obtained at different
flow coefficients by the “steady-state” and “unsteady” tests at c% = 2.7%
and T = 75 ◦C: The curve obtained at 75% of the design flow coefficient
(Φ = 0.044) is representative of the inducer cavitating behaviour under very
off-design conditions.
5.3 Cold and Hot Water Tests on the DAPAMITO4
Inducer
The cavitating tests on the four-bladed inducer have been carried out at
low clearance. The low and high pressure taps for the differential pressure
transducers have been, respectively, the “IPT2” and “OPT1”, as defined in
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Figure 5.28: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 75.0◦C, Φ = 0.056 and c% = 2.7%.
Figure 5.29: Pictures of the cavitation inside the DAPAMITO3 at Ω = 3000
rpm, T = 74.9◦C, Φ = 0.053 and c% = 2.7%.
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mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.059 74.4 240 13
0.056 74.6 240 0.6
0.053 74.4 240 10
0.044 75.8 240 0.9
Table 5.8: Operational parameters in the “unsteady” (continuous) cavitating
performance tests with DAPAMITO3 at c% = 2.7% in hot water
at 75◦C.
Figure 5.30: DAPAMITO3 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 75
◦C.
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Figure 2.3. The inlet pressure has been measured by means of the “IPT2”
pressure tap.
5.3.1 Low Clearance Casing
According to the procedure reported in Section 5.1, a series of tests have been
performed in cold and hot water for characterizing the suction performance of
the DAPAMITO4 inducer both using the “steady-state” and the “unsteady”
(or continuous) procedures. The tests have been performed at Ω = 3000 rpm.
Since the maximum flow coefficient reached during the noncavitating tests has
been 0.059, it has been decided to characterize the suction performance of the
DAPAMITO4 at the same flow coefficients of DAPAMITO3 correspondent
to the 84%, 80% and 76% of the design flow coefficient and at an additional
flow coefficien, 0.050, equal to 71% of ΦD. Table 5.1 reports the values
of the sample rate and of the number of samples used for characterizing a
single experimental point of the suction curve in the steady-state tests: each
experimental point has been obtained averaging the differential pressure and
the inlet pressure signals. On the other hand, Table 5.4 reports the values of
the sample rate, the number of samples used for each continuous cavitating
experiment, the duration of each run, the length of the time interval used
in the data reduction for representing a single experimental point on the
continuous cavitating curve and the overlapping percentage of two adjacent
intervals.
Tests in Cold Water
For the highest flow coefficients (Φ = 0.059, 0.056) it has been difficult to
maintain a constant value of the flow rate at the lowest cavitation numbers
since the high level of cavitation tends to decrease the flow rate which should
be maintained constant opening the flow regulating valve which could reach
its full stroke. Figure 5.31 summarizes the DAPAMITO4 cavitating perfor-
mance obtained at different flow coefficients by the “steady-state” tests in
cold water. For each flow coefficient, some pictures (reported in figures from
5.32 to 5.35) depict the cavitation appearance at different cavitation num-
bers. The occurence of a strong asymmetry of the cavitating regions (i.e. two
cavitating blades and two noncavitating blades) can be detected for all the in-
vestigated flow coefficients: it is worth noticing that this occurs at cavitation
numbers correspondent to the first head drop, when the synchronous rotating
cavitation phenomenon manifests as highlighted in the next Chapter 6.
A series of high speed movies has been taken at Φ = 0.053 for different
cavitation numbers. The core of the system for the optical analysis of the
cavitating flow is represented by a high-speed video camera, Fastec Imaging
model Ranger having a record rate variable from 125 fps (max resolution
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Figure 5.31: DAPAMITO4 cavitating performance: “steady-state” cold tests
summary chart: c% = 2.7%.
Figure 5.32: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 16.4◦C, Φ = 0.059 and c% = 2.7%.
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Figure 5.33: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 16.9◦C, Φ = 0.056 and c% = 2.7%.
Figure 5.34: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 15.9◦C, Φ = 0.053 and c% = 2.7%.
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Figure 5.35: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 17.0◦C, Φ = 0.050 and c% = 2.7%.
1280x1024) to 16000 fps (max resolution 1280x32). It uses a monochrome
CMOS sensor and its recording mode can be manual or triggered by the
connection with a Personal Computer by means of USB port. The shutter
speed ranges from 1x to 20x the recording rate. The required illumination
level is provided by three halogen lamps produced by Hedler, each one having
a power of 1250 W. The camera frame rate has been set equal to 1000 fps
(i.e. 40 frames/revolution at 1500 rpm), at an image resolution of 640x480
pixels. The camera has been placed near the Plexiglas casing and oriented for
recording semi-frontal movies. The figures from 5.36 to 5.40 show the frames
taken from the high speed movies correspondent to a complete inducer round
for different cavitation number at Φ = 0.053.
Figure 5.41 summarizes the DAPAMITO4 cavitating performance ob-
tained at different flow coefficients by the “steady-state” and “unsteady” tests
at c% = 2.7% and ambient temperature: the chart reports one additional
curve obtained at almost 63% of the design flow coefficient ΦD (Φ = 0.044)
which is representative of the inducer cavitating behaviour under very off-
design conditions. The full symbols in the chart refer to the “steady-state”
tests results and their good superimposition on the continuous curves vali-
dates the “unsteady’ procedure. Table 5.9 summarizes the duration of the
experiment, the mean water temperature during the continuous run and the
maximum gap between the nominal flow coefficient and the actual one main-
tained during the run. The same considerations adduced for the “steady-
state” tests concerning the impossibility to keep a perfectly constant flow
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Figure 5.36: Frames taken from a high speed movie (1000 fps) correspondent
to a complete inducer round (Ω = 3000 rpm, Φ = 0.053, σ =
0.204, T = 15.9◦C).
mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.059 15.4 240 8.5
0.056 15.0 240 4.3
0.053 15.2 240 1.2
0.050 15.4 240 0.7
0.044 15.0 240 1.3
Table 5.9: Operational parameters in the “unsteady” (continuous) cavitating
performance tests with DAPAMITO4 at c% = 2.7% in cold water
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Figure 5.37: Frames taken from a high speed movie (1000 fps) correspondent
to a complete inducer round (Ω = 3000 rpm, Φ = 0.053, σ =
0.108, T = 15.9◦C).
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Figure 5.38: Frames taken from a high speed movie (1000 fps) correspondent
to a complete inducer round (Ω = 3000 rpm, Φ = 0.053, σ =
0.078, T = 15.9◦C).
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Figure 5.39: Frames taken from a high speed movie (1000 fps) correspondent
to a complete inducer round (Ω = 3000 rpm, Φ = 0.053, σ =
0.065, T = 15.9◦C).
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Figure 5.40: Frames taken from a high speed movie (1000 fps) correspondent
to a complete inducer round (Ω = 3000 rpm, Φ = 0.053, σ =
0.049, T = 15.9◦C).
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Figure 5.41: DAPAMITO4 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 16
◦C.
rate at the highest flow coefficients under severe cavitating operation can be
applied to these tests.
The DAPAMITO4 inducer cavitating behavior is similar to the DA-
PAMITO3: the cavitating curves obtained at c% = 2.7% show a “one step”
shape under breakdown conditions, consisting of an intermediate head drop
during which some forms of instabilities as the synchronous rotating cavita-
tion may occur.
Tests in Water at 50◦C
The same flow coefficients tested at ambient temperature have been investi-
gated at 50◦C. The DAPAMITO4 cavitating performance obtained at differ-
ent flow coefficients by means of the “steady-state” procedure is reported in
Figure 5.42. Even in this case, the large amount of cavitation at the break-
down of the performance has implied some problems in maintaining a per-
fectly constant flow rate. For each flow coefficient, some pictures (reported
in figures from 5.43 to 5.46) depict the cavitation appearance at different
cavitation numbers. The occurrence of a strong asymmetry of the cavitating
regions (i.e. two cavitating blades and two noncavitating blades) can be de-
tected for all the investigated flow coefficients: it is worth noticing that this
occurs at cavitation numbers correspondent to the first head drop, when the
synchronous rotating cavitation phenomenon manifests as highlighted in the
next Chapter 6.
Figure 5.49 summarizes the DAPAMITO4 cavitating performance ob-
240 5. Cavitating Pumping Performance
Figure 5.42: DAPAMITO4 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%, T = 50
◦C.
Figure 5.43: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 50.1◦C, Φ = 0.059 and c% = 2.7%.
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Figure 5.44: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 50.2◦C, Φ = 0.056 and c% = 2.7%.
Figure 5.45: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 50.9◦C, Φ = 0.053 and c% = 2.7%.
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Figure 5.46: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 50.6◦C, Φ = 0.050 and c% = 2.7%.
tained at different flow coefficients by the “steady-state” and “unsteady” tests
at c% = 2.7% in hot water at 50
◦C: the chart reports one additional curve
obtained at almost 63% of the design flow coefficient ΦD (Φ = 0.044) which
is representative of the inducer cavitating behaviour under very off-design
conditions. The full symbols in the chart refer to the “steady-state” tests re-
sults and their good superimposition on the continuous curves validates the
“unsteady’ procedure. Table 5.10 summarizes the duration of the experiment,
the mean water temperature during the continuous run and the maximum
gap between the nominal flow coefficient and the actual one maintained dur-
ing the run. The same considerations adduced for the “steady-state” tests
concerning the impossibility to keep a perfectly constant flow rate at the
highest flow coefficients under severe cavitating operation can be applied to
these tests. The cavitating curves obtained at c% = 2.7% show a “one step”
shape under breakdown conditions, consisting of an intermediate head drop
during which some forms of instabilities as the synchronous rotating cavita-
tion may occur. A series of high speed movies has been taken by means of
a Casio Exilim Pro EX-F1 digital photo-camera able to record high speed
movies up to 1200 fps with resolution 336 x 96. Despite the low resolution
at the highest frame rate, this compact photo-camera allows for taking long
movies and so for monitoring the development of the cavitating regions dur-
ing the decrease of the inlet pressure. Figure 5.47 shows the frames taken
from the high speed movie recorded during a continuous test at Φ = 0.044:
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Figure 5.47: Frames taken from the high speed movie (1200 fps) recorded
during the continuous test at Ω = 3000 rpm, Φ = 0.044, T =
49.7◦C.
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Figure 5.48: Frames (1-24) taken from the high speed movie (Ω = 3000
rpm, Φ = 0.044, T = 49.7◦C, 1200 fps) recorded during the
continuous test and corresponding to a complete round of the
DAPAMITO4 inducer.
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mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.059 50.0 240 16.3
0.056 49.5 240 11.7
0.053 50.0 240 6.9
0.050 49.5 240 1.0
0.044 49.7 240 1.0
Table 5.10: Operational parameters in the“unsteady”(continuous) cavitating
performance tests with DAPAMITO4 at c% = 2.7% in hot water
at T = 50◦C
Figure 5.49: DAPAMITO4 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 50
◦C.
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each frame has been extracted every 10 seconds. The frames show as from
tip blade cavitation, the cavitating region extends on the blade up to fill the
channel between two adjacent blades when the head breakdown occurs. Fig-
ure 5.48 highlights the synchronous rotating cavitation (SRC) phenomenon
which manifests itself as the alternation of a couple heavily cavitating blades
(frames 13-24) and a couple of slightly cavitating ones (frames 1-12): the
frames have been taken from the same movie (Φ = 0.044, Ω = 3000 rpm,
1200 fps) at about 110 s (corresponding to σ = 0.126) and represent a com-
plete round of the DAPAMITO4 inducer.
Tests in Water at 65◦C
The same flow coefficients tested at ambient temperature and at 50◦C have
been investigated at 65◦C. The DAPAMITO4 cavitating performance ob-
tained at different flow coefficients by means of the “steady-state” procedure
is reported in Figure 5.50. Even in this case, the large amount of cavitation
at the breakdown of the performance has implied some problems in main-
taining a perfectly constant flow rate. For each flow coefficient, some pictures
(reported in the figures from 5.51 to 5.54) depict the cavitation appearance
at different cavitation numbers. The occurrence of a strong asymmetry of the
cavitating regions (i.e. two cavitating blades and two noncavitating blades)
can be detected for all the investigated flow coefficients: it is worth notic-
ing that this occurs at cavitation numbers correspondent to the first head
drop, when the synchronous rotating cavitation phenomenon manifests as
highlighted in the next Chapter.
Figure 5.56 summarizes the DAPAMITO4 cavitating performance ob-
tained at different flow coefficients by the “steady-state” and “unsteady” tests
at c% = 2.7% in hot water at 65
◦C: the chart reports one additional curve
obtained at almost 63% of the design flow coefficient ΦD (Φ = 0.044) which is
representative of the inducer cavitating behaviour under very off-design con-
ditions. The full symbols in the chart refer to the “steady-state” tests results
and their good superimposition on the continuous curves validates the “un-
steady’ procedure. Table 5.11 summarizes the duration of the experiment, the
mean water temperature during the continuous run and the maximum gap
between the nominal flow coefficient and the actual one maintained during
the run. The same considerations adduced for the “steady-state” tests con-
cerning the impossibility to keep a perfectly constant flow rate at the highest
flow coefficients under severe cavitating operation can be applied to these
tests. Even in this case, the cavitating curves obtained at c% = 2.7% show a
“one step” shape under breakdown conditions, consisting of an intermediate
head drop during which some forms of instabilities as the synchronous rotat-
ing cavitation may occur. A series of high speed movies has been taken by
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Figure 5.50: DAPAMITO4 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%, T = 65
◦C.
Figure 5.51: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 65.0◦C, Φ = 0.059 and c% = 2.7%.
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Figure 5.52: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 64.6◦C, Φ = 0.056 and c% = 2.7%.
Figure 5.53: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 64.9◦C, Φ = 0.053 and c% = 2.7%.
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Figure 5.54: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 65.3◦C, Φ = 0.050 and c% = 2.7%.
mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.059 64.8 240 8
0.056 64.3 240 1.4
0.053 65.5 240 1.9
0.050 65.3 240 2.1
0.044 65.5 240 1.0
Table 5.11: Operational parameters in the“unsteady”(continuous) cavitating
performance tests with DAPAMITO4 at c% = 2.7% in hot water
at T = 65◦C
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Figure 5.55: Frames taken from the high speed movie (1200 fps) recorded
during the continuous test at Ω = 3000 rpm, Φ = 0.053, T =
65.5◦C.
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Figure 5.56: DAPAMITO4 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 65
◦C.
means of a Casio Exilim Pro EX-F1 digital photo-camera able to record high
speed movies up to 1200 fps with resolution 336 x 96. Figure 5.55 shows the
frames taken from the high speed movie recorded during a continuous test
at Φ = 0.053: each frame has been extracted every 10 seconds. The frames
show as from tip blade cavitation, the cavitating region extends on the blade
up to fill the channel between two adjacent blades when the head breakdown
occurs: a lot of vapour is present as from 140 s.
Tests in Water at 75◦C
The high value of the water temperature has affected the correct operation of
the silent throttle valve. In fact it has not been possible to reach the highest
flow coefficients. In particular the flow coefficients which have been tested
are only 0.053, 0.050 and 0.044. All the tests have been performed at Ω =
3000 rpm. Figure 5.57 summarizes the DAPAMITO4 cavitating performance
obtained at different flow coefficients in the “steady-state” tests. The strong
asymmetry of the cavitating regions (i.e. two cavitating blades and two non-
cavitating blades) typical of the synchronous rotating cavitation phenomenon
can be identified in the pictures that report the cavitation appearance at
different cavitation numbers (see Figure 5.58 and Figure 5.59)
The comparison between the results of the discrete and continuous tests
reported in Figure 5.61 highlights the good superimposition of the data ob-
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Figure 5.57: DAPAMITO4 cavitating performance: “steady-state” tests sum-
mary chart: c% = 2.7%, T = 75
◦C.
Figure 5.58: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 74.8◦C, Φ = 0.053 and c% = 2.7%.
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Figure 5.59: Pictures of the cavitation inside the DAPAMITO4 at Ω = 3000
rpm, T = 74.6◦C, Φ = 0.050 and c% = 2.7%.
tained with different procedures. Finally, Table 5.12 shows the duration of
the experiment, the mean water temperature during the continuous run and
the maximum gap between the nominal flow coefficient and the actual one
maintained during the run.
The “one step” shape under breakdown conditions previously detected at
lower temperature is still present and it can be associated to some forms of
instabilities such as the synchronous rotating cavitation. A series of high
speed movies has been taken by means of a Casio Exilim Pro EX-F1 digital
photo-camera able to record high speed movies up to 1200 fps with reso-
mean test
Φ temperature time Φ%
[–] [◦C] [s] [%]
0.053 74.5 240 7
0.050 74.7 240 3.1
0.044 74.1 240 1.1
Table 5.12: Operational parameters in the“unsteady”(continuous) cavitating
performance tests with DAPAMITO4 at c% = 2.7% in hot water
at T = 75◦C
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Figure 5.60: Frames taken from the high speed movie (1200 fps) recorded
during the continuous test at Ω = 3000 rpm, Φ = 0.053, T =
74.5◦C.
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Figure 5.61: DAPAMITO4 cavitating performance tests summary chart
(steady and unsteady test): c% = 2.7%, T = 75
◦C.
lution 336 x 96. Figure 5.60 shows the frames taken from the high speed
movie recorded during a continuous test at Φ = 0.053: each frame has been
extracted every 10 seconds. The frames show as from tip blade cavitation.
The cavitating region extends on the blade up to fill the channel between two
adjacent blades when the head breakdown occurs.
5.4 Analysis of the Thermal Cavitation Effects on the
DAPAMITO Inducers
As reported in the Section 1.4.4, the thermal cavitation effect can be ex-
plained effectively by making reference to traveling bubble cavitation and
using the classical explanation provided by Brennen.[7] If we consider a sin-
gle vapor bubble which begins to grow entering a region of low pressure, the
liquid on the bubble surface will vaporize and the vapor volume in the bubble
will increase. In the case of low temperature, the density of the saturated
vapor is low and, therefore, the mass of evaporating liquid is smaller, and a
smaller quantity of latent heat is needed for the vaporization. Consequently,
the local temperature at the bubble interface does not decrease so much, and
there is not a significant variation of the vapor pressure in the bubble with
respect to the bulk liquid vapor pressure. The driving force which opposes
to the bubble growth, which is given by the difference between the pressure
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outside the bubble and the bubble internal pressure (vapor pressure), is not
influenced significantly by thermal effects.
The situation is different if we consider a bubble in a region at higher
temperature. In this case the vapor density can become many orders of
magnitude larger, and the mass of evaporating liquid is much larger. More
heat is needed for the vaporization, and a substantial thermal boundary layer
develops at the bubble interface. The local temperature falls well below
that of the bulk liquid, and the vapor pressure in the bubble is significantly
lowered. The bubble growth is contrasted by a strong opposite force and the
pump suction performance is improved, since the primary mechanism for the
cavitation head loss is the disruption of the flow by volumes of vapor growing
and collapsing within the blade passages.
A similar qualitative explanation can be given for the thermal effects in
more complex cavitating regions, like attached or blade cavities. At the end
of a blade cavity, vapor is entrained by the flow at a rate which depends on
the flow velocity and other geometric parameters. At higher temperatures
the larger vapor density causes a larger entrainment rate of the vapor and,
in the same way of bubbly cavitation, a larger temperature difference at the
cavity interface. The suction performance is therefore improved at higher
temperatures.
Furthermore, it is likely that there could be some effects on the intensity
and field of existence of cavitation instabilities whether the bubble dynamics
is inertially or thermally controlled. In particular the behavior of growing
cavities at different temperatures can affect the onset of flow instabilities
mostly correlated to a critical amount of cavitating regions such as rotating
cavitation. This thermal effect is of particular importance for space rocket
turbopumps, because it is significant in cryogenic fluids (like liquid oxygen
and liquid hydrogen), whose thermodynamic cavitation properties are similar
to those of hot water. As a consequence, the test results carried out in water
have to be opportunely scaled to obtain a sufficiently accurate prediction of
the pump performance with the actual working fluid.
5.4.1 Thermal Cavitation Effects in Turbopumps
The noncavitating performance of a pump is substantially not affected by
the properties of the working fluid in conditions of fully-developed turbulent
Reynolds number. Furthermore, the characteristic curve that expresses the
head coefficient of the pump as a function of its flow coefficient is still the
same in pumps of different scales but in geometrical similarity and in fully-
developed turbulent flow conditions. On the other hand, because of thermal
cavitation effects the cavitating performance can be strongly affected by the
properties of the working fluid. The conventional parameter used for cavitat-
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Figure 5.62: Typical cavitating characteristic curve of a pump (Brennen[7]).
ing similarity is the Euler number σ and, therefore, the characteristic curve
of the cavitating performance of pumps usually reports the head coefficient
at constant flow coefficient in function of the cavitation number, as shown in
Figure 5.62.
The choice of the Euler number as a scaling parameter is fully consis-
tent only in inertially controlled cavitation where there is not enough time
to generate a sufficient thermal drift between the vapour inside the bubble
and the surrounding liquid that can significantly change the bubble vapour
pressure from that corresponding to the bulk liquid temperature. Therefore,
in inertially controlled cavitation the cavitating performance of a pump is
fully determined by experiments with any working fluid. On the contrary,
Figure 1.68, proposed by Brennen,[7] shows well the effects of the water tem-
perature on the suction performance of a centrifugal pump. The comparison
of cavitating curves performed at different temperature is analogous to the
comparison of cavitating curves obtained with working fluids with differ-
ent fluid properties. In thermally controlled cavitation, the relevant param-
eters are the thermodynamic parameter Σ and the temperature-evolution
of the vapor pressure of the working liquid. The Σ parameter, defined as
Σ = (ρ2V L
2)/(ρ2LcPLTLα
1/2
L ), contains the critical thermo-physical properties
related to the thermal drift between the vapor in the bubble and the bulk
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liquid in terms of both time-evolution of the temperature (thermal diffusivity
αL) and the quantitative thermodynamics aspects (latent heat of vaporiza-
tion L, vapor-liquid density ratio ρV /ρL and specific heat of the liquid cPL).
Finally, the dependence of the vapor pressure on the temperature determines
the impact of the thermal drift on the driving forces in the bubble dynamics.
As a first approximation the degradation of the pumping performance asso-
ciated to the cavitation can be related to the amount of cavitation inside the
pump. In the well known Rayleigh-Plesset equation for the bubble dynamics,
an “inertial” term and a “thermal” term can be identified. The inertial term
is roughly constant with time, while the thermal term, which is initially zero,
tends to grow proportionally to the square root of time. Therefore, starting
from the asymptotic bubble growth in inertially-dominated cavitation
R˙in ∼=
√
2 [pV (TL)− pL]
3ρL
(5.3)
the nondimensional typical growth of the cavitities inside the pump can be
express as a function of the hydrodynamic field, CPmin, and the Euler number
σ as follows
R˙∗in ∝ (−CPmin − σ)
1
2 (5.4)
In this case, the dominant parameter is the cavitation number. On the con-
trary, the asymptotic bubble growth in thermally-controlled cavitation,
R˙th ∼= pV (TL)− pL
ρLΣ (TL)
2√
pit
(5.5)
expressed in terms of nondimensional parameters,
R˙∗th ∝ (−CPmin − σ)
ΩrT /
√
pit
Σ (TL)
(5.6)
suggests that the amount of cavitation is no more only a function of the
cavitation number, but depends on the residence time (ΩrT /
√
pit) and on the
thermodynamic parameter.
As a consequence, the test results carried out in a fluid, such as water,
have to be opportunely scaled to obtain a sufficiently accurate prediction of
the pump performance with the actual working fluid.
5.4.2 Scaling of Thermal Cavitation Effects with Ruggeri-Moore
Method
In order to take in account of the thermal effects, Ruggeri and Moore[110]
proposed, as a result of experimental observations on cavitating Venturis, a
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modified parameter for the dynamic similarity of cavitating flow which uses
as reference quantity the minimum cavity pressure, pC,min, instead of the
bulk liquid vapor pressure, pV . As a consequence, the modified cavitation
number becomes
σC,min =
p1 − pC,min
1
2ρV
2
1
(5.7)
where p1 and V1 are respectively the pressure and the velocity at the inlet
of the Venturi. The conventional Euler number differs from the modified
parameter for a pressure shift between the bulk liquid vapor pressure and
the minimum cavity pressure, ∆σV , as reported in the following equation:
σC,min = σ +
pV − pC,min
1
2ρV
2
1
= σ + ∆σV (5.8)
The magnitude of thermodynamic effects on cavitation, ∆σV , can be esti-
mated by a thermodynamic balance between the heat required for the vapor-
ization and the heat drawn by the liquid surrounding the cavity. The result
of this balance is:
∆σV =
VV
VL
ρ2V L
2
ρLcPLTL
1
2ρLV
2
1
(5.9)
The term (VV /VL) in the above equation, which represents the ratio between
the volume of the vapor and the volume of the layer of liquid cooled during
the vaporization, cannot be estimated easily by analytical models or obtained
by direct measurements. However, the results of experimental observations
on cavitating Venturis lead the authors to assume to following expression for
it:
VV
VL =
(VV
VL
)
ref
(
αL,ref
αL
)(
V1
V1,ref
)4/5( D
Dref
)1/5 [ ∆X/D
(∆X/D)ref
]3/10
(5.10)
where V , D, ∆X and αL are, respectively, the mean axial velocity at the
Venturi inlet, the characteristic dimension of the Venturi, the length of the
cavity and the thermal diffusivity of the liquid while the subscript ref is re-
lated to “reference” values which can be obtained by given experimental data.
In order to obtain the dynamic similarity of cavitating flow in pumps, the
above results on cavitating Venturi can be generalize to cavitating turbop-
umps by imposing three similarity conditions: the fluid dynamic similarity
(constant flow coefficient and constant head-rise coefficient ratio), the geo-
metrical similarity (same inducer shape, even if with scaled size) and the
thermal cavitation similarity (constant modified cavitation number, σC,min).
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The following equations summarize the cavitation similarity requirements:
Φ = constant
Ψ/ΨNC = constant
σ + ∆σV = constant
(5.11)
where the thermodynamic effects on cavitation, ∆σV , for pumps is defined
as:
∆σV =
VV
VL
ρ2V L
2
ρLcPLTL
1
2ρLΩ
2r2T
(5.12)
The estimation through analytical models or the direct measurements of the
term (VV /VL) in pumps are even more complex than in cavitating Venturis.
This suggests the authors to use a semi-empirical relation analogous to that
of the cavitating Venturi:
VV
VL =
(VV
VL
)
ref
(
αL,ref
αL
)(
Ω
Ωref
)4/5( rT
rT,ref
)
(5.13)
In the above equation, it is implicitly supposed that the constant head-rise
coefficient ratio implies the cavity dimensions similarity. While the “refer-
ence” value of the vapor-liquid volume ratio can not be directly measured,
the ratio of the thermodynamic effects on cavitations between a generic ex-
periment and the reference test can be easily computed from the operational
conditions as:
∆σV
∆σV,ref
=
(
Ωref
Ω
)6/5(rT,ref
rT
)
(
ρ2V L
2
ρ2LαLcPLTL
)
(
ρ2V L
2
ρ2LαLcPLTL
)
ref
 (5.14)
This ratio depends on several thermo-physical properties of the fluids from
which it is easy to identify the well known thermodynamic parameter Σ as
shown in the following equation:
∆σV
∆σV,ref
=
(
Ωref
Ω
)6/5(rT,ref
rT
)(
αL,ref
αL
)1/2( Σ
Σref
)
= C∗ (5.15)
As stated by the authors, in order to use the above equations for predicting
the suction performance of a pump under given conditions, it is necessary
to know the experimental data related to two reference conditions under
geometric and fluid dynamic similarities, at least one of which should show
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evident effects of thermal cavitation on the pump head performance. In fact,
after performing two suitable experiments (0) and (1){
Φ = constant
Ψ
ΨNC
= ΨΨNC (σ0)
and
{
Φ = constant
Ψ
ΨNC
= ΨΨNC (σ1)
, (5.16)
it is possible to evaluate the reference value (0) of the shift of the cavitation
number due to thermal cavitation:
∆σV 0 =
σ0 − σ1
C∗ − 1 (5.17)
where C∗ is only a function of the operating conditions, as previously ex-
plained:
∆σV 1
∆σV 0
= C∗ ((0) , (1)) (5.18)
Finally, this value can be used to predict the pump suction performance
under any unknown experimental condition, provided that it continues to be
in fluid dynamic similarity with the experiments used as reference:
σpred = σ0 + ∆σV 0 −∆σV,pred (5.19)
where ∆σV,pred = C
∗((pred), (0))∆σV 0 and C∗ depends on the experimental
conditions of the two tests. An extensive validation of this scaling criterion
has been provided by the authors themselves in their paper, using reference
data taken from experiments in liquid hydrogen at different temperatures
and rotating speed. As an example, Figure 1.73 and Figure 1.74 show the
results for an axial inducer and a centrifugal pump.
5.4.3 Experimental Data for the DAPAMITO4 Inducer
In the previous paragraphs each single cavitating test has been exhaustively
analyzed. The same experimental data already presented will now be used
to investigate the influence of the temperature and, in a more general ap-
proach, the effects of the fluid properties on the dynamics of cavitating flow
inside inducers. The experimental data collected in the unsteady cavitating
tests on the DAPAMITO4 inducer at 0.8 mm clearance has been organized
in order to compare the cavitating performance at the same flow coefficient
performed in water at different temperatures. As shown from Figure 5.63
to Figure 5.67, the experiments have been performed at five different values
of the flow coefficient (63%, 71%, 76%, 80% and 84% of the nominal design
flow coefficient) for four nominal values of the water temperature (15, 50, 65
and 75 ◦C), except for the two highest flow coefficients at which the highest
temperature test has not been done. In the figures from 5.63 to 5.67 are
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Figure 5.63: Cavitating performance of DAPAMITO4 inducer at 63% ΦD in
water at different temperatures.
intentionally reported the head coefficients as a function of the cavitating
number, instead of the more common head-rise coefficient ratio, in order to
highlight an anomalous behavior of the cavitating curve that has affected all
the experiments. In particular, for high cavitation number, i.e. in noncavi-
tating conditions, different values of the head coefficient have been recorded
at the same flow coefficient for different temperatures of the water.
The same problem has been highlighted in the noncavitating performance
tests where the experimental data recorded at different temperatures have not
collapsed on the same characteristic curve. The cause of this phenomenon has
been identified in the differential thermal expansion between the casing and
the inducer, because of their different materials, that has implied a significant
variation of the clearance. Owing to the high sensitivity of the pumping per-
formance to the variation of the clearance, the differential thermal dilatation
has allowed for quite different values of the head coefficient at the same flow
coefficient. Strictly speaking, the experiments at different temperatures have
been not performed in perfect geometry similarity due to the different values
of the clearance. Furthermore, the imperfect geometry similarity has yielded
not only to actually different pumping performance but also to even more
unlike measured pumping performance because of the different intensity of
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Figure 5.64: Cavitating performance of DAPAMITO4 inducer at 71% ΦD in
water at different temperatures.
the backflow. The cavitating curves reported in the figures from 5.63 to 5.67
are obtained by measuring the inlet pressure in a pressure tap located slightly
more than one diameter upstream of the inducer (“IPT2”). For the flow co-
efficients of the experiments, the flow, at the axial position of the pressure
tap, can be affected by prerotation which stratifies the pressure along the
radial direction. Moreover, the magnitude of the prerotation is influenced by
the value of the clearance and therefore the intensity of the stratification of
the pressure can vary at different temperatures. This aspect can be clarified
by comparing Figure 5.65 and Figure 5.68. In fact, Figure 5.68 reports the
head coefficient at 76% ΦD as a function of the cavitation number as they
have been measured with an inlet pressure tap located more than six diam-
eter upstream of the inducer (“IPT1”). At this axial location, the effects of
prerotation have been almost negligible and the discrepancies between the
noncavitating values of the head coefficients should be ascribe only to the
actual different values of the clearance at different temperatures. On the
contrary, the difference between the cavitating curves at the same tempera-
ture and flow coefficient, as reported in Figure 5.65 and Figure 5.68, should
be attributed to the effects of prerotation.
In general, if the pressure tap is located only one diameter upstream of the
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Figure 5.65: Cavitating performance of DAPAMITO4 inducer at 76% ΦD in
water at different temperatures.
Figure 5.66: Cavitating performance of DAPAMITO4 inducer at 80% ΦD in
water at different temperatures.
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Figure 5.67: Cavitating performance of DAPAMITO4 inducer at 84% ΦD in
water at different temperatures.
Figure 5.68: Cavitating performance of DAPAMITO4 inducer at 76% ΦD in
water at different temperatures.
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inducer, the pressure transducer measures a pressure higher than the correct
one and, consequently, the inlet pressure is overestimated while the pressure
rise through the inducer is underestimated. As a consequence, the nondi-
mensional parameters Ψ and σ are, respectively, slightly underestimated and
overestimated. The situation has further deteriorated because the magnitude
of the discrepancy between the actual inlet pressure and the measured inlet
pressure depends both on the temperature of the water and the amount of
developed cavitation. In fact, not only the variation of the clearance affects
the backflow but also the cavitation level, being both critical elements for
the pumping performance. All the previous remarks on the effects of the dif-
ferential thermal expansion between the casing and the inducer would have
been not detectable, if the analysis of the thermal effects had been directly
focused on cavitation number evolution of the head-rise coefficient ratio, i.e.
Ψ/ΨNC = Ψ/ΨNC(σ). According to the previous observations, before start-
ing this critical analysis of the thermal effects, it is worth noticing that the
values of the Euler number have been slightly overestimated in all the ex-
periments in which the inlet pressure tap has been located one diameter
upstream the inducer. Furthermore, the magnitude of this overestimation
tends to disappear when the cavitating flow approaches the breakdown con-
ditions because the degradation of the pumping performance associated to
the large amount of cavitation that typically occurs at breakdown drasti-
cally reduces the prerotation and, consequently, the error in the evaluation
of the inlet pressure. As reported in Figure 5.69, at 63% ΦD the head coef-
ficient ratio has not been affected by the temperature of the water and all
the cavitating curves have been almost perfectly superimposed for the entire
range of the cavitation number, σ. There has been no thermal effect and,
consequently, the Ruggeri-Moore method for scaling the thermal effects can
not be applied. Even for the highest temperature, 75◦C, the experimental
data has not shown evident effects of thermal cavitation on the pump head
performance and, probably, the thermodynamic parameter has not been high
enough to generate significant thermal drift inside the bubbles for the actual
residence time.
In each single test, the flow coefficient, as reported in the same figure, has
been constant and equal to the nominal value and, thus, it has allowed for an
effective comparison between the cavitating curves. At 71% of the design flow
coefficient, the experimental data at different temperatures are no more per-
fectly superimposed. Despite the absence of the typical thermal shift in the
breakdown cavitation number, which has been the same for all the tempera-
tures, there have been some discrepancies around the value of the cavitation
number equal to 0.1. As explained in the previous paragraphs, in correspon-
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Figure 5.69: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 63% ΦD in water at different
temperatures as a function of σ.
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Figure 5.70: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 71% ΦD in water at different
temperatures as a function of σ.
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dence of this level of cavitation, rotating instabilities, such as synchronous
and subsynchronous rotating cavitation, have taken place. Especially for the
attached cavitation (synchronous rotating cavitation), these types of insta-
bility can be associated to a significant degradation of the pumping perfor-
mance. As reported in Figure 5.70, the magnitude of the degradation of the
pumping performance has been influenced by the temperature. In particular,
the degradation is higher when the temperature is lower. Recalling the as-
sumptions of the Ruggeri-Moore method, the degradation of the performance
can be associated to the volume of cavitation developed in the impeller. It
seems that the rotating cavitation instability has allowed for thermal effects
manifestation. Especially in the attached cavitation, the onset of the insta-
bility allows for an increase of the time in which the travelling bubble is in a
region of low pressure. Therefore, the critical time for the occurrence of the
thermal effects can be reached and, consequently, the amount of cavitation,
for the same residence time, is higher when the thermodynamic parameter
Σ is lower. As a result, in terms of pumping performance, the degradation
associated to the attached cavitation is higher when the temperature is lower,
as it seems to be confirmed by the general trend of the experimental results.
The occurrence of thermal effects by the onset of rotating instabilities could
seem to be in contrast with the absence of thermal effects at breakdown con-
ditions in which the machine experiences a much higher level of cavitation.
Actually, what is really critical in the thermal effects is the way in which the
breakdown condition is reached. Even if the effects of the temperature could
be negligible on the value of the cavitation number for which the breakdown,
that is a global phenomenon that affects the entire machine, takes place, this
does not imply that a local asymmetric phenomenon, very sensitive to the
amount of cavitation, is not influenced by the temperature. In other words,
a small variation of the amount of cavitation can be negligible in breakdown
conditions while it can be important for a smaller asymmetric amount of
cavitation.
The same interesting behaviour highlighted at 71% of the design flow
coefficient is present at the higher flow coefficients too. As reported in Fig-
ure 5.71, at Φ = 0.053 the general trend previously explained is confirmed:
the breakdown condition is not affected while the degradation associated to
the attached cavitation is higher at lower temperature. For all the tem-
peratures, the degradation step is slightly lower with respect to the same
temperature at lower flow coefficient. Figure 5.72 and Figure 5.73 report
the experimental data related to the tested flow coefficients nearest to the
nominal design value. Also in these cases, the general trend is confirmed
together with the reduction of the degradation step with the increase of flow
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Figure 5.71: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 76% ΦD in water at different
temperatures as a function of σ.
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Figure 5.72: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 80% ΦD in water at different
temperatures as a function of σ.
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Figure 5.73: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 84% ΦD in water at different
temperatures as a function of σ.
coefficient. However, the step is usually more abrupt. Furthermore, the re-
covery of the head coefficient after the synchronous rotating cavitation is
more evident and, usually, can be associated to the subsynchronous rotating
cavitation instability. Finally, the cavitating curves reported in Figure 5.73
show behaviour, not so evident in the previous experiments, typical of in-
ducer at high flow coefficient and relative high clearance that is the increase
of the pumping performance just before the step associated to the attached
cavitation or the cavitation breakdown. According to the differential thermal
expansion, this aspect is more evident at high temperature because of the in-
creasing of the clearance. The improvement of the pumping performance in
presence of incipient cavitation can be associated to the reduction of the tip
vortex intensity as a consequence of the development of cavitation inside it.
In conclusion, the well-known shift in the breakdown cavitation number
has not been detected in any experiment even at the highest temperature,
5.4 Analysis of the Thermal Cavitation Effects on the DAPAMITO Inducers 273
Figure 5.74: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 76% ΦD in water at different
temperatures as a function of σ evaluated with an inlet pressure
tap located more than six diameter upstream of the inducer.
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75◦C. This aspect, together with the deeper comprehension of the influence
of the prerotation acquired during the experiments, has suggested the suit-
ability of a new experimental campaign in which the inlet pressure tap has
been located more than six diameters upstream of the inducer and the max-
imum temperature has been increased up to 85◦C. Figure 5.74 shows the
experimental results of the above mentioned test campaign. The evaluation
of the head coefficient and the Euler number has been no more affected by
the prerotation. Except for the conditions in which the rotating cavitation
takes place, the cavitating curves at 50, 65 and 75◦C have been almost super-
imposed. Fortunately, the experiment performed at 85◦C has shown weak,
but clear, thermal effects. Figure 5.75 reports a magnification of the same
experimental data in a neighbourhood of the breakdown cavitation number.
The curve at 85◦C has reached the breakdown (conventionally fixed at 80% of
the noncavitating head coefficient) at a cavitation number lower than the one
of the other temperatures. As shown by the plot located at the bottom of the
Figure 5.75, the flow coefficient has not always been kept perfectly constant
at all the temperatures. In particular, some of the discrepancies between the
curves at 50, 65 and 75 ◦C can be attributed to the actual different values of
the flow coefficient. Once an experiment shows evident thermal effects, the
Ruggeri-Moore method for thermal scaling of cavitation can be applied. The
experimental data relative to the tests at 75◦C and 85◦C have been chosen as
reference values. The Ruggeri-Moore method has been applied whether for
predicting the pumping performance in water at 50◦C and 65◦C and compar-
ing them to the measured values or for predicting the pumping performance
in a realistic space application in liquid oxygen.
The comparison of experimental and predicted inducer cavitation perfor-
mance is reported in Figure 5.76, while Table 5.13 summarizes the numerical
values computed with the scaling method. In agreement with the experi-
mental results, the thermal effects in the predicted cavitation number are
negligible at 50◦C and 65◦C. For the same temperatures, there is also a good
agreement between the measured and the predicted performance that con-
firms the effectiveness of the scaling method. The operating conditions of the
liquid oxygen turbopump inducer of the Ariane 5 Vulcain Engine (i.e. liquid
oxygen temperature equal to 91 K and rotating speed equal to 12800 rpm)
has been chosen as a realistic scenario for a space application. The pumping
performance of the DAPAMITO4 inducer and the depression inside the bub-
ble due to the thermal effects as predicted by the method are comparable to
ones obtained with the experimental data related to the liquid oxygen tur-
bopump of the Ariane’s Vulcain engine, taken from Zocco et al.[112] In fact,
the breakdown cavitation number experimentally evaluated in liquid oxygen
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Figure 5.75: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO4 inducer at 76% ΦD in water at differ-
ent temperatures in a neighbourhood of the breakdown (inlet
pressure tap located more than six diameters upstream of the
inducer).
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Figure 5.76: Comparison of experimental and predicted inducer cavitation
performance for the DAPAMITO4 inducer at constant flow co-
efficient 0.053.
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LIQUID T Ω Ψ/ΨNC σ
[◦C] [rpm] measured predicted
WATER 50 3000 0.80 0.0500 0.0519
65 3000 0.80 0.0500 0.0508
75 3000 0.80 0.0492 –
85 3000 0.80 0.0460 –
LOX -182.15 12800 0.80 – 0.0255
WATER 50 3000 0.85 0.0519 0.0540
65 3000 0.85 0.0518 0.0532
75 3000 0.85 0.0520 –
85 3000 0.85 0.0496 –
LOX -182.15 12800 0.85 – 0.0342
WATER 50 3000 0.91 0.0540 0.0562
65 3000 0.91 0.0555 0.0558
75 3000 0.91 0.0552 –
85 3000 0.91 0.0540 –
LOX -182.15 12800 0.91 – 0.0463
Table 5.13: Comparison of measured and predicted inducer cavitation perfor-
mance.
for the inducer of the Vulcain engine at 0.078 flow coefficient has been equal
to 0.010. This value is comparable with the 0.0255 of the breakdown of the
DAPAMITO4 inducer at the 76% of its design flow coefficient.
Figure 5.77, Figure 5.78 and Figure 5.79 report some pictures of the in-
ducer in cavitating conditions taken during thermal steady tests. It is worth
noticing that the degradation of pumping performance starts only when the
channel between the blades is filled by the cavities. The pumping perfor-
mance does not decrease at the occurrence of the tip vortex cavitation. On
the contrary, the tip vortex cavitation can improve the pumping performance.
As previously explained, the step at the onset of the attached cavitation is
higher at lower temperature and this aspect is confirmed both by the exper-
imental data in the steady tests and by the visualization of the cavitating
flow reported in the pictures.
5.4.4 Experimental Data for the DAPAMITO3 Inducer
The experimental campaign for the characterization of the thermal effects
on the DAPAMITO3 inducer has been performed before the tests on the
DAPAMITO4 inducer. In all the experiments reported in this paragraph,
the inlet pressure tap has been located just one diameter before the inducer
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Figure 5.77: Pictures of the cavitating DAPAMITO4 inducer taken in steady
tests in water at Φ = 0.056 and T = 16.9◦C.
Figure 5.78: Pictures of the cavitating DAPAMITO4 inducer taken in steady
tests in water at Φ = 0.056 and T = 50.2◦C.
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Figure 5.79: Pictures of the cavitating DAPAMITO4 inducer taken in steady
tests in water at Φ = 0.056 and T = 64.6◦C.
(“IPT2”). As it has been explained in the previous section, the position of the
pressure transducer can affect both the evaluation of the head coefficient and
the Euler number. The clear comprehension of the influence of prerotation
has been attained only during the experimentation on the DAPAMITO4 and,
consequently, it has been decided to report and analyze first the results for the
DAPAMITO4 and then those for the DAPAMITO3. In this way the results
on the DAPAMITO3 can be understood with a deeper comprehension. As
shown from Figure 5.80 to Figure 5.89, the experiments have been performed
with a nominal clearance equal to 0.8 mm at five different values of the
flow coefficient (75%, 90%, 95%, 100% and 105% of the nominal design flow
coefficient) for four nominal values of the water temperature (17, 50, 65 and
75◦C), except for the highest flow coefficient at which the test at 75◦C has not
been done. Furthermore, some thermal tests on the DAPAMITO3 inducer
have been carried out with a different value of the clearance (2 mm), as
reported in Figure 5.90 - Figure 5.94. In this case the test matrix comprises
four flow coefficients (90%, 95%, 100% and 105% of the nominal design flow
coefficient) and two temperatures (17◦C and 50◦C).
Figure 5.80, Figure 5.81, Figure 5.82, Figure 5.83 and Figure 5.84 report
the cavitating performance in terms of head coefficient at low clearance as a
function of the cavitation number. As it has happened for the DAPAMITO4
inducer, at high values of the Euler number the head coefficient has been dif-
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Figure 5.80: Cavitating performance of DAPAMITO3 inducer at 75% ΦD in
water at different temperatures (nominal clearance=0.8 mm).
ferent for the same flow coefficient at different temperatures. The differential
thermal expansion between the casing and the inducer has implied differ-
ent values of the clearance and, consequently, different values of the head
coefficient and unequal intensities of the prerotation.
According to the previous observations, it is worth noticing that, also
for the DAPAMITO3 inducer, the values of the Euler number and the head
coefficient have been respectively slightly overestimated and underestimated
and the magnitude of this error tends to disappear when the cavitating flow
approaches the breakdown conditions because the degradation of the pump-
ing performance associated to the large amount of cavitation that typically
occurs at breakdown drastically reduces the prerotation and, consequently,
the error in the evaluation of the inlet pressure.
As a general trend, the cavitating curves for the DAPAMITO3 inducer are
quite similar to those of the four-bladed inducer, even if the step connected
to the attached cavitation is usually sharper and, especially for high temper-
atures and flow rates, it tends to disappear. Furthermore, at these operating
conditions (high flow coefficient and temperature) the sudden drop of the
flow coefficient can be substituted by a slight improvement of the pumping
performance. The development of cavitation in inducers, for range far from
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Figure 5.81: Cavitating performance of DAPAMITO3 inducer at 90% ΦD in
water at different temperatures (nominal clearance=0.8 mm).
Figure 5.82: Cavitating performance of DAPAMITO3 inducer at 95% ΦD in
water at different temperatures (nominal clearance=0.8 mm).
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Figure 5.83: Cavitating performance of DAPAMITO3 inducer at ΦD in water
at different temperatures (nominal clearance=0.8 mm).
the breakdown condition, can even increase the pumping performance. This
usually happens when the cavitation does not affects the region inside the
channel between the blades and it is mostly concentrated in the tip vortex
and within the clearance. The structure of this type of cavitating flow inter-
feres with the leakage flow within the clearance and reduces the unfavourable
consequences of the leakage flow, both in terms of backflow and variation
of the incidence angle due to the tip vortex. From this point of view, the
differences between the behaviours of the three and four-bladed inducers can
be justified. In fact, the width of the channel is higher in the three-bladed
inducer and consequently there should be a larger amount of cavitation to fill
the channel and, conversely, the consequence of the entrance of the cavitation
within the channel is usually more accentuated. At high temperature, the
growth of the cavitation can be affected by thermal effects and the onset of
the attached cavitation can be significantly inhibited.
The cavitating performance in terms of head rise coefficient ratio is re-
ported from Figure 5.85 to Figure 5.89. Far from the design condition, at 75%
ΦD, the inducer has shown the typical pumping degradation related to the
attached cavitation both in cold and hot tests. As already mentioned for the
DAPAMITO4 inducer, the magnitude of the head rise drop has been affected
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Figure 5.84: Cavitating performance of DAPAMITO3 inducer at 105% ΦD in
water at different temperatures (nominal clearance=0.8 mm).
by the temperature of the water. The general trend has been confirmed in
these experiments too: the more has been the liquid temperature, the less
has been the decrease of the pumping performance related to the onset of
attached cavitation. In particular, the intensity of the drop in cold water,
17◦C, has been very high and it has been followed by a significant recovery in
the pumping performance in correspondence of the disappearance of the syn-
chronous rotating cavitation instability. In the experiments, the breakdown
condition (defined as 80% of the noncavitating pumping performance) has
not been achieved and, consequently, the influence of the temperature on it
can not be investigated. The results of the thermal experiments at 90% ΦD
have been reported in Figure 5.86. The step in the performance in the cold
experiment associated to the synchronous rotating cavitation has been more
sudden but slightly lower than at 75% ΦD. It has been followed by a sort
of plateau, with constant head rise ratio that finally, has developed in the
breakdown condition. At higher temperatures, the edge has been still sharp
and, according to the thermal effects, the degradation has decreased in mag-
nitude. Especially at the highest temperature, the step has been preceded
by an increase in the pumping performance. The breakdown conditions have
been experimentally reached at the same Euler number for all the temper-
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Figure 5.85: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 75% ΦD in water at different
temperatures as a function of σ (nominal clearance=0.8 mm).
atures except for the highest one (red stars in the plot) because in the last
part of this test the mass flow rate has not been kept constant at the nominal
value, as it is shown in the bottom part of Figure 5.86.
It is worth noticing that at 75◦C the value of the head rise coefficient
ratio after the degradation produced by the attached cavitation has been
still equal to one. This has been possible because the losses related to the
rotating instability have been counterbalanced by the improvement of the
pumping performance due to the presence of cavitation within the clearance
and inside the tip vortex. As reported in Figure 5.87, all the features of the
cavitating curves showed at 0.053 flow coefficient have been also detected at
slightly higher flow coefficient (95% ΦD): initial weak improvement of the
pumping performance, sudden degradation of the head coefficient related to
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Figure 5.86: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 90% ΦD in water at different
temperatures as a function of σ (nominal clearance=0.8 mm).
the attached cavitation, subsequent partial recovery of the pumping perfor-
mance in concomitance of subsynchronous rotating cavitation and the final
breakdown of the pumping performance. At this flow coefficient, the differ-
ences with temperatures in the intensity of the degradation associated to the
attached cavitation have been not so evident. In particular, even if there has
been a large discrepancy between the cold (17◦C) and the hot tests (50, 65
and 75 ◦C), the drop in the head coefficient has been almost the same for the
hot experiments.
Approaching the breakdown conditions, the curves at different temper-
atures starts to be superimposed while, at 80% of the noncavitating head
coefficient, there have been some discrepancies because of the uncorrected
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regulation of the flow coefficient. Also for the three-bladed inducer, the mag-
nitude of the step associated to the occurrence of the synchronous rotating
instability has decreased with the increase of the flow coefficient. At design
flow coefficient, the cavitating curves have shown different shapes at differ-
ent temperature, as reported in Figure 5.88. The typical step related to the
attached cavitation has been present only for the tests in water at 17◦C and
50◦C. At the highest temperatures, there have not been clear evidence of this
step and the cavitating performance have shown a smooth increment until a
maximum value at 0.1 cavitation number followed by a rapid, but smooth,
degradation. Also for this flow coefficient, there have been some experimen-
tal problems in maintaining the mass flow rate at the nominal value in the
proximity of the breakdown of the performance.
In particular, the experimental data starts to be affected by the uncor-
rected value of the flow coefficient for values of the cavitation number lower
than 0.07. According to this remark, the breakdown of the performance has
happened at the same value of the cavitation number for all the tempera-
tures. As for the DAPAMITO4 inducer, the thermal shift of the breakdown
condition due to thermal cavitation effects has not been clearly detected.
Furthermore, the error in the evaluation of the inlet pressure introduced by
the position of the pressure tap and the imperfect geometry similarity caused
by the differential thermal expansion between the casing and the inducer sug-
gest that the confidential level in the evaluation of the Euler number is not so
high to guarantee a coherent application of the Ruggeri-Moore method. This
is even truer for this particular case in which the eventually thermal effects
are very weak, as previously shown in the experimental results on the four-
bladed inducer. Finally, the results of the thermal experimental campaign
at high flow coefficient (105% ΦD) have been reported in Figure 5.89. There
have been performed only three tests because the impossibility to guarantee
the flow coefficient at the highest temperature (75◦C).
Consistently with the trend shown by the results at design condition, the
increase of the flow coefficient up to 105% ΦD has implied that the curves
at 50◦C has not presented the typical step in the pumping performance. On
the contrary, the sudden drop in the pressure rise has still been detected in
the cold test (17◦C). Furthermore, for the first time also the cold test has
clearly shown an improvement in the pumping performance before the onset
of the attached cavitation instability. Even in this case, the features of the
cavitation breakdown have implied some problems in maintaining the flow
coefficient for low values of the cavitation number, as reported in the bottom
part of Figure 5.89. In order to investigate the influence of the magnitude
of the clearance on the thermal effects, some thermal experiments at 2 mm
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Figure 5.87: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 95% ΦD in water at different
temperatures as a function of σ (nominal clearance=0.8 mm).
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Figure 5.88: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at ΦD in water at different tem-
peratures as a function of σ (nominal clearance=0.8 mm).
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Figure 5.89: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 105% ΦD in water at different
temperatures as a function of σ (nominal clearance=0.8 mm).
clearance have been performed on the DAPAMITO3 inducer. This exper-
imental campaign has been particularly interesting because it has supplied
useful information on the phenomenology through which the cavitation oc-
curs inside inducers.
The remarks concerning the position of the pressure tap and the not per-
fect geometry similarity due to the differential thermal expansion between
the casing and the inducer are especially useful and almost necessary in the
correct interpretation of the experimental results. As for the DAPAMITO4
and DAPAMITO3 inducers at 0.8 mm clearance, the cavitating curves in
terms of head coefficient as a function of the Euler number are first reported
from Figure 5.90 to Figure 5.93, in order to highlight the differences between
the noncavitating portions of the curves at different temperatures. As previ-
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Figure 5.90: Cavitating performance of DAPAMITO3 inducer at 90% ΦD in
water at different temperatures (nominal clearance=2 mm).
ously explained, this asymmetry between cold and hot experiments implies
both actual different values of the head rise in the pump and a different level
of prerotation measured by the pressure transducer located in a region of
the backflow affected by the flow pressure stratification in radial direction
associated to the prerotation.
Obviously, the second source of error introduced by the prerotation tends
to disappear when the intensity of the prerotation decreases. The prerota-
tion is strongly affected by the head in the pump and, consequently, at the
breakdown of the pumping performance the error introduced by the prerota-
tion is practically negligible. On the contrary, the discrepancy introduced
by the unlike widths of the clearance can be only partially compensated by
comparing the cavitating performance in terms of head rise coefficient ratio.
All the plots related to the Ψ/ΨNC performance, as reported from Fig-
ure 5.90 to Figure 5.97, show a common feature that is the overlapping of the
cold and hot cavitating curves in correspondence of the breakdown condition.
Moreover, the absence of the rotating instabilities, inhibited by the thicker
clearance, has implied that the hot and the cold curves have qualitatively as-
sumed the same shape. As a result, what could seem to be an evident thermal
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Figure 5.91: Cavitating performance of DAPAMITO3 inducer at 95% ΦD in
water at different temperatures (nominal clearance=2 mm).
Figure 5.92: Cavitating performance of DAPAMITO3 inducer at ΦD in water
at different temperatures (nominal clearance=2 mm).
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Figure 5.93: Cavitating performance of DAPAMITO3 inducer at 105% ΦD in
water at different temperatures (nominal clearance=2 mm).
effect at a first look, such as the discrepancy between the hot and the cold
curves, is actually the consequence of the unsuitable location of the pressure
transducer for the evaluation of the correct inlet pressure. This assumption
can be confirmed only by some experiments performed with a suitable loca-
tion of the inlet pressure tap on the same inducer inside a casing made of the
same material of the inducer or with the same thermal expansion coefficient.
However, it is quite significant that the discrepancy between the cold and
the hot curves tends to progressively diminish according to the reduction of
the pumping performance. The uncertainties in the evaluation of the Euler
number introduced by the axial location of the pressure tap yield to a low
confidence in the application of the Ruggeri - Moore method for thermal cav-
itation scaling and, consequently, it has not been applied to this experimental
data. The previous results, both on the three and four-bladed inducers at
0.8 mm clearance, suggested that evident thermal effects, in absence of syn-
chronous rotating cavitation, can be detected at rotating speed equal to 3000
rpm only for water temperature much higher than 50◦C. This further con-
firms that thermal effects are unlikely at 50◦C while it is very probable that
the discrepancy is mainly due to the location of the pressure transducer.
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Figure 5.94: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 90% ΦD in water at different
temperatures as a function of σ (nominal clearance=2 mm).
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Figure 5.95: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 95% ΦD in water at different
temperatures as a function of σ (nominal clearance=2 mm).
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Figure 5.96: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at ΦD in water at different tem-
peratures as a function of σ (nominal clearance=2 mm).
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One may speculate that there have been some thermal effects detectable
in the intensity of the maximum of the head rise coefficient ratio, in a way
analogous to the thermal effect detected for the attached cavitation, but it
can not be excluded, due to the location of the pressure transducer, that this
discrepancy can be fictitious and only related to the different incidence of the
prerotation. The final solution of this thorny problem can be achieved only
through a new experimental campaign that will possibly avoid the variation
of the clearance with the temperature and the influence of the prerotation in
the evaluation of the inlet pressure. In general, the comparison between the
results at low and high clearance clearly highlights the influence of the clear-
ance on the onset of the rotating instabilities. A high value of the clearance
tends to suppress the rotating instabilities. This has been detected, espe-
cially at high values of the flow coefficient, also in the experiments at 0.8 mm
nominal clearance in the hot tests. In particular, it is worth noticing that
in the experiment at 0.8 mm nominal clearance it has been sufficient only
the small variation of the clearance due to the differential thermal expansion
between the casing and the inducer to suppress the step due to the onset of
the rotating instabilities.
In order to support the previous remarks and results, Figure 5.98, Fig-
ure 5.99, Figure 5.100 and Figure 5.101 report pictures of the cavitating flow
that allow for a good visualization of the several phases in the development
of the cavitation inside the DAPAMITO3 inducer for different values of the
clearance. At high clearance (Figure 5.98 and Figure 5.99), the cavitation
begins as tip vortex cavitation then develops into cavitating flow within the
clearance and finally the large amount of cavitation fills also the channel
between the blades. Until the cavitation remains only inside the clearance,
there is no degradation of the pumping performance but usually a slightly
improvement of it. A decrease in the flow coefficient (Figure 5.99) implies an
increase in the head coefficient that produces an increase of the intensity of
the backflow. A stronger backflow usually yields to a reduction of the Euler
number for which the pumping performance starts to deteriorate.
At low values of the clearance, as reported in Figure 5.100 and Fig-
ure 5.101, the development of the cavitation follows these phases: first the tip
vortex appears; then the cavitation starts to growth especially in correspon-
dence of the intersection between the leading edge and the tip; after that,
when the amount of cavitation reaches a critical value, usually one chan-
nel is filled by cavitation; finally the breakdown condition is characterized
by a large amount of cavitation that affects all the blades of the inducer.
The degradation of the pumping performance takes place when the caviation
starts to occlude the channels between the blades. The typical cavitating flow
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Figure 5.97: Head-rise coefficient ratio (top) and flow coefficient ratio (bot-
tom) of DAPAMITO3 inducer at 105% ΦD in water at different
temperatures as a function of σ (nominal clearance=2 mm).
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Figure 5.98: Pictures of the cavitating DAPAMITO3 inducer taken in steady
tests in water at Φ = 0.062 and T = 17.2◦C (nominal clearance
= 2 mm).
Figure 5.99: Pictures of the cavitating DAPAMITO3 inducer taken in steady
tests in water at Φ = 0.056 and T = 15.8◦C (nominal clearance
= 2 mm).
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Figure 5.100: Pictures of the cavitating DAPAMITO3 inducer taken in steady
tests in water at Φ = 0.056 and T = 16.0◦C (nominal clearance
= 0.8 mm).
Figure 5.101: Pictures of the cavitating DAPAMITO3 inducer taken in steady
tests in water at Φ = 0.056 and T = 50.0◦C (nominal clearance
= 0.8 mm).
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within the clearance of high clearance experiments has not been detected in
the experiment with low clearance and the consequently improvement of the
performance has not happened. Furthermore, the comparison between the
pictures reported in Figure 5.100 and Figure 5.101 suggests that, at the same
value of the cavitation number, the volumetric amount of cavitation is higher
at lower temperature and consequently also the degradation can be higher.
5.4.5 Discussions
As a result of the analysis of the experimental data on the DAPAMITO3
and the DAPAMITO4 inducers concerning the thermal effects on cavitation
some interesting considerations can be drawn in terms of both suggestions
for the experimental procedures and interpretations of the manifestation of
the thermal effects. In order to obtain experimental data suitable for a ther-
mal analysis, it is really critical to guarantee the geometry similarity of the
experiments for all the temperatures. This implies a particular attention in
avoiding for example a differential thermal expansion between the inducer
and the casing. This problem can be solved through a suitable selection of
the materials that comprise the test rig. Furthermore, the position of the
inlet pressure transducer should be determined in order to possibly avoid
the effect of the stratification of the pressure in radial direction due to the
prerotation of the inlet flow. Concerning the manifestation of the thermal
effects, next to the classical shift in the caviation number, as widely reported
in literature, there is also the influence of the temperature on the intensity of
the performance degradation associated to the attached cavitation instabil-
itiy. In this case the inhibition of the bubble growth due to thermal effects
can be detected by the reduction of the performance degradation usually as-
sociated to this type of instability. A final remark can be done regarding the
minimum temperature of the water for which evident thermal effects can be
detected in inducers. The experimental results at 3000 rpm have started to
show the classical thermal effects only for a temperature higher than 85◦C.
In this experimental campaign the rotating speed has been selected in or-
der to guarantee a sufficient low value of the cavitation number to reach the
breakdown conditions. This has implied the high value of the temperature for
which some thermal effects can be detected. In order to reduce this thresh-
old temperature and maintain the same cavitation number at lower rotating
speed some devices for reducing the inlet pressure must be introduced be-
fore the inducer. Obviously, these devices should avoid the occurrence of the
caviation in the flow that enters the inducer.
Chapter 6
Cavitation-Induced Flow Instabilities
This chapter reports the analysis of flow instabilities, especially the ones
induced by cavitation, detected on the DAPAMITO inducers during the con-
tinuous cavitating tests. The influence of the tip clearance on the cavitation-
induced instabilities has been investigated on the DAPAMITO3 inducer in a
comprehensive experimental campaign in cold water with two different cas-
ings (c% = 6.8% and c% = 2.7%). The effects of the water temperature
have been studied separately on both the DAPAMITO inducers arranged in
the same housing (c% = 2.7%) by means of experiments performed at four
different temperature (ambient, 50, 65 and 75◦C).
It is worth noticing that all the remarks reported in Section 4.6 concerning
the location of the inlet pressure transducer (in all the tests the inlet pressure
tap used has been the “IPT2” as defined in Figure 2.3) and the differential
thermal expansion between the casing and the inducer must be taken into
account before interpreting the results of the analysis.
6.1 Experimental Procedures and Reduction Techniques
The characterization of the flow instabilities has been performed in terms of
their intensity, frequency and typology (longitudinal, azimuthal etc). The
pressure fluctuations have been analyzed equipping the inlet section with
flush-mounted piezoelectric pressure transducers (see Figure 2.6 and Fig-
ure 2.7) located at different axial stations: inducer inlet, outlet and at the
middle of the axial chord of the blades for instance. At the inlet axial station
at least two transducers have been mounted with a given angular spacing, in
order to cross-correlate their signals for coherence and phase analysis.
The axial or azimuthal nature of the detected instabilities (and, in the
second case, the number of rotating cells involved) is determined by means
302 6. Cavitation-Induced Flow Instabilities
Figure 6.1: Time history of the inlet pressure during a typical “continuous”
test and identification of the time intervals Tr and T .
of cross-correlation of the pressure signals from different locations. The data
reduction procedure can be summarized as follows:
1. acquisition of a set of signals from different piezoelectric transducers
during a “continuous” test;
2. data division in several time intervals (considered at constant inlet pres-
sure i.e. σ =constant);
3. each set of data, having total temporal length Tr, is divided into nd
blocks having the same length (equal to N points, length T ) as re-
ported in Figure 6.1;
4. each block of data is windowed using the Hanning window in order to
suppress the side-lobe leakage;
5. for each of the nd blocks, the Fourier transform of the signal x is ob-
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tained by means of the following equation:
Xi (fk) = ∆t
N−1∑
n=0
xine
(− j2piknN ) (6.1)
where i = 1, 2, ..., nd , k = 0, 1, ..., (N − 1) and ∆t is the sampling in-
terval;
6. the X values obtained by the Fourier transform are scaled to take into
account the influence of windowing (for Hanning window the scale fac-
tor is
√
8/3);
7. the power density of auto-correlation of the nd data blocks is calculated
by means of the equation:
Sxx (fk) =
1
ndN∆t
nd∑
i=1
|Xi (fk)|2 ; (6.2)
8. the power density of the cross-correlation between the signals of two
different transducers is calculated by means of the equation:
Sxy (fk) =
1
ndN∆t
nd∑
i=1
|Xi (fk)| |Yi (fk)| ; (6.3)
9. the coherence function, whose value has to be near to unity for consider-
ing acceptable the information coming from cross-correlation analysis,
is then calculated using the following equation:
γ2xy =
|Sxy (fk)|2
Sxx (fk)Syy (fk)
. (6.4)
The frequency resolution of the Fourier transform is given by: df = 1/T . As
a consequence of this relation, the time length T of each set of data has to be
chosen as high as possible, in order to obtain a better frequency resolution.
On the other hand, the value of T can not be too high, because this would
lead to excessive variation of the inlet pressure during the corresponding
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acquisition interval. The well known Nyquist equation gives an upper limit
for the frequency observable by means of Fourier transform. If ∆t is the time
interval between two acquisitions from the same transducers, the maximum
observable frequency (Nyquist frequency) is:
fc =
1
2∆t
(6.5)
The results obtained by Fourier analysis of the signals from the piezoelectric
transducers are typically presented by means of“waterfall plots”, in which the
power frequency spectra are reported as a function of the cavitation number,
for a fixed value of the flow coefficient. Given a frequency peak observed
in the waterfall plots, the nature of the corresponding instability (axial or
rotating) and, in the second case, the number of rotating cells, is analyzed by
means of cross-correlation of signals from different transducers. The insta-
bility analysis has been conducted for the same flow coefficients investigated
during the cavitating performance characterization. The analysis is based
on three steps: recognition of oscillating phenomena by the analysis of the
pressure fluctuations in the inducer; definition of the most probable nature
of the phenomena (axial or rotating and, in the second case, number of lobes
and direction of rotation) by the analysis of the cross-spectra phases (ϕ) for
different transducers couples at the same axial section and ∆θ angular spac-
ing; validation of previous points by the analysis of the coherence function
∆θ (only phenomena with ∆θ > 0.8 have been considered). Consider, as
an example, two transducers at the same longitudinal station (inducer inlet,
outlet or mid-blade) but at two different angular positions. For an axial phe-
nomenon, the phase of the cross-correlation between the two transducers is
equal to 0◦. For a rotating phenomenon, the ratio of the phase of the cross-
correlation (ϕ) to the angular separation between the transducers (∆θ) has
to be an integer, equal to the number of rotating cells nC :
nC =
ϕ
∆θ
(6.6)
If Ω is the detected frequency of the pressure oscillation, the real frequency
of the oscillation fr is given by:
fr = Ω
ϕ
∆θ
=
Ω
nC
(6.7)
Note that the real frequency of the oscillation is equal to the detected fre-
quency only for phenomena with a single rotating cell (or, obviously, for axial
phenomena). Therefore, cross-spectra phases costantly close to 0 imply an
axial phenomenon while cross-spectra phases close to n∆θ, with n integer,
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Figure 6.2: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 2.7%,
Ω = 3000 rpm, T = 49.8◦C) filtered for the nΩ frequencies
obtained continuously decreasing the value of the pressure at the
inducer inlet from ambient to the minimum achievable value (con-
tinuous test).
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Figure 6.3: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 2.7%,
Ω = 3000 rpm, T = 50.3◦C) filtered for the nΩ frequencies ob-
tained by the “steady-state” tests.
imply a rotating phenomenon with n lobes. Figure 6.2 shows a typical water-
fall plot of the power spectrum of the inlet pressure fluctuations obtained by
means of the above described “continuous” procedure. In order to validate it,
the same plot has been obtained starting from the “steady-state” tests aimed
at characterizing the cavitating performance curve, as reported in Figure 6.3;
the frequencies content and its distribution in terms of σ-range are the same
as the continuous waterfall plot proving the effectiveness of the developed
methodology.
6.2 Cold and Hot Water Tests on DAPAMITO3 In-
ducer
6.2.1 High Clearance Casing
The inlet section, made in transparent Plexiglas, has been instrumented with
eight flush-mounted piezoelectric pressure transducers, located at three axial
stations: six at the flow inlet section 45 deg spaced, one at the outlet section
and one in the inducer blade channels (see Figure 2.6 and Figure 6.4).
Table 6.1 summarizes the sampling values used for the experiments to-
gether with the main parameters used for obtaining the power spectral den-
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Figure 6.4: PCB transducers placement (instability tests performed on the
DAPAMITO3 inducer, blade tip clearance= 2 mm).
sample rate [sps] 1000
number of samples N [–] 240000
Nyquist frequency fc [Hz] 500
interval temporal length Tr [s] 4.0
number of means nd [–] 2
spectral temporal length T [s] 2.0
frequency resolution df [Hz] 0.5
Table 6.1: Main sampling values and data reduction parameters used for the
DAPAMITO3 flow instabilities analysis.
sity of the pressure fluctuations at different cavitation numbers. All the data
presented in the following have been obtained with a sample rate equal to
1000 sps: this leads to ∆t = 1/1000 s and, as a consequence, to a Nyquist
frequency equal to 500 Hz. Each set of data, having a total temporal length
Tr = 4 s has been divided into nd = 2 blocks having the same length (equal
to N = 2000 points, length T = 2 s) during which the inlet pressure has been
considered constant.
Figure 6.5 shows the waterfall plot obtained at Φ = 0.062: the inducer
rotational frequency (Ω = 50 Hz) and its multiples are the only visible peaks.
In order to investigate possible instabilities of lower amplitude than the nΩ
frequencies they have been suppressed by means of a notch filter.
Figure 6.6 shows the same waterfall plot of Figure 6.5 filtered for the
harmonics of the blade passage (nΩ). This operation allows the “submerged”
peaks to come out as highlighted on the plot: the orange boxes refer to the
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Figure 6.5: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 6.8%,
Ω = 3000 rpm, T = 14.9◦C).
actual driving instabilities whereas the yellow ones to the non-linear interac-
tions between the actual phenomena and the harmonics of the blade passage
(nΩ).
Figure 6.7, Figure 6.8 and Figure 6.9 show the waterfall plots of the other
relevant flow coefficients.
Table 6.2 summarizes the flow instabilities detected on the DAPAMITO3
inducer at 2 mm clearance in terms of frequencies range, flow coefficients
at which they have been observed, cavitation number range, typology of
instability (rotating or axial) and number of lobes.
Eigth instabilities have been detected as reported in Table 6.2. The insta-
Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.062 0.059 0.056 0.053 0.044
S Axial 8÷ 10 0.080÷ 0.120 0.080÷ 0.120 0.080÷ 0.120 0.080÷ 0.120
BO Rotating 1-Cell 9÷ 10 0.101÷ 0.350
BVI1 Rotating 4-Cell 36.2÷ 37.1 0.040÷ 0.045 0.040÷ 0.048 0.040÷ 0.048 0.040÷ 0.048
AO1 Axial 93÷ 95 0.125÷ 0.350
3Ω-BVI1 Counter-Rotating 1-Cell 112.5÷ 113.7 0.040÷ 0.045 0.040÷ 0.048 0.040÷ 0.048 0.040÷ 0.048
BVI2 Rotating 8-Cell 163.5 0.040÷ 0.045 0.042÷ 0.048 0.042÷ 0.048
2Ω+BVI2 Rotating 2-Cell 263.8÷ 264 0.040÷ 0.045 0.042÷ 0.048
AO2 Axial 355.4÷ 357.5 0.250÷ 0.350
Table 6.2: Flow instabilities detected on the DAPAMITO3 inducer at 2 mm
clearance (c% = 6.8%).
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Figure 6.6: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 6.8%,
Φ = 3000 rpm, T = 14.9◦C) filtered for the nΩ frequencies.
Figure 6.7: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.059 (c% = 6.8%,
Φ = 3000 rpm, T = 23.0◦C) filtered for the nΩ frequencies.
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Figure 6.8: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.056 (c% = 6.8%,
Φ = 3000 rpm, T = 19.8◦C) filtered for the nΩ frequencies.
Figure 6.9: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.044 (c% = 6.8%,
Φ = 3000 rpm, T = 18.0◦C) filtered for the nΩ frequencies.
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bility denoted as“S” (Surge) is related to a 0-th order (axial) instability prob-
ably corresponds to an auto-oscillation of the inlet line flow. The phenomenon
appears at all flow coefficients, except for the lowest ones. The frequencies
denoted as “BO” (Backflow Osclillation) and “AO1” (Axial Oscillation 1) are
evident only at the lowest flow coefficient. The phenomena are evident only
at relatively high cavitation numbers. BO shows the characteristics of a one
lobe co-rotating instability: it is likely related to the backflow rotation at
≈ 0.2Ω (Tsujimoto et al.[139]). AO1 is an axial phenomenon. The frequency
denoted as “BVI1” (Backflow Vortices Instability 1) appears to be related to
a rotating phenomenon with at least four lobes typical of backflow vortices
instabilities. The phenomenon appears at all the flow coefficients and is bor-
dered at very low cavitation numbers (close to the performance breakdown).
The frequency denoted as “BVI2” (Backflow Vortices Instability 2) appears
to be related to a rotating phenomenon with at least eight lobes typical of
backflow vortices instabilities. The phenomenon does not appear at all the
flow coefficients and is bordered at very low cavitation numbers (close to the
performance breakdown). The frequency “AO2” (Axial Oscillation 2) is man-
ifest only at the highest flow coefficients and under non cavitating conditions.
It is an axial phenomenon, probably caused by some form of high order surge
instability or connected to an acoustic resonance of the suction line. The
other detected frequencies are likely to be caused by a non-linear interaction
between the phenomenona BVI1, BVI2 and the harmonics of the blade pas-
sage (nΩ). The frequencies of these phenomena can be obtained by 3Ω-BVI1
and 2Ω+BVI2; the corresponding cross-correlation phases can be obtained
by ϕ(3Ω-BVI1)=ϕ(3Ω)-ϕ(BVI1) and ϕ(2Ω+BVI2)=ϕ(2Ω)+ϕ(BVI2).
The figure from 6.10 to 6.17 report the results of the performed analysis
on the cavitation-induced instabilities. For each instability the corresponding
figure can be divided in an upper and a lower part. At the top there are three
subplots concerning: the power spectral density (in blue) of the pressure
fluctuations for a specific cavitation number indicated on the right of the chart
(the other values of the cavitation number are likewise scanned); the phase of
the cross-correlation (in red) between the signals taken by two different PCB
transducers placed with a certain angular spacing ∆θ at the same axial station
(the angular spacing and the transducers I.D. numbers are reported and
represented on the right of the plot); the coherence function γxy (in green).
A black vertical line identifies the analyzed frequency which is clear reported
in the heading box and the red and green circles highlight the phase and
coherence value. The text box at the bottom reports the range of occurrence
in terms of Euler number (σ) and finally the text box on the right-bottom
identifies the nature of the investigated frequency. At the bottom part of the
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Figure 6.10: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO3 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.11: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
180◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.12: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI1, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.13: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO1, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.14: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI1, Ω = 3000 rpm,
T = 14.9◦C).
6.2 Cold and Hot Water Tests on DAPAMITO3 Inducer 317
Figure 6.15: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI2, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.16: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=2Ω+BVI2, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.17: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO2, Ω = 3000 rpm,
T = 14.9◦C).
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Figure 6.18: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.059 (c% = 6.8%,
Φ = 3000 rpm, T = 23.0◦C): the cavitating performance curve
has been represented on the σ-Frequency plane.
figure, there is a plot that shows the cross-correlation phase as a function of
the angular spacing between the transducers used for the analysis: it allows
to understanding the actual nature of the investigated phenomenon since for
a rotating phenomenon, the ratio of the phase of the cross-correlation (ϕ) to
the angular separation between the transducers (∆θ) has to be an integer,
equal to the number of rotating cells nC = ϕ/∆θ.
Figure 6.18 shows a magnification of the waterfall plot of the power spec-
trum of the inlet pressure fluctuations on DAPAMITO3 inducer at Φ = 0.059:
the harmonics of the blade passage (nΩ) have not been filtered in order to
study the occurrence of the synchronous flow instabilities. Well evident are
the peaks at Ω = 50 Hz which rise a first step when the inducer head starts
to increase as shown by the cavitating performance curve reported on the
same plot on the σ-Frequency plane: they reach a maximum when the head
drop occurs. The cross-correlation analysis (see Figure 6.19) confirms that
it is a one co-rotating cell oscillation which can be classified as Synchronous
Rotating Cavitation (SRC) (or Steady Asymmetric Cavitation or Attached
Uneven Cavitation).
In cold water at 15◦C, for all the investigated flow coefficients (0.029,
0.044, 0.053, 0.056, 0.056 and 0.062) there is an intensification of the peak
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Figure 6.19: Amplitude and phase of the cross-spectral density and coherence
function of the pressure signals of two transducers with 45◦ angu-
lar separation mounted at the inlet section of the DAPAMITO3
inducer (phenomenon=SRC, Ω = 3000 rpm, T = 23.0◦C).
associated to the frequency 50 Hz in correspondence of the head degradation.
Table 6.3 summarizes the maximum amplitudes of the pressure oscilla-
tions associated with each detected instability. The absolute value of the
maximum pressure oscillation (in Pa) is chosen as a reference value and all
the oscillations are then expressed as percentage of the maximum value. This
analysis has been conducted using the pressure signals taken by the same
pressure transducer named PCB68.
The pressure oscillations amplitude connected to the non-synchronous
flow instabilities is quite low: this is likely due to the high value of the tip
blade clearance. This is the why because it has been decided to design a
new Plexiglas inlet duct with a reduced blade tip clearance aimed at mag-
nifying the possible instabilities. It is worth noticing that the amplitude of
the Synchronous Rotating Cavitation (SRC) is on the average one order of
magnitude higher than the non-synchronous flow instabilities as shown in
Figure 6.20 too.
6.2.2 Low Clearance Casing
The instability analysis has been conducted for the same flow coefficients
investigated during the cavitating performance characterization at ambient
temperature and in hot water. The analysis is based on the same steps re-
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Instability Temperature Max Amplitude Amplitude % at Different Φ
I.D. [◦C] [Pa] 0.062 0.059 0.056 0.053 0.044
S 15 790 48 37 100 85 0
BO 15 1560 0 0 0 0 100
BVI1 15 760 95 82 80 100 0
AO1 15 1450 0 0 0 0 100
BVI2 15 610 87 0 100 92 0
AO2 15 350 100 0 0 0 0
SRC 15 7900 91 67 57 81 100
Table 6.3: Maximum amplitudes of the instabilities detected on the DA-
PAMITO3 inducer at 2 mm of tip blade clearance.
Figure 6.20: Amplitude of the pressure oscillation associated with the Syn-
chronous Rotating Cavitation (SRC) as a function of the cavi-
tation number σ at Φ = 0.059.
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Figure 6.21: PCB transducers placement (instability tests performed on the
DAPAMITO3 inducer, blade tip clearance= 0.8 mm).
ported in Section 6.1. The inlet section, made in transparent Plexiglas, has
been instrumented with eight flush-mounted piezoelectric pressure transduc-
ers, located at two axial stations: six at the flow inlet section 45 deg spaced
and two just in correspondence of the blade tip at the leading edge as shown in
Figure 2.7 and Figure 6.21. The distance between the transducers placement
at the inlet station and the blade tip is the same used in the previous con-
figuration (33.7 mm) in order to compare the results obtained with different
clearances. The placement of a couple of PCB transducers just on the blade
tip was aimed at taking higher pressure oscillation signals but it has been
experimentally demonstrated that, although generally the pressure signals
are amplified (see Figure 6.22), the rotor passage just behind the transducer
increases the noise level; due to this drawback and since the frequencies con-
tent is the same, it has been decided to proceed with the analysis of the inlet
PCB transducers. The sampling values used for the experiments together
with the main parameters used for obtaining the power spectral density of
the pressure fluctuations at different cavitation numbers are the same used
for characterizing the flow instabilities at c% = 6.8% and they are reported
in Table 6.1.
Asynchronous Flow Instabilities in Cold Water
Figure 6.23 and Figure 6.24 show the waterfall plots obtained at Φ = 0.062
and Φ = 0.044 at ambient temperature: the inducer rotational frequency
(Ω = 50 Hz) and its harmonics (nΩ) have been filtered. The orange boxes
refer to the actual driving instabilities whereas the yellow ones to the non-
linear interactions between the actual phenomena and the harmonics of the
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Figure 6.22: Waterfall plots of the power spectrum of the inlet pressure fluctu-
ations on DAPAMITO3 inducer projected on the Frequency-Sxx
Amplitude plane at Φ = 0.062 (c% = 2.7%, Φ = 3000 rpm,
T = 15.6◦C) obtained by an inlet PCB transducer (top) and by
a PCB transducer placed on the blade tip (bottom).
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Figure 6.23: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 2.7%,
Φ = 3000 rpm, T = 15.6◦C) filtered for the nΩ frequencies.
Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.062 0.059 0.056 0.053 0.044
S Axial 2.9÷ 6.3 0.060÷ 0.110 0.060÷ 0.110 0.058÷ 0.110 0.065÷ 0.120 0.050÷ 0.070
BO Rotating 1-Cell 9÷ 10 0.200÷ 0.370
Ω-S Rotating 1-Cell 44÷ 47.4 0.060÷ 0.083 0.042÷ 0.100 0.050÷ 0.080 0.065÷ 0.070 0.050÷ 0.070
Ω+S Rotating 1-Cell 52.7÷ 55 0.060÷ 0.083 0.042÷ 0.100 0.050÷ 0.080 0.065÷ 0.070 0.050÷ 0.070
2Ω+S Rotating 2-Cell 96.6÷ 97.3 0.050÷ 0.070
AO1 Axial 104÷ 110.4 0.210÷ 0.330 0.130÷ 0.350 0.160÷ 0.370
AO2 Axial 355÷ 360 0.210÷ 0.310 0.210÷ 0.348 0.210÷ 0.340
Table 6.4: Flow instabilities detected on the DAPAMITO3 inducer at 0.8 mm
clearance (c% = 2.7%) and ambient temperature.
blade passage (nΩ). The waterfall plots of the other flow coefficients are not
reported in this section because they have not shown different instabilities
with respect to the ones already analyzed.
Table 6.4 summarizes the flow instabilities detected on the DAPAMITO3
inducer at 0.8 mm clearance and ambient temperature in terms of frequencies
range, flow coefficients at which they have been observed, cavitation number
range, typology of instability (rotating or axial) and number of lobes.
Examination of the pressure fluctuations shows the occurrence of seven
instabilities. The frequency denoted as “S” (Surge) is related to a 0-th or-
der (axial) instability. It has the same characteristics of the phenomenon S
at higher clearance and appears at all the flow coefficients investigated in
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Figure 6.24: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 17.2◦C) filtered for the nΩ frequencies.
this experimental campaign. The frequencies denoted as “AO1” (Axial Os-
cillation 1) and “AO2” (Axial Oscillation 2) are also axial instabilities, but
have not been observed at all flow coefficients. These phenomena appear at
higher cavitation numbers. AO2 is probably caused by some form of high
order surge instability or connected to an acoustic resonance of the suction
line. The frequencies “Ω-S” and “Ω+S” are related to single-cell co-rotating
instabilities. These frequencies are symmetrical with respect to the inducer
rotational frequency (Ω = 50 Hz) and appear at cavitation numbers corre-
sponding to the occurrence of the intermediate head drop in the cavitating
performance curves. They become more intense at higher values of the flow
coefficient and they represent non-linear interactions with S. The frequencies
denoted as “BO” (Backflow Osclillation) and “2Ω-S” appear only at the low-
est flow coefficient. They are respectively a single-cell, co-rotating instability
related to the backflow rotating speed (≈ 0.2Ω) and a two-cells co-rotating
instability (likely due to a non-linear interaction between 2Ω and S). The fre-
quencies of the non linear interactions phenomena can be obtained by Ω-S,
Ω+S and 2Ω-S; the corresponding cross-correlation phases can be obtained by
ϕ(Ω-S)=ϕ(Ω)-ϕ(S), ϕ(Ω+S) =ϕ(Ω)+ϕ(S) and ϕ(2Ω-S)=ϕ(2Ω)-ϕ(S) where
ϕ(S)=0 since S is an axial oscillation. The following plots (reported in fig-
ures from 6.25 to 6.31) show the results of the performed analysis: they are
presented in the same arrangement as reported in the previous section.
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Figure 6.25: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 90◦ angular separation mounted at the inlet section of
the DAPAMITO3 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 15.6◦C).
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Figure 6.26: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 17.2◦C).
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Figure 6.27: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=Ω-S, Ω = 3000 rpm,
T = 15.6◦C).
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Figure 6.28: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=Ω+S, Ω = 3000 rpm,
T = 17.2◦C).
6.2 Cold and Hot Water Tests on DAPAMITO3 Inducer 331
Figure 6.29: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
135◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=2Ω-S, Ω = 3000 rpm,
T = 17.2◦C).
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Figure 6.30: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO1, Ω = 3000 rpm,
T = 15.6◦C).
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Figure 6.31: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO2, Ω = 3000 rpm,
T = 16.5◦C).
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Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.062 0.059 0.056 0.053 0.044
S Axial 1.5÷ 14.6 0.055÷ 0.300 0.055÷ 0.307 0.090÷ 0.307 0.055÷ 0.280 0.070÷ 0.130
BO Rotating 1-Cell 9.3÷ 10.3 0.140÷ 0.360
BVI1 Rotating 4-Cell 35÷ 40 0.040÷ 0.050 0.040÷ 0.050 0.040÷ 0.050
RC Rotating 1-Cell 44÷ 48 0.087÷ 0.136 0.078÷ 0.108 0.070÷ 0.090 0.069÷ 0.110 0.070÷ 0.110
BVI2 Rotating 5-Cell 46.9÷ 47.8 0.042÷ 0.044
2Ω-RC Rotating 1-Cell 53÷ 55 0.070÷ 0.100 0.087÷ 0.108 0.075÷ 0.085
Ω+RC Rotating 2-Cell 95.2÷ 96 0.070÷ 0.100 0.087÷ 0.108 0.075÷ 0.085
AO1 Axial 95.2÷ 96 0.200÷ 0.370
3Ω-BVI2 Counter-Rotating 2-Cell 101.3÷ 101.8 0.047÷ 0.048 0.047÷ 0.048
3Ω-RC Rotating 2-Cell 103÷ 106 0.078÷ 0.098 0.078÷ 0.098 0.078÷ 0.098 0.078÷ 0.098
AO1 Axial 106.5÷ 107 0.130÷ 0.200
3Ω-BVI1 Counter-Rotating 1-Cell 113÷ 115 0.042÷ 0.046 0.042÷ 0.048 0.042÷ 0.049
6Ω-BVI2 Rotating 1-Cell 252÷ 253 0.042÷ 0.043
AO2 Axial 356÷ 380 0.140÷ 0.270
Table 6.5: Flow instabilities detected on the DAPAMITO3 inducer at 0.8 mm
clearance (c% = 2.7%) and T = 50
◦C.
On the basis of the experimental campaign on the DAPAMITO3 inducer
conducted at two different values of the tip blade clearance, the following
conclusions can be drawn concerning the flow instabilities: the amplitude
of the pressure oscillations decreases as the tip blade clearance increases,
and the maximum value of the oscillation due to the blade passage (Ω =
50 Hz) is about 50% lower when the clearance increases from 0.8 to 2 mm
(this result is in agreement to what reported in the open literature: see for
example Tsujimoto[139]); the rotating phenomena are influenced by the tip
blade clearance, whereas it seems that axial phenomena are not affected, or at
least are less affected. The phenomena S and AO2 in the experiments at 0.8
mm clearance seem to be equivalent to the correspondent ones encountered
at higher clearance, except for an increment in their amplitudes; the backflow
rotational frequency is detected at the lowest flow coefficients independently
on the clearance value (BO≈ 0.2Ω).
Asynchronous Flow Instabilities in Hot Water at T = 50◦C
Figure 6.32, Figure 6.33, Figure 6.34, Figure 6.35 and Figure 6.36 show the
waterfall plots obtained, respectively, at Φ = 0.062, Φ = 0.059, Φ = 0.056,
Φ = 0.053 and Φ = 0.044 at T = 50◦C: the inducer rotational frequency
(Ω = 50 Hz) and its harmonics (nΩ) have been filtered. The orange boxes
refer to the actual driving instabilities whereas the yellow ones to the non-
linear interactions between the actual phenomena and the harmonics of the
blade passage (nΩ).
Table 6.5 summarize the flow instabilities detected on the DAPAMITO3
inducer at 0.8 mm clearance and T = 50◦C in terms of frequencies range,
flow coefficients at which they have been observed, cavitation number range,
typology of instability (rotating or axial) and number of lobes.
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Figure 6.32: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 2.7%,
Φ = 3000 rpm, T = 49.8◦C) filtered for the nΩ frequencies.
Examination of the pressure fluctuations shows the occurrence of fourteen
instabilities. The frequency denoted as “S” (Surge) is related to a 0-th order
(axial) instability. It appears at all the investigated flow coefficients begin-
ning at high cavitation numbers and evolving into a Cavitation Surge when
the cavitation number is decreased at values for which the head rise begins to
be affected. The frequency denoted as “BO” (Backflow Osclillation) appears
only at the lowest flow coefficient as occurred in the cold tests; it is a single-
cell, co-rotating instability related to the backflow rotating speed (≈ 0.2Ω).
The frequency denoted as“BVI1”(Backflow Vortices Instability 1) appears to
be related to a rotating phenomenon with at least four lobes typical of back-
flow vortices instabilities. The phenomenon appears at the intermediate flow
coefficients and is bordered at very low cavitation numbers (close to the per-
formance breakdown): these characteristics are analogous to those observed
in the cold tests at higher clearance. The rotational frequency of the four
lobes as a whole can be obtained dividing the detected instability frequency
by the number of lobes (4): BVI1/4≈ 10 Hz, which corresponds to the back-
flow rotating speed (≈ 0.2Ω). The frequency denoted as “BVI2” (Backflow
Vortices Instability 2) appears to be related to a rotating phenomenon with
five lobes typical of backflow vortices instabilities (BVI2/5≈ 10 Hz, which
is about the backflow rotating speed). The phenomenon is well evident just
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Figure 6.33: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.059 (c% = 2.7%,
Φ = 3000 rpm, T = 49.5◦C) filtered for the nΩ frequencies:
magnification of the waterfall plot on the right for highlighting
the BVI2 phenomenon.
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Figure 6.34: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.056 (c% = 2.7%,
Φ = 3000 rpm, T = 49.3◦C) filtered for the nΩ frequencies.
Figure 6.35: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.053 (c% = 2.7%,
Φ = 3000 rpm, T = 49.9◦C) filtered for the nΩ frequencies.
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Figure 6.36: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 50.0◦C) filtered for the nΩ frequencies.
at Φ = 0.059 and is bordered at very low cavitation numbers (close to the
performance breakdown). It is worth noticing that both BVI1 and BVI2 here
analysed have the same characteristicts of the homonymous ones detected in
the cold tests performed at the higher clearance (c% = 6.8%). The frequency
denoted as “RC” (Rotating Cavitation) is a one lobe co-rotating instability
and it has been classified as sub-synchronous rotating cavitation: it occurs
at all the flow coefficients when the head coefficient begins to be affected by
the cavitation. Figure 6.37 shows a magnification of a waterfall plot where
it is clear how, at a certain cavitation number (σ ≈ 0.100), the Synchronous
Rotating Cavitation (SRC) at 50 Hz transforms into the sub-synchronous
Rotating Cavitation (RC). The frequency denoted as “AO1” (Axial Oscilla-
tion 1) is manifest at Φ = 0.053 and Φ = 0.044 with two slight different
frequencies ranges (95 ÷ 96 Hz and 106 ÷ 107 Hz): it is an axial oscillation
analogous to the previous homonymous ones. The “AO2” (Axial Oscillation
2) phenomenon is an axial one too and it has been detected at Φ = 0.053:
it has the same frequency and sigma ranges as its homonymous phenomena
observed in the cold tests both at the same and at higher clearance. The
other detected frequencies are likely to be caused by a non-linear interaction
between the phenomenona BVI1, RC and BVI2 and the harmonics of the
blade passage (nΩ). The frequencies of these phenomena can be obtained by
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Figure 6.37: Magnification of the waterfall plot of the power spectrum of the
inlet pressure fluctuations on DAPAMITO3 inducer at Φ = 0.062
(c% = 2.7%, Ω = 3000 rpm, T = 49.8
◦C).
2Ω-RC, Ω+RC, 3Ω-BVI2, 3Ω-RC, 3Ω-BVI1 and 6Ω-BVI2; the corresponding
cross-correlation phases can be obtained by
ϕ(2Ω− RC) = ϕ(2Ω)− ϕ(RC) (6.8)
ϕ(2Ω− RC) = ϕ(2Ω)− ϕ(RC) (6.9)
ϕ(Ω + RC) = ϕ(Ω) + ϕ(RC) (6.10)
ϕ(3Ω− BVI2) = ϕ(3Ω)− ϕ(BVI2) (6.11)
ϕ(3Ω− RC) = ϕ(3Ω)− ϕ(RC) (6.12)
ϕ(3Ω− BVI1) = ϕ(3Ω)− ϕ(BVI1) (6.13)
ϕ(6Ω− BVI2) = ϕ(6Ω)− ϕ(BVI2). (6.14)
The figures from 6.38 to 6.50 show the results of the performed analy-
sis: they are presented in the same arrangement as reported in the previous
section.
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Figure 6.38: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO3 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 49.8◦C).
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Figure 6.39: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 50.0◦C).
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Figure 6.40: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI1, Ω = 3000 rpm,
T = 49.3◦C).
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Figure 6.41: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=RC, Ω = 3000 rpm,
T = 49.8◦C).
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Figure 6.42: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI2, Ω = 3000 rpm,
T = 49.5◦C).
6.2 Cold and Hot Water Tests on DAPAMITO3 Inducer 345
Figure 6.43: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
180◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=2Ω-RC, Ω = 3000 rpm,
T = 49.8◦C).
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Figure 6.44: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=Ω+RC, Ω = 3000 rpm,
T = 49.8◦C).
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Figure 6.45: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO1, Ω = 3000 rpm,
T = 50.0◦C).
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Figure 6.46: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI2, Ω = 3000 rpm,
T = 49.8◦C).
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Figure 6.47: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-RC, Ω = 3000 rpm,
T = 49.8◦C).
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Figure 6.48: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO1, Ω = 3000 rpm,
T = 49.9◦C).
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Figure 6.49: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI1, Ω = 3000 rpm,
T = 49.9◦C): high coherence and Sxx peak but the phases rel-
ative to reference at 135◦ and 180◦ transducer clocking are not
accordant to the general trend.
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Figure 6.50: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO2, Ω = 3000 rpm,
T = 49.3◦C).
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Figure 6.51: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 2.7%,
Φ = 3000 rpm, T = 64.8◦C) filtered for the nΩ frequencies.
Asynchronous Flow Instabilities in Hot Water at T = 65◦C
Figure 6.51, Figure 6.52, Figure 6.53 and Figure 6.54 show the waterfall plots
obtained at Φ = 0.062, Φ = 0.059, Φ = 0.056 and Φ = 0.044 at T = 65◦C: the
inducer rotational frequency (Ω = 50 Hz) and its harmonics (nΩ) have been
filtered. The orange boxes refer to the actual driving instabilities whereas
the yellow ones to the non-linear interactions between the actual phenomena
and the harmonics of the blade passage (nΩ).
Table 6.6 summarize the flow instabilities detected on the DAPAMITO3
inducer at 0.8 mm clearance and T = 65◦C in terms of frequencies range,
flow coefficients at which they have been observed, cavitation number range,
typology of instability (rotating or axial) and number of lobes.
Examination of the pressure fluctuations shows the occurrence of twelve
instabilities. The frequency denoted as “S” (Surge) is related to a 0-th order
(axial) instability. It appears at all the investigated flow coefficients except
the lowest (probably hidden by the “BO” instability) beginning at high cav-
itation numbers and evolving into a Cavitation Surge when the cavitation
number is decreased at values for which the head rise begins to be affected.
The frequency denoted as “BO” (Backflow Osclillation) appears only at the
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Figure 6.52: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.059 (c% = 2.7%,
Φ = 3000 rpm, T = 64.7◦C) filtered for the nΩ frequencies.
Figure 6.53: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.056 (c% = 2.7%,
Φ = 3000 rpm, T = 64.2◦C) filtered for the nΩ frequencies.
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Figure 6.54: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 65.0◦C) filtered for the nΩ frequencies.
Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.062 0.059 0.056 0.053 0.044
S Axial 2.4÷ 16.6 0.070÷ 0.270 0.065÷ 0.286 0.060÷ 0.103 0.090÷ 0.140
BO Rotating 1-Cell 7.8÷ 10.2 0.120÷ 0.310
BVI1 Rotating 4-Cell 35.6÷ 43.5 0.044÷ 0.067 0.048÷ 0.063
RC Rotating 1-Cell 43.5÷ 47.5 0.070÷ 0.099 0.084÷ 0.100 0.080÷ 0.105 0.069÷ 0.090 0.070÷ 0.087
BVI2 Rotating 5-Cell 47.4÷ 52.5 0.045÷ 0.055 0.046÷ 0.060 0.042÷ 0.054
Ω+RC Rotating 2-Cell 95.2÷ 96 0.070÷ 0.100 0.080÷ 0.105
AO1 Axial 93.7÷ 97.2 0.120÷ 0.310
3Ω-BVI2 Counter-Rotating 2-Cell 97.4÷ 101.8 0.045÷ 0.060 0.046÷ 0.059
3Ω-RC Rotating 2-Cell 102.5÷ 104 0.090÷ 0.100 0.070÷ 0.100 0.080÷ 0.105
3Ω-BVI1 Counter-Rotating 1-Cell 106.7÷ 112.3 0.057÷ 0.071 0.048÷ 0.063
6Ω-BVI2 Rotating 1-Cell 247.4÷ 248.5 0.053÷ 0.059 0.053÷ 0.059
9Ω-2BVI2 Rotating 3-Cell 346÷ 353 0.045÷ 0.055 0.046÷ 0.059
Table 6.6: Flow instabilities detected on the DAPAMITO3 inducer at 0.8 mm
clearance (c% = 2.7%) and T = 65
◦C.
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lowest flow coefficient as occurred in the cold and hot (T = 50◦C) tests; it
is a single-cell, co-rotating instability related to the backflow rotating speed
(≈ 0.2Ω). The frequency denoted as “BVI1” (Backflow Vortices Instability
1) appears to be related to a rotating phenomenon with at least four lobes
typical of backflow vortices instabilities. The phenomenon appears at the
intermediate flow coefficients and is bordered at very low cavitation numbers
(close to the performance breakdown): these characteristics are analogous
to those observed in the cold tests at higher clearance and in the hot tests
at 50◦C. The rotational frequency of the four lobes as a whole can be ob-
tained dividing the detected instability frequency by the number of lobes (4):
BVI1/4≈ 10 Hz, which corresponds to the backflow rotating speed (≈ 0.2Ω).
The frequency denoted as “BVI2” (Backflow Vortices Instability 2) appears
to be related to a rotating phenomenon with five lobes typical of backflow
vortices instabilities (BVI2/5≈ 10 Hz, which is about the backflow rotating
speed). The phenomenon is bordered at very low cavitation numbers (close
to the performance breakdown). It is worth noticing that both BVI1 and
BVI2 here analyzed have the same characteristics of the homonymous ones
detected in the cold tests performed at the higher clearance (c% = 6.8%)
and the hot ones at 50◦C. The frequency denoted as “RC” (Rotating Cavi-
tation) is a one lobe co-rotating instability and it has been classified as sub-
synchronous rotating cavitation: it occurs at all the flow coefficients when
the head coefficient begins to be affected by the cavitation and it has the
same characteristics of the homonymic one detected at 50◦C. The frequency
denoted as “AO1” (Axial Oscillation 1) is manifest just at the lowest flow
coefficient (Φ = 0.044): it is an axial oscillation analogous to the previous
homonymous ones. The other detected frequencies are likely to be caused by
a non-linear interaction between the phenomenona BVI1, RC and BVI2 and
the harmonics of the blade passage (nΩ). Figure 6.55 and Figure 6.56 show
the magnification (only low values of the cavitation number are represented)
of the waterfall plots of the power spectrum of the inlet pressure fluctuations
on DAPAMITO3 inducer at Φ = 0.062 and Φ = 0.059 and highlight the
BVI2 phenomenon and its non-linear interactions: it is worth noticing that
the phenomenon denoted as 9Ω-2BVI2 results from the non-linear interaction
between 3Ω-BVI2 and 6Ω-BVI2 as suggested by the slope of the peaks trace
in Figure 6.55.
The figure from 6.57 to 6.67 show the results of the analysis of the flow
instabilities: they are presented in the same arrangement as reported in pre-
vious section.
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Figure 6.55: Magnification of the waterfall plot of the power spectrum of the
inlet pressure fluctuations on DAPAMITO3 inducer at Φ = 0.062
(c% = 2.7%, Ω = 3000 rpm, T = 64.8
◦C): BVI2 and its non-
linear interactions are highlighted.
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Figure 6.56: Magnification of the waterfall plot of the power spectrum of
the inlet pressure fluctuations on DAPAMITO3 inducer at Φ =
0.059 (c% = 2.7%, Ω = 3000 rpm, T = 64.7
◦C): BVI2 and its
non-linear interaction with the blade passage frequency 3Ω are
highlighted.
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Figure 6.57: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO3 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 64.7◦C).
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Figure 6.58: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 65.0◦C).
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Figure 6.59: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI1, Ω = 3000 rpm,
T = 64.2◦C).
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Figure 6.60: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=RC, Ω = 3000 rpm,
T = 64.8◦C).
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Figure 6.61: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI2, Ω = 3000 rpm,
T = 64.2◦C).
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Figure 6.62: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=Ω+RC, Ω = 3000 rpm,
T = 64.2◦C).
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Figure 6.63: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
180◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=Ω+RC, Ω = 3000 rpm,
T = 65.0◦C).
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Figure 6.64: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI2, Ω = 3000 rpm,
T = 64.7◦C).
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Figure 6.65: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-RC, Ω = 3000 rpm,
T = 64.2◦C).
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Figure 6.66: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI1, Ω = 3000 rpm,
T = 64.6◦C).
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Figure 6.67: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
135◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=6Ω-BVI2, Ω = 3000 rpm,
T = 64.7◦C).
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Figure 6.68: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.059 (c% = 2.7%,
Φ = 3000 rpm, T = 74.4◦C) filtered for the nΩ frequencies.
Asynchronous Flow Instabilities in Hot Water at T = 75◦C
Figure 6.68, Figure 6.69 and Figure 6.70 show the waterfall plots obtained
at Φ = 0.059, Φ = 0.056 and Φ = 0.044 at T = 75◦C: the inducer rotational
frequency (Ω = 50 Hz) and its harmonics (nΩ) have been filtered. The orange
boxes refer to the actual driving instabilities whereas the yellow ones to the
non-linear interactions between the actual phenomena and the harmonics of
the blade passage (nΩ).
Table 6.7 summarize the flow instabilities detected on the DAPAMITO3
inducer at 0.8 mm clearance and T = 75◦C in terms of frequencies range,
flow coefficients at which they have been observed, cavitation number range,
typology of instability (rotating or axial) and number of lobes. Examination
of the pressure fluctuations shows the occurrence of eleven instabilities. The
frequency denoted as “S” (Surge) is related to a 0-th order (axial) instability.
It appears at all the investigated flow coefficients beginning at high cavitation
numbers and evolving into a Cavitation Surge when the cavitation number
is decreased at values for which the head rise begins to be affected. The fre-
quency denoted as “BO” (Backflow Osclillation) appears only at the lowest
flow coefficient as occurred in the cold and hot (T = 50◦C and T = 65◦C)
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Figure 6.69: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.056 (c% = 2.7%,
Φ = 3000 rpm, T = 74.6◦C) filtered for the nΩ frequencies:
the magnification of the waterfall plot on the right highlights
the 3Ω-BVI1 phenomenon.
Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.059 0.056 0.053 0.044
S Axial 2.3÷ 14.4 0.077÷ 0.180 0.090÷ 0.120 0.120÷ 0.270 0.110÷ 0.270
BO Rotating 1-Cell 10÷ 10.5 0.130÷ 0.200
BVI1 Rotating 4-Cell 37÷ 43.5 0.044÷ 0.050 0.060÷ 0.070 0.045÷ 0.055
RC Rotating 1-Cell 43.9÷ 48.4 0.085÷ 0.090 0.090÷ 0.120 0.070÷ 0.110 0.080÷ 0.095
BVI2 Rotating 5-Cell 49.3÷ 56.6 0.045÷ 0.065 0.055÷ 0.067
3Ω-BVI2 Counter-Rotating 2-Cell 94.4÷ 100.6 0.044÷ 0.061 0.057÷ 0.062
3Ω-RC Rotating 2-Cell 104.9÷ 105.9 0.085÷ 0.090
3Ω-BVI1 Counter-Rotating 1-Cell 108÷ 108.5 0.060÷ 0.065
4Ω-RC Rotating 3-Cell 152÷ 154 0.070÷ 0.090
6Ω-BVI2 Rotating 1-Cell 243.2÷ 248 0.052÷ 0.065 0.057÷ 0.067
9Ω-2BVI2 Rotating 3-Cell 342.4÷ 351.6 0.044÷ 0.060
Table 6.7: Flow instabilities detected on the DAPAMITO3 inducer at 0.8 mm
clearance (c% = 2.7%) and T = 75
◦C.
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Figure 6.70: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 75.8◦C) filtered for the nΩ frequencies.
tests; it is a single-cell, co-rotating instability related to the backflow rotat-
ing speed (≈ 0.2Ω). The frequency denoted as “BVI1” (Backflow Vortices
Instability 1) appears to be related to a rotating phenomenon with at least
four lobes typical of backflow vortices instabilities. The phenomenon ap-
pears at the intermediate flow coefficients and is bordered at very low cavi-
tation numbers (close to the performance breakdown): these characteristics
are analogous to those observed in the cold tests at higher clearance and in
the hot tests at 50◦C and at 65◦C. The rotational frequency of the four lobes
as a whole can be obtained dividing the detected instability frequency by the
number of lobes (4): BVI1/4≈ 10 Hz, which corresponds to the backflow ro-
tating speed (≈ 0.2Ω). The frequency denoted as “BVI2” (Backflow Vortices
Instability 2) appears to be related to a rotating phenomenon with five lobes
typical of backflow vortices instabilities (BVI2/5≈ 10 Hz, which is about the
backflow rotating speed). The phenomenon is bordered at very low cavi-
tation numbers (close to the performance breakdown). It is worth noticing
that both BVI1 and BVI2 here analysed have the same characteristicts of the
homonymic ones detected in the cold tests performned at the higher clearance
(c% = 6.8%) and the hot ones at 50
◦C and 65◦C. The frequency denoted as
“RC” (Rotating Cavitation) is a one lobe co-rotating instability and it has
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been classified as sub-synchronous rotating cavitation: it occurs at all the
flow coefficients when the head coefficient begins to be affected by the cavi-
tation and it has the same characteristics of the homonymous one detected
at 50◦C and 65◦C. It is worth noticing that the axial oscillations (denoted as
“AO1” (Axial Oscillation 1) and “AO2” (Axial Oscillation 2) have not been
detected at this temperature. The other detected frequencies are likely to be
caused by a non-linear interaction between the phenomenona BVI1, RC and
BVI2 and the harmonics of the blade passage (nΩ): it is worth noticing that,
as for T = 65◦C, the phenomenon denoted as 9Ω-2BVI2 results from the non-
linear interaction between 3Ω-BVI2 and 6Ω-BVI2 as suggested by the slope
of the peaks trace in Figure 6.68. The plots, reported in figure from 6.71 to
6.79, show the results of the performed analysis on the flow instabilities.
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Figure 6.71: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO3 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 74.6◦C).
6.2 Cold and Hot Water Tests on DAPAMITO3 Inducer 375
Figure 6.72: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 75.8◦C).
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Figure 6.73: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI1, Ω = 3000 rpm,
T = 74.6◦C).
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Figure 6.74: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=RC, Ω = 3000 rpm,
T = 74.4◦C).
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Figure 6.75: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI2, Ω = 3000 rpm,
T = 74.6◦C).
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Figure 6.76: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI2, Ω = 3000 rpm,
T = 74.4◦C).
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Figure 6.77: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-RC, Ω = 3000 rpm,
T = 74.4◦C).
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Figure 6.78: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=3Ω-BVI1, Ω = 3000 rpm,
T = 74.6◦C).
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Figure 6.79: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO3 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω-RC, Ω = 3000 rpm,
T = 74.4◦C).
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Figure 6.80: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO3 inducer at Φ = 0.062 (c% = 2.7%,
Ω = 3000 rpm, T = 15.6◦C): the cavitating performance curve
has been represented on the σ−Frequency plane.
Synchronous Flow Instabilities
Among the two very typical synchronous rotating instabilities (the steady
asymmetric cavitation and the alternate blade cavitation), the asymmetric
cavitation (also called “attached uneven cavitation” or “synchronous rotating
cavitation” by some authors) has been widely observed in the experiments at
c% = 2.7%.
Figure 6.80 shows the waterfall plot of the power spectrum of the inlet
pressure fluctuations on DAPAMITO3 inducer at Φ = 0.062 at ambient tem-
perature: the harmonics of the blade passage (nΩ) have not been filtered in
order to study the occurrence of the synchronous flow instabilities. Well evi-
dent are the peaks at Ω = 50 Hz which quickly rise in correspondence of the
first head drop as shown by the cavitating performance curve reported on the
same plot on the σ−Frequency plane: they reach a maximum when the head
drop occurs. The cross-correlation analysis (see Figure 6.81) confirms that
it is a one co-rotating cell oscillation which can be classified as Synchronous
Rotating Cavitation (SRC) (or Steady Asymmetric Cavitation or Attached
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Figure 6.81: Amplitude and phase of the cross-spectral density and coherence
function of the pressure signals of two transducers with 45◦ angu-
lar separation mounted at the inlet section of the DAPAMITO3
inducer (phenomenon=SRC, Ω = 3000 rpm, T = 15.6◦C).
Uneven Cavitation). For all the flow coefficients and the temperatures inves-
tigated, the SRC has been observed.
Table 6.8 summarizes the maximum amplitudes of the pressure oscilla-
tions associated with each detected instability. All the values are expressed
as percentage of the maximum pressure oscillation (in Pa). This analysis
has been conducted using the pressure signals taken by the same pressure
transducer (PCB68).
Comparing these results to those obtained at c% = 6.8% it is possible to
note that the reduction of the blade tip clearance from 2 mm to 0.8 mm has
allowed for increasing the amplitudes of the instabilities as expected. It is
worth noticing that the amplitude of the Synchronous Rotating Cavitation
(SRC) remains on the average one order of magnitude higher than the non-
synchronous flow instabilities and it is almost thrice that observed at c% =
6.8% (see Figure 6.82).
Looking at the maximum amplitudes of the detected instabilities, it has
been possible to find a general trend for the Surge and Synchronous Rotating
Cavitation instabilities. As a general trend, the maximum amplitudes of the
Surge and the Synchronous Rotating Cavitation instabilities decrease as the
temperature increases and increase as the flow coefficient decreases.
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Instability Max Amplitude Temperature Amplitude % at Different Φ
I.D. [Pa] [◦C] 0.062 0.059 0.056 0.053 0.044
S 5600 15 25 16 26 48 100
50 9 16 24 28 29
65 9 8 24 15 0
75 6 24 14 24
BO 2600 15 0 0 0 0 69
50 0 0 0 0 100
65 0 0 0 0 88
75 0 0 0 67
BVI1 1330 15 0 0 0 0 0
50 0 70 44 50 0
65 0 0 83 100 0
75 87 30 68 0
AO1 2600 15 21 0 0 50 50
50 0 0 0 43 100
65 0 0 0 0 52
75 0 0 0 0
BVI2 1400 15 0 0 0 0 0
50 0 73 0 0 0
65 0 98 89 100 0
75 69 67 0 0
AO2 730 15 55 100 68 0 0
50 0 0 55 0 0
65 0 0 0 0 0
75 0 0 0 0
SRC 22400 15 44 53 61 77 79
50 14 25 30 43 100
65 10 22 21 38 60
75 17 27 33 66
Table 6.8: Maximum amplitudes of the instabilities detected on the DA-
PAMITO3 inducer at 0.8 mm of tip blade clearance.
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Figure 6.82: Amplitude of the pressure oscillation associated with the Syn-
chronous Rotating Cavitation (SRC) as a function of the cavi-
tation number σ at Φ = 0.062 and T = 15.6◦C.
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Figure 6.83: PCB transducers placement (instability tests performed on the
DAPAMITO4 inducer, blade tip clearance= 0.8 mm).
6.3 Cold and Hot Water Tests on DAPAMITO4 In-
ducer
6.3.1 Low Clearance Casing
The instability analysis has been conducted for the same flow coefficients
investigated during the cavitating performance characterization in cold and
hot water. The analysis is based on the same steps reported Section 6.1.
The inlet section, made in transparent Plexiglas, has been instrumented with
eight flush-mounted piezoelectric pressure transducers, located at two axial
stations: six at the flow inlet section 45 deg spaced and two just in corre-
spondence of the blade tip at the leading edge as shown in Figure 2.7 and
Figure 6.83. The distance between the transducers placement at the inlet
station and the blade tip (33.7 mm) is the same used in the previous config-
uration for the DAPAMTO3 inducer.
The placement of a couple of PCB transducers just on the blade tip was
aimed at taking higher pressure oscillation signals but it has been experimen-
tally demonstrated that, although generally the pressure signals are amplified
(see Figure 6.84), the rotor passage just behind the transducer increases the
noise level; due to this drawback and since the frequencies content is the
same, it has been decided to proceed with the analysis of the inlet PCB
transducers. The sampling values used for the experiments together with the
main parameters used for obtaining the power spectral density of the pressure
fluctuations at different cavitation numbers are reported in Table 6.9.
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Figure 6.84: Waterfall plots of the power spectrum of the inlet pressure fluctu-
ations on DAPAMITO4 inducer projected on the Frequency-Sxx
Amplitude plane at Φ = 0.059 (c% = 2.7%, Φ = 3000 rpm,
T = 15.4◦C) obtained by an inlet PCB transducer (top) and by
a PCB transducer placed on the blade tip (bottom).
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sample rate [sps] 1000
number of samples N [–] 240000
Nyquist frequency fc [Hz] 500
interval temporal length Tr [s] 4.0
number of means nd [–] 2
spectral temporal length T [s] 2.0
frequency resolution df [Hz] 0.5
Table 6.9: Main sampling values and data reduction parameters used for the
DAPAMITO4 flow instabilities analysis.
Asynchronous Flow Instabilities in Cold Water
Figure 6.85 and Figure 6.86 show the waterfall plots obtained at Φ = 0.056
and Φ = 0.044 at ambient temperature: the inducer rotational frequency
(Ω = 50 Hz) and its harmonics (nΩ) have been filtered. The orange boxes
refer to the actual driving instabilities whereas the yellow ones to the non-
linear interactions between the actual phenomena and the harmonics of the
blade passage (nΩ). Table 6.10 summarizes the flow instabilities detected on
the DAPAMITO4 inducer at 0.8 mm clearance and ambient temperature in
terms of frequencies range, flow coefficients at which they have been observed,
cavitation number range, typology of instability (rotating or axial) and num-
ber of lobes. Examination of the pressure fluctuations shows the occurrence
of four instabilities. The frequency denoted as “S” (Surge) is related to a 0-th
order (axial) instability. It has the same characteristics of the phenomenon
S observed on the DAPAMITO3 inducer both at low and high clearance and
appears at all the flow coefficients investigated in this experimental campaign.
The frequency denoted as “BO” (Backflow Osclillation) appears only at the
lowest flow coefficient; it is a single-cell, co-rotating instability related to the
backflow rotating speed (≈ 0.2Ω) and has the same characteristics of the BO
phenomenon observed on the DAPAMITO3 inducer. The frequenciy denoted
as “AO1” (Axial Oscillation 1) is an axial instability which has been observed
at all the flow coefficients. This phenomenon appears at high and interme-
diate cavitation numbers. It is quite similar to the homonymic one detected
on the DAPAMITO3 inducer but has a higher frequency range. Finally, the
4Ω-BO frequency refers to a three-cells co-rotating instability (likely due to a
non-linear interaction between 4Ω = blades passage frequency and BO). The
figures from 6.87 to 6.90 report the results of the performed analysis: they
are presented in the same arrangement as reported for the DAPAMITO3
inducer.
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Figure 6.85: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.056 (c% = 2.7%,
Φ = 3000 rpm, T = 15.0◦C) filtered for the nΩ frequencies.
Figure 6.86: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 15.0◦C) filtered for the nΩ frequencies.
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Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.059 0.056 0.053 0.050 0.044
S Axial 1÷ 8.3 0.054÷ 0.079 0.053÷ 0.093 0.058÷ 0.124 0.068÷ 0.122 0.113÷ 0.130
BO Rotating 1-Cell 10.3÷ 11.7 0.113÷ 0.130
AO1 Axial 127.4÷ 146.5 0.227÷ 0.293 0.070÷ 0.247 0.107÷ 0.249 0.101÷ 0.171 0.118÷ 0.141
4Ω-RC Rotating 3-Cell 188.5÷ 189 0.114÷ 0.130
Table 6.10: Flow instabilities detected on the DAPAMITO4 inducer at 0.8
mm clearance (c% = 2.7%) and ambient temperature.
Figure 6.87: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 15.2◦C).
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Figure 6.88: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 15.0◦C).
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Figure 6.89: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO1, Ω = 3000 rpm,
T = 15.2◦C).
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Figure 6.90: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω-BO, Ω = 3000 rpm,
T = 15.0◦C).
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Figure 6.91: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.059 (c% = 2.7%,
Φ = 3000 rpm, T = 50.0◦C) filtered for the nΩ frequencies.
Asynchronous Flow Instabilities in Hot Water at T = 50◦C
Figure 6.91 and Figure 6.92 show the waterfall plots obtained at Φ = 0.059
and Φ = 0.044 at T = 50◦C: the inducer rotational frequency (Ω = 50 Hz)
and its harmonics (nΩ) have been filtered. The orange boxes refer to the
actual driving instabilities whereas the yellow ones to the non-linear interac-
tions between the actual phenomena and the harmonics of the blade passage
(nΩ). Table summarizes the flow instabilities detected on the DAPAMITO4
inducer at 0.8 mm clearance and T = 50◦C in terms of frequencies range,
flow coefficients at which they have been observed, cavitation number range,
typology of instability (rotating or axial) and number of lobes. Examination
of the pressure fluctuations shows the occurrence of eleven instabilities. The
frequency denoted as “S” (Surge) is related to a 0-th order (axial) instability.
It appears at all the investigated flow coefficients beginning at intermediate
cavitation numbers: it has the same characteristics of the Surge observed
in the cold tests. The frequency denoted as “BO” (Backflow Osclillation)
appears only at the lowest flow coefficient as occurred in the cold tests; it
is a single-cell, co-rotating instability related to the backflow rotating speed
(≈ 0.2Ω). The frequency denoted as “BVI1” (Backflow Vortices Instability
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Figure 6.92: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 49.7◦C) filtered for the nΩ frequencies.
1) appears to be related to a rotating phenomenon with three lobes typical
of backflow vortices instability. The phenomenon appears at the high and
intermediate flow coefficients and is bordered at very low cavitation numbers
(close to the performance breakdown). The rotational frequency of the three
lobes as a whole can be obtained dividing the detected instability frequency by
the number of lobes (3): BVI1/3≈ 10 Hz, which corresponds to the backflow
rotating speed (≈ 0.2Ω). The frequency denoted as “BVI2” (Backflow Vor-
tices Instability 2) appears to be related to a rotating phenomenon with two
lobes: despite the rotational frequency of the vortices system (BVI2/2≈ 20
Hz, about 0.4Ω) is higher than the typical one, it has been associated to a
backflow vortices instability. The frequency denoted as “AO1” (Axial Oscil-
lation 1) appears at all the flow coefficient except Φ = 0.044: it is an axial
oscillation and has the same characteristics of the homonymic one detected at
ambient temperature. The other detected frequencies are likely to be caused
by a non-linear interaction between the phenomenona BO, BVI1 and BVI2
and the harmonics of the blade passage (nΩ). The frequencies of these phe-
nomena can be obtained by 4Ω-BVI2, 4Ω-BVI1, 4Ω-BO, 4Ω+BO, 8Ω-BO
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Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.059 0.056 0.053 0.050 0.044
S Axial 1.5÷ 7.8 0.043÷ 0.121 0.043÷ 0.187 0.046÷ 0.300 0.060÷ 0.184 0.059÷ 0.141
BO Rotating 1-Cell 9.3÷ 12.7 0.060÷ 0.350
BVI1 Rotating 3-Cell 33.7÷ 36.6 0.043÷ 0.045 0.043÷ 0.047 0.045÷ 0.046
BVI2 Rotating 2-Cell 38.6÷ 42.5 0.067÷ 0.071 0.059÷ 0.076
AO1 Axial 127.9÷ 138 0.121÷ 0.208 0.094÷ 0.244 0.147÷ 0.265 0.170÷ 0.271
4Ω-BVI2 Rotating 2-Cell 155.3÷ 161.6 0.060÷ 0.071 0.059÷ 0.072
4Ω-BVI1 Rotating 1-Cell 166÷ 166.5 0.043÷ 0.044 0.043÷ 0.045 0.044÷ 0.044
4Ω-BO Rotating 3-Cell 187.5÷ 191.9 0.141÷ 0.239
4Ω+BO Rotating 5-Cell 212÷ 212.4 0.167÷ 0.266
8Ω-BO Rotating 7-Cell 387.7÷ 388.2 0.161÷ 0.203
8Ω+BO Rotating 9-Cell 406÷ 412 0.161÷ 0.203
Table 6.11: Flow instabilities detected on the DAPAMITO4 inducer at 0.8
mm clearance (c% = 2.7%) and T = 50
◦C.
and 8Ω+BO; the corresponding cross-correlation phases can be obtained by
ϕ(4Ω− BVI2) = ϕ(4Ω)− ϕ(BVI2) (6.15)
ϕ(4Ω− BVI1) = ϕ(4Ω)− ϕ(BVI1) (6.16)
ϕ(4Ω− BO) = ϕ(4Ω)− ϕ(BO) (6.17)
ϕ(4Ω + BO) = ϕ(4Ω) + ϕ(BO) (6.18)
ϕ(8Ω− BO) = ϕ(8Ω)− ϕ(BO) (6.19)
ϕ(8Ω + BO) = ϕ(8Ω) + ϕ(BO). (6.20)
The following figures (from 6.93 to 6.102) analyze in detail each instability.
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Figure 6.93: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 49.5◦C).
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Figure 6.94: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 49.7◦C).
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Figure 6.95: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI1, Ω = 3000 rpm,
T = 50.0◦C).
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Figure 6.96: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BVI2, Ω = 3000 rpm,
T = 49.7◦C).
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Figure 6.97: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=AO1, Ω = 3000 rpm,
T = 50.0◦C).
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Figure 6.98: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω-BVI2, Ω = 3000 rpm,
T = 49.5◦C).
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Figure 6.99: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω-BO, Ω = 3000 rpm,
T = 49.7◦C).
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Figure 6.100: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω+BO, Ω = 3000 rpm,
T = 49.7◦C).
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Figure 6.101: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 90◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=8Ω-BO, Ω = 3000
rpm, T = 49.7◦C).
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Figure 6.102: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=8Ω+BO, Ω = 3000 rpm,
T = 49.7◦C).
408 6. Cavitation-Induced Flow Instabilities
Figure 6.103: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.059 (c% = 2.7%,
Φ = 3000 rpm, T = 64.8◦C) filtered for the nΩ frequencies.
Asynchronous Flow Instabilities in Hot Water at T = 65◦C
Figure 6.103, Figure 6.104, Figure 6.105, Figure 6.106 and Figure 6.107 show
the waterfall plots obtained at Φ = 0.059, Φ = 0.056, Φ = 0.053, Φ = 0.050
and Φ = 0.044 at T = 65◦C: the inducer rotational frequency (Ω = 50 Hz) and
its harmonics (nΩ) have been filtered. The orange boxes refer to the actual
driving instabilities whereas the yellow ones to the non-linear interactions
between the actual phenomena and the harmonics of the blade passage (nΩ).
Table 6.12 summarizes the flow instabilities detected on the DAPAMITO4
inducer at 0.8 mm clearance and T = 65◦C in terms of frequencies range,
flow coefficients at which they have been observed, cavitation number range,
typology of instability (rotating or axial) and number of lobes. Examination
of the pressure fluctuations shows the occurrence of eleven instabilities. The
frequency denoted as “S” (Surge) is related to a 0-th order (axial) instability.
It appears at all the investigated flow coefficients beginning at intermediate
cavitation numbers: it has the same characteristics of the Surge observed
in the previous cold and hot (T = 50◦C) tests. The frequency denoted as
“BO” (Backflow Osclillation) appears only at the lowest flow coefficient as
occurred in the previous cold and hot (T = 50◦C) tests; it is a single-cell,
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Figure 6.104: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.056 (c% = 2.7%,
Φ = 3000 rpm, T = 64.3◦C) filtered for the nΩ frequencies.
Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.059 0.056 0.053 0.050 0.044
S Axial 1.5÷ 11.2 0.072÷ 0.208 0.072÷ 0.208 0.062÷ 0.205 0.061÷ 0.204 0.072÷ 0.208
BO Rotating 1-Cell 9.8÷ 12.7 0.070÷ 0.372
BVI2 Rotating 2-Cell 38.5÷ 39.1 0.062÷ 0.065
RC Rotating 1-Cell 41÷ 48.2 0.071÷ 0.080 0.082÷ 0.100 0.071÷ 0.102
Ω+RC Rotating 2-Cell 95.2÷ 97.2 0.082÷ 0.097
AO1 Axial 123÷ 142 0.164÷ 0.240 0.120÷ 0.264 0.119÷ 0.251 0.131÷ 0.232
4Ω-BVI2 Rotating 2-Cell 161÷ 161.5 0.061÷ 0.065
4Ω-BO Rotating 3-Cell 187÷ 191.9 0.151÷ 0.215
4Ω+BO Rotating 5-Cell 210.9÷ 213.8 0.166÷ 0.252
8Ω-BO Rotating 7-Cell 387.5÷ 395 0.166÷ 0.234
8Ω+BO Rotating 9-Cell 412.4÷ 413.1 0.166÷ 0.234
Table 6.12: Flow instabilities detected on the DAPAMITO4 inducer at 0.8
mm clearance (c% = 2.7%) and T = 65
◦C.
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Figure 6.105: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.053 (c% = 2.7%,
Φ = 3000 rpm, T = 65.5◦C) filtered for the nΩ frequencies.
Figure 6.106: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.050 (c% = 2.7%,
Φ = 3000 rpm, T = 65.3◦C) filtered for the nΩ frequencies.
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Figure 6.107: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 65.5◦C) filtered for the nΩ frequencies.
co-rotating instability related to the backflow rotating speed (≈ 0.2Ω). The
frequency denoted as “BVI2” (Backflow Vortices Instability 2) appears to
be related to a rotating phenomenon with two lobes: despite the rotational
frequency of the vortices system (BVI2/2≈ 20 Hz, about 0.4Ω) is higher than
the typical one, it has been associated to a backflow vortices instability. The
frequency denoted as “RC” (Rotating Cavitation) is a one lobe co-rotating
instability and it has been classified as sub-synchronous rotating cavitation:
it occurs when the head coefficient begins to be affected by the cavitation as
observed for the DAPAMITO3 inducer at T ≥ 50◦C. Figure 6.108 shows a
magnification of a waterfall plot where it is clear how, at a certain cavitation
number (σ ≈ 0.100), the Synchronous Rotating Cavitation (SRC) at 50 Hz
transforms into the sub-synchronous Rotating Cavitation (RC).
The frequency denoted as “AO1” (Axial Oscillation 1) appears at all the
flow coefficient except Φ = 0.044: it is an axial oscillation and has the same
characteristics of the homonymous one detected at ambient and hot (50 ◦C)
temperatures. The other detected frequencies are likely to be caused by a
non-linear interaction between the phenomenona BO, RC and BVI2 and the
harmonics of the blade passage (nΩ). The frequencies of these phenomena
can be obtained by Ω+RC, 4Ω-BVI2, 4Ω-BO, 4Ω+BO, 8Ω-BO and 8Ω+BO;
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Figure 6.108: Magnification of the waterfall plot of the power spectrum of
the inlet pressure fluctuations on the DAPAMITO4 inducer at
Φ = 0.059 (c% = 2.7%, Ω = 3000 rpm, T = 64.8
◦C).
the corresponding cross-correlation phases can be obtained by
ϕ(Ω + RC) = ϕ(Ω) + ϕ(RC) (6.21)
ϕ(4Ω− BVI2) = ϕ(4Ω)− ϕ(BVI2) (6.22)
ϕ(4Ω− BO) = ϕ(4Ω)− ϕ(BO) (6.23)
ϕ(4Ω + BO) = ϕ(4Ω) + ϕ(BO) (6.24)
ϕ(8Ω− BO) = ϕ(8Ω)− ϕ(BO) (6.25)
ϕ(8Ω + BO) = ϕ(8Ω) + ϕ(BO). (6.26)
The following plots (reported in figures from 6.109 to 6.119) show the results
of the performed analysis.
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Figure 6.109: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 65.5◦C).
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Figure 6.110: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 65.5◦C).
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Figure 6.111: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=BVI2, Ω = 3000
rpm, T = 65.3◦C).
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Figure 6.112: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=RC, Ω = 3000 rpm,
T = 64.8◦C).
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Figure 6.113: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=Ω+RC, Ω = 3000
rpm, T = 65.5◦C).
418 6. Cavitation-Induced Flow Instabilities
Figure 6.114: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of the
DAPAMITO4 inducer; bottom: cross-correlation phase as a
function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=AO1, Ω = 3000
rpm, T = 64.8◦C).
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Figure 6.115: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of the
DAPAMITO4 inducer; bottom: cross-correlation phase as a
function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=AO1, Ω = 3000
rpm, T = 65.3◦C).
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Figure 6.116: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=4Ω-BO, Ω = 3000
rpm, T = 65.5◦C).
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Figure 6.117: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω+BO, Ω = 3000 rpm,
T = 65.5◦C).
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Figure 6.118: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 90◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=8Ω-BO, Ω = 3000
rpm, T = 65.5◦C).
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Figure 6.119: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=8Ω+BO, Ω = 3000 rpm,
T = 65.5◦C).
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Figure 6.120: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.053 (c% = 2.7%,
Φ = 3000 rpm, T = 74.5◦C) filtered for the nΩ frequencies.
Asynchronous Flow Instabilities in Hot Water at T = 75◦C
Figure 6.120, Figure 6.121 and Figure 6.122 show the waterfall plots obtained
at Φ = 0.053, Φ = 0.050, and Φ = 0.044 at T = 75◦C: the inducer rotational
frequency (Ω = 50 Hz) and its harmonics (nΩ) have been filtered. The orange
boxes refer to the actual driving instabilities whereas the yellow ones to the
non-linear interactions between the actual phenomena and the harmonics of
the blade passage (nΩ). Table 6.13 summarize the flow instabilities detected
on the DAPAMITO4 inducer at 0.8 mm clearance and T = 75◦C in terms of
frequencies range, flow coefficients at which they have been observed, cavi-
tation number range, typology of instability (rotating or axial) and number
of lobes. Examination of the pressure fluctuations shows the occurrence of
eleven instabilities. The frequency denoted as “S” (Surge) is related to a 0-th
order (axial) instability. It appears at all the investigated flow coefficients
beginning at intermediate cavitation numbers: it has the same characteristics
of the Surge observed in the previous cold and hot (50◦C and 65◦C) tests.
The frequency denoted as “BO” (Backflow Osclillation) appears only at the
lowest flow coefficient as occurred in the previous cold and hot (50◦C and
65◦C) tests; it is a single-cell, co-rotating instability related to the backflow
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Figure 6.121: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.050 (c% = 2.7%,
Φ = 3000 rpm, T = 74.7◦C) filtered for the nΩ frequencies.
Figure 6.122: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.044 (c% = 2.7%,
Φ = 3000 rpm, T = 74.1◦C) filtered for the nΩ frequencies.
426 6. Cavitation-Induced Flow Instabilities
Instability Characteristics Frequency Field of Existence of σ at Different Φ
I.D. [Hz] 0.053 0.050 0.044
S Axial 2.4÷ 8.1 0.062÷ 0.197 0.055÷ 0.317 0.068÷ 0.283
BO Rotating 1-Cell 10.1÷ 13.1 0.063÷ 0.317
BVI2 Rotating 2-Cell 37.5÷ 40 0.062÷ 0.066 0.055÷ 0.075 0.068÷ 0.075
RC Rotating 1-Cell 40÷ 50.1 0.077÷ 0.106 0.079÷ 0.101
Ω+RC Rotating 2-Cell 95.3÷ 100 0.093÷ 0.106
AO1 Axial 133.8÷ 146.5 0.133÷ 0.183 0.119÷ 0.156
4Ω-BVI2 Rotating 2-Cell 158.7÷ 162.6 0.062÷ 0.066 0.055÷ 0.075 0.068÷ 0.075
4Ω-BO Rotating 3-Cell 185.5÷ 194.3 0.156÷ 0.283
4Ω+BO Rotating 5-Cell 212.2÷ 223.5 0.180÷ 0.219
8Ω-BO Rotating 7-Cell 385.8÷ 388.7 0.169÷ 0.213
8Ω+BO Rotating 9-Cell 407.7÷ 413.1 0.184÷ 0.240
Table 6.13: Flow instabilities detected on the DAPAMITO4 inducer at 0.8
mm clearance (c% = 2.7%) and T = 75
◦C.
rotating speed (≈ 0.2Ω). The frequency denoted as “BVI2” (Backflow Vor-
tices Instability 2) appears to be related to a rotating phenomenon with two
lobes: despite the rotational frequency of the vortices system (BVI2/2≈ 18
Hz, about 0.37 Ω) is higher than the typical one, it has been associated to
a backflow vortices instability. The frequency denoted as “RC” (Rotating
Cavitation) is a one lobe co-rotating instability and it has been classified as
sub-synchronous rotating cavitation: it occurs when the head coefficient be-
gins to be affected by the cavitation as observed for the DAPAMITO3 inducer
at T ≥ 50◦C. Figure 6.123 shows a magnification of a waterfall plot where
it is clear how, at a certain cavitation number (σ ≈ 0.100), the Synchronous
Rotating Cavitation (SRC) at 50 Hz transforms into the sub-synchronous
Rotating Cavitation (RC).
The frequency denoted as “AO1” (Axial Oscillation 1) appears at all the
flow coefficient except Φ = 0.044: it is an axial oscillation and has the same
characteristics of the homonymous one detected at ambient and hot (50◦C
and 65◦C) temperatures. The other detected frequencies are likely to be
caused by a non-linear interaction between the phenomenona BO, RC and
BVI2 and the harmonics of the blade passage (nΩ). The frequencies of these
phenomena can be obtained by Ω+RC, 4Ω-BVI2, 4Ω-BO, 4Ω+BO, 8Ω-BO
and 8Ω+BO. The frequency peaks of the non-linear interections with the BO
phenomenon are well defined but the corresponding cross-correlation phases
and the coherences are not so clear. Nevertheless, these phenomena seem
to be very similar to those detected at the same frequencies at 65◦C. The
analysis of the flow instabilities has been reported in figures from 6.124 to
6.130.
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Figure 6.123: Magnification of the waterfall plot of the power spectrum of
the inlet pressure fluctuations on the DAPAMITO4 inducer at
Φ = 0.053 (c% = 2.7%, Ω = 3000 rpm, T = 74.5
◦C).
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Figure 6.124: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=S, Ω = 3000 rpm,
T = 74.1◦C).
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Figure 6.125: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=BO, Ω = 3000 rpm,
T = 74.1◦C).
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Figure 6.126: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=BVI2, Ω = 3000
rpm, T = 74.7◦C).
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Figure 6.127: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
90◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transduc-
ers (transducer clocking) (phenomenon=RC, Ω = 3000 rpm,
T = 74.5◦C).
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Figure 6.128: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of
the DAPAMITO4 inducer; bottom: cross-correlation phase as
a function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=Ω+RC, Ω = 3000
rpm, T = 74.5◦C).
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Figure 6.129: Top: amplitude and phase of the cross-spectral density and
coherence function of the pressure signals of two transducers
with 45◦ angular separation mounted at the inlet section of the
DAPAMITO4 inducer; bottom: cross-correlation phase as a
function of the angular spacing between two considered trans-
ducers (transducer clocking) (phenomenon=AO1, Ω = 3000
rpm, T = 74.7◦C).
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Figure 6.130: Top: amplitude and phase of the cross-spectral density and co-
herence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the DA-
PAMITO4 inducer; bottom: cross-correlation phase as a func-
tion of the angular spacing between two considered transducers
(transducer clocking) (phenomenon=4Ω-BVI2, Ω = 3000 rpm,
T = 74.7◦C).
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Figure 6.131: Waterfall plot of the power spectrum of the inlet pressure fluc-
tuations on DAPAMITO4 inducer at Φ = 0.059 (c% = 2.7%,
Ω = 3000 rpm, T = 15.4◦C): the cavitating performance curve
has been represented on the σ−Frequency plane.
Synchronous Flow Instabilities
As for the DAPAMITO3 inducer, among the synchronous rotating instabili-
ties, the asymmetric cavitation has been widely observed in the experiments
at c% = 2.7%.
Figure 6.131 shows the waterfall plot of the power spectrum of the in-
let pressure fluctuations on DAPAMITO4 inducer at Φ = 0.059 at ambient
temperature: the harmonics of the blade passage (nΩ) have not been filtered
in order to study the occurrence of the synchronous flow instabilities. Well
evident are the peaksat Ω = 50 Hz which quickly rise in correspondence of
the first head drop as shown by the cavitating performance curve reported
on the same plot on the σ−Frequency plane: they reach a maximum when
the head drop occurs. That operational condition corresponds to have two
consecutive blades heavily cavitating and the other two slightly cavitating as
depicted in Figure 6.132.
The cross-correlation analysis (see Figure 6.133) confirms that it is a one
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Figure 6.132: Asymmetric cavitation on the DAPAMITO4 inducer at Ω =
3000 rpm, Φ = 0.059 and T = 15.4◦C.
co-rotating cell oscillation which can be classified as Synchronous Rotating
Cavitation (SRC) (or Steady Asymmetric Cavitation or Attached Uneven
Cavitation). For all the flow coefficients and the temperatures investigated,
the occurrence of the SRC has been observed.
Table 6.14 summarizes the maximum amplitudes of the pressure oscilla-
tions associated with each detected instability. All the values are expressed
as percentage of the maximum pressure oscillation expressed in Pa. This
analysis has been conducted using the pressure signals taken by the same
pressure transducer (PCB68).
It is worth noticing that the amplitude of the Synchronous Rotating Cav-
itation (SRC) remains on the average one order of magnitude higher than
the non-synchronous flow instabilities. Figure 6.134 shows the amplitude of
the pressure oscillation associated with the Synchronous Rotating Cavitation
(SRC) as a function of the cavitation number σ at Φ = 0.053 and T = 50.0◦C
(correspondent to the the maximum detected peak value as reported in Ta-
ble 6.14). Looking at the maximum amplitudes of the detected instabilities,
it has not been possible to find a general trend for the Surge and Synchronous
Rotating Cavitation instabilities.
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Instability Max Amplitude Temperature Amplitude % at Different Φ
I.D. [Pa] [◦C] 0.059 0.056 0.053 0.050 0.044
S 2200 15 56 56 73 74 91
50 67 68 70 74 100
65 73 58 71 82 100
75 56 75 100
BO 3700 15 0 0 0 0 100
50 0 0 0 0 95
65 0 0 0 0 92
75 0 0 84
BVI1 3300 15 0 0 0 0 0
50 100 94 82 0 0
65 0 0 0 0 0
75 0 0 0
AO1 1500 15 49 73 93 61 100
50 78 82 81 77 0
65 73 67 75 88 0
75 97 74 0
BVI2 1520 15 0 0 0 0 0
50 0 0 0 59 100
65 0 0 0 80 0
75 71 88 59
SRC 15100 15 93 75 70 83 34
50 87 88 100 88 64
65 58 76 57 70 58
75 60 64 38
Table 6.14: Maximum amplitudes of the instabilities detected on the DA-
PAMITO4 inducer at 0.8 mm of tip blade clearance.
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Figure 6.133: Amplitude and phase of the cross-spectral density and coher-
ence function of the pressure signals of two transducers with
45◦ angular separation mounted at the inlet section of the
DAPAMITO4 inducer (phenomenon=SRC, Ω = 3000 rpm,
T = 15.4◦C).
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Figure 6.134: Amplitude of the pressure oscillation associated with the Syn-
chronous Rotating Cavitation (SRC) as a function of the cavi-
tation number σ at Φ = 0.053 and T = 50.0◦C.
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Chapter 7
Fluid-Induced Rotordynamic Forces
Fluid-induced forces experienced by a rotating turbomachine can be both
steady and unsteady. When designing a turbomachine, particularly one which
is to operate at high speed, it is important to be able to predict the fluid in-
duced forces acting on the various components of the machine. Rotordynamic
forces acting upon an impeller arise when the rotor whirls along a trajectory
eccentric to its undeflected position as a consequence of the inertial effects,
such as centrifugal forces, and of the interaction between the impeller and the
working fluid (fluid-induced rotordynamic forces). Knowledge of the fluid-
induced rotordynamic forces is crucial to understanding the rotordynamics
of the turbomachine. Dangerous rotordynamic instabilities, particularly ones
produced as a consequence of the asynchronous self-excited whirl, can result
from these fluid-induced forces.
7.1 Definition of Fluid-Induced Rotordynamic Forces
The force that fluid imparts to a rotor that is performing a whirl motion
within the fluid, netted from the buoyancy that is a static force depending
on the orientation of the impeller with respect to the gravitational field, can
be considered as the sum of two forces: a fixed force, represented by ~F0,
which the impeller would experience if located at the nominal center, and an
unsteady force due to the eccentric motion of the impeller, represented by
~FR:
~F = ~F0 + ~FR (7.1)
The force denoted by ~F0 is commonly referred as the radial force or radial
thrust while ~FR is the so-called fluid-induced rotordynamic force. Concerning
the dependence of the fluid-induced rotordynamic force on the eccentricity,
it will be assumed that this displacement is sufficiently small so a linear
442 7. Fluid-Induced Rotordynamic Forces
Figure 7.1: Diagram of the in-plain forces acting on a whirling impeller at its
center, O (adapted from Jery[97]).
perturbation model is accurate.
~FR = [A]~ (7.2)
Referring to Figure 7.1 the dynamic fluid-induced lateral force on the im-
peller, in the stationary frame of reference, can be represented by{
FX
FY
}
=
{
F0X
F0Y
}
+
[
AXX AXY
AY X AY Y
]{
x
y
}
(7.3)
As indicated in Figure 7.1, an alternative notation is to define the fluid-
induced rotordynamic forces, FN and FT , that are normal and tangential to
the circular whirl orbit at the instantaneous position of the center of rotation.
FN is defined as positive outward and FT as positive in the direction of
rotation, Ω. It follows that
FN = ~FR · (~/ |~|) ; FT = ~FR ·
(
~Ω ∧ ~
)
/
∣∣∣~Ω ∧ ~∣∣∣ (7.4)
There are many geometries in which the rotordynamic forces should be in-
variant to a rotation of the X, Y axes. Such will be the case only if
AXX = AY Y ; AXY = −AY X (7.5)
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This does appear to be the case for virtually all of the experimental measure-
ments that have been made in turbomachines. Thus it becomes convenient
to display the rotordynamic forces by plotting FN and FT as functions of the
geometry, operating condition and frequency ratio, ω/Ω. This presentation
of the rotordynamic forces has a number of advantages from the perspective
of physical interpretation. In many applications the normal force, FN , is
modest compared with the potential restoring forces which can be generated
by the bearings and the casing. The tangential force has greater significance
for the stability of the rotor system. Clearly a tangential force that is in the
same direction as the whirl velocity (FT > 0 for ω > 0 or FT < 0 for ω < 0)
will be rotordynamically destabilizing, and will cause a fluid-induced reduc-
tion in the critical whirl speeds of the machine. On the other hand, an FT in
the opposite direction to ω will be whirl stabilizing. The forces are usually
presented in nondimensional form (denoted by the same symbols with the
asterisk) by dividing the forces by ρpiΩ2r3TL, where ρ is the fluid density, rT
is the radius of the rotor (the discharge tip radius in the case of a pump) and
the length L varies with the device. For centrifugal pumps, it is appropriate
to use the width of the discharge for L. With axial inducers, the axial extent
of the blades is used for L. The displacements are nondimensionalized by rT .
It follows that the matrix [A] is nondimensionalized by ρpiΩ2r2TL. Thus it
is appropriate to define dimensionless normal and tangential forces, FN and
FT , by dividing by ρpiΩ
2r2TL |~|. In an analogous manner the rotordynamic
moment matrix, [B], is defined by{
MX
MY
}
=
{
M0X
M0Y
}
+
[
BXX BXY
BY X BY Y
]{
x
y
}
(7.6)
Correspondingly, the radial moments and the moment matrix [B] are nondi-
mensionalized by ρpiΩ2r4TL and ρpiΩ
2r3TL respectively. Thus{
F ∗X
F ∗Y
}
=
{
F ∗0X
F ∗0Y
}
+
[
A∗XX A
∗
XY
A∗Y X A
∗
Y Y
]{
x/rT
y/rT
}
(7.7){
M∗X
M∗Y
}
=
{
M∗0X
M∗0Y
}
+
[
B∗XX B
∗
XY
B∗Y X B
∗
Y Y
]{
x/rT
y/rT
}
(7.8)
7.2 Forced Vibration Experiments on Whirled Rotors
To study the fluid-induced rotordynamic forces on the DAPAMITO impellers
vibrating around their machine axis of rotation, experiments in forced vibra-
tion have been conducted. The prescribed whirl trajectory of the rotor has
been a circular orbit of a fixed radius. The imposition of a circular whirl orbit
introduces some useful simplifications that allows for the evaluation of the
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Figure 7.2: Schematic representation of the rotordynamic forces in the labo-
ratory and rotating reference frames.
rotordynamic matrix. The generic instantaneous forces acting on a whirling
inducer can be decomposed in components of several reference frames. As
schematically shown in Figure 7.2, there are three typical reference frames
used in rotordynamic analyses: the absolute laboratory frame (X,Y ); the rel-
ative dynamometer frame (x, y); and the relative circular whirl orbit frame
(N,T ). As previously explained, the instantaneous force vector ~F can be
expressed as the sum of a force ~F0 (not depending on the presence of a whirl
motion) and a force related to the perturbation vector ~ by means of the
rotordynamic matrix [A]:{
FX
FY
}
=
{
F0X
F0Y
}
+
[
AXX AXY
AY X AY Y
]{
 cos ω˜
 sin ω˜
}
(7.9)
where ω˜ = ω˜ (t) is the anomaly of the eccentricity that is a function of
time. For the imposed circular whirl orbit, the unsteady rotordynamic forces,
~FR, due to the eccentricity motion of the impeller, can be resolved onto its
components normal and tangential as follows:
FN = FX cos ω˜ + FY sin ω˜ = (AXX cos
2 ω˜ +AXY sin ω˜ cos ω˜+
+AY X sin ω˜ cos ω˜ +AY Y sin
2 ω˜) =
1
2
 (AXX +AY Y ) (7.10)
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FT = −FX sin ω˜ + FY cos ω˜ = (−AXX sin ω˜ cos ω˜ −AXY sin2 ω˜+
+AY X cos
2 ω˜ +AY Y sin ω˜ cos ω˜) =
1
2
 (−AXY +AY X) (7.11)
7.2.1 Data Reduction Procedure in Discrete Experiments
The fundamental assumption in the data reduction procedure in the tests
referred as“discrete experiments” is the constancy of both the rotating speed,
Ω, and the whirl velocity, ω. In this case, the instantaneous force vector ~F can
be expressed as the sum of a steady force ~F0 (not depending on the presence
of a whirl motion) and an unsteady force related to the perturbation vector
~ by means of the rotordynamic matrix [A], as follows:{
FX
FY
}
=
{
F0X
F0Y
}
+
[
AXX AXY
AY X AY Y
]{
 cos (ωt+ ω0)
 sin (ωt+ ω0)
}
(7.12)
where ω0 is the anomaly of the eccentricity at the initial acquisition time t0.
The relationship between the forces in the rotating reference frame, Fx (t)
and Fy (t), and the forces in the laboratory (stationary) reference frame can
be expressed as:
FX (t) = Fx (t) cos (Ωt+ Ω0)− Fy (t) sin (Ωt+ Ω0) (7.13)
FY (t) = Fx (t) sin (Ωt+ Ω0) + Fy (t) cos (Ωt+ Ω0) (7.14)
where Ω0 represents the angular position of the rotating axis (x) w.r.t. the
absolute one (X) at the initial acquisition time t0. The relationship between
the forces in the rotating frame, Fx (t) and Fy (t), the steady force compo-
nents, F0X and F0X , and the rotordynamic matrix [A] can be obtained by
equating the previous equations:
Fx (t) cos (Ωt+ Ω0)− Fy (t) sin (Ωt+ Ω0) =
= F0X +AXX cos (ωt+ ω0) +AXY  sin (ωt+ ω0) (7.15)
Fx (t) sin (Ωt+ Ω0) + Fy (t) cos (Ωt+ Ω0) =
= F0Y +AY X cos (ωt+ ω0) +AY Y  sin (ωt+ ω0) (7.16)
Note that the components of the forces in the absolute frame, FX (t) and
FY (t), are respectively composed by a term that is constant, F0X and F0Y ,
and other two terms that are linear curves in the constant components of the
rotordynamic matrix [A] but time sinusoidal function with period equal to
the whirl period, Tω:
Tω =
2pi
ω
(7.17)
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This interesting property can be used to evaluate the radial forces in the
absolute frame. In fact, sine and cosine are function the integral of which is
equal to zero if the range of integration is an integer multiple of their period.
Furthermore, by multiplying the components of the forces in the absolute
frame by, respectively, cos (ωt+ ω0) and sin (ωt+ ω0), and by integrating in
an interval multiple of the whirl period it is possible to compute the four
components of the rotodynamic matrix, [A]. In fact, a constant, such as
F0X or F0Y , multiplied by a sinusoidal function and integrated in an such
an interval yields to a result equal to zero. The same thing happens to the
terms in which is present sin (ωt+ ω0) cos (ωt+ ω0) while the only terms that
remain are the ones with cos2 (ωt+ ω0) or sin
2 (ωt+ ω0).
The numerical evaluation of these integral can be done using some quadra-
ture formulas, such as Simpson’s rule or trapezoidal rule. Historically, these
integrals have been evaluated using the Fourier analysis and particularly
the Fourier series expansion of lateral forces measured by the dynamome-
ter (Franz[98]). In fact, if both ω0 and Ω0 are equal to zero, the components
of the lateral forces and the rotordynamic matrix can be directly correlated
to the Fourier series expansion of Fx (t) and Fy (t). For this purpose, it is
suitable to define the fundamental reference period that should be simultane-
ously an integer multiple of the whirl period and the impeller rotating period,
TΩ =
2pi
Ω :
Tc =
2piJ
Ω
=
2piJ
ω
with
ω
Ω
=
I
J
(7.18)
where I and J represent the integers by which respectively multiply the
whirl and the rotating period to obtain the fundamental reference period. In
this manner, reading from several reference cycles (Ncyc) can be consistently
accumulated and averaged (providing a very effective noise-filtering process)
and the forces can be properly resolved within the various reference frame.
As a consequence, the interval of integration, T , is defined as:
T = NcycTc (7.19)
In the following equations, a generalization of the processing to the case in
which both ω0 and Ω0 are not equal to zero will be provided together with the
evaluation of the integrals by means of the Fourier analysis. The components
of the steady force are obtained by averaging each equation over time:
F0X =
1
T
∫ T
0
[Fx (t) cos (Ωt+ Ω0)− Fy (t) sin (Ωt+ Ω0)] dt
=
1
T
∫ T
0
{cos (Ωt) [Fx (t) cos (Ω0)− Fy (t) sin (Ω0)] +
− sin (Ωt) [Fx (t) sin (Ω0) + Fy (t) sin (Ω0)]}dt (7.20)
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F0Y =
1
T
∫ T
0
[Fx (t) sin (Ωt+ Ω0) + Fy (t) cos (Ωt+ Ω0)] dt
=
1
T
∫ T
0
{cos (Ωt) [Fx (t) sin (Ω0) + Fy (t) cos (Ω0)] +
+ sin (Ωt) [Fx (t) cos (Ω0)− Fy (t) sin (Ω0)]}dt (7.21)
The matrix elements AXX and AY X are obtained integrating the equations
as follows, 2T
∫ T
0 {} cos (ωt+ ω0) dt:
AXX =
1

2
T
∫ T
0
[Fx (t) cos (Ωt+ Ω0) cos (ωt+ ω0) +
− Fy (t) sin (Ωt+ Ω0) cos (ωt+ ω0)]dt
=
1

2
T
∫ T
0
1
2
{cos [(Ω− ω) t] [Fx (t) cos (Ω0 − ω0)− Fy (t) sin (Ω0 − ω0)] +
− sin [(Ω− ω) t] [Fx (t) sin (Ω0 − ω0) + Fy (t) cos (Ω0 − ω0)] +
+ cos [(Ω + ω) t] [Fx (t) cos (Ω0 + ω0)− Fy (t) sin (Ω0 + ω0)] +
− sin [(Ω + ω) t] [Fx (t) sin (Ω0 + ω0) + Fy (t) cos (Ω0 + ω0)]}dt (7.22)
AY X =
1

2
T
∫ T
0
[Fx (t) sin (Ωt+ Ω0) cos (ωt+ ω0) +
+ Fy (t) cos (Ωt+ Ω0) cos (ωt+ ω0)]dt
=
1

2
T
∫ T
0
1
2
{cos [(Ω− ω) t] [Fx (t) sin (Ω0 − ω0) + Fy (t) sin (Ω0 − ω0)] +
+ sin [(Ω− ω) t] [Fx (t) cos (Ω0 − ω0)− Fy (t) sin (Ω0 − ω0)] +
+ cos [(Ω + ω) t] [Fx (t) cos (Ω0 + ω0) + Fy (t) cos (Ω0 + ω0)] +
+ sin [(Ω + ω) t] [Fx (t) cos (Ω0 + ω0)− Fy (t) sin (Ω0 + ω0)]}dt (7.23)
whereas the elements AXY and AY Y are obtained integrating the equations
as follows, 2T
∫ T
0 {} sin (ωt+ ω0) dt:
AXY =
1

2
T
∫ T
0
[Fx (t) cos (Ωt+ Ω0) sin (ωt+ ω0) +
− Fy (t) sin (Ωt+ Ω0) sin (ωt+ ω0)]dt
=
1

2
T
∫ T
0
1
2
{− cos [(Ω− ω) t] [Fx (t) sin (Ω0 − ω0) + Fy (t) cos (Ω0 − ω0)] +
− sin [(Ω− ω) t] [Fx (t) cos (Ω0 − ω0)− Fy (t) sin (Ω0 − ω0)] +
+ cos [(Ω + ω) t] [Fx (t) sin (Ω0 + ω0) + Fy (t) cos (Ω0 + ω0)] +
+ sin [(Ω + ω) t] [Fx (t) cos (Ω0 + ω0)− Fy (t) sin (Ω0 + ω0)]}dt (7.24)
448 7. Fluid-Induced Rotordynamic Forces
AY Y =
1

2
T
∫ T
0
[Fx (t) sin (Ωt+ Ω0) sin (ωt+ ω0) +
+ Fy (t) cos (Ωt+ Ω0) sin (ωt+ ω0)]dt
=
1

2
T
∫ T
0
1
2
{cos [(Ω− ω) t] [Fx (t) cos (Ω0 − ω0)− Fy (t) sin (Ω0 − ω0)] +
− sin [(Ω− ω) t] [Fx (t) sin (Ω0 − ω0) + Fy (t) cos (Ω0 − ω0)] +
− cos [(Ω + ω) t] [Fx (t) cos (Ω0 + ω0)− Fy (t) sin (Ω0 + ω0)] +
+ sin [(Ω + ω) t] [Fx (t) sin (Ω0 + ω0) + Fy (t) cos (Ω0 + ω0)]}dt (7.25)
As previously explained, the numerical evaluation of these integral can be
done using some quadrature formulas, such as Simpson’s rule or trapezoidal
rule. Furthermore, the integrals can be computed with the Fourier analysis.
By defining the following forces:
F10 (t) = Fx (t) cos Ω0 − Fy (t) sin Ω0 (7.26)
F20 (t) = Fx (t) sin Ω0 + Fy (t) cos Ω0 (7.27)
F1− (t) = Fx (t) cos (Ω0 − ω0)− Fy (t) sin (Ω0 − ω0) (7.28)
F2− (t) = Fx (t) sin (Ω0 − ω0) + Fy (t) cos (Ω0 − ω0) (7.29)
F1+ (t) = Fx (t) cos (Ω0 + ω0)− Fy (t) sin (Ω0 + ω0) (7.30)
F2+ (t) = Fx (t) sin (Ω0 + ω0) + Fy (t) cos (Ω0 + ω0) (7.31)
each term of the above equations is a component in the Fourier series expan-
sion of previous forces, with fundamental frequency Ω/J . For example the
last term of AY Y  becomes,
2
T
1
2
∫ T
0
F2+ sin [(Ω + ω) t] dt =
1
2
2
T
∫ T
0
F2+ sin
[
(J + I)
Ω
J
t
]
dt =
1
2
F J+I2+S
(7.32)
where the subscript refers to the sin or cos component and the superscript
denotes the harmonic number of the fundamental frequency, Ω/J . Finally,
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rewriting the equations
F0X =
1
2
(
F J10C − F J20S
)
(7.33)
F0Y =
1
2
(
F J10S + F
J
20C
)
(7.34)
AXX =
1
2
(
F J−I1−C − F J−I2−S + F J+I1+C − F J+I2+S
)
(7.35)
AXY =
1
2
(
−F J−I1−S − F J−I2−C + F J+I1+S + F J+I2+C
)
(7.36)
AY X =
1
2
(
F J−I1−S + F
J−I
2−C + F
J+I
1+S + F
J+I
2+C
)
(7.37)
AY Y =
1
2
(
F J−I1−C − F J−I2−S − F J+I1+C + F J+I2+S
)
(7.38)
To experimentally extract the fluid-induced forces at a given whirl ratio and
operating condition, two identical test are performed, one in air and the other
in water, in other words a “dry” run and a “wet” run. The forces from the
former experiment are subtracted from the latter to yield the fluid-induced
forces and, finally, the buoyancy force on the rotor is subtracted separately:
F0X = F
w
0X − F a0X (7.39)
F0Y = F
w
0Y − F a0Y − Fbuoyancy (7.40)
AXX = A
w
XX −AaXX (7.41)
AXY = A
w
XY −AaXY (7.42)
AY X = A
w
Y X −AaY X (7.43)
AY Y = A
w
Y Y −AaY Y (7.44)
where the superscript denotes the working fluid: w stands for water while a
for air. The steady and unsteady moment experienced by a whirling impeller
can be expressed in the stationary frame in the same way as the force ~F . The
expressions for ~M0 and [B] in terms of the lateral moment Mx (t) and My (t)
are similar to the above equations while the effect of the buoyancy is sensed
by the component M0X :
M0X = M
w
0X −Ma0X −Mbuoyancy (7.45)
M0Y = M
w
0Y −Ma0Y (7.46)
BXX = B
w
XX −BaXX (7.47)
BXY = B
w
XY −BaXY (7.48)
BY X = B
w
Y X −BaY X (7.49)
BY Y = B
w
Y Y −BaY Y (7.50)
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All the experimental data has been recorded at 5000 sps sample rate for a
total time of 120 s. The steady and unsteady forces have been obtained by
integrating over 250 complete periods (Ncyc) of the fundamental reference
frequency (Tc). The integration has been performed using the components
of the Fourier series expansion. It has been also verified that the numerical
results obtained with the Fourier analysis coincide with the numerical eval-
uation of the integrals by means of quadrature formulas, such as Simpson’s
and trapezoidal rules. The calibration matrix used to convert the outputs of
the Wheatstone bridges into force and moment has been the matrix A, as
defined in Section 2.3.3. It has been also verified that the matrix C yields to
the same results. The force and moment have been normalized as follows:
~F ∗0 =
~F0
piρcaΩ2r3T
; ~F ∗R =
~FR
piρcaΩ2r2T 
(7.51)
~M∗0 =
~M0
piρcaΩ2r4T
; ~M∗R =
~MR
piρcaΩ2r3T 
(7.52)
where ρ is the fluid temperature, ca is the axial length of the inducer blades,
 is the radius of the circular whirl orbit (eccentricity), Ω is the inducer
rotational speed and rT is the inducer tip radius. Both the speed and the
initial anomaly of the main and secondary engines are measured by means
of the contrast sensors. These sensors record every round the passage of the
marks realized on the shafts of the engines. As a consequence, the whirl speed
and the main engine speed can be computed directly from the frequencies of
these passages, while the initial anomalies can be extrapolated from the first
passage recorded due to the constancy of the speed of the engines.
7.2.2 Data Reduction Procedure in Continuous Experiments
The data reduction procedure in continuous experiments is based on a com-
pletely different approach which consists in analyzing the rotordynamic forces
in the rotating frame fixed to the dynamometer. In this frame, it will be
shown that the forces measured by the dynamometer are linear in the abso-
lute components of the radial force and in the elements of the rotordynamic
matrix. As shown below, this remarkable property can be used to determine
the radial force and the rotordynamic matrix by applying the least-square
method to the experimental data. The relationship between the forces in the
rotating frame and the forces in the laboratory (stationary) frame can be
expressed as
FX (t) = Fx (t) cos Ω˜− Fy (t) sin Ω˜ (7.53)
FY (t) = Fx (t) sin Ω˜ + Fy (t) cos Ω˜ (7.54)
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where Ω˜ represents the angular position of the rotating axis (x) w.r.t. the ab-
solute one (X). The relationship between the forces in the rotating frame and
the radial force components and the rotordynamic matrix are summarized in
the following equations:
Fx (t) cos Ω˜− Fy (t) sin Ω˜ = F0X +AXX cos ω˜ +AXY  sin ω˜ (7.55)
Fx (t) sin Ω˜ + Fy (t) cos Ω˜ = F0Y +AY X cos ω˜ +AY Y  sin ω˜ (7.56)
where ω˜ is the anomaly of the eccentricity in the stationary frame. The
previous equations can be solved for the forces in the rotating frame as follows
Fx (t) = F0Y sin Ω˜ +AY X cos ω˜ sin Ω˜ +AY Y  sin ω˜ cos Ω˜+
+ F0X cos Ω˜ +AXX cos ω˜ cos Ω˜ +AXY  sin ω˜ cos Ω˜ (7.57)
Fy (t) = F0Y cos Ω˜ +AY X cos ω˜ cos Ω˜ +AY Y  sin ω˜ cos Ω˜+
−
[
F0X sin Ω˜ +AXX cos ω˜ sin Ω˜ +AXY  sin ω˜ sin Ω˜
]
(7.58)
Therefore, there is a linear relationship between the component of the lateral
forces in the rotating frame, Fx and Fy, and components of the radial forces
in the absolute frame, F0X and F0y, and the elements of the rotordynamic
matrix, [A]. Equation 7.57 and Equation 7.58 can be arranged in the matrix
form, as follows,
{
Fx
Fy
}
=
[
cos Ω˜ sin Ω˜  cos ω˜ cos Ω˜  sin ω˜ cos Ω˜  cos ω˜ sin Ω˜  sin ω˜ sin Ω˜
− sin Ω˜ cos Ω˜ − cos ω˜ sin Ω˜ − sin ω˜ sin Ω˜  cos ω˜ cos Ω˜  sin ω˜ cos Ω˜
]
F0X
F0Y
AXX
AXY
AYX
AY Y

(7.59)
and, more synthetically,
D = M ·R (7.60)
where
D =
{
Fx
Fy
}
; R =

F0X
F0Y
AXX
AXY
AY X
AY Y

M =
[
cos Ω˜ sin Ω˜  cos ω˜ cos Ω˜  sin ω˜ cos Ω˜  cos ω˜ sin Ω˜  sin ω˜ sin Ω˜
− sin Ω˜ cos Ω˜ − cos ω˜ sin Ω˜ − sin ω˜ sin Ω˜  cos ω˜ cos Ω˜  sin ω˜ cos Ω˜
]
This new formalism suggests the possibility of considering the measured forces
in the rotating frame as experimental data that can be predicted by a linear
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model, the parameters of which are the components, rk, of the vector R. In
this case, the problem of extrapolating the radial and rotordynamic forces
becomes the problem of finding the values of these parameters that best fit
the experimental data. The steps to solve this problem are the choice of
a figure of merit function that measures the agreement between the data
and the model with a particular choice of the parameters and the evaluation
of the parameters that minimize this figure of merit. The model predicts
that the components of the forces in the rotating frame, D, are linear in the
parameters rk:
dj
(
, ω˜, Ω˜
)
=
6∑
k=1
rkmkj
(
, ω˜, Ω˜
)
with j = 1, 2 (7.61)
where dj(, ω˜, Ω˜) is the j-th component of the vector D and mkj are fixed
functions of (, ω˜, Ω˜).
In each data sample, two experimental points, ((i,ω˜i,Ω˜i),[dj(i,ω˜i,Ω˜i)]) , can
be determined, where (i, ω˜i, Ω˜i) identifies the position of the dynamometer
in the i-th sample and [dj(i, ω˜i, Ω˜i)] is the value of the j-th component of
the vector D during the i-th sample. Therefore, if Ns is the number of
samples used in the data reduction procedure, the overall data points are
N = 2Ns, while the adjustable parameters are M = 6. For this linear model
it is possible to apply the linear least squares method by defining a merit
function
χ2 =
N∑
i=1

[
dj
(
i, ω˜i, Ω˜i
)]
−∑6k=1 rkmkj (i, ω˜i, Ω˜i)
σij

2
(7.62)
where σij is the measurement error (standard deviation) of the data point
[dj ]i. The measurement errors are not a priori known and, thus, they are
set to the constant value σij = σ = 1. The minimum of the merit function
χ2 can be evaluated by the use of the normal equations of the least squares
problem. In the matrix form, the normal equations can be written as:
mik =
mkj
(
i, ω˜i, Ω˜i
)
σij
⇔ m
(N×M)
di =
[
dj
(
i, ω˜i, Ω˜i
)]
i
σij
⇔ d(N)
rk ⇔ r(M)

⇔ d = m · r (7.63)
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They can be solved for the vectors of parameters r by standard methods:
α
(M×M) = m
T ·m
β
(M)
= mT · d
⇔ α · r = β ⇔ r = α−1 · β (7.64)
To estimate the uncertainties of the estimated parameters, it is worth notic-
ing that the diagonal elements of the normalized covariance matrix are the
variances (squared uncertainties) of the fitted parameters r. Therefore the
vector of the sample standard errors of the parameters can be computed as
σr(M) = diag
(√
χ2
N (N −M)
√
α−1
)
(7.65)
In general, both the components of the radial force and the elements of the
rotordynamic matrix depend on the whirl ratio, ω/Ω. Therefore, this data
reduction procedure can be correctly applied only if the samples used in the
procedure are referred to a constant value of ω/Ω or the parameters, F0X ,
F0Y , AXX , AXY , AY X and AY Y can be considered constant in the range of
ω/Ω that corresponds to the data samples.
This innovative data reduction procedure has been applied to obtain a
continuous spectrum of the radial and rotordynamic forces on whirled cavitat-
ing/noncavitating rotor in forced vibration experiments. In order to simplify
the experimental procedure, the speed of the main engine has been kept con-
stant. Therefore, the angular position of the rotating axis (x) w.r.t. the
absolute one (X) assumes the following expression:
Ω˜ = Ωt+ Ω˜0 (7.66)
where the speed of the main engine, Ω, and the initial anomaly, Ω˜0, can be
easily computed by means of the data detected by the contrast sensor of the
main shaft. The secondary engine has been controlled in order to obtain a
linear chirp of its speed. Figure 7.3 reports the typical time evolution of the
speed of the secondary engine. In the experiment, the speed comprises three
phases as schematically summarized in the following equation:
ω =

0 t0 ≤ t ≤ t1
¨˜ω (t− t1) t1 < t ≤ t2
˙˜ωfin t > t2
(7.67)
In the interval [t0, t1], the speed is constant and equal to zero. The range
(t1, t2] refers to the phase at constant acceleration, ¨˜ω. Finally, for t > t2
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Figure 7.3: Time-evolution of the speed of the secondary engine in a typical
chirp test.
the acceleration becomes again zero and, consequently, the speed is fixed to
the value reached at the end of the acceleration phase, ˙˜ωfin. The integration
of the time-evolution of the speed yields to the following expressions for the
anomaly of the eccentricity:
ω˜ =

ω˜0 t0 ≤ t ≤ t1
At2 +Bt+ C t1 < t ≤ t2(
At22 +Bt2 + C
)
+ ˙˜ωfin (t− t2) t > t2
(7.68)
where ω˜0 is the anomaly of the eccentricity at the initial acquisition time t0
and the generic constants of the parabola, A, B and C, can be specified as
follows:
ω˜ = ω˜0 +
1
2
¨˜ω (t− t1)2 = 1
2
¨˜ωt2 − ¨˜ωt1t+ ω˜0 + 1
2
¨˜ωt21 ⇒

A = 12
¨˜ω
B = − ¨˜ωt1
C = ω˜0 +
1
2
¨˜ωt21
(7.69)
Finally, by imposing the same slop for the parabolic curve and the final linear
curve, it is possible to explicit the time t2:
˙˜ω = 2At+B
˙˜ωfin−−−→ t2 =
˙˜ωfin −B
2A
or t2 =
˙˜ωfin
¨˜ω
+ t1 (7.70)
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Figure 7.4: Time-evolution of the anomaly of the eccentricity in a typical
chirp test.
Figure 7.4 reports the anomaly of the eccentricity as measured every round
by the contrast sensor of the secondary engine as a function of the time from
the beginning of the experiment. In the parabolic section, the experimental
data can be fitted with a generic quadratic function
ω˜ = At2 +Bt+ C (7.71)
and, consequently, the constants A, B and C can be experimentally evalu-
ated. Using the previous equations, the anomaly of the eccentricity and the
speed of the secondary engine are univocally defined in all the interval of time
of the experiment. It is worth noticing that the data reduction procedure is
very sensitive to the absolute position of the rotor w.r.t. the stationary frame.
Therefore, it is critical that both the positions of the main and secondary en-
gines must be resolved with a very good precision. In the continuous tests
performed, the experimental data has been recorded at 5000 sps sample rate
for a total time of 120 s. The speed of the main engine has been fixed to
1750 rpm. The acceleration of the secondary engine has been regulated to
0.2 round/s2 and the number of samples, Ns, used in the data reduction pro-
cedure has been chosen equal to 5000. Hence, it has been implicitly assumed
that the six parameters (F0X , F0Y , AXX , AXY , AY X and AY Y ) can be con-
sidered constant for a range of the whirl ratio, ω/Ω, equal to 0.0069. This is
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the only assumption that should be done and fortunately is not particularly
restrictive. In each reduction, the parameters are associated to the mean
whirl ratio that corresponds to the sample data used in the reduction proce-
dure. Such a data reduction procedure allows for continuously determining
the spectrum of the forces. As for the discrete tests, to experimentally ex-
tract the fluid-induced forces at a given operating condition, two identical
test are performed, one in air and the other in water. The forces from the
former experiment are subtracted from the latter to yield the fluid-induced
forces and, finally, the buoyancy force on the rotor is subtracted separately.
The force and moment have been normalized with the same quantities used
for the discrete tests.
7.3 Experimental Data in the DAPAMITO3 Inducer
A comprehensive experimental campaign has been carried out on the DA-
PAMITO3 inducer aimed at characterizing the behaviours of the rotordy-
namic forces both in noncavitating and cavitating regimes.
First, experiments at different eccentricity values have been performed
in noncavitating regime in order to confirm the assumption of the linear de-
pendence of the rotordynamic forces on the whirl eccentricity. Then, the
influence of the flow coefficient and the fluid properties (by means of tests at
significantly different temperatures) has been investigated in noncavitating
regime. Finally, to understand the role of the occurrence of cavitation on the
rotordynamic forces some tests have been carried out at different tempera-
tures with the same flow coefficient.
All the runs have been performed at Ω = 1500 rpm, which represents
a compromise value between the generation of measurable rotordynamic
forces and the structural integrity of the rotating dynamometer. Only sub-
synchronous whirl ratios have been investigated, with both positive and neg-
ative values (ω/Ω = ±0.1,±0.2,±0.3,±0.5,±0.7). The effect of the eccen-
tricity on the rotordynamic forces has been studied under noncavitating con-
ditions at two eccentricities,  = 0.700 mm and  = 1.130 mm, and a con-
stant flow coefficient Φ = 0.050. All the other tests have been performed at
 = 1.130 mm in order to manage forces of higher intensity. The effect of
the flow on the rotordynamic forces has been studied under noncavitating
conditions at three flow coefficients, Φ = 0.050, Φ = 0.044 and Φ = 0.029.
The tests at Φ = 0.044 have been performed under noncavitating and cavi-
tating regimes both at T = 20◦C and T = 50◦C. Classically rotordynamics
is the study of the unsteady normal and tangential forces, and their destabi-
lizing/stabilizing effects on the whirl motion are determined by whether the
orientation of the normal (~F ∗N ) and tangential (~F
∗
T ) components of the ro-
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Figure 7.5: Schematic of the decomposition of the rotordynamic force (~F ∗R)
in its components normal (~F ∗N ) and tangent (~F
∗
T ) to the whirl
orbit. The convention adopted for the phase angle (φ) between
the rotordynamic force (~F ∗R) and the eccentricity (~) is shown: the
coloured areas refer to the different stability regions for positive
(left) and negative (right) whirl ratio.
tordynamic force (~F ∗R) tend to promote the increase of the whirl eccentricity
or to sustain its rotation. As already pointed out (see Figure 7.5), the nor-
mal component is destabilizing when directed outward, while the tangential
component is destabilizing when directed in the same direction as the whirl
motion.
In the present thesis, rotordynamic forces are reported also in terms of
their non-dimensional modulus |F ∗R|=
√
(F ∗N )2+(F
∗
T )
2 and their phase angle,
φ, w.r.t. the eccentricity vector (~), as functions of the whirl ratio ω/Ω.
Figure 7.5 shows, as coloured areas, the stability regions for positive (left)
and negative (right) whirl ratios: the same colours have been used in the
phase charts for highlighting the behaviour of the rotordynamic forces. This
way of representing the rotordynamic forces gives direct information about
the amplitude and direction (and therefore the stabilizing/destabilizing be-
haviour) of the mean value of the unsteady force acting on the inducer. The
above introduced representation does not report further information with
respect to the classical notation but it allows for seeing the rotordynamic
forces as a unique phenomenon and, consequently, simplifies the identifica-
tion of maxima and minima in the curve and the possible causes of them.
7.3.1 Discrete Measurements of Rotordynamic Forces
Figure 7.6 and Figure 7.7 show the effect of the whirl eccentricity on the
non-dimensional rotordynamic forces. The tests have been carried out at the
same flow coefficient (Φ = 0.050) and at ambient temperature. The results
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for different eccentricities (0.700 mm and 1.130 mm) are almost coincident,
confirming the linear relationship between the eccentricity ~ and the dimen-
sional rotordynamic force ~FR, and therefore the dependence of the rotordy-
namic matrix on the whirl ratio ω/Ω only. The analysis of the rotordynamic
forces in noncavitating conditions has been carried out for relative low values
of the flow coefficient (Φ < 85%ΦD) all characterized by the occurrence of
flow reversal. Figure 7.8 and Figure 7.9 report the discrete spectrum of the
rotordynamic forces for three values of the flow coefficient in water at ambient
temperature. The general trend is the increase of the magnitude of the force
with the decrease of the flow coefficient (see Figure 7.9). Furthermore, the
spectrum has qualitatively assumed the same shape except for a translation
towards higher value of the whirl ratio for lower flow coefficient. For negative
whirl ratio (see Figure 7.8 and Figure 7.9), there is a threshold value behind
which the normal component of the rotordynamic force becomes destabilizing.
This threshold value, ω/Ω ≤ −0.3, is almost the same for all the flow coeffi-
cient investigated. For the investigated positive whirl ratios, the tangential
rotordynamic force shows destabilizing values in correspondence of whirl ra-
tio range 0.3 ≤ ω/Ω ≤ 0.5. This range is slightly variable and, according to
the previous remark, it tends to shift towards high values of the whirl ratio
when the flow coefficient decreases. In order to investigate the effect of
the fluid temperature on the rotordynamic forces under noncavitating condi-
tions, the water temperature has been increased up to 50.3 ◦C. Figure 7.11
shows the intensity and phase charts for a series of tests carried at different
temperatures, maintaining a constant flow coefficient Φ = 0.044. The plots
do not show a well defined behaviour, which is however more evident when
the results are reported in terms of the normal and tangential components
F ∗N and F
∗
T of the rotordynamic force as in Figure 7.10. The increase of the
liquid temperature does not affect the tangential component, whereas it has a
stabilizing effect on the normal one for −0.7 ≤ ω/Ω ≤ 0.2. Cavitation plays
a very important role on the rotordynamic forces, as shown from Figure 7.12
to Figure 7.15 where the results of tests carried out at Φ = 0.044, ambient
and hot temperatures, and different cavitation numbers are reported. At am-
bient temperature, the highest cavitation number (σ = 1.357) corresponds
to a noncavitating regime, whereas the lowest one (σ = 0.094) refers to a
cavitating regime with a 18% performance degradation (in terms of head co-
efficient Ψ) w.r.t. the noncavitating case (Ψ/ΨNC = 0.82). Cavitation tends
to increase the intensity of the rotordynamic force and has a dramatically
clear destabilizing effect. The destabilizing peak at ω/Ω = +0.3 is more evi-
dent in the F ∗T chart (see Figure 7.12). Optical observations by means of
a high speed camera (see Figure 7.18) show that in correspondence of this
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Figure 7.6: Effect of the eccentricity  on the normal (F ∗N ) and tangen-
tial (F ∗T ) components of the rotordynamic force: noncavitating
regime.
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Figure 7.7: Effect of the eccentricity  on the intensity (|F ∗R|) and phase (φ)
of the rotordynamic force: noncavitating regime.
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Figure 7.8: Effect of the flow coefficient Φ on the normal (F ∗N ) and tangen-
tial (F ∗T ) components of the rotordynamic force: noncavitating
regime.
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Figure 7.9: Effect of the flow coefficient Φ on the intensity (|F ∗R|) and phase
(φ) of the rotordynamic force: noncavitating regime.
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Figure 7.10: Effect of the temperature T on the normal (F ∗N ) and tangen-
tial (F ∗T ) components of the rotordynamic force: noncavitating
regime.
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Figure 7.11: Effect of the temperature T on the intensity (|F ∗R|) and phase
(φ) of the rotordynamic force: noncavitating regime.
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Figure 7.12: Effect of the cavitation number σ on the normal (F ∗N ) and tan-
gential (F ∗T ) components of the rotordynamic force: cold tests.
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Figure 7.13: Effect of the cavitation number σ on the intensity (|F ∗R|) and
phase (φ) of the rotordynamic force: cold tests.
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Figure 7.14: Effect of the cavitation number σ on the normal (F ∗N ) and tan-
gential (F ∗T ) components of the rotordynamic force: hot tests.
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Figure 7.15: Effect of the cavitation number σ on the intensity (|F ∗R|) and
phase (φ) of the rotordynamic force: hot tests.
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Figure 7.16: Effect of the fluid temperature T on the normal (F ∗N ) and tan-
gential (F ∗T ) components of the rotordynamic force: cavitating
regime.
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Figure 7.17: Effect of the fluid temperature T on the intensity (|F ∗R|) and
phase (φ) of the rotordynamic force: cavitating regime.
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Figure 7.18: Frames taken from a high speed movie (600 fps) correspondent
to a complete whirl orbit (Φ = 0.044, σ = 0.094, T = 19.8◦C,
ω/Ω = +0.3)
specific whirl ratio the rotation of the backflow cavitation is exactly coupled
with the whirl motion. The limited available evidence suggests therefore that
this phenomenon is the likely reason of the more intense and destabilizing
nature of the rotordynamic force at this value of the whirl speed ratio. The
comparison between cavitating and noncavitating performance in hot water
yields to the same conclusion, as reported in Figure 7.14 and Figure 7.15.
Finally, Figure 7.16 and Figure 7.17 show the effect of the fluid tempera-
ture on the rotordynamic forces under developed cavitation at Φ = 0.044.
Temperature seems to affect the rotordynamic force in the same way as for
the noncavitating regime: no significant changes on the intensity of the ro-
tordynamic force and on its stabilizing/destabilizing behaviour are observed
when the temperature is increased up to 50.1◦C. This invariance of the results
is probably due to the insufficiently high value of the liquid temperature for
the occurrence of significant thermal cavitation effects.
7.3.2 Discrete Measurements of Rotordynamic Moments
The rotating dynamometer is able to reduce also the rotordynamic moments
experienced by the inducer in both cavitating and noncavitating regimes.
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Figure 7.19: Effect of the eccentricity  on the normal (M∗N ) and tangential
(M∗T ) components of the rotordynamic moment: noncavitating
regime.
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Figure 7.20: Effect of the flow coefficient Φ on the normal (M∗N ) and tan-
gential (M∗T ) components of the rotordynamic moment: non-
cavitating regime.
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Figure 7.21: Effect of the temperature T on the normal (M∗N ) and tangential
(M∗T ) components of the rotordynamic moment: noncavitating
regime.
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Figure 7.22: Effect of the cavitation number σ on the normal (M∗N ) and
tangential (M∗T ) components of the rotordynamic moment: cold
tests.
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Figure 7.23: Effect of the cavitation number σ on the normal (M∗N ) and
tangential (M∗T ) components of the rotordynamic moment: hot
tests.
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Figure 7.24: Effect of the fluid temperature T on the normal (M∗N ) and tan-
gential (M∗T ) components of the rotordynamic moment: cavi-
tating regime.
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Therefore, the figures above (from Figure 7.19 to Figure 7.24) report the ro-
tordynamic moments measured in the same experiments above analyzed. All
the measured rotordynamic moments agree with the measured rotordynamic
forces. The results that are collected in these charts do not add particu-
larly interesting information concerning the stability analysis performed in
the previous section.
7.4 Experimental Data in the DAPAMITO4 Inducer
A comprehensive experimental campaign has been carried out on the DA-
PAMITO4 inducer aimed at characterizing the behaviours of the rotordy-
namic forces both in noncavitating and cavitating regimes. The influence
of the flow coefficient and the fluid properties (by means of tests at signifi-
cantly different temperatures) has been investigated in noncavitating regime.
Then, to understand the role of the occurrence of cavitation on the rotor-
dynamic forces some tests have been carried out at different flow coefficients
and temperatures. All the runs have been performed at Ω = 1750 rpm, which
represents a compromise value between the generation of measurable rotordy-
namic forces and the structural integrity of the rotating dynamometer. Only
sub-synchronous whirl ratios have been investigated, with both positive and
negative values under discrete (ω/Ω = ±0.1,±0.2,±0.3,±0.5,±0.7) and con-
tinuous tests (−0.7 ≤ ω/Ω ≤ +0.7). All the tests have been performed at
 = 1.130 mm in order to manage forces of high intensity. The effect of
the flow on the rotordynamic forces has been studied under noncavitating
conditions in cold tests (T = 20◦C) at three flow coefficients, Φ = 0.050,
Φ = 0.044 and Φ = 0.029, and in hot tests (T = 50◦C) at one flow coeffi-
cient, Φ = 0.044. The cavitating tests have been performed at Φ = 0.044
(T = 20◦C and T = 50◦C) and Φ = 0.029 (T = 20◦C).
7.4.1 Discrete and Continuous Measurements of Rotordynamic
Forces
The data reduction procedure in continuous experiments has been introduced
for the first time in this thesis. In order to validate the results obtained with
this new technique, the results of the discrete experiments have been plot-
ted together with the continuous spectra computed with the continuous data
reduction procedure. The continuous spectrum of the rotordynamic force is
very interesting because it allows for a general overview of how the forces
depend on the whirl ratio. In particular, the maxima and minima of the
curve can be clearly identified together with the general trend of the curve.
As shown from Figure 7.25 to Figure 7.36, the continuous spectra of the
rotordynamic forces almost perfectly fit the discrete results obtained in the
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Figure 7.25: Comparison between continuous and discrete tests: effect of the
flow coefficient Φ on the normal (F ∗N ) and tangential (F
∗
T ) com-
ponents of the rotordynamic force under noncavitating regime.
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Figure 7.26: Comparison between continuous and discrete tests: effect of the
flow coefficient Φ on the intensity (|F ∗R|) and phase (φ) of the
rotordynamic force under noncavitating regime.
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Figure 7.27: Comparison between continuous and discrete tests: effect of
the fluid temperature T on the normal (F ∗N ) and tangential
(F ∗T ) components of the rotordynamic force under noncavitating
regime.
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Figure 7.28: Comparison between continuous and discrete tests: effect of the
fluid temperature T on the intensity (|F ∗R|) and phase (φ) of the
rotordynamic force under noncavitating regime.
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Figure 7.29: Comparison between continuous and discrete tests: effect of the
cavitation number σ on the normal (F ∗N ) and tangential (F
∗
T )
components of the rotordynamic force: cold tests at Φ = 0.044.
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Figure 7.30: Comparison between continuous and discrete tests: effect of the
cavitation number σ on the intensity (|F ∗R|) and phase (φ) of
the rotordynamic force: cold tests at Φ = 0.044.
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Figure 7.31: Comparison between continuous and discrete tests: effect of the
cavitation number σ on the normal (F ∗N ) and tangential (F
∗
T )
components of the rotordynamic force: cold tests at Φ = 0.029.
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Figure 7.32: Comparison between continuous and discrete tests: effect of the
cavitation number σ on the intensity (|F ∗R|) and phase (φ) of
the rotordynamic force: cold tests at Φ = 0.029.
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Figure 7.33: Comparison between continuous and discrete tests: effect of the
cavitation number σ on the normal (F ∗N ) and tangential (F
∗
T )
components of the rotordynamic force: hot tests at Φ = 0.044.
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Figure 7.34: Comparison between continuous and discrete tests: effect of the
cavitation number σ on the intensity (|F ∗R|) and phase (φ) of
the rotordynamic force: hot tests at Φ = 0.044.
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same conditions with the classical data reduction procedure. Furthermore,
the continuous experiments simplify the experimental procedure because, for
the evaluation of the spectrum, all the data are collected in only two experi-
mental sessions (one for positive whirl ratio and the other for negative). On
the other hand, each discrete result is obtained in one experimental session
and, consequently, the experimental procedure is much more complicated.
The analysis of the rotordynamic forces in noncavitating conditions has been
carried out for relative low values of the flow coefficient (Φ < 71%ΦD) all
characterized by the occurrence of flow reversal. The spectra reported in
Figure 7.25 and Figure 7.26 are relative to three different values of the flow
coefficient in water at ambient temperature under noncavitating regime. As
for the three-bladed inducer, the influence of the flow coefficient can be clearly
identified in two concomitant effects: as the flow rate decreases, the intensity
of the rotordynamic force increases while the spectrum tends to shift towards
higher value of the whirl ratio. For negative or low positive whirl ratio, the
normal component shows a parabolic behaviour while the tangential one is
almost linear. For positive whirl ratio both the normal and tangential rotor-
dynamic forces do not show a clear functional dependence on the whirl ratio.
For negative whirl ratio (see Figure 7.25 and Figure 7.26), there is a threshold
value behind which the normal component of the rotordynamic force becomes
destabilizing. This threshold value, ω/Ω ≤ −0.3, is almost the same for all
the flow coefficient investigated. For the investigated positive whirl ratios, the
normal rotordynamic force has always been stabilizing while the tangential
rotordynamic force shows destabilizing values in correspondence of whirl ra-
tio ranges which strongly depend on the flow coefficient. In general, there are
three different intervals: for low value of the whirl ratio the tangential force
is destabilizing; for intermediate values it becomes stabilizing; at higher whirl
ratio is again destabilizing. The boundaries of these intervals are influenced
by the flow coefficient and the general trend, as for the DAPAMITO3 inducer,
is a shift towards high values of the whirl ratio when the flow coefficient de-
creases. The intensity of the rotordynamic force, reported in Figure 7.26,
clearly show a minimum and a maximum for positive whirl ratio. As shown
by phase chart, the minimum corresponds to an impulsive variation of the
angular phase while the maximum takes place when the rotordynamic force
becomes destabilizing. It is worth noticing that the minimum corresponds
to a negligible rotordynamic force. For negative whirl ratio, the transition
between stabilizing and destabilizing behavior of the rotordynamic force is
associated with the increase of the intensity of the force. The comparison
between the noncavitating behavior of the rotordynamic force at the same
flow coefficient but at different temperatures, reported in Figure 7.27 and
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Figure 7.28, clearly shows that the rotordynamic forces are not affected by
the temperature in noncavitating conditions. Figure 7.28 shows the inten-
sity and phase charts for a series of tests carried at different temperatures,
maintaining a constant flow coefficient Φ = 0.044. The plots show a well
agreement between the results at different temperatures, which is even more
evident when the results are reported in terms of the normal and tangen-
tial components, F ∗N and F
∗
T , of the rotordynamic force as in Figure 7.26.
Cavitation plays a very important role on the rotordynamic forces and has a
dramatically clear destabilizing effect, as widely reported in literature. The
comparison between cavitating and noncavitating performance in cold and
hot water has been reported from Figure 7.29 to Figure 7.34. At Φ = 0.044
and ambient temperature, the highest cavitation number (σ = 1.015) corre-
sponds to a noncavitating regime, whereas the lowest one (σ = 0.091) refers
to a cavitating regime with a 19% performance degradation (in terms of head
coefficient Ψ) w.r.t. the noncavitating case (Ψ/ΨNC = 0.81). Under cavitat-
ing regime, the maximum and the minimum typical of the positive whirl ratio
are still present (see Figure 7.30, Figure 7.32 and Figure 7.34). In general,
the minimum happens at the same value of the whirl ratio of noncavitat-
ing condition while the maximum is usually anticipated (0.4 instead of 0.5
as shown in Figure 7.30 and Figure 7.34 or 0.45 instead of 0.55 as shown
in Figure 7.32). Even in this case the maximum is still associated with the
transition between stabilizing and destabilizing behavior but its intensity is
higher. The only stabilizing range for positive whirl ratio is the interval
between the minimum and the maximum. For negative whirl ratio, the cav-
itation tends to reduce the stabilizing range to a small interval next to zero
(see Figure 7.30, Figure 7.32 and Figure 7.34). At the same flow coefficient,
the comparison between cavitating and noncavitating performance in hot wa-
ter yields to the same conclusion, as reported in Figure 7.33 and Figure 7.34.
At Φ = 0.029 and ambient temperature, the performance degradation has
been lower (Ψ/ΨNC = 0.91) and, consequently, the tendency of increasing
the intensity of the rotordynamic force is less evident for this flow coefficient
but, even in this case, there has been a dramatically clear destabilizing ef-
fect at ω/Ω = +0.5. Finally, Figure 7.35 and Figure 7.36 show the effect of
the fluid temperature on the rotordynamic forces under developed cavitation
at Φ = 0.044 under the same nominal cavitation number and performance
degradation (Ψ/ΨNC = 0.81). Temperature seems to affect the rotordynamic
force in the same way as for the noncavitating regime: no significant changes
on the intensity of the rotordynamic force and on its stabilizing/destabilizing
behaviour are observed when the temperature is increased up to 50.1◦C.
The hot and cold spectra are almost superimposed except for the negative
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Figure 7.35: Comparison between continuous and discrete tests: effect of the
fluid temperature T on the normal (F ∗N ) and tangential (F
∗
T )
components of the rotordynamic force under cavitating regime.
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Figure 7.36: Comparison between continuous and discrete tests: effect of the
fluid temperature T on the intensity (|F ∗R|) and phase (φ) of the
rotordynamic force under cavitating regime.
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whirl ratio at which the normal component of the rotordynamic force present
higher values for the higher temperature. Therefore, no significant thermal
cavitation effects on the rotordynamic force can be identified. This invari-
ance of the results is probably due to the insufficiently high value of the liquid
temperature for the occurrence of significant thermal cavitation effects.
7.4.2 Discrete and Continuous Measurements of Rotordynamic
Moments
The rotating dynamometer is able to reduce also the rotordynamic moments
experienced by the inducer in both cavitating and noncavitating regimes.
Therefore, the figures below (from Figure 7.37 to Figure 7.42) report the
rotordynamic moments measured in the same experiments (both continuous
and discrete) above analyzed. It is worth noticing that both the data re-
duction procedures yield to the same results at the same value of the whirl
ratio. All the measured rotordynamic moments agree with the measured ro-
tordynamic forces. The results that are collected in these charts do not add
particularly interesting information to the stability analysis performed in the
previous section.
7.5 Discussion
The experimental campaign carried out on whirling three-bladed and four-
bladed inducer has investigated the roles of the flow coefficient, cavitation
number, liquid temperature and of the imposed whirl motion of the rotor.
The rotordynamic force ~FR is actually proportional to the eccentricity ~: this
result supports the validity of the linear formulation implicit in the use of
rotordynamic matrices [A], which appear to be functions of the whirl ratio
ω/Ω only. The general trend of the rotordynamic forces experimentally mea-
sured in the DAPAMITO3 and DAPAMITO4 inducers is very similar both
in noncavitating and cavitating regimes.
For a deeper analysis of the roles of the flow coefficient, cavitation num-
ber and fluid temperature in these inducers, it is worth reporting some re-
sults concerning the rotordynamic forces in centrifugal pumps and inducers
obtained in previous experiments. As reported in Figure 7.43, the typical
rotordynamic forces in centrifugal pumps, as functions of the whirl frequency
ratio, show a quadratic functional behaviour and, consequently, conventional
stiffness, damping and inertia matrices can be determined for them. The
most significant feature of these results is that there is a regime at small pos-
itive whirl ratios where the tangential force is positive and therefore desta-
bilizing. On the other hand, the rotordynamic forces caused by adding an
axial inducer to a centrifugal pump, as reported in Figure 7.44, do not show
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Figure 7.37: Comparison between continuous and discrete tests: effect of the
flow coefficient Φ on the normal (M∗N ) and tangential (M
∗
T )
components of the rotordynamic moment under noncavitating
regime.
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Figure 7.38: Comparison between continuous and discrete tests: effect of the
fluid temperature T on the normal (M∗N ) and tangential (M
∗
T )
components of the rotordynamic moment under noncavitating
regime.
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Figure 7.39: Comparison between continuous and discrete tests: effect of
the cavitation number σ on the normal (M∗N ) and tangential
(M∗T ) components of the rotordynamic moment: cold tests at
Φ = 0.044.
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Figure 7.40: Comparison between continuous and discrete tests: effect of
the cavitation number σ on the normal (M∗N ) and tangential
(M∗T ) components of the rotordynamic moment: cold tests at
Φ = 0.029.
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Figure 7.41: Comparison between continuous and discrete tests: effect of
the cavitation number σ on the normal (M∗N ) and tangential
(M∗T ) components of the rotordynamic moment: hot tests at
Φ = 0.044.
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Figure 7.42: Comparison between continuous and discrete tests: effect of
the fluid temperature T on the normal (M∗N ) and tangential
(M∗T ) components of the rotordynamic moment under cavitating
regime.
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Figure 7.43: Typical rotordynamic forces, Fn and Ft, as a function of whirl
frequency ratio, ω/Ω, for a conventional centrifugal impeller,
single vaneless volute combination running at 1000 rpm and a
flow coefficient of Φ = 0.092 (from Jery et al.[140]).
the quadratic functional behaviour. In particular, with decreasing flow co-
efficient, the curve of FT changes from an approximately straight line to a
curve with an increase in the region of destabilizing whirl from ω/Ω < 0.2 to
ω/Ω < 0.6. The transition in the curve of FT appears to coincide with the
occurrence of flow reversal upstream of the inducer. Furthermore, the nega-
tive effects of the backflow affect the curve of FN which cannot be described
by a quadratic function for all the values of the whirl frequency ratio. The
responsible of the pathological rotordynamic effects is the inducer, as shown
in Figure 7.45. In fact, at higher flow coefficients the inducer is not affected
by flow reversal and its behaviour is similar to the one of centrifugal pumps.
However, as the flow coefficient is decreased, the rotordynamic forces show
an extremely complicate behaviour. The dynamic response of the tip clear-
ance flow seems to be the reason of this pathological behaviour. Moreover,
cavitation can introduce further complications in the understanding of the
rotordynamic forces. In fact, the few experimental data reported in liter-
ature (Bhattacharyya[81]) on rotordynamic forces in cavitating inducer has
detected the occurrence of large destabilizing peaks in the force tangential to
7.5 Discussion 501
Figure 7.44: Typical rotordynamic forces, Fn and Ft, as a function of whirl
frequency ratio, ω/Ω, for centrifugal impeller with inducer, single
vaneless volute combination running at 1000 rpm for various flow
coefficient (from Franz et al.[141]).
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Figure 7.45: Rotordynamic forces for a 9◦ helical inducer for four different
flow coefficients (from Arndt and Franz[142]).
Figure 7.46: Normal and tangential forces on an inducer at Φ = 0.074 for
various cavitation number (from Bhattacharyya[81]).
the whirl orbit for positive whirl frequency ratios, as shown in Figure 7.46
and Figure 7.47. Consequently, conventional approach that uses the stiffness,
damping and inertia matrices is clearly not able to characterize rotordynamic
forces on noncavitating/cavitating inducers.
In the current experimental campaign, both the inducers have been tested
at quite low flow coefficients characterized by the occurrence of flow reversal.
The spectra, especially the continuous ones (see Figure 7.25 and Figure 7.26),
of the rotordynamic forces obtained at several flow coefficients in noncavi-
tating regime clearly show the same qualitative behaviour. The differences
introduced by the value of the flow coefficient are relative to the intensity
of the force (higher at lower flow coefficient) and to the translation of the
curve w.r.t. the whirl frequency ratio (as the flow coefficient decreases, the
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Figure 7.47: Normal and tangential forces on an inducer at Φ = 0.049 for
various cavitation number (from Bhattacharyya[81]).
spectrum tends to shift towards higher values of the whirl ratio). This can be
associated to the intensity of the flow reversal and the magnitude of rotation
in the tip clearance flow and backflow that increase when the flow coefficient
decreases. For positive whirl frequency ratio, the continuous spectra of the
module of the rotordynamic force clearly show a minimum that corresponds
to a negligible intensity of the force and a maximum associated to the begin-
ning of a destabilizing range (see Figure 7.26). The tip clearance flow and the
forces experienced by the inducer are the result of the complex interaction
between the flow imposed by whirl motion and the leakage flow caused by
the differential pressure across the inducer. Obviously, this interaction can
be constructive (maximum) of destructive (minimum). Clearly, further ef-
forts should be directed to the comprehension of the dynamic response of the
tip clearance flow. Under cavitating regime, the maximum and the minimum
typical of the positive whirl ratio are still present (see Figure 7.30, Figure 7.32
and Figure 7.34). In general, the minimum happens at the same value of the
whirl ratio of noncavitating condition while the maximum is usually antic-
ipated (0.4 instead of 0.5 as shown in Figure 7.30 and Figure 7.34 or 0.45
instead of 0.55 as shown in Figure 7.32). Even in this case the maximum is
still associated with the transition between stabilizing and destabilizing be-
havior but its intensity is higher. The only stabilizing range for positive whirl
ratio is the interval between the minimum and the maximum. For negative
whirl ratio, the cavitation tends to reduce the stabilizing range to a small
interval next to zero (see Figure 7.30, Figure 7.32 and Figure 7.34). The
rotordynamic forces in water do not seem to be affected by the increase of
the flow temperature up to about 50 ◦C under cavitating conditions. This
temperature value is probably too low for allowing the cavitation thermal ef-
fects to manifest themselves and affect the rotordynamic forces. Based on the
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available experimental evidence, the novel data reduction procedure capable
of obtain a continuous spectrum of fluid-induced rotordynamic forces can be
very useful to catch the unlikely foreseeable complexity of the rotordynamic
forces and their consequences on stability of axial flow inducers.
Chapter 8
Laws of Similarity in Pumps
This chapter reports some remarks concerning the laws of similarity through
which the results obtained in a test fluid, such as water, can be used to
predict the actual behavior of the pump. The main aspects of the pump
performance are analyzed: the noncavitating/cavitating performance, the
cavitation-induced flow instabilities and the fluid-induced rotordynamic forces.
8.1 Noncavitating Performance Similarity
In order to use test results on pump performance with water in noncavitat-
ing regime to predict actual performance with the intended pump fluid, the
experiments must be performed in geometrical similarity at a fully-turbulent
Reynolds number (Re > 106). According to this similarity law, the char-
acteristic curves obtained with the test fluid and the actual fluid should be
perfectly superimposed. At the same flow coefficient (fluid dynamic similar-
ity) the corresponding head coefficient should be the same in each fluid that
satisfies the geometrical similarity law in Reynolds independent condition.
The geometrical scaling is obtained if the test pump has the same dimen-
sions of the real one, or if every dimension of the test pump is scaled with
the same factor from the real one. The shape of the blades has also to be
exactly reproduced. Furthermore, the tip clearance between the blades and
the casing also plays an important role on the noncavitating performance
and, consequently, the geometrical similarity law must be applied also to the
casing.
8.1.1 Clearance Effects
The performance of noncavitating inducers declines rapidly for values of clear-
ance/mean blade height ratio higher that 2% while it is relatively insensitive
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to the clearance for lower values (c% < 2%). Therefore, for quite high val-
ues of the clearance the same inducer tested at different clearance presents
different noncavitating curves because the geometrical similarity is no more
satisfied. In Section 4.3 a semi-empirical law able to take into account the
effects of the clearance on the noncavitating performance has been proposed.
Once the ratio of head coefficients associated to a low and an high clearance
(Ψl/Ψh) is empirically known (see for example Figure 4.11), the correspon-
dent correction in terms of flow coefficients ratio can be estimated through
Equation 4.6. This semi-empirical scaling law is not based on the geometri-
cal similarity but relies on the fundamental assumptions that the pumping
performance of the inducer is strongly affected by the inducer tip clearance
while the hydrodynamic nature of the test rig losses is not influenced by its
changes.
8.1.2 Temperature Effects
Throughout the experimental campaign for the evaluation of the noncavi-
tating performance, reported in Chapter 4, it has been highlighted that in
order to obtain a correct geometrical similarity in tests performed in hot
water particular attention must be paid to avoid differential thermal expan-
sion between the casing and the test inducer. Due to the high sensitivity of
the noncavitating performance on the tip clearance, even a small differential
thermal expansion can strongly affect the characteristic curve of the inducer.
Furthermore, the experimental evaluation of the noncavitating performance
in water at different temperature can be affected by further measurement
errors if the location of the inlet pressure tap is not far enough from the inlet
of the impeller to avoid the pressure stratification along the radial coordinate
due to the prerotation of the inlet flow. In fact, a change in the clearance
implies not only a variation of the pumping performance but also a different
intensity of the prerotation and, consequently, it yields to an higher discrep-
ancy between the characteristic curves evaluated at different temperatures.
Therefore, two useful general guidelines for the evaluation of the noncavitat-
ing performance in water at different temperatures are the use of materials
for the casing and the test pump that avoids a differential thermal expansion
and consequently a variation of the tip clearance/mean blade height ratio
and a suitable location of the pressure taps that allows for an experimental
evaluation of the pressure rise across the inducer not affected by prerota-
tion. A simple and practical solution for the differential thermal expansion
is the use of the same material for both the inducer and the housing. On the
other hand, the negative effects of prerotation have been almost completely
avoided by placing the inlet pressure tap more than six diameter upstream
of the inlet section of the impeller. The intensity of the prerotation strongly
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depends on the test impeller and consequently some preliminary test should
be performed on the pump in oder to assess the suitability of the location
of the pressure tap. In general, the pressure losses inside a straight duct
are usually negligible compared to the ones across the throttling valve and
consequently the location of the inlet pressure tap must be placed as far as
possible, compatibly with the constraints of the test facility, from the inlet
section of the impeller.
8.2 Cavitating Performance Similarity
In noncavitating conditions, in order to use the results in water to predict the
actual fluid performance there should be the geometrical and fluid dynamics
similarities and the flow must be fully turbulent (Re > 106). The conven-
tional nondimensional parameter introduced in presence of cavitation is the
Euler number. It makes nondimesional the gap between the inlet pressure
and the vapor pressure of the bulk liquid. The cavitation number allows for
scaling the cavitation effect only if the growth of the bubbles in the region of
low pressure is inertially dominated. As a consequence, the constancy of the
Euler number together with the satisfaction of the previous laws of similarity
can be used as a scaling law for predicting the suction performance of the ac-
tual working fluid only if both the test fluid and the actual fluid do not show
significant thermal effects on cavitation. In presence of thermal effects, which
is the usual condition with the fluids used in space applications, the vapor
pressure of the bulk liquid is significantly different from the vapor pressure
inside the bubble and consequently the cavitation number is no more the cor-
rect nondimensional parameter for the similarity law. In this case, the task
of scaling the cavitating performance is accomplished by means of empirical
or semi-empirical models like the one proposed by Ruggeri-Moore.[110]
8.2.1 Thermal Effects
As described in details in Section 5.4.2, the nondimensional parameter intro-
duced by Ruggeri and Moore is based on the minimum cavity pressure. The
conventional Euler number differs from the modified parameter for a pressure
shift between the bulk liquid vapor pressure and the minimum cavity pres-
sure, ∆σV . The difficulties in estimating the minimum cavity pressure by
analytical models or obtaining it by direct measurements have yielded Rug-
geri and Moore to generalize a semi-empirical relation obtained by means of
experimental observations on cavitating Venturis to the case of pumps. In
order to use this semi-empirical model for predicting the suction performance
of a pump under given conditions, it is necessary to know the experimental
data related to two reference conditions under geometric and fluid dynamic
508 8. Laws of Similarity in Pumps
similarities, at least one of which should show evident effects of thermal cav-
itation on the pump head performance. In general, cold water shows negligi-
ble thermal effects while hot water for suitable values of the rotating speed
is significantly affected by thermal cavitation effects. Therefore, at least one
experiment in cold water and one in hot water should be performed. Once
the Ruggeri-Moore method is applied, it is possible to calculate the pres-
sure shift, ∆σV , relative to both the reference experiments and, by means
of the semi-empirical relation, to extrapolate the ∆σV relative to the actual
working fluid. During the current experimental research, next to the classi-
cal shift in the cavitation number, as widely reported in literature, an other
manifestation of the thermal effects has been identified in the influence of
the temperature on the intensity of the performance degradation associated
to the attached cavitation instability. In this case the inhibition of the bub-
ble growth due to thermal effects has been detected by the reduction of the
performance degradation usually associated to this type of instability. This
suggests that the constancy of the modified cavitation number, σC,min, is not
sufficient as a thermal cavitation similarity law because it does not guarantee
that both the experiments are characterized by the same ∆σV . Hence, the
experimental results obtained with the test fluid can be used to predict the
suction performance of the pump in the actual working fluid if the following
laws of similarity are satisfied: the geometric similarity; the fluid dynamic
similarity (constant flow and head coefficients); the Reynolds independence
(Re > 106); the thermal cavitation similarity (constant σC,min and ∆σV ). In
order to obtain the same ∆σV , besides the two reference tests it is necessary
to perform an other test in water in which the temperature and the rotational
speed are adjusted in oder to obtain a ∆σV equal to the one of the actual
working fluid.
8.2.2 Clearance Effects
In cavitating regime, it is not possible to identify a scaling law capable of
taking into account the effects of the clearance, as the one proposed for the
noncavitating performance, because some flow instabilities usually associated
to a performance degradation, such as the synchronous rotating cavitation,
are strongly affected by the clearance. In particular, the cavitating curves
could change their shapes as a consequence of a variation of the clearance that
suppresses the attached cavitation. In fact, the attached cavitation is usually
associated to a sharp step in the pumping performance while the cavitating
curve of an inducer not affected by rotating cavitation at high clearance is
usually characterized by an increase of the pumping performance until the
sudden pressure drop associated to the breakdown condition. Therefore, the
clearance affects the cavitating performance not only quantitatively but also
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qualitatively.
8.3 Cavitation-Induced Instabilities Similarity
It is still not clear with which level of confidence the cavitation-induced flow
instabilities detected in a test fluid, such as water, can be associated to the
real flow instabilities in the actual working fluid. The tests performed at
different temperatures in the current research do not suggest definitive solu-
tions to this problem also because the analysis of the instabilities at different
temperatures has been negatively affected by both the differential thermal
expansion between the casing and the inducer and the error introduced in
the measurements of the inlet pressure by the prerotation. However, some
remarks can be done on the thermal effects and the influence of the clearance.
8.3.1 Thermal Effects
The right way of comparing the cavitation-induced flow instabilities in test
performed in different fluids is to guarantee the thermal cavitation similarity
as defined in Section 8.1. Otherwise, their occurrence, intensity and frequency
can only be compared in a qualitative way.
8.3.2 Clearance Effects
As for the suction performance, the variation of the clearance radically changes
the onset, the frequency and the intensity of the cavitation-induced flow in-
stabilities. The tests performed at different clearances are simply two differ-
ent conditions that can be compared and analyzed in their similarities and
differences but no scaling law can be used to correlate them.
8.4 Fluid-Induced Rotordynamic Forces Similarity
The experimental campaign carried out on whirling three-bladed and four-
bladed inducer has confirmed that the rotordynamic force ~FR is actually
proportional to the eccentricity ~. This result that supports the validity of
the linear dependence of the rotordynamic forces on the eccentricity justifies
the use of the quantity piρcaΩ
2r2T  for the nondimensionalization of the rotor-
dynamic forces. Furthermore, the tests performed at different temperatures
has allowed to investigate the effects of the temperature and, in general, of
the fluid properties on the rotordynamic forces.
8.4.1 Temperature Effects
The tests in cold and hot water in noncavitating regime have confirmed that
the rotordynamic forces are proportional to the density of the working fluid.
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Moreover, at the same cavitation level the quantity piρcaΩ
2r2T  is still valid
for a correct nondimensionalization of the rotordynamic forces.
8.4.2 Thermal Effects
No significant thermal cavitation effects have been detected in the rotordy-
namic experiments due to the too low value of the water temperature in
the hot test and, consequently, the influence of the thermal cavitation on
the rotordynamic forces and the eventual law of similarity have not been
investigated.
Chapter 9
Conclusions
A comprehensive experimental campaign has been carried out on two high-
head, mixed-flow unshrouded inducers with tapered-hub and variable-pitch.
Both the inducers have been designed by means of a reduced order model
and procedure reported in this thesis.
The model is based on the incompressible, inviscid, irrotational flow ap-
proximation, where the 3D velocity field inside the blade channels is expressed
as the superposition of a fully-guided axisymmetric flow with radially uni-
form axial velocity and a 2D cross-sectional vorticity correction. Boundary
layer blockage is estimated by means of a suitable redefinition of the diffusion
factor for bladings with non-negligible radial flow and Carter’s rule is used
to account for flow deviation at the inducer trailing edge. Performance losses
are evaluated by adding suitably adapted correlations of turbulent duct losses
to the inlet flow incidence losses. The model has been validated against the
experimental performance of six different tapered-hub inducers documented
in the open literature.
Moreover, the reducer order model has been used for designing two differ-
ent tapered inducers (named DAPAMITO3 and DAPAMITO4) to be tested
in the framework of the present thesis. They mainly differ for the number
of blades (3 and 4) and for the inlet tip blade angles (83.1 and 81.1 deg).
Moderate values of the blade loadings (D = 0.39 for the 3-bladed inducer
and D = 0.38 for the 4-bladed one) and high solidities (σT = 2.03 for the
3-bladed inducer and σT = 2.25 for the 4-bladed one) have been chosen for re-
ducing the leading-edge cavity and improving the suction performance. The
value of α/βb < 0.5 has been selected with the aim of controlling the danger
of surge instabilities at design flow under cavitating conditions.
The noncavitating performance of the DAPAMITO inducers has been
investigated at different clearance and temperature. The close matching be-
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tween the experimental data in cold water and the predicted performance
has confirmed both the predictive capability of the reduced order model and
the high-head nature (ΨD > 0.15) of the DAPAMITO inducers. The com-
parison between the characteristic curves at different clearance has allowed
for the identification of a semi-empirical scaling law capable of taking into
account the effect of the clearance on the pumping performance. In the evalu-
ation of the noncavitating pumping performance, two incorrect experimental
procedures have been identify: the use of materials with different thermal
expansion coefficient for the inducer and the casing in tests performed at
significantly different temperatures; the location of the inlet pressure tap too
close to the inlet section of the impeller. In fact, the increase of the blade tip
clearance due to the differential thermal expansion yields to a performance
deterioration with the temperature. On the other hand, an inlet pressure
tap too close to the pump inlet can be affected by the pressure stratification
induced by the prerotation. As a result, the measured pumping performance
of the pump usually presents an unexpected flattening of the pumping perfor-
mance at low values of the flow coefficient. Also the hydraulic efficiencies of
both the inducers have been evaluated at different temperatures. The torque
has been directly measured by means of a rotating dynamometer directly
mounted on the shaft, thereby by-passing the uncertainties associated with
seal friction on the inducer shaft.
The suction performance of the DAPAMITO inducers have been inves-
tigated at design and off-design conditions both at high and low clearance.
In order to understand the thermal effects on cavitation, several experiments
at different temperature have been performed. The experimental evidence
suggests that the occurrence of the synchronous rotating cavitation can be
associated to a strong performance degradation. As a general trend, the cav-
itating curves for the DAPAMITO3 inducer are quite similar to those of the
four-bladed inducer, even if the step connected to the attached cavitation is
usually sharper and, especially for high temperatures and flow rates, it tends
to disappear. Furthermore, the comparison between the results at low and
high clearance clearly highlights the influence of the clearance on the onset
of the rotating instabilities. A high value of the clearance tends to suppress
the rotating instabilities. This has been detected, especially at high values of
the flow coefficient, also in the experiments at 0.8 mm nominal clearance in
the hot tests. In particular, it is worth noticing that in the experiment at 0.8
mm nominal clearance it has been sufficient only the small variation of the
clearance due to the differential thermal expansion between the casing and
the inducer to suppress the step due to the onset of the rotating instabilities.
The semi-empirical method proposed by Ruggeri and Moore for scaling the
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thermal cavitation effects has been successfully applied and, consequently, a
further validation of this method has been provided. Concerning the man-
ifestation of the thermal effects, next to the classical shift in the caviation
number, as widely reported in literature, there is also the influence of the
temperature on the intensity of the performance degradation associated to
the attached cavitation instability. In this case the inhibition of the bubble
growth due to thermal effects can be detected by the reduction of the per-
formance degradation usually associated to this type of instability. A final
remark can be done regarding the minimum temperature of the water for
which evident thermal effects can be detected in inducers. The experimental
results at 3000 rpm have started to show the classical thermal effects only
for a temperature higher than 85◦C.
Several cavitation-induced instabilities has been detected and identified
on the DAPAMITO inducers. The influence of the tip clearance on the
cavitation-induced instabilities has been investigated on the DAPAMITO3
inducer in a comprehensive experimental campaign in cold water with two
different casings (c% = 6.8% and c% = 2.7%). The effects of the water
temperature have been studied separately on both the DAPAMITO inducers
arranged in the same housing (c% = 2.7%) by means of experiments per-
formed at four different temperature (ambient, 50, 65 and 75◦C). On the
basis of the experimental campaign on the DAPAMITO3 inducer conducted
at two different values of the tip blade clearance, the following conclusions
can be drawn concerning the flow instabilities: the amplitude of the pressure
oscillations decreases as the tip blade clearance increases, and the maximum
value of the oscillation due to the blade passage is about 50% lower when the
clearance increases from 0.8 to 2 mm; the rotating phenomena are influenced
by the tip blade clearance, whereas it seems that axial phenomena are not
affected, or at least are less affected. As a general trend, the maximum ampli-
tudes of the instabilities decrease as the temperature increases and increase
as the flow coefficient decreases. However, this general trend presents some
significant exceptions.
The experimental campaign carried out on whirling three-bladed and four-
bladed inducer has investigated the roles of the flow coefficient, cavitation
number, liquid temperature and of the imposed whirl motion of the rotor.
The rotordynamic force ~FR has been found proportional to the eccentricity
~: this result supports the validity of the linear formulation implicit in the
use of rotordynamic matrices [A], which appear to be functions of the whirl
ratio ω/Ω only. The general trend of the rotordynamic forces experimentally
measured in the DAPAMITO3 and DAPAMITO4 inducers is very similar
both in noncavitating and cavitating regimes. In the current experimental
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campaign, both the inducers have been tested at quite low flow coeffcients
characterized by the occurrence of flow reversal. The spectra, especially the
continuous ones, of the rotordynamic forces obtained at several flow coeffi-
cients in noncavitating regime clearly show the same qualitative behavior.
The occurrence of large destabilizing peaks confirms that the conventional
approach which uses the stiffness, damping and inertia matrices is clearly
not able to characterize rotordynamic forces on noncavitating/cavitating in-
ducers. The differences introduced by the value of the flow coefficient are
relative to the intensity of the force (higher at lower flow coefficient) and to
the translation of the curve with respect to the whirl frequency ratio (as the
flow coefficient decreases, the spectrum tends to shift towards higher values
of the whirl ratio). This can be associated to the intensity of the flow reversal
and the magnitude of rotation in the tip clearance flow and backflow that
increase when the flow coefficient decreases. For positive whirl frequency ra-
tio, the continuous spectra of the module of the rotordynamic force clearly
show a minimum that corresponds to a negligible intensity of the force and
a maximum associated to the beginning of a destabilizing range. The exper-
imental results have confirmed that the cavitation has a dramatically clear
destabilizing effect on the rotordynamic forces. Under cavitating regime,
the maximum and the minimum typical of the positive whirl ratio are still
present. In general, the minimum happens at the same value of the whirl
ratio of noncavitating condition while the maximum is usually anticipated
Even in this case the maximum is still associated with the transition between
stabilizing and destabilizing behavior but its intensity is higher. The only
stabilizing range for positive whirl ratio is the interval between the minimum
and the maximum. For negative whirl ratio, the cavitation tends to reduce
the stabilizing range to a small interval next to zero. The rotordynamic
forces in water do not seem to be affected by the increase of the flow temper-
ature up to about 50◦C under cavitating conditions. This temperature value
is probably too low for allowing the cavitation thermal effects to manifest
themselves and affect the rotordynamic forces. Based on the available ex-
perimental evidence, the novel data reduction procedure capable of obtain a
continuous spectrum of fluid-induced rotordynamic forces can be very useful
to catch the unlikely foreseeable complexity of the rotordynamic forces and
their consequences on stability of axial flow inducers.
Finally, a brief overview of the laws of similarity in pumps has been
provided.
Part II
Part Two: Other Research
Activity on H2O2
Monopropellant Thrusters

Chapter 10
Introduction
In the last decade there has been a renewed interest in hydrogen peroxide en-
gines, generated mainly by the need for less toxic and dangerous propellants.
As a green propellant, hydrogen peroxide allows for a drastic simplifica-
tion of the health and safety protection procedures needed in its production,
storage and handling. As a result, attractive savings can be obtained in
low or medium thrust rocket engines for small missions, where the overall
cost of propulsion systems with traditional propellants does not scale down
proportionally to the rocket size.
The nominal propulsive performance of hydrogen peroxide as a monopro-
pellant is about 20% lower than hydrazine, but the volume specific impulse
achievable with 90% H2O2 is higher than for most other propellants due to
its high density. This is particularly useful for systems with significant aero-
dynamic drag losses or stringent volume constraints, as is often the case for
small satellites. Finally, when used in bipropellant and hybrid rocket engines,
hydrogen peroxide yields specific impulses comparable to other liquid oxidiz-
ers like dinitrogen tetroxide, nitric acid and even liquid oxygen (Ventura and
Mullens,[143] Wernimont and Muellens,[144] Wernimont and Garboden[145]).
Furthermore, with respect to other high-energy green propellants, like
ADN, HAN and HNF (Wucherer et al.,[146] Schoyer et al.[147]), hydrogen
peroxide has the significant advantage that its decomposition temperature
does not require the use of extremely expensive materials and manufacturing
processes for the thrust chamber.
10.1 Statement of the Problem
In the development of hydrogen peroxide monopropellant rockets, the critical
aspects are both in terms of technology challenges and design features.
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Figure 10.1: Performance of H2O2 in comparison with hydrazine (adapted
from Ventura and Mullens[143]).
Figure 10.2: Comparison of H2O2 with various oxidizers and fuels (adapted
from Ventura and Mullens[143]).
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Figure 10.3: Comparison of H2O2 with hybrid oxidizers (adapted from Ven-
tura and Mullens[143]).
The most significant technology challenge for the realization of hydrogen
peroxide monopropellant thrusters is the development of effective, reliable,
long-lived catalytic beds, providing fast and repeatable performance, insen-
sitivity to poisoning by the stabilizers and impurities contained in the pro-
pellant, capable of sustaining the large number of thermal cycles imposed by
typical mission profiles and not requiring (if possible) pre-heating for efficient
operation.
Obviously, the first problem concerns with the choice of the suitable cat-
alyst that must prove to be highly effective in the decomposition of hydrogen
peroxide. The state of art does not identify a unique solution and, especially
for the decomposition of hydrogen peroxide at a concentration higher than
90%, this problem is still unsolved.
Secondly, in order to meet the specific requirements of a particular appli-
cation, a crucial problem is the identification of the operating parameters of
the catalytic bed. In fact, the choice of an effective catalyst is not enough
to guarantee the satisfaction of the propulsive requirements but this can be
obtained only as a result of a complex balance between opposing aspects. In
particular, the effectiveness of decomposition in the nominal condition can
be enhanced by some operating parameters that, on the other side, yield to
poor propulsive performance in the initial transient phase.
Then, the next step is the experimental characterization of the operat-
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ing life of the catalytic bed. For fixed catalyst and operating parameters,
only an experimental campaign at the actual working conditions can assess
the operating life of the catalytic bed both in terms of mechanical strength
and sensitivity of the catalyst to poisoning by the stabilizers and impurities
contained in the propellant.
Finally, the last phase of the development of a hydrogen peroxide mono-
propellant rocket is the optimization of the overall mass of the catalytic
bed. This final task can be accomplished only starting from the results of a
comprehensive endurance test in which the main cause of the performance
degradation has been clearly identified together with the suitable expedi-
ents to guarantee the satisfaction of the propulsive requirements for all the
operating life.
The present research focuses on these several issues: the experimental
screening of the catalysts for hydrogen peroxide decomposition, the identi-
fication and understanding of the main operational parameters of catalytic
pellet beds and their interactions, the catalytic reactor sizing and design, the
carrying out of endurance tests on several catalytic beds.
10.2 Hydrogen Peroxide Monopropellant Rockets
As all other chemical rockets,[138] hydrogen peroxide (HP) monopropellant
engines consist in a propellant supply and feed system, a combustion chamber
and an exhaust nozzle. In particular, in hydrogen peroxide monopropellant
rockets the hot gases accelerated in the nozzle are not the products of a
combustion reaction but the results of a decomposition. In fact, hydrogen
peroxide has the characteristic of being able to decompose exothermically
into water (steam) and oxygen according to the reaction:
H2O2(l) → H2O(g) +
1
2
O2(g) (10.1)
The decomposition reaction usually takes place inside a device called cat-
alytic bed where the hydrogen peroxide comes in contact with a catalyst
that accelerates the decomposition reaction and allows to obtain an almost
complete decomposition of the hydrogen peroxide at the exit of the catalytic
bed.
The adiabatic decomposition temperature of hydrogen peroxide depends
on the concentration, as reported in Figure 10.4.
10.2.1 Propulsive Performance
In order to asses the propulsive performance of a rocket, the relevant pa-
rameters are the specific impulse, the characteristic velocity and the thrust
coefficient.
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Figure 10.4: Adiabatic decomposition temperature of H2O2 at various con-
centrations (adapted from Ventura and Wernimont[148]).
For a fixed geometry of the thruster a complete experimental character-
ization of the propulsive performance in terms of specific impulse, charac-
teristic velocity and thrust coefficient can be achieved by the experimental
measurements of the thrust, the mass flow rate and the chamber pressure.
Specific Impulse
The specific impulse summarizes the overall propulsive performance both in
terms of the effectivenesses of the combustion chamber and of the nozzle.
The specific impulse is defined as:
Isp =
F
m˙g0
(10.2)
where F is the thrust developed by the rocket, m˙ is the propellant mass flow
rate and g0 is the gravitational acceleration at the sea level.
Moreover, the specific impulse can be expressed in terms of the charac-
teristic velocity, c∗, and the thrust coefficient, CF , according to the following
equation:
Isp =
c∗CF
g0
(10.3)
Figure 10.5 reports the vacuum specific impulse of hydrogen peroxide as
a function of its concentration.
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Figure 10.5: Performance of H2O2 as a function of concentration (adapted
from Ventura and Mullens[143]).
Characteristic Velocity
The characteristic velocity primarily depends on the chemical nature of the
propellant. However, the actual characteristic velocity can be affected by the
operating conditions and geometry of the thrust chamber. The conventional
definition for this propulsive parameter is:
c∗ =
pcAt
m˙
(10.4)
where pc andAt are, respectively, the chamber pressure and the cross-sectional
area of the nozzle throat. Once the chamber pressure and the propellant mass
flow rate are experimentally measured, the experimental evaluation of the
characteristic velocity simply depends on the geometry of the nozzle. Theo-
retical gas-dynamics computations with the assumptions of quasi-1-D, steady,
isentropic, frictionless, perfect gas flows in variable cross-section ducts, yield
to the following expression for the characteristic velocity:
c∗ =
√
γRTc
γ
(
γ + 1
2
) γ+1
2(γ−1)
(10.5)
In order to evaluate the deviation of the real behavior of the propellant gas
in the thrust chamber from the theoretical one, a conventional parameter,
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called c∗ efficiency, is usually introduced:
ηc∗ =
c∗exp
c∗theo
=
pexpc At
m˙exp√
RT expc
γ
(
γ+1
2
) γ+1
2(γ−1)
(10.6)
When the theoretical characteristic velocity is computed from the actual
values of the chamber temperature (T expc ) and composition (R and γ), it
measures the efficiency of the mass expulsion. In fact, this efficiency takes
into account viscous effects and the other sources of losses and inefficiencies
that are not considered in the quasi-1-D model of ideal rocket performance.
On the other side, as it will be clarified later, if the theoretical characteristic
velocity refers to the best propulsive performance theoretically achievable
with the selected propellant (i.e. the adiabatic complete decomposition for
hydrogen peroxide), the c∗ efficiency assesses also the effectiveness of the
decomposition reaction.
Thrust Coefficient
Except for the specific heat ratio, the thrust coefficient is only a function of
the nozzle geometry and its matching to the actual pressure ratio. In order
to experimentally compute the thrust coefficient, the measured thrust must
be divided by the actual chamber pressure and the cross sectional area of the
nozzle throat:
CF =
F
pcAt
(10.7)
Even for this parameter, a theoretical evaluation can be performed, as follows:
CF = γ
√√√√( 2
γ + 1
) γ+1
γ−1 2
γ − 1
[
1−
(
pe
pc
) γ−1
γ
]
+
(
pe − pa
pc
)
Ae
At
(10.8)
The theoretical formula of the CF can be particularly useful to extrapolate
the performance of the thruster for different values of the expansion ratio of
the nozzle and at different external pressures, such as in vacuum.
10.3 Catalytic Bed for Hydrogen Peroxide Decompo-
sition
The use of catalysts or catalytic beds is historically considered the best way
of accomplishing the decomposition of hydrogen peroxide. Thermal decom-
position, in fact, is usually much slower than catalytic decomposition. In
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this section some of the methods utilized to employ catalysts for the decom-
position of hydrogen peroxide will be briefly described (see Wernimont and
Muellens[149]).
10.3.1 Catalysis
As reported in Cervone,[128] although also other substances proved to be
effective in decomposing HP, nowadays the most used catalysts are metal-
lic silver, platinum, permanganates of alkali metals, and manganese oxides,
namely manganese dioxide and, to a lesser extent, dimanganese trioxide. Ac-
cording to the way the active substance comes in contact with the hydrogen
peroxide, the catalysis can be classified in homogeneous or heterogeneous.
Homogeneous Catalysis
In the homogeneous catalysis, the catalyzed decomposition reaction starts in
the same liquid phase (homogeneous). In this case, liquid hydrogen perox-
ide is usually injected into the combustion chamber together with a second
liquid containing the catalyst. The catalyst comes in contact with hydro-
gen peroxide accelerating the decomposition process after the mixing of the
two liquid steams. In the case of homogeneous catalysis, a member of the
permanganate family (calcium, potassium or sodium) is generally used as cat-
alyst. The most widely used of these catalysts is manganese oxide, which is
particularly soluble in water. Also manganese dioxide is a powerful catalyst,
but it is much less soluble in water. The main disadvantage of homogeneous
catalysis is the need of a second fluid system to deliver the catalyst. If the
catalyst is dissolved in water, the effective power of hydrogen peroxide is di-
luted due to the fact that the actual HP concentration is lowered. Another
possibility is represented by mixing the catalyst with a fuel, so realizing a
device much more similar to a bipropellant engine than to a monopropellant
one. Another disadvantage of homogeneous catalysis is that the catalyst is a
consumable and is exhausted by the nozzle together with steam and gaseous
oxygen. This causes a slight reduction of the specific impulse of the thruster,
because the catalyst has generally a really poor propulsive performance. This
concept was used in the first applications of hydrogen peroxide as a monopro-
pellant, like the V-1 and V-2 gas generators. Musker et al.[150] have recently
conducted an extensive study on highly stabilized hydrogen peroxide used in
conjunction with a sodium permanganate solution as a catalyst, showing that
this arrangement is able to provide a potentially interesting propulsive per-
formance and that complete decomposition of the hydrogen peroxide takes
place few millimeters downstream of the impingement point of the two jets
(the hydrogen peroxide one and the catalyst solution one).
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Figure 10.6: Silver screen catalytic bed.
Figure 10.7: Ruthenium oxides on alumina pellets.
Heterogeneous Catalysis
The catalysis is called heterogeneous because the liquid hydrogen peroxide
comes in contact with the catalyst in solid phase. In this type of catalysis,
hydrogen peroxide is forced to pass through a vessel containing the catalyst
in solid phase. The arrangement composed by the vessel and the catalyst is
called catalytic bed. Depending on the shape of the catalyst, the catalytic
bed can be classified as follows:
• Screen Catalytic Bed: in this case the catalyst is typically a wire screen
made of (or plated with) silver, or some other catalytically active noble
Figure 10.8: Sample of cordierite honeycomb.
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metal. The catalytic bed is then realized by stacking a suitable num-
ber of screens with alternating weave orientation (an example is shown
in Figure 10.6). With this configuration the catalytic bed is practi-
cally insensitive to the vibrations caused by the violent decomposition
process and its total volume can be decreased by approximately 50%
(Wernimont and Muellens[149]). Consequently, screen catalytic beds
reach lifetimes of several hours. However, because of their higher vol-
umetric efficiency, screen beds are also more susceptible to clogging by
deposition of impurities and residues of the stabilizers contained in the
HP;
• Pellets Catalytic Bed: in this type of beds hydrogen peroxide is forced
to pass through a vessel containing closely packed pellets of various
shapes supporting the solid catalyst on their surfaces (an example is
shown in Figure 10.7). The typical catalysts used in pellet beds are
metallic silver or manganese dioxides. Silver is usually electroplated
on metallic pellets, while manganese dioxides are anchored to ceramic
supports or other highly porous inorganic materials by repeated cy-
cles of impregnation with a catalyst precursor solution and calcination
at the appropriate temperature. The catalyst pellets obtained in this
way are then placed in a sealed container, creating the catalytic bed.
Because of their nature, these catalytic beds are prone to powdering
and/or fracture due to flow-induced vibrations and the high thermal
stresses generated by the intense heating of HP decomposition. These
effects usually limit the lifetimes of pellet catalytic beds in the order
of few minutes. For this reason they have been extensively used in the
1950’s in expendable rocket engines with a limited number of relatively
short firings, but are not deemed adequate for use in reaction control
systems requiring large numbers of repeatable thrust pulses;
• Channel Catalytic Bed: in this case a porous ceramic substrate is ar-
ranged in a “honeycomb” shape, as shown in Figure 10.8, and loaded
with the catalyst by successive impregnation/calcination processes. The
hydrogen peroxide flows into the channels of the honeycomb and reacts
with the catalyst pretty much as in pellet and screen beds, except for
the more streamlined nature of the flow field. These kind of beds have
therefore lower pressure losses and are less susceptible to clogging, but
are more prone to flooding (saturation) and channeling effects. The
main technology challenges in the development of these devices are the
selection and manufacturing of substrate materials with the necessary
strength for sustaining the severe mechanical and thermal loads im-
10.3 Catalytic Bed for Hydrogen Peroxide Decomposition 527
posed by the HP decomposition process, and the identification of more
efficient deposition techniques of the catalyst, in order to completely
decompose the propellant before it exits the channels and to increase
the operating life of the device.
10.3.2 Catalytic Bed Features
Plenty of literature, such as Wernimont and Muellens[144] and Ventura and
Wernimont,[148] reports the main parameters suitable for the characterization
of a catalytic bed for hydrogen peroxide decomposition. The requirements
of a typical mission are usually expressed in terms of operating life duration
during which the catalytic bed should be capable to sustain several cycles
and satisfy specific requirements in terms of transient response and steady
operation. Some specific performance parameters, such as the characteristic
velocity efficiency, describe the effectiveness of the decomposition process
which is affected in a complex way by several operational parameters the
most critical of which are the mass flux and the operating pressure of the
bed. In the following sections all these features will be briefly analyzed.
Catalytic Bed Life Specifications
The operating life of a catalytic bed can be significantly influenced by the
quality of the propellant (i.e. fluid contamination and stabilizer influences),
thermal cycling (the degree of the cycle and the bit width) and operating
parameters. The specifications of the operating life of the catalytic bed can
be summarized in the following points:
• Operating Life Duration: in general the largest amount of life is pre-
ferred. For modern catalyst, the typical life durations are thousands of
seconds to hours with 90% H2O2.
• Operating Life Cycles: the maximum number of thermal cycles is de-
sired in particular for attitude control application. A typical goal is to
achieve a total cycles on the order of greater than 5000 cycles.
• Decomposition Roughness: the decomposition roughness is usually ex-
pressed in terms of oscillations of the chamber or exit pressure from
the catalyst bed. A smooth decomposition is conventionally defined
as a roughness of less than 5% (peak-to-peak) of the mean chamber
pressure.
• Transient Requirements: in rocket engines for RCS, the transient start-
up is crucial in order to satisfy the requirements of the attitude control
system. In general, the time-evolution of a thrust profile can be sepa-
rated into different sections: ignition delay, thrust rise time and thrust
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decay time.[151] The ignition delay, called decomposition delay in mono-
propellant rockets, consists in the time required for the thrust to reach
1% of its nominal value since the opening of the firing valve. The thrust
rise time refers to the time elapsed between 1% of the nominal value
to 90%. The decay time concerns with the final transient of the thrust
and it is the time between the shutoff of the valve and the reaching
of 10% of the steady-state value of the thrust. Since the behavior of
the thrust in the rocket can be approximated as a first order system
with respect to an impulsive variation of the mass flow rate, the typical
time constant of first order system (defined as the time needed after the
ignition delay to reach (1-e−1) of the nominal value) can be effectively
used to characterize the transient behaviour of the system.
Catalytic Bed Performance Parameters
The typical parameters used for assessing the performance of the catalytic
bed in decomposing HP for propulsive application are:
• the Characteristic Velocity Efficiency;
• the Temperature Efficiency;
• the Pressure Drop across the catalytic bed.
The capability of a catalytic bed of effectively decomposing HP to gener-
ate thrust can be assessed by means of the characteristic velocity efficiency
(c∗ efficiency or C-Star efficiency) and the temperature efficiency.
In the c∗ efficiency, the experimental characteristic velocity, computed
from the measurements of the propellant mass flow rate, the chamber pressure
and the nozzle throat cross-sectional area, is compared to the theoretical
characteristic velocity corresponding to the ideal case of complete adiabatic
decomposition:
ηc∗ =
c∗exp
c∗theo
=
pexpc At
m˙exp√
RTad
γ
(
γ+1
2
) γ+1
2(γ−1)
(10.9)
The discrepancy between experimental and theoretical characteristic velocity
is due to the actual decomposition temperature (which is lower than the
adiabatic decomposition temperature) and to the non-idealities of the real
expansion in the thrust chamber (the assumptions of the quasi 1-D theory of
ideal rockets are not accurately satisfied).
The temperature efficiency just highlights the first cause of degradation
of the characteristic velocity, expressing how close the measured chamber
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temperature is to the adiabatic temperature corresponding to complete de-
composition of the propellant:
η∆T =
Texp − Tamb
Tad − Tamb (10.10)
Therefore, while the temperature efficiency mainly expresses the effective-
ness of the catalytic reactor, which can be not necessarily followed by a thrust
chamber, the c∗ efficiency is the key propulsive parameter that takes into ac-
count both the chemical performance of the catalyst, which can reduce the
decomposition temperature below its nominal value, and the non-idealities
of the gas transit through the thrust chamber and the convergent part of the
expansion nozzle.
In propulsive applications, another important operational parameter is
the pressure drop across the catalytic bed. It obviously affects the propel-
lant pressurization system and it usually should be minimized in order to
reduce the overall mass of the propellant feed system. However, an exces-
sive reduction of the bed losses reduces the fluid dynamic damping in the
bed, exposing the chamber to the risk of development of self-sustained flow
oscillations. Bed losses also represent the primary source of catalyst pres-
surization during the engine start-up. Their excessive reduction retards the
pressurization of the catalyst, decreasing the propellant decomposition rate
and increasing the length of the start-up transient. Finally, the variation of
the catalyst pressure drop gives indications about the ageing of the bed an
in particular of the occurrence of thermal fracture of the catalyst pellets. Its
theoretical evaluation is quite uncertain because of its complex dependence
on several operating parameters (bed porosity, pellet shape and size, bed
length and load, and the pressure, temperature, density and velocity of the
bed flow), most of which are only imperfectly known.
Catalytic Bed Operational Parameters
The effectiveness of the decomposition reaction inside the catalytic bed de-
pends both on the catalytic activity of the catalyst and the operating condi-
tions at which the catalytic bed is employed. The working conditions of the
catalytic bed are usually identified as follows:
• Mass Flux: the mass flux (bed load or bed loading) is defined as the
mass flow rate through the catalyst divided by its cross sectional area.
The typical values of the mass flux range from a minimum of 0.07
lbm/in2s (or 50 kg/m2s) to a maximum of 0.6 lbm/in2s (or 422 kg/m2s).
However, more typical values are between 0.1 and 0.4 lbm/in2s.
• Overall Mass: the overall mass of the catalyst depends on the catalyst
material and the volume of the catalytic bed. For a specific application,
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the mass flux drives the catalytic bed diameter and, consequently, the
volume of the bed is fixed by the length of the bed. The length of the
catalytic bed typically varies from 1.0 to 6.0 inches.
• Catalytic Bed Pressure: historically the nominal operating pressure of
catalytic beds for 90% hydrogen peroxide decomposition ranges from
100 psi to 1000 psi. The catalyst bed pressure is a crucial parameter
because it directly affects the density of the gaseous products of the de-
composition that influences both the pressure drop across the catalytic
bed and the effectiveness of the decomposition reaction.
• Catalytic Bed Initial Temperature: the boot strapping ignition tran-
sient of a catalytic bed depends on the design of the bed and on the
start conditions, such as, in particular, the initial temperature of the
catalytic bed and the propellant temperature. During the initial tran-
sient, the catalytic bed may flood and liquid hydrogen peroxide can
pass through all the catalytic bed and go out of the nozzle. In general,
a non-flooding ignition transient is preferred. Otherwise, if it is not
possible to avoid the flooding of the bed, the boot strapping ignition
transient should be minimized. In order to accomplish the start require-
ments, the catalytic bed may be pre-heated before the introduction of
the propellant by means of pulsing or external heating elements. How-
ever, a desirable feature of the catalytic bed is the capability to start
with cold initial condition.
• Propellant Temperature: the propellant that enters the catalytic bed
can be directly drawn from the storage tank or may be passed through
a regenerative cooling system and later introduced in the catalytic re-
actor. Consequently, the propellant temperature can significantly vary.
In fact, the minimum storage temperature of the hydrogen peroxide can
be a few degrees above freezing (−12 ◦C) while the feed temperature
after the heating in a regenerative system can be greater than 70 ◦C.
Obviously, the inlet temperature to the catalytic bed can affect both
the start transient and the steady performance of the thruster.
Main Problems Associated to the Catalytic Bed
In the operating life of a typical catalytic bed for hydrogen peroxide decom-
position the main problems that can be encountered are:
• Poisoning: due to the presence of impurities or stabilizers inside the
propellant the activity of the catalyst deteriorates. In particular, the
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de-activation of the catalyst - poisoning - caused by the stannates con-
tained in the hydrogen peroxide as stabilizers is well reported in liter-
ature, Tian et al.[152]
• Flooding: the flooding of the catalytic bed takes place when the liquid
hydrogen peroxide does not decompose completely passing through the
bed. In this case, the temperature at the exit of the catalytic bed is
lower than the boiling point of the water-hydrogen peroxide mixture
at the operating pressure. This problem usually happens at the boot
strapping ignition transient or when the catalyst is strongly deterio-
rated.
• Channeling: the channeling is a local phenomenon in which small
amount of liquid hydrogen peroxide does not directly comes in con-
tact with the catalyst and passes through the catalytic bed without
a complete decomposition. In this case, the bulk temperature of the
gases at the outlet of the bed is higher than the boiling point of the
hydrogen peroxide mixture. The channeling yields to a deterioration
of the decomposition performance and can generate dangerous pressure
oscillation. The onset of pressure instability as a consequence of the
channeling is due to the abrupt reduction of the pressure losses across
the catalytic bed along the channel filled by the liquid mixture of water
and hydrogen peroxide.
• Clogging: the external environmental loads and the internal loads gen-
erated during HP decomposition by differential thermal dilatations and
fluid pressure losses strongly stress the materials of catalytic bed. In
this respect metallic screen beds usually perform better than more brit-
tle ceramic substrates, which tend to degrade due to mechanical fail-
ures, and pellet beds, which are more prone to dusting or catalyst chip-
ping as a consequence of flow-induced vibrations and thermal stresses.
In some cases, the powdering and fracture can yield to the clogging of
the catalytic bed.
Further Requirements
In the selection of the catalyst, further requirements may be determinant:
• Cost: obviously, the cost of the catalytic bed, that meets the imposed
performance requirements, has to be as low as possible.
• Reliability: in general, one of the reason to choose a monopropellant
configuration is the high reliability. Consequently, the catalytic bed,
that is the main component of the thruster, should be highly reliable.
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Figure 10.9: A picture of the V-2 missile.
10.4 Literature Review
The earliest research on hydrogen peroxide-based rockets was conducted by
Walter[153] in Germany during the 1930s. He pioneered the idea of using a
catalytic bed to generate a hot stream of oxygen and steam, which could
either be directed to an exhaust nozzle or used to auto-ignite a fuel. These
early engines were used in the ME163 fighter plane and to drive the V-2
turbine pump (see Figure 10.9).
Interest in hydrogen peroxide in the post-war years up to about 1955 was
confined largely to the United Kingdom, although both the United States and
the former Soviet Union developed the Walter concept for different applica-
tions. The US X-1 and X-15 space planes, together with the early Mercury
and Gemini manned spacecrafts, used hydrogen peroxide in their reaction
control systems. Following these early developments, a significant amount of
work on hydrogen peroxide decomposition and its application to monopro-
pellant rockets was carried out in the 1960s at NASA laboratories,[154], [155]
but this effort was subsequently abandoned with the advent of effective hy-
drazine catalysts and engines. On the other hand, the Russian Soyuz launch
vehicle, which has been in active service for over forty years, continues to rely
on hydrogen peroxide in its gas generator to drive the main turbine pump
and in the RCS thrusters used for the descent phase. Much of the British
10.4 Literature Review 533
Figure 10.10: The US X-1 (left) and X-15 (right) space planes.
Figure 10.11: Thrust chamber of the de Havilland Spectre engine.
work on hydrogen peroxide (Rothmund and Harlow[156]) was concerned with
rocket-assisted take-off engines for rapid ascent and short runways. This led
to several production engines including the mono-propellant De Havilland
Sprite and the Screamer, dating back to 1956. Between 1953 and 1957 a
British company, Saunders Roe, developed a high performance bipropellant
peroxide engine, known as the Spectre. This was used in test flights of the
British jet fighter SR-53. The highly reliable Gamma 301 engine, developed
by Bristol Siddeley in the 1950s, was used for both the first and second stages
Figure 10.12: The Gamma 301 engine.
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of the Black Arrow satellite launcher, which flew from Woomera, Australia
in 1971. This engine provided a vacuum specific impulse of 265 seconds and
used hydrogen peroxide at a concentration of 86%.
Nowadays the most used catalyst materials for H2O2 are metallic silver
([154], [157]), permanganates of alkali metals as in Musker[158] and manganese
oxides (typically MnO2 and Mn2O3). Some experience is also available with
alumina-deposited platinum, ruthenium dioxide, divanadium pentoxide and
lead oxide, as in Rusek.[159] None of these solutions is free from drawbacks,
the most important being temperature limitations and poisoning for metallic
silver (Wernimont and Mullens;[149] Ventura and Wernimont[148]), powder-
ing and thermomechanical resistance for ceramic-deposed catalysts, exces-
sive flow resistance for pellet beds, and flow stratification for channel matrix
support catalysts (Beutien et al.[160]).
Along with the application of hydrogen as a monopropellant, there was
also an evolution of the methods used for catalyst decomposition and devel-
opment. The work-horse catalyst for 90% hydrogen peroxide has long been
the silver screen pack.[148] This catalyst proved to be a robust choice, but its
relatively low melting temperature limits its use to hydrogen peroxide con-
centrations lower than circa 92%. The main reason for using higher peroxide
concentrations is the increase of the ratio between the adiabatic decomposi-
tion temperature and the average molecular weight of the products, which is
beneficial in attaining superior propulsive performance. In particular, rais-
ing the H2O2 concentration to 98% can increase the monopropellant specific
impulse by approximately 10 to 20 seconds. On the other hand, 98% H2O2-
kerosene rocket engines can start to rival conventional storable propellants,
and this feature has prompted various programs, such as Future-X and SMV,
to consider using H2O2 and particularly 98% H2O2 as a “green” oxidizer.
Earlier 98% HP catalytic beds, realized in the 1950s and 1960s, were based
on the use of screens made of different materials, like high melting point sil-
ver alloys (silver palladium), platinum, palladium, iridium, ruthenium, man-
ganese dioxide, cobalt. However, no one of these candidate materials pro-
vided really adequate performance. Alternative techniques for decomposing
hydrogen peroxide greater than 90% are necessary in order to fully exploit
the higher performance offered by 98% H2O2. Research for the development
of advanced catalytic beds has focused on the characterization of catalytic
materials in batch reactors and the evaluation of the overall performance of
the catalytic beds in monopropellant thruster prototypes. Ceramic-deposed
catalysts have mainly been developed because of their cost-effectiveness and
potentially favorable thermo-mechanical properties.
Kappenstein et al.[161]have recently investigated the thermal decompo-
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sition and the hydrothermal reduction of different permanganate precur-
sors of manganese oxide-based catalysts, finding that higher reaction surface
area and activity are exhibited when using potassium permanganate rather
than sodium permanganate. An extensive experimental study carried out
by Rusek[159] indicated that catalysts based on MnO2 or Mn2O3 on differ-
ent ceramic pellets lead to an activity about one order of magnitude higher
than obtained with silver. Other catalysts, like ruthenium dioxide, displayed
activities about three times higher than manganese oxides. Moreover, a se-
ries of thermal tests in the same study showed that the activity of platinum
on alumina is one order of magnitude higher than exhibited by manganese
oxides-based catalysts. These findings, however, are not fully consistent with
those obtained by Pirault-Roy et al.[162] who investigated the activity of
platinum supported on silica, silver, iridium and platinum-tin or manganese
oxides supported on alumina, observing that silver on alumina yielded the
highest activity, followed by manganese oxides on alumina and by platinum
on silica. Another experimental activity was carried out by Eloirdi et al.[163]
using a constant-volume batch reactor. Two catalysts, manganese oxide and
silver supported on alumina, were tested. The manganese oxide catalyst
showed a better activity with a good repeatability after several firings, while
the supported silver sample was less active and showed a slight loss of activity
after the first firings.
Tian et al.[152] have investigated the performance of Ir/γ-Al2O3 catalyst
for the decomposition of high concentration hydrogen peroxide in a mono-
propellant thruster, finding that catalyst oxidation and surface Sn poisoning
are the main reasons for catalyst deactivation. Beutien at al.[160] have il-
lustrated the evaluation of cordierite-based catalytic beds for 98% hydrogen
peroxide. The most interesting characteristic of cordierite as a catalyst sup-
porting material, together with its relatively good mechanical strength, is
that it does not melt or break when exposed to 98% hydrogen peroxide de-
composition. Furthermore, high-channel density catalytic beds tend to result
in higher temperatures and a more complete decomposition with respect to
low pore density ones (Long and Rusek[164]).
For the development of efficient HTP thrusters, it is necessary to attain
almost complete decomposition of the propellant by optimally matching the
operating parameters of the thruster (chamber pressure, HTP concentration,
mass flow rate and feed pressure) and the configuration of the catalytic bed,
which depends on the propellant dwell time and load, on the choice of the
active catalytic species, as well as on the characteristics of the support in
terms of chemical nature (metallic, ceramic, etc.,), shape (screens, grids,
pellets or monoliths), porosity, and specific surface area.
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Together with the chamber pressure, a critical operating parameter of
the catalytic bed is the mass flux or bed load. Typical bed loads for H2O2
catalysts are reported[148] to range from a lower limit of 35 kg/m2s to a max-
imum of 279 kg/m2s even though General Kinetics Inc. claimed[165] to have
successfully tested a catalytic bed with a mass flux of 976 kg/m2s but no
information about the catalyst used in this specific case are provided. In
the field of miniature HP thrusters, a prototype operating with a monolithic
catalyst have been developed[166] it is able to significantly reduce the pres-
sure drop across the catalytic bed compared to pellet configurations. The
advanced catalyst has been able to decompose up to 1.2 kg of H2O2 for a
total catalyst lifetime of 1.25 hrs and a total impulse of 1600 Ns. Being the
generated thrust level between 50 to 550 mN, the bed load has been limited
to about 2 kg/m2s. Another interesting work[167] was concerned with the
sizing of a 50 N thruster using the results of experiments performed on a
catalytic reactor at low mass flow. For both devices a bed load of 50 kg/m2s
has been used. The catalyst was similar to those recently developed by the
authors and consisted of a bimodal γ-Al2O3 pellet substrate impregnated
with platinum using H2PtCl6 solution as a precursor.
The development of reduced-order models capable of rapidly predicting
the performance of catalytic beds, conducting parametric analyses, and pro-
viding interpretative indications for the preliminary sizing and design of liquid
propellant rocket thrusters is of special interest to space engineers. However,
not many such models have been proposed so far, probably due to the dif-
ficulty of adequately describing the complex two-phase, chemically reacting,
liquid-gas-vapor flow through the catalytic bed. Satterfield et al.[168] have
examined the catalytic decomposition of H2O2 in a tubular reactor from
an analytical standpoint. A numerical simulation of the catalytically de-
composing flow of H2O2 through a silver screen bed has been reported by
Chiappetta et al.[169] The flow is assumed to be axisymmetric, with pres-
sure losses modeled by means of Darcy’s law for porous media. The H2O2
decomposition kinetics is represented by a one step chemical reaction, where
the pre-exponential constant in the Arrhenius law is assumed to vary linearly
with catalyst bed surface-to-volume ratio and the corresponding activation
energy is set to a constant value of 12 kcal/mol (50232 J/mol). Corpening et
al.[170] investigated the thermal decomposition of liquid HTP injected in a
hot stream of HP decomposition products. Their model assumes steady, 1D
adiabatic flow, and accounts for droplet evaporation, gas phase decomposi-
tion kinetics, and the mass, momentum and energy conservation laws for the
two phases.
None of these works, however, specifically refers to the HTP decomposi-
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tion through pellet bed reactors, which is the focus of the present research.
10.5 Scope and Goals of Present Research
The scope of the present research is the development of advanced catalysts
on ceramic supporting pellets for hydrogen peroxide decomposition and their
integration on prototypes of hydrogen peroxide monopropellant rockets. The
research has focused on ceramic pellets because of their potentially favor-
able thermo-mechanical properties that allow to identify them as the most
promising catalysts for the decomposition of 98% hydrogen peroxide.
The literature review has revealed that the only affordable approach in the
development of hydrogen peroxide monopropellant rocket is the experimental
one. This is true for both the selection of the suitable catalyst and the
identification of the operating parameter of the catalytic bed.
Following that direction, the goals of the present research with respect to
the design of the prototypes were:
• to test the catalysts at the typical conditions of space applications;
• to investigate different bed configurations under a wide range of oper-
ating conditions (operating pressure, mass flux, overall dimensions of
the bed etc.);
• to experimentally evaluate the propulsive performance of the thruster
and the decomposition performance of the catalytic bed.
With respect to the development of the catalyst, the main objectives of
the research were:
• the identification of the most effective catalytic element for the decom-
position of hydrogen peroxide;
• the identification of suitable carriers for the decomposition of high grade
hydrogen peroxide;
• the characterization of operating life of the catalyst.
Concerning the identification of the operating parameter, the understand-
ing of their mutual interaction and the influence that they have on the propul-
sive performance, the research focused on:
• the development of a reduced order model of the hydrogen peroxide
decomposition flow in a pellet-type catalytic bed;
• the experimental investigation of the steady state performance of the
prototypes at different operating conditions;
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• the identification of the influence of the operating parameter on the
initial transient start-up.
Chapter 11
Experimental Apparatus
The experimental characterization of the monopropellant thruster prototypes
has been carried out using ALTA’s Green Propellant Rocket Test Facility,
an easily reconfigurable and expandable experimental apparatus especially
designed for performance characterization of small monopropellant (H2O2)
and bipropellant (H2O2-hydrocarbon) rocket engine prototypes and catalytic
reactors operating at thrust levels in the 1-10 N and 25-100 N ranges. The
first part of this chapter reports a brief overview of the main components of
the test facility and a description of the three prototypes used in the test
campaign. Finally, the last two sections respectively deal with the catalysts
and propellants employed in the experiments.
11.1 The Green Propellant Rocket Test Facility
The Green Propellant Rocket Test Facility (GPRTF) consists of a custom-
made test bench and a propellant feed system, designed for providing hydro-
gen peroxide to the thruster prototypes. Further details of the facility can
be obtained from Pasini[171] and D’Elia.[172]
11.1.1 The Engine Test Bench
A three-dimensional view and a picture of the test bench are shown in Fig-
ure 11.1. The mobile part of the one degree-of-freedom dynamometric force
balance for the measurement of the engine’s axial thrust consists of an L-
shaped cradle, obtained by bolting together an horizontal and a vertical plate
by means of two lateral triangular ribs. The load cell for the measurement
of the axial thrust is installed on the vertical plate. The engine prototype is
mounted in the cradle, which has suitable provisions for the hydrogen perox-
ide feed line and for accommodating thrusters of different sizes. The engine
cradle is connected to the upper supporting plate of the thrust balance by
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Figure 11.1: 3-D-drawing (left) and a picture of the test bench assembly
(right).
means of two flexures realized out of 0.05 mm thick stainless steel sheets.
These flexures are designed for transmitting to the supporting structure all
of the off-axis engine loads, while being extremely flexible in the axial di-
rection in order to minimize their interference with the thrust measurement.
For bigger thrusters it is possible to easily reconfigure the balance over a
relatively wide range of thrust levels by simply mounting a cell with suitable
load capacity and by changing the thickness of the flexures. The thrust bal-
ance is suspended to a stiff cantilever beam supported by a second vertical
I-beam, which also mounts the stop plate and screw used as mating elements
for adjusting the compression preload of the measuring cell. The test bench
has been designed paying particular attention to the reduction of spurious
additional forces interfering with the thrust measurement. The calibration
showed that the relative error on the axial thrust introduced by the force
balance (i.e. by hydrogen peroxide supply tubes, electrical connections of
transducers, flexures etc.) is lower than 2%, Pasini[171] and D’Elia.[172]
11.1.2 The Propellant Feed System
The propellant feed system has been specifically designed for providing hy-
drogen peroxide to the prototype thrusters (see Figure 11.2). This system
is intended as a multi-purpose one, which can easily be adapted and re-
configured for testing thrusters of different operational characteristics (like
bipropellants or hybrids) and target performance. A schematic of the pro-
pellant feed system is shown in Figure 11.3. High-concentration hydrogen
peroxide is stored at up to 40 bar pressure in the main 2.5 liters tank, made
of stainless steel and internally coated with Teflon. If necessary, its storing
capability can be increased by connecting it to a larger tank. In order to
avoid dangerous overpressures in the case of uncontrolled hydrogen peroxide
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Figure 11.2: ALTA’s GPRTF: feed system.
Figure 11.3: Schematic of the hydrogen peroxide supply facility.
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decomposition, the tank is connected to a manually operated safety valve, a
burst-disk and a non-return valve. The physical conditions of the propellant
stored in the tank are monitored by means of a thermocouple (6 mm diameter
J-type mineral-insulated thermocouple, produced by Watlow) and a pressure
transducer (PTU model produced by Swagelok with a 0-40 bar pressure range
and an accuracy of 0.43% FSO). A check valve, a cavitating venturi and a
Coriolis flowmeter (Optimass MFS 7100 S04 produced by Krohne with a
maximum operating pressure of 150 bar, a maximum flow rate of 100 kg/hr
and an accuracy of 0.1% of the measured flow rate) have been placed along
the hydrogen peroxide feeding line in order to, respectively, prevent flow re-
versals, regulate the flow by only adjusting the upstream pressure in the
tank, and monitor the propellant mass flux with the required accuracy. For
ease of reconfiguration, standard (1/4”) PTFE-lined, stainless steel-braided
hoses have been used for interfacing the main components of the feed sys-
tem. Remotely-operated electro-pneumatic valves have been employed for
operating the various fluid lines of the facility. A commercial solenoid valve
with a low response time (<20 ms) has been chosen as firing valve. Gaseous
nitrogen from a 200 bar bottle has been fed at different regulated pressures
to the three lines used for propellant tank pressurization (40 bar), pneumatic
valve actuation (7-8 bar), and for purging to a discharge tank and venting
all of the hydrogen peroxide lines. In order to prevent accidents, the de-
tailed test procedure has been specified in written step-by-step instructions
and ALTA’s team has been equipped with the personal protective equipment
(PPE) prescribed when handling high-grade hydrogen peroxide.
11.2 Hydrogen Peroxide Monopropellant Rocket Pro-
totypes
During the experimental campaign, three different monopropellant rocket
prototypes has been developed and integrated inside the test facility.
The design of the Prototype I has been obtained as a the results of a
review of the state of art on the H2O2 monopropellant thruster, Cervone et
al.[173]
In order to investigate different bed configurations under a wide range
of operating conditions, a new reconfigurable monopropellant thruster proto-
type, named Prototype II, has been designed and realized. The main features
of this prototype are the possibility of changing the operating pressure and
the capability of fixing the overall dimensions of the catalytic bed (both in
terms of the diameter and the length).
The experimental results obtained from the Prototype II have allowed for
tuning a useful reduced order model for the performance analysis of a generic
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Figure 11.4: Main parts of the thruster prototype I.
H2O2 catalytic reactor.
Finally, the last prototype, called Prototype III, has been designed with
the purpose of decreasing as much as possible the start-up transient and
monitoring the advancement of the catalytic decomposition of the hydrogen
peroxide along the catalytic bed.
11.2.1 Prototype I
The thruster has been designed in a modular manner (Cervone et al.[173]) and
consists of five main components in AISI 316L stainless steel (see Figure 11.4):
the catalytic bed, the nozzle, the connecting flange, the injection plate and
the distribution plate. Sealing is obtained by means of copper-coated, inconel
C rings and two AISI 304 stainless steel screens (37x37 mesh size and 0.2 mm
wire diameter) are used for retaining the catalyst pellets.
Sizing of the engine prototype and its components has been carried out
using the standard simplified isentropic 1D relations presented in Cervone
et al.[173] The chamber pressure, the residence time of the propellant in
the catalytic bed and the catalytic bed loading have been chosen based on
the typical values reported in the open literature for similar applications.
Originally the conical nozzle was designed for an exhaust pressure of 13800
Pa. Since the tests reported in this thesis would have been carried out at
atmospheric external pressure, the original nozzle has been shortened in order
to avoid flow separation due to excessive over-expansion.
Figure 11.5 shows a schematic of the thruster prototype and the trans-
ducers arrangement while Table 11.1 summarizes the main features of the
tests thruster prototype.
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Figure 11.5: Cut-off assembly drawing of the thruster prototype I.
Units Values
Catalytic Bed
inner diameter mm 8
length/diameter ratio - 4
Nozzle
throat diameter mm 2
exhaust diameter mm 3.73
exhaust area ratio - 3.48
conical nozzle half angle deg 15
nozzle length mm 3.23
Injection/Distribution Plates
diameter mm 8
diameter of holes mm 1.5
open area/total area ratio - 0.5
Table 11.1: Main geometrical features of the prototype I.
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11.2.2 Prototype II
Based on the experience gained during previous experimental campaigns on
Prototype I, a new reconfigurable monopropellant thruster prototype has
been designed and realized for investigating different bed configurations under
a wide range of operating conditions. The complete decomposition of a given
mass flow rate of HP through a catalytic reactor mainly depends on three
factors:
• the characteristics of the catalyst;
• the dwell time τ of the HP flow;
• the operating pressure.
The characteristics of the catalyst determine the activity of the reactor and
include the chemical nature of the catalytic substance, the strength of its
bond with the carrier, and its dispersion on the support (density of active
sites). For a given reactant, the nominal dwell time τ is directly proportional
to the bed length L and inversely proportional to bed load G (defined as
the reactant mass flow rate divided by the nominal cross section of the cat-
alytic bed). Clearly, longer residence times improve the completion of the
decomposition reaction. The chamber pressure affects the reactant concen-
tration and the velocity of the decomposing gas flow in the reactor. Higher
operating pressures result therefore in increased decomposition activity and
reduced pressure losses through the reactor. The catalytic bed of the newly
designed monopropellant thruster prototype has been realized by means of
a modular cartridge for rapid reconfiguration and simplified filling with the
catalyst pellets (see Figure 11.6).
The cartridge consists in a 36 mm I.D. AISI 316L stainless steel casing,
long enough to accommodate a 100 mm long catalyst bed between the up-
stream spring-loaded injection plate and the downstream distribution plate.
Two AISI 304 stainless steel screens (37x37 mesh size and 0.2 mm wire di-
ameter) are interposed between the plates and the catalyst for retaining the
pellets. Cylindrical inserts with different lengths (L = 30, 60, 90 mm) and in-
ner diameter (D = 18 and 25 mm) can be inserted inside the cartridge before
filling with the catalyst pellets, allowing for easy and independent control of
both the dwell time τ and the bed load G. Tight tolerances have been used in
order to prevent HP from channeling along the clearance between the inserts
and the casing. In accordance with the indications of the technical literature,
the injection and distribution plates have a 50% open area ratio, realized by
means of two different series of holes. The inner part of both plates has a
series of 8 small holes (1 mm I.D.) for better distributing the flows of HP
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Figure 11.6: Main parts of the thruster prototype II.
and decomposition products when using the highest bed load configuration,
while the outer part has a series of 210 holes (1.5 mm I.D.) A central M3
threaded hole is used for connection to the extracting tool. Once assembled,
the cartridge is inserted inside the AISI 316L external housing and directly
retained by the HP connecting flange, which seals on two MICATHERM S15
face gaskets. The chamber pressure can easily be adjusted by replacing the
separate convergent-divergent nozzle, flanged on the external housing and
sealed by a MICATHERM S15 face gasket. The thruster prototype has been
designed for 5 g/s of 87.5% HP mass flow rate. Using standard isentropic 1D
gas dynamic relations, three different conical nozzles have been designed for
realizing adapted expansions from 10, 15 and 20 bar (chamber pressure, pc)
to one atmosphere (ambient pressure, pa).
The monopropellant thruster prototype has been designed in order to
be easily interfaced with the thrust balance of the test facility. Figure 11.7
reports a cut-off of the assembled prototype II while the main features of the
test prototype are summarized in Table 11.2.
11.2.3 Prototype III
Based on the experience gained during previous experimental campaigns on
protoytpe I and prototype II, a new reconfigurable monopropellant thruster
prototype has been designed, with special attention to:
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Figure 11.7: Cut-off assembly drawing of the thruster prototype II.
Units Values
m˙ g/s 5
H2O2 wt% 87.5
γ - 1.285
Tc K 952
D mm 36 25 18
G kg/m2s 4.91 10.19 19.65
L mm 30 60 90 30 60 90 30 60 90
τ s 8.4 17 25 4.1 8.1 12 2.1 4.2 6.3
pc bar 10 15 20
pe atm 1
Dt mm 2.40 1.96 1.70
Ae/At - 2.1 2.7 3.3
α deg 15
F N 5.70 6.06 6.28
Table 11.2: Main characteristic of the test prototype II.
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• substantially reducing the empty volumes and the wall thickness of the
engine elements with respect to the previous prototype II, in order to
decrease as much as possible the start-up transient and the wall heat
losses;
• guaranteeing the possibility adjusting the length of the bed and its
propellant load G within reasonably wide ranges, in order to adapt
them to the observed performance of the catalyst;
• simplifying the design and mounting of the bed housing and its related
components;
• introducing several temperature probes along the bed in order to better
detect and monitor the possible degradation of the catalytic activity;
• supplying the H2O2 to the catalytic bed by means of a suitable spray
injector, in order to reduce the wetted portion of the bed (where propel-
lant vaporization takes place), as well as the thrust build-up transient.
Figure 11.8 shows a cut-off assembly of the thruster prototype used in
the current experiments.
The thruster has been designed to operate with 5 g/s of 90% H2O2 at a
nominal chamber pressure of 15 bar and 10 kg/m2 s of bed load, developing a
nominal thrust of 6.5 N. In order to change the bed load, three conical nozzles
have been designed in order to allow atmospheric operation of the thruster
without nozzle flow separation at three values of mass flow rate (5, 17 and
28 g/s) and the same chamber pressure (15 bar). Therefore the nozzles have
been manufactured as separate elements, which can be easily substituted
depending on the desired experimental conditions. The main element of the
thruster is the cylindrical casing, which is interfaced at the fore end with the
flanged connection to the thrust balance and at the aft end to the threaded
nozzle (see Figure 11.9).
Sealing is assured by a MICATHERM S15 seal and a copper face gasket,
respectively. The catalytic reactor is provided with five temperature taps
realized by means of 1/16” NPT connectors welded on the outer wall of
the thruster casing. The taps are spaced axially by 10 mm starting from the
injection plate, and alternately staggered by ±60◦ with respect to the vertical
meridional half-plane. The maximum volume available for the catalytic bed
in the channel between the injection and distribution plates is 30 cm3, with
a maximum length of 60 mm. The distribution plate has a 50% open area
ratio, realized by means of 210 x 1.5 mm I.D. holes for more uniform injection
the decomposition products in the combustion chamber, and a central M4
threaded hole for connection to the extraction tool. Conversely, the injection
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Figure 11.8: Cut-off assembly drawing of the thruster prototype III.
Figure 11.9: Main parts of the thruster prototype III.
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Figure 11.10: A picture of the subsystem composed by the injector, the spring
and the cap-shaped grid.
plate is an AISI304 cap-shaped grid with a 40 mesh index kindly provided by
EUROSAF S.r.l.. Its mesh size represents a trade-off value between the sizes
of the injection droplets and of the catalyst pellets, in order to not to obstruct
too much the passage of the propellant droplets through the plate and their
rapid vaporization as they reach the catalyst surface. Hydrogen peroxide
injection is realized by means of a hollow-cone fine spray nozzle, model TN-
SS-03 by Spraying System Co, assembled on the adapter by means of a ring
nut. The nozzle nominally operates at 5 bar of pressure drop, generating
droplets with 110 µm volumetric mean diameter and a jet angle of 58◦. Once
the spray injector has been mounted on its support and the catalyst has
been loaded in the bed volume, the cap-shaped injection plate and its 20
N compression spring are inserted into the housing in order to refrain the
catalyst pellets from moving under the loads generated by the propellant flow.
Figure 11.10 shows a picture of the subsystem composed by the injector, the
spring and the cap-shaped grid.
Finally, the exhaust nozzle is screwed in the aft part of the casing and
the entire thruster is mounted by means of eight M4 bolts to the L-shaped
connection with the thrust balance of ALTA’s Green Propellant Rocket Tests
Facility (GPRTF).
11.3 Measurements and Data Acquisition System
The measurements taken during a typical test can be divided into two dif-
ferent categories: measurements for monitoring the operation of the propel-
lant supply system and measurements for evaluating the performance of the
thruster prototype.
11.3 Measurements and Data Acquisition System 551
With reference to Figure 11.3, three pressure transducers, one thermo-
couple and one flowmeter have been installed along the hydrogen peroxide
line, in order to carry out the following measurements:
• the tank delivery pressure, which is directly related to the propellant
mass flow rate as long as cavitating conditions are established in the
venturi;
• the tank temperature, whose abnormal increase is usually an indication
of incipient decomposition of the stored hydrogen peroxide;
• the venturi differential pressure, whose value is indicative of correct op-
eration under cavitating conditions where the hydrogen peroxide mass
flow rate only depends on the tank delivery pressure;
• the venturi outlet pressure, which gives information on the state of the
fluid entering the flow meter and indirectly on the venturi inlet pressure;
• the propellant flow rate.
In order to monitor the performance of the thruster prototype the follow-
ing measurements are acquired:
• the chamber pressure, by means of a Kulite pressure transducer model
XTM-190M-17 bar, mounted by means of suitable Swagelok connectors
on the external housing of the thruster;
• the pressure drop across the catalytic bed, by means of a FP2000 dif-
ferential pressure transducer produced by Honeywell;
• the chamber temperature, by means of a 1 mm diameter K-type mineral-
insulated thermocouple mounted on the catalytic reactor housing by
means of an adjustable 1/8” NPT threaded bushing, with the sensing
tip located on the chamber axis;
• the temperature along the catalytic bed, by means of five 1 mm diam-
eter K-type mineral-insulated thermocouples mounted on the catalytic
reactor housing by means of an adjustable 1/8” NPT threaded bushing,
with the sensing tip located on the catalytic bed axis;
• the thrust, by means of a subminiature compression load cell (Sensotec
model 13).
Table 11.3 reports the model, the physical range, the accuracy and the
location of all of the transducers installed in the GPRTF configuration used
for the experimentation reported in the present thesis.
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Propellant Supply Facility
Transducer Model Range Accuracy Location
thermocouple
J-type
6 mm OD, mineral-
insulated, by Watlow
−40÷ 750 ◦C ±1.5 ◦C up to
375◦C
main tank
gauge pressure
transducer
PTU60 model, by
Swagelok
0÷ 60 barg ±0.43 % FSO main tank
differential
pressure trans-
ducer
FP2000 model, by
Honeywell
0÷ 500 psid ±0.1 % FSO across the Venturi
gauge pressure
transducer
PTU40 model, by
Swagelok
0÷ 40 barg ±0.43 % FSO downstream of
the Venturi
Coriolis mass
flow meter
MFS 7100 S04
model, by Krohne
0÷ 100 kg/hr ±0.1 % mea-
sured value
downstream of
the Venturi
Test Section
Transducer Model Range Accuracy Location
absolute
pressure trans-
ducer
XTM-190M, by
Kulite
0÷ 17 bara ±1 % FSO downstream the
injector/ combus-
tion chamber
differential
pressure trans-
ducer
FP2000 model, by
Honeywell
0÷ 25 bard ±0.1 % FSO + tap: upstream
of the injector
(or the catalytic
bed); -tap: com-
bustion chamber
thermocouple
K-type
1 mm OD, mineral-
insulated, by Tersid
−200÷ 1350 ◦C ±1 ◦C up to
375◦C; ±4 ◦C
@ 100◦C;
along the cat-
alytic bed/
combustion
chamber
load cell model 13, by Sen-
sotec
1 kgf ±0.9 % FSO on the cradle
load cell model 13, by Sen-
sotec
25 lbf ±0.9 % FSO on the cradle
Table 11.3: ALTA’s GPRTF sensors list.
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A DC source, cable of supplying different output voltages, provides the
transducers with the required excitations. The data coming from the sensors
and transducers installed in the facility are acquired and transferred to a
personal computer by means of a National Instruments acquisition board,
capable of acquiring 32 analogical and 48 digital channels at a maximum
sample rate of 1.25 Msps. The acquisition board is connected to:
• a SCXI 1520 module, for conditioning and filtering the signals coming
from the pressure transducers, the load cell and the flow meter;
• a SCXI 1520 module, for conditioning and filtering the signals coming
from the pressure transducers, the load cell and the flow meter;
• a SCXI 1125 module, for conditioning and filtering the thermocouple
signals;
• a SCXI 1163 module, for providing the digital outputs for the remote-
control of the electro-pneumatic valves.
In particular, the flow meter current output (4 - 20 mA) has been changed
into a voltage output by means of a calibrated 200 Ω resistance (0.8 - 4 V) in
order to acquire the signal using the same SCXI 1520 module. A LabVIEW R©
data acquisition and control program has been implemented. The operator
can actuate the valves both manually (by clicking on the corresponding dis-
play switch) and automatically (by starting the predefined automatic proce-
dures), having direct knowledge of the state of the valves. The acquired data
are recorded and real-time displayed on the front panel. Separate windows
also allow for in-line displaying the time-histories of all of the main measure-
ments acquired during the test. This allows for the operator to fully monitor
the entire system and make the proper decisions. Before the program is run
it is also necessary to choose the sample acquisition rate compatibly with the
maximum sampling rate of the acquisition board and the CPU performance.
Except for some experiments performed on the Prototype I in which the
sample rate has been 10 sps and the signals have not been low-pass filtered, a
20 sps acquisition rate has been selected for compatibility with the maximum
speed of the acquisition board and of the personal computer CPU, which
represents the most stringent speed limitation of the present experimental
configuration. Pressure, mass flow rate and thrust signals have been low-
pass filtered by means of a 10 Hz cut-off frequency analog Butterworth filter.
A lower cut-off frequency (4 Hz) has been used for the temperature signals.
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11.4 Catalysts and Catalytic Beds
The core of the hydrogen peroxide monopropellant thruster is represented by
the catalyst.
In collaboration with the Chemistry and Industrial Chemistry Depart-
ment of Pisa University and the Department of Industrial Chemistry and
Material Engineering of the University of Messina, ALTA S.p.A has devel-
oped a series of advanced catalysts on ceramic supporting spheres based on
novel implantation techniques. The chemical activity of these catalysts has
been preliminary assessed using 30% hydrogen peroxide solution by weight in
a dedicated test bench[174]–[177] in order to select the most promising catalysts
to be integrated in the thruster prototypes.
Furthermore, a platinum catalyst (here indicated as Pt/Al2O3-COM),
produced by a major commercial manufacturer, has also been procured in
order to compare the propulsive performances of the catalysts developed by
ALTA S.p.A with those of a typical commercial benchmark for space propul-
sion applications.
The following sections reports a brief description of the several platinum-
based catalysts used in the experimental campaign. The selected criterion
for the classification has been the material of the supporting carriers.
11.4.1 Pt/γ-Al2O3 Catalysts
The LR-57 and LR-59, two platinum-based catalysts on γ-Al2O3 developed
by ALTA S.p.A. in collaboration with the Chemistry and Industrial Chem-
istry Department of Pisa University, have been selected, as they proved to be
very active and relatively insensitive to poisoning problems. The LR-57 and
LR-59 catalysts have been obtained from two different precursors using the
same γ-alumina carrier and deposition procedure. The deposition procedure
can be summarized in the following steps:
• impregnation phase (Pt precursor and solvent);
• drying phase (mechanical depressurization at 10−4 atm and room tem-
perature);
• reduction phase (under hydrogen atmosphere at room temperature).
The substrate, indicated as 0.6/175 and produced by SASOL GmbH, consists
of γ-Al2O3 with a BET surface area of 170 m
2/g and a pore volume of 0.53
ml/g. Figure 11.11 reports some pictures of the LR-59 catalyst.
The Pt/Al2O3-COM platinum catalyst, produced by a major commercial
manufacturer, has been supported on γ-alumina granules with monodispersed
diameters ranging from 0.71 to 0.85 mm (see Figure 11.12).
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Figure 11.11: LR-59 catalytic spheres (left); SEM images of LR-59 (right).
Figure 11.12: Granules of Pt/Al2O3-COM platinum catalyst.
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The Pt/Al2O3-COM catalyst employs the same substrate used for com-
mercial catalysts produced for hydrazine decomposition. The catalyst car-
rier, obtained by means of a suitable sol-gel procedure capable of yielding
nearly spherical granules for more uniform bed packing and reduced pressure
drop,[178] has a consistent record of long duration. Up to three hundred thou-
sand firing pulses have been carried out in a 20 N, 4 N and 1 N hydrazine
monopropellant thruster[179] using the same substrate as the Pt/Al2O3-COM
catalyst with a different active species. The choice of this catalyst support
has been motivated by the fact that similar thermo-mechanical conditions are
expected in the present HP decomposition tests in the thruster prototype.
The nominal platinum load of the Pt/Al2O3-COM catalyst is 10% by weight.
The full SEM spectra are presented in Romeo et al.[180]
The main properties of the LR-57, LR-59 and Pt/Al2O3-COM catalysts
under investigation are reported in Table 11.4. The last column in Table 11.4
reports the catalyst load expressed in percent weight content, which refers
to the average SEM reading over the optical framing window (200× 180µm
for LR-57, LR-59 catalysts and 240 × 200µm for Pt/Al2O3-COM catalyst),
down to the typical penetration depth of the electron beam below the catalyst
surface (about 200 atomic layers).
11.4.2 Pt/α-Al2O3 Catalysts
Several catalysts have been selected for testing in the thruster prototype in
the development of the present experimental campaign with the aim of as-
sessing their chemical activity, susceptibility to poisoning, as well as useful
life for H2O2 decomposition. In particular, three Platinum catalysts on alu-
mina, indicated as FC-LR-87, LR-III-97, LR-III-106 , have been prepared
using proprietary coating techniques developed by ALTA S.p.A. in collabo-
ration with the Department of Chemistry and Industrial Chemistry of Pisa
University, Italy. All of them have been prepared using 0.6 mm spheres of
ceramic α-alumina as catalyst support. The substrate, indicated as 0.6/4 and
produced by SASOL GmbH, consists of α-Al2O3 with a BET surface area of
4 m2/g. Figure 11.13 and Figure 11.14 respectively show the pictures of the
FC-LR-87 and LR-III-106 catalysts.
11.4.3 Pt/θ-α-Al2O3 Catalyst
The LR-IV-11, developed by ALTA S.p.A. in collaboration with the Depart-
ment of Chemistry and Industrial Chemistry of Pisa University, is a Pt/θ-α-
Al2O3 catalyst. Its substrate, indicated as 0.6/75 and produced by SASOL
GmbH, is a mixture of θ and α alumina, with one order of magnitude higher
BET surface area (75 m2/g) with respect to the α-alumina carrier. Table 11.4
reports the main characteristics of this catalyst.
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Figure 11.13: FC-LR-87 catalyst samples.
Figure 11.14: LR-III-106 catalyst samples.
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Figure 11.15: SEM pictures of the CZ-11-600.
Support Metal load
Identification
code
Catalysts Shape Typical
dimen-
sion
BET
surface
area
Nominal SEM
mm m2/g wt% wt%
LR-57 Pt/γ-Al2O3 spheres 0.6 170 5.4 3.5
LR-59 Pt/γ-Al2O3 spheres 0.6 170 4.8 4.2
Pt/Al2O3-COM Pt/γ-Al2O3 grain 0.71/0.85 170/220 10 8
FC-LR-87 Pt/α-Al2O3 spheres 0.6 4 2 35
LR-III-97 Pt/α-Al2O3 spheres 0.6 4 2 35
LR-III-106 Pt/α-Al2O3 spheres 0.6 4 1 3
LR-IV-11 Pt/θ-α-Al2O3 spheres 0.6 75 1 2.5
CZ-11-600 Pt/Ce0.6Zr0.4O2/θ-
α-Al2O3
spheres 0.6 75 10 10
Table 11.4: Summary table of the catalysts.
11.4.4 Pt/Ce0.6Zr0.4O2/θ-α-Al2O3 Catalysts
Another Platinum catalyst, indicated as CZ-11-600, has been prepared in
collaboration with the Department of Industrial Chemistry and Material En-
gineering of the University of Messina, Italy, as reported in Romeo et al.[181]
(see Figure 11.15).
This represents the first documented application of a Pt/Ce0.6Zr0.4O2/θ-
α-Al2O3 catalyst to H2O2 decomposition in rocket thrusters and a significant
extension with respect to the traditional use of this kind of catalysts in au-
tomotive three-way converters (TWCs).[181]
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Figure 11.16: A vessel of the P90 produced by Peroxide Propulsion.
11.4.5 Summary Table of the Catalysts
The main properties of the catalysts under investigation are reported in Ta-
ble 11.4.
11.5 Propellants
The experimental campaign on the monopropellant thruster prototypes has
been carried out using three different levels of concentration in weight of the
hydrogen peroxide: 90%, 87.5% and 70%.
The 90% hydrogen peroxide selected for the tests has been the P90 hy-
drogen peroxide, produced by Peroxide Propulsion (see Figure 11.16), while
the experiments at 87.5% have been performed using PROPULSE 875 HTP
hydrogen peroxide, produced by Degussa (see Figure 11.17).
The level of concentration equal to 70% has been obtained by mixing
PROPULSE 875 HTP hydrogen peroxide with 30% Perdrogen hydrogen per-
oxide purchased by Sigma-Aldrich (see Figure 11.18).
The main physical properties of P90 hydrogen peroxide are summarized
in Table 11.5.
The PROPULSE 875 HTP is a stable and relatively easy-handling pro-
pellant, whose main physical properties are summarized in the following Ta-
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Figure 11.17: A bottle of the PROPULSE 875 HTP produced by Degussa.
Figure 11.18: A bottle of the 30% Perdrogen produced by Sigma-Aldrich.
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Concentration wt% 89.5÷ 90.5
Density at 20◦C kg/l 1.39
Boiling Point ◦C 141
Freezing Point ◦C -12
Heat of decomposition kJ/kg 2600
Heat of evaporization kJ/kg -1600
Table 11.5: Main physical properties of P90 produced by Peroxide Propulsion.
Impurity Concentration
Al mg/kg 0.04
Au mg/kg < 0.03
Cr mg/kg < 0.05
Fe mg/kg 0.06
Ni mg/kg 0.02
P tot mg/kg < 0.1
S mg/kg < 1
Sn mg/kg 0.8
As mg/l < 0.3
Cu mg/l < 0.01
Mg mg/l < 0.01
Pb mg/l < 0.05
Sb mg/l < 0.5
Ti mg/l < 0.01
Zn mg/l 0.01
Cl mg/l 1.6
NO3 mg/l 3.0
SO4 mg/l 2.0
Table 11.6: Concentration of the impurities inside the P90.
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Concentration wt% 87.0÷ 88.0
Density at 20◦C kg/l 1.376
Boiling Point ◦C 140
Freezing Point ◦C -16.5
Flash Point Does not flash
Flammability Not flammable
Vapor Pressure at 30◦C Pa 750
Dynamic Viscosity at 0◦C mPa s 1.9
Decomposition Rate (96◦C/16h) % ≤ 2.0
Acidity [meq/l] - ≤ 1.0
Residue after Ignition mg/l ≤ 30
Sodium Nitrate (NaNO3) mg/l 12.0÷ 20.0
Tin (Sn) ppm 5.00÷ 9.00
Phosphate (as PO4) ppm ≤ 0.50
Table 11.7: Main physical properties of PROPULSE produced by Degussa.
ble 11.7.
Table 11.8 reports the main physical properties of 30% Perdrogen hydro-
gen peroxide.
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Name PERDROGEN
Manufacturer SIGMA-ALDRICH
Vapor Pressure at 30◦C Pa 3106
Concentration wt% ≥ 30
Total impurities % ≤ 0.0002 total nitrogen (N)
≤ 0.005 free acid (H2SO4)
≤ 0.005 non-volatile matter
Anion traces mg/kg chloride (Cl):≤ 0.5
phosphate (PO4):≤ 1
sulfate (SO4):≤ 1
Cation traces mg/kg Al:≤ 0.5 Fe:≤ 0.05 Sr:≤ 0.01
As:≤ 0.01 Ge:≤ 0.05 Ti:≤ 0.1
Ba:≤ 0.05 K:≤ 0.1 Tl:≤ 0.05
Be:≤ 0.01 Li:≤ 0.01 V:≤ 0.01
Bi:≤ 0.1 Mg:≤ 0.05 Zn:≤ 0.05
Ca:≤ 0.2 Mn:≤ 0.01 Zr:≤ 0.1
Cd:≤ 0.01 Mo:≤ 0.02
Co:≤ 0.01 Na:≤ 0.1
Cr:≤ 0.02 Ni:≤ 0.02
Cu:≤ 0.01 Pb:≤ 0.01
Table 11.8: Main physical properties of perdrogen produced by Sigma-
Aldrich.
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Chapter 12
Experimental Campaign with Prototype I
The present chapter illustrates the experimental campaign carried out on
the thruster Prototype I operating with two platinum catalysts on γ-alumina
supporting spheres, especially developed by ALTA in collaboration with the
Chemistry and Industrial Chemistry Department of Pisa University, Italy.
The results indicated that Pt/Al2O3 is an effective catalyst combination for
the decomposition of 87.5% propellant grade hydrogen peroxide, with good
stability and performance comparable to silver screen beds of equal geometric
envelope and operational conditions. Incomplete hydrogen peroxide decom-
position and the onset of flow oscillations in the reactor were observed at
the tested levels of bed loading, residence time and flow pressure. Thermal
stresses due to the large temperature gradients occurring during the decompo-
sition of high grade hydrogen peroxide (87.5% by weight) caused the ceramic
pellets to break and the progressive occlusion of the bed (clogging). Based
on the analysis of the test results, several ways to overcome these problems
in future investigations have been tentatively identified, together with the
necessary modifications to the present experimental set-up.
12.1 Experimental Procedures
In the current set-up, in order to monitor the performance of the thruster
prototype the following measurements have been acquired:
• the chamber pressure, by means of a Kulite pressure transducer, mounted
by means of suitable Swagelok connectors on the external housing of
the thruster;
• the pressure at the inlet of the catalytic bed, by means of a Kulite
pressure transducer, mounted by means of suitable Swagelok connectors
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Figure 12.1: LR-59 70% H2O2 firings.
on the external housing of the thruster;
• the chamber temperature, by means of a 1 mm diameter K-type mineral-
insulated thermocouple mounted on the catalytic reactor with the sens-
ing tip located on the chamber axis, as shown in Figure 12.2;
• the thrust, by means of a subminiature compression load cell with 1kgf
FS (produced by Sensotec);
• the propellant flow rate, by means of a Coriolis flowmeter produced by
Krohne.
The sample acquisition rate, selected for the tests, has been equal to 10 sps.
12.2 Experimental Results
12.2.1 70% H2O2 Firing
The LR-59, a Pt/γ-Al2O3 catalyst, has been integrated inside the Prototype
I. In the first test, the tank has been filled with 450 ml of 70% hydrogen per-
oxide and a single, relatively long firing has been carried out up to complete
depletion of the tank. The mass flow rate of hydrogen peroxide has been
controlled using the cavitating venturi, previously calibrated with bi-distilled
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Figure 12.2: Location of the thermocouple in the thrust chamber.
water in order to identify its effective throat area. The use of the cavitating
venturi also allowed for the reliable measurement of the mass flow rate, in
spite of a temporary malfunction of the Coriolis flowmeter.
The firing comprised an initial transient phase (lasting about 12 s), a
longer steady-state operation (lasting about 75 s), followed by the progres-
sive occlusion of the catalytic bed due to the thermal rupture of the ceramic
pellets. Measurements of the thrust chamber parameters indicated the oc-
currence of large-amplitude oscillations about their mean values due to the
onset of a flow instability. Since the data have been acquired at 10 sps without
analog filtering, the unstable frequency, which was higher than the Nyquist
frequency corresponding to the acquisition rate,[182] could not be resolved
by Fourier analysis of the acquired signals. A moving average has there-
fore been used to smooth out short-term fluctuations, in order to digitally
simulate low-pass filtering of the acquired data.
The theoretical and the experimental values of the thrust and the cham-
ber pressure are respectively shown in Figure 12.3 and Figure 12.4, while
their steady state values are summarized in Table 12.1 together with the
other main operational parameters of the catalytic bed. The bed loading
and chamber pressure were 76.6 kg/s m2 and 6 bars, respectively. The low
values of the decomposition temperature, and consequently of the C-Star and
temperature efficiencies that characterize the catalyst behavior, clearly indi-
cate the incomplete decomposition of hydrogen peroxide as the main reason
for the attainment of relatively poor propulsive performance. On the other
hand, during the steady state phase the pressure drop across the catalytic
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Figure 12.3: Thrust (LR-59, 70% H2O2).
Figure 12.4: Chamber pressure (LR-59, 70% H2O2).
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Figure 12.5: C-Star efficiency (LR-59, 70% H2O2).
bed reached 4 bar, a relatively high value. Later in the run (at the relative
time 5908 s), the pressure losses started to increase even further, due to the
progressive occlusion of the catalytic bed.
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Figure 12.6: Temperature efficiency (LR-59, 70% H2O2).
Figure 12.7: Catalytic bed pressure drop (LR-59, 70% H2O2).
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Performance Units LR-59 Ideal Adiabatic
Decomposition
Thrust N 2.3 3.0
Chamber Pressure bar 6 8.5
Chamber Temperature K 433 514
Mass Flow Rate g/s 3.85 3.85
Characteristic Velocity m/s 500 680
Thrust Coefficient - 1.16 1.16
Specific Impulse s 60 80
Bed Loading kg/s m2 76.6 76.59
c∗ Efficiency - 0.73 -
∆T Efficiency - 0.60 -
Catalytic Bed Pressure Drop bar 4 -
Table 12.1: Steady-state performance of Prototype I with LR-59 catalyst and
70% H2O2.
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Figure 12.8: Thrust (LR-59, 87.5% H2O2).
12.2.2 87.5% H2O2 Firings
The Pt/γ-Al2O3 catalyst, named LR-59, has also been tested in the engine
prototype with the same procedure using higher grade 87.5% hydrogen per-
oxide. During the first firing the catalytic bed started to occlude just a few
seconds after the reaching steady-state operation and the firing had to be
terminated. Later attempts to restart the thruster have been unsuccessful.
All experimental data have been low-pass filtered by means of a 10 Hz
cut-off frequency analog Butterworth filter and acquired at 10 sps, thereby
eliminating the need to use the moving average in the reduction of the data.
Figures 12.8 and 12.9 indicate that the initial transient phase of the test
run lasted for about 10 seconds, while steady state operation has only been
attained for a few seconds. However, even this short period of time has been
sufficient for the evaluation of the steady state conditions, summarized in
Table 12.2. The operating parameters of the catalytic bed were very similar to
the previous firing using 70% hydrogen peroxide. In particular, the chamber
pressure was 5.5 bars and the bed loading 73.2 kg/s m2. Not surprisingly,
the chamber pressure and thrust display quite similar trends. Also in this
case, their relatively low values are due to the incomplete decomposition of
hydrogen peroxide, as indicated by the temperature efficiency, 62%, and the
characteristic velocity efficiency, 52%.
The starting time of the occlusion of the catalytic bed can be easily iden-
tified from the diagram in Figure 12.12 as the inflection point where the
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Figure 12.9: Chamber pressure (LR-59, 87.5% H2O2).
Figure 12.10: C-Star efficiency (LR-59, 87.5% H2O2).
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Figure 12.11: Temperature efficiency (LR-59, 87.5% H2O2).
Figure 12.12: Catalytic bed pressure drop (LR-59, 87.5% H2O2).
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Performance Units LR-59 Ideal Adiabatic
Decomposition
Thrust N 2.05 4.1
Chamber Pressure bar 5.5 10.5
Chamber Temperature K 703.15 952.85
Mass Flow Rate g/s 3.68 3.68
Characteristic Velocity m/s 470 904
Thrust Coefficient - 1.20 1.23
Specific Impulse s 57 113
Bed Loading kg/s m2 73.21 73.21
c∗ Efficiency - 0.52 -
∆T Efficiency - 0.62 -
Catalytic Bed Pressure Drop bar 3.2 -
Table 12.2: Steady-state performance of Prototype I with LR-59 catalyst and
87.5% H2O2.
pressure drop starts to increase suddenly. As a consequence of bed occlu-
sion when using the Pt/γ-Al2O3 catalyst (LR-59), several tests with high
grade hydrogen peroxide have been carried out in ALTA’s catalytic activ-
ity facility[174], [175] in order to identify the most promising substitute. The
Pt/γ-Al2O3 called LR-57 proved to be the least sensitive to pellet rupture,
and therefore has been tested in the engine prototype under the same oper-
ating conditions as the LR-59 bed reactor.
A total of 275 ml of 87.5% H2O2 have been used, acquiring the experi-
mental data at 10 sps without filtering. Also in this case, a moving average
has been employed to smooth out short-term fluctuations. The data of Ta-
ble 12.3 indicate that the performance of the LR-57 catalyst bed turned out
to be slightly better than that of the LR-59 catalyst. In particular, the char-
acteristic velocity efficiency (Figure 12.15) improved because the chamber
pressure had increased (Figure 12.14). Unfortunately, the occlusion of cat-
alytic bed still occurred. The steady-state operation lasted almost twice as
much as in the previous case (10 seconds), but the pressure drop across the
bed also dramatically increased.
Finally, Table 12.4 summarizes the steady state performance of a sil-
ver screen catalytic bed with the same envelope dimensions (diameter and
length) and tested at equal operating conditions as the previous pellet reac-
tors. 140 silver screens (99.9% purity) with a 80x80 in−2 mesh size and a
wire diameter of 0.115 mm have been used as catalyst. The decomposition
efficiency, the characteristic velocity efficiency and the temperature efficiency
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Figure 12.13: Thrust (LR-57, 87.5% H2O2).
Figure 12.14: Chamber pressure (LR-57, 87.5% H2O2).
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Figure 12.15: C-Star efficiency (LR-57, 87.5% H2O2).
Figure 12.16: Temperature efficiency (LR-57, 87.5% H2O2).
578 12. Experimental Campaign with Prototype I
Figure 12.17: Catalytic bed pressure drop (LR-57, 87.5% H2O2).
Performance Units LR-57 Ideal Adiabatic
Decomposition
Thrust N 2.3 4.1
Chamber Pressure bar 6 10.5
Chamber Temperature K 703.15 952.85
Mass Flow Rate g/s 3.68 3.68
Characteristic Velocity m/s 520 904
Thrust Coefficient - 1.20 1.23
Specific Impulse s 65 113
Bed Loading kg/s m2 73.2 73.2
c∗ Efficiency - 0.58 -
∆T Efficiency - 0.62 -
Catalytic Bed Pressure Drop bar 6 -
Table 12.3: Steady-state performance of Prototype I with LR-57 catalyst and
87.5% H2O2.
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Performance Units Silver Screen Ideal Adiabatic
Decomposition
Thrust N 3 4.1
Chamber Pressure bar 7 10.5
Chamber Temperature K 773.15 952.85
Mass Flow Rate g/s 3.62 3.62
Characteristic Velocity m/s 724 904
Thrust Coefficient - 1.22 1.23
Specific Impulse s 80 113
Bed Loading kg/s m2 72.00 72.00
c∗ Efficiency - 0.80 -
∆T Efficiency - 0.72 -
Catalytic Bed Pressure Drop bar 2 -
Table 12.4: Steady-state performance of Prototype I with silver screen cata-
lyst and 87.5% H2O2.
were significantly higher than for the previous pellet reactors, but still far
from their theoretical limits, most likely as a consequence of insufficient bed
length and possibly because of the occurrence of flow channeling phenomena.
The increase in the decomposition temperature allowed for a higher value of
the chamber pressure, and consequently a higher thrust. Furthermore, the
pressure drop through the bed turned out to be lower than for the previous
ceramic pellet reactors.
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12.3 Conclusions
The current design of HP catalytic reactors based on novel catalyst implan-
tation techniques on γ-alumina ceramic supports has led to unsatisfactory
levels of performance. The main problems encountered can be summarized
as follows:
• rupture of the pellets and consequent occlusion of the catalytic bed;
• low c∗ and temperature efficiencies;
• onset of catalyst bed flow instabilities;
• high pressure drop across the catalytic bed.
Preliminary analyses of the relevant physical phenomena by means of
reduced order models[183] suggested that the main causes of these problems
can be tentatively identified as follows:
• Rupture and powdering of the catalyst pellets due to excessive thermal
stresses induced by the rapid and large change of their surface tem-
perature during the initial phase of hydrogen peroxide decomposition.
The occurrence of either one of these cracking modes seems to depend
on the intensity of the superficial heat release and the ensuing different
evolution of the radial temperature profile in the catalyst pellets.
• Progressive occlusion of the bed by the debris generated by the thermal
cracking of the catalyst pellets.
• Mass diffusion limitations of the decomposition rate due to the large
velocity difference between the incoming liquid reactant and the outgo-
ing gaseous products, which effectively reduce the c∗ and temperature
efficiencies below the theoretical values.
• Flow channeling, whose occurrence is suggested by the observed occur-
rence of fluid dynamic instabilities in the reactor. Flow channeling is
known to interfere with the spatial distribution and intensity of hydro-
gen peroxide decomposition, with the consequence that the pressure
drop in the reactor becomes very sensitive to changes of the H2O2 flow
rate. Any accidental decrease of the decomposition rate results in a
temporary increase of the liquid hydrogen peroxide concentration and
flow velocity, due to the parallel decrease of the pressure losses. As
soon as the local accumulation of hydrogen peroxide eventually suc-
ceeds in increasing the decomposition rate, the liquid is replaced by
faster gaseous products and the flow velocity increases, preparing the
conditions for the next oscillation cycle.
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The identification of the physical causes of the problems affecting the cat-
alytic reactor provides some guidelines in finding possible solutions. Stratified
or multiple beds with increasing decomposition activity in the flow direction
can conceivably reduce thermal stresses down to sustainable levels, at the ex-
pense, however, of larger bed volumes and higher pressure losses. Mechanical
analyses of thermal loads in the catalyst pellets suggests that the cracking of
the catalyst support, and the consequent occlusion of the reactor, might be
avoided by using ceramic materials with higher thermal shock resistance.[183]
Four ways of pursuing this objective have been identified:
• reducing the product of the thermal expansion coefficient times the
Young’s modulus of the supporting material;
• increasing the ultimate stress of the supporting material;
• increasing the thermal conductivity of the supporting material;
• decreasing the typical thickness of the the supporting material.
If susceptible of effective catalyst deposition, cordierite, titania, zirconia,
silicon nitride and silicon carbide are some potentially interesting ceramic
materials for catalyst support. Besides, the intensity and distribution of
thermal stresses is a strong function of the pellet Biot number hD/k when
its value is of order unity. Since the superficial heat release due to hydrogen
peroxide decomposition can be expressed in terms of an effective heat transfer
coefficient, also the reduction of the pellet size can effectively contribute to
mitigate the thermal stress problem of the catalyst support. Several actions
can be undertaken to improve the decomposition activity of the catalytic bed:
• increasing the active area of the catalyst by means of longer beds or
smaller pellet size, accepting the associated pressure loss penalty;
• increasing the catalyst deposition on the support;
• increasing the reactant concentration by raising the flow pressure.
More recent preliminary experiments suggest that the reactor perfor-
mance is not greatly affected by higher catalyst depositions on the same
ceramic pellets. On the other hand, the results of 1-D steady analyses of
the two-phase homogeneous reacting flow through the catalytic bed indicate
that the last alternative might be particularly attractive because of its pos-
itive combined influence on the decomposition rate of hydrogen peroxide in
gaseous phase, on the propulsive efficiency of the engine and on the pres-
sure losses through the reactor. Finally, flow instabilities can probably be
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suppressed by the introduction in the catalytic bed of flow redistribution el-
ements capable of negatively interfering with channeling phenomena, even
though at the expense of increased pressure losses. The experience gained
during the present investigation showed that catalytic activity tests under
atmospheric conditions are quite helpful during the early stages of develop-
ment in selecting the most promising catalysts and provide useful indications
on their relative susceptibility to thermal cracking, especially when carried
out with high grade hydrogen peroxide (87.5% by weight). However, the ef-
fective investigation of the above critical aspects can only be carried in out in
engine prototype tests, and implies the need of independently adjusting the
bed loading, the residence time in the reactor and the chamber pressure over
wider ranges than can be afforded in the present set-up. Therefore, future
redesigns of the engine prototype will need to accommodate catalytic beds
of different cross-section, length, flow distribution and management devices,
catalyst retention systems, etc., and incorporate easily reconfigurable thrust
chambers realized in three modular segments in order to separately modify
the chamber diameter, the nozzle cross-section and the nozzle exhaust area
as required by the specific experiment.
Chapter 13
Experimental Campaign with Prototype II
This chapter illustrates different firing tests carried out on advanced catalytic
beds for hydrogen peroxide (HP) decomposition in a new monopropellant
thruster prototype designed for easier adjustment and control of the main
operational and propulsive parameters. The tests refer to the comparison
between a Pt/α-Al2O3 catalyst (named FC-LR-87) and a similar commer-
cially available space propulsion catalyst. Up to 2 kg of 87.5% HP have been
decomposed by a single sample of the FC-LR-87 catalyst. Both steady state
and pulsed firings have been carried out in the same reactor configuration. A
fresh sample of the FC-LR-87 catalyst has also been tested at a different bed
load. Both the FC-LR-87 and the commercial catalysts showed equivalent
propulsive performances, with a slight advantage in favor of the FC-LR-87
catalyst in terms of the c∗ and temperature efficiencies (up to 94% and 93%,
respectively).
13.1 Experimental Procedures
The experimental evaluation of the propulsive performance of the thruster
Prototype II has been obtained by means of the following measurements:
• the chamber pressure, by means of a Kulite pressure transducer model
XTM-190M-17 bar, mounted by means of suitable Swagelok connectors
on the external housing of the thruster;
• the pressure drop across the catalytic bed, by means of a FP2000 differ-
ential pressure transducer produced by Honeywell (500 psi range, 0.1%
FSO accuracy);
• the chamber temperature, by means of a 1 mm diameter K-type mineral-
insulated thermocouple mounted on the catalytic reactor housing by
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Figure 13.1: A picture of the thruster Prototype II before a firing test.
means of an adjustable 1/8” NPT threaded bushing, with the sensing
tip located on the chamber axis (see Figure 13.2);
• the thrust, by means of a subminiature compression load cell (Sensotec
model 13) with 1 kgf FS and a maximum combined error (non-linearity,
hysteresis and repeatability) of 0.9% FSO;
• the propellant flow rate, by means of a Coriolis flowmeter produced by
Krohne.
Pressure/mass flow rate/thrust and temperature signals have been low-
pass filtered respectively by means of a 10 Hz and 4 Hz cutoff frequency
analog Butterworth filter.
13.2 Experimental Results
The FC-LR-87 catalyst has been tested in steady-state operation at two
different values of the bed load and in pulsed operation at the highest bed
load. The results have been compared with those obtained for the Pt/Al2O3-
COM catalyst under steady-state conditions at the highest bed load.
For each test, the measured histories of the pressure, temperature, thrust
and propellant mass flow rate of the thruster are reported in the next sections,
together with the computed histories of the c∗ and temperature efficiencies.
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Figure 13.2: Axial picture of the thrust chamber (without the nozzle), show-
ing the location of the thermocouple.
13.2.1 Steady state test of the FC-LR-87 catalyst with 85.7% HP
at G = 19.02 kg/s m2 and τ = 4.34 s.
In order to evaluate the steady state performance of the FC-LR-87 catalyst,
850 grams of 85.7% HP have been decomposed in a single 150 s long firing.
Figure 13.3 and Figure 13.4 report the measured experimental data. The
firing valve has been closed after complete depletion of the propellant tank
(Relative Time ∼= 175 s), but the mass flow rate has been controlled only up
to Relative Time = 140 s, when the last drop of liquid HP passed through the
throat of the cavitating venturi. After an initial transient phase lasting about
25 s, the thruster essentially reached steady-state operation for about 115 s.
The thrust history was particularly smooth and there were no appreciable
pressure oscillations in the thrust chamber. The pressure drop across the
catalytic bed was quite low and the chamber temperature reached 831 K.
Figure 13.4 shows that the relatively long initial transient is due to the
time needed for evaporating the HP/water mixture at the local pressure level.
Once evaporation is completed, the slope of the temperature curve rapidly
increases. The time-evolution of the efficiencies is reported in Figure 13.5.
In steady-state operation, the temperature and c* efficiencies reaches about
88% and 94%, respectively.
The main steady-state performance parameters of the FC-LR-87 catalyst
are summarized in Table 13.1. The relatively low value of the bed load (19.02
kg/s m2) resulted in a low pressure drop across the catalytic bed and a high
degree of HP decomposition at steady-state conditions, but is probably also
responsible for the long initial transient due to the delayed pressurization
of the catalytic bed and the consequent reduced chemical activity and heat
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Figure 13.3: Experimental results for the FC-LR-87 catalyst tested with
85.7% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
Figure 13.4: Chamber temperature for the FC-LR-87 catalyst tested with
85.7% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
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Figure 13.5: Temperature and c∗ efficiencies for the FC-LR-87 catalyst tested
with 85.7% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
Performance Units FC-LR-87 Ideal Adiabatic
Decomposition
Bed Load kg/s m2 19.02 -
Dwell Time s 4.34 -
Mass Flow Rate g/s 4.84 4.84
Chamber Pressure bar 17.5 18.7
Chamber Temperature K 831 906
Characteristic Velocity m/s 822 883
Thrust N 5.2 5.9
Thrust Coefficient - 1.31 1.38
Specific Impulse s 110 124
Vacuum Specific Impulse s 145 164
Catalytic Bed Pressure Drop bar 0.65 -
c∗ Efficiency - 0.94 -
∆T Efficiency - 0.88 -
Table 13.1: Steady-state performance parameters of the FC-LR-87 catalyst
tested with 85.7% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
588 13. Experimental Campaign with Prototype II
Figure 13.6: Experimental results for the FC-LR-87 catalyst tested with
88.0% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
transfer to the catalyst pellets. The vacuum specific impulse reported in
Table 13.1 has been computed with the assumption of ideal expansion to
Mach 5.
13.2.2 Pulsed test of the FC-LR-87 catalyst with 88.0% HP at
G = 19.02 kg/s m2 and τ = 4.34 s.
The same catalytic bed used in steady-state conditions has also been tested
in intermittent pulsed operation. The duty cycle consisted in a 40 s firing
followed by a 20 s pause, a first series of three 20 s firings separated by 20
s pauses, and a final series of three 10 s pulses separated by 10 s pauses.
Since the initial transient turned out to be almost coincident with that of the
steady-state testing, the catalytic bed activity did not show any degradation
and demonstrated good repeatability.
As a consequence of the heating of the catalytic bed during the first 40 s
firing, in later pulses the initial temperature of the catalytic bed was higher
than the evaporation threshold (about 500 K) and duration of the start-up
transient was almost halved.
In the last series of three pulses the temperature efficiency exceeded 90%,
a value higher than in the first firing. In this case, the evaluation of the c*
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Figure 13.7: Chamber temperature for the FC-LR-87 catalyst tested with
88.0% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
Figure 13.8: Temperature and c∗ efficiencies for the FC-LR-87 catalyst tested
with 88.0% HP at G = 19.02 kg/s m2 and τ = 4.34 s.
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Figure 13.9: Experimental results for the FC-LR-87 catalyst tested with
87.1% HP at G = 9.92 kg/s m2 and τ = 8.32 s.
efficiency is not particularly meaningful because steady-state conditions were
never achieved. However, the transient trend of the time-evolution of the c*
efficiency is similar to the one displayed in the unsteady state of the first
firing.
13.2.3 Steady state test of the FC-LR-87 catalyst with 87.2% HP
at G = 9.92 kg/s m2 and τ = 8.32 s.
In order to investigate potential improvements of HP decomposition the FC-
LR-87 catalyst has also been tested at lower value of the bed load (G = 9.92
kg/s m2) in a larger catalytic bed according to the same experimental pro-
cedure used in the previous steady-state firing. Figure 13.9 and Figure 13.10
report the measured data of the test. Also in this case the firing valve has
been closed only after the complete depletion of the HP tank. The reduced
value of the bed load allowed for the decrease of the pressure drop across the
catalytic bed and the improvement of the temperature efficiency (Figure 14)
from 88% to about 93%.
The main steady-state performance parameters are reported in Table 4.
The chamber temperature was slightly higher than that of the first firing
because of the different concentration of the HP solution (87.2% instead of
85.7%). In the steady-state phase, pressure oscillations were detected inside
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Figure 13.10: Chamber temperature for the FC-LR-87 catalyst tested with
87.2% HP at G = 9.92 kg/s m2 and τ = 8.32 s.
the chamber. The origin of these oscillations has not been investigated but
clearly the very low value of the pressure losses in the reactor bed did not
effectively contribute to damp them out. Finally, the peak in the temperature
efficiency in the last part of the firing, when the cavitating venturi is no
longer able to stabilize the mass flow rate, is an artifact due to the unsteady
increase of the chamber pressure and mass flow rate during the final depletion
transient of the catalytic bed.
13.2.4 Steady state test of the Pt/Al2O3-COM catalyst with 87.7%
HP at G = 19.26 kg/s m2 and τ = 4.28 s.
Figure 13.12 and Figure 13.13 show the time-evolution of the measured ex-
perimental data for the steady-state firing of the Pt/Al2O3-COM catalyst
during the decomposition of more than 1 kg of 87.7% HP. After the initial
transient of about 50 s, where the chamber pressure approached a steady
value of about 17 bar, a second transient seems to have occurred with a new
asymptotic value of the chamber pressure close to 20 bar. This finding was
particularly unexpected because it was not associated with any significant
changes of the HP mass flow rate, the thrust and the chamber gas tempera-
ture.
The reason of this behavior became manifest during the examination of
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Figure 13.11: Temperature and c∗ efficiencies for the FC-LR-87 catalyst
tested with 87.2% HP at G = 9.92 kg/s m2 and τ = 8.32
s.
Performance Units FC-LR-87 Ideal Adiabatic
Decomposition
Bed Load kg/s m2 9.92 -
Dwell Time s 8.32 -
Mass Flow Rate g/s 4.87 4.87
Chamber Pressure bar 18.0 19.5
Chamber Temperature K 900 945
Characteristic Velocity m/s 840 900.5
Thrust N 5.3 6.1
Thrust Coefficient - 1.31 1.38
Specific Impulse s 110 127
Vacuum Specific Impulse s 145 167
Catalytic Bed Pressure Drop bar 0.30 -
c∗ Efficiency - 0.93 -
∆T Efficiency - 0.93 -
Table 13.2: Steady-state performance parameters of the FC-LR-87 catalyst
tested with 87.2% HP at G = 9.92 kg/s m2 and τ = 8.32 s.
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Figure 13.12: Experimental results for the Pt/Al2O3-COM catalyst tested
with 87.7% HP at G = 19.26 kg/s m2 and τ = 4.28 s.
Figure 13.13: Chamber temperature for the Pt/Al2O3-COM catalyst tested
with 87.7% HP at G = 19.26 kg/s m2 and τ = 4.28 s.
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Figure 13.14: The nozzle (top) before and after the firing performed with
Pt/Al2O3-COM catalyst and the partially obstructed throat
section (bottom).
the thruster after the firing. Figure 13.14 shows a picture of the converging
part of the stainless steel nozzle, which displayed clear signs of chemical
attack by the flow of HP decomposition products. Chemical analysis showed
that this phenomenon was due to the high content of chlorides on the surface
of the catalyst, whose release of chlorine deteriorated the passivated layer
of the stainless steel nozzle. As a consequence, the overall dimensions of
the throat changed during the firing, decreasing from 1.70 to about 1.61
mm (Figure 13.14, on the right). This explains the reduction of the thrust
coefficient with respect to previous firings and the parallel increase of the
chamber pressure.
The throat diameter change is also evident in the time-evolution of the c∗
efficiency (see Figure 13.15). Using the nominal dimension of the throat, after
the initial 50 s long transient, the c∗ efficiency reached values incompatible
with the actual value of the temperature efficiency. On the other hand, when
the new steady state condition was reached (from Relative Time = 100 s
until the end of the firing), the c∗ efficiency computed from the new value of
the throat measured in the post firing examination was fully consistent with
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Figure 13.15: Temperature and c∗ efficiencies for the Pt/Al2O3-COM catalyst
tested with 87.7% HP at G = 19.26 kg/s m2 and τ = 4.28 s.
the test results.
Table 13.3 summarizes the steady-state performance parameters of the
thruster operating with the Pt/Al2O3-COM catalyst. It is soon evident that
the peak values of the chamber pressure, the temperature and c∗ efficiencies
are slightly lower than the corresponding values obtained using FC-LR-87
in the same catalytic bed configuration and operational condition. Also in
the case of the Pt/Al2O3-COM catalyst the thrust history is particularly
smooth and there no evidence of pressure oscillations in the thrust chamber.
The pressure drop across the catalytic bed (1 bar), although still rather low,
is slightly higher than for the FC-LR-87 catalyst under the same working
conditions, most likely as a consequence of the more irregular shape of the
substrate pellets.
13.3 Conclusions
In present tests on the thruster prototype, the Pt/α-Al2O3 catalyst has shown
good activity, high thermo-mechanical strength and negligible loss of plat-
inum after the decomposition of high grade HP. At the present stage of de-
velopment of HP catalysts for rocket thruster applications, the following main
conclusions can be drawn:
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Performance Units Pt/Al2O3-COM Ideal Adiabatic
Decomposition
Bed Load kg/s m2 19.26 -
Dwell Time s 4.28 -
Mass Flow Rate g/s 4.90 4.90
Chamber Pressure bar 19.6 21.5
Chamber Temperature K 870 958
Characteristic Velocity m/s 840 900.5
Thrust N 5.2 6.2
Thrust Coefficient - 1.30 1.40
Specific Impulse s 110 130
Vacuum Specific Impulse s 142 168
Catalytic Bed Pressure Drop bar 1.0 -
c∗ Efficiency - 0.90 -
∆T Efficiency - 0.865 -
Table 13.3: Steady-state performance parameters of the Pt/Al2O3-COM cat-
alyst tested with 87.7% HP at G = 19.26 kg/s m2 and τ = 4.28
s.
• the thermo-mechanical resistance of the α-Al2O3 substrate seems to be
compatible with typical rocket thruster applications without danger of
rupture and powdering of the ceramic pellets;
• the novel catalyst deposition technique on the alumina pellets has suc-
ceeded in realizing high surface loads of platinum on the α-Al2O3 sub-
strate in spite of its relative low surface area (4 m2/g);
• high decomposition efficiencies have been obtained with a platinum-
deposed surface of the same order of magnitude of the geometrical sur-
face area of the substrate pellets.
The new monopropellant thruster prototype has allowed for the investiga-
tion of different bed configurations and demonstrated the capability of easily
adjusting the operating parameters over their design range of variation. On
the other side, the need of a more flexible and reconfigurable prototype has
led to a final design that is not optimized for reducing the start-up transient
due to the presence of significant inert masses around the catalytic bed that
considerably increase the thermal inertia of the system.
Despite the long initial transient, the steady-state propulsive performance
of the thruster has been satisfactory. In particular, both the temperature and
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c∗ efficiencies exceeded the value of 90%. Furthermore, the catalytic bed ac-
tivity has not shown any degradation and demonstrated a good repeatability
even after the decomposition of about 2 kg of high grade HP.
Moreover, the comparison between FC-LR-87 catalyst and the commer-
cial benchmark showed that both catalysts attained similar propulsive per-
formances, and actually the FC-LR-87 catalyst proved to be slightly supe-
rior in terms of c∗ and temperature efficiencies and pressure losses. Finally,
the high contents of chlorides on the surface of the Pt/Al2O3-COM catalyst
makes it incompatible with the use of stainless steel for realizing the thruster,
while the FC-LR-87 catalyst does not suffer from this limitation. Further-
more, both catalysts have shown the same transient behavior, suggesting
that the observed performance during the pulsed tests is mainly connected
with the choice of the operational parameters (bed load, bed length, initial
pre-heating, etc.) and not with the intrinsic HP decomposition capabilities
of these catalysts.
To improve the decomposition activity of the catalytic bed, catalyst devel-
opment will be focused on the impregnation of smaller pellets for increasing
the overall active surface of the catalyst under the same catalytic bed ar-
rangement. The pressure loss penalty associated with the reduction of the
typical dimension of the spheres seems not to be a real problem since the
pressure drop experienced in the tests reported in this chapter are very low
and far from unaffordable values. As matter of fact, the decomposition rate
and the transient response could actually take advantage of the more rapid
increase of the pressure in the catalytic bed caused by higher pressure losses.
Furthermore, the increase of the active area associated with the reduction of
the pellets size is expected to provide margins for the decreasing of the overall
dimensions of the catalytic bed down to realistic values for rocket thruster
applications.
The influence of the operational parameters on the transient start-up must
be investigated in order to reduce the initial transient phase. Since most of
the transient is due to the time needed for completing the evaporation of the
HP propellant, the increase of the bed pressure and possibly the use of a
pre-heater seem to be the most viable solutions.
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The present chapter describes a steady 1D model of the hydrogen perox-
ide (HP) decomposition flow in a pellet-type catalytic bed and its applica-
tion to the parametric design of a typical reactor for small rocket propellant
thrusters. The two-phase liquid-gas-vapor flow through the bed is treated as a
homogeneous, adiabatic, chemically reacting flow, whose properties depend
on the local composition. Fast equilibrium HP adsorption and first-order
finite-rate desorption is assumed for the one-step HP decomposition reac-
tion on the catalyst surface. Standard viscous/aerodynamic correlations for
porous media are used to account for pressure losses. The predictions of the
model depend on a limited number of uncertain parameters, whose values can
be readily determined by comparison with the available experimental data.
Good agreement has been attained between the model predictions and the
results of HP monopropellant thruster firings reported in Chapter 13. The
model provides a rational framework for identifying the main operational
parameters of catalytic pellet beds, understanding their interactions, and ef-
ficiently guiding the reactor sizing and design, using the indications easily
obtained from sensitivity analyses.
14.1 Reacting Flow Model in the Catalytic Pellet Bed
14.1.1 Homogeneous Two-Phase Flow Model
With reference to Figure 14.1, a given mass flux:
m˙ = n˙
(i)
H2O2(l)
MH2O2 + n˙(i)H2O(l)MH2O (14.1)
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Figure 14.1: Qualitative flow path inside the catalytic bed.
of HTP solution enters the bed in liquid form at specified values of pressure
pi, temperature Ti and H2O2 mass concentration Y , gets in contact with the
catalytic spheres and decomposes into oxygen and steam according to the
global reaction:
H2O2 → H2O + 1
2
O2 − 98.2 kJ/mol (14.2)
originating a flow with local composition:
n˙H2O2 (λ) = n˙
(i)
H2O2
− λ = Y m˙MH2O2
− λ (14.3)
n˙H2O (λ) = n˙
(i)
H2O
+ λ =
(1− Y ) m˙
MH2O
+ λ (14.4)
n˙O2 (λ) =
1
2
λ (14.5)
The exothermic H2O2 decomposition increases the local temperature, first
heating the liquid flow up to the boiling conditions corresponding the local
value of the pressure, and then progressively evaporating both the H2O2 and
the H2O contained in the HTP propellant. The resulting two-phase liquid-
gas-vapor flow in the bed is treated as a homogeneous, adiabatic, chemically
reacting flow, whose properties depend on the local composition, assumed
equal in both phases, and on the advancement of the evaporation process
from  = 0 (pure liquid) to 1 (pure gas). Oxygen dissolution in the liquid
phase as well as the velocity and temperature slips between the two phases
are neglected.
From Dalton’s law, the partial pressure of oxygen is:
pO2 =
n˙O2
n˙O2 +  (n˙H2O2 + n˙H2O)
p (14.6)
as a function of the molar evaporation fraction . For simplicity, the partial
pressures of H2O2 and H2O are approximated as the products of the partial
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fractions in the liquid times the saturation pressures at the mixture tem-
perature, and therefore in the assumption of equal composition of the two
phases:
Substituting in the expression of the mixture pressure p = pO2 +pH2O2(g)+
pH2O(g) one obtains:[
1− n˙O2
n˙O2 +  (n˙H2O2 + n˙H2O)
]
p =
=
n˙H2O2psH2O2 (T ) + n˙H2OpsH2O (T )
n˙H2O2 + n˙H2O
= pv (T, λ) (14.7)
Hence, at the bed inlet (n˙O2 = 0):
pi ≥ pv (Ti, 0) ⇒ T ≤ Tb (pi) (inlet boiling temperature) (14.8)
while at the conclusion of the evaporation ( = 1):
p ≤ n˙H2O2 + n˙H2O + n˙O2
n˙H2O2 + n˙H2O
pv (T, λ) ⇒
⇒ T ≥ Tdo (T, λ) (dry-out temperature) (14.9)
For Ti < T < Tdo the (adiabatic) enthalpy balance of the mixture at any
axial location in the bed:
n˙O2
[
h
◦
O2 + cpO2
(
T − T ◦
)]
+ 
{
n˙H2O2
[
h
◦
H2O2(g)
+ cpH2O2(g)
(
T − T ◦
)]
+
+ n˙H2O
[
h
◦
H2O(g)
+ cpH2O(g)
(
T − T ◦
)]}
+
+ (1− )
{
n˙H2O2
[
h
◦
H2O2(l)
+ cpH2O2(l)
(
T − T ◦
)]
+
+ n˙H2O
[
h
◦
H2O(l)
+ cpH2O(l)
(
T − T ◦
)]}
=
= n˙
(i)
H2O2
[
h
◦
H2O2(l)
+ cpH2O2(l)
(
Ti − T ◦
)]
+
+ n˙
(i)
H2O
[
h
◦
H2O(l)
+ cpH2O(l)
(
Ti − T ◦
)]
(14.10)
determines  = (T, λ) < 1 and substitution of this result in the above equa-
tion for pv(T, λ) implicitly determines the temperature T = T (p, λ). On the
other hand, for T > Tdo the liquid is fully evaporated ( = 1) and the above
energy balance can be solved explicitly for the mixture temperature T = T (λ)
(the pressure is uninfluential in the present perfect gas approximation).
With these results the volumetric fluxes of the two phases are:
V˙l = (1− ) n˙H2O2MH2O2
ρH2O2(l)
+ (1− ) n˙H2OMH2O
ρH2O(l)
(14.11)
V˙g = [n˙O2 +  (n˙H2O2 + n˙H2O)]
RT
p
(14.12)
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and all of the relevant properties of the homogeneous reacting mixture:
• concentrations:
CH2O2 =
n˙H2O2
V˙l + V˙g
; CH2O =
n˙H2O
V˙l + V˙g
; CO2 =
n˙O2
V˙l + V˙g
(14.13)
C =
n˙H2O2 + n˙H2O + n˙O2
V˙l + V˙g
(14.14)
• density and void fraction:
ρ =
n˙H2O2MH2O2 + n˙H2OMH2O + n˙O2MO2
V˙l + V˙g
(14.15)
α =
V˙g
V˙l + V˙g
(14.16)
• viscosities:
µ ∼= µl (1− α) + µgα and ν = µ
ρ
(14.17)
• constant pressure specific heat:
cp =
n˙H2O2cpH2O2 + n˙H2OcpH2O + n˙O2cpO2
n˙H2O2 + n˙H2O + n˙O2
(14.18)
with
cpH2O2 = (1− ) cpH2O2(l) + cpH2O2(g) (14.19)
cpH2O = (1− ) cpH2O(l) + cpH2O(g) (14.20)
can be determined as functions of the local values of the pressure p and the
reaction advancement parameter λ.
14.1.2 Reaction Model
Fast equilibrium adsorption and first-order finite-rate product desorption are
assumed for the one-step H2O2 decomposition reaction on the catalyst surface
S:
H2O2 + S
kf1−−→←−−
kb2
S−H2O2 (ad) kf2−−→ H2O + 1
2
O2 (14.21)
Therefore, indicating with C(s) the relevant molar concentrations on the cat-
alytic surface, with Ns the number of active adsorption sites per unit volume
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of the catalytic bed and with θ the relative occupancy of the adsorption sites,
from the reactant adsorption equilibrium condition:
kf1C
(s)
H2O2
Ns (1− θ) = kb1Nsθ one obtains θ =
K1C
(s)
H2O2
1 +K1C
(s)
H2O2
(14.22)
where K1 = kf1/kb1 the adsorption equilibrium constant. Similarly, from the
product desorption kinetics, the volumetric reaction rate is:
r˙ = kf2Nsθ = Af2e
−Ef2/RTNs
K1C
(s)
H2O2
1 +K1C
(s)
H2O2
(14.23)
where Af2 is the Arrhenius pre-exponential constant and Ef2 the correspond-
ing activation energy.
Standard viscous/aerodynamic correlations for porous media (Ergun[184])
are used to account for pressure losses:
dploss
dx
=
(
150
1− ˜
Rep
+ 1.75
)
1− ˜
˜3
ρu2
Dp
with Rep =
uDp
ν
(14.24)
where ploss is the pressure loss, x the streamwise coordinate, ˜ the bed poros-
ity, u the nominal cross-sectional flow velocity (i.e. evaluated for unit bed
porosity) and Dp is the (spherical) pellet diameter.
14.1.3 Governing Equations
Application of the pertinent governing equations to steady, 1D, adiabatic,
homogeneous, creeping flow between two neighboring axial stations of a cat-
alytic bed with constant cross-sections gives:
• mixture continuity equation:∮
S
ρu · dS = 0 ⇒ d (ρu)
dx
= 0 (14.25)
ρu = G ≡ constant ⇒ u = G
ρ
(14.26)
• species continuity equation:∮
S
Cju · dS =
∫
V
(
ν
′′
j − ν
′
j
)
r˙dV ⇒ d (Cju)
dx
∼= uCj
dx
=
(
ν
′′
j − ν
′
j
)
r˙
(14.27)
• axial momentum equation:∮
S
ρuu ·dS = −
∮
S
pdS+
∮
S
τ ·dS ⇒ ρudu
dx
= −dp
dx
−dploss
dx
∼= 0 (14.28)
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while the adiabatic energy equation with formation energy contributions and
negligible viscous dissipation:∮
S
ρhtu · dS = 0⇒ ρudht
dx
= 0⇒ ht ≡ constant (14.29)
has already been used. Hence, from the general expression of composition
changes:
dCj =
dn˙j
V˙l + V˙g
=
ν
′′
j − ν
′
j
V˙l + V˙g
dλ (14.30)
and from previous results, the relevant initial value problem IVP for the
reacting flow through the catalytic pellet bed can be expressed:
dλ
dx
=
V˙l + V˙g
u
Af2e
−Ef2/RTNs
K1C
(s)
H2O2
1 +K1C
(s)
H2O2
with λ (0) = 0 (14.31)
dp
dx
= −
(
150
1− ˜
Rep
+ 1.75
)
1− ˜
˜3
ρu2
Dp
with p (0) = pi (14.32)
Together with the previous expressions for the flow velocity, density, vis-
cosity, evaporation and temperature, the above 2 ODEs for the local compo-
sition and pressure can be numerically integrated to determine the evolution
of the flow as a function of the distance from the inlet section.
14.1.4 Diffusion Effects
For design purposes it is quite important to assess whether the operation of
a catalytic pellet bed is limited by mass diffusion effects, since in this case
any improvement of the surface reaction kinetics would be rather ineffective
in increasing the bed performance. The similarity of transport phenomena
provides a simple approximate way to attain this objective. For a viscous
and diffusive boundary layer on a flat plate, the generalized Reynolds analogy
between mass and momentum transport on the wall surface can be expressed
by the ratio of the nondimensional diffusion coefficient and the corresponding
local value of the friction coefficient:
Cd
Cf
=
m˙
(s)
j /ρu
(
Yj − Y (s)j
)
2τ (2)/ρu2
≈ 1
2
Sc−1/2 ∼= 1
2
(14.33)
Here the Schmidt number Sc= ν/D is assumed equal to 1 (not unrealistic
approximation for most fluids [185]) and the friction coefficient Cf can be
(very conservatively) estimated by attributing to the viscous friction on the
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pellet surface Sp all of the previous bed pressure losses (which include instead
both viscous and aerodynamic components):
dploss
dx
=
(
150
1− ˜
Rep
+ 1.75
)
1− ˜
˜3
ρu2
Dp
= Cf
1
2
ρu2
1
A
dSp
dx
(14.34)
where, for tetrahedral packing of the spherical pellets with diameter Dp in a
bed of cross-sectional area A:
1
A
dSp
dx
=
pi
√
2
Dp
⇒ Cd ∼= 1
pi
√
2
(
150
1− ˜
Rep
+ 1.75
)
1− ˜
˜3
(14.35)
As a consequence, the mass flux of reactants at the catalyst surface is:
˜˙m
(s)
H2O2
= Cdρu
(
YH2O2 − Y (s)H2O2
) 1
A
dSp
dx
=
= Cdρu
(
YH2O2 − Y (s)H2O2
) pi√2
Dp
=MH2O2 r˙ (14.36)
The mass fraction Y
(s)
H2O2
of H2O2 on the catalytic surface can be expressed
in terms of the molar concentration C
(s)
H2O2
using the equimass diffusion con-
dition in the fluid phase to/from the impermeable catalytic surface (s):
Y
(s)
H2O2
=
MH2O2C(s)H2O2
MH2O2C(s)H2O2 +Mp
(
C − C(s)H2O2
) (14.37)
Finally, substitution of the expressions of Y
(s)
H2O2
and r˙ as functions of C
(s)
H2O2
in the above equation gives:
Cdρu
YH2O2 − MH2O2C(s)H2O2MH2O2C(s)H2O2 +Mp (C − C(s)H2O2)
 pi√2
Dp
=
=MH2O2Af2e−Ef2/RTNs
K1C
(s)
H2O2
1 +K1C
(s)
H2O2
(14.38)
from which C
(s)
H2O2
and therefore the influence of diffusive effects can be esti-
mated.
14.2 Model Results and Discussion
The model has been fitted on the test data of the first of a series of mono-
propellant firings using the FC-LR-87 platinum-based catalyst (Chapter 13,
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Reference Bed
Configuration and Model
Firing Results
Catalyst FC-LR-87 FC-LR-87
(Pt/α-Al2O3) (Pt/α-Al2O3)
Propellant wt% 85.7% HP 85.7% HP
Pellet Diameter mm 0.6 0.6
Bed Diameter mm 18 18
Bed Length mm 60 60
Bed Load kg/s m2 19.02 19.02
Mass Flow Rate g/s 4.84 4.84
Chamber Pressure bar 17.65 17.65
Chamber Temperature K 831 830
Catalytic Bed Pressure Drop bar 0.65 0.63
Advancement Parameter - 94.8%
Table 14.1: Model settings and results compared to the reference bed config-
uration and firing.
Torre et al.[186] and Romeo et al.[180]). In particular, the uncertain parame-
ters related to the geometric characteristics of the bed (the bed porosity ˜ and
the number of active sites per unit bed volume Ns) and to the reaction kinet-
ics (the Arrhenius pre-exponential factor Af2, the activation energy Ef2 and
the equilibrium constant K1) have been chosen by matching the model pre-
dictions of the bed pressure drop and outlet temperature to the corresponding
test measurements. Good agreement has been attained between the observed
data and the model results, as illustrated Table 14.1. It may also be noticed
in support to the validity of the above approach that this procedure has led
to a value of the bed porosity equal to 0.40, in good agreement (Kaviany[187])
with the bulk porosity of well shaken spherical packing (0.36 ≤ ˜ ≤ 0.43)
and to a realistic value of the activation energy (Ef2 = 18124 J/mol) of the
desorption rate constant, [174].
Figure 14.2 shows the axial profiles of the H2O2 decomposition advance-
ment parameter and of the flow temperature and the pressure predicted by
the model as functions of the distance from the propellant inlet section for
the reference configuration of the catalytic bed summarized in Table 14.1.
The temperature profile of Figure 14.2 clearly shows the presence of three
different regions. In the first region the HTP entering the bed gets in contact
with the catalytic spheres and starts decomposing into oxygen and steam,
generating the rapid increase of the flow temperature up to the local boiling
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Figure 14.2: Axial profiles of the reaction advancement parameter and of the
flow pressure and temperature predicted by the model for the
reference catalytic bed configuration of Table 14.1.
conditions (region I). In the second region the saturation temperature corre-
sponding to the local value of the pressure is reached and the vaporization
of the liquid starts to occur. During this phase the absorption of the latent
heat of vaporization essentially stabilizes the flow temperature, generating
the flat portion of the temperature profile (region II). The very small decline
of the flow temperature reflects the dependence of the saturation tempera-
ture on the local pressure, which is slowly decreasing as a consequence of
the flow losses through the bed. The simplified assumption of simultaneous
evaporation of H2O2 and H2O results in just one nearly isothermal vapor-
ization process, instead of the dual-step profile obtained by Zhou et al.[188]
assuming separate successive evaporation of H2O and H2O2. Clearly, nei-
ther of these approaches is exact, since they both ignore the solution of the
mutual equilibrium of the two liquids. However, the error introduced by
the present approximation is considered acceptable in consideration of the
intrinsic accuracy of the model, since it only modifies the HTP evaporation
profile, without significantly affecting the overall latent heat absorbed by the
process, which controls the attainment of dry-out conditions and influences
the flow conditions at the bed outlet. At the end of the evaporation of the
liquid ( = 1), the flow is completely gaseous (dry-out conditions) and the
heat developed by the further decomposition of H2O2 tends to asymptotically
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Figure 14.3: Molar concentrations of the reacting species along the bed
length.
increase the flow temperature up to the adiabatic equilibrium HTP decom-
position temperature (region III), which depends on the initial composition
and, to a more limited extent, also on the flow pressure. As indicated by
the slope of the pressure profile in Figure 14.2, the flow losses monotonically
increase along the bed together with the flow velocity as a consequence of
the HTP decomposition reaction, whose advancement reduces the flow den-
sity by first sustaining the evaporation of the liquid and later by raising the
gas flow temperature. The advanced parameter reaches about 94% of the
adiabatic equilibrium value, indicating that the reference bed configuration
did not allow for complete H2O2 decomposition, in accordance with the re-
sults of firing tests. Figure 14.3 reports the molar concentration profiles of
the reactants and products of the HTP decomposition in the axial direction
along the catalytic bed. There is no significant difference between the mean
local concentration of these species and the corresponding concentrations on
the catalytic surface estimated by means of the simplified treatment of mass
diffusion effects (Section 14.1.4). Hence, it appears that the reference con-
figuration of the catalytic bed operates under finite-rate kinetics conditions,
suggesting that improvements of the catalytic activity should have a signifi-
cant impact on the bed performance. This conclusion is fully consistent with
the results of firing tests recently carried out on a number of catalysts with
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Figure 14.4: Advancement parameter λ, pressure drop ∆p and exit tem-
perature Tend as functions of the pellet sphere diameter Dp
for the following bed operating conditions and configuration:
G = 19.02 kg/m2 s, pc = 17.65 bar, m˙ = 4.84 g/s, Y = 0.857
and L = 60 mm.
different decomposition activities (Pasini et al.,[189] Torre et al.[186]). As men-
tioned in the introduction, the proposed model also represents a useful tool
for understanding the role and mutual relationships of the main parameters
involved in the preliminary design of catalytic pellet beds. In order to illus-
trate this point, the Figures from 14.4 to 14.8 show the parametric influences
of the pellets diameter Dp, the bed loading G, the bed length L, the chamber
pressure pc and the H2O2 mass composition Y of the HTP propellant on
the advanced parameter λ, the bed pressure drop ∆p and the bed exit tem-
perature Tend. All of these results have been computed using the estimated
values of the kinetics properties and bulk porosity of the reference FC-LR-87
catalyst bed configuration.
The analysis of Figure 14.4 indicates that even a moderate reduction of
the pellet diameter from 0.6 to 0.4 mm is expected to have a positive effect
on the H2O2 decomposition reaction, raising the advanced parameter close to
100%. This improvement is clearly linked to the larger active surface of the
catalyst, but probably also to the increase of the bed pressure drop, which
in the present set-up favors the completion of the decomposition reaction by
increasing the mean operational pressure of the catalytic bed at the constant
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Figure 14.5: Advancement parameter λ, pressure drop ∆p and exit temper-
ature Tend as functions of the bed loading G for the following
bed operating conditions and configuration: G = 19.02 kg/m2
s, pc = 17.65 bar, m˙ = 4.84 g/s, Y = 0.857 and L = 60 mm.
value of the propellant mass flow rate controlled by the cavitating venturi
mounted on the HTP supply line. On the other hand, for pellet diameters
higher than 0.8 mm the bed pressure drop approaches an almost constant
value because the given bed length becomes insufficient for completing the
“isothermal” vaporization phase (region II).
The reduction of the bed load, which in the present operational condi-
tions at constant mass flow rate corresponds to an increase of the bed cross-
sectional area, yields a rapid improvement of the advanced parameter and
a drastic reduction of the bed pressure drop (see Figure 14.5). The second
effect cannot be considered a real advantage since it implies a reduction of
the fluid dynamic dissipation in the catalytic reactor and a parallel increase
of the danger of the onset of flow instabilities.
The increase of the catalytic bed length above the reference value L = 60
mm affects the HTP dwell time by promoting the completion of the decom-
position reaction (see Figure 14.6). Also in this case the increased pressure
losses have the same beneficial effect as for the reduction of the pellet diam-
eter. The effects of the variation of the pressure in the chamber downstream
of the catalytic bed are illustrated in Figure 14.7. This pressure affects the
mean operational pressure of the catalytic bed: high pressures promote the
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Figure 14.6: Advancement parameter λ, pressure drop ∆p and exit tempera-
ture Tend as functions of the bed length L for the following bed
operating conditions and configuration: G = 19.02 kg/m2 s, pc
= 17.65 bar, m˙ = 4.84 g/s, Y = 0.857 and L = 60 mm.
completion of the reaction by reducing the bed length required for the vapor-
ization of the liquid, thereby extending the next phase of H2O2 decomposition
in the gas phase. This effect is confirmed by the temperature profiles of Fig-
ure 14.9, computed at very different values of the chamber pressure. Higher
pressures in the catalytic bed also increase the mean density of the gaseous
mixture, resulting in a reduced flow velocity and pressure losses (see Fig-
ure 14.7). Finally, Figure 14.8 indicates that the level of completion of the
H2O2 decomposition reaction increases with the initial H2O2 mass fraction
of the HTP propellant, most likely as a consequence of the acceleration of
the chemical kinetics at the higher temperatures developed in the catalytic
bed.
The prediction capabilities of the model have been tested by plotting the
temperature Tend as a function of the corresponding pressure pend at the exit
of the catalytic bed. In Figure 14.10 the model results have been compared to
the quasi-steady measurements of the downstream chamber temperature Tc
and pressure pc obtained during the evolution of the monopropellant thruster
firing used for matching the “free” parameters of the model. The initial part
of the curve, characterized by a moderately increasing temperature and a
relatively large pressure rise, corresponds to the evaporation of the liquid
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Figure 14.7: Advancement parameter λ, pressure drop ∆p and exit temper-
ature Tend as functions of the chamber pressure pc for the fol-
lowing bed operating conditions and configuration: G = 19.02
kg/m2 s, pc = 17.65 bar, m˙ = 4.84 g/s, Y = 0.857 and L = 60
mm.
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Figure 14.8: Advancement parameter λ, pressure drop ∆p and exit tempera-
ture Tend as functions of the H2O2 mass fraction Y for the fol-
lowing bed operating conditions and configuration: G = 19.02
kg/m2 s, pc = 17.65 bar, m˙ = 4.84 g/s, Y = 0.857 and L = 60
mm.
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Figure 14.9: Advancement parameter, pressure and temperature profiles for
high (pc = 38.65 bar, top) and low (pc = 14.65 bar, bottom)
chamber pressures for the following bed operating conditions and
configuration: G = 19.02 kg/m2 s, m˙ = 4.84 g/s, Y = 0.857,
Dp = 0.6 mm and L = 60 mm.
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Figure 14.10: Chamber temperature Tc as a function of the chamber pressure
pc experimentally measured during a monopropellant firing and
predicted by the model.
at increasing temperatures during the initial pressurization of the thruster.
The second part of the curve up to T ∼= 450◦C. corresponds to the very rapid
transient of the gas mixture temperature soon after the conclusion of the
evaporation of the liquid. Finally, the last portion of the curve corresponds
to the relatively slow approach to the asymptotic operational conditions of
the thruster, due to the thermal contact of the decomposing flow with the
walls of the catalytic bed chamber. Not surprisingly, the largest discrepancies
between the predictions of the present steady model and the experimental
results occur in the central region of the temperature v/s pressure curve,
corresponding to the most rapid transient response of the flow through the
catalytic bed. In the other regions of the curve in Figure 14.10, where the flow
evolution is more nearly quasi-static, good agreement is attained, confirming
the validity of the proposed model.
14.3 Conclusions
The proposed reduced order model has been developed with the aim of better
understanding the mutual relationships between the main operational param-
eters of catalytic pellet reactors for H2O2 decomposition in monopropellant
rocket thruster applications, as well as for deducing quantitative information
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for design development orientation. Both of these objectives have been suc-
cessfully met, since the model clearly highlights the role of the main factors
affecting the catalytic bed performance in this kind of applications, and its
demonstrated capability of predicting the influence of pellets size, bed load-
ing, bed length, downstream chamber pressure and H2O2 mass concentration
in the HTP propellant allows for effectively guiding the trade-off of the most
important design parameters relevant to the design development of a given
catalyst/support combination for a specific rocket thruster application.
On the basis of the parametric analyses generated by the proposed model,
the following conclusions can be drawn.
The reduction of the pellets size favors the completion of the decompo-
sition reaction in two ways: by increasing the active catalytic surface per
unit bed volume and by raising the operational pressure of the reactor, thus
accelerating its catalytic activity. Hence, small pellets sizes are effective for
reducing the bed volume while still preserving acceptable performance. Be-
sides, the increase of the pressure drop through the catalytic bed and the
reduction of its volume, by favoring a more rapid initial pressurization of the
reactor, also improve the typical raise time of the thrust, a crucial aspect in
space propulsion applications.
The bed length and load (which varies inversely with the bed cross-
section) affect the propellant dwell time in the reactor. For a given value
of the dwell time, high aspect ratio beds develop higher flow losses and have
the abovementioned advantage of favoring a more rapid initial pressurization
of the reactor, at the cost of some reduction of the steady-state total pressure
for nozzle expansion. However, an excessive reduction of the bed load, in the
attempt to increase the thrust chamber pressure, reduces the fluid dynamic
damping in the bed, exposing the chamber to the risk of development of self-
sustained flow oscillations. The present steady model is clearly incapable of
predicting unsteady effects in the bed, but can provide useful indications for
the choice of the bed pressure drop and chamber pressure levels most suited
for steady-state thruster operation.
The pressure of the catalytic bed accelerates the reaction kinetics and
represents therefore an effective operational parameter for completing the
decomposition of H2O2 in shorter beds. When operating at constant pro-
pellant mass flow rate, the increase of the chamber pressure reduces both
the liquid evaporation phase and the flow velocity, extending the dwell time
and reducing the bed pressure losses. All of these effects add to the previous
one, making the chamber pressure level a crucial parameter for improving
the performance of HTP monopropellant thrusters.
The predicted irrelevance of mass diffusion effects on the catalytic reaction
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represents a very significant indication of the proposed model. If confirmed, it
simply implies that any further improvements of the decomposition kinetics
must rely on more efficient catalyst/substrate combinations (not a simple
task to achieve at their present state of development).
According to the results of the proposed model, the catalytic bed for the
reference monopropellant thruster application could attain almost complete
H2O2 decomposition at design HTP mass flow rate by means of either of the
following ways:
• decreasing the pellets size from 0.6 mm to 0.4 mm;
• halving the bed load to 10 kg/m2 s;
• increasing the bed length from 60 to 80 mm;
• increasing the nominal chamber pressure up to 23 bar;
• using HTP with 97% H2O2 composition by weight;
or by suitable combinations of the above.
Based on the predictions of the proposed model, it is clear the need of:
• introducing very significant reductions of the pellet diameter and bed
volume without decreasing the overall catalytic surface;
• limiting the excessive increase of the bed pressure drop and increasing
the reaction kinetics by raising the chamber pressure;
• selecting the chamber length-to-diameter ratio to secure sufficiently
rapid initial pressurization of the reactor.
It appears therefore that the design trade-off of catalytic pellet beds for
HTP monopropellant thrusters also involves consideration of the transient
operation and response, which are not predicted by the present model. There-
fore this topic will be analyzed in Chapter 16, with the specific aim of gener-
ating useful design information on the initial pressurization transient and on
the influence of non-adiabatic effects and bed pre-heating on the steady-state
and intermittent pulsed operation of monopropellant thrusters.
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Reactor Performance Analysis
Chapter 15
Experimental Campaign with Prototype III
The present chapter reports a comprehensive experimental campaign carried
out in order to assess the capability of four especially-developed catalytic beds
to decompose hydrogen peroxide under operational conditions representative
of typical application to small monopropellant rocket engines, and to char-
acterize the resulting performance of the thruster. All beds have shown high
decomposition and propulsive efficiencies, well in excess of 90%. In particular,
two catalytic beds - indicated as LR-III-106 and CZ-11-600 - have been re-
spectively able to decompose up to 13 and 11 kg of 90% hydrogen peroxide,
equivalent to 2500 and 2000 s of thruster continuous operation, exhibiting
C-Star efficiencies higher than 95%. The experimental results have also indi-
cated two main sources of catalyst degradation. In low-porosity catalysts the
decay of chemical activity affects the temperature efficiency and causes the
flooding of the first portion of the catalytic bed, while highly porous catalysts
experience thermal rupture of the carrier, which leads to excessive growth of
the pressure drop across the catalytic bed.
15.1 Experimental Procedures
The experimental evaluation of the propulsive performance of the thruster
Prototype II has been obtained by means of the following measurements:
• the chamber pressure, by means of a Kulite pressure transducer model
XTM-190M-17 bar, mounted by means of suitable Swagelok connectors
on the external housing of the thruster;
• the pressure at the inlet of the catalytic bed, by means of a Kulite
pressure transducer model XTM-190M-17 bar, mounted by means of
suitable Swagelok connectors on the external housing of the thruster;
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Figure 15.1: A picture of the thruster before a firing test.
• the pressure drop across the catalytic bed and the injector, by means of
a FP2000 differential pressure transducer produced by Honeywell (500
psi range, 0.1% FSO accuracy);
• the chamber temperature, by means of a 1 mm diameter K-type mineral-
insulated thermocouple mounted on the catalytic reactor housing by
means of an adjustable 1/8” NPT threaded bushing, with the sensing
tip located on the chamber axis;
• the temperature along the catalytic bed, by means of five 1 mm diam-
eter K-type mineral-insulated thermocouples mounted on the catalytic
reactor housing by means of an adjustable 1/8” NPT threaded bushing,
with the sensing tip located on the catalytic bed axis;
• the thrust, by means of a subminiature compression load cell (Sensotec
model 13) with 1 kgf FS and a maximum combined error (non-linearity,
hysteresis and repeatability) of 0.9% FSO;
• the propellant flow rate, by means of a Coriolis flowmeter produced by
Krohne.
15.2 Experimental Results 621
15.2 Experimental Results
For effective comparison between the various types of catalysts, all of the
experiments have been conducted using the same concentration of hydrogen
peroxide (90% ± 0.8%) and the same injection nozzle (TN-SS-3) at equal
values of the load (G = 10 kg/m2s) and length of the catalyst bed (L = 60
mm).
15.2.1 Endurance tests on LR-III-97 and LR-III-106 supported on
compact alumina
The experimental campaign on the LR-III-97 has comprised four firing ses-
sions. Figure 15.2 reports the time-evolution of the thrust and mass flow rate
as functions of cumulative time from the beginning of the test. In particular,
the experimental data have been plotted only when the firing valve was open
and, consequently, the dead times between two firings are not reported. In
the first firing (from Cumulative Time = 0 s to Cumulative Time = 210 s),
the thrust profile has been particularly smooth due to a uniform decomposi-
tion of the hydrogen peroxide, with no significant pressure oscillations inside
the thrust chamber. Both the temperature and the characteristic velocity
efficiencies have been higher than 90%, as shown in Figure 15.15 and Fig-
ure 15.16. The measured specific impulse for atmospheric exhaust conditions
and its extrapolated value in vacuum have been slightly lower than 120 s and
160 s, respectively. The initial transient of the temperature inside the bed
reported in Figure 15.3 shows that steady-state conditions have been reached
in about 25 s and that thereafter all of the thermocouples have substantially
measured the same bed temperature. The long transient has probably been
the consequence of the presence of some water inside the piping line from
a previous purging/cleaning operations. Furthermore, Figure 15.3 indicates
that in steady-state conditions most of the decomposition reaction has taken
place in the part of the catalytic bed upstream of the first thermocouple. The
second firing has been interrupted after only 18 s because of a seal problem.
In the third experiment (from Cumulative Time = 220 s to Cumulative Time
= 630 s) strong pressure oscillations have been observed, even though the
mass flow rate has been kept stable near its nominal value by the cavitating
venturi.
The efficiencies and the specific impulses have been analogous to the pre-
vious ones, showing good repeatability. In this case, the transient start-up
has been equal to about 15 s. In the final firing (from Cumulative Time =
630 s to Cumulative Time = 740 s), the thrust has been particularly smooth,
as shown in Figure 15.2. The more regular profile of the thrust in the final
firing with respect to the previous ones is probably related to the reestab-
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Figure 15.2: Thrust and mass flow rate as functions of the cumulative time
for the LR-III-97 catalyst.
lishment of the original preload of the catalytic pellets. In particular, it has
been observed that, if the catalytic pellets have not been sufficiently packed
and loaded during the assembly of the catalytic bed, strong pressure and
mass flow rate oscillations can occur, as in the third firing in Figure 15.2.
Conversely, flow oscillations disappear when the catalyst is correctly pressed.
The time-evolution of the temperatures inside the catalytic bed in the
last firing, reported in Figure 15.4, shows the progressive degradation of the
catalytic capability of the bed. In fact, the first two thermocouples have
measured very low temperatures, which are symptomatic of the flooding of
the first part of the bed with liquid hydrogen peroxide. The flooding can be
very dangerous in pulsed firings, as reported in Figure 15.5, where the high
overpressure experienced just after shutdown of the propellant valve is likely
due to the rapid decomposition/vaporization of the liquid hydrogen peroxide
as it flooded by gravity the much hotter and still efficient aft part of the
catalytic bed.
The endurance test on the LR-III-106 catalyst has been split in five ses-
sions. The first three sessions have been conducted according to the following
duty cycle: a long initial cold firing lasting at least 120 s, followed by 40 s
pulses separated by 120 s intervals. In the last two sessions, because of the
15.2 Experimental Results 623
Figure 15.3: Temperature profiles inside the catalytic bed in the first firing of
the endurance test on LR-III-97.
Figure 15.4: Temperature profiles inside the catalytic bed in the last firing of
the endurance test on LR-III-97.
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Figure 15.5: High overpressure just after the shutdown of the firing valve
(LR-III-97 catalyst).
partial flooding of the bed, only a single long firing of about 600 s has been
carried out. In all of the experiments, the temperature and C-star efficien-
cies have approached unity (>95%), as reported in Figure 15.15 and Figure
15.16. The transient start-up has been repeatable and equal to about 15 s.
Looking at the time-evolution of the thrust in Figure 15.6, it is possible
to observe that the thrust profile of the cold firing has been stable, while
the hot firings have been characterized by strong oscillations probably due to
selective evaporation of hydrogen peroxide and water and the stratification of
the decomposition that has led to regions where the adiabatic decomposition
temperature (746 ◦C) has been exceeded (see Figure 15.7 and Figure 15.8)
and other areas where the channeling phenomenon has taken place.
The measured specific impulse for atmospheric exhaust conditions has
reached the value of 120 s, corresponding to an extrapolated value of 160 s in
vacuum. Only in the last two firings the first thermocouple has been inter-
mittently flooded (see Figure 15.8). The partial degradation of the first part
of the bed has not produced any detectable deterioration of the propulsive
performance of the thruster because the remaining part of the bed has still
been able to guarantee the complete decomposition of the hydrogen perox-
ide owing to the conservative values of the propellant mass flow density and
residence time.
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Figure 15.6: Thrust and mass flow rate as functions of the cumulative time
for the LR-III-106 catalyst.
Figure 15.7: Temperature profiles inside the catalytic bed in the first firing of
the endurance test on LR-III-106.
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Figure 15.8: Temperature profiles inside the catalytic bed in the last firing of
the endurance test on LR-III-106.
15.2.2 Endurance tests on LR-IV-11 and CZ-11-600 supported on
porous alumina
The endurance test of the LR-IV-11 catalyst has consisted in three experimen-
tal sessions with the following duty cycle: a 120 s cold-start firing, followed
by 40 s pulses separated by 120 s pauses (nine pulses in the first two tests
and three pulses in the last one), as shown in Figure 15.9. During the first
firing (from Cumulative Time = 0 s to Cumulative Time = 450 s) the thrust
profile has displayed the occurrence of small-amplitude oscillations, probably
related to the porosity of the carrier. The start-up transient has lasted about
15 s, as shown in Figure 15.10. The characteristic velocity efficiency, illus-
trated in Figure 15.15, has been about 95%, while the temperature efficiency
has been slightly lower, 90%, as indicated in Figure 15.16. During the experi-
ment, the pressure drop across the bed has progressively increased due to the
gradual rupture of the catalyst substrate. In the second firing session (from
Cumulative Time = 450 s to Cumulative Time = 900 s) the performance,
such as the thrust profile, the efficiencies and the start-up transient length,
remained essentially unchanged. On the contrary, the pressure drop has in-
creased almost linearly with the firing time, as illustrated in Figure 15.17.
The last test has been characterized by the sudden increase of the pressure
drop across the catalytic bed, which lead to the suppression of cavitation in
the venturi and the consequent change of the propellant mass flow rate, as
15.2 Experimental Results 627
Figure 15.9: Thrust and mass flow rate as functions of the cumulative time
for the LR-IV-11 catalyst.
indicated by the data in Figure 15.9.
The mass flow rate, and consequently also the thrust, started to oscil-
late with amplitudes larger than the previous ones. Even in this case, the
start-up transient has been equal to about 15 s (Figure 15.11), while the av-
erage propulsive performance has been consistent with previous experiments
(ηc∗ = 95%, η∆T = 90% and Ivsp ∼= 160 s), as reported in Figure 15.15 and
Figure 15.16. The excessive pressure losses inside the bed have led to the
conclusion of the endurance test, despite the absence of degradation of the
catalytic activity of the bed. The experimental data related to the endurance
test on the CZ-11-600 catalyst has been reported from Figure 15.12 to Fig-
ure 15.14. In all of the five tests the thrust profile has been particularly
smooth and repeatable, as shown in Figure 15.12. The C-star and the tem-
perature efficiencies have remained almost constant and equal to about 95%
(see Figure 15.15 and Figure 15.16). Consistently with the above efficiencies,
also the specific impulses for atmospheric and vacuum exhaust have respec-
tively reached value next to 120 s and 160 s. As for the LR-IV-11 catalyst,
which makes use of the same carrier, there has been a progressive increase
in the pressure drop across the catalytic bed, as shown in Figure 15.17. It is
worth noting that in this case the rate of degradation has been significantly
lower than for the LR-IV-11 catalyst, and consequently the life of the bed has
doubled (2000 s instead of 1000 s). However, the increase in the pressure drop
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Figure 15.10: Temperature profiles inside the catalytic bed in the first firing
of the endurance test on LR-IV-11.
Figure 15.11: Temperature profiles inside the catalytic bed in the last firing
of the endurance test on LR-IV-11.
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Figure 15.12: Thrust and mass flow rate as functions of the cumulative time
for the CZ-11-600 catalyst.
has not affected the correct operation of the cavitating venturi, and therefore
the thrust has remained essentially constant. As in the case of LR-IV-11,
the occurrence of excessive pressure losses, rather than the degradation of its
catalytic activity (Figure 15.14), has caused the termination of the run.
15.2.3 Comparison between the performance of the catalysts
In order to summarize and compare the performance and endurance of the
tested catalysts it has been decided to plot in Figure 15.15, Figure 15.16
and Figure 15.17 their efficiencies and pressure drops as functions of the
cumulative time from the beginning of the test. During its operational life,
the C-star efficiency of the LR-III-97 has been constant, while its temperature
efficiency and its bed pressure drop have slightly decreased due to the flooding
of the initial part of the bed as a consequence of the deterioration of its
catalytic activity. A similar behavior has also been displayed by the LR-
III-106 catalyst. Conversely, both the efficiencies of the LR-IV-11 and CZ-
11-600 catalysts have remained nearly constant, while their degradation has
been mostly related to the progressive and excessive raise of the bed pressure
drop. In conclusion, given the properties of the catalyst carriers, Figure 15.16
and Figure 15.17 indicate that, when the substrate is thermo-mechanically
resistant, as in the case of compact carriers, the operational life is limited
by the decay of the catalytic activity, as indicated by the behavior of the
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Figure 15.13: Temperature profiles inside the catalytic bed in the first firing
of the endurance test on CZ-11-600.
Figure 15.14: Temperature profiles inside the catalytic bed in the last firing
of the endurance test on CZ-11-600.
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Figure 15.15: Comparison between the C-star efficiency of the catalysts.
temperature efficiency. On the other side, if the carrier is relatively more
porous, and consequently less thermo-mechanically resistant, the catalyst
life is mostly limited by the excessive raise of bed pressure drop.
With reference to the thrust profiles, the analysis of the experimental
data allows for the characterization of a number of critical elements for the
stability and repeatability of the thrust performance. In particular, the thrust
profile is mainly influenced by:
• the macroscopic and microscopic porosity of the bed, respectively de-
termined by the degree of the mechanical packing of the pellets and by
the microstructure of the coating/carrier system;
• the uniformity of the decomposition inside the bed, strongly related to
the uniformity of the deposition of the active species.
The influence of the macroscopic porosity on the stability of the thrust is
manifest in the behavior of the LR-III-97 catalyst supported on compact alu-
mina. In its first and final firings the catalyst has been correctly pressed and
the thrust profile is smooth, while strong oscillations due to the insufficient
packaging of the catalyst pellets appear during the third test, as shown in
Figure 15.2. The effect of the microscopic porosity on the uniformity of the
thrust can be observed in the comparison between the time-evolutions of the
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Figure 15.16: Comparison between the temperature efficiency of the cata-
lysts.
Figure 15.17: Comparison between the pressure drop inside the catalytic
beds.
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thrust of the catalysts LR-IV-11 and CZ-11-600. Both of these catalysts have
been realized on the same carrier but, in the CZ-11-600 sample, the Ceria-
Zirconia film, interposed between the Platinum active species and the ceramic
pellets, has reduced the open porosity of the catalyst and, consequently, the
intensity of the oscillations. In the catalysts supported on porous alumina,
the regularity of the temperature profiles measured inside the bed have been
an indirect indication of uniform decomposition. Although strong oscillations
have been detected in the last firing of the LR-IV-11 catalyst (Figure 15.9),
these fluctuations are not associated to the porosity of the carrier, but rather
with the onset of mass flow rate oscillation caused by the malfunctioning
of the cavitating venturi. Figure 15.6 shows that the cold firings have been
smooth and repeatable, while the pulsed hot firings have been characterized
by unrepeatable marked peaks. If the deposition of the catalytic element
is not uniform, as in the case of LR-III-106, the hot firings are not stable,
probably because differential vaporization of water and hydrogen peroxide
occurs in the already hot initial part of the bed, leading to nonuniform H2O2
concentration inside the catalytic bed. As a result, regions can occur where
the decomposition temperature is higher than the adiabatic decomposition
temperature corresponding to the initial hydrogen peroxide concentration.
Conversely, in cold firings the hydrogen peroxide gets in touch with a cold
catalyst and the vaporization of the liquid is only caused by the energy re-
leased by the catalytic decomposition, leading to a more uniform flow field
in the bed and consequently to smoother thrust profiles.
15.3 Conclusions
An experimental campaign, aimed at characterizing the propulsive perfor-
mance of four different advanced catalytic beds, has been carried out in
ALTA’s Green Propellant Rocket Test Facility using an upgraded monopro-
pellant thruster prototype equipped for measuring the decomposition temper-
ature along the catalytic bed. The mechanical atomization of the propellant,
together with the reduction of the empty volumes in the thruster, have al-
lowed for the significant reduction of the start-up transients with respect to
the previous thruster configuration (Prototype II), clearly indicating that re-
alistic time responses can be attained in optimized designs for a given choice
of the catalyst.
All of the tested catalysts showed high decomposition and propulsive ef-
ficiencies (ηc∗ > 90%). In particular, the LR-III-106 and CZ-11-600 catalysts
operated respectively at ηc∗ = 98% for almost 2500 s and at ηc∗ = 95% for
almost 2000 s.
The experimental results have indicated two different sources of catalyst
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degradation. The useful life of the catalysts supported on compact carriers
is limited by the reduction of catalytic activity, manifested in the decrease of
the temperature efficiency and of the bed pressure drop as a consequence of
the flooding of the first portion of the bed. On the other hand, the catalysts
supported on highly porous substrates do not manifest appreciable degra-
dation of the catalytic activity but suffer of the progressive rupture of the
carries, which leads to excessive pressure drops across the bed.
Thrust smoothness seems to be related to the macroscopic/microscopic
porosity of the bed, while the repeatability of the thrust can be associated
to the uniformity of the catalyst deposition that allows for a more uniform
decomposition and consequently avoids the onset of channeling.
Current work has been mostly aimed at the characterization of promising
catalyst/substrate combinations under realistic conditions for operation in
small rocket thrusters. Since the actual performances of the catalytic beds
were not known in advance, significant margins had to be taken in the de-
sign of a flexible and reconfigurable thruster prototype. Further work will
be focused on the identification of the best compromise between the vari-
ous parameters (catalyst/substrate combination and preparation, pellet size,
propellant injection, decomposition pressure, bed load and pressure drop,
propellant dwell time, etc.) controlling the operation of catalytic hydrogen
peroxide thrusters in an optimized design.
Chapter 16
Initial Transient
The present chapter illustrates the results of an experimental campaign car-
ried out using a Pt/α-Al2O3 catalyst, named LR-III-106. The catalytic bed
has been integrated into a hydrogen peroxide monopropellant thruster proto-
type and tested in the Green Propellant Rocket Test Facility. As reported in
Chapter 15, endurance tests on LR-III-106 catalyst had been already per-
formed with the same thruster prototype at a lower mass flux (G ≈ 12
kg/m2s): the bed was able to decompose up to 13 kg of 90% hydrogen perox-
ide, equivalent to 2500 s of thruster continuous operation, exhibiting C-Star
efficiency higher than 95%. The tests reported in the following sections have
been aimed at investigating the performance of the catalyst and the thruster
with a mass flux increased up to 55 kg/m2s. The bed has shown high decom-
position and propulsive efficiencies, well in excess of 90%. The cold start-up
transient has been reduced to about 1 s, one order of magnitude lower than
the previous obtained at lower G.
16.1 Experimental Procedures
In the current set-up, the experiments have been performed without the
cavitating venturi. The operation of the thruster prototype has been con-
tinuously monitored by means of the same sensor configuration described in
Section 15.1, except for the measurement of the thrust that has been per-
formed by means of a subminiature compression load cell (Sensotec model
13) with 25 lbf FS and a maximum combined error (non-linearity, hysteresis
and repeatability) of 0.9% FSO.
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Figure 16.1: Drawing of the hydrogen peroxide monopropellant thruster pro-
totype.
Figure 16.2: A picture of the Prototype III on the thrust balance.
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16.2.1 Tests on LR-III-106 at G = 55 kg/(m2s)
The experimental campaign on the LR-III-106 catalyst has consisted of five
firings with the following duty cycle: a 46 s cold-start firing, followed by three
10 s pulses separated by 10 s pauses and a final hot-start firing, as shown
respectively in Figure 16.3, Figure 16.4 and Figure 16.5. In all the firings, the
steady state value of the thrust was 32 N and the chamber pressure reached
values up to 22.5 bar. Especially in the first cold-start firing, the mass flow
rate profile has been characterized by a strong overshoot peak caused by the
absence of the cavitating venturi. Contrary, this peak almost disappeared
in the last two firings, when the temperature of the catalytic bed was high
enough to vaporize the propellant and, consequently, rapidly pressurize the
thrust chamber. An anomalous peak in the pressure measured at the inlet
of the catalytic bed has been detected in the first three firings, as reported
in Figure 16.3 and Figure 16.4. The magnitude of this overpressure has been
quite high; the most unexpected aspect is that the profiles of the chamber
pressure, the thrust and the mass flow rate are completely not affected by
this phenomenon. A possible explanation for this anomaly can be found
in the topology of the pressure tap. Figure 16.1 reports a cross section of
the monopropellant prototype that shows the location of the pressure tap
before the inlet of the catalytic bed. This pressure transducer has been
mounted recessed and, therefore, there is some empty volume in front of it.
Probably, at the beginning of the firing this small empty volume has been
filled by liquid hydrogen peroxide. During the firing, the thermally conducted
energy through the metal casing of the prototype has allowed for the thermal
decomposition of this small amount of hydrogen peroxide and a consequent
pressure increase in the small chamber in front of the pressure transducer due
to the choking of the narrow connecting tube. This justifies both the strong
overpressure locally measured by the transducer and the almost negligible
influence on the chamber pressure, the thrust and the mass flow rate due to
the paltry amount of propellant involved.
Figure 16.6 reports the time-evolution of the temperatures inside the cat-
alytic reactor as functions of the cumulative time from the beginning of the
test. In particular, the experimental data have been plotted only when the
firing valve was open and, consequently, the dead times between two firings
are not reported. Despite the high value of the mass flux only the first ther-
mocouple, located at 15 mm from the inlet of the bed, has been affected by
intermittent flooding. Sometimes, in fact, this thermocouple has measured
a temperature next to the vaporization temperature of the reacting mixture
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Figure 16.3: Initial cold-start firing: pressure, mass flow rate and thrust pro-
files as functions of the Relative Time.
Figure 16.4: Intermediate three pulses: pressure, mass flow rate and thrust
profiles as functions of the Relative Time.
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Figure 16.5: Final hot-start firing: pressure, mass flow rate and thrust profiles
as functions of the Relative Time.
detecting the presence of a multiphase flow in this region of the reaction
chamber. The temperature profiles along the catalytic bed have not been
particularly smooth and the mean values registered by all the temperature
sensors, except for the first thermocouple, are about 700 ◦C. Therefore, the
catalytic bed is oversized for these operational parameters and, probably, half
of its length would be enough to obtain the same propulsive performance.
Figure 16.7 shows the time-evolution of the pressures along the catalytic
reactor as functions of the cumulative time from the beginning of the test. In
general, pressure profiles have been smooth except for the anomalous peaks
already explained as a local phenomenon inside the pressure tap of the ab-
solute transducer at the inlet of the bed. While the signal of the differential
pressure transducer, used for measuring the pressure losses across the injector
and the catalytic bed, has been constant, the profiles of the pressure drop
across the injector and the bed have been affected by the local phenomenon
because they have been computed using the output of the transducer located
at the inlet of the bed. In steady state conditions, the feed pressure of the
engine has been 30.5 bar and the pressure losses have been respectively 4 bar
across the injector and 4 bar across the catalytic bed yielding to a chamber
pressure equal to 22.5 bar.
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Figure 16.6: Temperature profiles inside the catalytic bed as functions of the
Cumulative Time.
Figure 16.7: Pressure profiles inside the prototype as functions of the Cumu-
lative Time.
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The propulsive performance has been summarized in Figure 16.8 by plot-
ting the c∗ and temperature efficiencies as a function of the cumulative time.
In particular, the characteristic velocity efficiency has been higher than 95%
while the temperature efficiency has overcome the threshold of the 90%. The
time-evolution of the efficiencies has shown no degradation of the perfor-
mance but a slight improvement due to the heating of the prototype that has
reduced the heat losses of the decomposing flow. In order to investigate the
effects of the catalytic bed temperature on the transient start-up, the first 5
seconds of a cold-start (first) and an hot-start (fourth) firing are reported in
Figure 16.9. For a better understanding of the experimental data, it is worth
noticing that in all the reported tests the time constant of the flowmeter has
been set to 3 seconds while the natural frequency of the pressure transducer
is 425 kHz. After the opening of the valve, the physical variation of the mass
flow rate is almost impulsive, while the time response of the flowmeter output
reaches the steady-state value after some seconds due to the high value of
the time constant. Contrary, the output profile of the pressure transducer
is due to the first-order behavior of the thrust chamber with respect to an
impulsive variation of the mass flow rate and not to the response time of
the sensor which is much higher. According to the previous remarks, it is
possible to associate the overshot of the pressure transducer to the peak of
the mass flow rate even if they have been recorded at different values of the
Cumulative Time because of the different time constants of the sensors. The
set-up of the facility has been characterized by the absence of the cavitating
venturi, which had been used in all the previous experiments at ALTA. In this
configuration, the mass flow rate is proportional to the pressure drop across
the injector and, therefore, is affected by the pressure inside the thrust cham-
ber. As previously explained, the overshot peak of mass flow rate has been
measured in the cold-start (left part of Figure 16.9) while it has almost dis-
appeared in the hot firing (right part of the same figure). Table 16.1 reports
the analysis of the thrust profile transients of the different firings in terms of
decomposition delay, rise time, decay time and time constant. In particular,
the comparison between the first and the fourth firings suggests that both
the decomposition delay and the thrust rise time have been strongly affected
by the initial temperature while, obviously, the decay time has been mainly
influenced by the final temperature. The 400 ms decomposition delay of the
cold-start has been reduced to 180 ms in the hot-start, while the thrust rise
time has been decreased from 994 ms to 230 ms. The thrust decay time has
been almost the same (≈ 1400 ms) in both the experiments.
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Figure 16.8: Comparison between c∗ and temperature efficiencies at G = 55
kg/(m2s) as functions of the Cumulative Time.
Mass Firing Initial Decomposition Thrust Thrust Time
Flux Number Temperature Delay Rise Time Decay Time Constant
kg/m2s ◦C ms ms ms ms
55 I 20 400 994 1460 495
55 II 350 210 1040 930 280
55 III 620 150 320 1240 210
55 IV 630 180 230 1400 130
12 I 20 470 16000 6200 9000
Table 16.1: Response time.
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Figure 16.9: Transient start-up: comparison between cold (left) and hot
(right) firings.
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16.2.2 Influence of the Mass Flux on the Transient Start-Up
The results of the endurance tests on LR-III-106 catalyst (see Chapter 15),
performed with the same catalytic bed at lower mass flux (G ≈ 12 kg/m2s)
and pressure (pc ≈ 17 bar), have been used to investigate the influence of the
operational parameters on the transient start-up. The initial time-evolutions
of the chamber pressure and the mass flow rate for two cold-start firings
performed with fresh catalyst at different mass fluxes are reported in Fig-
ure 16.10. In both the experiments, the almost impulsive variation of the
mass flow rate is detected by the flowmeter through the typical response to a
step for a system with a time constant equal to 3 seconds. In the experiment
at G ≈ 12 kg/m2s, the presence of the cavitating venturi is evident in the
absence of the strong overshot peak (Figure 16.10, left) detected in the test
without flow controller devices in the profiles of both pressure and mass flow
rate (Figure 16.10, right).
While the decomposition delay has been almost the same in both the
tests, as reported in Table 16.1, the thrust rise has been strongly affected by
the mass flux. In fact, an increase of almost five times has implied a reduction
of the rise time of more than one order of magnitude: from 16000 ms to 994
ms. Contrary, the variation of the thrust decay time has been of the same
magnitude of the variation of the mass flux.
Figure 16.11 and Figure 16.12, respectively, report the temperature profile
inside the catalytic bed at low and high mass flux. In tune with the previous
results on the thrust, the transient phase in the temperature profiles has
been reduced at the higher mass flux. In particular, the time required for
the vaporization detected by the thermocouple inside the chamber has been
decreased from 10 s to 2 s, following the same ratio of the mass flux values.
Furthermore, it is worth noticing the partially decomposed flow detected
by the first thermocouple in the experiment at high mass flux due to the
reduction of the residence time in the decomposition process. Finally, in order
to investigate the influence of the mass flux on the propulsive performance,
the c∗ and the temperature efficiencies at lower mass flux are reported in
Figure 16.13 as functions of the first 100 seconds of Cumulative Time. Despite
the different values of bed load, the steady-state value of the characteristic
velocity efficiency has been the same, even if its profile at lower mass flux
has been much smoother. On the other hand, the temperature efficiency has
been higher at lower mass flow rate.
In general, the chamber temperature, Tc, is a function of the fraction of
the decomposed mass flow rate. In particular, the decomposed molar flow rate
can be obtained by integrating the volumetric reaction rate on the catalytic
bed volume. In an ideal case the temperature of the reaction products at
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Figure 16.10: Transient start-up: comparison between different values of the
mass flux.
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Figure 16.11: Temperature profiles inside the catalytic bed for a cold-start at
G = 12 kg/(m2s).
the exit of the bed can be associated, through an enthalpic balance, to the
total decomposed moles per unit time. Extrapolating this quantity from
experimental data, it appears to increase almost linearly with time.
Assuming, as a first approximation, that the decomposition capability of
the bed is linear with its mean temperature,∫
Vbed
r˙dV ∝ T¯bed (16.1)
the time derivative of the temperature of the bed, evaluated assuming a
convective heat transfer between the reacting flow and the pellets of the
catalytic bed,
∂T¯bed
∂t
=
Sbed
mbed
cpflow
cpbed
(
1
˜
)2/3
GCh∆T¯ (16.2)
can be used to calculate the time derivative of the decomposition capability:
∂
∫
Vbed
r˙dV
∂t
∝ Sbed
mbed
cpflow
cpbed
(
1
˜
)2/3
GCh∆T¯ (16.3)
In the experiments presented in this chapter, all the parameters related
to the catalytic bed are constant except for the mass flux and, consequently,
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Figure 16.12: Temperature profiles inside the catalytic bed for a cold-start at
G = 55 kg/(m2s).
the time derivative of the decomposition capability should be proportional
to G. In order to verify the previous analysis, the time elapsed between two
different degrees of decomposition (Tc) has been compared to the mass flux
of the experiment. In particular, the time necessary for reaching the dry-out
condition has been respectively 10 s and 2 s at low and high mass flux and,
consequently, the ratio of these times is almost equal to the ratio of G. This
correlation is also verified for the experimental points referring to 100◦C and
500◦C. In this case, the time necessary to pass from the lower temperature to
the higher one is, respectively, 10.07 s and 2.18 s for low and high bed load.
16.3 Conclusions
The LR-III-106 catalyst arranged in a 30 cm3 catalytic bed, already success-
fully tested at lower mass flux, has shown excellent decomposition properties
at G = 55 kg/m2s too. Its high characteristic velocity efficiency (ηc∗ > 95%)
has remained unchanged in both the configurations and the information re-
garding the temperature inside the catalytic bed suggests that, even for the
higher mass flux, the length of the bed is oversized. Furthermore, the very
good results of the endurance test at lower mass flux look promising for a
future endurance test at higher bed load.
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Figure 16.13: Comparison between c∗ and temperature efficiencies at G = 12
kg/(m2s) as functions of the Cumulative Time.
The time response of the prototype has been strongly reduced by increas-
ing the mass flux. In particular, the thrust rise time of the cold-start firing has
been decreased more than one order of magnitude and future improvements
can be achieved also considering that the prototype used in the experiment
is not optimized for the reduction of the empty volumes inside the thruster.
The analysis of the initial transient of cold and hot-start firings has in-
dicated that both the decomposition delay and the thrust rise time are in-
fluenced by the temperature, while, for cold-start tests, the variation of the
mass flux does not strongly affect the decomposition delay.
Finally, the presence of local overpressures measured by the pressure
transducer located before the inlet of the bed, due to the thermal decom-
position of the hydrogen peroxide trapped in the pressure tap, suggests the
suitability of a configuration of the pressure tap that avoids the possibility
of trapping liquid hydrogen peroxide.
Chapter 17
Conclusions
A comprehensive experimental campaign has been carried out on three hy-
drogen peroxide monopropellant thruster prototypes in order to characterize
the decomposition capabilities of seven different platinum catalysts on alu-
mina carriers for the decomposition of high grade hydrogen peroxide. Silver
screens and a similar commercially available space propulsion platinum cat-
alyst on alumina have been integrated and tested in beds of equal geometric
envelope and operational conditions for an effective assessment of the propul-
sive performance of the developed catalysts. Moreover, endurance tests have
been performed on the four most promising catalysts in order to investigate
their operating life and the main causes of performance degradations.
The experience gained during the present investigation showed that cat-
alytic activity tests under atmospheric conditions are quite helpful during
the early stages of development in selecting the most promising catalysts and
provide useful indications on their relative susceptibility to thermal cracking,
especially when carried out with high grade hydrogen peroxide. However, the
effective investigation of the above critical aspects can only be carried in out
in engine prototype tests, and implies the need of independently adjusting
the bed loading, the residence time in the reactor and the chamber pressure
over wide ranges.
The engine prototypes intentionally designed for the current research and
the test facility employed in the experiments have proved to be very suitable
for the characterization of the propulsive performance of the catalysts over
the typical ranges of operating parameters.
Platinum, selected as the most promising catalytic element in the catalytic
activity tests under atmospheric conditions, proved to be a powerful catalyst
for high grade hydrogen peroxide decomposition in engine prototype tests
too.
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At the present stage of development of HP catalysts for rocket thruster
applications, the following main conclusions can be drawn concerning thermo-
mechanical properties of the investigated catalyst carriers:
• the γ-Al2O3 ceramic supports has led to unsatisfactory levels of per-
formance because of rupture of the pellets and consequent occlusion of
the catalytic bed;
• the thermo-mechanical resistance of the α-Al2O3 substrate seems to be
compatible with typical rocket thruster applications without danger of
rupture and powdering of the ceramic pellets;
• the catalyst on the θ-α-Al2O3 suffer of the progressive rupture of the
carriers but their operating life can last thousands of seconds and can
be improved by the deposition of a ceria-zirconia solid solution film
before the impregnation phase with the catalytic element.
The novel catalyst deposition technique on the alumina pellets has suc-
ceeded in realizing high surface loads of platinum even on the α-Al2O3 sub-
strate in spite of its relative low surface area (4 m2/g).
The experiments suggest that the reactor performance is not greatly af-
fected by higher catalyst depositions on the same ceramic pellets. Moreover,
high decomposition efficiencies have been obtained with a platinum-deposed
surface of the same order of magnitude of the geometrical surface area of the
substrate pellets.
In the endurance tests, all of the tested catalysts showed high decompo-
sition and propulsive efficiencies (ηc∗ > 90%). In particular, the LR-III-106
and CZ-11-600 catalysts operated respectively at ηc∗ = 98% for almost 2500
s and at ηc∗ = 95% for almost 2000 s.
The experimental results have indicated two different sources of catalyst
degradation. The useful life of the catalysts supported on compact carriers,
such as γ-Al2O3, is limited by the reduction of catalytic activity, manifested
in the decrease of the temperature efficiency and of the bed pressure drop as
a consequence of the flooding of the first portion of the bed. On the other
hand, the catalysts supported on highly porous substrates, like θ-α-Al2O3,
do not manifest appreciable degradation of the catalytic activity but suffer
of the progressive rupture of the carries, which leads to excessive pressure
drops across the bed.
Thrust smoothness seems to be related to the macroscopic/microscopic
porosity of the bed, while the repeatability of the thrust can be associated
to the uniformity of the catalyst deposition that allows for a more uniform
decomposition and consequently avoids the onset of channeling.
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Next to the technological challenge associated to the catalyst, the other
crucial problem in the development of catalytic beds has been the identifi-
cation of the suitable operating parameters. The influence of the operating
parameters of the catalytic bed on the propulsive performance has been the-
oretically and experimentally investigated.
A reduced order model of the decomposing flow has been developed with
the aim of better understanding the mutual relationships between the main
operational parameters of catalytic pellet reactors for H2O2 decomposition
in monopropellant rocket thruster applications, as well as for deducing quan-
titative information for design development orientation. Both of these ob-
jectives have been successfully met, since the model clearly highlights the
role of the main factors affecting the catalytic bed performance in this kind
of applications, and its demonstrated capability of predicting the influence
of pellets size, bed loading, bed length, downstream chamber pressure and
H2O2 mass concentration in the HTP propellant allows for effectively guiding
the trade-off of the most important design parameters relevant to the design
development of a given catalyst/support combination for a specific rocket
thruster application.
On the basis of the parametric analyses generated by the proposed model,
the following conclusions can be drawn.
The reduction of the pellets size favors the completion of the decompo-
sition reaction in two ways: by increasing the active catalytic surface per
unit bed volume and by raising the operational pressure of the reactor, thus
accelerating its catalytic activity. Hence, small pellets sizes are effective for
reducing the bed volume while still preserving acceptable performance. Be-
sides, the increase of the pressure drop through the catalytic bed and the
reduction of its volume, by favoring a more rapid initial pressurization of the
reactor, also improve the typical raise time of the thrust, a crucial aspect in
space propulsion applications.
The bed length and load (which varies inversely with the bed cross-
section) affect the propellant dwell time in the reactor. For a given value
of the dwell time, high aspect ratio beds develop higher flow losses and have
the above mentioned advantage of favoring a more rapid initial pressurization
of the reactor, at the cost of some reduction of the steady-state total pressure
for nozzle expansion. However, an excessive reduction of the bed load, in the
attempt to increase the thrust chamber pressure, reduces the fluid dynamic
damping in the bed, exposing the chamber to the risk of development of self-
sustained flow oscillations. The present steady model is clearly incapable of
predicting unsteady effects in the bed, but can provide useful indications for
the choice of the bed pressure drop and chamber pressure levels most suited
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for steady-state thruster operation.
The pressure of the catalytic bed accelerates the reaction kinetics and
represents therefore an effective operational parameter for completing the
decomposition of H2O2 in shorter beds. When operating at constant pro-
pellant mass flow rate, the increase of the chamber pressure reduces both
the liquid evaporation phase and the flow velocity, extending the dwell time
and reducing the bed pressure losses. All of these effects add to the previous
one, making the chamber pressure level a crucial parameter for improving
the performance of HTP monopropellant thrusters.
The predicted irrelevance of mass diffusion effects on the catalytic reaction
represents a very significant indication of the proposed model. If confirmed, it
simply implies that any further improvements of the decomposition kinetics
must rely on more efficient catalyst/substrate combinations (not a simple
task to achieve at their present state of development).
It appears therefore that the design trade-off of catalytic pellet beds for
HTP monopropellant thrusters also involves consideration of the transient
operation and response, which are not predicted by the present model.
Concerning the transient start-up, different catalysts have shown the
same transient behavior, suggesting that the observed performance during
the pulsed tests is mainly connected with the choice of the operational pa-
rameters (bed load, bed length, initial pre-heating, etc.) and to a lesser
degree with the intrinsic HP decomposition capabilities of these catalysts.
Since most of the transient is due to the time needed for completing
the evaporation of the HP propellant, the mechanical atomization of the
propellant and possibly the use of a pre-heater have been identify as the
most viable solutions.
The mechanical atomization of the propellant, together with the reduction
of the empty volumes in the thruster Prototype III, have allowed for the
significant reduction of the start-up transients with respect to the previous
thruster configurations, clearly indicating that realistic time responses can
be attained in optimized designs for a given choice of the catalyst.
Furthermore, the time response of the prototype has been strongly re-
duced by increasing the mass flux. In fact, the LR-III-106 catalyst arranged
in a 30 cm3 catalytic bed, already successfully tested at lower mass flux, has
shown excellent decomposition properties at G = 55 kg/m2s too. Its high
characteristic velocity efficiency (ηc∗ > 95%) has remained unchanged in both
the configurations and the information regarding the temperature inside the
catalytic bed suggests that, even for the higher mass flux, the length of the
bed is oversized. In particular, the thrust rise time of the cold-start firing has
been decreased more than one order of magnitude and future improvements
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can be achieved also considering that the prototype used in the experiment
is not optimized for the reduction of the empty volumes inside the thruster.
The analysis of the initial transient of cold and hot-start firings has in-
dicated that both the decomposition delay and the thrust rise time are in-
fluenced by the temperature, while, for cold-start tests, the variation of the
mass flux does not strongly affect the decomposition delay.
The actual critical element in the transient start-up has been identified in
the heating rate of the catalytic bed. The problem can be avoided by means
of a suitable pre-heating of the bed before the introduction of the propellant.
However, a good solution is also the enhancement of the heat transfer between
the hydrogen peroxide decomposing flow and the catalyst by increasing the
mass flux. To a lesser degree, an higher operating pressure can enhance the
heat transfer between the decomposing flow and the catalytic bed.
Furthermore, the very good results of the endurance test at lower mass
flux look promising for a future endurance test at higher bed load.
Current work has been mostly aimed at the characterization of promising
catalyst/substrate combinations under realistic conditions for operation in
small rocket thrusters. Since the actual performances of the catalytic beds
were not known in advance, significant margins had to be taken in the de-
sign of a flexible and reconfigurable thruster prototypes. Further work will
be focused on the identification of the best compromise between the vari-
ous parameters (catalyst/substrate combination and preparation, pellet size,
propellant injection, decomposition pressure, bed load and pressure drop,
propellant dwell time, etc.) controlling the operation of catalytic hydrogen
peroxide thrusters in an optimized design.
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Appendix

Appendix A
Simplified Closed Form Solution with Slip
Correction
In the stated assumptions, recall the expression of the slip velocity:
v˜s (r) =
N
2pir
+∞∑
m=1
+∞∑
n=1
Cm,n =
2ml2
(2n− 1) l1 cos
(
mpi
l1
ln
r
rH
)
(A.1)
Therefore, the (average) azimuthal velocity with slip correction for helical
inducer is:
v2 = Ωr2 − w2 r2
rT
tan γT2 + v˜s2 (A.2)
Then, neglecting v˜s2 in the coefficient of the Euler equation(
v2 − Ωr2
r2
)
=
−w2 r2rT tan γT2 + v˜s2
r2
∼=
−w2 r2rT tan γT2
r2
(A.3)
and substituting in the Euler equation
1
2
dw22
dr2
+
(
v2
r2
− Ω
)
d (r2v2)
dr2
= 0 (A.4)
obtain:
1
2
dw22
dr2
− w2
rT
tan γT2
d (r2v2)
dr2
= 0
w2
dw2
dr2
− w2
rT
tan γT2
d
(
Ωr22 − w2 r
2
2
rT
tan γT2
)
dr2
=
w2
rT
tan γT2
d (r2v˜s2)
dr2
dw2
dr2
−tan γT2
rT
(
2Ωr2 − 2w2 r2
rT
tan γT2 − r
2
2
rT
tan γT2
dw2
dr2
)
=
tan γT2
rT
d (r2v˜s2)
dr2
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(
1 +
r22
r2T
tan2 γT2
)
dw2
dr2
+2
r2
r2T
tan2 γT2w2 = 2Ω
r2
rT
tan γT2 +
tan γT2
rT
d (r2v˜s2)
dr2
and finally:
dw2
dr2
+
2 r2
r2T
tan2 γT2(
1 +
r22
r2T
tan2 γT2
)w2 = 2Ω r2rT tan γT2 + tan γT2rT d(r2v˜s2)dr2(
1 +
r22
r2T
tan2 γT2
) (A.5)
which is of the form:
w′2 + aw2 = w
′
2 +
h′
h
w2 = f (A.6)
with:
a =
2 r2
r2T
tan2 γT2(
1 +
r22
r2T
tan2 γT2
)
f =
2Ω r2rT tan γT2 +
tan γT2
rT
d(r2v˜s2)
dr2(
1 +
r22
r2T
tan2 γT2
)
h ∝
(
1 +
r22
r2T
tan2 γT2
)
The solution of this equation is:
w2 =
1
h
(∫
hfdr2 + c
)
=
=
∫ (
2Ω r2rT tan γT2 +
tan γT2
rT
d(r2v˜s2)
dr2
)
dr2 + c(
1 +
r22
r2T
tan2 γT2
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=
Ω
r22
rT
tan γT2 +
tan γT2
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∫ (d(r2v˜2)
dr2
)
dr2 + c(
1 +
r22
r2T
tan2 γT2
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=
Ω
r22
rT
tan γT2 +
tan γT2
rT
N
2pi
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m=1
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n=1Cm,n
2ml2
(2n−1)l1 cos
(
mpi
l1
ln r2rH
)
+ c(
1 +
r22
r2T
tan2 γT2
)
(A.7)
The constant c can be computed from the continuity equation for the annulus
flow: ∫ rT
rH1
w12pir1dr1 =
∫ rT
rH2
w22pir2dr2 (A.8)
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In fact:
(r2T−r2H1)w1=
=2
∫ rT
rH2
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and finally:
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