describe the effect of electrostatics, cavitation, and dispersion on the interaction between a solute and solvent as implemented in VASP. A 1.2 fs time step with used In the Molecular Dynamics (MD) simulations with hydrogen mass set to 2. These MD simulations used only the gamma point of the Brillouin zone with no consideration of symmetry. The velocities were rescaled every 20 MD steps to readjust to the target temperature in equilibration. A Nose Hoover thermostat was employed for the free energy calculations with a temperature damping parameter of 100 fs.
The calculations used a 3 layer Cu(100) metal slab, based on a 4 × 4 periodic cell with the bottom two layers fixed. The water slab contains 49 water molecules placed on the Cu(100) surface to explicitly simulate the water/Cu(100) interface. The thickness of the water slab is about 12 Å corresponding to 5 layers of water. The simulation box is 50 Å along the z axis with a vacuum of 34 Å. The lateral dimensions of the slab were fixed using a 3.61 Å lattice constant. Two CO molecules were placed on the 4 × 4 unit cell (on top site) corresponding to a surface coverage of 1/8 ML.
S3
Figure S1. Potential energy over 5ps QMD simulation at 198K for the water/Cu(100) interface.
S4

S2. Metadynamics
The metadynamics Hamiltonian ‫ܪ‬ ෩ ሺ‫,‬ ‫,ݍ‬ ‫ݐ‬ሻ is written as 12 : ‫ܪ‬ ෩ ሺ‫,‬ ‫,ݍ‬ ‫ݐ‬ሻ = ‫,‪ሺ‬ܪ‬ ‫ݍ‬ሻ + ܸ ෨ ሺ‫,ݐ‬ ߦሻ, (S1) where H(p,q) is the Hamiltonian for the original (unbiased) system, ߦ is the collective variable (CV), and ܸ ෨ ሺ‫,ݐ‬ ߦሻ is the time-dependent bias potential. The bias term is defined as a sum of Gaussian hills with height h and width ࣓:
The biased potential is related to the free energy via: ‫ܣ‬ሺߦሻ = lim ௧→ஶ ܸ ෨ ሺ‫,ݐ‬ ߦሻ + ‫ݐݏ݊ܿ‬ (S3) Three parameters are controllable and relevant to the accuracy in a metadynamics simulation: height of a Gaussian hill (h), width of the Gaussian hill (ω) and frequency to update the bias potential (t G ). In this work, we based the parameters tests for an ideal double well model with a transition barrier of 0.6 ev. We found the best set of parameters balancing both accuracy and efficiency is as following:
• h = 0.08 ev
the Metadynamics simulations were continued until the first barrier crossing. This also applies for the reverse processes. Two or three independent simulations were carried out for each case to improve accuracy and the statists. 13 The correct (unbiased) average for a quantity ߙሺߦሻ of constrained (biased) molecular dynamicsis given by (S4):
S3. Constrained Molecular dynamics
where Z is a mass metric tensor defined as:
The free energy gradient can be computed using the equation:
The free-energy difference between states (1) and (2) can be computed by integrating the S5 free-energy gradients over a connecting path:
We first employed slow-growth to generate the reaction path. We applied an increment of 0.0008 Å/step to collective variables to drive the chemical reactions. We found that simulation times of 2 to 10 ps were necessary to complete the reaction, depending on the length of reaction pathways. From the reactive trajectories, we selected twenty (21) windows for thermodynamic integration calculations. Simulations of 2.4 ps were carried out at each window to produce the potential of mean force (PMF). Free energy profiles were obtained by integrating the PMF. Figure S4 . The free energy profiles along the collective barriers of reaction 2a in Table S1 ‫ܱܪܥ
S4. Collective Variables
, which is derived from integrating the PMF from the TI calculations in Figure S3 . S10 Figure S5 . The species in the simulation: CO*, CHO*, CHOH*, CH* and CH 2 OH*. 
S6. Constant potential corrections
Electrochemical reaction energetics at constant potential were determined using the energy differences (Δ‫ܧ‬ థ భ ିథ మ ) between the initial work function (߶ ଵ ) and final work function (߶ ଶ ) using the correction proposed by Chan et al:
Here, q 1 , and q 2 are the charges under starting work function (߶ ଵ ) and end work function (߶ ଶ ), which based on the Bader analysis. The final extrapolated Δ‫ܧ‬ థ భ ିథ మ are shown in Table S2 . These corrections were applied only to the proton transfer reactions (2a and 3a in Table S1 ). We did not correct the surface reactions, because the charge transfers in these reactions are too small to be significant. 
