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1 Einleitung
1.1 Thema und Problemstellung
Im Rahmen eines Projektes1 des Deutschen Zentrums fu¨r Luft- und Raumfahrt in der
Einrichtung Optische Informationssysteme, Berlin-Adlershof, wird ein Robotersytem
entwickelt, das autonom, durch ihm unbekannte Ra¨ume, navigieren soll und dazu mit
verschiedensten Sensoren ausgeru¨stet ist. Neben GPS2, inertialen Messeinheiten, und
Neigungssensoren kommt auch ein Stereokamerapaar als optischer Sensor zum Einsatz.
Mit Hilfe dieser Kameras soll die Bahn bzw. der Weg des Robotersystems verfolgt und
aufgenommen werden ko¨nnen, indem Winkel- und Positionsa¨nderungen aus einer Ste-
reobildfolge bestimmt werden. Die Entwicklung dieses Algorithmus wurde bereits in [15]
umgesetzt.
Um den systematischen Fehler der Berechnung von Position und Lage zu minimieren,
bedarf es einer mo¨glichst genauen Kenntnis der Kamera(s). Das bedeutet, sowohl die Pa-
rameter der Einzelkamera als auch die Orientierung der Bildsensoren zueinander mu¨ssen
bekannt sein. Dazu werden in dieser Arbeit verschiedene Methoden der Kalibration be-
handelt und bewertet.
1Projekt IPS - Indoor Postitionierungssystem; internes Projekt des DLR, Institut fu¨r Robotik und
Mechatronik




In Kapitel (2) wird ein photogrammetrisches Verfahren vorgestellt, mit dem die innere
und a¨ußere Orientierung von Bildsensoren bestimmt werden kann. Weiterhin wird ge-
zeigt, wie die Orientierung zweier Kameras zueinander, aus den so erhaltenen Parame-
tern, berechnet wird. Dieses Verfahren wurde im Zuge dieser Arbeit in einem Programm
umgesetzt. Anschließend wird ein Konzept zur Stu¨tzung dieses Algorithmus mit Hilfe
von Lagesensoren vorgestellt.
Kapitel(3) behandelt zwei Methoden, mit denen Kameraparameter durch genaue, op-
tische Vermessung der Bildsensoren gewonnen werden ko¨nnen. Wa¨hrend ein Verfahren
eine opto-mechanische Messmethode darstellt, nutzt das andere Verfahren diﬀraktiv-
optische Elemente zur Vermessung der Kameraoptik.
In Kapitel (4) werden zuna¨chst die Ergebnisse des entwickelten Algorithmus aus Ka-
pitel (2) untersucht, sowie Fehler und Fehlerquellen diskutiert. Abschließend werden die
Ergebnisse aller vorgestellten Methoden miteinander verglichen und bewertet.





Die Photogrammetrie ist eine Disziplin der Ingenieurswissenschaften, die Informationen
der realen Welt aus Bildern extrahiert. Mit anderen Worten kann man sagen, dass aus
zweidimensionalen Abbildungen dreidimensionale Daten gewonnen werden. Um zu sol-
chen Informationen zu gelangen, werden Bildsensoren eingesetzt, die vorab kalibriert
werden mu¨ssen. Diese Kalibration liefert eine genaue Beschreibung der Kamera, damit
die Projektion aus dem realen Raum in den Bildraum eindeutig nachvollziehbar ist. In
den folgenden Abschnitten soll eine Methode erla¨utert werden, mit der eine Kalibration
mit zweidimensionalen Kalibrationsobjekten ﬂexibel realisiert werden kann.
2.1.1 Ausgangspunkt
Ausgehend vom Lochkameramodell1 wird die Abbildung eines Objektpunktes, in homo-
genen KoordinatenM = [X, Y, Z, 1]T , in den Bildraum mit dem zugeho¨rigen Bildpunkt,
in homogenen Koordinaten m = [u, v, 1]T , durch Gleichung (2.1) beschrieben [21].
sm = K [ROC tOC ] M (2.1)
Die Rotationsmatrix ROC = [r1 r2 r3] und der Translationsvektor t
O
C = [tx, ty, tz]
T
werden als extrinsische Parameter verstanden. Sie orientieren das Kamerakoordinaten-
system (C - Camera) zum Objektkoordinatensystem (O - Objekt). Der Parameter s ist
diesbezu¨glich ein beliebiger Skalierungsfaktor. Die Kameramatrix K, auch intrinsische
1Lochkameramodell - siehe Anhang (A)
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Matrix genannt, ist gegeben durch
K =
⎡




Die Parameter α und β werden durch die Brennweite (in Pixel) bestimmt und γ ent-
spricht der Scherung der Bildachsen. Die Parameter u0 und v0 sind die Koordinaten des
Bildhauptpunktes. Der Bildhauptpunkt bezeichnet in der Photogrammetrie die optische
Mitte einer Abbildung. Bei realen Objektiven ist dies nicht identisch mit der Bildmitte.
2.1.2 Homographie
Eine Homographie ist eine projektive Transformation [14], durch die eine Abbildung
von geometrischen Objekten beschrieben werden kann. In diesem Fall wird eine Homo-
graphie im zweidimensionalen Raum betrachtet. Ein Objektpunkt M wird durch eine
Homographie H zu m abgebildet mit
sm = HM (2.3)
wobei gilt: H = K [r1 r2 t].
Mit der Annahme, dass die Modellebene in Z = 0 des Objektkoordinatensystems liegt




























Aus n ≥ 4 Beobachtungen von Objekt- und homologen Bildpunkten, la¨sst sich eine
Matrix L bilden und aus dem zugeho¨rigen homogenen Gleichungssystem L x = 0 die
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Homographie mittels Singula¨rwertzerlegung bestimmen. Eine ausfu¨hrliche Beschreibung
dazu beﬁndet sich im Anhang (B.1).
2.2 Kalibrationsprozess
2.2.1 Kameramatrix
Die Matrixkomponenten r1 und r2 aus Gleichung (2.5) sind orthonormal. Daraus lassen
sich, mit H = [h1 h2 h3], folgende Beziehungen ableiten:
h1
TKT−1K−1h2 = 0 (2.6)
h1
TKT−1K−1h1 = h2TKT−1K−1h2 (2.7)
Aus der zuvor bestimmten Homographie und den Gleichungen (2.6) und (2.7) la¨sst sich
nun ein homogenes Gleichungssystem aufstellen, welches den Lo¨sungsvektor fu¨r die sym-
metrische Matrix (KT−1K−1) liefert, aus dem wiederum die Kameraparameter α, β, γ, u0




C werden ebenfalls aus
der projektiven Transformationsmatrix H bestimmt. Eine ausfu¨hrliche Beschreibung zur
Berechnung von K, ROC und tOC , beﬁndet sich im Anhang (B.2).
Mit Hilfe einer Maximum-Likelihood-Scha¨tzung (MLE)2 werden die Ergebnisse verfei-
nert, indem die Distanz der Punkte, die aus den Bildern extrahiert wurden, und die
Punkte, welche aus den berechneten Parametern
”
ru¨ckgerechnet“ wurden, nach folgen-





‖mij − mˆ(K, ROC i, tOC i,Mj)‖2 (2.8)
Hierbei entspricht mij dem ”
i-ten“ Punkt im
”
j-ten“ Bild. Der Ausdruck mˆ(K, ROC i, tOC i,Mj)
steht fu¨r den homologen Punkt, der durch die initiierten Parameter berechnet wurde.
2MLE - gebra¨uchlicher als MLS, da abgeleitet von Maximum Likelihood Estimation
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2.2.2 Parameter der radialsymmetrischen Verzeichnung
Sobald ein aufgenommenes Bild radialsymmetrische Verzeichnungen aufweist, macht
man einen systematischen Fehler bei der oben beschriebenen Berechnungsmethode. Aus
diesem Grund muss diese Verzeichnung geeignet parametrisiert bzw. modelliert werden.
In der Praxis wird eine radialsymmetrische Verzeichnung ha¨uﬁg mit einem Polynom n-
ter Ordnung modelliert, wobei oftmals nur den ersten beiden Teiltermen eine gewichtige
Rolle zugesprochen wird. Fu¨r diesen Fall sieht das Modell folgendermaßen aus:
ur = u + (u− u0)[k1(u2n + v2n) + k2(u2n + v2n)2] (2.9)
vr = v + (v − v0)[k1(u2n + v2n) + k2(u2n + v2n)2] (2.10)
Die tatsa¨chliche (verzeichnete) Position eines Punktes (ur, vr) ist die radiale Verschie-
bung des berechneten Punktes (u, v) in Abha¨ngigkeit vom Bildhauptpunkt (u0, v0) um
die Distanz, die bestimmt wird durch die Verzeichnungsparameter k1 und k2 sowie die
normalisierten Bildkoordinaten un und vn.
Aus den Beziehungen (2.9) und (2.10) ergeben sich zwei Gleichungen fu¨r jeden Punkt,[
(u− u0)(u2n + v2n) (u− u0)(u2n + v2n)2











so dass sich die Lo¨sung aus der Methode der kleinsten Quadrate direkt aus dem Glei-
chungssystem Dk = d ergibt, wobei sich D aus jeweils zwei Beobachtungen von m
Punkten aus n Bildern zusammensetzt.
2.2.3 Zusammenfu¨hrung der Einzelkalibrationen
Die Prozedur zur Bestimmung der Kameramatrix K, der Rotationsmatrix ROC und des
Translationsvektors tOC ist separat zur Bestimmung der radialsymmetrischen Verzeich-
nungsparameter k1 und k2 implementiert. Tatsa¨chlich ha¨ngt jedoch die Genauigkeit bei-
der Verfahren direkt von einander ab, da in beiden Fa¨llen die mathematisch bestimmten
Punkte mo¨glichst genau sein mu¨ssen, um die tatsa¨chliche Distanz zwischen den graﬁsch
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extrahierten und den berechneten Punkten mittels MLE zu minimieren. Wa¨hrend man
einerseits die beiden Prozeduren alternierend mit den aktualisierten Parametern des je-
weils anderen Verfahrens anwenden kann, ist es ebenso mo¨glich, alle Parameter innerhalb





‖mij − mˆ(K, k1, k2, ROC i, tOC i,Mj)‖2 (2.12)
2.3 Umsetzung in der Praxis
2.3.1 Kalibrationsobjekt
Um den Zusammenhang der Abbildung eines Punktes vom Objektraum in den Bildraum
laut Gleichung (2.1) lo¨sen zu ko¨nnen bedarf es einer genauen Kenntnis des Kalibrations-
objektes. Das bedeutet, sowohl u¨ber die geometrischen Abmessungen als auch u¨ber die
Genauigkeiten dieser Maße muss man hinreichend genaue Aussagen treﬀen ko¨nnen. In
der Praxis ist die Verwendung von Objekten mit einem Schachbrettmuster sehr verbrei-
tet, da eine Punktdetektion an den Ecken vier benachbarter Elemente eine einfache und
sichere Methode zur eindeutigen Merkmalsextraktion bietet. Eine andere Mo¨glichkeit
wa¨re beispielsweise ein Kalibrationsobjekt bestehend aus a¨quidistant verteilten Kreisen,
bei denen man die Merkmale als Mittelpunkt der einzelnen Elemente extrahieren kann.
Durch reale, perspektivische Transformation ist jedoch die Bestimmung der Zentren der
entstehenden Ellipsen nicht trivial.
In dem konkreten Fall, der in dieser Arbeit behandelt wird, ist ein Kalibrationsschach-
brett von einer professionellen Druckﬁrma in A0 mit 12 x 16 Elementen zum Einsatz
gekommen. Jedes Element hat dabei eine Ausdehnung von 60 x 60 mm. Um zu ga-
rantieren, dass die Z-Ebene u¨berall im Objekt tatsa¨chlich zu 0 angenommen werden
kann, wurde die Ru¨ckseite mit ausreichend starken Metallstreben versta¨rkt, so dass eine
7
2 Photogrammetrische Kalibration
Scherung3 oder Torsion4 verhindert wird.
2.3.2 Aufnahme der Bilder
Der durch Gleichung (2.12) beschriebene Minimierungsalgorithmus scha¨tzt bei einem
Durchlauf die Kameramatrix K, die Rotation der Kamera ROC zum Objekt, die Trans-
lation tOC zum Objekt und zwei Parameter der radialsymmetrischen Verzeichnung k1
und k2. Aus diesem Grund ist es notwendig Bilder aufzunehmen und zu nutzen, die
mo¨glichst viele unterschiedliche Informationen zu den einzelnen Parametern liefern. Das
bedeutet, dass neben einer signiﬁkanten A¨nderung der Objekt-Bild-Translation auch die
Objekt-Bild-Rotation zwischen den Bildern zu a¨ndern ist. Terme der radialen Verzeich-
nung lassen sich konsistent bestimmen, indem garantiert wird, dass Punkte im gesamten
Sensorbild zu ﬁnden sind.
Eine mo¨gliche Konstellation ist in Bild (2.1) dargestellt. Teilbild (1) zeigt hierbei die
Zentralperspektive, die Teilbilder (2) bis (5) eine Translation nach rechts, links, oben
bzw. unten mit einer jeweiligen Rotation zum Objektmittelpunkt und Teilbild (6) eine
um die Z-Ebene rotierte Zentralperspektive.
2.3.3 Detektion der Kreuzungspunkte
Das kleinste eindeutige Merkmal dieses Kalibrationsfeldes ist der Punkt, an dem die
Ecken vier benachbarter Elemente zusammentreﬀen. Diese Punkte haben zu deren na¨ch-
sten Nachbarn den gleichen Abstand, welcher der La¨nge oder Breite eines Elements ent-
spricht. Es gibt verschiedene Methoden zur Extraktion dieser Kreuzungspunkte. Eine
Mo¨glichkeit ist es, aus einem Bild die horizontalen und vertikalen Linien bzw. Kanten
zu nutzen um Kreuzungspunkte am Schnitt einer Vertikalen mit einer Horizontalen zu
3Scherung - [mechanisch] Verformung eines Materials durch zwei parallel zueinander in entgegenge-
setzter Richtung wirkende Kra¨fte [6]




Abbildung 2.1: Aufnahmekonstellation mit sich a¨ndernder Objekt-Bild-Rotation und
Objekt-Bild-Translation [Matlab]
detektieren. Hierzu wird die Bildmatrix Faltung5 mit einem Kernel transformiert. Ein
Beispiel fu¨r einen Kernel zur Kantenextraktion ist der Laplace-Operator:
D2xy =
⎡




Eine Faltungsberechnung la¨sst sich mit Hilfe der Fast-Fourier-Transformation6 zu einer
Multiplikation vereinfachen. Dabei wird das Bild in den Frequenzraum transformiert.
Nach Multiplikation mit dem ebenfalls transformierten Kernel und inverser Fast-Fourier-
Transformation entha¨lt das Bild lediglich die Kanten, mit denen die Erkennung der Kreu-
5Faltung - ein mathematischer Operator, der fu¨r zwei Funktionen f und g eine dritte Funktion liefert.
Diese gibt eine Art ”U¨berlappung“ zwischen f und einer gespiegelten und verschobenen Version von
g an und a¨hnelt einem gleitenden Durchschnitt. [6]
6Fast Fourier Transformation kurz FFT - ist die U¨berfu¨hrung einer Funktion in ihre spektralen Anteile,
in Grauwertbildern sind dies die zweidimensionalen Grauwertdiﬀerenzen benachbarter Pixel [6]
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zungspunkte vollzogen werden kann. Ein Beispiel hierfu¨r zeigt Bild (2.2). Experimentell
Abbildung 2.2: Kantenbild einer Kalibrationsaufnahme [Matlab]
hat sich dabei gezeigt, dass der Verlauf der Kanten nicht stetig auf einer Linie erfolgt,
sondern Spru¨nge um mehrere Pixel nicht selten sind. Dies ist unter Umsta¨nden durch
geeignete Vorabﬁlterung kompensierbar. Der U¨bergang eines schwarzen Elements des
Kalibrationsobjektes zu einem weißen Element ist jedoch keineswegs eindeutig, wie Bild
(2.3) zeigt.
Mit Hilfe der normalisierten Kreuzkorrelation ist es mo¨glich ohne Vorﬁlterung den
Schnittpunkt vier benachbarter Elemente subpixelgenau zu bestimmen. Hierzu wird zu-
erst ein Bereich, indem ein Kreuzungspunkt liegen soll, entweder durch externe Einga-
be (z.B. Computermaus oder manuelle Bildkoordinatenangabe) oder durch Berechnung
(mit hinreichenden Vorkenntnissen) aus dem Bild extrahiert. Im abstrahierten Fall gibt
10
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Abbildung 2.3: Weicher U¨bergang der Grauwerte von Schwarz zu Weiß [Matlab]
es [vgl. Bild (2.4)] vier verschiedene Mo¨glichkeiten, wie sich die Anordnung der Ka-
librationselemente gestalten kann. Die dazu korrespondierenden Masken, mit der die
Korrelation berechnet werden soll, sind jeweils darunter abgebildet. Ein Vorteil dieses
Abbildung 2.4: (Oben) Mo¨gliche Anordnung der
”
Pattern“ einer Aufnahme; (Unten)
Korrespondierende Masken fu¨r die Kreuzkorrelation [Matlab]
Verfahrens im Vergleich zu dem Verfahren der Kantenextraktion ist, dass es durch ge-
eignete Maskengenerierung mo¨glich ist, den nicht eindeutigen Schwarz-Weiß-U¨bergang
zu modellieren. Der U¨bergang von 0 auf 1 wird u¨ber den Zwischenwert 0.5 innerhalb der
verwendeten Maske realisiert. Anschließend wird an jeder Stelle des Bildausschnittes die


















berechnet und der jeweilige Skalar in einer Matrix abgelegt. Diese Matrix entha¨lt auf-
grund der Normalisierung nur Werte zwischen 0 und 1. Mit Hilfe dieser Koeﬃzienten
lassen sich nun die Koordinaten des Bildausschnittes so wichten, dass nach anschließen-
der Mittelwertbildung, u¨ber alle Koordinaten des Teilbildes, der Kreuzungspunkt subpi-
xelgenau bestimmt ist. Unter Verwendung eines Schwellwertes fu¨r die Signiﬁkanz eines
Koeﬃzienten ist es mo¨glich den Bereich um einen potentiellen Kreuzungspunkt weiter
einzuschra¨nken. Bild (2.5) zeigt, die mit der Schwelle (rKKF ≥ 0.5) erhaltene Punktwol-
ke, welche zur Mittelwertberechnung genutzt wird und den daraus resultierenden Punkt.
Abbildung 2.5: (Links) Mit Schwelle detektierte Punktwolke; (Rechts) Gewichtet ermit-
telter, zugeho¨riger Kreuzungspunkt [Matlab]
2.3.4 Homographie und radiale Verzeichnungsparameter
Wie aus Gleichung (2.3) ersichtlich, ist der Ausgangspunkt aller Berechnung die Homo-
graphie H, aus der alle Parameter fu¨r die weitere Scha¨tzung berechnet werden. Hierzu
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2 Photogrammetrische Kalibration
ist es unabdingbar diese Transformation hinreichend genau bestimmen zu ko¨nnen. Ein
mo¨gliches Problem ist, dass Kreuzungspunkte aus dem aufgenommenen Bild zwar aus-
reichend exakt detektiert werden, die tatsa¨chliche Position aber aufgrund einer radialen
Verzeichnung [vgl. Gleichung (2.9) und (2.10)] verschoben von der erkannten Position
ist. Die radiale Verzeichnung hat ihren Ursprung im Bildhauptpunkt der Aufnahme.
Die Wirkung der radialen Komponente ist hier gleich null. Deshalb empﬁehlt es sich die
Punkte, welche in die Berechnung der Homographie eingehen sollen nahe dem Bildhaupt-
punkt zu wa¨hlen. Da dieser Punkt jedoch erst mittels Kalibration bestimmt werden soll
ist es lediglich mo¨glich der Annahme zu folgen, dass der Hauptpunkt voraussichtlich in
der Na¨he des Mittelpunktes der Aufnahme liegt. Somit sollten alle Punkte fu¨r die Initi-
alberechnung im Bereich des Zentrums des Bildes sein.
Die erste Eingabe kann, wie auf Seite 10 bereits erwa¨hnt, extern erfolgen. Im konkreten
Fall dieser Arbeit bedarf das implementierte Programm einer Eingabe per Maus um die
Punkte fu¨r die Berechnung der Homographie mit dem normierten 4-Punkt-Algorithmus7
zu beginnen.
Nach der daraus resultierenden Initialisierung der Kameramatrix K, der Rotation ROC
und der Translation tOC erfolgt in einem weiteren Schritt die erste Scha¨tzung der radial-
symmetrischen Verzeichnungsparameter k1 und k2.
Mit den in erster Na¨herung errechneten Werte lassen sich nun mit Gleichung (2.3) und
genauer Kenntnis der Objektmatrix M Regionen in der Umgebung der Initialisierungs-
punkte berechnen, in denen dann mit der normalisierten Kreuzkorrelation weitere Punkte
detektiert werden. Somit ist es praktikabel Schritt fu¨r Schritt neue Koordinaten aufzu-
nehmen um die Scha¨tzung der Parameter nach Maximum-Likelihood zu festigen. Bild
(2.6) zeigt hierzu einen schematischen Verlauf. Eine Detektion, aller Punkte, in einem
Schritt gestaltet sich oftmals insofern schwierig, dass einerseits die erste Berechnung der
Homographie und somit auch die Parameter der inneren und a¨ußeren Orientierung nicht
genau genug sind und andererseits die ebenfalls zuna¨chst unzula¨nglich gescha¨tzten Ver-
7normierter 4-Punkt-Algorithmus - Erkla¨rung im Anhang (B.1)
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Abbildung 2.6: Schematischer Verlauf (von Links nach Rechts) einer Schritt fu¨r Schritt
Punktdetektion [Matlab]
zeichnungsparameter an Einﬂuß gewinnen, je gro¨ßer der Abstand zwischen dem
”
neuen“
Punkt und dem Bildhauptpunkt wird.
Sobald alle Kreuzungspunkte der Aufnahme erfasst sind und garantiert ist, dass diese
u¨ber dem gesamten Bildbereich verteilt sind, wird die MLE die Modellparameter so be-
stimmen, dass der Abstand, zwischen real
”
gemessenen“ Koordinaten und mittels Modell
berechneten Koordinaten, minimal ist.
2.4 Stereokamerakalibration
2.4.1 Ansatz
Informationen einer Szene, die gleichzeitig aus zwei verschiedenen Perspektiven oder Po-
sitionen aufgenommen sind, werden genutzt um daraus ra¨umliche Daten zu extrahieren.
Die Genauigkeit dieser Daten ha¨ngt entscheidend von der mo¨glichst exakten Kenntnis
der relativen Lage der Kameras zueinander ab. Zur Bestimmung der Lage zueinander
bedarf es einer Stereokalibration.
Abbildung (2.7) zeigt den Entwicklungsaufbau des Kamerasystems, welches im Zuge
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Abbildung 2.7: Stereokamerasystem mit Neigungssensoren
dieser Arbeit kalibriert werden soll, inklusive Neigungssensoren fu¨r Roll8 und Pitch9.
2.4.2 Absolute Orientierung
Nach Gleichung (2.12) lassen sich fu¨r beide Kameras, unabha¨ngig voneinander, die Pa-
rameter der inneren Orientierung (k1,k2 und K) und die Parameter der a¨ußeren Ori-
entierung (ROC und t
O
C) fu¨r jede aufgenommene Szene bestimmen. Man erha¨lt also eine
absolute Kamera-Objekt Orientierung fu¨r jeden der beiden Bildsensoren. Unter der Vor-
aussetzung, dass beide Kameras zum gleichen Zeitpunkt die gleiche Szene beobachteten,
kann die gemeinsame Orientierung des Kamerapaares mit den Gleichungen (2.15) und
(2.16) ermittelt werden.
8Roll - Drehbewegung um die X-Achse eines Rechts-Hand-Koordinatensystems (Verwendung in der
Luftfahrt: X - Flugrichtung; Y - Richtung rechte Tragﬂa¨che; Z - senkrecht zu X und Y, nach unten
zeigend) [4]











Cam1 − tOCam2 (2.16)
Wenn nun fu¨r alle aufgenommenen Szenen die Orientierung der Kameras zueinander
errechnet wird, sind die Parameter nach der Maximum-Likelihood-Scha¨tzung aus Glei-
chung (2.12) fu¨r die Rotationsmatrizen und Translationsvektoren aufgrund eines Rest-
fehlers nicht exakt gleich.
(RCam2Cam1)i = (RCam2Cam1)i+1 (2.17)
(tCam2Cam1)i = (tCam2Cam1)i+1 (2.18)
Durch eine Mittelwertbildung der einzelnen Matrix- bzw. Vektorkomponenten u¨ber alle
Bilder kann die Lo¨sung stabilisiert werden. Diese Mittelwertbildung ist aber nur unter
der Voraussetzung zula¨ssig, dass die Ursache der Restfehler unkorreliert bzw. statistisch
unabha¨ngig von der Aufnahmesituation und der Merkmalsextraktion ist. Sind die Pa-
rameter der a¨ußeren Orientierung einer oder mehrerer Szenen durch falsche oder ein-
geschra¨nkte Merkmalszuordnung berechnet worden, so sind diese signiﬁkant falsch und
fu¨hren zu einer nicht korrekten Verschiebung des Mittelwertes.
2.4.3 Relative Orientierung
Die beiden Kameras sind fest auf einer Plattform montiert und ko¨nnen ihre Lage zuein-
ander nicht vera¨ndern. Die Diﬀerenzen aus den Gleichungen (2.17) und (2.18) entstehen
also wa¨hrend der Maximum-Likelihood-Scha¨tzung und nicht physisch. Es bietet sich da-
her an, einen der beiden Bildsensoren zum Objekt zu orientieren und den zweiten relativ
zum Ersten. Dazu wird nach der Initialisierung der a¨ußeren und inneren Orientierung
beider Kameras, RCam2Cam1 und t
Cam2
Cam1 nach Gleichung (2.15) und (2.16) initial bestimmt







‖mcij − mˆ(Kc, kc1, kc2, ROC ci, tOC ci, RCam2Cam1, tCam2Cam1,Mj)‖2 (2.19)
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Dabei steht c als Index der betrachteten Kamera . Im Fall des relativ orientierten Bild-
sensors kann man ROC 2i und t
O












tOC 2i = t
O
C 1i − tCam2Cam1 (2.21)
Durch diese Erweiterung des Algorithmus erreicht man eine gro¨ßere U¨berbestimmung
des Gleichungssystems zur Scha¨tzung der Parameter. Es mu¨ssen dreizehn zusa¨tzliche
Parameter gescha¨tzt werden.
• Kameraparameter des relativen Bildsensors(5)
• Verzeichnungsparameter des relativen Bildsensors(2)
• die Winkel der relativen Rotation(3)
• die Parameter der relativen Translation (3)
Die Anzahl der Beobachtungen verdoppelt sich jedoch, wenn beide Kameras gleichzeitig
die gleiche Szene aufnehmen. Das bedeutet, mit zwei Informationen pro Punkt (x- und
y-Koordinate), ist das Gleichungssystem u¨berbestimmter als das Gleichungssystem der
Einzelkalibration, sobald mehr als 6 Punkte aufgenommen sind.
2.5 Konzept einer Kalibration Kamera - Neigungssensor
Im Verlauf der Maximum-Likelihood-Scha¨tzung aus Gleichung (2.12) werden alle Para-
meter, ausgehend von den Initialisierungswerten, so modiﬁziert, dass die mathematische
Diﬀerenz zwischen allen aufgenommen Punkten und allen berechneten Punkten minimal
ist. Mit steigender Zahl der Bilder und somit auch der beobachteten Punkte nimmt die
Zahl der zu scha¨tzenden Parameter der a¨ußeren Orientierung linear zu. Wenn nun diese
Parameter (ROC i und t
O
C i) gemessen anstatt gescha¨tzt werden, so bliebe die Anzahl der
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zu scha¨tzenden Variablen konstant, unabha¨ngig von der Zahl der beobachteten Bilder.
Mit steigender Anzahl der Bilder steigt somit auch die U¨berbestimmung des Gleichungs-
systems und stabilisiert die Lo¨sung.
Mit Hilfe von Neigungssensoren, die im Schwerefeld der Erde absolute Messungen der
Rotationswinkel um die X- und Y-Achse im Weltkoordinatensystem messen, erha¨lt man
zwei von drei Rotationswinkel, welche in die Scha¨tzung nach Gleichung (2.12) einge-
hen. Somit kann man diese beiden Winkel der Rechung entziehen bzw. als Konstanten
dem Scha¨tzalgorithmus u¨bergeben. Folgende Anforderungen und mathematischen Zu-
sammenha¨nge mu¨ssen dabei beru¨cksichtigt werden.
Die Neigungssensoren mu¨ssen so montiert werden, dass die Achsen des Kamerakoordi-
natensystems parallel zu den Achsen des Neigungssensorkoordinatensystems sind. Dies
ist eine Anforderung an den experimentellen Aufbau und muss durch eine mechanisch
genaue Montage erfu¨llt werden oder im weiteren Verlauf mit in die Scha¨tzung eingehen.
Des Weiteren muss der Fehler der Achsenausrichtung innerhalb der Sensoren (Geha¨use -
Sensor) beru¨cksichtigt werden. Hersteller geben diesen Fehler im Beiblatt der Neigungs-
sensoren an. Sind diese Anforderungen erfu¨llt, so ist es mo¨glich folgende mathematischen
Zusammenha¨nge mit den gemessenen Neigungswinkeln zu bilden [8].
Der Neigungswinkel ϕy um die Y-Achse dieses Koordinatensystems wird genutzt, um







Die z-Komponente der Y-Achse ergibt sich aus dem Neigungswinkel um die X-Achse des
Neigungssensorkoordinatensystem (ϕx):
e2z = sin(ϕx) (2.23)
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Weiterhin gilt das e1 ⊥ e2, woraus folgt das deren Skalarprodukt 0 sein muss:
0 = e1xe2x + e1ye2y + e1ze2z (2.24)
0 = e2x cos(ϕy)− sin(ϕy) sin(ϕx) (2.25)
e2x = sin(ϕx) tan(ϕy) (2.26)
Aufgrund der Normierung von e2 folgt:
e2y = ±
√
1− e2x2 − e2z2 (2.27)
e2y = ±
√
cos(ϕx)2 − sin(ϕx)2 tan(ϕy)2 (2.28)
Die Z-Achse (e3) steht wiederum senkrecht auf e1 und e2:





















cos(ϕx)2 − sin(ϕx)2 tan(ϕy)2
⎞
⎟⎠ (2.31)
Daraus folgt die Rotationsmatrix RWN xy der Neigungssensoren (N) um die X- und Y-
Achse des Weltkoordinatensystems (W):
RWN xy =
⎛




Sie betrachtet aber lediglich zwei Rotationen (Roll, Pitch). Die Rotation um die Z-
Achse RWN z muss mathematisch einbezogen und im weiteren Verlauf gescha¨tzt werden.







Die Orientierung RWC des Kamerakoordinatensystems zum Weltkoordinatensystem wird
durch Gleichung (2.34) beschrieben. Die genaue Lage des Kalibrationsobjektes (O) im
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Weltkoordinatensystem (W) wird mit RWO bezeichnet. Sie ist nicht bekannt und wird im
weiteren Verlauf der Scha¨tzung zugefu¨hrt. Die Orientierung ROC von Kamera (C) zum







Unter der Voraussetzung, dass die Rotation RCN von Kamerasystem zu den Neigungssen-

























Die Matrix ROC ist genau die Rotationsmatrix, welche wa¨hrend der photogrammetrischen
Methode zur Anwendung kommt und zu jedem Bild gescha¨tzt wird. Beru¨cksichtigt man
nun den Aspekt, dass nicht alle Gro¨ßen zeitlich variabel (d.h. abha¨ngig von der Position










Zu sehen ist, dass von den beiden Rotationen, die sich zeitlich a¨ndern, nur RWN z(t)
gescha¨tzt werden muss, da RWN xy(t) als gemessene Gro¨ße eingeht. Die Scha¨tzung von





−1 bleiben konstant und mu¨ssen mit je 3 Winkeln gescha¨tzt werden. Das
bedeutet, dass fu¨r n Bilder 6+n Winkel gescha¨tzt werden mu¨ssen. Der Algorithmus aus
Kapitel (2.2) scha¨tzt fu¨r jedes Bild 3 Winkel fu¨r die Kamera-Objekt Orientierung. Das
bedeutet, bei n Bildern mu¨ssen 3n Winkel gescha¨tzt werden. Bei n ≥ 4 Bilder einer




3.1 Kalibration mit einem Goniometer
3.1.1 Grundidee
Die im vorangegangenen Kapitel beschriebene, photogrammetrische Methode zur Ka-
libration einer Kamera liefert die Ergebnisse der Parameter durch eine Minimierung
einer mathematischen Diﬀerenz nach Scha¨tzung der Initialzusta¨nde. Das Verfahren mit-
tels Goniometer1 und Manipulator2 bietet im Gegensatz dazu die Mo¨glichkeit jedem
einzelnen Pixel einer Matrix- oder auch Zeilenkamera zwei Winkel eines Raumstrahls
zuzuordnen und somit die Kamera, zumindest theoretisch, vollsta¨ndig, geometrisch zu
kalibrieren. Jedoch sei vorweggenommen, dass aufgrund der Auﬂo¨sung moderner Ka-
meras von weit mehr als einer Millionen Pixel eine vollsta¨ndige Kalibration nur unter
hohem Zeitaufwand mo¨glich wa¨re.
3.1.2 Mathematische Grundlagen
Durch einen Kollimator3 wird ein Lichtstrahl erzeugt, der parallel zur Z-Achse eines La-
borkoordinatensystems (LKS) verla¨uft. Es existiert eine raumfeste Drehachse, die par-
allel zur Y-Achse des LKS. Winkel um diese Achse werden im weiteren Verlauf mit α
bezeichnet. Eine zweite Drehachse, liegt im Fall α = 0 parallel zur X-Achse. Diese Dre-
hungen werden durch den Winkel β beschrieben. Die beschriebenen Beziehungen sind in
1Goniometer - Winkelmessgera¨t





Abbildung 3.1: Raumstrahlen in Kugelkoordinaten [18]
Drehmatrizen um die jeweiligen Achsen haben die Form:
R(α) =
⎡
⎣ cosα 0 sinα0 1 0





⎣1 0 00 cosβ − sin β









Die geometrische Abbildungsgleichung einer idealen Lochkamera im Laborkoordinaten-
system ist:
r = r0 + λR rB (3.1)
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mit Objektpunkt r = [x, y, z]′, dem Kameraort r0 = [x0, y0, z0]′, dem Maßstabsfaktor λ,
der allgemeinen Drehmatrix R und dem Bildvektor rB = [xB, yB,−f ]′, wobei f fu¨r die
Brennweite der zu kalibrierenden Kamera steht.
Die Objektkoordinaten werden, wie Bild (3.1) zeigt in Kugelkoordinaten angegeben.
Mit dem Abstand Bildebene zu Objektebene (T ) folgt fu¨r den Objektpunkt r =
[−T sinα, T cosα sin β, T cosα cosβ]′. Nach Subtraktion von r0 und anschließender Nor-






























cosα cosβ − z0T
)2
Bei der Grenzwertbetrachtung lim T → ∞ bleibt die rechte Seite von Gleichung (3.2)
nach der Normierung unvera¨ndert und es folgt:⎡
⎣ − sinαcosα sin β
cosα cosβ
⎤
⎦ = R rB| rB| (3.3)
Diese Gleichung besagt, dass Richtungsstrahlen, die aus dem Unendlichen kommen, in
der Kamera unabha¨ngig vom Ort der Kamera abgebildet werden. Diese Aussage gilt
ebenso fu¨r den Fall, dass die Drehachsen nicht durch das Projektionszentrum der Kamera
verlaufen. In diesem Fall lautet die Ausgangsgleichung:
r = r0 + λR rB +RΔ (3.4)
wobei Δ der Abstandsvektor des Projektionszentrums vom Schnittpunkt der Drehach-
sen ist. Wird der resultierende Vektor r0 +RΔ auf beiden Seiten von Gleichung (3.4)
subtrahiert, gilt die Grenzwertbetrachtung wie bei Gleichung (3.2).
Sind α und β gleich null, d.h. der Kollimatorstrahl, die X- und Y-Achse bilden ein
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⎦ = R rB| rB| (3.5)
Wobei sich R = R(α)R(β) ergibt. Mit der einleitenden Deﬁnition der Achsen des Ku-
gelkoordinatensystems spielt die Drehung R(γ) fu¨r die geometrische Kalibration keine
Rolle. Die allgemeine Drehmatrix hat somit folgende Form
R(α) =
⎡
⎣ cosα sinα sin β sinα cosβ0 cosβ − sin β
− sinα cosα sin β cosα cos β
⎤
⎦
Nach einsetzen in Gleichung (3.5) und Umstellen durch Multiplikation mit R−1 folgt:⎡
⎣ − sinαcosα sin β
cosα cosβ
⎤
⎦ = rB| rB|
Zu sehen ist hierbei, dass dies die Gestalt von Gleichung (3.3) ist. Mit anderen Worten;
die Winkel des Goniometers sind die Kugelkoordinaten des Kollimatorstrahls im Kame-
rakoordinatensystem. Die Division der X-Komponente durch die Z-Komponente, sowie
der Y-Komponente durch die Z-Komponente stellt den Zusammenhang der Bildkoordi-





yB = −f tan β (3.7)
Die Voraussetzungen, dass die Gleichungen (3.6) und (3.7) gelten sind:
1. Kollimatorstrahlrichtung und die beiden Drehachsen in der Position α = 0 und
β = 0 bilden ein Rechtssystem
2. Die Optische Achse der Kamera [0, 0,−f ]′ ist parallel zum Kollimatorstrahl
3. Die Bildebene beﬁndet sich im Abstand der Brennweite f vom Projektionszentrum
und ihre Normalenrichtung ist parallel zur optischen Achse
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4. Die Abbildung ist verzeichnungsfrei
Wa¨hrend die Punkte 1 und 2 Anforderungen an den experimentellen Aufbau stellen,
sind nun gerade die Bestimmung der realen Abweichungen von 3 und 4 Aufgabe der
geometrischen Kalibration. Die geometrische Kalibration einer realen digitalen Kamera
mittels Manipulator nach Gleichung (3.6) und (3.7) muss deshalb wie folgt interpretiert
werden. Unter Beachtung von Punkt 1 und 2 gibt es eine eindeutige Zuordnung zwischen
den Winkeln (α, β) und dem belichteten Ort rB der Kamera. Zusa¨tzlich wird die Bild-
koordinate (i, j) des abgebildeten Kollimatorstrahls ermittelt. Damit ist der eindeutige
Zusammenhang zwischen gemessener Bildkoordinate und seinem Ort rB im Kamerakoor-
dinatensystem hergestellt. Unabha¨ngig davon, ob die Bedingung 3 und 4 erfu¨llt ist. Sind
diese Bedingungen nicht erfu¨llt, so existiert u¨ber die Gleichung (3.6) und (3.7) ein ein-
deutiger Zusammenhang zwischen der gemessenen Bildkoordinate (i, j) und dem Ort rB










Der Pixelabstand im Bildsensor bzw. der Kameramatrix wird hierbei mit δ bezeichnet.
Der Vektor Δk = [Δx(i, j),Δy(i, j), 0]′ ist der Lagekorrekturvektor fu¨r jedes Pixel (i, j)
in der Sensor- bzw. Bildebene, welcher durch die Gleichungen (3.6) und (3.7) und (3.8)
bestimmt werden kann.
Ist fu¨r jedes Pixel ein solcher Vektor bestimmt, so ist die Kamera geometrisch kalibriert.
3.1.3 Praktische Umsetzung
Im Laborgeba¨ude des Deutschen Zentrums fu¨r Luft- und Raumfahrt in Berlin-Adlershof
gibt es fu¨r die praktische Umsetzung einer geometrischen Kalibration folgenden Ver-
suchsaufbau:
• ein Labor mit Reinraumklasse 10000
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• einen Zwei-Achsen-Manipulator mit einer Genauigkeit der Winkel von ±2.5arcsec
und einer Auﬂo¨sung von 0.5 arcsec
• einen Kollimator mit f = 1200mm und einem Durchmesser der Strahlenoptik
D = 150mm
Bild (3.2) zeigt diesen Laborraum mit dem Manipulator und dem integrierten Goniome-
ter, ein Stereokamerapaar, welches dort installiert wurde, sowie den Kollimator (in der
rechten Bildha¨lfte).
Im ersten Schritt muss sichergestellt werden, dass die Bedingungen 1 und 2 aus den
Abbildung 3.2: Zwei-Achsen-Manipulator und Kollimator [Photo v. Verfasser]





die beiden Drehachsen in der Position α = 0 und β = 0 bilden ein Rechtssystem“) wurde
bereits beim Einrichten des Laborraums beru¨cksichtigt. Zur Erfu¨llung von Bedingung 2
(
”
Die Optische Achse der Kamera [0, 0,−f ]′ ist parallel zum Kollimatorstrahl.“) beﬁn-
det sich im Anhang (C) eine algorithmische Beschreibung. Die Nullposition gilt dann als
ereicht, wenn in der Kamera der gefundene Bildhauptpunkt belichtet ist.
Wie oben beschrieben ist eine geometrische Kalibration dann als vollsta¨ndig anzusehen,
wenn fu¨r jedes Pixel ein zugeho¨riger Raumstrahl angegeben ist. Dies ist aber bei ge-
bra¨uchlichen Matrixkameras mit weit mehr als 1 Megapixel zeitlich kaum mo¨glich. Bei
Zeilenkameras, wie die High Resolution Stereo Camera4, mit einer Auﬂo¨sung von etwa
5000 bis 12000 Pixel pro Zeile, wird im Gegensatz zu Matrixkameras fu¨r jedes Pixel ein
Lagekorrekturvektor bestimmt.
Eine erhebliche Reduzierung des Zeitaufwands bei der Aufnahme von Punkten mittels
Manipulator wird dadurch erreicht, dass lediglich ein geringer Teil der Punkte mit der
zu kalibrierenden Kamera aufgenommen wird. Durch den Kollimator wird mit einer ent-
sprechenden Blende ein Punktstrahl erzeugt und mit dem Bildsensor im Fernfeld erfasst.
Bei Experimenten kann es vorkommen, dass ein Strahl, welcher exakt ein Pixel des Sen-
sors beleuchtet durch seine sehr geringe Intensita¨t nicht mehr von den Intensita¨ten des
Dunkelstromrauschens5 zu unterscheiden ist. Durch Erho¨hen der Intensita¨t wird dieses
Problem gelo¨st, bedarf aber einer nachtra¨glichen Berechnung des tatsa¨chlichen Pixels, da
in diesem Fall auch benachbarte Punkte belichtet werden. Bild (3.3) zeigt einen solchen
Fall, bei dem durch Mittelpunkts- oder Intensita¨tsbestimmung die korrekten Koordina-
ten extrahiert werden ko¨nnen.
Nachdem die ausgewa¨hlten Pixel mit den dazugeho¨rigen Winkeln
”
angefahren“ wurden
4High Resolution Stereo Camera - Die HRSC ist eine digitale, multispektrale Stereo-Luftbildkamera fu¨r
photogrammetrische und fernerkundliche Anwendungen und wurde am Deutschen Zentrum fu¨r Luft-
und Raumfahrt e.V. vom Institut fu¨r Planetenforschung Berlin-Adlershof konzipiert und entwickelt.
[17]
5Dunkelstromrauschen - Im CCD-Chip werden Ladungstra¨ger durch Lichteinwirkung freigesetzt. Un-
abha¨ngig vom Auftreﬀen des Lichts gibt es eine Ladung im Charge-coupled Device (CCD), die




Abbildung 3.3: Aufnahme des Kollimatorstrahls mit ho¨herer Intensita¨t [2]
und fu¨r jede Szene ein Einzelbild erstellt ist, werden alle Punkte in einem Gesamt-
bild zusammengefasst, wobei nun fu¨r jedes belichtete Pixel die Koordinaten und der
Lagekorrekturvektor bekannt sind. Den restlichen Pixeln wird durch Interpolation der
erforderliche Lagekorrekturvektor aus Gleichung (3.8) zugeordnet. Bild (3.4) zeigt sche-
matisch ein solches Gesamtbild (in diesem Fall idealisiert, d.h. mit verzeichnungsfreier
Optik).
Somit gilt im praktischen Fall eine Kamera dann als geometrisch kalibriert, sobald
eine u¨ber dem ganzen Bildsensor (zumeist a¨quidistant) verteilte Punktmenge mit den
Raumwinkeln α und β (vgl. Glg. 3.8), den zugeho¨rigen Bildkoordinaten und dem daraus
resultierenden Lagekorrekturvektor Δk erfasst ist und den restlichen Punkten mittels
Interpolation ein Wert fu¨r die Winkel und Lagekorrektur zugewiesen ist.
3.2 Kalibration mit diﬀraktiv optischen Elementen
3.2.1 Grundidee
Genau wie die beiden vorangegangen Verfahren zur Kalibration von optischen Sensorsy-
stemen nutzt auch das Verfahren mit diﬀraktiv, optischen Elementen (DOE) Testfelder
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Abbildung 3.4: Idealisierte, verzeichnungsfreie Aufnahmesituation der Goniometerkali-
bration mit reduzierter Punktmenge [2]
zur geometrischen Kalibration. In [16] konnte nachgewiesen werden, dass Beugungsbil-
der, speziell die der Fraunhoferschen Beugung (vgl. [9]), solchen Testfeldern a¨quivalent
sind. Im Folgenden soll gezeigt werden, welche neuen Mo¨glichkeiten sich mit dem Ein-
satz steuerbarer diﬀraktiver optischer Elemente, auch Spatial Light Modulators (SLM)
genannt, in diesem Zusammenhang ergeben [3]. Die Hauptkomponenten eines solchen
dynamischen Lichtmodulators sind ein Flu¨ssigkristalldisplay, eine Steuerelektronik, ei-
ne spezielle Graﬁkkarte und eine Steuersoftware. Der Versuchsaufbau ist so gestaltet,
dass die Parameter der Inneren Orientierung, wie Kamerakonstante, Hauptpunkt und
Verzeichnung, allein bestimmt werden ko¨nnen. In Abbildung (3.5) wird das Prinzip der




Der experimentelle Aufbau ist schematisch in Bild (3.6) dargestellt. Der Lichtstrahl eines
He-Ne-Lasers (Wellenla¨nge 633nm) wird entsprechend der Apparatur der zu kalibrieren-
den Kamera aufgeweitet und mit einer Kollimatoroptik zu einem parallelen Strahlenbu¨n-
del geformt. Die vom Kollimator erzeugte ebene Welle triﬀt auf einen Strahlteiler und
wird aufgespaltet. 50 Prozent des Strahlungsanteils der auftreﬀenden Lichtwelle werden
reﬂektiert und 50Prozent transmittiert. Der vom Strahlteiler reﬂektierte Lichtanteil wird
am SLM entsprechend der gewu¨nschten Intensita¨tsverteilung der Welle gebeugt. Durch
die Lichtmodulation entstehen Lichtbu¨ndel mit deﬁnierten und hochgenau bekannten
Beugungswinkeln, die wiederum auf den Strahlteiler gelenkt werden. Die gebeugte Welle
triﬀt nach ihrem Durchgang durch den Strahlteiler auf die Eingangsoptik des zu kali-
brierenden Sensorsystems. Auf der Fokalebene des Sensors entsteht dann das gewu¨nschte
Beugungsbild, das entsprechend gespeichert wird.
An dieser Stelle wird deutlich, dass das Verfahren mit diﬀraktiv, optischen Elemen-
ten dem Verfahren mit einem Manipulator (incl. Goniometer) a¨hnelt. Auch hier werden
Raumstrahlen erzeugt, deren Winkel sehr genau bekannt sind. Ein großer Vorteil dieser
Methode ist jedoch, dass alle Strahlen durch ein SLM auf einmal erzeugt werden ko¨nnen
und nicht erst aus Einzelbildern zusammengefu¨hrt werden mu¨ssen.
3.2.3 Geometrische Kalibration
Im ersten Schritt wird die optische Achse zum Laserstrahl ausgerichtet [vgl. Anhang
(C)]. Im zweiten Schritt werden die Bildkoordinaten der Beugungspunkte automatisch
ermittelt. Dazu wird ein Gauß-Fit-Algorithmus6 als stabiles Verfahren zur Anwendung
gebracht. Es bestimmt die Schwerpunktkoordinaten der einzelnen Beugungsﬁguren auf
Subpixelgenauigkeit. In Schritt drei wird jeder einzelne Beugungspunkt innerhalb einer
vorgegebenen Umgebung, mit dem Abstand R1 vom Hauptpunkt, dem entsprechenden
vom SLM gebeugten Strahl und seiner idealen Abbildung in der Sensorebene zugeordnet
6Gauß-Fit-Algorithmus - Methode zur Schwerpunktﬁndung in Messreihen [20]
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(vgl. Bild 3.7). Dies geschieht indem der geringste Abstand zu den bekannten idealen
Orten der Beugungspunkte errechnet wird.
Im vierten Schritt erfolgt nach [21] eine Korrektur der radialen Verzeichnungen aller
Beugungspunkte, auf der Grundlage der im dritten Schritt ermittelten Abweichungen
der Ortskoordinaten der realen Punkte zu den Idealen. Mit der Wahl einer neuen Um-
gebung R2 mit R2 > R1 geht man zu Schritt drei zuru¨ck und verfa¨hrt so lange, bis
jeder Beugungspunkt identiﬁziert ist. Ein Polynomialﬁt7 liefert die Transformation vom
Originalbild in das kalibrierte Bild. Abbildung (3.8) veranschaulicht den Ablauf der Ka-
libration.
7Polynomialﬁt - Fehlerkorrekturmethode basierend auf polynomialer Approximation [19]
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Abbildung 3.5: Schematische Darstellung der Erzeugung von Beugungsmustern [3]
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Abbildung 3.6: Schematischer Versuchsaufbau [3]
Abbildung 3.7: Zuordnung von extrahierten (Hell) und idealen (Dunkel) Koordinaten;
links: Passpunktfeld 5× 5, rechts: Passpunktfeld 31× 31 [3]
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Abbildung 3.8: Ablaufschema der Kalibration mit DOE [3]
34
4 Auswertung
Der am Deutschen Zentrum fu¨r Luft- und Raumfahrt zu kalibrierende Bildsensor ist eine
Stereoanordnung zweier DALSA Kameras vom Typ 1M28-SA. Diese Kameras kommen
im Zuge des DLR-internen Projektes IPS zum Einsatz, in dem ein Robotersystem inner-
halb geschlossener Ra¨ume autonom navigieren soll. Diese Bildsensoren sind ausgewa¨hlt
worden, da sie durch ihre Fisheyeobjektive1 dazu geeignet sind, auch mit kurzer Distanz
zu Objekten bzw. Wa¨nden genu¨gend Umgebungsinformationen aufnehmen zu ko¨nnen.
Die wichtigsten Speziﬁkationen sind:
• Brennweite 4.8 mm
• Auﬂo¨sung 1024× 1024 Pixel
• Pixelgro¨ße 10.6μm x 10.6μm
• O¨ﬀnungswinkel 97◦
Weitere Informationen ko¨nnen dem Datenblatt [5] entnommen werden.
4.1 Bewertung des implementierten,
photogrammetrischen Algorithmus
Der im Rahmen dieser Arbeit implementierte Algorithmus aus Kapitel (2) wurde mit
simulierten Bilddatensa¨tzen getestet. Dieser im DLR entwickelte Simulator bietet die
1Fisheyeobjektiv - Ein Fisheyeobjektiv hat eine sehr kurze Brennweite im Vergleich zur Gro¨ße des
Bildformates, und im Gegensatz zu normalen Objektiven ist seine Verzeichnung nicht korrigiert. Es




Mo¨glichkeit einen erzeugten Raum mit Texturen zu belegen. Ein ﬁktiver Bildsensor
(Mono-, Stereo-, Trifokal, usw.) kann durch Angabe von Position und Blickrichtung ge-
neriert und positioniert werden. Diese Szenen werden dann direkt in OpenGL umgesetzt
und ko¨nnen als Bitmap entnommen werden. Dadurch ist es mo¨glich eine komplette Ka-
librationsszene [siehe Abbildung (4.1)] zu simulieren und implementierte Algorithmen
darauf anzuwenden.
Abbildung 4.1: Kalibrationsszene, erzeugt mit dem Simulator [Matlab]
4.1.1 Genauigkeit der Punktdetektion
Um grundlegende Aussagen u¨ber die Genauigkeit des Algorithmus treﬀen zu ko¨nnen,
muss zuna¨chst die Genauigkeit der Punktdetektion bestimmt werden. Dazu wurden
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stichpunktartig Punkte extrahiert und die subpixelgenaue Position mit der im Bild er-
sichtlichen Kreuzungsposition verglichen [siehe Abbildung (4.2)]. Die
”
aus dem Bild er-
sichtliche Kreuzungsposition“ wird durch eine Bild-Auge-Zuordnung bei ho¨chster Zoom-
stufe angegeben. Nach Auswertung der Stichprobe der simulierten Daten ergeben sich
Abbildung 4.2: Bewertung der Punktdetektion durch Abstand der errechneten zur tat-
sa¨chlichen Position [Matlab]
die in Tabelle (4.1) dargestellten, statistischen Gro¨ßen. Der Nachweis u¨ber die Genauig-
Mittelwert 0.39 Pixel
Standardabweichung 0.12 Pixel
Tabelle 4.1: Genauigkeit der Punktdetektion der simulierten Bilder
keit der Punktzuordnung wurde anschließend in realen Bildern mit der gleichen Methode
u¨berpru¨ft. Dabei haben sich die in Tabelle (4.2) gezeigten statistischen Gro¨ßen ergeben.
Mittelwert 0.55 Pixel
Standardabweichung 0.15 Pixel
Tabelle 4.2: Genauigkeit der Punktdetektion der realen Bilder
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4.1.2 Innere, a¨ußere und relative Orientierung,
Verzeichnungsparameter
Die Tabellen (4.3) und (4.4) geben Aufschluß u¨ber die Genauigkeit, die Parameter der














Tabelle 4.4: Parameter Kamera 2
ne Aussage u¨ber die Genauigkeit der Berechnung der a¨ußeren Orientierung machen zu
ko¨nnen, werden im weiteren die Eulerwinkel (berechnet aus den Rotationsmatrizen von
Kamera zu Objekt) fu¨r alle in Abbildung (4.1) dargestellten Szenen verglichen und den
berechneten Eulerwinkeln gegenu¨bergestellt. Dies geschieht fu¨r beide ﬁktiven Kameras
des Simulators. Tabelle (4.5) und (4.6) zeigen die Ergebnisse. Die Bilder des Simulators
sind frei von radialsymmetrischer Verzeichnung. Aus diesem Grund ist es mo¨glich zu
u¨berpru¨fen, ob auch der entwickelte Algorithmus die Verzeichnungsparameter zu null
berechnet. In Tabelle (4.7) werden die Ergebnisse pra¨sentiert.
Das Stereokamerapaar wurde bei den Versuchen in einem ﬁktiven Abstand von 200mm
in Richtung der X-Achse generiert. In Richtung der Y- bzw. Z-Achse wurde kein Versatz
generiert und auch die relative Rotation um alle Achsen ist mit 0 initialisiert worden.
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Szene Winkel Simulator Programm
1 Roll 0 -0.0158
Pitch 0 -0.0064
Yaw 180 179.9999
2 Roll 0 -0.0057
Pitch 20 20.0123
Yaw 180 179.9985
3 Roll 20 20.0050
Pitch 0 -0.0014
Yaw 180 179.9995
4 Roll 0 0.0003
Pitch -20 -20.0155
Yaw 180 179.9956
5 Roll -20 -20.0052
Pitch 0 -0.0004
Yaw 180 179.9973
6 Roll 0 -0.0016
Pitch 0 0.0334
Yaw 135 134.9996
7 Roll 0 -0.0115
Pitch 0 -0.0186
Yaw 180 179.9993
8 Roll 0 0.0021
Pitch 20 19.9375
Yaw 180 179.9963
9 Roll 0 0.0134
Pitch -20 -19.9651
Yaw 180 179.9917
Tabelle 4.5: Rotationswinkel Kamera 1
Tabelle (4.8) stellt den angegebenen Stereoparametern die berechneten Ergebnisse ge-
genu¨ber. Aus den Gegenu¨berstellungen in Tabelle (4.3) und (4.4) la¨sst sich ableiten,
dass die Brennweite (bei bekannter Pixelgro¨ße von 10.6μm) auf durchschnittlich 8μm
genau bestimmt wird. Der auf den Wert 0 gesetzte Scherungsfaktor γ wird mit einer
Abweichung von 0.0115 berechnet. Der Bildhauptpunkt kann bis auf eine Abweichung
von 0.0575 Pixel bestimmt werden.
Bei der Auswertung der berechneten a¨ußeren Orientierung (speziell die Rotationen) aus
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Szene Winkel Simulator Programm
1 Roll 0 -0.0127
Pitch 0 -0.0103
Yaw 180 179.9988
2 Roll 0 -0.0031
Pitch 20 20.0084
Yaw 180 179.9999
3 Roll 20 20.0080
Pitch 0 -0.0046
Yaw 180 179.9969
4 Roll 0 0.0038
Pitch -20 -20.0194
Yaw 180 179.9943
5 Roll -20 -20.0022
Pitch 0 -0.0045
Yaw 180 179.9974
6 Roll 0 0.0014
Pitch 0 0.0295
Yaw 135 135.0009
7 Roll 0 -0.0085
Pitch 0 -0.0225
Yaw 180 179.9980
8 Roll 0 0.0046
Pitch 20 19.9337
Yaw 180 179.9949
9 Roll 0 0.0169
Pitch -20 -19.9689
Yaw 180 179.9903
Tabelle 4.6: Rotationswinkel Kamera 2
Parameter Simulator Kamera 1 Kamera 2
k1 0 -0.0018 0.0075
k2 0 0.0024 -0.0421
Tabelle 4.7: Verzeichnungsparameter beider Kameras
Tabelle (4.5) und (4.6) ist festzustellen, dass die aus den Rotationsmatrizen berechneten




Parameter Simulator Programm Parameter Simulator Programm
Roll 0 -0.0030 tx 200 200.15
Pitch 0 0.0039 ty 0 -0.0449
Yaw 0 -0.0013 tz 0 0.7693
Tabelle 4.8: Werte der relativen Orientierung
Die Verzeichnungsparameter k1 und k2 werden so bestimmt, dass sie gegen den zu er-
wartenden Wert 0 streben. Da sich jedoch die Werte fu¨r k1 und k2 auch bei starken
Verzeichnungen ha¨uﬁg lediglich um Werte zwischen 0.1 und 0.3 bewegen, ist dieses Er-
gebnis nur bedingt zufriedenstellend.
Die Rotationswinkel der relativen Orientierung werden bis auf eine durchschnittliche
Abweichung von 0.2733◦ genau bestimmt. Die Translation weicht um durchschnittlich
0.32 mm vom Idealwert ab.
Nach Extraktion von 81 Kreuzungspunkten mit beiden Kameras, also 162 Beobachtun-
gen, und anschließender, ﬁnalen Maximum-Likelihood-Scha¨tzung, wurden alle Punkte
durch den Algorithmus bis auf einen Gesamtfehler von 53.42 Pixel approximiert. Das
bedeutet, dass jeder extrahierte Kreuzungspunkt durch die Modellparameter bis auf
einen durchschnittlichen Fehler von 0.33 Pixel bestimmt wird.
Anhand des Vergleichs mit den Simulatordaten la¨sst sich abschließend feststellen, dass
der entwickelte Algorithmus in den angegebenen Grenzen hinreichend gute Ergebnisse
liefert.
4.2 Vergleich der Kalibrationsverfahren
Um die vorgestellten Kalibrationsverfahren vergleichen zu ko¨nnen, mu¨ssen folgende U¨ber-
legungen beru¨cksichtig werden. Wa¨hrend die photogrammetrische Methode eine Kame-
ramatrix bestimmt, aus der Bildhauptpunkt, Brennweite und Scherung der Bildachsen
hervorgeht, liefert sowohl das Verfahren der diﬀraktiv, optischen Elemente als auch das
Manipulator-Goniometer-Verfahren keine a¨quivalenten Werte. Hier wird jedem Pixel ein
Raumstrahl und dessen Winkel zugeordnet. Eine Betrachtung der Brennweite ﬁndet ge-
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nauso wenig statt, wie eine Betrachtung der Scherung der Bildachsen. Auf der anderen
Seite ist es ebenso wenig mo¨glich aus dem photogrammetrischen Verfahren heraus, die
Winkel der Raumstrahlen jedes Pixels zu bestimmen. Somit ist der Bildhauptpunkt der
einzige, gemeinsam bestimmte Parameter und wird im folgenden Abschnitt auf U¨ber-
einstimmung untersucht.
Um die Methoden zu vergleichen, wird mit den bestimmten Werten der verschiedenen
Verfahren ein Bild der kalibrierten Kamera so prozessiert, dass es unter Beru¨cksichtigung
des Bildhauptpunktes, verzeichnungsfrei ist. Linien entlang des Schachbrettmusters des
Kalibrationsobjektes mu¨ssen auch in der Abbildung des Bildsensors wieder eine Linie
bilden. Mit diesem Wissen la¨sst sich die Basis des Vergleichs ﬁnden. An dieser Stelle sei
erwa¨hnt, dass zur Erweiterung des Vergleichs ein kommerzielles Produkt mit dem Namen
”
Australis2“ einbezogen wurde, um eine weitere, jedoch externe, Referenz zu erhalten.
Australis bestimmt auf photogrammetrische Weise, d.h. aus einer Kalibrationsszene, ge-
nau wie der entwickelte Algorithmus aus Kapitel (2) die Kameraparameter. Im konkreten
Fall liefert Australis die Brennweite, den Bildhauptpunkt und die radialsymmetrischen
Verzeichnungsparameter. Die Verzeichnungsparameter werden jedoch durch ein Polynom
7-ter Ordnung modelliert und es existiert keine Option dies zu a¨ndern, um es direkt mit





Der Bildhauptpunkt, welcher bei der photogrammetrischen Methode und Australis aus
der Scha¨tzung hervorgeht, wird bei den beiden alternativen Verfahren gemessen. Mit
Hilfe der Interferenzmuster und anschließender Auswertung sollte er subpixelgenau ge-
funden werden. Im Verlauf der verschiedenen Kalibrationsaufnahmen ist eine der beiden
Kameras durch Defekt nicht mehr ansteuerbar gewesen, sodass die Arbeit und der Ver-
gleich mit nur einer Kamera als Referenz fortgefu¨hrt wurde. Tabelle (4.9) ordnet die
2Australis - kommerzielles Produkt zur Kamerakalibration und ”on-the-job“ Selbstkalibration [13]
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gefunden Hauptpunkte der beiden Kameras dem jeweiligen Verfahren zu.
Eine Aussage u¨ber die Genauigkeit la¨sst sich hierbei nicht exakt treﬀen, da im Daten-
Newtonsche Ringe Photogrammetrisch Australis
u0 511.99 513.79 511.48
v0 493.00 496.15 493.14
Tabelle 4.9: Werte der relativen Orientierung
blatt der Kameras keine Angaben u¨ber den Bildhauptpunkt enthalten sind. Sobald die
Fokalebene von der Sensorebene getrennt (Entfernen des Objektivs) und spa¨ter wieder
zusammengefu¨hrt wird, so verschiebt sich u.U. der Bildhauptpunkt. Somit ist es ledig-
lich mo¨glich, festzustellen, dass die physikalische Methode der Newtonschen Ringe ein
sehr a¨hnliches Ergebnis wie das kommerzielle Produkt (Australis) liefert. Der Bildhaupt-
punkt des implementierten Algorithmus weicht dazu um 2 bis 3 Pixel ab. Dies kann als
signiﬁkante Abweichung gewertet werden, soll aber im abschließenden Vergleich aller
Methoden in die Bewertung eingehen.
4.2.2 Ergebnisse
Wie einleitend in diesem Kapitel beschrieben, wurden, fu¨r alle vorgestellten Metho-
den und zusa¨tzlich mit Australis, verzeichnungsfreie Bilder berechnet. Um die Linien
(Kanten der Schachbrettmuster), welche in dem entzerrten Bild zwingend gerade sein
mu¨ssen, zu extrahieren, wurde zwischen zwei Kreuzungspunkten eine Geradengleichung
berechnet. Dazu diente der Punktextraktor des entwickelten Algorithmus als subpixel-
genaue Na¨herung des Kreuzungspunktes. Anschließend sind, wie in Abschnitt (4.1.1),
mittels Bild-Auge-Zuordnung die als exakt erkannten Kreuzungsstellen als Stu¨tzvekto-
ren fu¨r die Geradengleichung aufgenommen worden. Danach wurden alle Punkte mit
der gleichen Methode aufgenommen, die kolinear zu dieser Geraden sein mu¨ssen [siehe
Abbildung(4.3)]. Zu jedem extrahiertem Kreuzungspunkt ist der euklidische Abstand zur
Geraden bestimmt worden. Aufgrund der unsymmetrischen Lage des Bildhauptpunktes
und zum konsistenten Nachweis u¨ber die Gu¨te sind sowohl die Waagerechten als auch die
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Abbildung 4.3: Bestimmung des euklidischen Abstands zu einer extrahierten Geraden
Senkrechten des Schachbrettmusters in die Auswertung einbezogen worden. Eine Mitte-
lung u¨ber alle Absta¨nde liefert das Maß fu¨r den Vergleich der vorgestellten Methoden.
Tabelle (4.10) stellt dieses Maß und dessen Standardabweichung den eingesetzten Ver-
fahren gegenu¨ber.
Aus der Auswertung der euklidischen Absta¨nde zu den jeweiligen Geraden ko¨nnen fol-
Art der Gerade Verfahren Mittlerer Abstand Standardabweichung
Waagerecht Entwickelter Algorithmus 0.2438 0.2130
Manipulator-Goniometer 0.2402 0.1922
Diﬀraktive Elemente 0.2982 0.2121
Australis-Software 0.3156 0.2982
Senkrecht Entwickelter Algorithmus 0.2565 0.2256
Manipulator-Goniometer 0.2167 0.1986
Diﬀraktive Elemente 0.1919 0.1577
Australis-Software 0.3137 0.1920
Tabelle 4.10: Mittlerer euklidischer Abstand und Standardabweichung aller Kreuzungs-
punkte zur jeweils extrahierten Geraden
gende Feststellungen getroﬀen werden. Der mittlere Abstand ist bei allen Verfahren im
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Subpixelbereich. Die Werte der Standardabweichung, die nahe dem Mittelwert liegen,
bedeuten, dass die Streuung der euklidischen Distanzen sehr groß ist, wobei auch bei
dieser Verteilung Subpixelgenauigkeit (mit hoher Wahrscheinlichkeit) eingestellt bleibt.
Weiterhin ist zu sehen, dass alle vier untersuchten Verfahren sehr a¨hnliche Ergebnisse






Mit diesen Ergebnissen kann die Teilaufgabe dieser Arbeit,
”
Entwicklung eines Algorith-
mus zur Kalibration von Kameras“, als hinreichend genau erfu¨llt angesehen werden. Der
Merkmalsextraktor aus [15] ﬁndet
”
features“ pixelgenau. Somit sind die subpixelgenauen
Korrekturparameter der Bildpunkte, die durch die Kalibration bestimmt werden, fu¨r die
Weiterverarbeitung ausreichend genau klassiﬁziert.
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In dieser Arbeit wurden verschiedene Methoden der Kalibration von Matrixkameras
vorgestellt, untersucht und klassiﬁziert. Ein photogrammetrischer Algorithmus wurde
implementiert und in die weiteren Untersuchungen eingebunden. Es entstand ein Kon-
zept zur Kalibration von Stereokamerapaaren. Dieses Konzept wurde ebenfalls in das
photogrammetrische Verfahren eingebunden und getestet. In Kapitel (2.5) wurde eine
Mo¨glichkeit vorgestellt, mit der es mo¨glich sein soll, die implementierte Methode mit
Hilfe von extern gemessenen Lageparametern zu stu¨tzen. Abschließend wurden die un-
tersuchten Verfahren miteinander verglichen. Dazu wurde eine Basis zum Vergleich der
unterschiedlichen Kalibrationsprozeduren gefunden und angewendet.
Aus dieser Arbeit geht hervor, dass der entwickelte Algorithmus im Vergleich zu den
beiden alternativen Kalibrationsmethoden (Manipulator-Goniometer und diﬀraktiv, op-
tische Elemente) und auch einem a¨quivalenten, kommerziellen Produkt (Australis), a¨hn-
lich genaue Resultate liefert. Die photogrammetrische Methode besitzt den Vorteil, dass
sie sehr ﬂexibel aufgrund ihrer Ortsunabha¨ngigkeit ist. Im betrachteten Fall dieser Arbeit
ist dieser Vorteil nicht verbunden mit dem Nachteil, dass es signiﬁkante Einschra¨nkun-
gen in der Genauigkeit gibt.
Die verglichenen Kalibrationsverfahren werden sich, aufgrund des steigenden Bedarfs
an optischen Bildsensoren und der damit verbundenen Kalibration, weiterentwickeln.
Die Methode mit Manipulator und Goniometer wird bei der Zeilenkamerakalibration
weiterhin eingesetzt werden. Im Zuge der dreidimensionalen Kartographie werden die-
se Zeilenkameras in der Luftbildphotogrammetrie noch sta¨rker an Bedeutung gewinnen
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und die geometrische Kalibration kann hier fu¨r die komplette(n) Zeile(n) vorgenommen
werden.
Der große Vorteil und das gro¨ßte Potential zur Weiterentwicklung fu¨r diﬀraktiv optische
Elemente liegt in der Kalibration mit Lasern verschiedener Wellenla¨nge, sodass es mo¨g-
lich sein wird Kameras nicht nur geometrisch sondern auch spektral auf einfachere Weise
zu kalibrieren.
Das vorgestellte Konzept zur Stu¨tzung der Kalibration mit Lagesensoren bietet eine
Mo¨glichkeit die photogrammetrische Methode zu verbessern und zu verfeinern. Es ist
damit zu rechnen, dass zuku¨nftige Anwendungen noch ho¨here Erwartungen an die Ge-
nauigkeit der Lageparameter stellen werden. Das bedeutet, dass Merkmalsextraktoren
in Zukunft in hohem Maße subpixelgenaue Ergebnisse liefern mu¨ssen und die damit
verbundenen Anforderungen an die Kalibration werden weiter steigen.
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Das Lochkameramodell basiert auf der Deﬁnition einer Kamera, die mittels perfekter,
perspektivischer Projektion [vgl. Bild (A.1)] einen Objekt- bzw. Weltpunkt M durch das
optische Zentrum cf = (x0, y0)
′ unverzerrt in der Bildebene abbildet. Man erha¨lt den
Bildpunkt m eines Weltpunktes als Schnitt einer Geraden mit der Bildebene. Die Gerade
wird beschrieben durch den Weltpunkt und das optische Zentrum der Kamera. Die
Abbildung A.1: Lochkameramodell [1]
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U¨berfu¨hrung von Welt- in Bildkoordinaten gestaltet sich dadurch sehr einfach. Ebenso
trivial ist die Bestimmung der a¨ußeren Orientierung der Lochkamera aus einer Menge
von Welt- und zugeho¨rigen Bildpunkten. Der Zusammenhang zwischen dem Bildpunkt in
homogenen Koordinatenm = [u, v, 1]T und dem zugeho¨rigen Objektpunkt in homogenen
Koordinaten M = [X, Y, Z, 1]T kann durch die Gleichung
sm = K [R t] M (A.1)








mit f als Abstand von Bild- und Fokalebene und dem Hauptpunkt im Zentrum des
Bildes (0, 0) ist. Die Rotation R und die Translation t sind die Parameter der a¨ußeren
Orientierung der Kamera.
Es entsteht eine ideale Abbildung des Objektes, welche um 180◦ gedreht ist. Durch
den Vergleich des verzerrten Bildes einer realen Kamera mit dem unverzerrten Bild
einer Lochkamera, la¨sst sich die Verzerrung des Bildes beschreiben. Durch die ideale




B.1 Der normierte 4-Punkt-Algorithmus zur
Bestimmung der Homographie
In [14] wird gezeigt, wie eine 3 × 3 - Homographie - Matrix H mit acht Freiheitsgraden
fu¨r n ≥ 4 homologe Bildpunkte xi ↔ x′i bestimmt werden kann. Es gilt folgende
Beziehung:
x′i = Hxi (B.1)
Um zu einer eindeutigen Lo¨sung zu kommen, du¨rfen die Punkte nicht kolinear verteilt
sein.
Nach Transformation der Bildpunkte in homogene Koordinaten bietet sich eine Normie-
rung an, da dies zu numerisch, stabileren Ergebnissen fu¨hrt. Alle Punkte xi = (xi, yi, wi)
T
werden dazu so verschoben, dass der Schwerpunkt der Koordinaten im Ursprung (0, 0)T
liegt. Die Skalierung der Punkte erfolgt derart, dass der mittlere Abstand zum Ursprung
√
2 betra¨gt. Folgende Transformationsmatrix fasst sowohl die Verschiebung als auch die
Skalierung in einer Matrix zusammen:
T =
⎡




Die normierten Koordinaten ergeben sich durch entsprechende Multiplikation xˆi = Txi.
Die Normierung muss, unabha¨ngig vom projektiven Bild, auch fu¨r das zweite (projektiv
entzerrte) Bild berechnet werden um die Punkte x′i mit T
′ nach xˆ′i zu transformieren. Fu¨r
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Anschließend werden alle Beobachtungen in einer gemeinsamen 2n × 9 großen Matrix
L zusammengefasst. Ab n ≥ 4 homologen Beobachtungen kann das lineare homogene
Gleichungssystem
Lh = 0 (B.4)
mit h = [h1, ..., h9]
T , durch eine Singula¨rwertzerlegung (SVD) bestimmt werden. Der Lo¨-
sungsvektor h entspricht dabei dem Eigenvektor, der zugeho¨rig zum kleinsten Eigenwert
von L ist. Wenn die Komponenten des Lo¨sungsvektors h wieder in Matrixform gebracht
werden, erha¨lt man eine Homographiematrix fu¨r die normierten Koordinaten.
Hˆ =
⎡




Um die Homographie der urspru¨nglichen Koordinaten zu erhalten muss die Normierung
wieder aufgehoben werden. Dies geschieht durch:
H = T ′−1HˆT (B.6)
B.2 Interne und externe Orientierung aus der
projektiven Transformation
Eine Matrix B ist nach [21] deﬁniert mit:
B = L−TL−1 ≡
⎡







































B Initialisierung der photogrammetrischen Parameter
Aufgrund der Symmetrie von B ist sie gleichermaßen bestimmt durch den Vektor
b =
[
B11 B12 B22 B13 B23 B33
]T
(B.9)
Der i-te Spaltenvektor der zuvor berechneten Homographie H sei hi = [hi1, hi2, hi3]T . So
erha¨lt man




vij = [hi1hj1, hi1hj2 + hi2hj1, hi2hj2, hi3hj1 + hi1hj3, hi3hj2 + hi2hj3, hi3hj3]
T
Mit dem Wissen u¨ber die beiden fundamentalen Zusammenha¨nge einer Homographie H
laut [21],
h1
TKT−1K−1h2 = 0 (B.11)
h1
TKT−1K−1h1 = h2TKT−1K−1h2 (B.12)




b = 0 (B.13)
Die n Beobachtungen werden nun zu einer 2n × 6 großen Designmatrix V zusammen-
gefasst und es entsteht ein homogenes Gleichungssystem der Form:
V b = 0 (B.14)
Mit n ≥ 3 Beobachtungen besitzt dieses Gleichungssystem eine eindeutige Lo¨sung, die
bis auf einen Skalierungsfaktor durch eine Singula¨rwertzerlegung (SVD) zu bestimmen
ist. Der Lo¨sungsvektor b entspricht dabei dem Rechtseigenvektor, zugeho¨rig zum klein-
sten Eigenwert.
Nach Erhalt einer Lo¨sung fu¨r b lassen sich die intrinsischen (Kamera-)Parameter nach-
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λ = B33 − B
2
































C Bestimmung der optischen Achse
C.1 Ansatz
Um die Parameter der Inneren Orientierung separat zu bestimmen, muss die Z-Achse des
Kamerakoordinatensystems parallel zur Z-Achse des Laborkoordinatensystem orientiert
sein [3]. Bis auf eine Drehung um die optische Achse ist diese Bedingung erfu¨llt, wenn
die optische Achse parallel zur Ausbreitungsrichtung des ungebeugten Laserstrahls aus-
gerichtet ist. Der Durchstoßpunkt der optischen Achse durch die Sensorebene, der der
Koordinatenursprung bzw. Hauptpunkt fu¨r alle Bildkoordinatensysteme ist, wird durch
den Ort des fokussierten Laserstrahls in der Bildebene ﬁxiert. In [11] wurde erla¨utert,
wie mittels symmetrischer Beugungsbilder der Hauptpunkt gefunden werden kann. Im
Vorfeld der Arbeit in [3] wurden experimentelle Untersuchungen und beugungstheoreti-
sche Rechnungen durchgefu¨hrt.
Deren u¨bereinstimmendes Ergebnis war, dass hinreichend kleine Divergenzwinkel zwi-
schen optischer Achse und Laserausbreitungsrichtung zu einer behebbaren Unsymmetrie
des Beugungsbildes fu¨hrt. Durch eine Translation
T = f ⊗ γ
senkrecht zur optischen Achse, kann die Symmetrie des speziellen Beugungsbildes wie-
derhergestellt werden. Hierbei ist f die Brennweite und γ der Divergenzwinkel zwischen
optischer Achse und Laserausbreitungsrichtung. Das bedeutet mit anderen Worten, die
geometrische Kalibration ist in bestimmten Grenzen unabha¨ngig von der Falschausrich-
tung der optischen Achse zur Laserstrahlrichtung. Diese Na¨hrung der starren Translation
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fu¨r das gesamte Beugungsbild gilt mit einem Fehler kleiner einem Pixel unter der Be-
dingung γ ≤ 0.8◦. Wa¨hrend die Lage des Hauptpunktes dabei im Bereich einiger Pixel
unbestimmt bleibt, bleiben solche Kalibrationsparameter, wie die Verzeichnung davon
unbeeinﬂusst. Fu¨r eine genauere Fixierung des Hauptpunktes bietet sich eine Methode
an, die die Symmetrie der Newtonschen Ringe, entstanden bei der Reﬂektion des auf-
geweiteten Laserstrahls am Objektiv, ausnutzt. Nur wenn der Strahl in sich reﬂektiert
wird, entstehen durch Interferenz kreisfo¨rmige Ringe.
C.2 Fixierung des Hauptpunktes mit Hilfe der
Newtonschen Ringe
In [2] wird erla¨utert, wie sich ein mo¨glicher Aufbau und die Durchfu¨hrung einer genauen
Bestimmung der optischen Achse realisieren la¨sst (vgl. Abbildung C.1).
Ein unpolarisierter He-Ne Laser1 mit einer Wellenla¨nge von 633nm und einer Leistung
von 17mW wird durch einen Schirm mit Lochblende begrenzt. Der Strahl wird dann
in die zu vermessende Kamera (K2) eingestreut und die Reﬂektion von den Linseno-
berﬂa¨chen des Objektivs auf den Schirm mit Lochblende (L3) projiziert und von einer
Kontrollkamera (K3), die im Winkel α zum Schirm steht, aufgenommen. Beide Kameras
verfu¨gen u¨ber einen Oﬀ-Axis Manipulator2.
Bei der Messung mu¨ssen alle Lichtquellen so reduziert werden, dass die Reﬂektionen
eindeutig auf dem Projektionsschirm (L3) zu sehen sind und von der Kontrollkamera
(K3) erfasst werden ko¨nnen. Der Manipulator von (K2) wird erst translativ bewegt, so
dass sich die Reﬂektionspunkte der einzelnen Linsenoberﬂa¨chen waagerecht aufreihen.
Dieser U¨bergang ist in Bild (C.2) dargestellt. Danach wird (K2) translativ nur noch in X-
Richtung bewegt, um die einzelnen Intensita¨tsverteilungen der Reﬂektion auf dem Schirm
L3 zu vereinen. Die Rotationsachsen des Oﬀ-Axis Manipulators von Kamera K2 werden
1He-Ne Laser - Helium Neon Laser
2Oﬀ-Axis-Manipulator - ein Manipulator, mit dem sich das optische Zentrum eines Bildsensors unab-
ha¨ngig vom mechanischen Zentrum der Apparatur verschieben und rotieren la¨sst [10]
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Abbildung C.1: Aufbau zur Detektion der optischen Achse u¨ber Reﬂektion [2]
Abbildung C.2: Initiale Justierung (Links) Anfangszustand (Rechts) waagerechtes Re-
ﬂexionsbild [2]
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lediglich zur Feinjustage des Beugungsbildes verwendet, bis eine Symmetrie zwischen
der Zentrumstruktur und der entstandenen Ringstruktur entsteht. Der Mittelpunkt der
Struktur soll zentrisch zum Ringmuster stehen. Nach Einstellung der Symmetrie fa¨llt die
optische Achse der zu vermessenden Kamera mit dem Laserstrahl zusammen. Abbildung
(C.3) zeigt den ﬁnalen U¨bergang vom dejustierten Fall zur justierten Kamera.
Die Bildinformation von Kamera (K2), mit der aufgenommenen Intensita¨tsverteilung
Abbildung C.3: Ausrichtung der optischen Achse; (Links, Mitte) dejustierte Kamera,
(Rechts) justierte Kamera [3]
des abgeschwa¨chten Laserstrahles, wird postprozessiv ausgewertet. Ein dafu¨r in [3] ent-
wickeltes Programm berechnet den Ha¨ufungsschwerpunkt der Bildebene. Schritt eins ist
die Filterung des Hintergrundrauschens. Schritt zwei ist die Detektierung der Ha¨ufungs-
maxima in den Bilddaten. Zuletzt wird die Bildintensita¨tsinformation skaliert und mit
einem Gaußﬁt-Algorithmus der Schwerpunkt ermittelt. Somit ist der Durchstoßpunkt
der optischen Achse in der Bildebene in Pixel (x,y) deﬁniert.
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