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Abstract: We describe three algorithms for generating binary-valued
holograms. Our methods are optimised for producing large arrays of tightly
focussed optical tweezers for trapping particles. Binary-valued holograms
allow us to use a digital mirror device (DMD) as the display element,
which is much faster than other alternatives. We describe how our binary
amplitude holograms can be used to correct for phase errors caused by
optical aberrations. Furthermore, we compare the speed and accuracy of
the algorithms for both periodic and arbitrary arrangements of traps, which
allows one to choose the ideal scheme depending on the circumstances.
© 2014 Optical Society of America
OCIS codes: (350.4855) Optical tweezers or optical manipulation, (090.1760) Computer
holography, (090.1000) Aberration compensation
References and links
1. A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu, “Observation of a single-beam gradient force optical
trap for dielectric particles,” Opt. Lett. 11, 288–290 (1986).
2. A. Ashkin, “History of optical trapping and manipulation of small-neutral particle, atoms, and molecules,” IEEE
J. Sel. Topics Quantum Electron. pp. 841 – 856 (2000).
3. M. Dienerowitz, L. V. Cowan, G. M. Gibson, R. Hay, M. J. Padgett, and V. R. Phoenix, “Optically trapped
bacteria pairs reveal discrete motile response to control aggregation upon cell?cell approach,” Curr. Microbiol.
(2014).
4. M. Dienerowitz, G. Gibson, F. Dienerowitz, and M. Padgett, “Expanding the toolbox for nanoparticle trapping
and spectroscopy with holographic optical tweezers,” J. Opt. 14, 045003 (2012).
5. F. Nogrette, H. Labuhn, S. Ravets, D. Barredo, L. Be´guin, A. Vernier, T. Lahaye, and A. Browaeys, “Single-atom
trapping in holographic 2d arrays of microtraps with arbitrary geometries,” Phys. Rev. X 4, 021034 (2014).
6. K. D. Nelson, X. Li, and D. S. Weiss, “Imaging single atoms in a three-dimensional array,” Nature Phys. 3,
556–560 (2007).
7. W. S. Bakr, J. I. Gillen, A. Peng, S. Folling, and M. Greiner, “A quantum gas microscope for detecting single
atoms in a hubbard-regime optical lattice,” Nature 462, 74–77 (2009).
8. A. Lengwenus, J. Kruse, M. Schlosser, S. Tichelmann, and G. Birkl, “Coherent transport of atomic quantum
states in a scalable shift register,” Phys. Rev. Lett. 105, 170502 (2010).
9. M. J. Piotrowicz, M. Lichtman, K. Maller, G. Li, S. Zhang, L. Isenhower, and M. Saffman, “Two-dimensional
lattice of blue-detuned atom traps using a projected gaussian beam array,” Phys. Rev. A 88, 013420 (2013).
10. K. Henderson, C. Ryu, C. MacCormick, and M. G. Boshier, “Experimental demonstration of painting arbitrary
and dynamic potentials for bose–einstein condensates,” New J. Phys. 11, 043030 (2009).
11. N. Houston, E. Riis, and A. S. Arnold, “Reproducible dynamic dark ring lattices for ultracold atoms,” Journal of
Physics B: Atomic, Molecular and Optical Physics 41, 211001 (2008).
12. D. Trypogeorgos, T. Harte, A. Bonnin, and C. Foot, “Precise shaping of laser light by an acousto-optic deflector,”
Opt. Express 21, 24837–24846 (2013).
13. K. O. Roberts, T. McKellar, J. Fekete, A. Rakonjac, A. B. Deb, and N. Kjærgaard, “Steerable optical tweezers
for ultracold atom studies,” Opt. Lett. 39, 2012–2015 (2014).
14. C. Muldoon, L. Brandt, J. Dong, D. Stuart, E. Brainis, M. Himsworth, and A. Kuhn, “Control and manipulation
of cold atoms in optical tweezers,” New J. Phys. 14, 073051 (2012).
ar
X
iv
:1
40
9.
18
41
v1
  [
ph
ys
ics
.op
tic
s] 
 5 
Se
p 2
01
4
15. G. M. Gibson, R. W. Bowman, A. Linnenberger, M. Dienerowitz, D. B. Phillips, D. M. Carberry, M. J. Miles,
and M. J. Padgett, “A compact holographic optical tweezers instrument,” Review of Scientific Instruments 83,
113107 (2012).
16. V. Boyer, C. Chandrashekar, C. Foot, and Z. Laczik, “Dynamic optical trap generation using FLC SLMs for the
manipulation of cold atoms,” J. Mod. Opt. 51, 2235–2240 (2004).
17. M. Mirhosseini, O. S. M. na Loaiza, C. Chen, B. Rodenburg, M. Malik, and R. W. Boyd, “Rapid generation of
light beams carrying orbital angular momentum,” Opt. Express 21, 30196–30203 (2013).
18. R. W. Gerchberg and W. O. Saxton, “A practical algorithm for the determination of phase from image and
diffraction plane pictures,” Optik 35, 237–246 (1972).
19. M. Pasienski and B. DeMarco, “A high-accuracy algorithm for designing arbitrary holographic atom traps,” Opt.
Express 16, 2176–2190 (2008).
20. Z. H. Alexander L Gaunt, “Robust digital holography for ultracold atom trapping.” Scientific reports 2, 721
(2012).
21. T. Harte, G. D. Bruce, J. Keeling, and D. Cassettari, “A conjugate gradient minimisation approach to generating
holographic traps for ultracold atoms,” ArXiv e-prints (2014).
22. J. Goodman, Introduction to Fourier optics (McGraw-Hill, 1996).
23. R. W. Bowman, G. M. Gibson, A. Linnenberger, D. B. Phillips, J. A. Grieve, D. M. Carberry, S. Serati, M. J.
Miles, and M. J. Padgett, “Red tweezers: Fast, customisable hologram generation for optical tweezers,” Comput.
Phys. Commun. 185, 268 – 273 (2014).
24. M. Frigo and S. G. Johnson, “The design and implementation of FFTW3,” Proceedings of the IEEE 93, 216–231
(2005). Special issue on “Program Generation, Optimization, and Platform Adaptation”.
25. D. Gabor, “A New Microscopic Principle,” Nature 161, 777–778 (1948).
26. B. Bayer, “An optimum method for two-level rendition of continuous-tone pictures,” in “Proceedings of IEEE
International Conference on Communications,” (IEEE, 1973), pp. 26–11 to 26–15.
27. R. Floyd and L. Steinberg, “An adaptive algorithm for spatial grey scale,” in “Proceedings of the Society of
Information Display,” , vol. 17 (1976), vol. 17, pp. 75–77.
28. K. D. Tomas Cˇizˇma´r, Michael Mazilu, “In situ wavefront correction and its application to micromanipulation,”
Nature Photon. 4, 388–394 (2010).
1. Introduction
Since their invention by Arthur Ashkin [1], optical tweezers have had an enormous impact in
diverse fields from biology to quantum physics (see [2] for a review). The underlying mecha-
nism is the optical gradient force, which acts on polarisable particles such as living cells [3],
nanoscale tools [4] or single atoms [5], causing them to be trapped at the point of highest inten-
sity of a tightly focussed light beam. The potential energy of such a particle is proportional to
the intensity of the trapping light at the position of the particle. Much effort has been devoted
to designing dynamic potential landscapes for trapping and moving large numbers of particles.
Regular arrays of thousands of potential wells have been created using optical lattices [6, 7],
microlens arrays [8] and diffractive optical elements [9], however, these methods are limited in
that the trapping sites can only be moved in unison, not individually. A second approach is to
use an acousto-optic deflector (AOD) to generate a steerable trapping beam which can be used
to ‘paint’ time-averaged potentials [10, 11, 12]. In one demonstration [13] the authors generate
32 movable trapping beams using frequency shift key modulation. However, the time averaging
is only valid when the oscillation frequency of the trapped particles is much lower than the rate
of frequency shifting, which is ultimately limited by the rise time of the AOD.
A third, more flexible approach is to use a spatial light modulator (SLM) to create the desired
potential landscape. The SLM can either be used as a variable attenuator to create the desired
intensity pattern in the trapping light which can then be directly imaged on to the particles [14],
or to display a hologram which is converted into the desired intensity landscape after propa-
gation through a lens [15]. The direct imaging technique is simple but does not make efficient
use of optical power as only a small area of the SLM is active for each trap. The holographic
technique concentrates a large fraction of the optical power in the active trapping sites and al-
lows for three-dimensional positioning, but requires additional effort to calculate the hologram.
There are two broad categories of SLMs: phase modulators such as ferroelectric (FLC) modu-
Fig. 1. The experimental setup used for testing the holographic optical tweezers. A colli-
mated beam of laser light at 785 nm is delivered from a fibre coupler (FC) and is incident
on the DMD. The reflected light from mirrors in the ‘1’ state is focussed using an achro-
matic doublet lens (f = 175 mm). The traps are produced in the focal plane of this lens
and imaged with a CCD camera. (a) The binary hologram on the DMD, formed from (b) a
linear phase ramp, (c) a quadratic lens and (d) an arbitrary phase correction map. (e) The
intensity measured by the CCD camera. (f) A line profile through the desired trap showing
diffraction-limited performance (the x-axis is in dimensionless units of λD/ f where D is
the diameter of the limiting aperture).
lators [16] and liquid crystal displays (LCD); and amplitude modulators such as digital mirror
devices DMDs [17]. Holographic optical tweezers typically use a phase modulating LCD, cou-
pled with an iterative phase retrieval algorithm such as the Gerchberg-Saxton algorithm [18],
mixed-region amplitude freedom (MRAF) [19], offset MRAF [20], or conjugate gradient min-
imisation [21]. Here we demonstrate the use of a DMD in a holographic optical tweezers appa-
ratus, along with algorithms that are much faster than standard iterative phase retrieval. DMDs
are extremely fast compared to all other available SLMs, with full frame rates up to 20 kHz.
The DMD we are using at present in our laboratory (Texas Instruments DMD Discovery 1100)
is an array of 1024×768 micro-mechanical mirrors. Each mirror can be switched between two
different angles, which we refer to as ‘0’ and ‘1’. A mirror in the ‘1’ position reflects light
through the remainder of the optical setup whereas a mirror in the ‘0’ position deflects light
towards a beam stop, thus acting as a binary amplitude modulator.
In this paper, we show how to use a DMD to holographically generate large arrays of in-
dividually movable trapping sites. The paper is divided into three sections. Firstly, we de-
scribe several different algorithms for rapidly calculating artificial holograms for an amplitude-
modulating SLM, and we show how to apply these to modulators that only permit binary ampli-
tude modulation such as a DMD. Secondly, we show how the DMD can be used as a wavefront
sensor to accurately measure and correct for optical aberrations. The ability to do this is essen-
tial for producing tightly focussed diffraction-limited traps. Finally, we compare the different
algorithms on the basis of speed of convergence, efficiency of use of laser power and accuracy
of the resulting trapping potentials.
Fig. 2. Example images illustrating three of the different hologram algorithms: (a) binary
rounding, (b) ordered dithering, and (c) the Gerchberg-Saxton algorithm. Each case shows
portion of the DMD (73×73 px) showing the binary hologram and an image of the resulting
intensity pattern taken with a CCD camera. The distance between the traps is 173 µm.
2. Computation of Holograms
The general problem of holography is to produce an optical field H(x,y), the hologram, which
after propagation through a lens results in a desired optical field F(x′,y′), the image. The prob-
lem can be divided in to two parts [22]: the computational problem of how to calculate the
required optical fields; and the representational problem of how to display the complex-valued
fields using a physical light modulator. We consider three different algorithms which from here
on in we refer to as binary rounding, dithering, and weighted Gerchberg-Saxton. Figure 2 shows
examples of holograms and images generated using the different techniques.
2.1. Hologram of a single focussed trap
The common characteristics and limitations of all four algorithms are best illustrated by con-
sidering the hologram field of a single diffraction-limited trap at a precisely defined location:
H(x,y) = Aexp(i
2pi
fλ
(x′0x+ y
′
0y+
z′0
2 f
(x2 + y2))+ iφ(x,y)) (1)
A = 1 encodes the amplitude and phase of the trap, x′0,y
′
0,z
′
0 are its coordinates relative to the
focal plane of the lens (with focal length f ), and λ is the wavelength of the trapping light. x
and y are the coordinates in the plane of the DMD and φ(x,y) is an arbitrary function that we
introduce to compensate for any systematic phase variations in the actual optical system. The
terms in this equation are illustrated graphically in figure 1. The two terms linear in x and y
(fig. 1b) allow the trap to be displaced within the focal plane of the lens. The (x2 + y2) term (c)
introduces a small defocus which allows the trap to be moved in and out of the focal plane by
a distance z′0. Finally, the arbitrary phase correction (d) primarily compensates for the wave-
front distortion due to the non-planar DMD surface we found in our demonstration setup. The
image F(x′,y′) may be calculated using the Fresnel diffraction formula [22]. If we neglect the
quadratic lens term, this is essentially a Fourier transform of H(x,y). The resulting F(x′,y′)
is a delta function spot at the location (x0,y0). In reality, the spot is an Airy pattern whose
width is determined by the limiting aperture of the setup (see fig. 1f). Furthermore, since only
the intensity of the image |F(x′,y′)|2 is relevant for trapping, we are free to choose the phase
arg(A) of the trap.
2.2. Binary rounding algorithm
The simplest way to represent this complex-valued field on the DMD is the binary rounding
algorithm: to map all pixels whose phase is between−pi/2 and pi/2 to the ‘1’ state, and all other
pixels to the ‘0’ state. This simple mapping results in the maximum amount of optical power
being directed in to the desired trap, since all the pixels in state ‘1’ interfere constructively,
and all the pixels that would interfere destructively are in state ‘0’. The result is a top hat
grating (fig. 1a) where the fraction of the total optical power in the nth order of diffraction
is given by 12 sinc(npi/2)
2. The desired trap is produced in the +1 diffraction order, with a
theoretical maximum power of 1/pi2 ≈ 10.1%. The −1 and 0 orders are blurred because the
phase correction acts in the opposite direction for these orders - doubling the wavefront error.
2.3. Extension to multiple traps
It is straightforward to extend the above method to generating multiple traps by simply sum-
ming the complex-valued holograms for each trap. The A parameter is used to set the magnitude
and phase of each trap. We set the magnitude of the nth trap |An| = 1/
√
N in order to evenly
distribute the total power amongst the N traps. In addition, we set the phase of each trap to a ran-
dom value between 0 and 2pi in order to prevent the amplitude maxima of all of the individual
trap holograms from accumulating at the same position.
Now we consider how to rapidly compute this sum. One approach is to explicitly evaluate
equation 1 for each of the N traps at all M pixels and sum the results. This approach was
taken by Bowman et. al. [23] for a phase modulator, using a graphics processing unit (GPU)
to parallelise the calculation. For N = 25 traps and a M = 512×512 pixel grid, they achieve a
frame rate of between 60 Hz and 500 Hz depending on the choice of hardware and accuracy of
the output. A disadvantage is that the computation time scales as N.M and so increases linearly
with the number of traps.
The approach we have taken is to implement the sum using a fast Fourier transform (FFT).
The advantages of this approach are numerous. Highly optimised FFT libraries (such as FFTW
[24]) exist that run on ordinary computer hardware. Furthermore, the algorithm scales as
M logM, which is independent of the number of traps. Thirdly, if the number of traps is sparse
such that NM then only the rows that actually contain traps need to be transformed, yielding
a speedup by a further factor of two. The FFT method is particularly efficient if the lens and
phase correction terms are the same for all traps, as these can simply be multiplied with the end
result of the FFT. If different lens terms are desired, the lenses can be incorporated efficiently
via a convolution. Benchmarking on a 2GHz Intel Core 2 Duo CPU gives a frame rate of 300
Hz, which is comparable to the fastest speeds hitherto achieved but with the advantage of being
independent of the number of traps and not requiring any specialised hardware.
2.4. Ordered dithering algorithm
Unfortunately, for the case of multiple traps, the problem of representing the complex hologram
as an amplitude-only one is more difficult. The simple binary rounding algorithm is highly non-
linear, which results in additional unwanted ghost traps and drastic variations in intensities of
the traps. The non-linearity arises from two sources: the quantisation of continuous pixel values
to two binary values, and the fact that any pixels that are outside the range (0,1) are truncated.
The ordered dithering algorithm seeks to minimise this non-linearity by mimicking continuous
greyscales on the binary DMD. Dithering works by alternating pixels between ‘0’ and ‘1’ with
a high spatial frequency so that the average pixel value is approximately equal to a continuous
value.
The first step in the algorithm is to create a 512× 512 array in which to store the target
image F . We set each entry corresponding to a trap to exp(iθn)/
√
N where θn is a random
phase. Next, we perform an inverse Fourier transform on the array to find the hologram H.
After applying the quadratic lens and phase correction, we take the real part of the complex-
valued hologram field. This step similar to Gabor’s [25] original approach (of recording the
interference pattern between the field and a uniform reference wavefront) since the interference
term is proportional to ℜ(H(x,y)). In addition, we scale and add an offset of 1/2 since the real
part can be both positive and negative while the DMD only accepts positive values. Finally, we
truncate to (0,1) and dither the result by comparing it to a fixed threshold matrix, specifically,
an 8× 8 Bayer matrix [26]. Alternatively, the ordered dithering step can be replaced with an
error diffusion dithering algorithm such as Floyd-Steinberg (see [27] for a description of the
algorithm). A pseudocode version is given below:
1: function ORDERED DITHER(xn,yn)
2: F(xn,yn)← exp(iθn)/
√
N
3: H←IFFT(F)
4: H← H.exp(i z0pif 2λ (x2 + y2)+ iφ(x,y))
5: H←REAL((H+1)/2)
6: H←CLIP(H,0,1)
7: H← H > threshold matrix
8: return H
9: end function
2.5. Weighted Gerchberg-Saxton Algorithm
Another alternative algorithm that we consider is based on an iterative phase-retrieval algo-
rithm: the weighted Gerchberg-Saxton algorithm. This algorithm exploits the phase freedom
of the individual trap holograms in equation 1. The algorithm is initialised with a target image
of traps with equal amplitudes and random phases. One then calculates the hologram by in-
verse Fourier transform and binary rounding. Next, the image that would be formed from this
hologram is calculated by a forward Fourier transform. After this first iteration, the resulting
traps in the image may have widely varied intensities. The initial image is updated according
to the newly calculated image: the new phases are adopted and the intensity of the nth trap is
weighted by wn such that weaker traps are boosted and more intense traps are attenuated. After
a few dozen iterations, the algorithm converges towards a result with equal power in each trap.
In pseudocode:
1: function GERCHBERGSAXTON(xn,yn)
2: F(xn,yn)← exp(iθn)/
√
N
3: repeat
4: H←IFFT(F)
5: H←REAL(b)> 0
6: F ←FFT(H)
7: wn← wn/abs(F(xn,yn))
8: F(xn,yn)← wn.exp(iarg(F(xn,yn)))
9: until convergence
10: H←IFFT(F)
11: H← H.exp(i z0pif 2λ (x2 + y2)+ iφ(x,y))
12: H←REAL(b)> 0
13: return H
14: end function
Fig. 3. Illustration of the technique for measuring wavefront errors (see text for description).
2.6. Wavefront correction
Even though the DMD is an amplitude modulator, equation 1 allows for an arbitrary phase
function φ(x,y) to be included in the hologram. This enables the correction of wavefront er-
rors in the illuminating light. Such wavefront errors can be caused by optical aberrations in
the lenses, or by the non-planarity of the DMD itself. The latter are particularly severe: we
measured wavefront errors of up to 10λ over the surface of our particular DMD.
We determined the wavefront error at each point on the surface of the DMD using a technique
similar to Cizmar et. al. [28]. The technique is illustrated graphically in figure 3. The surface of
the DMD is divided in to blocks of 16×16 pixels. All blocks were switched off except for two:
one block of 16×16 pixels centred around the position (x,y) and another centred at the origin.
We denote the distance between the two blocks as b. The light from these two regions inter-
feres on the CCD camera to form a sinusoidal Young’s slit interference pattern whose fringe
spacing is proportional to 1/b. Within each block on the DMD, there is a diffraction grating
with period a. This causes the −1, 0 and +1 diffraction orders on the CCD to be separated by
1/a. The fringes in the +1 order are examined by taking a line profile. The displacement of
the interference fringe maximum from zero is proportional to φ(x,y), the phase of the light due
to the wavefront error. We fit the interference pattern with a least-squares algorithm to extract
this phase offset. This procedure is repeated for each block on the surface of the DMD, which
takes approximately one minute. The resulting phase map is the one shown in figure 1d. In-
cluding this phase map in the hologram calculation eliminates the wavefront errors and yields
a diffraction-limited spots in the first order of diffraction.
3. Comparison of different algorithms
All of the algorithms have similar capabilities. They can be used to position a large number
of traps in three dimensions, and can all correct for wavefront errors. Furthermore, they all
suffer from the same set of problems: loss of optical power in unwanted diffraction orders,
generation of unwanted ghost traps, and variation of the power in existing traps. We evaluated
the performance of each algorithm with a numerical simulation for two arrangements of traps: a
periodic square lattice (as in fig. 2, spacing 4 pixels), and a set of random, uniformly distributed
traps. The simulations were performed at a resolution of 512× 512 pixels and averaged over
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Fig. 4. Evaluation of the performance of the different algorithms for different numbers of
traps. (a) The speed of convergence of the Gerchberg-Saxton algorithm for 25 periodic
traps. (b) Relative RMS power variation for different periodic arrays of traps and (c) for
randomly positioned traps. The error bars are statistical from a sample of 10 runs with
different initial random phases.
10 runs with different initial random phases for the traps. For the case of randomly positioned
traps, their position was also randomised for each run. Figure 4 shows the results of how the
severity of the power variation scales with the number of traps for each algorithm.
The loss of power originates from the conversion to a real-valued hologram. Both the binary
rounding and Gerchberg-Saxton algorithm achieve the theoretical maximum of 10.1 %, while
the power per trap for the dithering algorithms is slightly lower. This is a consequence of line 5
of the ordered dithering algorithm, which can be expanded as
1
2
(ℜ(H(x,y))+1) =
1
2
+
1
4
H∗(x,y)+
1
4
H(x,y) (2)
The H(x,y) term is Fourier transformed to give F(x′,y′), resulting in the desired arrangement
of traps with a relative power of 1/42 = 1/16 = 6.25%, somewhat less than the theoretical
maximum. Additionally, the 1/2 term results in the zeroth-order diffraction spot containing
1/4 of the total power, and the H∗(x,y) term becomes F(−x′,−y′), a mirrored version of the
traps containing 1/16 of the power.
The problem of ghost traps is not especially important for optical trapping as the ghost traps
usually appear spatially separated from other traps, and are often too weak to trap particles.
However, the problem of intensity variations is significant, and depends on both the arrange-
ment of traps and the choice of algorithm. We quantify the variation by the relative RMS power
variation i.e. the standard deviation of the power in each trap divided by the mean.
First, consider the general case of randomly positioned traps with random initial phases. The
holograms of each trap add together incoherently. Therefore it is appropriate to add the inten-
sities of each trap in quadrature, giving a total RMS amplitude of 1. After scaling according
to line 5 of the ordered dithering algorithm, the majority of pixels in the hologram lie in the
range (0,1) and so the clipping step has a negligible effect on the traps. For random traps, even
the binary rounding algorithm yields an acceptable results, with an RMS power variation of a
few percent. The ordered dither algorithm achieves similar performance. Surprisingly, the error
diffusion algorithm performs relatively poorly, especially for small numbers of traps. This is be-
cause the error diffusion dither distributes some noise to locations on the DMD which contain
traps. In the case of ordered dithering, the noise is concentrated around a few specific loca-
tions corresponding to the spatial frequencies contained within the threshold matrix. Finally,
the Gerchberg-Saxton algorithm is capable of reducing the RMS power variation even further.
Figure 4a shows how the RMS power variation improves with more iterations. High numbers
of iterations suffer from diminishing returns. We choose 10 iterations as a compromise between
speed and accuracy, but this is still 10 times slower than the ordered dithering algorithm.
However, for certain specific arrangements of traps, the binary rounding algorithm fails ut-
terly. In the particular case of a periodic grids of traps, the maxima of the individual trap holo-
grams tend to coincide at a few points on the DMD even with random initial phases. As a result,
these locations in the hologram have an amplitude far outside the range (0,1). The subsequent
clipping step severely distorts the trap intensities. For periodic traps, the dithering algorithm is a
significant improvement compared to the binary rounding algorithm. As before, the Gerchberg-
Saxton algorithm can reduce the trap variation even further, but requires many iterations in order
to do so.
For periodic arrangements of traps, the ordered dithering algorithm is a good compromise
between power per trap, uniformity, and speed. When a periodic lattice of traps is not required,
all algorithms provide good accuracy and the simple binary rounding algorithm is sufficient.
4. Conclusion
In conclusion, we have shown that a DMD can be used to holographically generate arrays of
diffraction-limited light spots that are ideally suited for optical tweezers. While the efficiency
is low (10.1%), their fast full frame rate of 20 kHz is on the same timescale as the motion of
laser-cooled atoms. Our tweezers have wide-ranging applications in the atomic physics wher-
ever single atoms need to be manipulated accurately, for example, close to a dielectric surface,
photonic crystal cavity, or superconducting circuit. In addition the high speed means that we
can execute fast feedback on the atoms to precisely control their position. Our approach is not
just limited to single atoms, but should enable new experiments in other fields (e.g. biological
systems). Finally, the speed of each algorithm is crucial in order to utilise the full capability
of the DMD. High speed algorithms such as ordered dithering are a significant simplification
over iterative phase retrieval algorithms. High speed is necessary for real-time manipulation
and feedback on trapped particles, and we have shown here that these can be realised using
current technologies.
Acknowledgments
The authors would like to acknowledge Lukas Brandt, Cecilia Muldoon, Edouard Brainis, Matt
Himsworth and Jian Dong, whose contributions to experiments with non-holographic optical
tweezers stimulated the development of this technique. DS would like to thank the Rhodes Trust
for doctoral funding.
