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Abstract 
Using classical properties of Random walks and Brownian motion, we derive the asymptotic 
distribution of some characteristics of an algorithm proposed by Barcucci et al. (1995) to gener- 
ate underdiagonal walks of size n. The main parameters of interest are the cost of the algorithm 
(in terms of calls to a random generator), the height of the walk at its last step and the maximum 
of the walk. We obtain various forms of probability generating functions, Laplace transforms of 
densities, continuous distribution functions, asymptotic densities and discrete stationary distribu- 
tions. @ 1999 Elsevier Science B.V. All rights reserved. 
Rbum6 
G&e g des propriCtCs classiques des chemins alkatoires et du mouvement Brownien, nous 
obtenons la distribution asymptotique de certaines CaractCristiques d’un algorithme proposC par 
Barcucci et al. (1995) pour gCn&rer des chemins sous-diagonaux de taille n. 
Les principaux parambtres inGressants sont: le co3 de l’algorithme (en terme du nombre 
d’appels B un gtntrateur altatoire), la hauteur du chemin 21 son demier pas et le maximum du 
chemin. 
Nous obtenons des formes variees de fonctions g&n&a&ices de probabilitb, des transform&es 
de Laplace de densit&, des fonctions de distribution continues, des densitis asymptotiques, une 
distribution discrete stationnaire. @ 1999 Elsevier Science B.V. All rights reserved. 
1. Introduction 
1.1. Un&rctiuyonal walks and their generation 
In the litterature, several papers have been devoted to the analysis of one-dimensional 
walks made of three kinds of unitary steps: right (r), left (I) and in-place (s). Particular 
attention has been given to walks that begin at the origin 0 and never go to its left. 
This means that in each subwalk which begins at the origin 0, the number of right- 
hand steps must be greater than or equal to, the number of left-hand steps. This kind 
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HI: SO304-3975(98)00324-7 
250 G. Louchardl Theoretical Computer Science 218 (1999) 249-262 
of walk has been very thoroughly studied because these walks correspond biunivocally 
to single-rooted directed animals. 
The walks on the line can also be represented two dimensionally by recording the 
time on the abscissa and the moves on the ordinates. As a result, the elementary steps 
corresponding to the right, left and in-place steps are northeast, southeast and east, 
respectively. In this case, the condition that a one-dimensional walk must not go to 
the left of the origin means that it must not go under the x axis. 
Another way of representing this kind of walk on a plane is to consider the east, 
north, and northeast steps as elementary steps corresponding to Y, 1, s. In this case, 
the condition that the one-dimensional walk must not go to the left of 0 means that 
the walk must not go over the y =x diagonal. This is why these walks are also called 
underdiagonal walks. 
In [2], Barcucci et al. introduced a linear algorithm for the random generation of 
single-rooted directed animals, whose first step is to generate an underdiagonal walk. 
In [3] they examine a more general class of underdiagonal walks made up of several 
kinds of east, north and northeast steps and they introduce an algorithm that generates 
them randomly. This algorithm is shown to be linear when the number of east steps 
is greater than, or equal to, the number of north steps. 
The authors examine underdiagonal walks in which a kinds of east steps, b kinds of 
north steps and c kinds of north steps can be used. This type of walk is usually called 
coloured walk. Walks made up of n steps (n-long walks or n-walks) can be codified 
by n-long words (n-words) on the alphabet d = {x1,x*,. . . ,x,,zl,. . . ,zb, ~1,. . . , yc}, in 
which the xi,zi and yi represent the east, northeast and north steps. 
For a walk to be underdiagonal, the number of north steps in each subwalk beginning 
at the origin must be less than, or equal to, the number of east steps. Consequently, if 
W E s?* is a word that codifies an underdiagonal walk, we obtain 
k=l k=l 
for each w’ prefix of w. In order to generate a random underdiagonal n-walk, one has 
to generate a random n-word. The authors propose the following algorithm in [3]. 
(1) 
(2) 
(3) 
(4) 
1.2. 
The letter of the word are generated one after another by taking them at random 
out of {~1,~2,.--,~~,~I,...,~~,Ylr~~-,Yc}. 
The difference Cp=, 1~1,~ - xi”=, Iwly, is taken into account. 
If this difference becomes negative before generating n letters, the prefix generated 
up to then is discarded and one starts from the beginning again. 
If n letters are generated before the difference is less than zero, they constitute the 
word desired. 
Probabilistic interpretation 
The walks defined in Section 1.1 can be seen as random walks (RW): let Xi be 
individual steps (identically independent distributed random variables) and let Y(n) := 
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X:=1 Xi be the associated RW. In our case, we have p = Pr(X, = 1) = a/d, r = Pr 
(xi = 0) = b/d, q = Pr(x = - 1) = c/d(d := a + b + c) and we consider a reflected RW 
(to take action (3) of the algorithm into account) starting from 1. Test (4) of the 
algorithm amounts to wait for the first Meander of duration an. 
A Meander V(-) of duration m is defined as a RW starting from 0 and conditioned 
to stay strictly positive for i Gm. Similarly, a RW starting from 0, returning to 0 
at time m, and staying strictly positive for 0 <i < m is called an Excursion Z(.) of 
duration m. Note that the RW is transient if p> q, null recurrent if p = q, positive 
recurrent if p<q (see [12]). 
To summarize, the input to the algorithm is (a, b,c) and the output is a walk V(.) 
of length 12, such that V(i) >O, i = 1 . . n. 
The cost c, of the algorithm is defined as the number of steps (excluding the steps 
from 0 to 1 or 0 and the last n steps), necessary to obtain a meander of duration n. c, 
is actually the number of generated letters necessary for obtaining a n-word, i.e. the 
number of calls to a random number generator (excluding the last 12 steps). 
The deviation 6, is defined by the height of the meander at its last step. c, is related 
to the number of excursions before the first useful meander, i.e. to the number R of 
returns to the origin before a meander of duration n. 
The results of [3] can be summarized in Table 1 where M := mean, VAR := variance, 
and we keep only the dominant term of each expression (n + cc). 
In Table 1 
*_ 1 
’ -r+2m 
> 1. 
(+): The expression 2&?/(&j - 0) g iven in [31 yields actually A4 - 1, since our 
RW is one unit higher than the walk generated in [3]. 
1.3. Asymptotic properties 
In the field of analysis of algorithms, the moments of a cost distribution are usu- 
ally the first steps in the complete study: asymptotic distributions of costs and related 
random variables (RV) are more informative and shed more light on their stochastic 
behaviour. 
The purpose of the present paper is to analyse the asymptotic distributions of c, and 
6,, nv+oo. 
Apart from rederiving easily the main terms as given in Table 1, we shall obtain 
various forms of asymptotic characteristics, such as probability generating functions 
(PGF), Laplace transforms of densities (5Ya), continuous distribution functions (DF), 
asymptotic densities (Gaussian, exponential, extreme value, Jacobi or Rayleigh), dis- 
crete stationary distribution. 
So we have a complete asymptotic probabilistic analysis of the two essential param- 
eters, c, and 6, of the generation algorithm proposed in [3]. 
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Table 1 
Dominant term of some characteristics of cn and 6, 
M VAR M 
P’4 
P=Q 
PC4 
4 
(P-q)* 
n 
zpJii(A7-~? 
(P4)“4(r+*~)‘/*(q-P)’ 
.pn3i2 
y&y VP - P2 + 2Pq + 4 - 4*1 (P - 4)n 
& 
3 
fic7 
vwv? 
7=77 (+) 
Table 2 
Asymptotic characteristics of cn 
P’q 
P’4 
PC4 
PGF (c,) N i&& (Tl) 
W=p(-c4n)l N e_g+d efiCfij CT’4 
DF (x=2)- 1 -e-* 
(exponential RV) 
Table 3 
Asymptotic characteristics of 6, 
Asymptotic characteristics VAR 
P’4 
P=4 
a.-k-_q)n z J/Q), 1) 
J;;o 
(Gaussian RV) 
9 
II=&/ 7.0 Brownian meander, with density 
ve-u2/2 (T3) 
(Rayleigh density) 
flu2 
[2 - +T’ 
PC4 Stationary distribution: 
n(i)= f$$[$] (T4) 
I 
*&i 
P+q-wE 
Of course all asymptotic moments (ordinary and central) can be immediately deduced 
from our expressions, which can be summarized as in Tables 2 and 3 with 
VAR(c,)-E*(c,)=M* if p<q, 
o2 = p + 4 - (P - d2, 
n2(z) = (1 - m) - du - rz)* - 4Pqz* 
2PZ 
7 (1) 
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Table 4 
Asymptotic distribution of MM and I 
P’4 
P’4 
PC4 
MM-(p-q)n 9 
J;;a 
N “WA 1) 
DF(d) N F,(m2/2) 
II2 
n* fi(z;;;I’) F,[m2/(2(l--l))] 
Probability density (&,Y) N ;t;s 2m 
Ji=i 
Pr{MM<[lnn+InInn-Inlnpl +~-InC~J/ln~~}~e-e-q 
(extreme value distribution) (T5) 
p(1)= p+9-2m 
4 ’ 
_Ya[T3] = ~eU2~2[2e-“2~2 - &%a erfc(a/fi)], 
PGF [T4] = qP( 1 )z/( pz2 + z(qP( 1) - p - q) + q). 
(2) 
(3) 
1.4. The Meander maximum 
We have also analysed the maximum of the meander: MM = max V(i), i E [0, n] and 
its position I E [0, n]. Our results are summarized in Table 4, where 
A%? = MM/o& with value m, 
Y = I/n with value t, 
Fl(x)= +e (-l)ie-i2x 
i=-_co 
with Jacobi density ft(x) such that 9&-t) = (n&/.sh(n&)). fi is related to the third 
Jacobi 8 function (see [S] ) 
cs := m 
P(lM9 - P)’ 
1.5. Notations and tools 
The next 3 sections cover the 3 cases: p <q, p > q, p = q. The last section is 
devoted to the Meander maximum analysis. 
The following notations will be used in the sequel: 
a 2: convergence in distribution, for n -+ 00. 
’ *ln-+m: weak convergence of random functions in the space of all right continuous 
functions having left limits with values in R2 and endowed with the Skorohod metric 
L& (see [4, Chapter III]). 
l N(M, V) := the normal (or Gaussian) random variable with mean A4 and variance V. 
254 G. Louchurdl Theoretical Computer Science 218 (1999) 249-262 
l Brownian motion (BM) := Markovian Gaussian process, with mean E[BM(t)] = 0, 
variance VAR [BM(t)] = t and covariance E[BM(s)BM(t)] = s(s <t): see [7]. 
l Brownian meander: equivalent for the BM of the classical meander. 
l PGF := probability generating function: C,” piz’ of the discrete probability distribu- 
tion pi. 
l _5!Z := Laplace transforms of the density f(x): so” e-“f(x)dx. 
The computer algebra system MAPLE has been quite useful for detailed computations 
and simulations. 
2. Case p>q 
It is known (see for instance Louchard and Schott [ 10, Theorem 2.31) that 
where BM is the classical Brownian motion. The asymptotic density of 6, is now 
immediate as 6, is asymptotically equivalent to the BM at t = 1. c, = 8( 1) as we shall 
see and we must derive its asymptotic distribution. Notice that c, is asymptotically 
equivalent to the last leaving time L from the origin for Y(.) (excluding the step from 
0 to 1 or 0). The PGF of the hitting time to 0, To, starting from 1, is well known 
(see [6, p. 496, Example 121 where we now take r>O into account): this is given by 
22(z) (see (1)). Moreover, the hitting probability is given by %2(l) =q/p. Hence the 
PGF for L is immediately given by 
PGF(L) := (1 - q/p)/]1 - (qlp)[Mz)Wq)ll~ 
i.e., (Tl). 
All asymptotic central moments of c, are immediately derived from (Tl): just replace 
z by ew and expand ee”‘M .PGF(L) into w (this is trivial for MAPLE). 
A typical RW for n = 500 and p = 0.75, r = 0, is given in Fig. 1, together with the 
shift (p - q)i. The corresponding normalized RW is given in Fig. 2. 
The behaviour of the RW during the first 8( 1) steps is illustrated by Fig. 3 (this is 
a typical zoom of the trajectory near the origin). 
3. Case p<q 
3.1. Analysis of c, 
We will proceed as in Louchard and Schott [lo]. Let us first obtain the probability 
cpn:=P~[Todn]. 
where again 7’0 is the hitting time from 1 to 0. The GF of 0 := 1 - (Pi is given by 
G(z):= * ;y 
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Fig. 1. RW Y(i), n =500 
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Fig. 2. (Y(i) - (p - q)i)/ficr. 
Let z - 1 = (q - p)y. We check that 1~ ru I + y + C(tf2). 1 is not a singularity of I&.). 
So we look for the dominant algebraic singularity (of smallest module) of II/(.). This 
is given by z* = l/(r + 2Jpq)> 1. So we put z =z* - E and expand I/(.) into E. This 
gives a Puiseux series 
WI - c2 + c3& + O(E) N c, + c, 
J 
1 - 5 + O(E), 
with 
C3 := (1 - P - 4 + 2Jpq)2q”4 
P3!4(2m - p - 4) 
and C4 := GC,. 
Darboux’s Theorem immediately leads to 
d:=l -(Pn=vw(z)~ && 
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Fig. 3. Y(i) (i = 0 28). 
The PGF for the last leaving time from 0 is now asymptotically given by 
H 
1 - (1 - 0)/T,(Z) 
(4) 
where j*(z) is the PGF of TO, given that r, <n. But, as in [IO, Section B.21, it is easy 
to check that 
b we can use 12 instead of &. 
l iz contributes to (4) only through its first approximation 11 N 1 + q. 
Proceeding exactly as in [lo, Section B.11, (4) readily becomes 
-0 -Et 
PGF(L) N - = ~ 
Y-6’ 2 -zt’ 
when n + 0 
with ~1 := (q-p)O, z1 := 1 f&l. This leads to the asymptotic exponential DF : 1 -e-cn.‘M 
with A4 N l/c,. 
3.2. Analysis of 6, 
As p <q, it is clear that the meander possesses a stationary distribution. To derive 
this distribution, let us first write down the meander probabilities P,+,(i) at time m + 1, 
given that the (stationary) probability is given by P(i) at time m. We have 
P,*+,(i) = P(i - 1)p + P(i)r + P(i + 1)q for i>,2, 
P,+,,(l) = P(l)? +P(2)q. 
We have lost a probability mass P( 1 )q. Normalizing Pm*,, by 1 - P( 1 )q leads to the 
difference equation: 
(1 -P(l)q)P(i)=P(i- l)p+P(i)v+P(i+l)q for i32, 
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(5) (1 -P(l)q)P(l)=P(l)r+P(2)q, 
P(0) = 0 
It may be checked that (T4) is the solution of this equation. 
To fix P( 1 ), note first that the hitting probability Pt [To N m + l] is asymptotically 
given by 
r(- $)m3.2 [ 
1 1 z*-1 c, 1 -- 1 =- .z*m z*(“+i) Z* r( - l/2) m312z*” 
(This can also be derived from a /12 expansion). On the other way, this is also given 
by 
c4 
N r( - 1/2)m3J2z*” 
P( 1)4. 
Hence 
p(1)= pfq-2rn 
4 . 
To analyse the moment of I&, it is easier to start from the PGF related to (5). This 
readily leads to (3). Again replace z by ew and expand eewM . PGF (6,) into w. All 
central moments are immediately available. 
A typical RW for n = 40 and p = 0.25, r = 0, is given in Fig. 4. We see that more 
than 12.000 steps are necessary to reach the meander. The behaviour of the RW during 
the last 40 steps is illustrated in Fig. 5. 
4. Case p=q 
4. I. Analysis of c, 
Proceeding as in case p <q, we readily obtain (the dominant singularity is now 
z*=l) 
Jz 
8 := 1 - (Pn:=P*[To>n]-p 
fin’J2c’ 
Note that by Spitzer [12, p. 3781, we know that 
But Po[To > n] = 2pP1 [To >n] = a2Pl [TO >n]. The case p = q is of course related to 
Motzkin paths (see [3]). We have 
Pl[To = n] - 
v4kn3i2 . 
(7) 
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0 2000 4000 6000 10000 12000 
Fig. 4. Y(i), n =40 
Fig. 5. Y(i), n=40, last 45 steps. 
(From (6) or from a //I expansion). Of course El [TO] = co (the RW is null recur- 
rent) but here, the excursions before the first useful meander are of limited duration 
<n. 
Let us first heuristically derive (T2) as follows. The number R of returns to 0 before 
a length n meander is geometrically distributed with parameter qn. Moments of TO are 
asymptotically given from (7) as 
so 
E[e-“cliin] N 0 
1 - (1 - O)[l + J,“(e-“U’” - 1)&l‘ 
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Set u = n/, this leads to 
1 
N 1 - $&t(e-“’ - 1,*’ 
To compute the integral, note that 
(8) 
-a, J’ ‘(,-x/ _ 1)s = /’ e-“s = f erf( JI;). 0 0 
But 
d,{fi(fierf(h) + e-‘/J;;>} = $ erf( J;;). 
So, 
- s ‘(e-“’ - 1)s = JZ erf( fi) + e-OL + C5 0 
and C5 is easily checked to be given by - 1, hence (T2). All asymptotic moments of 
C,/R are immediate from (T2). 
Let us now derive (T2) rigourously. We use the same techniques as in Louchard 
[8, Section 41. First, from (6) the number of returns to the origin, R, is such that 
v’?/[T@. R is asymptotically distributed as an exponential RV. Now, 
Y([ntl) ~ + RBM(t) 
GJt; 
where RBM(t) is a reflected Brownian motion x+(.). Excursions and meandering pro- 
cesses can be rigourously defined for a BM: see [5]. The local time rf at the origin, 
up to R returns to 0 is given by 
T+- 
Cl+&@ R 
l/(&20) = ~ crfi’ 
So T'&?/$ is asymptotically distributed as an exponential RV. Let T+(S) be the 
local time T+ up to time s and 
r-‘(b) := inf(s : z+(s) = b). 
Then 
where p(db x de) is the Poisson measure with mean db x (d//v’?@) (see 
[7, Section 1.71). This decomposition ties the flat stretches of r+ with the open in- 
tervals z, (n> 1) of the complement of the set z+ = (t: x+(t) = 0). The excursions 
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Z,(U) = [X+(U): u E zn] are independent and depend only on each length Iz, /. This 
leads to 
E[exp(-rz-‘(b))] = ePah. 
But, here, we must limit ourselves to Brownian excursions of maximum duration 1 
(othenvize, we get a meander of length an). So, 
E[e-‘* ‘(epxi _ 1 )dr” 
1 v%iF’ 
And, finally, 
E[eexcn/“] w 1” e-‘m exp - I)& db IJ a 
which is equivalent to (8). Note that z-‘(b) takes steps from 0 to 1 into account, but, 
this is an 0(&)/n contribution, negligeable w.r.t. the RV characterized by (T2). 
We have simulated a sample of N = 2000 RW, with n = 2000, p = 0.5. The observed 
distributions of R (returns to 0) and e-acn/n (CI = 0. .5) fit remarkably with the limiting 
distributions. 
4.2. Analysis of 6, 
Let us now turn to the normalized meander &J(fia). The density of the classical 
BM meander is well known: this is given by the Rayleigh expression 
fe -c2/(21) 
and here t = 1. _YU(ve-L’2i2 ) is given by (2) from which all moments are easy to 
compute. A typical normalized RW for n = 500, p = 0.5, is given in Fig. 6. 
5. The meander maximum 
5.1. Case p>q 
As the drift (p ~ q) is strictly positive, it is clear that the maximum is asymptotically 
obtained for I = n and its value is asymptotically given by a Gaussian. 
5.2. Case p=q 
The joint probability of the maximum and its position for a BM meander on [0, I] 
is given in Louchard [8, Eq. (34)]. The maximum position is almost surely unique. 
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1.2 
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0.6 .- 
0 100 200 300 400 500 600 700 
Fig. 6. Y(i)/,/%. 
5.3. Case p<q 
We shall proceed as in Louchard [9], i.e. with the help of the Poisson clumping 
heuristic (see [l, Eq. B16]). The RW, conditioned on no-absorption, is irreducible, 
positive and recurrent. Then, for K>>l, the hitting time TK is such that 
Pr[TK 3 n] - e -n,fE[TK] (9) 
and E[TK] -E(C)/n(K) where rr(.) is the stationary distribution given by (T4) and C is 
the sojourn time in K during a clump of nearby visits to K. We have n(K) N K C,jpy, 
with C5 :=P,q/Jp4 and E(C)= 1 + pE(C) + r-E(C) + q(p/q)E(C), i.e. E(C)= 
l/(q - p). So E[TK] -C&;/K, with C6:= l/(q - p)Cs. Eq. (9) leads to 
Pr[MM<K] _e_e[l’“-KInl’,~InC~+nKl~ 
Let K = [Inn + lnlnn - In C(, - In In PI + ~]/ln~1. (T5) is now immediate. Note 
that this corresponds to a periodic function of [In IE + In In n]/ln pl. This kind of be- 
haviour is rather common in data structures: see for instance Louchard and Szpankowski 
[ill. 
6. Conclusion 
Using classical properties of RW and BM, we have derived asymptotic properties 
of a RW generation algorithm. Generalization to more than 3 steps is quite evident 
only with more algebra. We intend to pursue this approach on other walks gener- 
ation algorithms. A preliminary version of this paper was presented at GASCOM 
96. 
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