On excess filtration on the Steenrod algebra by Yamaguchi, Atsushi
Geometry & TopologyMonographs 10 (2007) 423–449 423
arXiv version: fonts, pagination and layout may vary from GTM published version
On excess filtration on the Steenrod algebra
ATSUSHI YAMAGUCHI
In this note, we study some properties of the filtration of the Steenrod algebra
defined from the excess of admissible monomials. We give several conditions on a
cocommutative graded Hopf algebra A∗ which enable us to develop the theory of
unstable A∗–modules.
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Introduction
The theory of unstable modules over the Steenrod algebra has been developed by
many researchers and has various geometric applications. (See Schwartz [6] and its
references.) It was so successful that it might be interesting to consider the structure
of the Steenrod algebra which enable us to define the notion of unstable modules. Let
us call the filtration on the Steenrod algebra defined from the excess of admissible
monomials the excess filtration. (See 1.7 below.) We note that this filtration plays an
essential role in developing the theory of unstable modules.
The aim of this note is to give several conditions on filtered graded Hopf algebra
A∗ which allows us to deal the theory of unstable A∗–modules axiomatically. In the
first and second sections, we study properties of the excess filtration on the Steenrod
algebra Ap . In Section 3, we propose nine conditions on a decreasing filtration on
a cocommutative graded Hopf algebra A∗ over a field which may suffice to develop
the theory of unstable modules. We also verify several facts (eg Proposition 3.12,
Lemma 3.13, Proposition 3.14) which are known to hold for the case of the Steenrod
algebra. To give an example of a filtered Hopf algebra other than the Steenrod algebra,
we consider the group scheme defined from the unipotent matrix groups in Section 4.
We embed the group scheme represented by the dual Steenrod algebra as a closed
subscheme of infinite dimensional unipotent group scheme represented by a certain
Hopf algebra A(p)∗ which has a filtration satisfying the dual of first six conditions given
in Section 3. We observe that this filtration induces the filtration on the mod p dual
Steenrod algebra Ap∗ which is the dual of the excess filtration. In Appendix A we
show that the affine group scheme represented by Ap∗ is naturally equivalent to a
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Fp –group functor which assigns to an Fp –algebra R∗ a certain subgroup of the strict
isomorphisms of the additive formal group law over R∗[ε]/(ε2) in Section 4.
1 Basic properties of excess filtration
We denote by Ap the mod p Steenrod algebra and by Ap∗ its dual. Let Seq be the set
of all infinite sequences (i1, i2, . . . , in, . . . ) of non-negative integers such that in = 0
for all but finite number of n. Let Seqo be a subset of Seq consisting of sequences
(i1, i2, . . . , in, . . . ) such that ik = 0, 1 if k is odd. If in = 0 for n > N , we denote
(i1, i2, . . . , in, . . . ) by (i1, i2, . . . , iN).
Definition 1.1 (Steenrod–Epstein [7]) For I = (ε0, i1, ε1, . . . , in, εn) ∈ Seqo and an
odd prime p, we put
dp(I) = 2(p− 1)
n∑
s=1
is +
n∑
s=0
εs, ep(I) =
n∑
s=0
εs + 2
n∑
s=1
(is − pis+1 − εs).
For J = (j1, j2, . . . , jn) ∈ Seq, we put
d2(J) =
n∑
s=1
js, e2(J) =
n∑
s=1
(js − 2js+1).
Then
℘I = βε0℘i1βε1℘i2βε2 · · ·℘inβεn ∈ Adp(I)p
and SqJ = Sqj1Sqj2 . . . Sqjn ∈ Ad2(J)2 .
We call dp(I) the degree of I and ep(I) the excess of I .
Proposition 1.2 Suppose I = (ε0, i1, ε1, . . . , in, εn, . . . ) ∈ Seqo and
J = (j1, j2, . . . , jn, . . . ) ∈ Seq .
(1) ep(I) = 2pi1 + 2ε0 − dp(I) if p is an odd prime,
e2(J) = 2j1 − d2(J).
(2) ep(I) ≤ 2i1 + ε0 and the equality holds if and only if I = (ε0, i1) for an odd
prime p.
e2(J) ≤ j1 and the equality holds if and only if J = (j1).
(3) dp(I) ≥ (p− 1)ep(I)− ε0(p− 2) and the equality holds if and only if I = (ε0, i1)
for an odd prime p.
d2(J) ≥ e2(J) and the equality holds if and only if J = (j1).
Geometry & TopologyMonographs 10 (2007)
On excess filtration on the Steenrod algebra 425
Proof (1) These are direct consequences of the definitions of dp(I) and ep(I).
(2) For an odd prime p, ep(I) = 2i1 + ε0 − 2(p− 1)
∑n
s=2 is −
∑n
s=1 εs 5 2i1 + ε0 .
If p = 2, e2(J) = j1 −
∑n
s=2 js 5 j1 .
(3) If p is an odd prime, ep(I) ≤ 2i1 + ε0 is equivalent to ep(I) − 2pi1 − 2ε0 ≤
−(p− 1)ep(I) + ε0(p− 2). Then the assertion follows from (1).
The proof of the case p = 2 is similar.
Corollary 1.3 Let j be a fixed non-negative integer, ε = 0, 1 and I ∈ Seqo , J ∈ Seq.
(1) Suppose that p is an odd prime. If ep(I) ≥ 2j + ε, then dp(I) ≥ 2j(p− 1) + ε
and the equality holds if and only if I = (ε, j).
(2) If e2(J) ≥ j, then d2(J) ≥ j and the equality holds if and only if J = (j).
Proof (1) Assume that ep(I) ≥ 2j and dp(I) ≤ 2j(p− 1)− 1. By Proposition 1.2,
2i1 + ε0 − 2pi1 − ε0 ≥ ep(I)− 2pi1 − ε0 = −dp(I) ≥ −2j(p− 1) + 1.
Hence 2j(p− 1) ≥ 2i1(p− 1) + 1, which implies j ≥ i1 + 1.
Then 2i1 + ε0 ≥ ep(I) ≥ 2j ≥ 2i1 + 2 but this contradicts ε0 ≤ 1. Therefore
dp(I) ≥ 2j(p− 1).
Suppose ep(I) ≥ 2j and dp(I) = 2j(p− 1). Since dp(I) ≥ 2i1(p− 1), we have j ≥ i1 .
On the other hand, since 2j ≤ ep(I) ≤ 2i1 + ε0 , we have j ≤ i1 . Hence j = i1 and this
implies is = 0 for s ≥ 2 and εs = 0 for s ≥ 0.
Assume ep(I) ≥ 2j + 1. By Proposition 1.2,
dp(I) ≥ (p− 1)ep(I)− ε0(p− 2) ≥ (p− 1)(2j + 1)− p + 2 = 2j(p− 1) + 1.
Suppose that ep(I) ≥ 2j + 1 and dp(I) = 2j(p− 1) + 1. We have
dp(I) ≥ (p− 1)ep(I)− ε0(p− 2) ≥ 2j(p− 1) + 1 = dp(I).
Hence I is of the form (ε0, i1) by Proposition 1.2. Then dp(I) = 2i1(p− 1) + ε0 which
equals to 2j(p− 1) + 1. Therefore I = (1, j).
(2) The proof is similar as above.
Definition 1.4 (Steenrod–Epstein [7]) We say I = (ε0, i1, ε1, . . . , in, εn, . . . ) ∈ Seqo
is (p–)admissible if p is an odd prime and is ≥ pis+1 + εs for s = 1, 2, . . . . For
p = 2, we say that I = (i1, i2, . . . , in, . . . ) ∈ Seq is (2–)admissible if is ≥ 2is+1
for s = 1, 2, . . . . We denote by Seqp the subset of Seq consisting of p–admissible
sequences.
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We quote the following fundamental results for later use.
Theorem 1.5 (Steenrod–Epstein [7])
(1) If I ∈ Seqo , ℘I = ∑lk=1 ck℘Ik for some ck ∈ Fp and Ik ∈ Seqp such that
ep(Ik) ≥ ep(I) for all k = 1, 2, . . . , l.
Similarly, if I ∈ Seq, SqI = ∑lk=1 ckSqIk for some ck ∈ F2 and Ik ∈ Seq2 such
that e2(Ik) ≥ e2(I) for all k = 1, 2, . . . , l.
(2) {℘I| I ∈ Seqp} is a basis of Ap if p is an odd prime and {SqI| I ∈ Seq2} is a
basis of A2 .
Let τn ∈ (Ap∗)2pn−1 , ξn ∈ (Ap∗)2pn−2 and ζn ∈ (A2∗)2n−1 be the elements given
by Milnor [5]. Recall that Ap∗ = E(τ0, τ1, . . . ) ⊗ Fp[ξ1, ξ2, . . . ] if p 6= 2, and
A2∗ = F2[ζ1, ζ2, . . . ].
Let Seqb be a subset of Seq consisting of all sequences (ε0, ε1, . . . , εn, . . . ) such that
εn = 0, 1 for all n = 0, 1, . . . .
For E = (ε0, ε1, . . . , εm) ∈ Seqb and R = (r1, r2, . . . , rn) ∈ Seq, we put
τ (E) = τ ε00 τ
ε1
1 · · · τ εmm , ξ(R) = ξr11 ξr22 · · · ξrnn and ζ(R) = ζr11 ζr22 · · · ζrnn
as in [5]. Then, the Milnor basis is defined as follows.
Definition 1.6 (Milnor [5]) We denote by ℘(S) the dual of ξ(S) with respect to the
basis {τ (E)ξ(R)|E ∈ Seqb,R ∈ Seq} is of Ap∗ if p 6= 2 and by Sq(S) the dual of ζ(S)
with respect to the basis {ζ(R)|R ∈ Seq} of A2∗ . If p is odd, let Qn be the dual of τn
with respect to the basis {τ (E)ξ(R)|E ∈ Seqb, R ∈ Seq}. Put Q(E) = Qε00 Qε11 · · ·Qεnn
for E = (ε0, ε1, . . . , εn) ∈ Seqb .
Definition 1.7 Let FiAp be the subspace of Ap spanned by
{℘I|I ∈ Seqp, ep(I) ≥ i} if p 6= 2, {SqI| I ∈ Seq2, e2(I) ≥ i} if p = 2.
Thus we have an decreasing filtration Fp = (FiAp)i∈Z on Ap . We call Fp the excess
filtration.
Clearly, Fp satisfies the following.
(1) (E1) FiAp = Ap if i ≤ 0.
(2) (E2)
⋂
i∈Z
FiAp = {0}.
The next result is a direct consequence of Theorem 1.5.
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Proposition 1.8 For I ∈ Seqo , ℘I ∈ FiAp if p is an odd prime and ep(I) ≥ i. For
I ∈ Seq, SqI ∈ FiA2 if e2(I) ≥ i.
The following properties of the excess filtration are a sort of “folklore".
Proposition 1.9 Let µ : Ap ⊗Ap → Ap and δ : Ap → Ap ⊗Ap be the product and
the coproduct of Ap . Then Fp satisfies the following conditions.
(1) (E3) FiAp are left ideals of Ap for i ∈ Z.
(2) (E4) µ(FiAp ⊗Ajp) ⊂ Fi−jAp for i, j ∈ Z.
(3) (E5) δ(FiAp) ⊂
∑
j+k=i FjAp ⊗ FkAp for i ∈ Z.
Proof Let I = (ε0, i1, ε1, . . . , in, εn) be a sequence belonging to Seqp such that
ep(I) ≥ i and in ≥ 1 if n ≥ 1.
If ε0 = 1, then β℘I = 0. If ε0 = 0, the excess of (1, i1, ε1, . . . , in, εn) is bigger
than ep(I). Hence β℘I ∈ FiAp . If j ≥ pi1 + ε0 , then (0, j, ε0, i1, ε1, . . . , in, εn) is
admissible and its excess is not less than ep(I). Hence ℘j℘I ∈ FiAp in this case.
Suppose 1 ≤ j < pi1 + ε0 . Then, by Theorem 1.5, ℘j℘I is a linear combination of ℘J ’s
such that ep(J) ≥ ep(I) and J ∈ Seqp . Thus Fp satisfies (E3).
If εn = 1, then ℘Iβ = 0. If εn = 0, then ep(ε0, i1, ε1, . . . , in, 1) = ep(I)− 1. Hence
℘Iβ ∈ Fi−1Ap by Proposition 1.8. If n ≥ 1, then ep(ε0, i1, ε1, . . . , in, εn, j) = 2pi1 +
2ε0−dp(I)−2j(p−1) = ep(I)−2j(p−1) ≥ i−2j(p−1). Hence ℘I℘j ∈ Fi−2j(p−1)Ap
by Proposition 1.8. It is clear that ℘I℘j ∈ Fi−2j(p−1)Ap if n = 0. Thus Fp satisfies
(E4).
By the Cartan formula, δ(℘I) =
∑
J+L=I ℘
J ⊗ ℘L . Put J = (α0, j1, . . . ), L =
(β0, l1, . . . ). Then, ep(J) + ep(L) = 2p(j1 + l1) + 2(α0 + β0) − dp(J) − dp(L) =
2pi1 + 2ε0 − dp(I) = ep(I). Hence (E5) follows from Proposition 1.8.
Consider the dual filtration F∗p = (FiAp∗)i∈Z on Ap∗ , that is, (FiAp∗)n is the kernel of
κ∗i+1 : (Ap∗)n = Hom(Anp,Fp)→ Hom((Fi+1Ap)n,Fp),
where κi : FiAp → Ap is the inclusion map. The following is the dual of (E5) of
Proposition 1.9.
Proposition 1.10 Let δ∗ : Ap∗ ⊗ Ap∗ → Ap∗ be the product of Ap∗ . Then Fp∗
satisfies the following.
(1) (E5∗) δ∗(FjAp∗ ⊗ FkAp∗) ⊂ Fj+kAp∗ for j, k ∈ Z.
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We set Jn = (0, pn−1, 0, pn−2, . . . , 0, 1, 0) and J′n = (0, pn−1, 0, pn−2, . . . , 0, 1, 1) for
an odd prime p, Kn = (2n−1, 2n−2, . . . , 2, 1, ). Then, Jn ’s and J′n ’s are admissible and
dp(Jn) = 2pn − 2, dp(J′n) = 2pn − 1, ep(Jn) = 2, ep(J′n) = 1 if p is an odd prime,
d2(Kn) = 2n − 1, e2(Kn) = 1.
For R = (r1, r2, . . . , rn, . . . ) ∈ Seq, we put |R| =
∑
i≥1 ri .
Proposition 1.11 τ (E)ξ(R) ∈ F|E|+2|R|Ap∗ − F|E|+2|E|−1Ap∗ for R ∈ Seq and E ∈
Seqb , if p is an odd prime. ζ(R) ∈ F|R|A2∗ − F|R|−1A2∗ for R ∈ Seq.
Proof Since ep(J′n) = 1 and ep(Jn) = 2, it follows from Milnor [5, Lemma 8] that
τi ∈ F1Ap∗ and ξi ∈ F2Ap∗ . Similarly, since e2(Kn) = 1, we have ζi ∈ F1A2∗ . Hence,
by Proposition 1.10, we have τ (E)ξ(R) ∈ F|E|+2|R|Ap∗ if p 6= 2, ζ(R) ∈ F|R|A2∗ .
On the other hand, it follows from Lemma 1.13 and [5, Lemma 8] that τ (E)ξ(R) 6∈
F|E|+2|E|−1Ap∗ and ζ(R) 6∈ F|R|−1A2∗ .
We define the maps %p : Seqo → Seqp and %2 : Seq → Seq2 as follows. For
J = (ε0, j1, ε1, . . . , jn, εn) ∈ Seqo , put
is =
n∑
k=s
(εk + jk)pk−s (s = 1, 2, . . . , n)
and %p(J) = (ε0, i1, ε1, . . . , in, εn).
If p = 2, for J = (j1, j2, . . . , jn) ∈ Seq, put
is =
n∑
k=s
jk2k−s (s = 1, 2, . . . , n)
and %2(J) = (i1, i2, . . . , in).
The following Lemmas are straightforward.
Lemma 1.12 %p is bijective and its inverse %−1p is given as follows. If p is an odd
prime, %−1p (ε0, i1, ε1, . . . , in, εn) = (ε0, j1, ε1, . . . , jn, εn), where js = is − pis+1 − εs
(for s = 1, 2, . . . , n− 1), and jn = in − εn .
Similarly, %−12 (i1, i2, . . . , in) = (j1, j2, . . . , jn), where js = is − 2is+1 (for s =
1, 2, . . . , n− 1), and jn = in .
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Lemma 1.13 If p 6= 2, for J = (ε0, j1, ε1, . . . , jn, εn) ∈ Seqo , we have
dp(%p(J)) =
n∑
k=1
2jk(pk − 1) +
n∑
k=0
εk(2pk − 1) and ep(%p(J)) = 2
n∑
k=1
jk +
n∑
k=0
εk.
If p = 2, J = (j1, j2, . . . , jn) ∈ Seq, we have
d2(%2(J)) =
n∑
k=1
jk(2k − 1) and e2(%2(J)) =
n∑
k=1
jk.
Proposition 1.14 {τ (E)ξ(R)|E ∈ Seqb,R ∈ Seq, |E|+ 2|R| ≤ i} is a basis of FiAp∗
and {ζ(R)|R ∈ Seq, |R| ≤ i} is a basis of FiA2∗ .
Proof Since (FiAp∗)n is isomorphic to Hom∗((Ap/Fi+1Ap)n,Fp), we have
dim(FiAp∗)n = dim(Ap/Fi+1Ap)n = dimAnp − dim(Fi+1Ap)n.
Suppose p is odd. By Theorem 1.5 (2), Lemma 1.12 and Lemma 1.13, dimAnp is the
number of elements of a subset Sn of Seqo defined by
Sn =
{
(ε0, j1, ε1, . . . , jn, εn, . . . ) ∈ Seqo
∣∣∣∣∑
k≥0
(2pk − 1)εk +
∑
k≥1
2(pk − 1)jk = n
}
and dim(Fi+1Ap)n is the number of elements of{
(ε0, j1, ε1, . . . , jn, εn, . . . ) ∈ Sn
∣∣∣∣∑
k≥0
εk +
∑
k≥1
2jk ≥ i + 1
}
.
Hence dim(FiAp∗)n is the number of elements of{
(ε0, j1, ε1, . . . , jn, εn, . . . ) ∈ Sn
∣∣∣∣∑
k≥0
εk +
∑
k≥1
2jk ≤ i
}
,
which coincides with the number of elements of
{τ (E)ξ(R)|E ∈ Seqb,R ∈ Seq, |E|+ 2|R| ≤ i}.
Therefore the assertion follows from Proposition 1.11. The proof for the case p = 2 is
similar.
The following is shown by Kraines [1] but is also a direct consequence of Milnor [5,
Theorem 4a], Proposition 1.11 and Proposition 1.14.
Proposition 1.15 (Kraines [1])
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(1) Q(E)℘(R) ∈ F|E|+2|R|Ap − F|E|+2|R|+1Ap for R ∈ Seq and E ∈ Seqb if p is an
odd prime. Sq(R) ∈ F|R|A2 − F|R|+1A2 for R ∈ Seq.
(2) {Q(E)℘(R)|E ∈ Seqb,R ∈ Seq, |E|+ 2|R| ≥ i} is a basis of FiAp for an odd
prime p. {Sq(R)|R ∈ Seq, |R| ≥ i} is a basis of FiA2 .
We set EjiAp = (FiAp)j/(Fi+1Ap)j .
Proposition 1.16 Let i be a non-negative integer and ε = 0 or 1.
(1) (F2i+εAp)k = {0} for k < 2i(p− 1) + ε.
(2) If p is an odd prime, (F2i+εAp)2i(p−1)+ε is a one dimensional vector space
spanned by βε℘i . (FiA2)i is a one dimensional vector space spanned by Sqi .
(3) EjiAp = {0} if i + j 6≡ 0, 2 modulo 2p.
Proof (1) and (2) are direct consequences of Corollary 1.3.
Suppose that E = (ε0, ε1, . . . ) ∈ Seqb , and R = (r1, r2, . . . ) ∈ Seq satisfy |E|+2|R| = i
and Q(E)℘(R) ∈ Ajp . Then
i + j =
∑
s≥0
2εsps +
∑
t≥1
2rtpt ≡ 2ε0 modulo 2p.
Thus (3) follows from Proposition 1.15.
2 More on excess filtration
For R = (r1, r2, . . . , rn, . . . ) ∈ Seq, put s(R) = (0, r1, r2, . . . , rn, . . . ).
If some entry of R is not a non-negative integer, we put ℘(R) = 0. We regard Seq as a
monoid with componentwise addition, then 0 = (0, 0, . . . , 0, . . . ) is the unit of Seq.
Let En be an element of Seqb such that the nth entry is 1 and other entries are all 0.
(We put E0 = 0.)
Lemma 2.1
(1) If ε = 0, 1, |E|+ 2|R| ≤ 2i− j + 1 and Q(E)℘(R) ∈ Ajp ,
βε℘iQ(E)℘(R) ≡ Q(εE1 + s(E))℘
((
i− 12 (|E|+ j)− |R|
)
E1 + s(R)
)
modulo F2i−j+ε+1Ap for an odd prime p.
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(2) If |R| ≤ i− j and Sq(R) ∈ Aj2 ,
SqiSq(R) ≡ Sq((i− j− |R|)E1 + s(R)) modulo Fi−j+1A2.
Proof Let E = (ε0, ε1, ε2, . . . ) ∈ Seqb and R = (r1, r2, . . . ) ∈ Seq. We put
Q(E) = Qn1Qn2 · · ·Qnk (0 ≤ n1 < n2 < · · · < nk ). By Milnor [5, Theorem 4a, 4b], we
have
β℘iQn1Qn2 · · ·Qnk =
∑
et=0,1
βQn1+e1Qn2+e2 · · ·βQnk+ek℘i−
Pk
t=1 etp
nt
and
℘m℘(R) =
∑
P
s≥0 asps=m
∏
s≥1
(
rs − as + as−1
as−1
)
℘(r1 − a1 + a0, r2 − a2 + a1, . . . ).
Thus β℘iQn1Qn2 · · ·Qnk℘(R) is a linear combination of the Milnor basis
Q0Qn1+e1Qn2+e2 · · ·Qnk+ek℘(r1 − a1 + a0, r2 − a2 + a1, . . . )
for e1, e2, . . . , ek = 0, 1 and non-negative integers a0, a1, a2, . . . satisfying
a0 = i−
k∑
t=1
etpnt −
∑
s≥1
asps and as ≤ rs for s = 1, 2, . . . .
Suppose that sequences of non-negative integers e1, e2, . . . , ek and a0, a1, a2, . . . satisfy
ej = 0 or 1, as ≤ rs and a0 = i−
∑k
t=1 etp
nt −∑s≥1 asps . We note that
(1) a0 ≥ i−
k∑
t=1
pnt −
∑
s≥1
rsps.
Let F be a sequence of integers such that QF = Q0Qn1+e1Qn2+e2 · · ·Qnk+ek and put
S = (r1 − a1 + a0, r2 − a2 + a1, . . . ).
Assume that |E|+ 2|R| ≤ 2i− j + 1 and Q(E)℘(R) ∈ Ajp . Since
j =
∑
s≥0
εs(2ps − 1) +
∑
t≥1
2rt(pt − 1) = 2
∑
s≥0
εsps + 2
∑
t≥1
rtpt − |E| − 2|R|,
we have
k∑
t=1
pnt +
∑
t≥1
rtpt =
∑
s≥0
εsps +
∑
t≥1
rtpt = 12 (|E|+ 2|R|+ j) ≤ i + 12 .
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Hence the right hand side of (1) is non-negative and a0 takes the minimum value
i−
k∑
t=1
pnt −
∑
s≥1
rsps = i− 12 (|E|+ j)− |R|
if and only if as = rs for s = 1, 2, . . . and e1 = e2 = · · · = ek = 1. In this case,
F = (ε, ε0, ε1, ε2, . . . ) and S =
(
i− 12 (|E|+ j)− |R|, r1, r2, . . .
)
. Therefore
|F|+ 2|S| = |E|+ 2|R|+ ε+ 2 (i− 12 (|E|+ j)− |R|) = 2i− j + ε
and the result follows. Proof for the case p = 2 is similar.
Put E∗i Ap =
∑
j∈Z E
j
iAp . Since the excess filtration Fp satisfies (E3) and (E4) of
Proposition 1.9, E∗i Ap is a left Ap –module and the product map µ : Ap ⊗Ap → Ap
induces the following maps.
µi : Ap ⊗ E∗i Ap → E∗i Ap, µ˜k,ji : EkiAp ⊗ (Ap/Fi−j−1Ap)j → Ek+ji−jAp.
Theorem 2.2 For non-negative integer i, j and ε = 0, 1, the following map is an
isomorphism.
µ˜2i(p−1)+ε,j2i+ε : E
2i(p−1)+ε
2i+ε Ap ⊗ (Ap/F2i−j+ε+1Ap)j → E2i(p−1)+j+ε2i−j+ε Ap.
Proof Suppose QF℘(S) ∈ A2i(p−1)+j+εp and |F| + 2|S| = 2i − j + ε for F =
(λ0, λ1, λ2, . . . ) and S = (s1, s2. . . . ). Then,∑
k≥0
λk + 2
∑
k≥1
sk = 2i− j + ε(2) ∑
k≥0
λk(2pk − 1) + 2
∑
k≥1
sk(pk − 1) = 2i(p− 1) + j + ε.(3)
Hence
(4)
∑
k≥0
λkpk +
∑
k≥1
skpk = ip + ε,
and this implies λ0 = ε. We put E = (λ1, λ2, . . . ) and R = (s2, s3. . . . ). By (2)
above, we have s1 = i− 12 (|E|+ j)− |R|. Therefore, βε℘iQ(E)℘(R) ≡ QF℘(S) modulo
F2i−j+ε+1Ap by Lemma 2.1. This shows that µ˜2i(p−1)+ε,j2i+ε is surjective. It is clear from
Lemma 2.1 that µ˜2i(p−1)+ε,j2i+ε is injective. The proof for the case p = 2 is similar.
For R = (r1, r2, . . . , rn, . . . ) ∈ Seq and a non-zero integer p, we say that p divides
R if p|ri for all i ≥ 1 and denote this by p|R and by p 6 |R otherwise. Put 1p R =( r1
p ,
r2
p , . . . ,
rn
p , . . .
)
if p|R.
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Lemma 2.3 Let p be an odd prime. For E ∈ Seqb , R ∈ Seq and j ≥ 0, the following
congruences hold.
(1) If |R| ≤ pj and p|R,
℘(R)℘j ≡ ℘((j− 1p |R|)E1 + s(1p R)) modulo F2j+1Ap.
If E 6= 0 or |R| > pj or p6 |R, Q(E)℘(R)℘j ∈ F2j+1Ap .
(2) If |R| ≤ pj + 1 and p|R,
℘(R)β℘j ≡ β℘((j− 1p |R|)E1 + s( 1p R)) modulo F2j+2Ap.
If |R| ≤ pj + 1 and p|R− En for some n ≥ 1,
℘(R)β℘j ≡ Qn℘
((
j− 1p (|R| − 1)
)
E1 + s
(1
p (R− En)
))
modulo F2j+2Ap.
If E 6= 0 or |R| > pj + 1 or p6 |R− En for any n ≥ 0, Q(E)℘(R)β℘j ∈ F2j+2Ap .
Proof (1) By Milnor [5, Theorem 4b], we have
℘(R)℘j =
∑
x0+x1+···=j
∏
k≥0
(
rk − pxk + xk−1
xk−1
)
℘(r1 − px1 + x0, r2 − px2 + x1, . . . ),
for R = (r1, r2, . . . ). Since
(rk−pxk+xk−1
xk−1
)
= 0 if rk < pxk , the summation of the
right hand side of the above is taken over non-negative integers x0, x1, . . . satisfying
x0 + x1 + · · · = j and pxk ≤ rk for all k = 1, 2, . . . .
Hence p(j − x0) = p(x1 + x2 + · · · ) ≤ |R| and p(j − x0) = |R| holds if and only if
pxk = rk for all k = 1, 2, . . . .
Put
S = (r1 − px1 + x0, . . . , rk − pxk + xk−1, . . . ),
then |S| = |R| − p(j − x0) + j ≥ j and |S| = j hold if and only if p|R, |R| ≤ pj and
S =
(
j− 1p |R|
)
E1 + s
(1
p R
)
.
Therefore Q(E)℘(R)℘j ∈ F2j+1Ap unless E = 0, |R| ≤ pj and p|R.
(2) Since ℘(R)β =
∑
n≥0 Qn℘(R− En) by Milnor [5, Theorem 4a], the result follows
from (1).
In the case p = 2, a similar result holds.
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Lemma 2.4 For R ∈ Seq and j ≥ 0, the following congruences hold.
If |R| ≤ j and 2|R,
Sq(R)Sqj ≡ Sq((j− 12 |R|)E1 + s(12 R)) modulo Fj+1A2.
If |R| > j or 26 |R, Sq(R)Sqj ∈ Fj+1A2 .
Lemma 2.5 Let p be an odd prime, R ∈ Seq and j ≥ 0. If ℘(R) ∈ Akp . then, the
following congruences hold.
(1) If |R| ≤ pj and p|R,
℘(R)℘j ≡ ℘j+ k2p℘( 1p R) modulo F2j+1Ap.
(2) If |R| ≤ pj + 1 and p|R,
℘(R)β℘j ≡ β℘j+ k2p℘( 1p R) modulo F2j+2Ap,
if |R| ≤ pj + 1 and p|R− En for some n ≥ 1,
℘(R)β℘j ≡ ℘j+ k+22p Qn−1℘
(1
p (R− En)
)
modulo F2j+2Ap.
Proof The first congruence and is a direct consequence of Lemma 2.1 and Lemma 2.3.
Suppose p|R − En and |R| ≤ pj + 1. By Milnor [5, Theorem 4a], Lemma 2.1 and
Lemma 2.3,
℘
j+ k+22p Qn−1℘
( 1
p (R− En)
)
= Qn−1℘
j+ k+22p ℘
(1
p (R−En)
)
+ Qn℘
j+ k+22p −pn−1℘
(1
p (R− En)
)
≡ Qn℘
((
j− 1p (|R| − 1)
)
E1 + s( 1p R)
)
modulo F2j+2Ap
≡ ℘(R)β℘j modulo F2j+2Ap.
We also obtain ℘(R)β℘j ≡ β℘j+ k2p℘( 1p R) if |R| ≤ pj + 1 and p|R from Lemma 2.1 and
Lemma 2.3.
Lemma 2.6 For R ∈ Seq and j ≥ 0, if |R| ≤ j, 2|R and Sq(R) ∈ Ak2 ,
Sq(R)Sqj ≡ Sqj+ k2 Sq( 12 R) modulo Fj+1A2.
For non-negative integers i, j and ε = 0, 1, put κ = ε if j is even and κ = 1− ε if j is
odd. Let γi,j,ε be the composition of maps
µ2i−j+ε : Apj−(p−2)(ε−κ)p ⊗ E(2i−j+ε−κ)(p−1)+κ2i−j+ε Ap → E2i(p−1)+j+ε2i−j+ε Ap
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and
(µ˜2i(p−1)+ε,j2i+ε )
−1 : E2i(p−1)+j+ε2i−j+ε Ap → E2i(p−1)+ε2i+ε Ap ⊗ (Ap/F2i−j+ε+1Ap)j.
Let us denote by ρ : Apjp → Ajp the pth root map, that is, the dual of pth power map
Ajp∗ → Apjp∗ , x 7→ xp . By Milnor [5, Lemma 9], we have
ρ(Q(E)℘(R)) =
{
℘
( 1
p R
)
E = 0, p|R
0 otherwise.
Let pii : Ap → Ap/FiAp be the quotient map. Put g2i+ε = pi2i+ε+1(βε℘i), then, g2i+ε
generates E2i(p−1)+ε2i+ε Ap . The next result is a direct consequence of Lemma 2.3 and
Lemma 2.5.
Proposition 2.7 Let i, j, k be non-negative integers, ε = 0, 1 and p an odd prime.
(1) γi+j,2j,ε : A2jpp ⊗ E2i(p−1)+ε2i+ε Ap → E2(i+j)(p−1)+ε2(i+j)+ε Ap ⊗ (Ap/F2i+1Ap)2j
maps θ ⊗ g2i+ε ∈ A2jpp ⊗ E2i(p−1)+ε2i+ε Ap to g2i+2j+ε ⊗ pi2i+1ρ(θ).
(2) γi+j,2j+1,1: A2jp+2p ⊗E2i(p−1)2i Ap→E2(i+j)(p−1)+12(i+j)+1 Ap⊗(Ap/F2i+1Ap)2j+1 is a trivial
map.
(3) γi+j,2j−1,0: A2jp−2p ⊗E2i(p−1)+12i+1 Ap → E2(i+j)(p−1)2(i+j) Ap⊗ (Ap/F2i+2Ap)2j−1 maps
(Fkp+2Ap)2jp−2 ⊗ E2i(p−1)+12i+1 Ap into
E2(i+j)(p−1)2(i+j) Ap ⊗ (Fk+1Ap/F2i+2Ap)2j−1.
For p = 2, we have the following Proposition.
Proposition 2.8 Let i, j be non-negative integers.
γi,j,ε : A2j2 ⊗ E2i−j+ε2i−j+εA2 → E2i+ε2i+εA2 ⊗ (A2/F2i−j+ε+1A2)j
maps θ ⊗ g2i−j+ε ∈ A2j2 ⊗ E2i+ε2i+εA2 to g2i+ε ⊗ pi2i−j+ε+1ρ(θ).
3 Filtered Hopf algebra
We denote by E∗ the category of graded vector spaces over a field K and linear maps
preserving degrees. We also denote by E the category of (ungraded) vector spaces
over K . For n ∈ Z, define functors Σn : E∗ → E∗ , n : E∗ → E and ιn : E → E∗ as
follows.
(ΣnV∗)i = V i−n, (Σnf )i = f i−n, n(V∗) = Vn, n(f ) = f n,
Geometry & TopologyMonographs 10 (2007)
436 Atsushi Yamaguchi
for an object V∗ and morphism f of E∗ .
ιn(W)k =
{
W k = n
0 k 6= n , ιn(g)
k =
{
g k = n
0 k 6= n,
for an object W and morphism g of E .
Proposition 3.1 ιn is a right and left adjoint of n .
Proof Define natural transformations un : idE∗ → ιnn , u¯n : nιn → idE , c¯n : idE →
nιn and cn : ιnn → idE∗ as follows. For V∗ ∈ Ob E∗ ,
un V∗(x) =
{
x x ∈ Vn
0 x ∈ Vk, k 6= n , cn V
∗(x) = x (x ∈ Vn).
For U ∈ Ob E , u¯n U(y) = y (y ∈ (nιn(U))n = U ), c¯n U(y) = y (y ∈ U ). Clearly,
cn V∗ : ιnn(V∗) → V∗ is an inclusion map and u¯n U : nιn(U) → U and c¯n U : U →
nιn(U) can be regarded as identity maps. Then, un and u¯n are the unit and the counit
of the adjunction n ` ιn respectively, and c¯n and cn are the unit and the counit of the
adjunction ιn ` n respectively.
Let A∗ be a graded Hopf algebra over K with an decreasing filtration F = (FiA∗)i∈Z of
subspaces of A∗ . The notion of unstable A∗–module is defined as follows.
Definition 3.2 A left A∗–module M∗ with structure map α : A∗⊗M∗ → M∗ is called
an unstable A∗–module with respect to F if α(Fn+1A∗ ⊗Mn) = {0} for n ∈ Z. We
denote by UM(A∗) the full subcategory of the category of left A∗–modules consisting
of unstable A∗–modules.
We are going to give conditions on F which suffices to develop a theory of unstable
A∗–modules. The following is the first one.
Condition 3.3
(1) (E1) FiA∗ = A∗ if i ≤ 0.
(2) (E2)
⋂
i∈Z FiA
∗ = {0}.
Note that if F satisfies (E1) and V∗ is an unstable A∗–module, Vn = {0} for n < 0.
The next one comes from Proposition 1.9.
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Condition 3.4 Let us denote by µ : A∗⊗A∗ → A∗ and δ : A∗ → A∗⊗A∗ the product
and the coproduct of A∗ , respectively. For an decreasing filtration F = (FiA∗)i∈Z of
subspaces of A∗ , we consider the following conditions.
(1) (E3) FiA∗ ’s are left ideals of A∗ for i ∈ Z.
(2) (E4) µ(FiA∗ ⊗ Aj) ⊂ Fi−jA∗ for i, j ∈ Z.
(3) (E5) δ(FiA∗) ⊂
∑
j+k=i FjA
∗ ⊗ FkA∗ for i ∈ Z.
We remark that if F satisfies (E3) of Condition 3.4 and Σn(A∗/Fn+1A∗) is an unstable
A∗–module, then F satisfies (E4) of Condition 3.4. It is easy to verify the following
fact.
Proposition 3.5 Let A∗ be a graded Hopf algebra over K with decreasing filtration F.
Suppose that F satisfies the condition (E5) in Condition 3.4. If V∗ and W∗ are unstable
A∗–modules with respect to F, then so is V∗ ⊗W∗ .
Let us denote by O : UM(A∗) → E∗ the forgetful functor. Suppose that F satisfies
(E3) and (E4) of Condition 3.4. Define a functor F : E∗ → UM(A∗) by
F(V∗) =
∑
n∈Z
A∗/Fn+1A∗ ⊗ Vn and F(f ) =
∑
n∈Z
idA∗/Fn+1A∗ ⊗f n.
For an object M∗ of UM(A∗), let αn : A∗/Fn+1A∗ ⊗Mn → M∗ (n ∈ Z) be the maps
induced by the structure map α : A∗⊗M∗ → M∗ . These maps induce εM∗ : FO(M∗)→
M∗ .
Let 1n be the class of 1 ∈ A0 in A∗/Fn+1A∗ . For an object V∗ of E∗ , define a map
ηV∗ : V∗ → OF(V∗) by ηV∗(x) =
∑
n∈Z 1n ⊗ un V∗(x) for x ∈ V∗ .
Proposition 3.6 F is a left adjoint of O .
Proof It can be easily verified that η : idE → OF (resp. ε : FO → idUM(A∗) ) is the
unit (resp. counit) of the adjunction F ` O .
Remark 3.7
(1) As a special case of the above result, we see that F(ΣnK) = ΣnA∗/Fn+1A∗
represents a functor nO : UM(A∗) → E . Thus we can verify the fact that a
functor G : UM(A∗)op → E is representable if G is right exact and preserves
direct sums (Lannes–Zarati [2]).
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(2) The above result implies that UM(A∗) has enough projectives and we can
construct the bar resolutions (MacLane [4]) in UM(A∗) and that, if F also
satisfies (E5) and L∗ is an unstable A∗–module of finite type, the left adjoint to
the functor M∗ 7→ M∗ ⊗ L∗ exists.
Put EjiA∗ = (FiA∗)j/(Fi+1A∗)j and E∗i A∗ =
∑
j∈Z E
j
iA∗ . If F satisfies (E3) of
Condition 3.4, E∗i A∗ is a left A∗–module. If F satisfies (E4) of Condition 3.4, the
product map µ : A∗ ⊗ A∗ → A∗ induces µ¯k,ji : Eki A∗ ⊗ Aj → Ek+ji−j A∗ . Consider
a bigraded vector space E∗∗A∗ =
∑
i∈Z E
∗
i A
∗ . Then E∗∗A∗ has a structure of a
right A∗–module given by µ¯k,ji ’s. Suppose F satisfies both (E3) and (E4), then
µ¯k,ji induces µ˜
k,j
i : Eki A
∗ ⊗ (A∗/Fi−j+1A∗)j → Ek+ji−j A∗ . We can regard µ˜∗,ji as a map
E∗i A∗ ⊗ ιjj(A∗/Fi−j+1A∗)→ E∗i−jA∗ in E∗ .
Proposition 1.16 and Theorem 2.2 suggests the following conditions.
Condition 3.8 Let A∗ be an algebra over a field K of characteristic p with an decreasing
filtration F = (FiA∗)i∈Z .
(1) (E6) Ek2i+εA
∗ = {0} (i, k ∈ Z, ε = 0, 1) holds if k < 2i(p − 1) + ε or
2i + ε+ k 6≡ 0, 2 modulo 2p.
(2) (E7) dim E2i(p−1)+ε2i+ε A
∗ = 1 for i ≥ 0, ε = 0, 1.
(3) (E8) For non-negative integers i, j and ε = 0, 1, the map
µ˜2i(p−1)+ε,j2i+ε : E
2i(p−1)+ε
2i+ε A
∗ ⊗ (A∗/F2i−j+ε+1A∗)j → E2i(p−1)+j+ε2i−j+ε A∗
is an isomorphism.
Remark 3.9 Since E2i(p−1)+εj A∗ = {0} if j > 2i + ε by (E6), we have
dim(F2i+εA∗)2i(p−1)+ε = 1 for i ≥ 0 and ε = 0, 1 by (E2) and (E7). We also
have (F2i+εA∗)k = {0} if k < 2i(p− 1) + ε.
We assume that F satisfies (E1), (E2), (E3), (E4), (E6), (E7) and (E8) for the rest of this
section.
Proposition 3.10 A left A∗–module M∗ with structure map α : A∗ ⊗M∗ → M∗ is
unstable if and only if α((F2i+εA∗)2i(p−1)+ε ⊗Mk) = {0} for any i ∈ Z, ε = 0, 1 such
that k < 2i + ε.
Geometry & TopologyMonographs 10 (2007)
On excess filtration on the Steenrod algebra 439
Proof Suppose α((F2i+εA∗)2i(p−1)+ε ⊗ Mk) = {0} for any i ∈ Z, ε = 0, 1 and
k < 2i + ε. Since (E8) implies
µ((F2i+εA∗)2i(p−1)+ε ⊗ Aj) + (F2i−j+ε+1A∗)2i(p−1)+j+ε
= (F2i−j+εA∗)2i(p−1)+j+ε,
we have
α((F2i−j+ε+1A∗)2i(p−1)+j+ε ⊗Mk−j)=α((F2i−j+εA∗)2i(p−1)+j+ε ⊗Mk−j)
if k < 2i + ε. By putting n = k− j, s = 2i− j + ε and t = 2i(p−1) + j + ε, we see that
(5) α((Fs+1A∗)t ⊗Mn) = α((FsA∗)t ⊗Mn)
holds if s > n and s + t ≡ 0, 2 modulo 2p. Since (Fs+1A∗)t = (FsA∗)t by (E6),
It follows from (5) that α((Fn+1A∗)t ⊗ Mn) = α((FmA∗)t ⊗ Mn) for any m > n.
Since α((FmA∗)t ⊗ Mn) = {0} for sufficiently large m by (E6) and (E2), we have
α((Fn+1A∗)t ⊗Mn) = {0}.
The converse follows from
α((F2i+εA∗)2i(p−1)+ε ⊗Mk) ⊂ α(Fk+1A∗ ⊗Mk) = {0}.
For non-negative integers i, j and ε = 0, 1, put κ = ε if j is even and κ = 1− ε if j is
odd. Let γi,j,ε be the composition of maps
µ2i−j+ε : Apj−(p−2)(ε−κ) ⊗ E(2i−j+ε−κ)(p−1)+κ2i−j+ε A∗ → E2i(p−1)+j+ε2i−j+ε A∗
and (
µ˜2i(p−1)+ε,j2i+ε
)−1 : E2i(p−1)+j+ε2i−j+ε A∗ → E2i(p−1)+ε2i+ε A∗ ⊗ (A∗/F2i−j+ε+1A∗)j.
Condition 3.11 For a real number r , let us denote by JrK the minimum integer among
integers which are not less than r .
(1) (E9) γi,j,ε maps (FkA∗)pj−(p−2)(ε−κ) ⊗ E(2i−j+ε−κ)(p−1)+κ2i−j+ε A∗ into
E2i(p−1)+ε2i+ε A
∗ ⊗ (FJk/pKA∗/F2i−j+ε+1A∗)j .
It follows from Proposition 2.7 and Proposition 2.8 that the excess filtration Fp on Ap
satisfies the above condition.
We can construct the functor Φ : UM(A∗)→ UM(A∗) as in Li [3]. For an unstable
A∗–module M∗ , define an A∗–module ΦM∗ as follows. Put
ΦM∗ =
∑
i∈Z,ε=0,1
E2i(p−1)+ε2i+ε A
∗ ⊗M2i+ε.
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In other words,
(ΦM∗)k =
{
E2i(p−1)+ε2i+ε A
∗ ⊗M2i+ε k = 2ip + 2ε, i ∈ Z, ε = 0, 1
{0} k 6≡ 0, 2 modulo 2p.
We denote by µi : A∗ ⊗ E∗i A∗ → E∗i A∗ the map induced by the product µ of A∗ .
Note that µi : Aj ⊗ Eki A∗ → Ej+ki A∗ is trivial if i + j + k 6≡ 0, 2 modulo 2p. Let
αM∗ : A∗ ⊗M∗ → M∗ be the A∗–module structure map of M∗ . Since M∗ is unstable,
αM∗ induces α¯M∗,i : A∗/Fi−1A∗ ⊗Mi → M∗ . We define αΦM∗ : ⊗ ΦM∗ → ΦM∗ by
the following compositions:
A2jp ⊗ E2i(p−1)+ε2i+ε A∗ ⊗M2i+ε
γi+j,2j,ε⊗1−−−−−−→ E2(i+j)(p−1)+ε2(i+j)+ε A∗ ⊗ (A∗/F2i+ε+1A∗)2j ⊗M2i+ε
1⊗α¯M∗,2i+ε−−−−−−−→ E2(i+j)(p−1)+ε2(i+j)+ε A∗ ⊗M2(i+j)+ε;
A2jp+2 ⊗ E2i(p−1)2i A∗ ⊗M2i
γi+j,2j+1,1⊗1−−−−−−−→ E2(i+j)(p−1)+12(i+j)+1 A∗ ⊗ (A∗/F2i+1A∗)2j+1 ⊗M2i
1⊗α¯M∗,2i−−−−−→ E2(i+j)(p−1)+12(i+j)+1 A∗ ⊗M2(i+j)+1;
and
A2jp−2 ⊗ E2i(p−1)+12i+1 A∗ ⊗M2i+1
γi+j,2j−1,0⊗1−−−−−−−→ E2(i+j)(p−1)2(i+j) A∗ ⊗ (A∗/F2i+2A∗)2j−1 ⊗M2i+1
1⊗α¯M∗,2i+1−−−−−−−→ E2(i+j)(p−1)2(i+j) A∗ ⊗M2(i+j).
Since µ(F2ip+2ε+1A∗ ⊗ (F2i+εA∗)2i(p−1)+ε) ⊂ F2i+ε+1A∗ for ε = 0, 1 and i ∈ Z by
(E4), we deduce that ΦM∗ is an unstable A∗–module.
For a homomorphism f : M∗ → N∗ between unstable A∗–modules, let Φf : ΦM∗ →
ΦN∗ be the map induced by idE2i(p−1)+ε2i+ε
A∗ ⊗ f .
Then Φf is a homomorphism of left A∗–modules and Φ is an endofunctor of UM(A∗).
Let
λ2ip+2εM∗ : (ΦM
∗)2ip+2ε = E2i(p−1)+ε2i+ε A
∗ ⊗M2i+ε → M2ip+2ε (i ∈ Z, ε = 0, 1)
be the restriction of α¯M∗,2i+ε : A∗/F2i+ε+1A∗ ⊗M2i+ε → M∗ . Thus we have a map
λM∗ : ΦM∗ → M∗ . It is easy to verify that λM∗ is a homomorphism of left A∗–modules
and we have a natural transformation λ : Φ→ idUM(A∗) .
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For an object V∗ of E∗ , let ρV∗ : F(V∗) → ΣF(Σ−1V∗) be the map induced by the
quotient map A∗/Fn+1A∗ → A∗/FnA∗ and the identity maps Vn → Vn = (Σ−1V∗)n−1 .
Proposition 3.12 The following is a short exact sequence.
0 −−−−→ ΦF(V∗) λF (V∗)−−−−→ F(V∗) ρV∗−−−−→ ΣF(Σ−1V∗) −−−−→ 0
Proof By (E6) and (E8), λF (V∗) is an injection onto
∑
n∈Z FnA
∗/Fn+1A∗⊗Vn , which
is the kernel of ρV∗ .
Lemma 3.13 Let M∗ be an unstable A∗–module.
(1) Σ−1 CokerλM∗ is an unstable A∗–module.
(2) If F satisfies (E9) in Condition 3.11, Σ−1 KerλM∗ is an unstable A∗–module.
Proof (1) Since (ImλM∗)2ip+ε = (F2i+εA∗)2i(p−1)+εM2i+ε , we have
(F2i+εA∗)2i(p−1)+ε(CokerλM∗)2i+ε = {0}.
If k < 2i + ε, instability of M∗ and Proposition 3.10 imply
(F2i+εA∗)2i(p−1)+ε(CokerλM∗)k = {0}.
Thus the assertion follows from Proposition 3.10.
(2) Put N2i+ε = {x ∈ M2i+ε| (F2i+εA∗)2i(p−1)+εx = {0}}. Then we have
(KerλM∗)2ip+2ε = E
2i(p−1)+ε
2i+ε A
∗ ⊗ N2i+ε and (F2i+εA∗)2i(p−1)+εN2i+ε = {0}. By
Proposition 3.10, it suffices to show
(F2j+ε′A∗)2j(p−1)+ε
′
(E2i(p−1)+ε2i+ε A
∗ ⊗ N2i+ε) = {0}
for non-negative integers i, j and ε, ε′ = 0, 1 satisfying 2j + ε′ ≥ 2ip + 2ε. We may
assume 2j(p− 1) + ε′ ≡ 0,±2 modulo 2p, that is, ε′ = 0 and j ≡ 0,±1 modulo p for
dimensional reason. If j = kp, then k ≥ i + ε and it follows from Condition 3.11 that
(F2kpA∗)2kp(p−1)(E
2i(p−1)+ε
2i+ε A
∗ ⊗ N2i+ε)
= E2(i+k(p−1))(p−1)+ε2(i+k(p−1))+ε A
∗ ⊗ ((F2kA∗)2k(p−1)N2i+ε) = {0}.
If j = kp − 1, then k ≥ i + 1 and we only have to consider the case ε = 0 for
dimensional reason. Since (F2kA∗)2k(p−1)−1 = {0} by (E6) and (E2), we have
(F2kp−2A∗)2p(kp−k−1)+2(E
2i(p−1)
2i A
∗ ⊗ N2i)
= E2(i+kp−k−1)(p−1)+12(i+kp−k−1)+1 A
∗ ⊗ ((F2kA∗)2k(p−1)−1N2i) = {0}.
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If j = kp + 1, then k ≥ i and we only have to consider the case ε = 1 for dimensional
reason. Again, using Condition 3.11 and the instability of M∗ , we see
(F2kp+2A∗)2p(kp−k+1)−2(E
2i(p−1)+1
2i+1 A
∗ ⊗ N2i+1)
= E2(i+kp−k+1)(p−1)+12(i+kp−k+1)+1 A
∗ ⊗ ((F2k+1A∗)2k(p−1)+1N2i+1) = {0}.
This completes the proof.
Define functors Ω,Ω1 : UM(A∗) → UM(A∗) by Ω(M∗) = Σ−1 CokerλM∗ and
Ω1(M∗) = Σ−1 KerλM∗ . Let us denote by η˜M∗ : M∗ → CokerλM∗ = ΣΩM∗ the
quotient map and by ιM∗ : ΣΩ1M∗ → ΦM∗ the inclusion map. For a morphism
f : M∗ → N∗ of unstable modules, let Ωf : ΩM∗ → ΩN∗ and Ω1f : Ω1M∗ → Ω1N∗
be the unique maps that make the following diagram commute.
0 −−−−→ ΣΩ1M∗ ιM∗−−−−→ ΦM∗ λM∗−−−−→ M∗ η˜M∗−−−−→ ΣΩM∗ −−−−→ 0yΣΩ1f yΦf yf yΣΩf
0 −−−−→ ΣΩ1N∗ ιN∗−−−−→ ΦN∗ λN∗−−−−→ N∗ η˜N∗−−−−→ ΣΩN∗ −−−−→ 0
Proposition 3.14 Ω is the left adjoint of the suspension functor Σ. Ω1 is the first left
derived functor of Ω and all the higher derived functors are trivial.
Proof We first note that λΣM∗ : ΦΣM∗ → ΣM∗ is trivial by the instability of M∗ .
Hence η˜ΣM∗ : ΣM∗ → ΣΩΣM∗ is an isomorphism. Define ε˜M∗ : ΩΣM∗ → M∗ by
ε˜M∗ = Σ−1η˜−1ΣM∗ . Obviously, Σε˜M∗ η˜ΣM∗ = idΣM∗ . By the naturality of λ and the
definition of ε˜, we have
Σ(ε˜ΩM∗Ωη˜M∗)η˜M∗ = Σε˜ΩM∗(ΣΩη˜M∗)η˜M∗ = η˜−1ΣΩM∗ η˜ΣΩM∗ η˜M∗ = η˜M∗ .
Hence ε˜ΩM∗Ωη˜M∗ = idΩM∗ and Ω is the left adjoint of Σ.
Let
M∗
εM∗←−− B∗0 ∂1←− · · ·
∂n−1←−−− B∗n−1 ∂n←− B∗n
∂n+1←−−− · · ·
be the bar resolution of M∗ . Consider chain complexes
B. = (B∗n, ∂n)n∈Z, ΦB. = (ΦB
∗
n,Φ(∂n))n∈Z and ΣΩB. = (ΣΩB
∗
n,ΣΩ(∂n))n∈Z.
We denote by λ. : ΦB. → B. and η. : B. → ΣΩB. the chain maps given by the λB∗n
and ηB∗n , respectively. Since
0→ ΦB∗n
λB∗n−−→ B∗n
ηB∗n−−→ ΣΩB∗n → 0
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is exact by Proposition 3.12. we have a short exact sequence of complexes
0→ ΦB. λ.−→ B. η.−→ ΣΩB.→ 0.
Consider the long exact sequence associated with this short exact sequence. Clearly, Φ
is an exact functor. We deduce that ΣHn(ΩB.) = Hn(ΣΩB.) is trivial and that there is
an exact sequence
0→ ΣH1(ΩB.) = H1(ΣΩB.)→ ΦM∗ λM∗−−→ M∗ ηM∗−−→ ΣΩM∗ → 0.
Thus ΩnM∗ = Hn(ΩB.) is trivial if n > 1 and Ω1 defined above is the first left derived
functor of Ω.
4 Unipotent group scheme
For a commutative ring k , we denote by Alg∗k the category of graded k–algebras and
by hA∗ the functor represented by an object A∗ of Algk . We denote by Gr the category
of groups.
For a Hopf algebra A∗ , let us denote by A∗ the dual Hopf algebra, that is, An is the dual
vector space HomK(An,K) and A∗ =
∑
n∈Z An . We assume that A
∗ is finite type and
that An = 0 for n < 0.
For a filtration F = (FiA∗)i∈Z of A∗ , define the dual filtration F∗ = (FiA∗)i∈Z on A∗ by
FiAn = Ker
(
κi+1 : An = HomK(An,K)→ HomK(Fi+1An,K)
)
Here, κi : FiAn → An denotes the inclusion map. Note that the dual of the dual filtration
F∗ is identified with F.
We list conditions on the dual filtration.
Condition 4.1 Let µ∗ : A∗ → A∗ ⊗ A∗ (resp. δ∗ : A∗ ⊗ A∗ → A∗ ) be the coproduct
(resp. product) of A∗ .
(1) (E1∗ ) FiA∗ = {0} if i < 0.
(2) (E2∗ )
⋃
i∈Z FiA∗ = A∗ .
(3) (E3∗ ) FiA∗ ’s are left coideals of A∗ (that is, µ∗(FiA∗) ⊂ A∗ ⊗ FiA∗ ) for i ∈ Z.
(4) (E4∗ ) µ∗(FiAk) ⊂
∑
j∈Z Fj+iAk−j ⊗ Aj for i, j ∈ Z.
(5) (E5∗ ) δ∗(FjA∗ ⊗ FkA∗) ⊂ Fj+kA∗ for j, k ∈ Z.
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(6) (E6∗ ) Ek2i+εA∗ = {0} (i, k ∈ Z, ε = 0, 1) holds if k < 2i(p − 1) + ε or
2i + ε+ k 6≡ 0, 2 modulo 2p.
(7) (E7∗ ) dim E2i(p−1)+ε2i+ε A
∗ = 1 for i ≥ 0, ε = 0, 1.
It is easy to verify the following fact.
Proposition 4.2 (Yamaguchi [8]) For l = 1, 2, 3, 4, 5, 6, 7, F satisfies the condition
(El) if and only if F∗ satisfies (El∗ ).
For a prime p, we define a graded Hopf algebra A(p)∗ over a prime field Fp as follows.
As an algebra, we put
A(p)∗ = E(xi1| i ≥ 2)⊗ Fp[xij| i > j ≥ 2] if p 6= 2, A(2)∗ = F2[xij| i > j ≥ 1].
We assign the generators xij degrees as follows.
deg xij =
{
2pi−2 − 1 i ≥ 2, j = 1
2pj−2(pi−j − 1) i > j ≥ 2 if p 6= 2
deg xij = 2j−1(2i−j − 1) if p = 2.
Define the coproduct µ∗ and the counit η∗ of A(p)∗ by
µ∗(xij) = xij ⊗ 1 +
i−1∑
k=j+1
xik ⊗ xkj + 1⊗ xij, η∗(xij) = 0.
Then, A(p)∗ is a commutative Hopf algebra and its conjugation (canonical anti-
automorphism) ι∗ is given by
ι∗(xij) = −xij −
i−1∑
k=j+1
xikι∗(xkj).
Hence the affine scheme hA(p)∗ represented by A(p)∗ takes its values in the category of
groups, namely, hA(p)∗ : Alg∗Fp → Gr is an affine group scheme.
Remark 4.3 For a positive integer n and a graded Fp –algebra R∗ , let Un(R∗) be a set
of n× n unipotent matrices A whose (i, j)th entry aij satisfies
aij ∈
{
R2p
i−2−1 i ≥ 2, j = 1
R2p
j−2(pi−j−1) i > j ≥ 2 if p 6= 2
aij ∈ R2j−1(2i−j−1) if p = 2
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and a11 = a22 = · · · = ann = 1, aij = 0 if i < j. Then, Un(R∗) is a group by
the multiplication of matrices. Hence we have a Fp –group functor Un : Alg∗Fp →
Gr . On the other hand, let A(n)(p)∗ be the Hopf subalgebra of A(p)∗ generated by
{xij| 1 ≤ j < i ≤ n}. For a map f : A(n)(p)∗ → R∗ of graded K –algebras, we denote
by Af the element of Un(R∗) whose (i, j)th component is f (xij) if i > j. Define a
map θnR∗ : hA(n)(p)∗(R
∗)→ Un(R∗) by θnR∗(f ) = Af . It is easy to verify that θnR∗ is an
isomorphism groups and we have a natural equivalence θn : hA(n)(p)∗ → Un .
If A = (aij) ∈ Un+1(R∗), let A′ be the n × n matrix whose (i, j)th component is aij .
Then A′ ∈ Un(R∗) and we define a morphism pin : Un+1 → Un by pinR∗(A) = A′ . Let
U∞ be the limit of the inverse system(
Un+1
pin−→ Un
)
n=1,2,....
The morphism ι∗n : hA(n+1)(p)∗→hA(n)(p)∗ induced by the inclusion map ιn : A(n)(p)∗ →
A(n + 1)(p)∗ satisfies θnι∗n = pinθn+1 . Since A(p)∗ is the colimit of the direct system(
A(n)(p)∗
ιn−→ A(n + 1)(p)∗
)
n=1,2,...,
it follows that the θn induce a natural equivalence θ∞ : hA(p)∗ → U∞ . Thus, A(p)∗
represents the group scheme of “infinite dimensional unipotent matrices".
In order to relate A(p)∗ with the dual Steenrod algebra Ap∗ , we consider representation
of an affine group scheme.
Definition 4.4 Let V∗ be a finite dimensional vector space over K . Define a functor
FV∗ : Alg∗K → E∗ by FV∗(R∗) = V∗ ⊗ R∗ . We regard FV∗(R∗) as a right R∗–module.
We denote by V∗n the graded vector space over Fp such that dim Vkn = 1 for k =
−1,−2, . . . ,−2pi, . . . ,−2pn−2 and Vkn = {0} otherwise if p 6= 2, dim Vkn = 1 for
k = −1,−2, . . . ,−2i, . . . ,−2n−1 and Vkn = {0} otherwise if p = 2. Let vk be a base
of Vkn for k such that dim V
k
n = 1.
Define αnR∗ : FV∗n (R
∗)× Un(R∗)→ FV∗n (R∗) by
αnR∗(vj ⊗ 1, (aij)) =
n∑
i=1
vi ⊗ aij
so that Un(R∗) acts R∗–linearly on FV∗n (R
∗). Hence FV∗n is a right Un –module, in other
words, αn : FV∗n × Un → FV∗n is a representation of Un on V∗n .
Let ϕn : V∗n → V∗n ⊗ A(n)(p)∗ be the map defined by
ϕn(vj) = αnA(n)(p)∗(vj ⊗ 1, (xij)) = vj ⊗ 1 +
n∑
i=j+1
vi ⊗ xij.
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Here, we put xjj = 1 and xij = 0 if i < j. Then, ϕn is a right comodule structure map
of V∗n . Composing the map idV∗n ⊗κn : V∗n ⊗ A(n)(p)∗ → V∗n ⊗ A(p)∗ induced by the
inclusion map κn : A(n)(p)∗ ↪→ A(p)∗ to ϕn , V∗n is regarded as a right A(p)∗–comodule.
We change the gradings of the mod p cohomology group H∗(X) of a space X by
replacing Hn(X) by H−n(X) so that the Milnor coaction ψX : H∗(X)→ H∗(X)⊗̂Ap∗
preserves degrees. Recall that the Milnor coaction on the mod p cohomology group of
BZ/pZ is a homomorphisms of algebras given as follows.
ψ(t) = t ⊗ 1−
∑
k≥0
sp
k ⊗ τk and ψ(s) =
∑
k≥0
sp
k ⊗ ξk if p 6= 2,
where H∗(BZ/pZ) = E(t)⊗ Fp[s] (t ∈ H−1(BZ/pZ), s ∈ H−2(BZ/pZ)).
ψ(t) =
∑
k≥0
t2
k ⊗ ζk if p = 2,
where H∗(BZ/pZ) = F2[t] (t ∈ H−1(BZ/2Z)). We identify V∗n with a subspace of
the mod p cohomology group of the (2pn−2 + 1)–skeleton (resp. 2n−1 –skeleton) of
BZ/pZ spanned by {t, s, sp, . . . , spn−2} (resp. {t, t2, . . . , t2n−1}) if p 6= 2 (resp. p = 2).
Put v1 = t and vj = sp
j−2
(j = 2, 3, . . . , n) if p 6= 2 and vj = t2j−1 (j = 1, . . . , n) if
p = 2. By the above equality, we have
ψ(v1) = v1 ⊗ 1−
n∑
i=2
vi ⊗ τi−2, ψ(vj) =

n∑
i=j
vi ⊗ ξp
j−2
i−j (2 ≤ j ≤ n) if p 6= 2,
n∑
i=j
vi ⊗ ζ2j−1i−j if p = 2.
Hence the map ρp : A(p)∗ → Ap∗ given by ρp(xi1) = −τi−2 , ρp(xij) = ξp
j−2
i−j (j ≥ 2) if
p 6= 2 and ρ2(xij) = ζ2j−1i−j if p = 2 is a map of Hopf algebras and the composition
V∗n
ϕn−→ V∗n ⊗ A(n)(p)∗ id⊗κn−−−−→ V∗n ⊗ A(p)∗
id⊗ρp−−−→ V∗n ⊗Ap∗
coincides with the Milnor coaction (See Yamaguchi [8] for details).
Remark 4.5 Since ρp(xs+2 1) = −τs , ρp(xs+2 2) = ξs and ρ2(xs+1 1) = ζs , ρp is
surjective. Hence the affine group scheme represented by Ap∗ is regarded as a closed
subgroup scheme of U∞ .
The kernel of ρp is the ideal generated by {xij − xp
j−2
i−j+2 2| i > j ≥ 3} if p 6= 2 and
{xij − x2j−1i−j+1 1| i > j ≥ 2} if p = 2.
Geometry & TopologyMonographs 10 (2007)
On excess filtration on the Steenrod algebra 447
Let FiA(p)∗ be the subspace of A(p)∗ spanned by{
xk11xk21 · · · xkm1xi1j1xi2j2 · · · xinjn
∣∣∣∣ j1, j2, . . . , jn ≥ 2,m + 2 n∑
l=1
pjl−2 ≤ i
}
,
if p 6= 2 and FiA(2)∗ be the subspace of A(2)∗ spanned by{
xi1j1xi2j2 · · · xinjn
∣∣∣∣ n∑
l=1
2jl−1 ≤ i
}
.
By this definition and Proposition 1.14, it is easy to verify the following assertions.
Proposition 4.6
(1) The filtration
(
FiA(p)∗
)
i∈Z on A(p)∗ satisfies the conditions (E1
∗ )∼(E6∗ ).
(2) ρp
(
FiA(p)∗
)
= FiAp∗ .
It follows from Proposition 4.2 that the dual filtration
(
FiA∗(p)
)
i∈Z on the dual Hopf
algebra A∗(p) of A(p)∗ satisfies the conditions (E1)∼(E6). Note that the Steenrod algebra
Ap is a Hopf subalgebra of A∗(p) .
However,
(
FiA(p)∗
)
i∈Z does not satisfy the condition (E7
∗ ). In fact, the following fact
can be shown.
Proposition 4.7 If p is an odd prime, then for s = 0, 1, 2, . . . and ε = 0, 1,{
xε21
∏
j≥2
xmjj+1 j
∣∣∣∣ ∑
j≥2
mjpj−2 = s
}
is a basis of E2s(p−1)+ε2s+ε A
∗
(p) . For s = 0, 1, 2, . . . ,{∏
j≥1
xmjj+1 j
∣∣∣∣ ∑
j≥2
mj2j−1 = s
}
is a basis of EssA
∗
(2) .
A Appendix
Here we make an observation on the group scheme represented by the dual Steenrod
algebra Ap∗ .
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Let A˜p∗ be the polynomial part of Ap∗ (hence A˜2∗ = A2∗ ). G Nishida observed that
A˜p∗ represents the functor Γ˜ : Alg∗Fp → Gr defined by
Γ˜ (R∗) = {f (X) ∈ R∗JXK−2| f (X + Y) = f (X) + f (Y), f (0) = 0, f ′(0) = 1},
that is, Γ˜ (R∗) is the group of strict automorphisms of the additive formal group law Ga
over R∗ . (We regard R∗JXK as a graded ring with deg X = −2.)
In fact, for a morphism ϕ : A˜p∗ → R∗ of graded rings, put
fϕ(X) =
∑
i≥0
ϕ(ξi)Xp
i
(ξ0 = 1).
Then, it follows from Milnor [5, Theorem 3] that the correspondence ϕ 7→ fϕ(X) gives
a natural equivalence hA˜p∗ → Γ˜ .
This fact also has a geometric explanation as follows. Let α : MU∗ → Fp be the
map that classifies the additive formal group law over Fp . Then, the pull-back
of the groupoid scheme represented by the Hopf algebroid (MU∗,MU∗MU) along
hα : hFp → hMU∗ is the stabilizer group scheme of the additive formal group law and
it is represented by Fp ⊗MU∗ MU∗MU ⊗MU∗ Fp (Yamaguchi [9]). Since α factors
through the canonical map MU∗ → BP∗ , Fp ⊗MU∗ MU∗MU ⊗MU∗ Fp is isomorphic to
Fp ⊗BP∗ BP∗BP⊗BP∗ Fp ∼= A˜p∗ .
We assume that p is an odd prime below. Define a functor Γ : Alg∗Fp → Gr as follows.
For R∗ ∈ ObAlg∗Fp , we consider an object R∗[ε]/(ε2) (deg ε = −1) of Alg∗Fp . Let
Γ (R∗) be the set of automorphisms f : Ga → Ga over R∗[ε]/(ε2) such that f ′(0)− 1 ∈
(ε). The group structure of Γ (R∗) is given by the composition of automorphisms. If
ϕ : R∗ → S∗ is a homomorphism of graded algebras, Γ (ϕ) : Γ (R∗) → Γ (S∗) maps
f (X) =
∑
i≥0(ai + biε)X
pi to
∑
i≥0(ϕ(ai) + ϕ(bi)ε)X
pi .
Proposition A.1 The affine group scheme hAp∗ represented by Ap∗ is isomorphic to
Γ .
Proof We define a natural transformation θ : hAp∗ → Γ as follows. For R∗∈ObAlg∗Fp
and ϕ ∈ hAp∗(R∗), we set θ∗R(ϕ) =
∑
i≥0(ϕ(ξi) +ϕ(τi)ε)X
pi . It follows from Milnor [5,
Theorem 3] that θ is a natural transformation. We can verify easily that θ is a natural
equivalence.
Thus Γ is regarded as a closed subscheme of U∞ .
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