Complex biological systems can be described as a multitude of cell-cell interactions (CCIs). Recent single-cell RNA-sequencing technologies have enabled the detection of CCIs and related ligand-receptor (L-R) gene expression simultaneously. However, previous data analysis methods have focused on only one-to-one CCIs between two cell types. To also detect many-to-many CCIs, we propose scTensor, a novel method for extracting representative triadic relationships (hypergraphs), which include (i) ligand-expression, (ii) receptor-expression, and (iii) L-R pairs. When applied to simulated and empirical datasets, scTensor was able to detect some hypergraphs including paracrine/autocrine CCI patterns, which cannot be detected by previous methods.
their functions. Nevertheless, more sophisticated methodologies are still required, 1 because CCI is the difference between the whole system and sum of their parts. sion profiles [26, 31] , original interaction scores between L-R coexpression [39] , or 15 hypothetical test based on random cell-type label permutation [29, 32, 37, 55] .
16
All the approaches described above implicitly suppose that CCIs are the one-to-17 one relationships between two cell types and that the corresponding L-R coexpres- 18 sion is observed as the cell-type-specific manner. In real empirical data, however, 19 the situation can be more complex; CCIs often exhibit many-to-many relationships 20 involving many cell types, and an particular L-R pair can also function across mul-21 tiple cell-type pairs. Therefore, in this work, we propose scTensor, which is a novel 22 method based on a tensor decomposition algorithm. Our method regards CCIs as 23 hypergraphs and extracts some representative triadic relationship from the data 24 tensor, which includes (i) ligand-expressing cell types, (ii) receptor-expressing cell 25 types, and (iii) L-R pairs. 26 product) of the two vectors is then calculated, and a matrix is generated. The matrix 1 can be considered as the similarity matrix of all possible cell-type combinations 2 using the L-R pair. Finally, for each L-R pair, the matrix is calculated, and a tensor 3 is generated as the combined matrices. In this work, this is called the CCI-tensor.
4
After the construction of a CCI-tensor, we perform non-negative Tucker decompo-5 sition (NTD [57, 58] ), which is known as a tensor decomposition algorithm. We orig-6 inally implemented this algorithm and confirmed its convergence within a realistic 7 number of iterations (for more details, see Additional File 3). NTD assumes that the 8 CCI-tensor can be approximated by the summation of some representative CaH s.
9
NTD has the three rank parameters (R1, R2, and R3) and a CaH is calculated as 10 the outer product of the column vectors of three factor matrices A (1) ∈ R J×R1 ,
11
A (2) ∈ R J×R2 , and A (3) ∈ R K×R3 calculated by NTD ( Figure 1c ). Each CaH -
12
strength is calculated by the core tensor G(r1, r2, r3) ∈ R R1×R2×R3 of NTD. In this 13 work, each CaH is termed CaH(r1, r2, r3) = A
:r1 • A
:r2 • A
:r3 ∈ R J×J×K , where data-driven way without the assumption of one-to-one CCIs. Therefore, it can also 19 detect many-to-many CCIs according to the data complexity.
20
Results and discussion
21
Evaluation of multiple CCI prediction
22
Accuracy of the detection of CCIs and the related L-R pairs
23
Here, we demonstrate the efficacy of scTensor by using the two simulation datasets 24 (Figure2a). Three different cell types are indicated as "A", "B", and "C". In the case
25
I dataset, all CCIs represent the one-to-one relationships between two cell types.
26
CCIs corresponding to A → B, B → C, and C → A are colored by red, blue, and 27 green, respectively. In contrast, the CCIs in the case II dataset represent many-to- Again, note that the CaH s detected by scTensor are not just CCIs, but sets of
10
CCIs and their related L-R pairs. To the best of our knowledge, the label permu- the L-R gene expression pairs are not always the cell-type specific, and it is more 8 natural that the CCI corresponding to the L-R has a many-to-many relationship.
9
This simulation shows that scTensor is a more general method for detecting CCIs
10
and their related L-R pairs at once, irrespective of whether a particular CCI is 11 one-to-one or many-to-many.
12
Biological interpretation of real datasets
13
To demonstrate the efficacy of scTensor in the analysis of empirical datasets, we 14 applied scTensor to four real scRNA-seq datasets ( result suggests that scTensor may also be useful in spatial transcriptomics [61, 62] . share their results with collaborators or to develop an exhaustive CCI database.
21
We have already performed scTensor analyses using a wide-variety of scRNA- 
23
Simulation datasets
24
The simulated single-cell gene expression data were sampled from the negative bi- expression values were randomly converted to 0 based on this dropout probability.
11
For the setting of the case I datasets, 150 × 150 × 500 CCI-tensor was constructed.
12
For each cell type, 50 cells were established, and in total, three cell types were set.
13
For L-R set 1 (red), 50 L-R pairs were established, and the cell-type-wise ligand and Real datasets
7
The gene expression matrix and cellular labels for Germline Female and Germline Male 8 scRNA-seq data were retrieved from the GEO database (GSE86146), and only 
Construction of CCI-tensor

22
Here we assume that a data matrix Y ∈ R I×H is the gene expression matrix of scRNA-seq, where I is the number of genes and H is the number of cells. Next, the matrix Y is converted to cell-type mean matrix X ∈ R I×J , where J is the number of mean vectors for each cell type. The cell-type label is supposed to be specified by user's prior analysis such as clustering or confirmation of marker gene expression.
The relationship between the X and Y is described as below:
where the matrix A ∈ R H×J converts cellular-level matrix Y to cell-type-level matrix X and each element of A is
1/n j (h-th cell belongs to j-th cell type)
where n j is the number of cells belonging to j's cell type. Finally, a J × J matrix is calculated as the outer product of x L and x R and 5 incrementally stored as a sub-tensor (frontal slice) of the CCI-tensor χ ∈ R J×J×K 6 as below:
where K is the number of L-R pairs found in the row names of matrix X.
8
CANDECOMP/PARAFAC and Tucker decomposition 9
Here, we suppose that the CCI-tensor has some representative triadic relationship.
10
To extract the triadic relationships from a CCI-tensor, here we consider perform- 
13
In CP decomposition, CCI-tensor χ is decomposed as follows:
:r • A
:r • A 
where × n is mode-n product, R is the rank of χ, and Λ is diagonal cubical tensor, 
:r , A
:r , and A
:r in each r 10 is one-to-one. This constraint is sometimes too strict and unnatural for biological pair cannot be part of other CCIs.
15
To deal with this problem, the application of Tucker decomposition can be considered next. In Tucker decomposition, a CCI-tensor is decomposed as follows:
:r3
subject to A
:r1 = A
:r2 = A
:r3 = 1,
where R1, R2, and R3 are the rank of mode-1,2, and 3, respectively. and which cell type is not.
For the above reason, here we utilize NTD. Unlike Tucker decomposition based on singular value decomposition (SVD), NTD is based on non-negative matrix factorization (NMF), which is another matrix decomposition method. NMF is formalized as follows:
The typical algorithm for optimizing the NMF problem is multiplicative updating (MU) [58] . Two widely used forms are considered. The first form is minimization problem of Euclidean distance (min X − W H Euclid ), where H and W are iter-atively updated by considering Gaussian noise:
where * is the element-wise (Hadamard) product. The second form is a minimization problem of Kullback-Leibler (KL) divergence (min X − W H KL ), where H and W are iteratively updated by considering Poisson noise:
These update rules are derived from the element-wise gradient descent with the To extend the KL form of MU to NTD, we consider iterative updating is as follows:
Additionally, the updating rule for core tensor G is:
where is a small value included to avoid generating negative values. In the 1 nnTensor, 1e-10 is used. were selected as CaH (r1, r2, r3) = A
:r3 .
11
To enhance the interpretation, each column vector is binarized in advance by 12 two-class hierarchical clustering using Ward's minimum variance method, and only (r1 ∈ {1..R1}, r2 ∈ {1..R2}, r3 ∈ {1..R3}), CCI-strength is defined as follows:
:r2 • A types. This process generates 1,000 of synthetic L-R coexpression matrices and these 6 are used to generate the null distribution, that is, in a combination of cell types, the 7 proportion of the means which are "as or more extreme" than the observed mean 8 is the calculated as P -value.
9
Availability and requirements
10
• scTensor: https://bioconductor.org/packages/devel/bioc/html/scTensor.html
11
• nnTensor: https://cran.r-project.org/web/packages/nnTensor/index.html
12
• LRBase. Some cell images used in Figure 1 were previously presented by c 2016 DBCLS TogoTV. We thank Dr. Yoshihiro 7 Taguchi for discussions about the algorithms. We thank Mr. Akihiro Matsushima for their assistance with the IT 8 infrastructure for the data analysis. We are also grateful to all members of the Laboratory for Bioinformatics Stephenson, E., Polanski, K., Goncalves, A., Gardner, L., Holmqvist, S., Henriksson, J., Zou, A., Sharkey, A.M., 
:r1 represents the ligand expression pattern, A
:r2 represents the receptor expression pattern, and A (3) :r3 represents the related L-R pairs pattern.
