Abstract. We prove that in a metric measure space X, if for some p ∈ (1, ∞) there are uniform bounds (independent of the measure) for the weak type (p, p) of the centered maximal operator, then X satisfies a certain geometric condition, the Besicovitch intersection property, which in turn implies the uniform weak type (1, 1) of the centered operator.
Introduction
It is well known that the centered maximal operator M µ is of weak type (1,1) for arbitrary, locally finite Borel measures µ on R d , with bounds exponential in d but independent of the measure, because of the Besicovitch covering theorem.
Here we show, in the context of metric measure spaces (X, d, µ) , that the full force of the theorem is not needed; in fact, the exact condition is given by the Besicovitch intersection property, described next. Definition 1.1. A collection C of balls in a metric space (X, d) is a Besicovitch family if for every pair of distinct balls B(x, r), B(y, s) ∈ C, x / ∈ B(y, s) and y / ∈ B(x, r). Denote by BF (X, d) the collection of all Besicovitch families of (X, d). The Besicovitch constant of (X, d) is
which for d ≫ 1 are distinctly smaller than the bounds 2 d holding for cubes. We mention that, letting µ d denote Lebesgue measure restricted to the unit ball, the lower bounds (1 + o(1))1.1547 d ≤ M µ d L 1 →L 1,∞ had already appeared in [Al1, Remark 2.7] . I am indebted to Prof. Javier Pérez Lázaro for his careful reading of this paper, as well as several useful suggestions.
Definitions and general results
We will use B o (x, r) := {y ∈ X : d(x, y) < r} to denote open balls, and B cl (x, r) := {y ∈ X : d(x, y) ≤ r} to refer to metrically closed balls ("closed ball" will always be understood in the metric, not the topological sense). If we do not want to specify whether balls are open or closed, we write B(x, r). But when we utilize B(x, r), we assume that all balls are of the same kind, i.e., all open or all closed. Also, whenever we speak of a ball B, we assume that a suitable center x and a suitable radius r have been chosen, so B = B(x, r) (recall that in general neither centers nor radii are unique).
Definition 2.1. Let (X, d) be a metric space. A Borel measure µ on X is τ -additive or τ -smooth, if for every collection {O α : α ∈ Λ} of open sets, we have
where the supremum is taken over all finite subcollections F = {O α 1 , . . . , O αn } of {O α : α ∈ Λ}. If µ assigns finite measure to bounded Borel sets, we say it is locally finite. Finally, we call (X, d, µ) a metric measure space if µ is a τ -additive, locally finite Borel measure on the metric space (X, d).
The preceding definition includes all locally finite Borel measures on separable metric spaces and all Radon measures on arbitrary metric spaces, so it is more general than other commonly used definitions, cf. [HKST] for instance. From now on we always suppose that measures are locally finite, not identically zero, and that metric spaces have at least two points.
Definition 2.2. Let (X, d, µ) be a metric measure space and let g be a locally integrable function on X. For any subset S ⊂ (0, ∞), the localized centered Hardy-Littlewood maximal operator M S,µ is given by
|g|dµ.
Taking S = (0, ∞), we obtain the centered maximal operator M µ := M (0,∞),µ .
When the radii belong to an open set S, by approximation it does not matter in the definition whether one takes the balls B(x, r) to be open or metrically closed. We will employ the same notation for the maximal operators, specifying which kind of balls we use whenever needed. Also, we often simplify notation by eliminating subscripts when the meaning is clear from the context. For instance, if only one measure µ is being considered, we may write M instead of M µ . We use M µ L p →L p,∞ to denote the weak type (p, p) "norm" of M µ , and M µ L p →L p to denote its operator norm on L p . The Besicovitch intersection property appears in [LeRi] , where it is called the weak Besicovitch covering property. Our change in terminology is motivated by the fact that this property says nothing about sets to be covered; instead, given a Besicovitch family, it controls the cardinality of the intersections at any given point. In [LeRi] the presentation is local: (X, d) has the Besicovitch intersection property with constant L, if there exists an integer L ≥ 1 such that for every intersecting Besicovitch family C (so ∩C = ∅) the cardinality of C is bounded by L.
Remark 2.3. To see the equivalence of both formulations, just note that given any Besicovitch family C and any z with B(x,r)∈C 1 B(x,r) (z) > 0, the set {B(x, r) ∈ C : z ∈ B(x, r)} is an intersecting Besicovitch family. 
Proof. By Theorem 2.10 below it is enough to prove the result for weighted finite sums of Dirac deltas. This is done in Lemma 2.6. 
2) For every finite weighted sum of Dirac deltas
We reorder this finite collection of balls by non-increasing radii; to avoid more subscripts, we also relabel the chosen balls as B(y 1 , s 1 ), . . . , B(y J , s J ), so s i ≥ s i+1 and {y 1 , . . . , y J } is just a permutation of {M µ f > t} ∩ {x 1 , . . . , x N }. Then we apply the standard selection procedure: let B(y i 1 , s i 1 ) := B(y 1 , s 1 ) be the ball with largest radius, let B(y i 2 , s i 2 ) be the first ball in the list with y i 2 / ∈ B(y 1 , s 1 ), and supposing that B(y i 1 , s i 1 ), . . . , B(y i k , s i k ) have been chosen, if all the centers y i have already been covered the process stops; otherwise, we let B(y i k+1 , s i k+1 ) be the first ball in the list with
. In this way, we obtain a Besicovitch family C ′ = {B(y i 1 , s i 1 ), . . . , B(y i I , s i I )} that covers the set {y 1 , . . . , y J }. By the Besicovitch intersection property, B(y,s)∈C ′ 1 B(y,s) ≤ L, and since µ ({M µ f > t} \ {y 1 , . . . , y J }) = 0, we have
For 2) =⇒ 1), we prove that if C is an intersecting Besicovitch family in (X, d) of cardinality > L, then there exists a discrete measure µ c with finite support, for which
We may suppose that C = {B(x 1 , r 1 ), . . . , B(x L+1 , r L+1 )} by throwing away some balls if needed. Let y ∈ ∩C, and for 0 < c ≪ 1, define
Theorem 2.10 below states that weighted finite sums of Dirac deltas suffice to witness poor bounds, or equivalently, that uniform bounds on finite discrete measures with finite support, extend to uniform bounds on arbitrary (τ -additive locally finite) Borel measures. Note that M µ L 1 →L 1,∞ is not assumed to be finite in either Lemma 2.9 or in Theorem 2.10. Next we state three lemmas, some parts of which are well known in the absence of localization. The first one follows by a standard approximation argument, so the proof is omitted. From now on, it will be more convenient to use closed balls.
Proof. If O t,u is empty there is nothing to show, so suppose otherwise. Choose x ∈ O t,u and r ∈ (s, S) such that
f dµ > t and µB cl (x, r) > u.
Select 0 < δ < r with r + δ < S and µB cl (x, r + δ) < (1 + ε)µB cl (x, r) (here we use that balls are metrically closed). Let y ∈ B o (x, δ/2). Then
so µB cl (y, r + δ/2) > u and
, and a simple function
Proof. The argument proceeds by using several standard reductions to simpler cases.
An additional approximation argument tells us that for some T ≫ 1, M µ can be replaced in the above inequality by its localized variant M (0,T ),µ . Clearly, we only need to consider what happens inside B o (y, R + T ) to determine the behavior of M (0,T ),µ in B o (y, R), so there is no loss in assuming that h vanishes identically outside B o (y, R + T ). Next we show that h can be suitably approximated by a simple function f , that is, of the form f = J i=1 c i 1 S i , where the S i are disjoint Borel sets contained in B o (y, R + T ), and the coefficients c i are strictly positive. If h is bounded then the result is clear, for given any ε > 0 we can always find a simple function f = f 1 B o (y,R+T ) such that 0 ≤ h ≤ f and f 1 < (1 + ε) h 1 . If h is unbounded, we choose H ≫ 1 so that the truncation h ∧ H := min{h, H} is sufficiently close to h (and then we are back to the previous case) as follows. Note that
O t+1/m,1/n is defined as in Lemma 2.8, (3). Using the fact that the sets O t+1/m,1/n are open (hence measurable) given ε > 0 there is an N ≫ 1 such that
For each x contained in the set (x,rx) hdµ.
Recall that since h ∈ L 1 , for every δ 1 > 0 there is a δ 2 > 0 such that if µA < δ 2 , then A hdµ < δ 1 . Take δ 1 < 1/N 2 , choose the corresponding δ 2 , and let H ≫ 1 be such that µ{h > H} < δ 2 . Then we have that if
Theorem 2.10. Let (X, d) be a metric space. If there is a τ -additive, locally finite Borel
Proof. By the preceding lemmas, it is enough to show that given ε > 0, R, T > 0, t > 0, y ∈ X, and a simple function 0 ≤ f ∈ L 1 (µ) vanishing outside B o (y, R + T ), it is possible to select a finite discrete measure ν := m i=i a i δ w i , with
where the localized maximal operators are defined using metrically closed balls.
f dµ, and choose 0 < δ x < T so that µB cl (x, r x + δ x ) < (1 + ε)µB cl (x, r x ). It follows from Lemma 2.8 that O t is open; we select very small radii 0 < s x < min{r x , δ x }/2 so that for each x, we have
by τ -additivity we can pick a finite collection of centers x 1 , . . . , x n in O t such that
where the S i are disjoint Borel subsets of B o (y, R+T ), and the coefficients c i are strictly positive. The next step consists in defining a suitable finite subalgebra A on B o (y, R + T ). We let A be generated by the sets S i defining f , for 1 ≤ i ≤ J, together with B o (y, R), B o (y, R + T ), O t , and the finite collection of balls B cl (x i , u i ), where u i takes each of the three values s x i , r x i and r x i + δ x i , for 1 ≤ i ≤ n.
Given z ∈ B
o (y, R + T ), let P z := ∩{A ∈ A : z ∈ A}. The sets P z are the atoms of A, so they yield a finite partition {P 1 , . . . , P m } of B o (y, R + T ) by non-empty measurable sets. Also, we may assume that for each 1 ≤ i ≤ m, µP i > 0, for otherwise we simply disregard a finite number of sets of measure zero. Since each P i cannot be split into smaller sets belonging to A, the value of any measure on A is completely determined by its value on these atoms. Choose representatives w i ∈ P i , 1 ≤ i ≤ m, and set ν{w i } = µP i . Then ν = µ on A, and since ν is a discrete measure, it is defined for all subsets of X.
By the A-measurability of f and of the balls
We claim that for ν-almost very point in
, the inequality (1+ε)M (0,T ),ν f > t holds. This yields the result, since then
To see why the claim is true, recall that the representatives w i constitute the support of ν.
A modification of the proof of 2) =⇒ 1) in Lemma 2.6, shows that for any p ∈ (1, ∞), the uniform weak type (p, p) already implies the Besicovitch intersection property. Recall that the floor function ⌊x⌋ denotes the integer part of x.
Theorem 2.11. Let (X, d) be a metric space. Each of the following statements implies the next:
1) There exist a p with 1 < p < ∞ and an integer N ≥ 1, such that for every discrete, finite Borel measure µ with finite support in X, the centered maximal operator associated to
2) (X, d) has the Besicovitch intersection property with constant ⌊p
Consequences for R d
Again we take balls to be closed. Recall that L(R d , · ) denotes the Besicovitch constant of (R d , · ). The definition of strict Hadwiger number comes from [MaSw, p. 123] , but this notion had been used before. 
cl (x n , r n )} be an intersecting Besicovitch family in R d of maximal cardinality. Choose y ∈ ∩C, and let r y := min{ x 1 − y , . . . , x n − y }. By a dilation and a translation, if needed, we can assume that y = 0 and r y = 1. We claim that all the balls in C ′ := {B cl (2x 1 / x 1 , 1), . . . , B cl (2x n / x n , 1)} are disjoint, and clearly they touch B cl (0, 1), so n ≤ H * (d, · ). To check the claim it is enough to verify that any two centers 2x i / x i and 2x j / x j are at distance > 2, or equivalently, that any two vectors in the spherical code {x 1 / x 1 , . . . , x n / x n } are at distance > 1. So choose a pair of centers x i and x j of balls from C, with, say, x i ≥ x j . Since x i − x j > x i , using the lower bound for the angular distances from [Ma, Corollary 1.2], we get
For the other direction, each set of unit vectors S satisfying x − y > 1 for all x, y ∈ S with x = y, defines an intersecting Besicovitch family {B cl (x, 1) :
In R d there is "plenty of room", so it is possible to construct a measure µ for which the supremum is attained.
Proof. Given · , by rescaling if needed we may assume that e 1 = 1. Then we argue as in the proof of Lemma 2.6: choose a spherical code {x 1 , . . . , x N } of cardinality H * (d, · ), with minimal separation strictly larger than 1. For n ≥ 1, set µ n := n −1 δ 3ne 1 + N i=1 δ x i +3ne 1 , and let µ := ∞ n=1 µ n . Note that the measure µ in the preceding result can be chosen to be finite, by assigning suitable weights to the measures µ n . Next we consider the specific cases of the centered maximal function defined using cubes with sides parallel to the axes (ℓ ∞ balls) and using euclidean balls (ℓ 2 balls). 
Proof. It is enough to check that H * (d, · ∞ ) = 2 d , something that is both well known and easy to see. The inequality H * (d, · ∞ ) ≥ 2 d follows by placing translates of the unit cube touching the central cube only at the vertices, and the other direction follows by noticing that any cube touching the central cube must touch some vertex. A more general result can be found in [Ta, Lemma 3.1] .
It is well known that the best uniform bound in one dimension for the uncentered maximal operator is 2, cf. [CaFa, Formula (6) ]. Since L(R, · ∞ ) = L(R, · 2 ) = 2, the same uniform bound holds for both the centered and the uncentered operators in dimension 1. But already in dimension 2 (for squares and discs) the standard gaussian measure provides an example where the uncentered maximal operator is not of weak type (1, 1), cf. [Sj] .
Next we consider euclidean balls. In this context, the translative kissing number is just the kissing number, A(d, θ) denotes the maximum number of unit vectors in R d such that for any pair x, y of them, x · y ≤ cos θ, and A
• (d, θ) is defined in the same way, but requiring the inequality to be strict, so x · y < cos θ. Observe that
Corollary 3.5. The sharp uniform bounds for the centered maximal operator on
Asymptotically we have
Proof. The result for dimension 2 follows by choosing the vertices of a regular pentagon inscribed in the unit circumference; note that the vertices of an inscribed regular hexagon yield A(2, π/3) = 6 and the configuration is rigid, so A(2, π/3) > A • (2, π/3) = 5. For d = 3 it is well known that a spherical code of maximal cardinality (12 vectors) can be obtained from the vertices of a regular icosahedron inscribed in the unit sphere. Since the minimal separation between any two vertices of the icosahedron is strictly larger than 1, in this non-rigid case we have 12 = A(3, π/3) = A
• (3, π/3). Regarding the asymptotic bounds, the left hand side in formula (7) comes from [JeJoPe, Theorem 1]; up to constants, it improves previously known bounds by a factor of d. Trivially
Using the estimates in [JeJoPe, Theorem 2] for A(d, θ), when 0 < θ < π/2, we conclude that the lower bounds given in [JeJoPe, Theorem 1] by taking θ = π/3 are also lower bounds for A
• (d, π/3), since for d fixed all the parameters in [JeJoPe, Theorem 2] depend continuously on θ. And the right hand side of (7) follows directly from the upper bounds known for A(d, π/3), cf. [KaLe, Corollary 1, p. 20] , or [CoSl, Formulas (66) and (49)].
Remark 3.6. For d > 3, the exact values of A(d, π/3) presently known are A(4, π/3) = 24 (cf. [Mu] ), A(8, π/3) = 240 and A(24, π/3) = 196560 (cf. [CoSl, p.12 , Table 1 .1]) but additional upper and lower bounds can be found in the literature, cf. [BaVa] for instance. Judging from [SlHaSm, Part 1] , it would appear that A
• (4, π/3) = 22 < 24 = A(3, π/3), but since the minimal separation for 23 unit vectors is given as 60.0000000
• , instead of, say, π/3, and the packings there are only claimed to be "putatively optimal", the actual value of A
• (4, π/3) is not clear to me.
Ignoring the terms that are not exponential in d, the preceding corollary entails that (1 + o(1))1.1547 d ≤ L(R d , · 2 ) ≤ 1.3205 (1+o(1))d , which are the bounds indicated in the introduction. Curiously, the uniform bounds satisfied by the centered operator associated to cubes are smaller than those associated to euclidean balls in dimensions 2, 3, and apparently, 4; in dimension 8 the situation is reversed, since 256 > 240, and for d ≫ 1, the bounds associated to cubes are much larger. Strict Hadwiger numbers for other norms have also been studied, cf. for instance [RoSa] , [Sw] , [Ta] .
Denote by µ d (A) := λ d (A∩B(0, 1)) the Lebesgue measure λ d restricted to the unit ball (any other ball also works) of R d ; the measures µ d provide a concrete family where the exponential factor in the left hand side of (7) is present: by [Al1, Remark 2.7] ,
Regarding the maximal number β d of disjoint collections appearing in the Besicovitch covering theorem in dimension d, it has been studied in [Su] for euclidean balls and in [FuLo] for balls associated to general norms. Specifically, in [Su, Theorem] it is noted that β 2 = 19, β 3 ≤ 87, and asymptotically, β d grows exponentially with d, to base at least 8/ √ 15 and at most 2.641. Thus, the bounds for the centered maximal operator using kissing numbers represent a substantial improvement over the β d 's.
Question 3.7. It would be desirable to have a better understanding of the relationship between L(R d , · 2 ) = A • (d, π/3) and A(d, π/3), a subject that hopefully will be of interest to specialists in spherical codes. For large angles this was solved in [Ra] . In particular, by [Ra, Theorem 1] , A
• (d, π/2) = d + 1 and A(d, π/2) = 2d.
