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For an algebraic function field F/IF, and two divisors G and D of F (where D= P, + ‘.. + P, 
and deg(P,) = 1) Goppa constructed a code C over F,. In the present paper sufficient conditions 
for self-duality resp. self-orthogonality of C are given in terms of the divisors G and D. Several 
examples are presented. 
0. Introduction 
Goppa showed in his fundamental paper [S] how to construct linear codes by 
means of algebraic curves over a finite field 1F,. The main parameters of these 
codes (length, dimension, minimum distance) may easily be interpreted, because 
they have a simple geometric meaning. These codes, which are called ‘geometric 
Goppa codes’, contain the class of ‘classical Goppa codes’ [12,13], which were in- 
troduced by Goppa in 1970. So far, the most interesting application of geometric 
Goppa codes seems to be the construction of families of long codes that are asymp- 
totically better than the Gilbert-Varshamov bound [lo, 14, 171. 
In several papers [4,5,6] Driencourt and Michon investigated certain geometric 
Goppa codes which are defined by elliptic curves over a field of characteristic 2. One 
of their main results is concerned with the question whether these codes are self- 
dual. The aim of our paper is to prove a much more general criterion for self-duality 
of geometric Goppa codes (see Section 3 below). This criterion contains the criterion 
of Driencourt and Michon, and it holds for curves of arbitrary genus over any finite 
field. 
In Section 1 we introduce the notations used in this paper; Section 2 contains 
the definition and elementary properties of geometric Goppa codes. Usually one 
describes these codes in the language of algebraic curves [8,15], but here we use the 
language of algebraic function fields of one variable [2,3]. The main part of our 
paper is Section 3, where we state some criteria for self-duality resp. self-orthogona- 
lity of geometric Goppa codes. Finally, in Section 4, we obtain some classes of 
examples to demonstrate the range of our results. 
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1. Notations 
General references for the algebraic-geometrical background are [2] and [3]; for 
coding theory see [12] and [13]. Let 
- F, 
- F,” 
-F 
-g 
-Q 
- (x)0 
- (XL 
- w 
- ol?) 
- VP 
the finite field with q elements, 
the group of units of lF,, 
a field of algebraic functions of one variable over [F,, such that [F, is 
algebraically closed in F, 
the genus of F, 
the module of differentials of F over [F,, 
the zero divisor of 0 #XE F, 
the pole divisor of O#xeF, 
the principal divisor of 0 #XE F, i.e. (x) = (x)~ - (x),, 
the divisor of a differential 0 z q E Q, 
the valuation of F, which belongs to a place P of F/E,, written additively. 
For a place P of degree one, an element x E F with vp(x) I 0 and a differential q E Q 
let 
x(P) the value of x at P (i.e. x(P)E [F, and vp(x-x(P))>O), 
resp(q) the residue of q at P. 
The divisor group of F is written additively. For a divisor A we have 
- L(A)={xEF/(x)~-A}, 
- Lq‘4)={wd~((w)rA}, 
- dim(A) the dimension of L(A) over [F,, 
_ i(A) the dimension of Q(A) over IF,. 
The Riemann-Roth theorem states that 
dim(A) = deg(A) + 1 - g + i(A) and i(A) = dim( W- A), 
where W is an arbitrary canonical divisor of F (i.e. W= (co) with 0 #o E 0). 
Two divisors A, B are called equivalent, if there is an XE F with A = B + (x). 
Throughout the whole paper, we fix the following situation: 
-P ,, . . . , P,, are pairwise different places of F/IF, of degree one, 
- D=P,+...+P,, 
- Gis a divisor of Fwith v,(G)=0 (i=l,...,n). 
It is not necessary that G is positive (as it is always assumed in [8,11,15]). 
A linear code of length n over IF, is a linear subspace of Ft. There is a canonical 
non-degenerate bilinear form on ‘Fi x Fi, defined by 
((a , ,..., a,),(bl ,..., b,))=a,b,+-..+a,b,. 
For a linear code C of length n, the code 
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C’=(xEF~)(x,z)=O for any zEC} 
is called its dual code. C’ is linear, and we have 
dim(C) + dim(C) = n. 
C is called self-dual if C= C’ ; it is called self-orthogonal (or weakly self-dual, cf. 
[13]), if CC_C’. The weight w(z) of a vector z E FG is the number of its nonzero 
coordinates; the minimum distance d(C) of a linear code C+O is defined by 
d(C)=min{w(z)IOfzEC}. 
An [n, k, d]-code is a linear code of length n, dimension k and minimum distance d. 
2. Geometric Goppa codes 
In this chapter we shall define the geometric Goppa codes by means of an 
algebraic function field FAF, and two divisors G,D of F (observe the assumptions 
on G and D in Section 1). 
Definition. C(G, D) := {@(PI), . . . ,x(P,)) [xEL(G)}. 
Evidently, C(G,D) is a linear code of length 12 over ff,. 
Lemma 2.1. C(G, D) is an [n, k, d]-code with 
k = dim(G) - dim(G - D). 
If k> 0, then we have 
d2 deg(D - G). 
Proof. Consider the surjective linear map p: L(G)-* C(G,D) with q(x) := 
(HP,), .** 3 x(P,,)). The kernel of v, is L(G- D), so dim(C(G, D))= dim(G) - 
dim(G-D). Assume now that k>O. Let d=d(C(G,D)) and XEL(G) such that 
w(q(x)) = d. Then there are exactly n -d places Pi,, . . . , Pinmd in the support of D 
which are zeroes of x, and so 
O+XEL(G-(Pi,+***+P;n ,)). 
We conclude 
OIdeg(G-(P;,+...+Pin_,))=d-deg(D-G). Cl 
Remark 2.2. Let dim(C(G, D))> 0 and 6 :=deg(D- G)>O. Assume there is a 
positive divisor D’ID with the following properties: 
deg(D’)=n-6 and dim(G-D’)>O. 
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Then C(G, D) has minimum distance d = deg(D - G). 
Proof. Choose 0 fx E L(G - 0’). Since deg(G - 0’) = deg(G) - n + 6 = 0, we have 
(x) =D’- G. It follows that the codeword (x(P,), . . . , x(P,)) E C(G, D) has weight 6. 
0 
Definition. C*(G, D) := {(resP, o, . . . , resq o) 1 o E Q(G - D)}. 
The codes C(G,D) and C*(G,D) are called the geometric Goppa codes with 
respect to G and D. 
Lemma 2.3. C*(G, D) is an [n, k*, d*]-code with 
k*=i(G-D)-i(G). 
If k*>O, then we have 
d* L deg(G) - 2g + 2. 0 
We omit the proof of Lemma 2.3; it is similar to Lemma 2.1. 
Theorem 2.4. (Goppa [8]). 
C(G, D)l = C*(G, D). 
Proof. Let x E L(G), o E Q(G - 0). Then 
((XV1 ), . . . 3 HP, N, Wp, cc), . . . , respn a)) 
resp, cc) = i respz(xw) = 0. 
i=l 
(The last equation holds by the residue formula; one has to observe that the only 
poles of XLL) are in the support of D.) Hence, C*(G, D)C C(G, 0)‘. From Lemmas 
2.1 and 2.3 and the Riemann-Roth theorem we have 
dim(C(G, D)) + dim(C*(G, D)) = n, 
so we conclude C*(G, D) = C(G, D)‘. q 
Definition. Let a = (a,, . . . , a,) E (IT,“)” and CC IFi. Then 
a.C:={(a,x, ,..., a,x,)I(x, ,..., x,)EC). 
Obviously, a. C is a linear code iff C is a linear code. These codes have the same 
dimension, the same minimum distance and the same weight distribution. 
Theorem 2.5. Assume W is a canonical divisor of F with up,(W) = - 1 (i = 1, . . . , n). 
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Let H := D - G + W. Then we have up,(H) = 0 (i = 1,. . . , n), and there is an a E (5,“)” 
such that 
C*(G,D)=a. C(H,D). 
One can determine a as follows: Choose a differential n E Q with (n) = W and take 
a := (res,, q, . . . , resP, q). 
Proof. Consider the following commutative diagram: 
L(H) f - !Z’(G-D) 
h 
C(;, D) - C*(;, D) 
The mappings in this diagram are defined as follows: 
f(x) :=W, 
P(X) := (Wr), ..* ,W,)), 
w(w) := (re+, c0, . . . , resq o), 
h(u 1, “‘f u,) := (ut . resp, q, . . . , u, + resq q). 
Observe that f is an isomorphism (by the Riemann-Roth theorem) and q, q~ are sur- 
jective. So h is surjective. Evidently, h is injective, hence an isomorphism. This 
means C*(G, D) = a. C(H, D). q 
Corollary 2.6. One can find a canonical divisor W with the following properties: 
up,(W)=- 1 (i= l,...,n), and C*(G,D)=C(D-G-t W,D). 
Proof. The theorem of independence [3] assures that there is a differential q E Q 
with up,(q)=- 1 and resP,(q)= 1 for i= l,...,n. Take W:=(n). 0 
Corollary 2.7. Let n, H, a be as in Theorem 2.5. Then 
C(G, D)’ =a. C(H, D). 0 
3. Self-orthogonal and self-dual geometric Goppa codes 
The results of Section 2 give a very simple sufficient criterion for self-orthogonality 
resp. self-duality of geometric Goppa codes. 
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Theorem 3.1. Assume there is a canonical divisor W with the properties 
(1) Wz2G-D and (2) o,(W)=-1 (i=l,...,n). 
Then there is an a E (F,“)” such that 
a.C(G,D)cC(G,D)‘. 
One can determine a as follows: Choose n E Q with (n) = W and take a := 
(resPl rl, . . . , resp,, rl). 
Supplement to Theorem 3.1. If one replaces condition (1) in Theorem 3.1 by the 
stronger condition (1’) W = 2 G - D, then 
a.C(G,D)=C(G,D)‘. 
Proof of Theorem 3.1. From the assumption (1) we have 
GcW+D-G=:H. 
Hence L(G) CL(H) and C(G, D) c C(H, 0). By Corollary 2.7 
a.C(G,D)La.C(H,D)=C(G,D)‘. 
The supplement is trivial. 0 
Corollary 3.2. Assume there is a differential n E Q with the following properties: 
(1) (n)r2G-D and (2) resP,~=resq~#O for lli,jln. 
Then C(G, D) is self-orthogonal. 0 
Corollary 3.3. Assume there is a differential n E B with the following properties: 
(1) (n)=2G-D and (2) resP,q=resp,q for lri, jln. 
Then C(G, D) is a self-dual [n, +n, d]-code with d 1 in + 1 -g. 0 
These corollaries are immediate consequences of Theorem 3.1 and Lemma 2.1. 
Observe that the codes considered in Corollary 3.3 have a rather large minimum 
distance if g is small with respect to n. 
Corollary 3.4. Assume there is a dtfferential n E 52 with the following properties: 
(1) (n)r2G-D and 
(2) For i= 1, . . . . n there is an element bi E [Fg with res,,, rl= b?. 
Then there exists a divisor G’ equivalent o G such that C(G’, D) is self-orthogonal. 
Supplement 1 to Corollary 3.4. If we replace condition (1) in Corollary 3.4 by the 
stronger condition (1’) (r) = 2G -D, then the code C(G’, D) is self-dual. 
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Supplement 2 to Corollary 3.4. If q is a power of 2, condition (2) in Corollary 3.4 
is always valid. 
Proof. Choose u E F with up,(u) = 0 and u(P,) = bj (i = 1, . . . , n). This is possible by 
the theorem of independence. Let G’ := G - (u). Then 
~G’-D=~G-L;,+(u~~)<(u-~~). 
Since 
resP,(K2q) = 6;’ resq ?/ = 1, 
C(G’,D) is self-orthogonal by Corollary 3.2. Supplement 1 is trivial; Supplement 2 
follows from the fact that the Frobenius map c -+ c2 is an automorphism of EF, if 
q is a power of 2. 0 
Remark 3.5. In the very special case g = I, q = 2e, Corollary 3.3 was announced by 
Driencourt and Michon for particular divisors G and D [4, p. 171. 
Before giving some explicit examples we want to point out the meaning of 
Theorem 3.1 in the case of the rational function field F= 5,(x), i.e. g=O. 
Corollary 3.6. If g = 0, then the following assertions are equivalent: 
(1) deg(G)=+n-1. 
(2) There is an aE(jFt)n with C(G,D)l =a. C(G,D). 
Proof. This is an immediate consequence of the Riemann-Roth theorem; one has 
to observe that every divisor of degree -2 is canonical. 0 
Corollary 3.7. Let g = 0 and q = 0 = 0 mod 2. Then there is a divisor G of degree 
+n - 1 such that C(G,D) is a se/f-dual [n, en, +n + l]-code. 
Proof. This follows from Corollary 3.6 and Supplement 2 to Corollary 3.4. Observe 
that the minimum distance d of an [n,$n]-code cannot exceed in + 1 (singleton 
bound for codes [ 13]), so we obtain d= +n + 1 from Corollary 3.3. q 
Remark 3.8. The codes in Corollary 3.7 are MDS codes (maximum distance 
separable codes [13]). Their length is bounded by q since [F4(x) has exactly q+ 1 
places of degree one. 
4. Examples 
Of course, the preceding results are of significance only if there are interesting 
examples of function fields F/5, and divisors G,D with the properties assumed in 
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Theorem 3.1. Hence, in this chapter we describe three general examples where the 
assumptions of Theorem 3.1 are fulfilled (actually, Example 4.1 is a special case of 
Example 4.3, but for the convenience of the reader it may be helpful to treat this case 
separately). We shall not prove all details in our examples; for this we refer to [9]. 
Example 4.1 (Some ‘hyperelliptic’ codes in characteristic 2). 
Let q = 2e and F= [F, (x, y) be defined by the equation 
u2+_Y=f(x), f(x) E F, [xl 9 degf=: mfOmod2. 
This function field has genus g = +(m - 1) (see [ 161); it is elliptic in case m = 3, and 
for m 2 5 it is hyperelliptic. The pole of x is ramified in the field extension F/F,(x), 
i.e. (x)_ = 2P, with a place P, of degree one. Let 
M:= (a E [F, 1 there is PE IF, such that p2 +P=f(a)}. 
For (x E A4 the zero divisor of x + a takes the form 
(x + a)0 = P@) + P@) 
1 2 ’ 
p1’“’ + p(a) 
2 ’ deg(P,(a)) = deg(P$@) = 1. 
In this way all places of F/F, of degree one (except P,) are obtained. Now let 
UCM, jUI =: s>o, n=2s, 
p(x) :=UFU(~+a) and D:=(cp(x))e. 
We have 
D=P,+...+P,, 
with pairwise different places Pi of degree one. Define 
m-3 dx 
G:=r.P, with r:=- 
2 
+ s, and q:=-. 
V(X) 
Then 2G - D = (q). By Theorem 3.1 we conclude 
C(G,D)’ =a. C(G,D) with a=(resp, q, . . . . respO~). 
For a suitable divisor G’ equivalent to G we find a self-dual code C(G’, D) of length 
n = 2s (see Supplement 2 to Corollary 3.4). 
The question whether one can construct long self-dual codes in this manner is of 
particular interest. The length of the codes in Example 1 is bounded by 
nsq+2gq 1’2=q+(m- l)q1’2. 
(This is the classical Hasse-Weil inequality, cf. [l]). For suitable polynomials f(x) 
this bound is attained as the following example shows: 
Example 4.1.1. Consider (in Example 4.1) the particular case 
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q=Q2 with Q=2h and F= F,(x,y) with y2+y=xQ+l. 
In this case all places of F4(x) of degree 1 except the pole of x are decomposed in 
the extension F/F,(x), hence F has exactly 
1+2q= 1 +q+2gq”2 
places of degree one. Choose 
D:=(x4+x)e and G:=(q-l+$?).P_. 
The differential 
q:=dx 
x4+x 
has the properties 
(q)=2G-D and res,q=l 
for any place P in the support of D. We conclude that C(G, D) is a self-dual 
[2q, q, d]-code over F, with minimum distance dz q + 1 - +Q. 
Example 4.1.2. This example shows that the code C(G, D) may be self-dual also in 
the case where 2G- D is not canonical. So it provides a counterexample to [4, 
Theorem, p. 171 (in fact, that theorem is correct for kr3). Let mr3 in Example 
4.1(sogr1),chooseG:=P,andD:=P,+P2,whereP,#P,,P2fP,,andP,,P2 
lie above different places of [F4(x). We have 
This code is evidently self-dual, but 2G -D is not canonical. This is trivial for g # 1; 
for g = 1 it follows from the fact that the canonical divisors are exactly the principal 
divisors, but P, + P2 -2P, is not principal according to our assumptions about P, 
and P2. 
Example 4.2 (Codes defined by Kummer extensions of F,(x)). 
In this example we consider the function field F= E,(x, y) defined by the equation 
Ye =f(x) 
over an arbitrary finite field [F,. We assume 
f(x)=41(x).....q,(x), 
qi(x) E [F, [x] irreducible, pairwise prime, 
deg(q; (x)) =: mi, deg(f(x))=: m=m,f...+m,, 
(e,m)=l, and q=l mode. 
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Observe that every elliptic or hyperelliptic function field over a finite field of 
characteristic #2 which has at least one place of degree 1 is obtained by such an 
equation (with e=2, m = 2g+ 1). In F/F,(x) exactly the following places are 
ramified: 
the pole of x; we have (x), = e. P, with deg(P,) = 1, the 
zero of q;(x) (i=l,..., r); we have (qi(x))o = e. Q; with a 
place Qi of degree mi. 
From this we can determine the divisor of the differential dx and the genus g of F: 
(dx)=(e-l).(Q,+...+Q,)-(e+l).P,, 
g=(e-l)(m-l) 
2 * 
Let 
A4 := {a E IF, 1 f(a) # 0, and there is /I E [F, such that /3’ =f(a)}. 
For a E A4 the element x - a has e distinct zeroes in F, and each of the zeroes has 
degree one. In this way we obtain all places of F of degree one (except P, and the 
places Qi with mi= 1). As in Example 4.1, we fix a set UC h4 with 
IUI=:s>O. 
Let 
P(X) := ,I!, (x-ah 
D:=(u,(x))~=: P,+...+P, with n=e.s, 
dx 
G:=r.P, with rsg-l+z, and q:= 
Y e-1. C&x) * 
It follows that 
(q)=((m-l)(e- 1)-2+n). P,-Dz2r.P,-D=2G-D, 
so we can apply Theorem 3.1. It is not difficult to compute the vector a= 
(resp, rl, . . . , resq II) in this situation: if (Yi :=x(Pi), pi :=_Y(Pi) then 
1 
res,, 07) = 
BP- ’ . p’(Ct!i) * 
Remark. Similarly to Example 4.2 one can treat the case of the equation 
Ye =1(x) E F, [xl, e 1 hd_f). 
This is particularly interesting because the Fermat function field with defining 
equation 
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Ye+xe+l=O, (e,q)=l 
is of this form. For special values of e these function fields attain the Hasse-Weil 
bound (cf. [8, p. 831). 
Example 4.3 (Codes defined by Artin-Schreier extensions of lF(x)). 
Now IF, is an arbitrary finite field, 
1 := char([f,) 
the characteristic of IF,. The function field F is defined by F= E,(x, y) with 
h 09 =f(x), h(Y) E F, [Yl 7 f(x) E F, [xl. 
Further we assume 
(1) h(y) is a separable additive polynomial of degree I”, i.e. 
h(y) = i c;y” with c, E [F,, C,#O, c,#O. 
i=o 
(2) h(y) splits completely into linear factors over 1F,, hence the zeroes of h(y) 
form an additive subgroup of [F, of order p := I". 
(3) deg(f) =: m f 0 mod q. 
We put together some properties of F [16]: 
(4) (x), =p. P, with a place P, of degree 1, (dx) = ((p - l)(m - 1) - 2). P,, and 
the genus of F is given by g = +(p - l)(m - 1). 
As before we introduce the set 
M:={cr~lF~ /there is pe[Fq with h(p)=f(a)}. 
For (Y E A4 the element x - (Y has p distinct zeroes in F, all of degree one. Except the 
place P, all places of F of degree one are obtained in this way. Again we fix a set 
UCM with IUI =: s>O. Let 
(P(x) := n (x--a), 
a.5u 
D:=(u,(x))~=: P,+...+P, with n=p.s, 
G:=r. P, with rig- 1+ 2 , 
yj :=A?_ 
P(X) . 
The divisor of q takes the form 
(Yf)=(2g-2).P,-(D-n.P,)=2 g-l+! ( 2)%.9, 
hence 2G - DI (q) and we can apply Theorem 3.1. Now it is even easier to compute 
the vector a = (res,, v, . . . , respm a). The result is as follows: Let Pi a place in the 
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support of D. Then there is an oiE U with x(P,) = (xi, and we have 
1 
re+, 07) = - 
@(a;) ’ 
In the particular case 
q~(x)=c.x+v/(x’) with v/(T)E[F,[T], c#O, l=char(lF,) 
we have u,‘(ai) = c for all aiE U, and by Theorem 3.1 the code C(G, D) is self- 
orthogonal (resp. self-dual for r=g- 1 + +n). 
Function fields of the type considered in Example 4.3 often have many places of 
degree one, so the codes C(G,D) are rather long. We describe a typical case: 
Example 4.3.1. Let (in Example 4.3) q = Q2 (Q a prime power) and F= E,(x, y) be 
defined by 
yQ+y=xQ+‘. 
F has genus g = +Q(Q - l), and for every cr E IF, the element x - a has Q zeroes of 
degree one in F (see [7]). One easily checks that the Hasse-Weil bound is attained. 
Choosing U := [F, we have (notations as in Example 4.3) 
v(x) =x4-x, p’(x)=- 1, 
D=P,+...+P,, with n=q.Q, 
G=r. P, with rsg-l+i. 
By Corollary 3.2 the code C(G, D) is a self-orthogonal code of length q3’2 over IF,. 
In case r = g - 1 + +n it is a self-dual [n, +n, &code over IF, with parameters 
.=q3’2 and dz~+l-g=~(q3’2-q+q’/2)+1. 
Remark 4.4. In Examples 4.1 and 4.3 the set 
{xi,, (ir0, OSjsp- 1, ip+jmIr) 
is a basis of L(r. P,) (see [16]). By means of this basis one can easily write down 
a generating matrix for C(G, D) (with G = r. P, and D = P, + ... + P,, as in Example 
4.3). To this end we define 
a, := x(P,), P,:=y(P,) (u=l,...,n), 
and for all i, j with OS i, O~j<p- 1, ip+ jm or we define the vector 
uij:=(abPG)v=l,...,n E 1F;. 
The matrix E with rows uij is a generating matrix for the code C(G,D). 
In a similar way one can specify a generating matrix in Example 4.2. 
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Remark 4.5. In many particular cases of our examples the exact minimum distance 
of C(G,D) can be computed because the modules L(G) are very well known (cf. 
Remarks 4.4 and 2.2). 
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