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CHARACTERIZING COMPACT COINCIDENCE SETS IN THE
THIN OBSTACLE PROBLEM AND THE OBSTACLE PROBLEM
FOR THE FRACTIONAL LAPLACIAN
SIMON EBERLE1, XAVIER ROS-OTON2, AND GEORG S. WEISS1
1. Introduction
The characterization of global solutions is an important tool in the analysis of
free boundaries and singularities. In the classical obstacle problem this problem
has been studied extensively for many decades. There the first results —almost 90
years old— originated in potential theory, characterizing null quadrature domains.
In 1931 P. Dives showed for N = 3 in [4] that compact coincidence sets of global
solutions of the classical obstacle problem are ellipsoids. This fact was reproved by
H. Lewy in [10] in 1979. In 1981 M. Sakai gave a full classification of global solutions
of the classical obstacle problem in N = 2 using complex analysis [11]. Only a few
years later E. DiBenedetto-A. Friedman [3] and A. Friedman-M. Sakai [8] proved
that in each dimension N ≥ 3, bounded coincidence sets of global solutions of
the classical obstacle problem are ellipsoids. In a recent short note two of the
authors gave a short proof of this known fact [6]. As to unbounded coincidence
sets a complete characterization is still an unsolved problem (cf. [12, conjecture
on p. 10] and [9, Conjecture 4.5]). However, two of the authors (in collaboration
with Henrik Shahgholian) achieved a first partial result towards the classification
of global solutions of the classical obstacle problem with unbounded coincidence set
in dimensions N ≥ 6 [5].
To the best knowledge of the authors a classification of global solutions in the
obstacle problem for the fractional Laplacian, including the thin obstacle problem,
is completely open.
A major difference between global solutions of the classical obstacle problem and
global solutions of the obstacle problem for the fractional Laplacian is that in
the classical obstacle problem non-trivial global solutions have quadratic growth
towards infinity, while in the obstacle problem for the fractional operator no a-priori
estimate on the growth is available. Another difficulty in the obstacle problem for
the fractional Laplacian compared to the classical obstacle problem is that the
relation between global solutions and potentials of the respective coincidence set is
more involved. Those two differences to the classical obstacle problem are the reason
for the more abstract form of the following characterization of global solutions.
By an observation by L. Caffarelli and S. Silvestre it is sufficient to study a
weighted local problem instead of the obstacle problem for the fractional Laplacian:
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2 COMPACT COINCIDENCE SETS IN THE FRACTIONAL OBSTACLE PROBLEM
for s ∈ (0, 1) the obstacle problem for the fractional s-Laplacian given by
w ≥ 0 in RN ,
(−∆)sw = 0 in {w > 0}
(−∆)sw ≥ 0 in RN
is equivalent (cf. [1]) to the higher dimensional local problem with density
u ≥ 0 in RN × {0},
u(x′, xN+1) = u(x
′,−xN+1) for all (x
′, xN+1) ∈ R
N ×R,
div(|xN+1|
a ∇u) = 0 in RN+1 \ {xN+1 = 0, u = 0},
div(|xN+1|
a ∇u) ≤ 0 in RN+1


(∗)a
(which is to be understood in the sense of distributions). Here a = 1 − 2s. In
the following we will work with the local formulation of the problem. In order to
abbreviate notation we will from now on set Lau := div(|xN+1|
a ∇u) and C :=
{u = 0} ∩ {xN+1 = 0}.
In this equivalent local formulation we are going to characterize
Gc :=
{
u ∈ C(RN+1) : u satisfies (∗)a and Definition 4 and has bounded coincidece set C
}
and we will do this in terms of the set of polynomials
P ′0 :=
{
p ∈ P(RN+1) : Lap ≡ 0 in R
N+1 , p(x′, 0) > 0 for sufficiently large |x′|
}
.
With these two definitions at hand, our main result reads as follows.
Theorem 1.
Let N ≥ 3. Moreover, let u ∈ Gc be any solution of (∗)a with bounded coincidence
set. Then, there exists a unique polynomial p ∈ P ′0, such that
u(x) = p(x) + vp(x), (1)
where vp → 0 as |x| → ∞, and vp is the unique solution of
vp ≥ −p in R
N × {0},
v(x′, xN+1) = v(x
′,−xN+1) for all (x
′, xN+1) ∈ R
N ×R,
Lavp = 0 in R
N+1 \ {xN+1 = 0 , vp = −p},
Lavp ≤ 0 in R
N+1,
vp(x)→ 0 uniformly as |x| → ∞.


(2)
Conversely, for any polynomial p ∈ P ′0, we have that (1) defines a solution of (∗)a
with bounded coincidence set.
More precisely, the map S : P ′0 → Gc, defined by S(p) := p+ vp, is a bijection.
Remark 2. Note that the asymptotics of a solution u ∈ Gc is given by p = S
−1(u).
This means that S is also a bijection between solutions having at most/exactly
growth of order m and polynomials of degree m / homogeneous polynomials of
degree m. Therefore in the case of solutions with quadratic growth we have proved
a more abstract (and weaker) version of the bijection constructed in [3, (5.4) therein].
We conjecture that coincidence sets need in general not be ellipsoids.
Furthermore —as in the classical obstacle problem— global solutions of (∗)a with
quadratic growth and bounded coincidence set are convex in the plane {xN+1 = 0},
and their coincidence sets are convex.
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Theorem 3 (Solutions with quadratic growth have convex coincidence set).
Let u be a global solution of the equivalent local problem (∗)a with quadratic growth
in the sense that there is C < +∞ such that
|u(x)| ≤ C(|x|2 + 1) for all x ∈ RN+1.
Then
∂eeu ≥ 0 in R
N+1 for all e ∈ {xN+1 = 0} ∩ ∂B1, and
∂N+1(|xN+1|
a
∂N+1u) ≤ 0 in R
N+1
Moreover, the coincidence set {u = 0} ∩ {xN+1 = 0} is convex.
2. Notation
Throughout this work RN will be equipped with the Euclidean inner product
x · y and the induced norm |x|. Due to the nature of the problem we will often
write x ∈ RN+1 as x = (x′, xN+1) ∈ RN × R. The set Br(x) will be the open
(N + 1)-dimensional ball of center x and radius r. Whenever the center is omitted
it is assumed to be 0.
The measure HN denotes the N -dimensional Hausdorff measure. By P(RN ) we
mean the set of all (real) polynomials in RN .
3. Main part
Definition 4 (At most polynomial growth).
We say that a global solution u of the equivalent local problem (∗)a has at most
polynomial growth if there is m ∈ N and C > 0 such that
|u(x)| ≤ C(1 + |x|m) for all x ∈ RN+1.
Let us now turn to the proof of our two main theorems.
Proof of Theorem 1.
Step 1. The function S is well defined.
For each p ∈ P ′0, S(p) is a solution of (∗)a. Thus all we need to check is existence
and uniqueness of vp and compactness of the coincidence set of vp which will imply
compactness of the coincidence set of S(p).
Existence of vp: We construct a solution of (2) using Perron’s method as the (point-
wise) infimum of all v ∈ Kp, where
Kp :=
{
v ∈ C(RN+1) : v satisfies in the sense of distributions La ≤ 0 in R
N+1,
v(x′, xN+1) = v(x
′,−xN+1), v ≥ −p in R
N × {0}, v(x)→ 0 as |x| → ∞
}
.
Note that Kp is nonempty since for sufficiently large c > 0 it contains the function
wc(x) :=
∫
RN×{0}∩{−p>0}
c
|x− y|N−1+a
dHN (y).
Then by the usual arguments in Perron’s method we find that
vp := inf
v∈Kp
v
satisfies
vp ≥ −p in R
N × {0} , Lavp = 0 in R
N+1 \ {xN+1 = 0, vp = −p} , Lavp ≤ 0 in R
N+1
and the fact that wc ∈ Kp combined with the maximum principle for the operator
La (cf. [7, Theorem 2.2.2]) we obtain
0 ≤ vp(x) ≤ wc(x)→ 0 as |x| → ∞.
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Uniqueness of vp: The (local) comparison principle for (∗)a (cf. Lemma 5) implies
that vp is the unique solution of (2).
Compactness of the coincidence set of vp:
• either −p < 0 on RN × {0} in which case we infer from the comparison
principle (cf. Lemma 5) that vp ≡ 0 in RN+1, or
• {−p > 0}∩
(
R
N × {0}
)
is bounded due to the asymptotic behavior of p and
(relatively) open. Then p —being a polynomial— satisfies p(x′, 0)→∞ as
|x′| → +∞. Combining the asymptotics of vp and p in RN ×{0} we obtain
that {vp = −p} ∩
(
R
N × {0}
)
is bounded and hence compact.
Step 2. The function S is injective.
Suppose that there are p, p˜ ∈ P ′0 such that p 6= p˜. Then S(p)→ p and S(p˜)→ p˜ as
|x| → ∞ and thus S(p) 6= S(p˜).
Step 3. The function S is surjective.
Let u ∈ Gc be arbitrary. Then u solves (in the sense of distributions)
Lau = 2 [|xN+1|
a
∂N+1u]+ H
N⌊{xN+1=0 , u=0} in R
N+1, (3)
where we mean by [|xN+1|
a
∂N+1u]+(x
′) = lim
xN+1ց0
|xN+1|
a
∂N+1u(x
′, xN+1). Let us
define the ‘potential-solution’ for the right-hand side depending on the solution u,
i.e.
v(x) := αN+1+a
∫
RN+1
−2[|yN+1|
a
∂N+1u]+(y
′)
|x− y|N−1+a
dHN⌊{yN+1=0 , u=0}(y), (4)
where αN+1+a > 0 is such that v solves (in the sense of distributions)
Lav = 2 [|xN+1|
a
∂N+1u]+ H
N⌊{xN+1=0 , u=0} in R
N+1, (5)
v(x′, xN+1) = v(x
′,−xN+1) for all (x
′, xN+1) ∈ R
N ×R.
This fact can be found either in [1, Section 2.2] or obtained by direct calcula-
tion. From the assumption that {u = 0} ∩ {xN+1 = 0} is compact we conclude
from the regularity theory for solutions of (∗)a (cf. [2, Proposition 4.3]) that
[|xN+1|
a
∂N+1u]+⌊{u=0 , xN+1=0} is bounded. This implies that
|v(x)| → 0 uniformly as |x| → ∞. (6)
Combining (3),(5) and (6) and the assumption that u has at most polynomial
growth we conclude that
La(u − v) ≡ 0 in R
N+1,
and invoking the Liouville type theorem [2, Lemma 2.7] there is a polynomial p
such that
u− v ≡ p , Lap ≡ 0 in R
N+1
and the function v = u− p solves

v ≥ −p in RN × {0},
Lav = 0 in R
N+1 \ {xN+1 = 0 , v = −p},
Lav ≤ 0 in RN+1,
v(x)→ 0 uniformly as |x| → ∞.
But this means exactly that v is a solution of (2). Since u ∈ Gc has a compact
coincidence set and {u = 0} ∩
(
R
N × {0}
)
= {v = −p} ∩
(
R
N × {0}
)
we infer that
COMPACT COINCIDENCE SETS IN THE FRACTIONAL OBSTACLE PROBLEM 5
v, too, has a bounded coincidence set. And since p is a polynomial this implies that
p(x′, 0) > 0 for sufficiently large |x′|. 
Proof of Theorem 3. Let us set for each h ∈ {xN+1 = 0}
uh(x) := u(x+ h)− 2u(x) + u(x− h) for x ∈ R
N+1.
From u being a solution of (∗)a we infer that
Lauh ≤ 0 in R
N+1 \ ({xN+1 = 0} ∩ {u = 0}). (7)
Theorem 1 implies that the asymptotics of u as |x| → ∞ is given by p := S−1(u),
and combining this with the quadratic growth of u we obtain that either we are
in the trivial case {u = 0} ∩ {xN+1 = 0} = ∅, such that u ≡ p and p(x′, 0) > 0 for
large |x′| combined with the quadratic growth of p implies that ∂eep(x) ≥ 0 for all
x ∈ RN+1 and e ∈ ∂B1 ∩ {xN+1 = 0}, which means that nothing is to be proved,
or it holds that
∂eep(x) > 0 for each e ∈ {xN+1 = 0} ∩ ∂B1 and sufficiently large |x|. (8)
For sufficiently large R we have using the integral representation of v = u− p in (4)
that
|∂ijv(x)| ≤ C(R) |x|
−(N+1+a)
for all x ∈ RN+1 \BR, i, j ∈ {1, . . . , N + 1}.
Combining this fact with (8) we obtain that there is R > 0 such that
∂eeu(x) ≥ 0 for all e ∈ {xN+1 = 0} ∩ ∂B1 and |x| > R.
This implies that for each h ∈ {xN+1 = 0} there is R(h) > 0 such that
uh(x) ≥ 0 for all |x| ≥ R(h). (9)
Furthermore,
uh(x) ≥ 0 for x ∈ {u = 0} ∩ {xN+1 = 0}. (10)
Combining (7), (9) and (10) and the minimum principle for supersolutions of the
operator La (cf. [7, Theorem 2.2.2]) we obtain that
uh(x) ≥ 0 for all |x| ≤ R(h).
Combining this with (9) we conclude that
uh ≥ 0 in R
N+1.
This implies that u is convex in any direction e ∈ {xN+1 = 0}∩∂B1 and furthermore
that the coincidence set {u = 0} ∩ {xN+1 = 0} is convex.
Combining the above convexity of u in the plane {xN+1 = 0} with Lau ≤ 0 in
R
N+1 (cf. (∗)a), we conclude that
∂N+1(|xN+1|
a
∂N+1u) ≤ 0 in R
N+1.

Appendix
Since we could not find a reference in the literature we have included for the sake
of completeness the following comparison lemma.
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Lemma 5 (Local comparison principle for solutions of (∗)a).
Let U ⊂ RN+1 be a bounded domain, symmetric to {xN+1 = 0}, ϕ ∈ C2(U¯ ) and
u1, u2 ∈ C(U¯) be two (distributional) solutions of
ui ≥ ϕ in U ∩ {xN+1 = 0},
ui(x
′, xN+1) = ui(x
′,−xN+1) for all (x
′, xN+1) ∈ U,
Laui = 0 in U \ {xN+1 = 0, ui = ϕ},
Laui ≤ 0 in U
for i ∈ {1, 2} such that
u1 ≤ u2 on ∂U,
then
u1 ≤ u2 in U.
Proof. Let U˜ := U \ ({u1 = ϕ} ∩ {xN+1 = 0}). Then it holds that
Lau1 = 0 in U˜ ,
Lau2 ≤ 0 in U˜ ,
u1 ≤ u2 on ∂U˜
and therefore invoking the maximum principle for the operator La (cf. [7, Theorem
2.2.2]) the function u1 − u2 attains its non-positive maximum at the boundary ∂U˜
and hence
u1 − u2 ≤ 0 in U.

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