A metric tree embedding of expected stretch α maps a weighted n-node graph G = (V, E, ω) to a weighted tree T =
INTRODUCTION
In a variety of fundamental graph problems the objective is closely related to distances in the graph. Prominent examples are shortest path problems, minimum weight spanning trees, a plethora of Steiner-type problems [20] , the traveling salesman, finding a longest simple path, and many more. The hardness of such problems ranges from P over NP-complete to APX-hard.
If approximation is viable or mandatory, a successful strategy is to make use of metric embeddings, mapping a graph G = (V, E, ω) to G = (V , E , ω ) such that V ⊆ V and dist(v, w, G) ≤ dist(v, w, G ) ≤ α dist(v, w, G) for some α ≥ 1 referred to as stretch. 1 A convenient class of metric embeddings are metric tree embeddings, because very few problems are hard to solve on trees. They allow, despite their extremely simple topology, to randomly construct an embedding of any graph G into a tree T so that the expected stretch α = max{ET [dist(v, w, T )]/ dist(v, w, G) | v, w ∈ V } satisfies α ∈ O(log n); Fakcharoenphol, Rao, and Talwar (FRT) introduced such a random distribution of tree embeddings [17] .
Unfortunately, the known parallel algorithms of polylog n depth constructing such embeddings require Ω(n 2 ) work, and even this only under the assumption that the input is given by direct query access to the distance metric [9] . Reducing the work to sample from the FRT tree embeddings in graphs with m n 2 without sacrificing the depth bound of polylog n is the primary motivation of this paper.
Our Contribution. We obtain the following results.
• For any constant ε > 0, there is a randomized parallel algorithm of depth polylog n and workÕ(m 1+ε ) that computes a metric tree embedding of expected stretch O(log n) w.h.p. • The work can be reduced toÕ(m + n 1+O(ε) ) when stretch O(ε −1 log n) is acceptable, by applying the spanner construction of Baswana and Sen [7] as a preprocessing step. • Our key tool in achieving this goal is an algebraic interpretation of "Moore-Bellman-Ford-like" (MBF-like) algorithms. Since our framework subsumes a large class of previous algorithms and explains them from a dif-ferent perspective, we consider it to be of independent interest. • We illustrate the utility of our main results by providing efficient approximation algorithms for k-median and buy-at-bulk network design. • Furthermore, our techniques allow to improve over previous distributed algorithms computing tree embeddings in the Congest model [29] .
Our Approach. Khan et al. show how to compute an FRT embedding by a distributed algorithm [22] in the Congest model. Their algorithm gives rise to anÕ(SPD(G)) depth parallel algorithm, where the shortest-path diameter (SPD) is the maximum over all pairs of nodes v, w ∈ V of the minimum hop-length of a path p from v to w with ω(p) = dist(v, w, G). Intuitively, SPD(G) captures the number of iterations of MBF-like algorithms: Each iteration updates distances (see below), so the (SPD(G) + 1)-th iteration does not yield new information. Unfortunately, SPD(G) = n − 1 is possible, so applying this algorithm naively results in poor performance. A natural idea is to reduce the number of iterations the algorithm by Khan et al. requires by adding a hop set to the graph [12] : A (d, ε)-hop set is a set of additional edges E such that dist(v, w, G) ≤ dist(v, w, G ) ≤ (1+ε) dist(v, w, G) for all v, w ∈ V , where G is G augmented with E . Adding a suitable hop set ensures that, in the augmented graph, examining paths of few hops already yields (1+o(1))-approximate distances. One may now jump to the conclusion that the efficient parallel hop set construction by Cohen [12] together with the algorithm by Khan et al. [22] readily yields an efficient embedding algorithm, but this is incorrect: The FRT construction crucially relies on the fact that the distances form a metric, i.e., satisfy the triangle inequality, which is not true for approximate distances.
Choosing a different hop set does not solve the problem: Hop sets guarantee that d-hop distances approximate distances, but any hop set fulfilling the triangle inequality on d-hop distances has to reduce the shortest path diameter of the graph to at most d, i.e., yield exact distances. Observation 1.1. Let G be a graph augmented with a (d, ε)-hop set. If dist d (·, ·, G) is a metric, then dist d (·, ·, G) = dist(·, ·, G), i.e., SPD(G) ≤ d.
We overcome this obstacle by embedding G (G augmented with a hop set) into a complete graph H on the same node set that (1 + o(1))-approximates distances in G, but fulfills SPD(H) ∈ polylog n. In other words, where Cohen preserves distances exactly and ensures existence of approximately shortest paths with few hops, we preserve distances approximately, but guarantee that we obtain exact shortest paths with few hops. This, however, introduces a new challenge: As H is complete, we cannot explicitly compute H without incurring Ω(n 2 ) work.
MBF-like
Algorithms. This is where our novel perspective on MBF-like algorithms comes into play. It is wellknown [1, 30] that distance computations can be performed by multiplication with the (weighted) adjacency matrix A over the min-plus semiring 2 Smin,+ = (R ≥0 ∪ {∞}, min, +).
For instance, if B = A h with h ≥ SPD(G), then bvw = dist(v, w, G).
In an iteration of an MBF-like algorithm (1) the information stored at each node is propagated to its neighbors, (2) each node aggregates the received information, and (3) optionally filters out uninteresting parts. In terms of the semiring, propagation is the "multiplication" with an edge weight, and aggregation is "summation." The (i + 1)-th iteration results in x (i+1) = r V Ax (i) , where r V is vertex-wise filtering, A as above, and x ∈ M V the node values. Both M and M V form semimodules 3 over Smin,+.
In other words, in an h-iteration MBF-like algorithm each node determines its part of the output based on its h-hop distances to all other nodes. However, for efficiency reasons, various algorithms [2, 5, 6, 21, 23, 24, 25] compute only a subset of these distances. The role of the filter is to remove the remaining values to allow for better efficiency. The core feature of an MBF-like algorithm is that filtering is compatible with propagation and aggregation: If a node discards information and then propagates it, the discarded parts must be "uninteresting" at the receiving node as well. We model this as equivalence classes of node states; filters simply pick suitable (efficiently encodable) representatives of such classes, and the equivalence relation has to be a congruence relation on the semimodule of possible node states. This helps us to determine an FRT embedding as follows. First, we observe that acquiring the information required to represent an FRT embedding can be done by an MBFlike algorithm. Second, we can simulate arbitrary MBF-like algorithms on the complete graph H, without explicitly storing H, using polylogarithmic overhead and MBF-like iterations on G (G augmented with a hop set): Due to the way H is constructed, we can -loosely speaking -represent one multiplication with its adjacency matrix AH by polylog n multiplications with the adjacency matrix of G . As filtering preserves equivalence classes, we may apply it in between each of these MBF relaxation steps, resulting in a work-efficient decomposition of AH of polylogarithmic depth. We obtain a metric tree embedding with asymptotically optimal stretch, depth polylog n, and workÕ(m 1+ε ).
Overview. The remaining paper is structured as follows.
After discussing related work, defining the model, and fixing basic notation, the main body of the paper deals with presenting our framework and applying it to the FRT construction. The framework, i.e., the proposed algebraic characterization of MBF-like algorithms, is presented in Section 2. As outlined above, applying it to the FRT embedding entails the following main steps.
(1) Add a hop set to G, resulting in graph G .
(2) Embed G into H with stretch 1 + o (1) , such that SPD(H) ∈ polylog n. (3) Execute an MBF-like algorithm on H, resulting in an (implicit) representation of (a sample from) the FRT embedding of H. For Step (1), we may use any suitable hop set construction. To date, to the best of our knowledge the only work-efficient polylog n depth construction is Cohen's [12] . In Section 3, regarding step (2), we describe the construction of H and prove the desired properties.
Concerning step (3), we first discuss how an iteration of an MBF-like algorithm on H can be decomposed into polylog n MBF-like iterations on G in Section 4. This is key to circumventing the Ω(n 2 ) work that would result from any explicit use of H. In Section 5, we prove that the desired implicit representation of the embedding, LE lists (see Definition 5.2 and prior work [9, 11, 13, 19, 22] ), can indeed be computed by an MBF-like algorithm. Together with the results from the previous sections and standard parallelization techniques, we then arrive at our main result, Theorem 5.8.
Finally, Sections 6.1 and 6.2 summarize the improved parallel algorithms for k-median and buy-at-bulk network design that follow from our results, and Section 6.3 applies our framework to FRT construction in the Congest model; Section 7 wraps up the paper. We remark that due to space constraints, most proofs are partially or fully omitted from this extended abstract; we refer to the full version of the paper for details.
Related Work
Classical Distance Computations. The earliest and possibly also most basic algorithms for single-source shortest paths (SSSP) computation are Dijkstra's algorithm [16] and the Moore-Bellman-Ford (henceforth MBF) algorithm [8, 18, 28] . From the perspective of parallel algorithms, Dijkstra's algorithm performs excellent in terms of work, re-quiringÕ(m) computational steps, but suffers from being inherently sequential, processing one vertex at a time. While the MBF algorithm also has depth Ω(n) in the worst case and may require Ω(nm) work, it can perform substantially better.
Algebraic Distance Computations. Concretely, the MBF algorithm can be interpreted as a fixpoint iteration Ax (i+1) = Ax (i) , where A is the adjacency matrix of the graph G and "multiplication" and "addition" are replaced by + and min, respectively. This structure is known as the the minplus semiring -a.k.a. tropical semiring -Smin,+ = (R ≥0 ∪ {∞}, min, +) which is a well-established tool for distance computations [1, 30] . From this point of view, the shortest path diameter (SPD) of G, SPD(G), is the number of iterations until a fixpoint is reached. More precisely, MBF thus has depthÕ(SPD(G)) and workÕ(m SPD(G)), and it is possible that SPD(G) ∈ O(1).
One may overcome the issue of large depth by performing the fixpoint iteration on the matrix instead: setting A (0) := A and iterating A (i+1) := A (i) A (i) , after log SPD(G) ≤ log n iterations a fixpoint is reached [14] . The final matrix then, in fact, has as entries exactly the pairwise node distances, and the computation has polylogarithmic depth. This comes at the cost of Ω(n 3 ) work (even if m n 2 ), but in dense graphs it is as efficient in terms of work as (n instances of) Dijkstra's algorithm for solving APSP, without having depth Ω(n).
Mohri [27] solved various shortest-distance problems using the Smin,+ semiring and variants thereof. Each problem is formulated as an appropriate semiring, and solved by a general algorithm. Our approach is more generic and easier to use: Where Mohri lifts problem-specific information into a new semiring for each problem, we always use Smin,+ and combine it with an appropriate semimodule carrying problem-specific information. While the semimodule can be exchanged, it is reusable for most considered problems. Typically, all that needs to be specified is a problem-specific congruence relation on the same standard semimodule. This covers many, if not most, distance problems, and it avoids introducing an (in this context artificial) semiring multiplication on the elements of the semimodule.
Approximate Distances. In a seminal paper, Cohen [12] proved that SSSP can be approximately solved with depth polylog n and near-optimalÕ(m 1+ε ) work, for any constant choice of ε > 0. Her approach is based on an efficient randomized parallel hop set construction, addingÕ(m 1+ε ) edges so that, for some d ∈ polylog n, it holds that dhop distances are at most by factor 1 + 1/ polylog n larger (and never smaller) than the original distances. Henziger et al. [21] show that a hop set yielding (1 + 1/ polylog n)-
Metric Tree Embeddings. When metrically embedding into a tree, it is impossible to guarantee a small stretch. For instance, when the graph is a cycle with unit edge weights, it is impossible to embed it into a tree without having at least one edge with stretch Ω(n). However, on average, the edges in this example are stretched by a constant factor only, justifying the hope that one may have a small expected stretch. A number of elegant algorithms [2, 5, 6, 17] compute metric tree embeddings, culminating in the one by Fakcharoenphol, Rao, and Talwar (FRT) [17] that achieves stretch O(log n) in expectation. This stretch bound is optimal in the worst case, as illustrated by expander graphs [6] . Mendel and Schwob show how to sample from the FRT distribution inÕ(m) steps [26] , matching the trivial Ω(m) lower bound up to polylogarithmic factors. However, their approach relies on a pruned version of Dijkstra's algorithm for distance computations and hence does not parallelize well.
Several parallel and distributed algorithms compute FRT embeddings [9, 19, 22] . These algorithms and ours have in common that they (essentially) represent the embedding by least element (LE) lists, which were introduced in [11, 13] . In the parallel case, the state-of-the-art solution due to Blelloch et al. [9] achieves O(log 2 n) depth and O(n 2 log n) work. However, Blelloch et al. assume the input to be given as an n-point metric, where the distance between two points can be queried at constant cost. We note that our approach is more general, as we can interpret the metric as a complete weighted graph (using the query access to determine edge weights) of shortest path diameter 1 and then solve in a single MBF iteration; this reproduces the result by Blelloch et al. For graph inputs, we are not aware of any algorithms achieving polylog n depth at a non-trivial work bound, i.e., not incurring the Ω(n 3 ) work caused by relying on matrixmatrix multiplication.
Notation and Preliminaries
We consider weighted, undirected graphs G = (V, E, ω) without loops or parallel edges. We set n := |V |, m := |E|, and V = {v1, . . . vn}. For an edge e = {v, w} ∈ E, we write ω(v, w) := ω(e), and fix ω(v, v) := 0 for v ∈ V and ω(v, w) := ∞ for {v, w} / ∈ E. We assume that the ratio between maximum and minimum edge weight is polynomially bounded in n and that each edge weight and constant can be stored with sufficient precision in a single register. 5 We assume that G is given in the form of an adjacency list. W.l.o.g., we assume that there are no isolated nodes; in particular, n ∈ O(m). Furthermore, 0 ∈ N, and [k] := {0, . . . , k}.
Let p ⊆ E be a path. p has |p| hops, and weight ω(p) := e∈p ω(e). For the nodes v, w ∈ V let P(v, w, G) denote the set of paths from v to w, and P h (v, w, G) the set of such paths using at most h hops. We denote by dist h (v, w, G) := min{ω(p) | p ∈ P h (v, w, G)} the minimum weight of an hhop path from v to w, where (by slight abuse of notation) min ∅ := ∞; the distance between v and w is dist
For a set N and k ∈ N we define N k := {M ⊆ N | |M | = k} and denote by id : N → N the identity function. We use weak asymptotic notation hiding polylogarithmic factors in n: O(f (n) polylog(n)) =Õ(f (n)), etc.
Probability. A claim holds with high probability (w.h.p.),
if it occurs with a probability of at least 1 − n −c for any fixed choice of c ∈ R ≥1 , where c is a constant in terms of O-notation.
Observation 1.2. Let E1, . . . , E k , k ∈ poly n, be events occurring w.h.p., then E1 ∩ · · · ∩ E k occurs w.h.p.
Model of Computation.
We use an abstract model of parallel computation similar to those used in circuit complexity. The computation is represented by a directed acyclic graph (DAG) with constantly bounded maximum indegree, where nodes represent words of memory that are given as input (indegree 0), or computed out of previously determined memory contents (non-zero indegree). When a word is computed, this happens with a constant number of basic instructions, e.g., addition, multiplication, comparison, etc.; here, we also allow for the use of (independent) randomness.
An algorithm defines, given the input, the DAG and how the nodes' content is computed, as well as which nodes represent the output. Given an instance of the problem, the work is the number of nodes of the corresponding DAG and the depth is its longest path. Assuming that there are no read or write conflicts, the work is thus (proportional to) the time required by a single processor (of uniform speed) to complete the computation, whereas the depth is the time required by an infinite number of processors.
i.e., if its d-hop distances are a (1 + ε)-approximation of its distances. This definition is based on Cohen [12] , who describes how to efficiently add edges to G to establish this property.
Distance Metrics. The min-plus algebra Smin,+ = (R ≥0 ∪ {∞}, min, +) forms a semiring, i.e., a ring without additive inverses. For the sake of presentation, we associate ⊕ and with the addition and multiplication of the underlying ring throughout the paper; in this case we use a ⊕ b := min{a, b} and a b := a + b. Observe that ∞ and 0 are the neutral elements w.r.t. ⊕ and , respectively. We follow the standard convention to occasionally leave out and give it priority over ⊕, e.g., interpret ab ⊕ c as
The min-plus algebra is a well-established tool to determine pairwise distances in a graph via the distance product [1, 30] . Let G = (V, E, ω) be a weighted graph and let A ∈ (R ≥0 ∪ {∞}) V ×V be its adjacency matrix A, given by avw = ω(v, w). Throughout this paper, the operations involved in matrix multiplication are induced by the ring operations of Smin,+, i.e., for square matrices A, B with row and column index set V , we have
. In particular, this corresponds to the exact distances between all pairs of nodes for h ≥ SPD(G).
MBF-LIKE ALGORITHMS
The Moore-Bellman-Ford (MBF) algorithm [8, 18, 28] is both fundamental and elegant. Over the years, numerous algorithms emerged that use similar iterative schemes for distributing information [2, 5, 6, 17, 21, 23, 24, 25] . In this section, we propose a characterization for this class of algorithms. The common denominator of these algorithms is the following:
• The initial state vector x (0) contains information initially known to the nodes. • In each iteration, information is first propagated along all edges. • All nodes then aggregate the received information. This and the previous step are precisely the same as updating the state vector x (i) by the matrix-vector product x (i+1) = Ax (i) over the min-plus semiring. • Finally, redundancies are filtered out before moving on to the next iteration. As a concrete example, consider the task of determining for each node the list of its k closest nodes. To this end, one needs to consider all nodes as sources, i.e., run the multisource variant of the classic MBF algorithm with all nodes as sources. Nodes store values in (R ≥0 ∪{∞}) V , so that in it-
Initially, x (0) vw = 0 at v = w and ∞ everywhere else (the 0-hop distances). Propagating these distances over an edge of weight ω(e) means uniformly increasing all these distances by ω(e). During aggregation, the vertex-wise minimal distance is picked. This is costly due to possibly maintaining at each node non-∞ distance values for all other nodes. To increase efficiency, we filter out, in each iteration and at each node, all source/distance pairs but the k pairs with smallest distance. This reduces the amount of work by a factor of Θ(n/k) compared to the naive approach.
The filtering step thus generalizes from a classic APSP-MBF to an "MBF-like" algorithm, with the goal of reducing work. The crucial characteristics exploited by this idea are the following.
• Propagation and aggregation are interchangeable. It makes no difference whether two pieces of information are propagated separately to their destination, or as a single aggregated piece of information. • Filtering or not filtering after aggregation has no impact on the output, only on efficiency.
Propagation and Aggregation
Let M be the set of possible values that an MBF-like algorithm can store at a vertex. We represent propagation of x ∈ M over an edge of weight s ∈ R ≥0 ∪ {∞} by s x and aggregation of x, y ∈ M at some node by x ⊕ y. We require that M = (M, ⊕, ) is a zero-preserving semimodule over Smin,+ with zero ⊥ ∈ M , i.e., that for all s, t ∈ R ≥0 ∪ {∞} and x, y ∈ M :
We write x ∈ M to indicate that x ∈ M and ⊕ and operations involving x are those of M. The straightforward choice of M, the direct product of |V | copies of R ≥0 ∪ {∞}, is suitable for most applications we consider. Distance maps can be represented by only storing those distances (and their indices from V ) that are not ∞. In the following, we denote by |x| the number of non-∞ entries of x ∈ D. 
Filtering
MBF-like algorithms maintain efficiency by propagating only a filtered (small) representative of the information they obtained. We capture this with a congruence relation on the node states, and a representative projection that picks a suitable representative of an equivalence class. 
A congruence relation induces a quotient semimodule. An MBF-like algorithm implicitly operates on this quotient semimodule, meaning that it operates on suitable representatives of the equivalence classes that allow efficient computations. Obtaining such representatives is the task of the filtering step. An MBF-like algorithm has to behave in a compatible way for all vertices in that each vertex follows the same propagation, aggregation, and filtering rules. This induces a semimodule structure on the (possible) state vectors of the algorithm in a natural way. 
Definition
A h (G) := x (h) := r V A h x (0) ,(2.
10)
where A is the adjacency matrix of G.
The i-th iteration of A determines x (i) := r V Ax (i−1) (propagate, aggregate, filter). Thus, h iterations yield (r V A) h x (0) , which we show to be identical to r V A h x (0) below.
State Manipulations
The operations of interest to us are linear functions on the semimodule M V , like multiplication with an adjacency matrix. However, these operations are not arbitrary linear functions on M V , but only those that act in a "simple" way on each of the n copies of M making up M V . We give the proofs of this section in the full paper. (2.11)
Thus, each iteration of an MBF-like algorithm is an application of the simple linear function given by the adjacency matrix, followed by application of r V . 
We establish some key properties of simple linear functions: They map equivalent inputs to equivalent results (crucial for dealing with filtered and unfiltered states), and matrix multiplication and addition behave as expected. The following corollary is the key result required throughout the paper. It allows applying filters whenever convenient. 
16)
where ∼ extends to functions by A ∼ B iff A(x) ∼ B(x) for all x ∈ M V . In particular, for any MBF-like algorithm A, we have that
We stress that both the restriction to simple linear functions and the componentwise application of r to determine r V are crucial: , and filter with r V (x) = x 1 ⊥ , i.e., r V is not componentwise application of some representative projection r on M, but still a representative projection on M V . Then we have that
Algorithms
For the purpose of illustration, we give some basic MBFlike algorithms; correctness is shown in the full version. 
THE SIMULATED GRAPH
In order to determine the tree into which G is embedded, we need to determine LE lists (compare Section 5). These are the result of an MBF-like algorithm, where r ensures that |r(x (i) )v| ∈ O(log n) w.h.p. for all 0 ≤ i ≤ h and v ∈ V , allowing to perform an iteration withÕ(m) work. However, doing so on G requires h ≥ SPD(G), which in general can be as large as n − 1. In this section, we embed G into a complete graph H with SPD(H) ∈Õ(1) and small stretch.
Our construction requires to first add a hop set to G. For the sake of presentation, we assume G to already contain a (d, ε)-hop set throughout this section.
We begin our construction of H by geometrically sampling levels for the vertices V : Every vertex starts at level 0. In step λ ≥ 1, each vertex in level λ − 1 is raised to level λ with probability 1/2. We continue until the first step Λ + 1 where no node is sampled. The idea is to use the levels in the following way. We devise a complete graph H on V . An edge of H with level λ is weighted with the d-hop distance between its endpoints in G (which is a (1 + ε)-approximation of their exact distance due to the hop set), but multiplied with a penalty of (1 + ε) Λ−λ . This way, high-level edges are "more attractive" for shortest paths, because they receive smaller penalties.
Definition 3.2. Let G = (V, E, ω) be a graph that contains a (d, ε)-hop set with levels sampled as above. We define the complete graph H as Proof Sketch. Due to the factor (1+ε)-penalty in edge weights per level and G containing a (d, ε)-hop set, a v-wpath of level smaller than λ(v, w) is at least as heavy as ωΛ(v, w).
Thus, edge levels in a min-hop shortest path p never locally decrease. Instead, the edge levels in p first monotonically increase to some maximum and then monotonically decrease. It remains to bound the number of hops spent on each level. Proof. Condition on the event EV λ that V λ ⊆ V is the set of nodes with level λ or higher (with level λ + 1 not yet sampled). Let H λ := (V λ , V λ 2 , ω λ ) with ω λ ({v, w}) → (1 + ε) Λ−λ dist d (v, w, G) denote the subgraph of H spanned by V λ and capped at level λ.
Consider p ∈ MHSP(v, w, H λ ). Observe that P[λ(u) ≥ λ + 1 | EV λ ] = 1 2 independently for all u ∈ V λ , and hence P[λ(e) ≥ λ + 1 | EV λ ] = 1 4 for all e ∈ p. The latter events are independent for any subset of non-adjacent edges of p. Selecting every other edge, we obtain such a subset of size at least |p| 2 . If |p| ≥ 2c log 4/3 n for some choice of c ∈ R ≥1 , the probability that p contains no edge of level λ + 1 or higher is bounded from above by ( 3 4 ) |p|/2 ≤ ( 3 4 ) c log 4/3 n = n −c , so p contains such an edge w.h.p.
We show that for all q ∈ MHSP(v, w, H), w.h.p. (3.3) or (3.4) holds. Observe that ωΛ(q) ≤ ωΛ(p). Furthermore, q uses only edges of level λ or higher by Lemma 3.3. If q contains an edge of level λ + 1 or higher, (3.4) holds for q. Otherwise, we have ω λ (q) = ωΛ(q), and distinguish two cases: Case |p| ≥ 2c log 4/3 n:
Recall that w.h.p. p has an edge of level λ + 1 or higher. This yields ωΛ(p) < ω λ (p), implying
5)
which contradicts q ∈ MHSP(v, w, H).
Case |p| < 2c log 4/3 n: Not unlike above, we have
so ωΛ(q) = ωΛ(p) and |q| ≤ |p| ∈ O(log n) follows.
Let Evw denote the event that (3.3) or (3.4) holds for v, w ∈ V . We conclude that
which is precisely the statement of the lemma.
Min-hop shortest paths traverse at most Λ ∈ O(log n) levels spending O(log n) hops in each, bounding SPD(H). Weights increase by a factor of at most (1 + ε) per level.
(3.12)
THE ORACLE
As H is a complete graph, we cannot hope to achieve o(n 2 ) work when operating on it explicitly. Instead, we exploit the properties of MBF-like algorithms discussed in Section 2 to simulate iterations of A on H using a polylogarithmic number of matrix-vector multiplications with AG, the adjacency matrix of G. Here, we again assume for the sake of presentation that G already contains a (d, ε)-hop set.
The idea is to simulate one iteration of an MBF-like algorithm A on H using d iterations on G, which in turn suffices to evaluate ωΛ(v, w) = (1 + ε) Λ−λ(v,w) dist d (v, w, G). This is done separately for each level λ ∈ [Λ] in parallel. For level λ, we run A for d iterations on G with edge weights scaled up by (1+ε) Λ−λ , where the initial vector is obtained by discarding all information at nodes v / ∈ V λ := {v ∈ V | λ(v) ≥ λ}. Afterwards, we again discard everything stored at vertices not in V λ . To formalize this, we define the operator discarding all information from levels smaller than λ. For λ ∈ [Λ], denote by P λ the M V -projection to coordinates V λ :
Observe that P λ is a simple linear function on M V , where (P λ )vw = 0 if v = w ∈ V λ and (P λ )vw = ∞ otherwise. This gives us the tools to decompose AH as discussed above.
Leveraging that A λ ∼ r V A λ by Corollary 2.15, the above shows that we can apply r V AH efficiently provided we can do so for r V A λ . 
The claim follows by showing that applying P λ and aggregating over λ does not affect depth and work too much.
FRT CONSTRUCTION
As discussed in the full paper and related work [9, 11, 13, 19, 22] , sampling from the FRT distribution, which we do for the graph H from Section 3, boils down to computing LE lists (see below) for H.
The first step of the construction is to choose a uniformly random total order of the nodes (i.e., a uniformly random permutation). In the following, v < w means that v is smaller than w w.r.t. to this order. The least element (LE)
Essentially, v learns, for every distance d, the smallest node within distance d or less, i.e., min{w ∈ V | dist(v, w, G) ≤ d}.
Lemma 5.1. Given LE lists of length O(log n) for all vertices v ∈ V , the corresponding FRT embedding can be determined using O(n log 2 n log log n) work and O(log n log log n) depth.
Determining LE Lists is MBF-like
In the following, we use the distance map module D from Definition 2.1. We show that LE lists are the image of a representative projection r, which by Definition 2.9 means that they are the output of the respective MBF-like algorithm. In other words, r(x) is the LE list of v ∈ V if xw = dist(v, w, H), and we consider two lists equivalent iff they result in the same (intermediate) LE list.
The following lemma prepares the proof that retrieving LE lists is an MBF-like algorithm. It first states that filtering keeps the interesting information: If a node/distance pair is dominated by an entry in a distance map (smaller vertex ID and at least as close), then the filtered distance map also contains a (possibly different) dominating entry; in this sense, filtering keeps the relevant information. Similar statements hold when filtering is applied before aggregation. 
Proof Sketch. Observe that the necessity "⇐" in (5.2) is trivial. As for sufficiency, suppose that for given s and v there is w < v such that xw ≤ s. If r(x)w = xw, we are done. Otherwise, there must be some u < w < v satisfying xu ≤ xw ≤ xv. Since |V | is finite, an inductive repetition of the argument yields that there is some w < v with r(x) w = x w ≤ s. The other two statements follow from (5.2) by basic (but non-trivial) reasoning.
Equipped with this lemma, we now can prove that ∼ is a congruence relation on D with representative projection r. 
Efficient LE list computation
To show that the computation is efficient, we make use of Theorem 4.2. To this end, it remains to prove that we can perform the matrix-vector multiplication with A λ (a scaled version of AG, the adjacency matrix of G) and apply r V efficiently. To this end, we first show that LE lists are always short, a slight generalization from known results [19, 22] . Having shown that intermediate LE lists are short w.h.p., next we establish that such lists can be computed efficiently. 
Then Aµy and r V Aµy can be computed using O(m log 2 n) work and depth O(log 2 n).
Proof. By (2.16) and (4.3), we have 
Main Result
We have shown that determining LE lists on H yields a probabilistic tree embedding for G with expected stretch O(log n), is the result of an MBF-like algorithm, and this algorithm is efficient by Lemma 5.7 and Theorem 4.2, which relies on the graph containing a suitable hop set. The requirement of a hop set is removed by invoking Cohen's construction [12] first.
Corollary 5.9. For any constant ε > 0, w.h.p. we can compute a tree embedding of G of expected stretch O(log n) with depth polylog n and workÕ(m 1+ε ).
We can trade in approximation quality for less work by computing a spanner of G first.
Corollary 5.10. For any constant ε > 0, w.h.p. we can compute a tree embedding of expected stretch O(ε −1 log n) with depth polylog n and workÕ(m + n 1+ε ).
FURTHER RESULTS
In Sections 6.1 and 6.2 we consider two applications of the embedding that were given by Blelloch et al. [9] and show how their results are improved by applying our techniques. The main difference is that Blelloch et al. assume the metric to be given by query access, whereas we work on a graph. This is more general, as the metric can be interpreted as a complete graph of shortest path diameter 1. The use of hop sets, however, restricts us to polynomially bounded edge ratios. The details for these results are given in the full version of this paper.
In Section 6.3, we show how existing distributed FRT constructions can be concisely interpreted in our framework. We then apply our approach to obtain an improved distributed FRT construction.
k-Median
In the k-median problem, the task is to determine F ⊆ V , |F | ≤ k, such that v∈V dist(v, F, G) is minimized, where dist(v, F, G) := min f ∈F {dist(v, f, G)} is the distance of v to the set F . In [9] , an O(log k)-approximation with depth O(log 2 n) and workÕ(nk + k 3 ) is given for k ≥ log n; the special case k < log n admits anÕ(n)-work solution with the same depth [10] . Corollary 6.1. For any fixed constant ε > 0, an expected O(log k)-approximation to k-median can be computed with depth polylog n and workÕ(m 1+ε + k 3 ).
Recall that, in general, one may need to examine Ω(m) edge weights to determine a reasonable approximation of the distance between two nodes, i.e., the dependence of the work on m is near-optimal. Blelloch et al. achieve a smaller complexity for k m/n due to their assumption that the distance metric is already precomputed.
Buy-at-Bulk Network Design
In this problem, one is given a weighted graph G, demands (si, ti, di) ∈ V × V × R>0, i ∈ [k], and a set of cable types, where the cable of type j has capacity uj and costs cj ω(e) when purchased for edge e. The goal is to find an assignment of cable types to edges minimizing the total cost such that the resulting edge capacities allow to simultaneously route di units of (distinct) flow from si to ti (for all i ∈ [k]). Andrews shows that this problem is hard to approximate better than factor log 1/2−o(1) n [3] .
Blelloch et al. [9] give an expected O(log n)-approximation with polylog n depth and O(n 3 log n) work for this problem, which is a straightforward parallelization of the algorithm by Awerbuch and Azar [4] . Corollary 6.2. For any constant ε > 0, an O(log n)approximation to buy-at-bulk network design can be computed with depth polylog n and workÕ(min{m 1+ε , n 2 } + min{k, n} SPD(G)) ⊆Õ(n 2 ).
Distributed FRT Construction
In this section we fix ∼ to be the congruence relation given in Definition 5.2. Furthermore, let G = (V, E, ω) be a weighted graph with adjacency matrix AG ∈ (R ≥0 ∪ {∞}) V ×V . Distributed algorithms for constructing FRTtype tree embeddings in the Congest model [29] are covered by our framework as well. For the sake of brevity, we do not formally introduce this model of computation here. The key aspects are the following:
• Computation proceeds by nodes exchanging O(log n)sized messages over the edges of the graph in synchronous rounds. Recall that edge weights, and by extension all path weights relevant to our computations, can be encoded using O(log n) bits, i.e., one message can basically carry one index/distance pair. • Nodes initially know their neighbors and the weight of their incident edges. They need to compute only "their" part of the output. As pointed out in Section 5, sampling a tree from the distribution boils down to computing LE lists, so each node needs to compute its LE list. • Local computations are free. The goal is to minimize the number of communication rounds. We first briefly summarize the distributed FRT algorithms by Kahn et al. [22] , and Ghaffari and Lenzen [19] . Then we demonstrate how to reduce an n ε overhead of [19] to one of n o(1) , using our machinery and a distributed hop set construction due to Henziger et al. [21] .
Because G S is known to all nodes, each v ∈ V can computē x Here, one exploits that, for all i, |x (i) v | ∈ O(log n) w.h.p. by Lemma 5.5, 7 and thus each iteration can be performed by sending O(log n) messages over each edge. The time complexity ofÕ(n 1/2+ε + D) for an embedding of expected stretch O(ε −1 log n) shown in [19] follows.
