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In the univariate case it is well known that the one sided t test is uniformly most 
powerful for the null hypothesis against all one sided alternatives. Such a property 
does not easily extend to the multivariate case. In this paper, a test derived for the 
hypothesis that the mean of a vector random variable is zero against specified alter- 
natives, when the covariance matrix is unknown. This test depends on the given 
alternatives and is more powerful than Hotelling’s T*. The results are derived both 
for real and complex vector observations and under normal and spherical dis- 
tributions. The properties of the proposed tests are investigated in detail when a 
single alternative is specified. 0 1987 Academic Press, Inc. 
1. INTRODUCTION 
In a previous paper [2], the authors discussed the problem of dis- 
criminating a specified signal from noise when the covariance matrix of 
noise was unknown but an estimate was available. In this paper, we con- 
sider the analogous problem of testing whether a received message X is 
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pure noise against the alternative that it contains a specified signal. We 
assume that an independent estimate S of the noise covariance matrix is 
available. First, we discuss the case when X and S are real and have mul- 
tivariate normal and Wishart distributions in order to facilitate comparison 
of our procedure with existing methods, and then extend the results to the 
complex case and spherical distributions. 
In the real case, the problem may be formulated as follows. Let 
X- N,(p, a- ‘C), i.e., as p-variate normal with mean vector p and 
covariance matrix a- ‘C where a is a known scalar, and S N W,(f, C), i.e., 
as p x p-variate Wishart on f degrees of freedom and covariance matrix ,Z. 
The main problem we consider is that of testing the hypothesis 
H,:p=O vs H, : p = 6 (specified) (1.1) 
based on observed (X, S) when C is unknown and X and S are indepen- 
dently distributed. We note that when p = 1, the one sided t test of the null 
hypothesis ( 1.1) 
&Z>c 
&f 
if 6>0(or <cif6<0) (1.2) 
is uniformly most powerful for all 6 > 0 (or 6 < 0) in the class of similar 
region tests with respect to the unknown variance e2 of X. When p > 1, 
Hotelling’s T2, which is a multivariate analogue of the two sided univariate 
t test, is generally used to test H,: p = 0, and it is known that it provides a 
uniformly most powerful test for all alternative values of p in the class of 
invariant tests (see [3, pp. 299-3001). We show that there exists an alter- 
native test which is more powerful than Hotelling’s T2 for the specified 
alternative 6 of p. We describe the exact properties of the proposed test. 
The same results hold in more general situations where X and S have 
complex p-variate normal and complex p x p-variate Wishart distributions, 
and also where X and S have a spherical distribution. 
2. TEST FOR THE NULL HYPOTHFSIS (1.1) 
Let C be a p x (p - 1) matrix of rank p - 1 such that S’C= 0 and con- 
sider the transformation 
Y=(;;)=(;,)x, v=(;;: ;~~)=(~,)s(s:c). (2.1) 
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Then 
YwN~((~),c’Z*) under Ho 
-NP((‘:),aelL’*) under H, 
v- Wp(f, C,), z* = ($w)=(;~~ 5::) (2.2) 
and the problem of testing the hypothesis (1.1) is equivalent to the testing 
H,,:E(Y,)=O vs H,:E(Y,)=d’d>O 
given that E( Y,) = 0. Such a problem was considered in Rao [4]. 
From (2.1) and (2.2), the conditional distribution of Y, given Y, is 
Y, - N,(a + /l’Y2, u-‘of.,) (2.3) 
with a = 0 under Ho and a = 6’6 under H,, and those of b = VG’ V2r and 
V,,, = V,, - V,, VG1 V2, given Vz2 are 
b-Np-,(P, G’,‘) 
V 
(2.4) 
1.2 - x’(f- P + 19 fl:.,,, 
where /? = C~‘Zzl and C& = Z,r - C,,C,‘L’,, . Further, the conditional 
distributions (2.3) and (2.4) of Y,, b and V,,2 are all independent. In such a 
case, the problem of testing a linear hypothesis on a and j3 can be con- 
sidered within the framework of a univariate linear model. For testing a 
hypothesis on a we consider its estimate 
oi = Y, - b’Y, - N,(a, o:,,(a-’ + Y2 VG~ Y,)) (2.5) 
when Y2 V,;’ Y, is fixed, and the independent statistic providing an 
estimate of o:,~, 
V 1.2 - W,(f-P+ L4.,) or x2(f- P + 17 4.2). (2.6) 
From (2.5) and (2.6), it follows that the most powerful similar region test, 
with respect to the unknown a:,,, for the hypothesis a = 0 against any a > 0 
is t 2 c, where 
t = (f-p + l)“%/[(U-’ + Y; VG’l Y,) VrJ]“2 (2.7) 
has the t distribution on f - p + 1 degrees of freedom, and c is the critical 
value of t for a chosen level of significance. In our case the alternative is 
a = 6’6 > 0. Hence the appropriate test is as given in (2.7). 
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The statistic t in (2.7) is defined in terms of transformed variables Y and 
V. This was done to express our problem in a canonical form to derive the 
test criterion and state its properties. We can, however, express t in (2.7) 
explicitly in terms of original variables X and S by using the identity 
sp, = s-‘cws-’ 
6,s- I6 + C(C’SC)- lC’, (2.8) 
where C is as defined in (2.1). Then, from (2.1) and (2.8) we have 
r; V2;’ Y, = xqc’SC)-‘c’x 
=x’sp,x- (h’S-‘W 
as-‘6 ’ 
oi= Y, - Y;b 
= X6 - xlC( C’SC) - ‘C’S6 
= (X’S-‘6) 6’6/6’S-‘6, 
v,.* = v,, - v,, V,’ v,, = (6’6)2/6’s-‘6. (2.9) 
Then t in (2.7) can be expressed in terms of X and S as 
cP2(f- p + 1)“2 6’S’X 
[= [(l +aX’S-‘X)6’S-‘6-a(6’S-‘X)q”2’ 
(2.10) 
Thus the appropriate test for the null hypothesis (1.1) is a one-sided t-test 
on (f - p + 1) degrees of freedom with t as defined in (2.10), which 
explicitly involves the specified alternative mean vector 6. 
3. POWER OF THE t-TEST (2.10) 
From (2.3) and (2.4), the conditional distribution of 
$/(a-’ + Y2 V,’ Y,)‘j2 given Y2 and V is 
Nl(a/(a-’ + Y2 V,’ Y2)lj2, CT:,~) (3.1) 
and is independent of V,.2. Hence the conditional distribution of t defined 
in (2.7) or (2.10) given Y; V,’ Y2 is that of a noncentral Student’s t with 
(f - p + 1) degrees of freedom and the noncentral parameter 
a2 ad’C- ‘6 
(a-’ + Yi V,’ Y2) af,,= 1+ aY; V;’ Y,= 1 + aYIV,l Y2’ (3.2) 
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Since 
1 
Z= 
l+aY;I/,-,‘Y, 
wB 
( 
f-P+2 P-l 
2 ) ‘2’ 
(3.3) 
i.e., beta distribution, the noncentral probability density of t is given by 
“(J-L&( 1 +f -:+ l)-“-p+2+j”2 
s 
I 
x e -+-Pz(/-P+i)12(1 -z)(~-3)/2 dz. 
0 
(3.4) 
The probability that t 3 t, can be computed by using the above density 
function. By making the transformation 
u,=(f-p+l)“*t,/(l+f-p+1ty’2 (3.5) 
P(t 2 t,) can be written as 
e-Y.v/*y(f- P+jM2(1 _ y)(p-3)/2 
(3.6) 
using the formula 
Thus, the power function of the t-test depends only on y = ad’Z-‘6. 
An alternative to the proposed t-test is the Hotelling’s T2-test for Ho: 
p=o 
F=f-P+l T2=f-P+laX’S-‘X 
P P 
(3.7) 
which has F distribution on p and (f - p + 1) degrees of freedom. The test 
criterion (3.7) does not explicitly depend on 6 but its power function 
182 KHATRI AND RAO 
involves the same parameter y = a6’C-‘6. We show that the power of the 
test based on Hotelling’s T2 is smaller than that of the proposed t-test at 
p=6. 
For this purpose, let us consider the joint density of 6, V,,,, and 
Tf=uY;V,‘Y,, 
p(oi, Vl,2, q)=consth,(T;“) V{/1-P-1)/2exp 
L 
1 
-$2-2CF,:2p) , 
1.2 I 1 
where 
hA2-3 = 
1 (q)C-W 
B pA,f-p+2 (1+ ~)(~+l)‘2~ 
2 2 
Now as uX’S-‘X= T2 = c + (oi’/V,.,) and hence the joint density of T2 
and q is 
PI(~:, T’Iy)=h(T:)(l+ q)-’ exp[-y/2(1+ q)l 
where U = ( T2 - c)/( 1 + c), the statistic introduced by Rao [S, p. 5541 to 
test for additional information. Now for testing H,: y = 0 against H, : y # 0, 
the Neyman-Pearson test based on T2 and T: is 
(3.9) 
The left-hand side of (3.9) is a monotone likelihood ratio (see Srivastava 
and Khatri [7]), and the inequality of (3.9) is equivalent to U> constant. 
Thus the optimal test based on T2 and T: is 
U=T2-T:zconst 
1+T: ’ 
(3.10) 
where T2 = aX’S-‘X and T: = aX’S-‘X- u(~‘S-‘X)~/~‘S-‘~. Substituting 
these values in (3.9) we find U= (f-p + l)-‘t2, where t is as in (2.10). 
Thus the test based on T2 is less powerful than that based on t2 or t for the 
alternative p = 6. 
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4. SOME AUXILIARY TESTS 
The t-test (2.10) provides optimum power for detecting a specified alter- 
native to the null hypothesis, which may be known a priori. However, in 
practice we may have to envisage the possibility of a different unknown 
signal being transmitted. We note that the transformed variable Y, in (2.1) 
has the distribution 
when noise or the specified signal 6 is transmitted. Since 
v** - wp- I(“fi Z22) (4.2) 
the hypothesis E( Y,) = 0, which implies that only signals of the kind c6 are 
transmitted, can be tested by using Hotelling’s T2 
4f-P+2) 
P-1 
y v-, y =4f-P+2) 
2 22 2 
P-1 ( 
x's-Lxys-'w2 
S’S- ‘6 ) 
(4.3) 
which has F distribution on (p - 1) and (f - p + 2) degrees of freedom 
when E( Y,) = 0. A high value for (4.3) would indicate the presence of an 
unknown signal. 
The efficiency of the test (2.10) will also depend on the magnitude of the 
unknown regression parameter /?=CG~C~, defined in (2.3) and (2.4). A 
test for the hypothesis /I = 0 derived from the linear model (2.3) and (2.4) is 
F=f-P+lb’Vz,bf-P+l 
P - 1 VI.2 P-l [ 
6,s6- (6’q2 6’S-‘6 
S’S-‘6 (sls)2 1 
=f - p + 1 
P-l [ 
(S’SS)(S’S-‘S)- 1 
(&q2 1 (4.4) 
which has F distribution on (p - 1) and (f - p + 1) degrees of freedom. If 
the value of F is small, then a simpler test for the null hypothesis (1.1) is 
(4.5) 
which has t distribution on f degrees of freedom. Indeed when fi = 0 or 
close to zero, the r-test (4.5) is more powerful than the t-test (2.10). 
Remark. We note that when p=O, the covariance matrix 2 has the 
representation 
c = 866’ + qq (4.6) 
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where 8 and C$ are arbitrary, and the test (4.4) is indeed a test of the 
hypothesis on the structure (4.6) of C. When (4.6) holds, it is seen that the 
vector Y, is distributed independently of Y, and has no information on the 
parameters of the distribution of Y,, In such a case, the t - test (4.5) based 
on Y, alone is efficient and has more power than the t-test (2.10). There 
may be other structures of C which would imply that certain components 
of Y2 are independent of the other components of Y, and Y,. In such a 
case, we may omit these components of Y, in constructing the t-test of 
(2.10). 
5. EXTENSIONS TO OTHER DISTRIBUTIONS 
5.1. Spherical Distribution 
Some of the results derived in the previous sections hold for more 
general distributions of X and S. We shall demonstrate this, for instance, 
when the joint density of X and S is 
p~(./-P-u/2 
h(tr,F’S+a(X-p)‘LF’(X-p)), (5.1) 
where 
rp z =17P(P-1)/4 p r f-f+1 . 
0 l-I ( i= 1 ) 
Using the transformations made in (2.1) the joint density of b, V,,,, Y,, 
Y,, and I’,, under H,: p = 0 is 
V,.2+(b-p)‘V22(b-B)+a(Y,--‘Y,)2+tr=-’V +aY’C-LY 
6.2 
22 22 2 22 
(5.2) 
We can write 
(b - B)‘V2Ab - 8) + 4 Y1 - B’Y212 
=(b-B+B1)‘(V22+aY2Y;)(b--++B,)+ {~~,~~~2T (5.3) 
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where fir = a( Y1 - b’Y,)( V,, + aY,Y!)-‘Y,. Hence the joint density 
of h=b-B+B1, VL.2, Ycl, = ( Y1 - b’Y,)/( 1 + aYz V,’ Y2)1’2, Vt221 = 
V2,+aY, Y;, and Y, is 
x h 
( 
VI.2 + q,, + & 522,bl 
2 
n1.2 
+ tr C,’ VC,,, . 
) 
(5.4) 
From this the following easily follow: 
(1) The t defined in (2.7 or 2.10) has Student’s distribution on 
(f - p + 1) degrees of freedom. 
(2) The distribution of l/( 1 + aUz VG’ Y,) is beta as in (3.3) whether 
p = 0 or 6, so that the test (4.3) of the hypothesis that E( Y2) = 0 remains 
valid. 
(3) The test for /3 = 0 is the same as in (4.4) based on F distribution 
with (p - 1) and (f - p + 1) degrees of freedom. 
Thus the tests of null1 hypotheses considered in Sections 2,3, and 4 of the 
paper are robust with respect to the wider class of distributions (5.1) 
involving an arbitrary function h of the variables X and S. But the same 
results do not hold for the non-null distributions. (For further details on 
null robustness of certain multivariate tests, reference may be made to 
Khatri [ 1 ] and Sinha and Drygas [6]). 
5.2. Complex Case 
Let X be a complex random vector and S be a p x p Hermitian positive 
definite random matrix with the joint density function 
ISIf-P 
aPIP~p(f)~Z~f+’ 
h(tr Z-IS+ a(X- p)*Z-‘(X- p)), (5.5) 
where Z is Hermitian positive definite, X* denotes the conjugate transpose 
of X and p denotes the complex mean vector. 
All the tests developed for the real case are valid for the complex case 
also, and can be obtained by replacing the transpose (‘) by the conjugate 
transpose (*). For example, the test for 29,: p = 0 against H: p = 6 (given) 
is 
{2(f- p + 1)}1’2 a*s-rx 
’ = ((a-’ + X*S-‘X) a*S-ld _ g*s-~J3*s-~~}lP (5.6) 
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and H, is rejected if (real part of t) 2 t,, where t, is a constant depending 
on the size of the test. The real part of t is distributed as Student’s t with 
2(f- p + 1) degrees of freedom. 
Further, the test whether the signal 6 is transmitted is given by the 
statistic 
W-P+2) 
P-l ( 
x*s- ‘x-s*s-‘xx*s-ls 
6*s-‘6 1 
(5.7) 
which has F distribution (under H,) with 2(p - 1) and 2(f- p + 2) degrees 
of freedom and it does not depend on h. 
The test for H,: 6*CC = 0 (or C,,C;’ = 0) is based on the statistic 
f-p + 1 (s*ss)(s*s-‘6) _ 1 
P-l [ (6*6)* 1 
(5.8) 
which has F distribution (under H,) with 2(p - 1) and 2(f- p + 1) degrees 
of freedom and it does not depend on h. 
The power function of the above test procedures do depend on the struc- 
ture of h. The power of the t test (5.6) can be obtained in the same way as 
was done in the real case in Section 2. 
6. TESTS FOR A WIDER NULL HYPOTHESIS 
6.1. Real Case 
Let us consider the distribution of X and S as in (5.1) with an arbitrary h 
function and the null hypothesis 
H,:,u=O vs H, : CL E R(G), (6.1) 
where R(G) is the range space of a given p x r matrix G of rank r. 
First, we make a transformation similar to (2.1), choosing a p x (p - r) 
matrix C of rank (p - r) such that G’C = 0, 
Y=(;;)=(“c:)X, V=(;:: ;;;)=(“C:)S(G:C). (6.2) 
Then E( Y,) = 0 under both Ho and H, mentioned in (6.1). The problem 
(6.1) can be reformulated as 
H,,: E(Y,)=O vs H,:E(Y,)=G’Gv (6.3) 
given E( Y,) = 0, where v is arbitrary. (Note that Y, in this case is an r vec- 
tor and the alternative G’Gv is unspecified.) 
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Following the arguments as in Section 2, and Rao [4; 5, p.5541 the 
appropriate statistic is found to be 
u=f-p+la(Y,-h’Y*)‘V,T:(Y,-b’Yz) 
r (1 + ar; V,-,’ Y*) 
(6.4) 
which has F distribution on r and (f - p + 1) degrees of freedom under H,,, 
where 
b= V,lV,, and vl.2 = v,, - V,,b. 
In terms of the original variables, the statistic (6.4) can be written as 
&f-P+1 uX'S-'G(G'S-'G)-'G'S'2' 
1 +u[X’S-~X-X’S-‘G(G’S-~G)-~G’S-~X]’ (6.5) r 
The null distribution of U is thus independent of the h function in the joint 
density (5.1) of X and S. But its non-null distribution may depend on h. In 
the case when X has normal and S has Wishart distribution, the power 
function of U can be computed as in (3.6) 
B(Q+.L (f-p+ 1)/2) 
X 
I 
1 e-Y.v/2yC(f-P++++1)/21+j-11(1 -y)(p--r-2)/2 
B((f -p+r+ l)P, (p-r)/2) 
&v (6.6) 
0 
where 
r U, 
I( 
rU, 
‘.‘f-p+l l+f-p+l ) 
y = uv’(G’Z-‘G) v = a(p’C-‘p). 
Similarly, the test for Ho: ~1 E R(G) versus H, : p is arbitrary can be based 
on Hotelling’s T* (see [S, pp. 564-565)). The derived F-statistic is 
F=f-p+r+l 
P--r 
a(X'S-'X-X'S-'G(G'S-'G)-'G'S-'X) (6.7) 
on (p - r) and (f - p + r + 1) degrees of freedom. This holds for the 
general model considered in (5.1). 
To test the hypothesis Ho: G%C= 0 (or C is of the form C = dZ+ GDG’ 
where d > 0 and D is any positive definite matrix), we have to choose a 
suitable function of the eigenvalues of 
b’V22bV~;=(G’SG)-1G’G(G’S-1G)-1G’G-Z,. (6.8) 
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The null distribution of (6.8) is independent of h, and hence the large sam- 
ple approximation of the distribution of any chosen function of eigenvalues 
based on the normality assumption can be used. 
Finally for the complex case, all the above results remain valid with 
appropriate changes: 
(i) x’, G’, b’, Y;, etc., are to be changed to x*, G*, b*, Y:, etc. 
(ii) The degrees of freedom are doubled. 
(iii) y/2 is to be changed to y = av*(G*Z- ‘G) v = a~*CP’~. 
(iv) The power function of U under complex normality assumption 
can be computed using the formula 
X 
s 
1 e-Y~y.f--P+r+j(l -Y)~-r-l dy 
0 B(f--p+r+l),p-r) ’ 
(6.9) 
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