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We consider the problem of generating upper bounds for the probability of the union of
events when the individual probabilities of the events as well as the probabilities of pairs
and triples of these events are known. By formulating the problem as a Linear Program, we
can obtain bounds as objective function values corresponding to dual basic solutions. The
upper bounds are based on underlying graph structures.
© 2008 Elsevier B.V. All rights reserved.
1. Problem definition
The Boolean probability bounding problem can be formulated as follows: let A1, . . . , An be a finite set of arbitrary events
in a probability spaceΩ , and let us assume that the individual probabilities Pr(Ai), i = 1, . . . , n, as well as the probabilities
Pr
(⋂
1≤i1<···<il≤n Aik
)
, l = 2, . . . ,m,m < n, of up tom-tuples of these events are known. Using this information wewant to
generate upper and lower bounds for the probability of a Boolean function of these events. The integerm is usually referred
to as the degree of these bounds.
Let us introduce the following notation: let Gm = (V , E) denote the hypergraph where V = {1, . . . , n} represents the
node set and E = ⋃mk=2 Ek where Ek = {I ⊆ V | |I| = k}, k = 2, . . . ,m, represents the set of hyperedges. Further let
Γ = V ∪ E.
For each subset J ⊆ V let us define the event CJ =
(⋂
i∈J Ai
) (⋂
i∈Jc A
c
i
)
,where Jc = V \ J , and Aci = Ω \ Ai, i = 1, . . . , n,
and to each subset J ⊆ V let us associate a decision variable xJ = Pr
(
CJ
)
and a scalar cJ .
Let us further introduce the notation pI = Pr
(⋂
i∈I Ai
)
where I ∈ Γ , and let us set p∅ = 1 by definition.
Let us note that the equality
∑
I⊆ J⊆V Pr(CJ) = Pr
(⋂
i∈I Ai
)
holds for all subsets I ∈ Γ ∪ {∅}, because the 2n (disjoint)
events CJ ’s form a partition of the probability spaceΩ . Using the above notation, we can write the last identity equivalently
as
∑
I⊆ J⊆V xJ = pI .
Finally, let p denote the vector with components pI ∈ [0, 1], I ∈ Γ ∪ {∅}, let x be the vector with components xJ ∈ [0, 1],
J ⊆ V , and let H = (hIJ) denote the incidence matrix whose non-zero entries are defined by hIJ = 1 if I ⊆ J .
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The Boolean probability bounding problem can thus be restated as a linear program of the form
Max (Min)
∑
J⊆V
cJxJ
st
∑
I⊆ J⊆V
hIJxJ = pI ∀I ∈ Γ ∪ {∅}
xJ ≥ 0 ∀J ⊆ V
or in matrix form for the maximization problem
Max cTx
st Hx = p, x ≥ 0 (1)
where the vector c has components cJ , J ⊆ V . In particular, if cT = [0, 1, . . . , 1] problem (1) provides us with an upper
bound for the probability P
(⋃n
i=1 Ai
)
that at least one out of n events occurs.
Consider the dual of linear program (1):
Min pTw
st HTw ≥ c. (2)
In linear programming problem (1) the first constraint
∑
J⊆V xJ = 1 becomes superfluous because if the optimum value
of the maximization problem is found to be larger than 1 then, by taking into account the constraint
∑
J⊆V xJ = 1, we can
trivially set the upper bound to 1. Therefore the first row of the matrix H as well as the first column corresponding to the
variable x∅ can be disregarded. Upper bounds of degreem can be obtained for the probability that at least one out of n events
occurs provided that we can construct basic feasible solutions for problem (2).
2. Upper bounds of degree 3
In this section we will present new upper bounds of degree 3 for the probability of the union of n events.
As Prékopa et al. suggested in [3], it is possible to interpret the components of any dual feasible solution w = (wγ )γ∈Γ
of problem (2) as hyperedge weights in Gm, that is a weightwγ is assigned to each hyperedge γ ∈ Γ .
In what follows we will let Ek(S) denote the family of subsets of S ⊆ V of cardinality k, k > 1, and we will let
w(S) =
∑
∅6=γ⊆S
wγ =
∑
γ∈S
wγ +
m∑
k=2
∑
γ∈Ek(S)
wγ
represent the total weight of subset S for a given dual feasible solutionw = (wγ )γ∈Γ .
For cT = [0, 1, . . . , 1] andm = 3 problem (2) can then be written as
Min
∑
γ∈V
pγwγ +
∑
γ∈E2
pγwγ +
∑
γ∈E3
pγwγ
st
∑
γ∈S
wγ +
∑
γ∈E2(S)
wγ +
∑
γ∈E3(S)
wγ ≥ 1 ∀S ⊆ V . (3)
The lemma that follows provides a sufficient and necessary condition for a given vector to be a dual basic feasible solution
of problem (1).
Lemma 1. Given a collection = = {Iγ }γ∈Γ of column subscripts of the matrix H, a vector w = (wγ )γ∈Γ is a basic feasible
solution of problem (3) generated by the basis = if the following conditions are satisfied.
(i) The vector w = (wγ )γ∈Γ is the unique solution of the system of equationsw(Iγ ) = 1 for all subsets Iγ ∈ =, γ ∈ Γ .
(ii) For all subsets S ⊆ V the inequalityw(S) ≥ 1 holds.
Proof. Let hJ , J ⊆ V , designate a column vector of the matrix H . Let B denote a nonsingular square submatrix of H of order
m and let = = {Iγ }γ∈Γ denote the collection of subscripts whose columns form B.
Recall that a matrix B is said to be a dual feasible basis of problem (1) if cTBB
−1hIγ = cIγ for all subsets Iγ ∈ =, γ ∈ Γ , and
cTBB
−1hJ ≥ cJ for all subsets J 6∈ =. The corresponding dual feasible basic solution is the vectorwT = cTBB−1.
For the case cT = [0, 1, . . . , 1], condition (i) guarantees that the matrix B is nonsingular and that the equalities
cTBB
−1hIγ = cIγ hold on all basic sets Iγ ∈ =, γ ∈ Γ , and condition (ii) ensures that the inequalities cTBB−1hJ ≥ cJ are
satisfied for all nonbasic sets J 6∈ =. 
The first two propositions of the section present new closed-form bounds that exploit underlying bipartite-type graph
structures.
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Proposition 2. Assume n ≥ 5 and let l be a positive integer such that 1 ≤ l ≤ n − 3 and n − 2 ≤
(
n−2
l
)
. For fixed i1, i2 ∈ V ,
let B = V \ {{i1} ∪ {i2}}. Then the vector w = (wγ )γ∈Γ with components
wγ =

1 if γ ∈ V ∪ E3(B) or γ = {ik, i, j}, k = 1, 2, i, j ∈ B
2l3 + 3l2 + l− 6
6
if γ = {i1, i2}
−1 if γ ∈ E2 \ {i1, i2}
−l2 − l+ 2
2
if γ = {i1, i2, j}, j ∈ B
is a basic feasible solution of problem (3).
Proof. Let Kh ⊆ B denote a subset of cardinality h, 1 ≤ h ≤ n− 2.
Define = = {Iγ }γ∈Γ to be the collection of column labels of the matrix H where
Ii = {i} if i ∈ V
Ii,j =
{
Kl+1 ∪ {i1} ∪ {i2} if {i, j} = {i1, i2}
{i, j} if {i, j} ∈ E2 \ {i1, i2}
Ii,j,k =
{
Kl ∪ {i1} ∪ {i2} if i = i1, j = i2, k ∈ Bwith k ∈ Kl
{i, j, k} if {i, j} 6= {i1, i2}.
The vector w is a basic feasible solution of problem (3) generated by the basis = because conditions (i) and (ii) of Lemma 1
are met, as shown below.
(i) For all i ∈ V w(Ii) = 1 if and only ifwi = 1.
For all {i, j} ∈ E2 \ {i1, i2},w(Ii,j) = wi + wj + wi,j = 2+ wi,j = 1 if and only ifwi,j = −1.
Letwi1,i2 = x. The symmetry of the constraints ensures thatwi1,i2,j = y for all j ∈ B. Then
w(Ii1,i2) = w(Kl+1 ∪ {i1} ∪ {i2})
=
∑
h∈Kl+1∪{i1}∪{i2}
wh + wi1,i2 +
∑
h∈Kl+1
wi1,h +
∑
h∈Kl+1
wi2,h +
∑
h,k∈Kl+1
wh,k
+
∑
j,k,h∈Kl+1
wj,k,h +
∑
h,k∈Kl+1
wi1,h,k +
∑
h,k∈Kl+1
wi2,h,k +
∑
h∈Kl+1
wi1,i2,h
= l+ 3+ x− 2l− 2−
(
l+ 1
2
)
+
(
l+ 1
3
)
+ 2
(
l+ 1
2
)
+ ly+ y,
thusw(Ii1,i2) = 1 if and only if x+ (l+ 1)y = l−
(
l+1
2
)
−
(
l+1
3
)
. (I)
For all {i, j, k} ∈ E3 with {i, j} 6= {i1, i2}w(Ii,j,k) = wi + wj + wk + wi,j + wi,k + wj,k + wi,j,k = 3 − 3 + wi,j,k, thus
w(Ii,j,k) = 1 if and only if wi,j,k = 1.
For all {i1, i2, j} ∈ E3 with j ∈ B
w(Ii1,i2,j) = w(Kl ∪ {i1} ∪ {i2})
=
∑
h∈Kl∪{i1}∪{i2}
wh + wi1,i2 +
∑
h∈Kl
wi1,h +
∑
h∈Kl
wi2,h +
∑
h,k∈Kl
wh,k
+
∑
j,k,h∈Kl
wj,k,h +
∑
h,k∈Kl
wi1,h,k +
∑
h,k∈Kl
wi2,h,k +
∑
h∈Kl
wi1,i2,h
= l+ 2+ x− 2l−
(
l
2
)
+
(
l
3
)
+ 2
(
l
2
)
+ ly,
thusw(Ii1,i2,j) = 1 if and only if x+ ly = l− 1−
(
l
2
)
−
(
l
3
)
. (II)
The unique solution of the system (I)–(II) is given by x = 2l3+3l2+l−66 , y = −l
2−l+2
2 .
(ii) The cases that need to be considered to prove that the vector w is feasible for problem (3) are S = D, S = D ∪ {ik},
k = 1, 2, and S = D ∪ {i1} ∪ {i2}, where D ⊆ B.
Let d = |D| , 1 ≤ d ≤ n− 2. If S = D then
w(D) =
∑
h∈D
wh +
∑
h,k∈D
wh,k +
∑
j,h,k∈D
wj,h,k = d−
(
d
2
)
+
(
d
3
)
= d
3 − 6d2 + 11d
6
.
The inequalityw(D) = (d−1)(d−2)(d−3)6 + 1 ≥ 1 holds if and only if d ≥ 1.
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If S = D ∪ {ik}, k = 1, 2, thenw(S) ≥ 1 because
w(S) =
∑
h∈D∪{ik}
wh +
∑
h∈D
wik,h +
∑
h,k∈D
wh,k +
∑
j,h,k∈D
wj,h,k +
∑
h,k∈D
wik,h,k
= d+ 1− d−
(
d
2
)
+
(
d
3
)
+
(
d
2
)
.
If S = D ∪ {i1} ∪ {i2} then
w(S) =
∑
h∈D∪{i1}∪{i2}
wh + wi1 i2 +
∑
h,k∈D
wh,k +
∑
h∈D
wi1,h +
∑
h∈D
wi2,h
+
∑
j,h,k∈D
wj,h,k +
∑
h,k∈D
wi1,h,k +
∑
h,k∈D
wi2,h,k +
∑
k∈D
wi1,i2,k
= d+ 2+ 2l
3 + 3l2 + l− 6
6
− 2d+
(
d
3
)
+
(
d
2
)
+ d−l
2 − l+ 2
2
= (d+ 2l+ 1)(d− l)(d− l− 1)
6
+ 1.
The inequalityw(D ∪ {i1} ∪ {i2}) ≥ 1 holds if and only if d ≤ l or d ≥ l+ 1. 
The bound generated by evaluating the objective function of problem (3) at the basic feasible solution described by the above
proposition is given by
P(A1 ∪ · · · ∪ An) ≤
∑
i∈V
pi + 2l
3 + 3l2 + l− 6
6
pi1,i2 −
∑
{i,j}6={i1,i2}
pi,j +
∑
i,j6=i2
pi2,i,j
+ −l
2 − l+ 2
2
∑
j6=i1,i2
pi1,i2,j +
∑
i,j6=i1
pi1,i,j +
∑
i,j,k6=i1,i2
pi,j,k. (4)
Proposition 3. Assume n ≥ 5 and let l be a positive integer such that 1 ≤ l ≤ n− 4 and n− 2 ≤
(
n−2
l
)
. For fixed i1 ∈ V , let
B = V \ {i1}. Then the vector w = (wγ )γ∈Γ with components
wγ =

1 if γ ∈ V ∪ E3(B)
l2 − l− 6
6
if γ = {i1, j}, j ∈ B
−1 if γ ∈ E2(B)
5− 2l
3
if γ = {i1, i, j}, i, j ∈ B
is a basic feasible solution of problem (3).
Proof. Let Kh ⊆ B denote a subset of cardinality h, 1 ≤ h ≤ n− 1.
Define = = {Iγ }γ∈Γ to be the collection of column labels of the matrix H where
Ii = {i} if i ∈ V
Ii,j =
{
Kl ∪ {i1} if i = i1, j ∈ Bwith j ∈ Kl
{i, j} if i, j ∈ B
Ii,j,k =
{
Kl+1 ∪ {i1} if i = i1, j, k ∈ Bwith j, k ∈ Kl+1
{i, j, k} if i, j, k ∈ B.
The vector w is a basic feasible solution of problem (3) generated by the basis = because conditions (i) and (ii) of Lemma 1
are met, as shown below.
(i) For all i ∈ V w(Ii) = 1 if and only ifwi = 1.
For all {i, j} ∈ E2(B)w(Ii,j) = wi + wj + wi,j = 2+ wi,j = 1 if and only ifwi,j = −1.
For all {i, j, k} ∈ E3(B)w(Ii,j,k) = wi + wj + wk + wi,j + wi,k + wj,k + wi,j,k = 3− 3wi,j,k = 1 if and only ifwi,j,k = 1.
The symmetry of the constraints ensures that wi1,j = x for all j ∈ B and that wi1,i,j = y for all i, j ∈ B. Then for all{i1, j} ∈ E2 with j ∈ B
w(Ii1,j) = w(Kl ∪ {i1})
=
∑
h∈Kl∪{i1}
wh +
∑
h∈Kl
wi1,h +
∑
h,k∈Kl
wh,k +
∑
j,k,h∈Kl
wj,k,h +
∑
h,k∈Kl
wi1,h,k
= l+ 1+ lx−
(
l
2
)
+
(
l
3
)
+
(
l
2
)
y,
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thusw(Ii1,j) = 1 if and only if x+ l−12 y = −1+ l−12 − (l−1)(l−2)6 . (I)
For all {i1, i, j} ∈ E3 with i, j ∈ B
w(Ii1,i,j) = w(Kl+1 ∪ {i1})
=
∑
h∈Kl+1∪{i1}
wh +
∑
h∈Kl+1
wi1,h +
∑
h,k∈Kl+1
wh,k +
∑
j,k,h∈Kl+1
wj,k,h +
∑
h,k∈Kl+1
wi1,h,k
= l+ 2+ (l+ 1)x−
(
l+ 1
2
)
+
(
l+ 1
3
)
+
(
l+ 1
2
)
y,
thusw(Ii1,i,j) = 1 if and only if x+ l2y = −1+ l2 − l(l−1)6 . (II)
The unique solution of the system (I)–(II) is given by x = l2−l−66 , y = 5−2l3 .
(ii) The cases that need to be considered to prove that the vectorw is feasible for problem (3) are S = D and S = D∪{i1},
where D ⊆ B.
Let d = |D| , 1 ≤ d ≤ n− 1.
If S = D then
w(D) =
∑
h∈D
wh +
∑
h,k∈D
wh,k +
∑
j,h,k∈D
wj,h,k = d−
(
d
2
)
+
(
d
3
)
.
Therefore the inequality w(D) = (d−1)(d−2)(d−3)6 + 1 ≥ 1 holds if and only if (d − 1)(d − 2)(d − 3) ≥ 0 or d ≥ 1. If
S = D ∪ {i1}, then
w(D ∪ {i1}) =
∑
h∈D∪{i1}
wh +
∑
h∈D
wi1,h +
∑
h,k∈D
wh,k +
∑
j,h,k∈D
wj,h,k +
∑
h,k∈D
wi1,h,k
= d+ 1+ d l
2 − l− 6
6
−
(
d
2
)
+
(
d
3
)
+
(
d
2
)
5− 2l
3
.
Therefore the inequalityw(D ∪ {i1}) = d(d−l)(d−l−1)6 + 1 ≥ 1 holds if d ≤ l or d ≥ l+ 1. 
The bound generated by evaluating the objective function of problem (3) at the basic feasible solution described by the above
proposition is given by
P(A1 ∪ · · · ∪ An) ≤
∑
i∈V
pi + l
2 − l− 6
6
∑
i6=i1
pi1,j −
∑
i,j6=i1
pi,j + 5− 2l3
∑
i,j6=i1
pi1,i,j +
∑
i,j,k6=i1
pi,j,k. (5)
We conclude this section presenting an upper bound that exploits the concept of chordal graph. A chordal graph is a graph
that does not contain any cordless circuit. The boundwas first presented by Boros and Veneziani [1] and then byDohmen [2].
We will show that the bound can be derived as the value of the dual problem objective function evaluated at the feasible
solution presented in the next proposition. In what follows we will let H denote a chordal graph, and ∆(H) denote the set
of triangles whose sides belong to H .
Proposition 4. Assume n ≥ 4, and let H denote a chordal graph on the vertex set V . Then the vector w = (wγ )γ∈Γ with
components
wγ =
{1 if γ ∈ V ∪∆(H)
−1 if γ ∈ H
0 otherwise
is a feasible solution of problem (3).
Proof. To prove that the vector w is feasible for problem (3) we need to show that for any subset S ⊆ V w(S) ≥ 1. In
what follows we will say that two vertices i, j ∈ S are adjacent if and only if {i, j} ∈ H. We will show the statement by
induction on the cardinality s, s = 1, . . . , n, of the subset S. For s = 1 the subset S reduces to any singleton, therefore
w(S) = w({i}) = wi = 1.
Let us assume that the statement holds for s = k. If s = k+ 1 then S = Sk ∪ {i}where i ∈ S and Sk ⊆ S, |Sk| = k.
Let N1, . . . ,Np denote the connected components of the neighborhood of node i in S. Moreover let D1, . . . ,Dq denote the
connected components of Sk \ (N1 ∪ · · · ∪ Np). Let us make the following remarks.
(i) Each node j ∈ Ds, s = 1, . . . , q, can be connected to at most one component Nr , otherwise, if there exist j1 ∈ Nr1
and j2 ∈ Nr2 with r1 6= r2 such that node j is connected to nodes j1 and j2 then the graph H would contain the circuit
C = {j1, {j1, i}, i, {i, j2}, j2, {j2, j}, j, {j, j1}, ji}, contradicting the assumption that H does not contain any cordless circuit.
Circuit C contains neither the cord {i, j} because node j is not adjacent to node i, nor the cord { j1, j2} since the components
Nr1 and Nr2 are disconnected.
P. Veneziani / Discrete Applied Mathematics 157 (2009) 858–863 863
(ii) Each subset Ds, s = 1, . . . , q, is connected to at most one component of the neighborhood of node i. Suppose that
there are two vertices i1, i2 ∈ Ds adjacent respectively to vertices j1 ∈ Nr1 , j2 ∈ Nr2 for some r1, r2, r1 6= r2. Let Pi1,i2 denote
the shortest path connecting nodes i1 and i2 in Ds.
Consider C = {i1, Pi1,i2 , i2, {i2, j2}, j2, { j2, i}, i, {i, j1}, j1, { j1, i1}, i1}. Circuit C contains neither the cord { j1, j2} by
construction, nor the cords {i1, j2}, {i2, j1} by remark (i), nor the cords {i1, i}, {i2, i} by construction, thus it is a cordless
circuit, contradicting the assumption on H .
In what follows let DNr denote the collection of components of Ds that are connected Nr , and let D
o denote the collection
of components of Ds that are not connected to the neighborhood of node i.
(iii) Each subset Nj, j = 1, . . . , p, is connected, therefore there exists a tree in Nj connecting the vertices with
∣∣Nj∣∣ − 1
edges. Thus there exist at least
∣∣Nj∣∣− 1 triplets {i, j, k} with j, k ∈ Nj.
In view of remarks (i), (ii) and (iii) we can conclude that
w(S) =
p∑
r=1
w(Nr ∪ DNr )+ w(Do)+ wi +
p∑
j∈Nr ,r=1
wi,j +
p∑
i,j,k∈Nr ,r=1
wi,j,k
≥ p+ 1−
∑
r=1,...,p
|Nr | +
∑
r=1,...,p
[|Nr | − 1]
= p+ 1− p
= 1
because if Do 6= ∅ thenw(Do) ≥ 0 andw(Nr ∪ DNr ) ≥ 1 for any r by the induction hypothesis. 
The bound generated by evaluating the objective function of problem (3) at the feasible solution described by the above
proposition is given by
P(A1 ∪ · · · ∪ An) ≤
∑
i∈V
pi −
∑
{i,j}∈H
pi,j +
∑
{i,j,k}∈∆H
pi,j,k. (6)
We will conclude the section illustrating by means of an example that our bounds can outperform bounds of degree 3
found in the literature. If we evaluate bound (6) for the graphwith edge set {{1, 2}, {1, 3}, {2, 3}, {3, 4}, {3, 5}, {3, 6}, {3, 8},
{4, 6}, {6, 7}} for the system in the Appendix, the probability of the union is bounded above by 0.98047656, which is better
than 0.98281229, Bukszár multi-tree upper bound.
Appendix. A probability system with n = 8
p1 = 0.694415748119, p2 = 0.867745637894, p3 = 0.887781441212, p4 = 0.625162720680,
p5 = 0.760884761810, p6 = 0.800202250481, p7 = 0.563250780106, p8 = 0.849544703960,
p12 = 0.598558127880, p13 = 0.618287384510, p14 = 0.425540626049, p15 = 0.514950037003,
p16 = 0.593406081200, p17 = 0.421335697174, p18 = 0.580050647259, p23 = 0.791617274284,
p24 = 0.589005410671, p25 = 0.694197952747, p26 = 0.690534830093, p27 = 0.458982586861,
p28 = 0.794680774212, p34 = 0.619763493538, p35 = 0.760884761810, p36 = 0.786698997021,
p37 = 0.555146753788, p38 = 0.846481204033, p45 = 0.497858166695, p46 = 0.549735188484,
p47 = 0.444691002369, p48 = 0.619763493538, p56 = 0.672448158264, p57 = 0.467405200005,
p58 = 0.719584524632, p67 = 0.563250780106, p68 = 0.745398759842, p78 = 0.513846516609,
p123 = 0.522429764271, p124 = 0.394782543182, p125 = 0.448569774628, p126 = 0.497548460960,
p127 = 0.325478076935, p128 = 0.525493264198, p134 = 0.425540626049, p135 = 0.514950037003,
p136 = 0.593406081200, p137 = 0.421335697174, p138 = 0.576987147331, p145 = 0.327194631100,
p146 = 0.400659322739, p147 = 0.311186492443, p148 = 0.425540626049, p156 = 0.502714574337,
p157 = 0.357153475285, p158 = 0.473649799824, p167 = 0.421335697174, p168 = 0.552105844021,
p178 = 0.380035459995, p234 = 0.589005410671, p235 = 0.694197952747, p236 = 0.690534830093,
p237 = 0.458982586861, p238 = 0.791617274284, p245 = 0.496577441692, p246 = 0.513577878475,
p247 = 0.413932919502, p248 = 0.589005410671, p256 = 0.605761349201, p257 = 0.400718390942,
p258 = 0.694197952747, p267 = 0.458982586861, p268 = 0.690534830093, p278 = 0.458982586861,
p345 = 0.497858166695, p346 = 0.544335961342, p347 = 0.444691002369, p348 = 0.619763493538,
p356 = 0.672448158264, p357 = 0.467405200005, p358 = 0.719584524632, p367 = 0.555146753788,
p368 = 0.745398759842, p378 = 0.513846516609, p456 = 0.435076475143, p457 = 0.361940801144,
p458 = 0.497858166695, p467 = 0.444691002369, p468 = 0.544335961342, p478 = 0.444691002369,
p567 = 0.467405200005, p568 = 0.631147921085, p578 = 0.426104962826, p678 = 0.513846516609.
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