The applicability of time-reversible integrators to the recently developed quantal cumulant dynamics (QCD) is examined, and their accuracy and efficiency are demonstrated by comparison with the Runge-Kutta method. We proposed three schemes, which differ in their partitions and orders of an exponential function of a Liouvillian.
Introduction
Quantum dynamics simulations are powerful tools for investigating the time evolution of physical quantities and hence enhancing our understanding of dynamical properties of quantum many-body systems. Nevertheless, the manybody dynamics of chemical reactions are too complicated and demanding for a simulation using the methods of full quantum dynamics. Therefore, the full quantum dynamics method is limited to several degrees of freedom. Instead of quantum dynamics, classical dynamics has been used routinely for analyzing the dynamical properties of molecules. In particular, ab initio molecular dynamics methods have become standard tools in chemistry [1] [2] [3] [4] . However, a quantum treatment of the nuclei becomes indispensable for the correct descriptions of zero-point vibrations and in cases where a tunneling effect is not negligible. There are a number of approaches that can be used to treat quantum effects approximately, such as the semiclassical [5] [6] [7] [8] [9] and semiquantal dynamics methods [10] [11] [12] [13] [14] . One of the notable works developed by Prezhdo et al. is the quantized Hamilton dynamics (QHD) approach derived from Heisenberg's equations of motion [15, 16] . Nevertheless, it is too complicated to derive higher-order approximations due to the tedious manipulations required in decomposing the expectation values.
As an extension of the QHD, we have developed an approach called the quantal cumulant dynamics (QCD) method [17] , where the cumulants are central variables in the formulation. In particular, we have derived a coupled equation of motion (EOM) for the position, momentum, and second-order cumulants of the product of the momentum and position fluctuation operators. The QCD approach has the following advantages over the QHD method: (i) A systematic construction of the higher-order equations of motion is possible. (ii) There are no errors in the energy and its gradient due to the truncation of the potential.
(iii) There is no tedious derivation with respect to the decomposition scheme in the QHD method. We have shown that the method conserves the total energy exactly. However we demonstrated that numerical results obtained by a fourth-order Runge-Kutta method inherently suffers from accumulative error in the total energy for long time propagation.
Time-reversible integrators are used in the numerical simulation of Hamiltonian dynamics, because the trajectories and total energy evaluated by these methods remain accurate even at asymptotically long times [18] [19] [20] [21] . Recent progress in the development of time-reversible integrators includes a multiple time scale algorithm and applications to non-Hamiltonian dynamics [22] [23] [24] [25] .
In the present letter, we develop a time-reversible integrator for the QCD method, where the key idea is to use a Liouville form of the time evolution operator. The equations of motion of the second-order quantal cumulant dynamics and the time-reversible integrator are given in Sec. II. Numerical tests for the time-reversible integrator are performed in Sec. III, and a summary is provided in Sec. IV.
Theory

Quantal cumulant dynamics
The Hamiltonian of a one-dimensional system is given bŷ where the first term denotes the kinetic energy operator in a mass-weighted coordinate and the second term denotes the potential energy operator. These are functions of a momentum operator,P , and a position operator,Q. Here, we introduce a position shift operator defined as
By using the shift operator, the potential energy operator can be rewritten as
where q = Q is the expectation value ofQ. By using the definition and a cumulant expansion technique for central moments [26, 27] , Q − q n , the potential energy can be approximated by a second-order cumulant as
where λ 2,0 = δQ 2 is a second-order cumulant of the central moment δQ = Q − q. Hereafter we call the approximate expectation value of the potential energy operator,Ṽ (q, λ 2,0 ), a quantal potential.
The kinetic energy is also expressed by the expectation value of the momentum operator, p = P , and that of its second-order cumulant, λ 0,2 = δP 2 . The second-order total energy is given by
To obtain a closed form for the coupled equations of motion for q, p, and the cumulant variables, we here introduce a further second-order cumulant of the product of the momentum and position fluctuation operators defined by
where s denotes a symmetric product; i.e. (δÂδB) s = 1/2(δÂδB + δBδÂ). In the following we derive EOMs for all the variables defined above.
The Heisenberg EOM of an expectation value of an operatorÂ is given by
where
− is a commutator (in the unit of ). Using this expression, the coupled EOMs in the second-order cumulant dynamics are given bẏ
) is the n-th derivative of the quantal potential with respect to q. These are central equations in the present letter. Here we should stress that the above EOMs conserve the total energy, though we adopt the secondorder approximation in the cumulant expansion. The initial conditions of the variables can be determined to be
In order to estimate the initial conditions, one needs to search for the point that satisfies the least quantal energy principle initially suggested by Tsue with the boundary condition ηξ = 1/4 [13, 14] .
In a previous work, we have established three ways to evaluate the quantal potential. In particular, we have demonstrated that the Morse potential has a closed form. The Morse potential and corresponding second-order quantal potential are given as
Once the analytic form of the quantal potential is obtained, its higher-order derivatives are easily evaluated as
The potential and their derivatives can be calculated at any q and λ 2,0 as in a standard classical dynamics simulation.
Time-reversible integrator for QCD
An efficient time-reversible integrator was initially proposed by Yoshida for
Hamiltonian dynamics, and is well-known as higher-order symplectic integrators [18] [19] . Independently Suzuki established the basics of a Lie-algebraic construction of a decomposed time evolution operator [20] , which can be applied not only to the classical Hamiltonian dynamics, but also to quantum dynamics. In the following, we give a time-reversible integrator for the QCD derived with a consistent manner.
The time evolution of the above variables is described in terms of a propagator from t = 0 to t = δt as
where a is a vector that consists of the above five variables defined above and L is the Liouville operator of the QCD. A variety of integrators exist, which differ from one another in the way of approximating the time evolution operator. According to the EOMs, the Liouville operator in a vector form is expressed as
and
The time-reversible integrators can be derived in the following manner: The Liouville operator is decomposed into three non-commutative operators L 1 ,
Since there are several ways to decompose the Liouvillian, we here adopt three of them so as to require the least number of force evaluations. The definitions of L k are listed in Table 1 . By decomposing the time evolution operator into three parts, one can obtain a sequential time evolution operator as
where a set of real coefficients c j,k (j = 1, 2, and 3) is determined by comparing the Taylor expansion of the partitioned-time evolution operator with that of the whole time evolution operator. For example, a second-order approximation to the time evolution operator is given by
This decomposition is correct to third-order with respect to the time step, δt. The fourth-order integrator is constructed from a product of second-order evolution operators with different time steps as
where s = 1/(4 − 3 √ 4). In this letter, we adopt the above S 2 and S 4 for actual calculations. 
where n x is the number of the updates for a unit time step, δt, required in the algorithm x.
Since one of the most time consuming steps in a molecular dynamics simulation is the update of the gradient and Hessian, it is instructive to measure the error against N rather than δt in order to estimate the efficiency in actual calculations. It is necessary to update the gradient and Hessian of the quantal potential once for the second-order time-reversible integrator, twice for the second-order Runge-Kutta, five times for the fourth-order time-reversible integrator, and four times for the forth-order Runge-Kutta.
Comparing the time-reversible integrators, Scheme A is the least accurate, and Scheme C is the most accurate of the three schemes. Since the EOMs of λ 0,2 and λ 1,1 depend mutually on each other, the error becomes critically large with Scheme A. In particular, the error in the fourth-order method using To evaluate the applicability of the fourth-order methods to long-time simulation, we adopt a relatively large time step, δt = 5. Time series of the short time averaged-error defined as
are depicted in Fig. 2 . Scheme A no longer conserves the total energy. Both Schemes B and C are so robust that the averaged error is almost constant. The errors are estimated to be 10 −4.6 for Scheme B and 10 −5.5 for Scheme C. From   Fig. 2 , when we use the second-order algorithm, the latter error is equivalent to using a time step, δt = 0.5. Thus the fourth-order method enables one to adopt a time step ten times larger in this case. Because the second-and fourth-order algorithms require one and five force updates, respectively, the fourth-order method is twice as fast as the second-order method overall. The error by using the Runge-Kutta method reaches a plateau after T = 10 4 , where the error becomes approximately 10 −2.6 . Nevertheless the trajectories generated by the Runge-Kutta are divergent as shown in Fig. 3 . On the other hand, the trajectory by Scheme C is almost the same as that obtained by Scheme C with a short time step δt = 0.5, where the maximum error in the total energy is 10 −9.3 . Therefore, we conclude here that the fourth-order time-reversible integrator with Scheme C is robust and stable for long time simulation. Finally, we note that such integrators naturally depend on the system of interest, and we should explore the application of the method to larger systems, such as the vibration of polyatomic molecules.
In order to recognize the difference between Scheme B and C, we here show a short-time propagation using the second-order time-reversible integrator with Scheme C as
whereṼ (0) andṼ (δt) are the quantal potential at t = 0 and t = δt. It is found that the fractional time of λ 1,1 (δt/2) in λ 2,0 (δt) and λ 0,2 (δt) is the same.
It should be stressed here that this does not hold true for Scheme B. Figures 1   and 2 indicate that there exists a conserving quantity which is invariant under the time propagation. The error in the total energy comes from the difference between the total energy and the conserving quantity. Since the total energy depends on four variables except for λ 1,1 , the accordance of fractional time in λ 2,0 (δt) and λ 0,2 (δt) is desirable for the conservation of energy.
Since the time-reversible integrator is robust for long-time step simulation, the present method is applicable to systems whose motions have different time scales such as fast electronic and slow nuclear motions. This method is also applicable to non-Born-Oppenheimer (NBO) treatments for molecular calculations, which are a challenge in this area of research, and have been developed by one of the present authors and by other groups [28] [29] [30] [31] [32] [33] [34] [35] .
Concluding remarks
We have constructed a time-reversible integrator for the QCD method. The key point of the work is the use of a Liouville form for the time evolution operator.
In particular, we have developed three schemes A, B, and C listed in Table 1 by partitioning the Liouvillian and arranging the decomposed time evolution operators. The time-reversible integrator except for Scheme A is superior to the conventional Runge-Kutta method for long time propagation. We have numerically elucidated that Scheme C is more reliable than the other schemes both for second-and fourth-order approximations. This indicates that the EOM of QCD is sensitive not only to the partition, but also to the order in the decomposed integrator. We have suggested that the accordance of fractional time in λ 2,0 and λ 0,2 is desirable for the conservation of energy, because these variables contribute to the total energy.
Since the time-reversible integrator enables adoption of relatively long time steps, Scheme C with the fourth-order approximation requires the least number of updates, although the fourth-order time-reversible integrator requires five force updates per time step propagation. In particular, one can choose δt = 5 in Scheme C with a maximum error of 10 −5.5 , where, in contrast, the Runge-Kutta method generates an incorrect divergent trajectory. Phase space structure obtained using Scheme C and Runge-Kutta. The orbit of Scheme C is in reasonable agreement with that obtained by setting a shorter time step, δt = 0.5, whereas the Runge-Kutta method gives an incorrect divergent trajectory though the energy is at least conserved (see Fig. 2 ). 
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