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Abstract
The extensive use of fossil fuels are harmful to the climate and the general
standard of living due to global warming effects and pollution. Thus the rising
energy needs in the World caused by an increase in both population and wealth
especially in developing countries will have to be met by a renewable energy
production. Sustainable energy sources such as solar or wind power are not
constant and efficient methods firstly to convert electricity into chemical energy
and secondly to store the high energy materials are needed.
In this thesis both issues of conversion and storage are treated. The focus is
specifically on the investigation of catalytic materials for electrochemical CO2
fixation into fuels as well as ammonia storage materials, using computation-
al methods relying on density functional theory (DFT) and effective medium
theory (EMT) calculations as well as a genetic algorithm.
Nanoparticles of binary alloys have previously been shown to be catalyti-
cally active for electrochemical CO2 fixation. The stability of the nanoparticles
is critical for a catalytic system. We have developed a method to determine
the structure and composition of nanoparticles under reactive conditions. This
method involves a genetic algorithm for which efficient propagation operators
have been implemented and tested on the Cu-Ni alloy system. The algorithm is
able to predict the lowest energy structure and composition for the most stable
Cu-Ni stoichiometry. At standard conditions in an oxygen atmosphere the par-
ticle surface is characterized by regions of Cu atoms and regions of Ni atoms
with adsorbed oxygen. Future studies will predict which Cu-Ni stoichiometry
will produce a catalytically active particle composition.
Metal ammine chlorides e.g. Mg(NH3)6Cl2 and Sr(NH3)8Cl2, can display
high energy storage capacity combined with fast kinetics. We have determined
the thermodynamically stable phases of strontium chloride ammines, including
the diammine phase, Sr(NH3)2Cl2, that depending on temperature and pres-
sure has a slightly higher or lower stability than the monoammine, explaining
why the diammine is only found in certain experiments. We have furthermore
determined a stable surface state of ammonia in SrCl2 ammines and identified
its implications on the ab- and desorption kinetics.
Metal salts often bind ammonia and water molecules in a similar structural
coordination. We have studied the competitive exchange and diffusion processes
of water and ammonia in magnesium chloride hexammine and hexahydrate as
a method for non-thermal release of ammonia. A mixed phase containing both
water and ammonia have been shown to be stable in a small region around
room temperature.
It is possible to shift the release thermodynamics in metal ammine salts
by mixing two or more materials, resulting possibly in a mixed metal ammine
salt with superior properties regarding energy content and release temperature.
We have used a genetic algorithm to predict several stable mixed metal am-
mines in model structures with release temperatures in an attractive range for
applications in the transport sector.
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Resumé Det vidtgående forbrug af fossile brændstoffer er skadeligt for
klimaet og levestandarden for verdens befolkning pga. den globale opvarmning
og forureningen det medfører. Verdens stigende energibehov, som resultat af
forøgelsen i befolkningstallet og velstanden i specielt udviklingslandene, skal
altså imødekommes af vedvarende energiproduktion. Vedvarende energikilder,
såsom sol eller vindkraft, er ikke konstante og effektive metoder til at omdanne
elektricitet til kemisk energi og derefter at lagre de energiholdige materialer er
nødvendige.
I denne afhandling bliver begge problemstillinger, konvertering og lagring,
behandlet. Fokus er specifikt på undersøgelse af katalytiske materialer til elek-
trokemisk fiksering af CO2 i brændstoffer samt ammoniak lagringsmaterialer,
vha. beregningsmæssige metoder byggende på tætheds funktional teori (DFT)
and effektiv medie teori (EMT) samt en genetisk algoritme.
Nanopartikler af binære legeringer er tidligere vist til at være katalytisk ak-
tive i forbindelse med elektrokemisk fiksering af CO2. Stabiliteten af nanopar-
tiklerne er kritisk for et katalytisk system. Vi har udviklet en metode til at
bestemme struktur og sammensætning af nanopartikler under reaktive forhold.
Denne metode involverer en genetisk algoritme til hvilken effektive forplant-
ningsoperatorer er blevet udviklet og testet på kobber-nikkel legeringer. Al-
goritmen er i stand til at forudsige den struktur og sammensætning med den
laveste energi for den mest stabile Cu-Ni støkiometri. Ved normale forhold i
en ilt atmosfære er partikel overfladen karateriseret ved regioner af kobber i
overfladen og regioner med nikkel i overfladen hvortil ilt adsorberer. Fremtidi-
ge studier vil forudsige hvilken kobber-nikkel støkiometri der skal til for at
producere en katalytisk aktive sammensætning.
Metalamin klorider f.eks. Mg(NH3)6Cl2 og Sr(NH3)8Cl2 kan fremvise høj
energilagringskapacitet kombineret med hurtig kinetik. Vi har fastslået de ter-
modynamisk stabile strontiumklorid amin faser, inklusive en diamin fase, Sr(NH3)2Cl2,
som afhængigt af tryk og temperatur har en lidt højere eller lavere stabilitet i
forhold til monoaminen, hvilket forklarer hvorfor diamin fasen kun bliver fundet
i nogle eksperimenter. Vi har ydermere bestemt en stabil ammoniak overflade
tilstand på SrCl2 aminer og klarlagt dens betydning for ab- og desorptions
kinetikken.
Metal salte binder ofte ammoniak og vand molekyler i lignende strukurelle
koordineringer. Vi har undersøgt den konkurrerende udveksling og diffusion-
sprocesser for vand og ammoniak i magnesiumklorid hexamin og hexahydrat
som en metode til ikke-termisk ammoniak frigivelse. En blandet fase indehold-
ende både vand og ammoniak er blevet vist til at være stabil i et lille interval
omkring stuetemperatur.
Det er muligt at skubbe frigivelsestermodynamikken i metalamin salte ved
at blande to eller flere materialer, hvilket kan resultere i et blandet metalamin
salt med overlegne egenskaber set i forhold til energiindhold og frigivelsestem-
peratur. Vi har brugt en genetisk algoritme til at forudsige flere stabile bland-
ede metalaminer i model strukturer med frigivelsestemperaturer i et gunstigt
område for anvendelser indenfor transportområdet.
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Chapter 1
Introduction
The central motivation behind the work in this thesis is the need for novel
methods in handling the energy produced by a renewable source. Both the
conversion of energy into chemical bonds in molecules and the storage of these
molecules are areas that we need to develop rather sooner than later.
Figure 1.1 shows the energy consumption per person as a function of income
per person for a number of different countries in the period 1982 to 2004.
Apart from a few outliers (USA, Russia, partly Australia) all countries fall on
the diagonal. Does it require energy to produce income or does the increased
wealth lead to an increased energy consumption? Not an easy question to
answer but the correlation between the two is apparent. The most unfortunate
observation on the figure is that a large percentage of the World’s population
is found in the bottom left part. Thus the universal desire to attain wealth and
prosperity will require a dramatical increase in energy consumption. Populous
developing nations like China or India are evolving rapidly in these years forcing
the World’s total energy production to higher and higher levels.
Estimations say that traditional energy sources, natural gas, oil and espe-
cially coal, could provide power for at least a century [1], so no short–term
deficiency is to be expected. However, the extensive use of fossil fuels is harm-
ful to the climate and the general standard of living due to pollution. The large
amounts of CO2 released into the atmosphere during combustion of fossil fuels
are detrimental for the environment and leads to global warming as established
by the United Nations climate panel. Indications show that the current rise of
average global temperature is attributable to the increasing atmospheric CO2
content [2]. If the indications reflect a true connection between temperature
and atmospheric CO2 concentration it is a completely different climate we will
experience in the future because the CO2 content is rising to higher levels than
ever before [1].
Four different areas are responsible for the large CO2 emissions: Production
of electricity and heat, industrial processing and transportation. The first three
can be covered by sustainable sources, e.g. wind or solar power with a suitable
stationary method for energy storage that takes care of the variation of both
wind and solar power production. These methods will become economically
sustainable in the future as technological development makes the sustainable
energy price decrease and the prices of fossil fuels increases. Transportation
is probably the most complicated area to cover by sustainable sources due to
1
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Figure 1.1: Graph showing the relationship between energy consumption and
income per capita in different countries in the world for the period 1982 to
2004. From http://muller.lbl.gov
both the formation and storage of a sustainable fuel are not yet realised to a
potential for commercialization.
Hydrogen has been proposed for many years as the solution [3], however
hydrogen directly has many obstacles: No fully proven storage method, no
infrastructure for hydrogen production, inefficient production today most hy-
drogen is produced by reforming natural gas, reforming from biomass would of
course be a better alternative but the ultimate goal must be through splitting
of water using energy from a sustainable source [4, 5]. In the following sections
we take a look at the production and storage of some of the alternatives to
hydrogen.
1.1 Catalysis for sustainable energy
Catalysis is the key in transforming the available but intermittent sustainable
energy to chemical energy usable when needed. With catalysis the efficient
production of high energy content chemicals is possible. The basic example
is the electrolysis of water to produce hydrogen gas that takes place on two
electrodes; one where the oxygen evolution reaction takes place 2H2O←−→ O2+
4H+ + 4 e–, hydrogen evolution takes place on the other 4H+ + 4 e’ ←−→ 2H2.
The reverse reactions takes place in a polymer electrolyte membrane (PEM)
fuel cell when hydrogen and oxygen gas are used to produce electricity. Both
electrodes are catalysts for the reactions, the most efficient catalysts for these
reactions are unfortunately platinum based thus very expensive. The main
challenge in catalyst research is to design efficient catalysts of earth abundant
and inexpensive materials.
Instead of producing hydrogen that has limitations in practicability, it is
possible with catalysis to produce other chemicals with high energy bonds that
are simpler to store. The Fischer-Tropsch process produces synthetic diesel
2
1.2. Energy storage
from synthesis gas over Co-, Fe- and Ru- based catalysts [6], the selectivity of
the output chemicals is unfortunately very low leading to a large amount of
biproducts. Methanol can be a starting point for the production of other fuels
e.g. gasoline [6], it can also be used in the fuel supply to a combustion engine
[7], directly in a fuel cell [8] or reformed to H2 using a copper catalyst [9]. In
chapter 4 on page 25 we describe the production of methanol from CO and
CO2 and investigate the Cu-Ni alloy, which is efficient for methanol synthesis
[10].
Ammonia is another chemical derived from hydrogen that actually stores a
lot of energy, liquid ammonia contains 17.6wt% hydrogen. Furthermore NH3
can be used directly in a combustion engine1 or in a fuel cell [11] and neither
process emit CO2.
Ammonia is traditionally produced in the Haber-Bosch process. Invented
in 1908 by Fritz Haber [12] this process directly brought Nobel prizes to Haber
in 1918 [13] and in 1931 to Bosch [14] for making the industrial scale produc-
tion possible. The Haber-Bosch process has contributed significantly to the
development of the World’s population in the 20th century, due to the ability
to produce fertilizer. It is approximated that almost half of the World’s popu-
lation today is fed indirectly by nitrogen fertilizers [12]. Since the Haber-Bosch
process involves both high temperature and pressure, an enormous capital cost
is connected with building and running an efficient ammonia production plant,
in the future other processes for ammonia production either electrochemical
[15–18] or photocatalytic [19] must be developed further.
1.2 Energy storage
The traditional fossil fuels are relatively easy to store and handle. Whereas
some of the sustainably produced fuels are very hard to store and transport.
As for hydrogen, ammonia also faces challenges with respect to storage for use
as an energy carrier. Due to the high vapour pressure of liquid ammonia at
ambient temperature (8 bars) and a high toxicity, liquid ammonia is not suit-
able for automotive application [20], thus a solid storage medium is preferred.
A couple of different materials have been suggested as solid ammonia storage
media, the most prevalent are ammonia borane (AB), H3N−BH3 [21], ammine
metal borohydride (AMB) [22] or metal ammine salts [23].
Metal ammine salts are a class of materials that can reversibly store am-
monia and could thus be used to fuel solid oxide fuel cells (SOFC) directly [24]
or be decomposed to N2 and H2 for use in PEM fuel cells. Here, the toxicity
of gaseous ammonia is not a concern due to the low ammonia vapour pressure
at temperatures below the release conditions. In addition, the salts can be
compacted to almost the theoretical crystal density [23], with pores forming
during desorption allowing ammonia diffuse out even from the bulk [25]. All
metal ions can form complexes with ammonia as ligands, and these complex
ions can form salts with a large number of possible anions. I the chapters 5
to 8 on pages 39–63 different aspects of metal ammines will be presented.
1www.nh3car.com
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1.3 Thesis outline
The included papers and results presented within the thesis comes from the
theoretical investigation of materials useful in catalysis and ammonia storage.
The papers and the thesis supplement each other, the results from the papers
are not repeated in the thesis, instead the thesis should be able to provide a
more thorough background to the results of the theoretical calculations pre-
sented in the papers.
The rest of the thesis is outlined as follows:
Chapter 2 describes the different computational methods used for the work
in this thesis. The basics of electronic structure theory is described for the
development and application of density functional theory (DFT). Further ap-
plications of DFT; calculation of the free energy and determination of reaction
energy barriers are discussed. In the end effective medium theory (EMT) is
presented, a simpler potential that describes transition metals well, allowing
us to do fast calculations on nanoparticles with hundreds of atoms.
Chapter 3 introduces genetic algorithms. An overview of the local imple-
mentation based on the computational materials repository (CMR) is given.
We present the background for the adaptation of the algorithm to the predic-
tion of structure and composition in nanoparticles and of stable mixed metal
ammines with superior release thermodynamics. Finally a few extra measures
necessary to prevent premature convergence of the algorithm are presented.
Chapter 4 present the methods developed for letting the algorithm handle
nanoparticles both for customized permutation operators and the adding of
adsorbates to the surface. The results of optimizing the algorithm for the
prediction of the distribution of elements in an alloy particle is presented here
aswell in paper III. A few results from predicting particles in reactive conditions
are presented in the end.
Chapter 6 presents the theoretical work performed on strontium chloride
ammines. Along with papers I and II it provides the foundation for the two
main discoveries; a stable diammine phase (Sr(NH3)2Cl2) and a stable surface
state for adsorbed ammonia.
Chapter 7 presents an interesting way to circumvent the need for high tem-
peratures when releasing ammonia from metal ammine salts. Water is used to
drive out the ammonia through competition for the binding to the metal ions.
In chapter 8 the work with the genetic algorithm and the work with the
metal ammines are brought together in a search for stable mixed metal ammine
salts. The implementation and the initial results are presented.
In chapter 9 we summarize the results of the thesis and give an outlook to
future studies.
1.4 Included papers
The following papers are included with the thesis:
Paper I
Resolving the stability and structure of strontium chloride amines
from equilibrium pressures, XRD and DFT
Steen Lysgaard, Andreas L. Ammitzbøll, Rune E. Johnsen, Poul Norby, Ulrich
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J. Quaade and Tejs Vegge
International Journal of Hydrogen Energy 37 (2012) 18927-18936
Paper II
Surface States of Strontium Chloride Ammines
Andreas L. Ammitzbøll, Steen Lysgaard, Agata Klukowska, Tejs Vegge and
Ulrich J. Quaade
Submitted to Journal of Chemical Physics
Paper III
Genetic algorithm procreation operators for alloy nanoparticle cat-
alysts
Steen Lysgaard, David D. Landis, Thomas Bligaard and Tejs Vegge
To be submitted to Topics in Catalysis
The book chapter: Computational design of catalysts, electrolytes
and materials for energy storage by Tejs Vegge, Jakob G. Howalt, Steen
Lysgaard, Jón Steinar G. Mýrdal, Nicolai Bork and Jens Strabo Hummelshøj
in New and future developments in catalysis: Batteries, hydrogen storage and
fuel cells is not included in the thesis but extracts of it have been used in
chapter 8 on page 63.
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Chapter 2
Electronic structure calculations
The development of quantum mechanics in the early 1900’s has lead the way for
diverse tools, that can be used to study and predict fundamental properties of
matter via the electronic structure. This progress is naturally helped along by
the development of faster computers. This chapter gives a short introduction to
the electronic structure methods density functional theory (DFT) and effective
medium theory (EMT) used in this thesis.
The Schrödinger equation
All properties of matter are in principle available after solving the Schrödinger
equation, which in its basic time-independent form looks like.
HˆΨ = EΨ (2.1)
where the Hamilton operator, Hˆ, is in atomic units given by:
Hˆ = −12
∑
j
∇2j −
1
2
∑
l
∇2l −
∑
j,l
Zl
|rj −Rl|
+ 12
∑
j 6=j′
1
|rj − rj′ | +
1
2
∑
l 6=l′
ZlZl′
|Rl −Rl′ |
= Tˆe + Tˆnuc + Vˆe−nuc + Vˆe−e + Vˆnuc−nuc (2.2)
rj and Rl are the positions of the electrons and nuclei respectively, Zl are the
atomic numbers of the nuclei. E is the ground state energy and Ψ is the wave
function depending on the positions of both the electrons and nuclei. Tˆe and
Tˆnuc are the kinetic energy operators for the electrons and nuclei respectively,
Vˆe−nuc is the electrostatic potential due to the Coulomb interaction between
electrons and nuclei, Vˆe−e and Vˆnuc−nuc are the Coulomb repulsions between
electrons and nuclei respectively. The interaction terms in (2.2) coupled with
the full electron and nuclei wave function make solving the Schrödinger equa-
tion directly an unmanageable task except for the smallest systems. A series
of approximations have been devised though, the first of which separates the
electrons and nuclei parts.
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The Born-Oppenheimer approximation
The Born-Oppenheimer approximation is based on the significant mass differ-
ence between electrons and the particles taking up the nuclei, i.e. protons and
neutrons. Since the charge of electrons and protons are equal with opposite sign
the electric force affecting the particles is of the same size. In classical sense
this will mean that the acceleration of the electron will be larger corresponding
to the mass difference. The Born-Oppenheimer approximation assumes that
when the nuclei move the electrons will instantaneously adapt to the new sit-
uation, Born and Oppenheimer showed by using pertubation theory that the
movement of electrons and nuclei can be treated separately. This way the elec-
tronic energy will along with the repulsion between nuclei act as the potential
for the nuclei.
After applying the Born-Oppenheimer approximation the Schrödinger equa-
tion for many-electron wave functions, Ψe, is:
HˆeΨe = (Tˆe + Vˆe−nuc + Vˆe−e)Ψe = EΨe (2.3)
In general the wave function depends on both positions and spins of all the
electrons, for simplicity we will not write the spin dependency out.
Ψe = Ψe(r1, r2, . . . , rN ), (2.4)
where N is the number of electrons.
Solving (2.3) is still a formidable task and in the next section one of the
most simple and succesful approaches will be presented.
2.1 Density Functional Theory
Density functional methods [26] have been employed successfully for many
years now and the method is actively developed becoming more accurate with
new functionals, minimization algorithms and faster computers. The areas
of application are wide, ranging from chemistry and solid state physics even
to biology where the size of proteins leave full wave function methods too
computationally expensive.
One of the strengths of DFT is that it is relatively easy to comprehend
compared to a direct solution of the Schrödinger equation which involves many-
electron wave functions. In DFT the electron density distribution n(r) is the
most important parameter; and because n(r) is a function in real space the
intuitive understanding is much easier.
The work widely recognised as what sparked the development of modern
DFT is the Hohenberg-Kohn theorems from 1964 [27].
The Hohenberg-Kohn theorems
Basic theorem of Hohenberg-Kohn DFT. The ground state density n(r)
of a bound system of interacting (or noninteracting) electrons in an external
potential v(r) determines this potential uniquely.
Hohenberg and Kohn proved the above theorem from which follows that
once the ground state density is known everything about the system is known,
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the nuclei positions comes from the external potential. n(r) determines both N
and v(r), so all properties that can be derived from H through the solution of
the Schrödinger equation (both time-de and independent) can also be derived
from n(r). Thus the ground state energy is a functional of the density, E[n(r)].
The second theorem states that for any density n′(r) it holds for the ground
state energy: E0 ≤ E[n′(r)]. Using the variational principle E0, the ground
state energy, is obtained for the ground state density using the universal func-
tional, this functional is however unknown. A method for finding the ground
state energy and density was soon to follow in a work by Kohn and Sham [28].
The Kohn-Sham scheme
n(r)
External
potential
Effective
potential
System properties
Energy
Electronic structure
Potential
Solve Schrödinger equation Solve Kohn-Sham equations
real
real
fictitious
Figure 2.1: Kohn-Sham DFT as opposed to solving the full Schrödinger equa-
tion. Electron, Kohn-Sham non-interacting particle.
Let’s consider figure 2.1 where a system is shown in two different views. To the
left the electrons are caught in an external potential and they are interacting
making it necessary to solve the Schrödinger equation to achieve information
of the system’s properties. To the right non-interacting Kohn-Sham particles
are depicted, caught in an effective potential. The Kohn-Sham particles are
fictitious but they are constructed in such a way that the density they give
rise to is equal to the exact density. Since the particles do not interact the
Kohn-Sham equations are simpler to solve than the Schrödinger equation.
The effective potential can be written as:
v(r) =
∫
n(r′)
|r− r′|dr+ vion(r) + vxc(r) (2.5)
where the first term takes care of the interaction between the electron and
the mean electronic density, vion is the interaction with the ionic potential
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arising from Vˆe−nuc and vxc is the exchange-correlation functional that takes
care of the Pauli exclusion principle (exchange term) and the fact that one
electron interacts with other individual electrons and not just the mean electron
distribution (correlation term).
In the Kohn-Sham approach the unknown universal functional is split into
parts; the first is a kinetic part from which the exact kinetic energy for non-
interacting Kohn-Sham particles can be found using the single particle Schrö-
dinger equation: (
−12∇
2 + v(r)
)
φi(r) = iφi(r) (2.6)
where φi is the electronic orbital for electron i, the density of the system is the
sum of the occupied orbitals squared. The second is the exchange correlation
functional, Exc, which is also expressed from vxc:
vxc(r) =
δExc
δn(r) (2.7)
The equations are solved self-consistently until the density converges. Since
the non-interacting system has the same density as the interacting system,
they also share the same energy, according to the Hohenberg-Kohn theorems.
The validity of this approach of course depends on the unknown exchange
correlation functional which we will take a look at in the next section.
Exchange correlation functionals
Several approximations exist for vxc; the most simple is the Local Density
Approximation [28], or LDA, where the local environment of each electron is
taken to be an homogeneous electron gas.
ELDAxc [n↑, n↓] =
∫
nexc(n↑, n↓)d3r
EGGAxc [n↑, n↓] =
∫
nexc(n↑, n↓,∇n↑,∇n↓)d3r
EMGGAxc [n↑, n↓] =
∫
nexc(n↑, n↓,∇n↑,∇n↓, τ↑, τ↓)d3r
(2.8)
More sofisticated functionals have been developed later using a Generalized
Gradient Approach (GGA), which also takes the local gradient of the electron
density into account. PBE [29] and RPBE [30] are GGA functionals, that have
been employed in this thesis. The PBE functional is the standard functional
for the solid state, as it is able to predict both confined and extended system
properties at the same time with often satisfactory precision. The RPBE func-
tional is a revised version of PBE tuned for predicting chemisorption energies
correctly. The tuning is done by correcting the exchange enhancement factor
Fx(s) = exeunifx , where s = |∇n|/[2(3pi
2)1/3n4/3], thus when s is small we are in
a region with low variation of the density, characteristic for extended systems,
the exchange energy should mimic the uniform gas limit whereas if s is large
the region has a high variation of the density typical for confined systems Fx
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will be larger than 1. The shape of the Fx curve is what differs between many
of the GGA functionals so since it is only a single parameter that describes
both confined and extended systems you can only improve the description of
either form of system to the limit and only one at a time. Thus improving the
chemisorption energy will make the precision in lattice constants and surface
energies suffer and vice versa [31–33]. This limitation can only be overcome by
taking a step up on Jacob’s ladder of density functional approximations [34]
to meta-GGA where the orbital kinetic energy density τ comes into play [35]
we will not elaborate on this in this thesis. We will however mention vdW-DF
[36, 37], the final functional used for the work in this thesis, derived to describe
long range dispersive forces. The functional is made from different parts:
EvdW-DFxc = ErevPBEx + ELDAc + Enlc (2.9)
Many functionals have a van der Waals effect solely from the exchange part
of the functional, this is wrong as proved by exact exchange calculations, thus
the van der Waals must be a correlation effect in DFT. The exchange energy
for vdW-DF is then taken from revPBE [38] which has been fitted to exact
exchange calculations. The functional takes the LDA correlation energy and
adds non-local corrections ontop, which is given by the double integral of the
overlap of two electrons [39]:
Enlc =
1
2
∫ ∫
n(r1)n(r2)φ(q1, q2r12)d3r1d3r2 (2.10)
where r12 = |r1−r2|, q1 and q2 are values of a universal function q0(n(r), |∇n(r)|).
The integration kernel φ has been factorized in [39] thus the van der Waals ef-
fect can be added ontop a GGA calculation with almost no extra computational
cost especially for large systems.
Finally we will speculate whether the future functionals will be developed
in a completely new way. Is it desirable to go even higher up Jacob’s ladder,
developing the understanding of the physics behind the functionals or could a
simple brute force approach with a machine learning techniques [40] be more
fruitful now that computer power is increasing. It will be an interesting devel-
opment to follow.
Now that we have the DFT energy in place we must develop a way to get
quantitative number to compare with experiments done at finite temperatures.
2.2 Finite temperature effect
In order to compare chemical reactions at different conditions the free energy
is needed, thus temperature and pressure effects must be added to the DFT
energies. The entropy and enthalpy expressions come from the statistical me-
chanics definitions both based on the partition function covering the quantum
states of a system. Isolated molecules and solid systems are two different cases,
as will be evident in the following [41, 42]. First we will deal with the ideal
gas.
The entropy and enthalpy can be split into parts. The entropy is given by:
S(T, P ) = Strans + Srot + Svib + Selec − kB ln P
P ◦
(2.11)
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The translational contribution, Strans, can be found by solving the Schrödinger
equation for a particle in a box, this means that the solution will only depend
on the mass of the molecule. Rotations, Srot, are treated within the rigid-rotor
approximation, which states that rotations are not followed by any bond stretch
as would be the case for high rotation frequencies. In the rigid-rotor approxi-
mation the energy levels of the quantum states only depend on the moments
of inertia of the molecule. The vibrational component, Svib, is treated in the
harmonic approximation, requiring that the system is in a state of geometrical
equilibrium, a stable state. The vibrations of a molecule can be uncoupled
using harmonic normal coordinates leaving 3N-6 vibrational harmonic modes
to sum. The electronic part, Selec, depends on the degeneracy of the ground
state e.g. spin multiplicity. The last part of the entropy comes from the change
from standard conditions.
The enthalpy is given by:
H(T ) = EDFT + EZPE +
∫ T
0
CP dT (2.12)
Where EZPE is the zero-point energy coming from the harmonic oscillator ap-
proximation and CP includes the translational and rotational components.
A solid is a more complicated system than an ideal gas, here the particles
interact. We can approximate the vibrations using coupled harmonic oscilla-
tors, here we use all the 3N degrees of freedom since there are no translations
or rotations. Thus the internal energy is calculated similarly to the enthalpy
of an ideal gas in equation (2.12) using only the vibrational heat capacity. The
internal energy is related to the enthalpy by adding a PV term, this can often
be neglected as no change of either happens during a reaction investigated with
DFT. The same principle as for the internal energy holds for the entropy of a
solid, only the vibrational part is used.
The Gibbs free energy is then given as:
G(T, P ) = H(T )− TS(T, P ) (2.13)
2.3 Energy barriers
Chemical reactions, configurational changes, spin flips or diffusion of e.g. water
from site to site in a material all involve an energy barrier(s). Thus whenever
a system is out of thermodynamical equilibrium, the barrier is needed to make
any statement of the kinetics of a reaction. With the barrier the chemical
reaction rate can be estimated using harmonic transition state theory, however
this will not be employed for the work in this thesis. The barrier is defined
from the minimum energy path (MEP) which leads the molecule from the
initial state to the final state through a hypersurface called the transition state
dividing the two regions. The highest point of the MEP is a saddle point,
which is the base of the transition state in harmonic transition state theory, so
the barrier is the difference in energy between the saddle point and the initial
state. For any non-trivial reaction the MEP is unknown and in this work we
have used the nudged elastic band (NEB) method [43] to locate saddle points
and obtain barriers.
The NEB method starts by distributing images between the initial and
final state as indicated in figure 2.2. This can be done by simple interpolation,
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Figure 2.2: A potential energy landscape drawn by contour lines with two stable
regions, the initial and final state. The circles indicate the images connected
by spring forces. The NEB algorithm forces the images to lie on the MEP.
From [44].
but since this method tends to strain or shorten bonds dramatically, it is not
suitable for more than trivial diffusion paths where no bonds are broken. More
sophisticated methods exist that make the interpolation of internal distances
instead [45, 46]. The images along the path are connected by spring forces to
prevent the images from moving into the initial or final state, during relaxation
of the path, instead they relax towards the MEP. The force acting on image
i in figure 2.2 is then changed from Fi to FNEBi = F⊥i + F
S‖
i where F⊥i is
the real force component perpendicular to the path and FS‖i the spring force
parallel to the path. By employing a further development, the climbing image
NEB [47], designed to more accurately find the exact saddle point, the highest
energy image, determined after some relaxation steps with normal NEB, starts
to climb towards the saddle point. This is achieved by applying the force
FCIi = Fi − 2Fi · τˆiτˆi to the highest energy image (i in figure 2.2) i.e. releasing
the springs and inverting the force component along the current path [44].
GPAW implementation
The DFT calculations in this thesis have been performed with the gpaw code
[48, 49]1, an open source grid-based implementation of the projector augmented
wave (PAW) method [50]. The PAW method does not use pseudopotentials but
instead pseudo wave functions, made of pseudo orbitals or partial waves. The
all electron wave function can be obtained from the pseudo wave functions by
1https://wiki.fysik.dtu.dk/gpaw/
13
2. Electronic structure calculations
a linear operation using projector functions, that is if an infinite number of
projectors were used, in pratice a few projectors give satifying results. The
all electron wave function is never evaluated as the expectation value of real
observables are evaluated as a sum of contributions from within and outside
the augmentation sphere, which is a boundary outside of which the pseudo
wave functions behave like the real wave function. Inside the core, the elec-
tronic states are frozen to the reference shape from the isolated atom, this is
reasonable since the core states do not contribute to the chemistry. The den-
sity is evaluated on a real-space grid, this is one of the features that makes
gpaw attractive for parallelization as the calculation can be divided into parts
in real space (domain decomposition) and reciprocal space (k-points, electronic
bands). A gpaw calculation requires precalculated setups consisting of orbitals,
densities, potential and projector functions.
gpaw also has the functionality to do calculations with atomic-like basis
functions, this is the linear combination of atomic orbitals (LCAO) method
[51]. This is a computationally much lighter calculation as overlap integrals
are evaluated only once for every self-consistent loop and the Hamiltonian
can be directly diagonalized instead of using an iterative scheme, a fact that
reduces the number of iterations before self-consistency. The LCAO method
can, therefore, be applied to much larger systems. It is the method used in
chapter 4.4 on page 32 for calculating binding energies on nanoparticles.
Calculational details
All DFT calculations presented in this thesis have undergone convergence tests
for grid spacing and Brioullin zone sampling (k-points) as well as for the amount
of vacuum needed in surface calculations. gpaw is able to employ periodic
boundary conditions in two of three directions if necessary, this approach was
however found to be slower than just adding enough vacuum.
The following parameters were used for all gpaw calculations unless stated
otherwise. Grid spacing: 0.18Å, number of electronic bands: All occupied
plus 20 lowest unoccupied, k-points: Even integer above 25Å/lattice vector,
maximum force on one atom (fmax): 0.05 eVÅ−1, surface vacuum: 7.5Å on
both sides of the calculational slab.
The relaxation of a structure proceeds typically in three steps:
1. Initial relaxation: Relaxation of the initial structure in a fixed unit cell.
2. Volume relaxation: Calculation of energies with the atom positions and
unit cell (all 3 vectors at the same time) scaled by certain fractions. The
most energetically favorable fraction is found by fitting a polynomial to
the found fractions, energies. In the case of surfaces only the vector
perpendicular to the surface is allowed to relax.
3. Final relaxation: Relaxation of the atomic positions within the new unit
cell.
Calculations on molecules have been performed in a cube with side length
8Å and no peridoc boundary conditions.
The optimizers BFGS or BFGSLineSearch have been used for all atomic
structure relaxations, they rely on both the calculated forces and a constantly
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updating matrix of second derivatives of the energy called the Hessian. The
FIRE optimizer [52] does not use the Hessian only the calculated force, this
is an advantage in NEB calculations since the energy landscape is not trivial
near a transition state, thus FIRE has been used for all NEB calculations.
2.4 Effective Medium Theory
The effective medium theory (EMT) is developed using some of the same prin-
ciples of DFT, in the sense that the energy of a system is a functional of the
density, from the variational principle an error in the density only gives an
error in the energy to second order. It is mainly applicable for metals where
the variation in the electronic density will be small due to screening. The en-
vironment of a single atom in EMT is described in a model system and not
the real system. In the original formulation of EMT [53, 54] the model system
is the homogeneous electron gas, and in the modern formulation it is the fcc
lattice [55]. The modern formulation and the parameters presented there is the
basis for the ASAP code2 which is used for EMT calculations in this thesis.
Around each atom there exists a neutral charge sphere, the density depends
on the atoms in the environment so the radius of the sphere changes when the
environment changes.
The energy from EMT of a system is expressed as [56]:
EB =
∑
i
Ec,i(ni) + EAS + E1el (2.14)
where Ec,i is the cohesive function for atom i, given by the cohesive energy
as a function of the neutral sphere. EAS is the overlap energy caused by the
electrostatic repulsion of the neutral spheres surrounding each atom and E1el
is the difference between the sum of one electron energies in the model and the
real system. EAS can be approximated by a pair potential and so can E1el if
the system does not deviate much from the reference system. Since the model
is so seemingly simple it has been parametrized and values for the parame-
ters have been found using experimental lattice and elastic constants, cohesive
energies and heats of formation and self-consistent DFT calculations for the
homogeneous electron gas both for pure and alloy systems. This parametriza-
tion makes the EMT method a very fast energy calculator, and since it has
been developed for fcc transition metals it will be used extensively for testing
the genetic algorithm in chapter 4 and paper III on page 126.
Other models treat many-atom interactions in similar ways as EMT, these
include the embedded atom method (EAM) [57], the glue model [58] and the
corrected effective-medium theory [59]. EAM and the glue model use solely
experimental data for the parametrization.
2https://wiki.fysik.dtu.dk/asap/asap
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Chapter 3
Genetic algorithms
A genetic algorithm (GA) is a method for function optimization or adaption
based on the mechanics of natural selection and evolution. The origination of
GAs as computational tools is traditionally ascribed to J. Holland [60]. The
early work of De Jong was also important in developing different algorithm
variants or reproductive plans [61]. Several works [62, 63] introduce the subject
and give an overview that has inspired this section.
On “Web of Science” it is possible to look up the number of scientific pub-
lications related to a specific topic. The number of GA publications has been
exponentially increasing since the early 1990s, however the number of publica-
tions have seemed to plateau recently on about 5000 per year, perhaps indi-
cating that it is now a mature technology. Beginning as just an optimizer for
complex mathematical functions like the traveling salesman problem [64], GAs
have been used in many diverse areas in society such as engineering, e.g. mod-
elling the shape of wind mill wings, and business, e.g. timetabling, scheduling
or investment optimization.
The basic idea of a GA is quite simple, and also simple to implement in a
computer program, yet the method is powerful and has no fundamental limi-
tations in what type of problems can be optimized. No function optimizer can
perform equally well for all types of problems, this is known as the “No free
lunch theorem” [65]. Thus a basic GA can work for any problem you throw at
it. It will however perform better if optimized for that specific problem, which
will in turn make it perform worse for a completely unrelated type of problem.
A part randomness is implied in the algorithm however it is very different from
a random walk optimization; a GA use historical information of what parts of
a solution is beneficial and what parts are unimportant.
In 3.1 the basic properties of a GA will be presented. In 3.2 on page 19
an outline of the implementation we have developed and used for the work
presented in this thesis will be given. In chapter 4 and paper III on page 126 we
present the work on optimizing the GA for solving the distribution of elements
in alloy nanoparticles. In 4.4 on page 32 we use the algorithm to predict
the arrangement of elements in catalytic alloy nanoparticles under reactive
conditions. In chapter 8 the algorithm will be used to predict mixed metal
ammine salts with superior ammonia desorption thermodynamics.
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3.1 Overview
In order for a GA discussion to proceed smoothly we will define the terminol-
ogy that will be used throughout. A GA traditionally starts from a number
of randomly generated candidate solutions deemed individuals forming a pop-
ulation or generation. The population experiences a form of natural evolution
where the individuals scoring highest against an objective fitness function are
allowed to propagate through the process of mating (crossover) and mutation
to the next generations. The offspring will over generations be optimized or
adapted to the fitness function. The algorithm runs until no improvement is
observed over a couple of generations, then the algorithm is said to have con-
verged. Traditionally each individual is represented by a genetic code (e.g. a
string 0’s and 1’s) on which crossover and mutation is performed.
The simple GA is based on three operators:
1. Selection of parent individuals for reproduction in the current popu-
lation. Most GA schemes give preferential treatment to the most fit
individuals thereby enhancing the probability of transmitting good genes
to the next generation.
2. Crossover of selected parents to create offspring by cutting their genetic
strings in a random position and splicing the halves originating from
different parents together. The crossover operation effectively refines the
fitness.
3. Mutation of a small number of the offspring introduces new or extinct
genetic material into the population thereby preventing inbreeding which
leads to premature convergence.
The evidence for why GAs work for optimization is mostly empirical but a
compelling reasoning was presented by Holland [60] using the collective infor-
mation held by the population. When more individuals share identical genes in
the genetic string at one point in the algorithm run, these genes will be build-
ing blocks for the future generations since they have a higher probability for
procreation because the fitness related to them has until now been larger. If an
individual contains n number of genes the number of different building blocks
is much larger, so although only the n genes from an individual are processed,
approximately n3 building blocks will be processed in succesive generations, i.e.
the number of partial solutions tested against the problem is actually very large
due to the nature of the population. This reasoning has since been questioned
though [63], on the basis that a problem statement designed to be solved by
building blocks is actually more efficiently solved by other methods [66].
The only method for accurate modeling of a GA is Markov chains [67–70].
They can successfully account for the stochastic nature of each operator. The
Markov matrices handling the generations in a GA will unfortunately quickly
become unmanageable when dealing with any realistic size of the information
traveling with an individual or population. Statistical mechanics have also
been used to predict the evolution of a GA [71] utilizing the stochastic nature
the three operators introduced above. In the end the applicability and success
of GAs over the years cannot be neglected. Trying to mimic nature has been
beneficial for many technological breakthroughs and genetic algorithms are
certainly one of them.
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3.2 The local implementation
Our local GA implementation used for the results presented in chapters 4.4 on
page 32 and 8 on page 63 and paper III on page 126 is currently available at
https://svn.fysik.dtu.dk/projects/pga/trunk. It is presented in detail
in [72] and excerpts of it will be presented here.
The GA implementation is written in the interpreted programming lan-
guage Python in an object-oriented style making it easy to extend the func-
tionality by modifying classes and using them in user customized scripts. The
fitness calculation, which is normally the most computationally intensive part
of a GA, is done with a user provided script that could call any other program
e.g. gpaw. The implementation is closely coupled with the computational
materials repository (CMR) [73]. Every individual is represented using the
CMR data structure, which is based on dictionaries, e.g. name-value pairs.
CMR data is generally divided into a. Groups that contain derived data and
references to b. calculations that contain all the information from e.g a DFT
calculation. The storage of a GA is hierarchical:
The state contains information of how long the algorithm has run and refer-
ences to former generations/populations
The population contains references to the individuals in the population
The individual contain references to the calculations and the de-
rived data from there e.g. the fitness.
The reading and saving of individuals, populations and the current state
of the algorithm are done with CMR functions in the so called repositories. A
repository can either be kept on a local machine or on a central MySQL server.
Since every individual is saved in a repository it is possible to get statistics and
view the current state of a running algorithm through the CMR web interface.
A GA run can be halted and restarted at another time because the state has
references to all previously generated information.
Figure 3.1 shows a flow diagram illustrating a GA run. Each box is a
Python class meaning that its behavior can be modified easily by creating a
derived class. We will quickly go through the standard implementation and in
sections 4.3 and 8.2 on page 65 the custom implementations for nanoparticles
and mixed metal ammines respectively will be presented.
Upon initialization the first population of individuals are created, this can
either be at random or with previously calculated candidates. A newly created
individual are subjected to a possible veto, i.e. the individual can have some
properties that are unwanted in the population. The typical use of the veto
is a diversity check to see if a new individual is too similar to another already
calculated individual. If an individual is vetoed it will be deemed as a failed
calculation and a replacement will be created. Individuals are subjected to veto
checks before and after the fitness calculation because the unwanted property
could develop during e.g. an atomic relaxation.
Having a veto check saves much computation since it in principle should
prevent the algorithm from doing calculations with the same result twice, it also
removes the need for having a large population size in order to keep diversity.
A small population is naturally evolved quicker and therefore has a better
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Figure 3.1: Flow diagram representing a GA run in the local implementation.
Adapted from [72]. Can also be found in the documentation of the GA at
https://svn.fysik.dtu.dk/projects/pga/trunk/doc/GADoc.pdf
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initial performance, which is important since a GA could require numerous
generations before the global minimum is reached.
The fitness calculation is performed in a user provided script. Typically
the algorithm creates scripts for all current individuals, the scripts are then
run independently of the algorithm allowing a population to be calculated in
parallel. Each script then writes the information of each individual to the
repository, most importantly the fitness or a flag telling the algorithm if the
calculation was successful.
When the first generation has been created and the fitness calculated the
selection process for propagation takes place. The GA implementation contain
many classes where selection is performed dependent on the proportionate fit-
ness (roulette wheel or Boltzmann selection), fitness order (ranked selection)
or completely random [63, 74].
For a crossover operation two individuals are selected and two offspring
produced, for a mutation only one is selected and one offspring is produced.
Each crossover or mutation operation are defined in separate classes allowing
us to do many different types of mutation operations in the same algorithm.
How many times each operator should be used (the crossover/mutation ratio)
is determined beforehand.
After each new generation is finalized a convergence check takes place. This
is also an independent class where the convergence criterion is set before the
start of the algorithm. An unchanged top five fittest individuals in the pop-
ulation over a number of generations is a typical convergence criterion for a
population size 10. It could also be when a certain fitness level has been
reached.
Adaption for nanoparticles
The development of the field is described in several reviews [75–77] here only
some of the first and most important work will be described. The use of GAs
to predict structure and composition of nanoparticles started with the work of
Zeiri [78] who departed from the traditional way of performing operations on
binary encodings of the genes of an individual and used instead real number
codings of the coordinates. Most noticeable was however the work of Deaven
and Ho [79]. They went completely away from a genetic representation and
used only the coordinates of the atoms for the propagation operations. The
cut and splice crossover operator rotated two particles at random cut them in
half and put the halfes from different parents together. These phenotype oper-
ators, working on real characteristics of the individual, were later determined
to be much more effective than genotype operators, working on a genetic rep-
resentation, [80], not surprising since phenotype operators allowed favorable
traits of the individual, e.g. a stable facet of a nanoparticle, to be transferred
directly to the offspring. Deaven and Ho furthermore introduced a diversity
filter, only allowing one particle in each small energy interval. As mentioned
this in turn reduces the need for a large population. The GA was also coupled
with an atomic relaxation after each operation this effectively reduced the po-
tential energy surface to a step function where particles within the same local
minimum or basin of attraction would all after relaxation be in the same point.
In the field of nanoparticle structure and composition search GAs compete
with other global optimization methods such as simulated annealing [81, 82],
21
3. Genetic algorithms
basin hopping [83] a Monte Carlo method combined with local search or other
methods based on transforming the potential energy surface e.g. by filling up
visited minima [84, 85]. It is impossible to make a general statement about
which method is most effecient because of the no free lunch theorem [65].
Adaption for mixed metal amines or similar alloy compounds
The application of a GA on a problem where the individuals are reprensented in
strings lie closer to the original use of GAs. A GA search for stable quarternary
alloys has previously been shown to be very efficient [86]. The most important
point regarding this type of GA search is whether the space is large enough for
a GA to be a better choice than a brute force screening [87]. It is impossible to
prove that the best solution is obtained without screening all possible solutions.
During testing of the GA it became obvious that the largest problem was
the lack of diversity. The next section describes some further methods of how
lack of diversity in the population can be remedied. The methods have all been
implemented but no tests are extensive enough to be included here.
Obtaining diversity
In general basic GAs (as outlined in 3.1) tend to converge to a single solution
during a run, even if two equally good solutions are present in the population
at a point during the run, in the end only one of them will survive [88]. For
a function with many local minima, for example the structure of a nanopar-
ticle, eventually one minimum will outperfom the others and the diversity of
the population becomes very small. It will then become almost impossible
to reach the global minimum if this is far from the current local minimum.
This phenomenon can be remedied by two techniques known as crowding and
niching.
The concept of crowding was first introduced by de Jong [61]. Here the
offspring takes the place of the most genetically similar individual already in
the population. This individual is then made obsolete and removed from the
population. This process will not have a great effect in the beginning of an
algorithm run however, as certain features or alleles proves to be beneficial,
crowding prevents alleles having these features to become dominant in the
population [61]. The process was improved in [88] so that the offspring replaced
every old individual within a phenotypic distance if it had a better fitness. All
individuals within a phenotypic distance is said to belong to the same niche.
Niching was introduced in [62]. It is, as the GA itself, based on a natural
ecosystem, different species survive by specializing in harvesting one of the
many resources available. Each species then compete inside a niche for one
type of resource. The simplest technique that leads to niching in a GA is
fitness sharing. If two individuals are similar and equally capable of harvesting
a resource the payoff for each of them is smaller than it would have been
had only one of them existed. This is achieved by degrading the objective
(unshared) fitness of an individual in proportion to how close it is, measured
with a similarity metric, to other individuals [89].
Now genetic algorithms and the local implementation have been introduced.
In chapter 4 we present some further customizations regarding the search for
stable alloy nanoparticles. In chapter 8 we use the GA to predict mixed metal
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halide combinations with ammonia release temperatures optimal for automo-
tive applications.
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Chapter 4
Catalyst nanoparticles
The development of energy efficient production methods for synthetic fuels
would reduce the impact on society when the accessibility of fossil resources is
difficult due to a dimishing amount or more likely for economical or political
reasons. As indicated in section 1.1 on page 2 the fixation of gas species readily
available in the atmosphere into fuels is a very compelling idea. In this chapter
nanoparticle catalysts for the conversion of CO2 into fuels are investigated.
Even though the amount of carbon dioxide in the atmosphere is measured
in the ppm range, the extraction process of CO2 from the air for later to convert
it into a fuel like methanol or higher alcohol, only consume a few percent of the
total energy required to run the process. Whether this is an indication that
CO2 extraction should be pursued more or that the rest of the process needs to
be performed more efficiently will be left for the reader to decide. In practice
CO2 fixation into fuels would most likely be performed with CO2 retained from
a combustion process in a power plant.
We are interested in the conversion of CO2 to alcohols or hydrocarbons in
two possible regimes.
1. Produce CO via the reversed water-gas-shift reaction (CO2+H2 −−→ CO+
H2O). Then hydrogenate CO to methanol at elevated temperature and
pressure over a catalyst. In industry Cu/ZnO/Al2O3 is used as a catalyst
[10, 90, 91].
2. Produce methane in an aqueous electrochemical process where CO2 is
reduced with adsorbed atomic hydrogen (CO2 + 4H2 −−→ CH4 + 2H2O).
Here Cu is the most active catalyst, however at an overpotential of ap-
proximately 1V [92].
For both reaction types the hydrogenation of CO on the surface (CO* +
H* −−→ HCO*) is the rate limiting step [10, 93]. Thus to increase the reaction
rate one could increase the surface affinity for HCO while leaving the affinity
for CO untouched. Unfortunately scaling relations tells us that the binding en-
ergies of related chemical species on a specific metal surface are tied together,
i.e. you cannot change the binding energy of one species independently of other
species [94, 95]. Similarly the activation energy scales with the binding energy
[10, 95] meaning that lowering the barrier for a reaction will also lower the
surface affinity for the reactant leaving the rate almost at the same level. A
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solution to this could be to use alloys with different surface compositions, one
could hope that this would decouple the scaling of adsorption energies for the
two adsorbed species since the interactions happens between different metal
atoms.
The Cu-Ni alloy have been shown theoretically and experimentally to be
able to compete with the industrial catalyst, Cu/ZnO/Al2O3, with respect to
efficiency, and not suffer from the same degree of deactivation as a result of
Cu sintering [10]. The distribution of Cu and Ni atoms in the surface has also
been shown to be of importance and the active site is a step with the atomic
ratio 3:1, but it is unknown under which conditions and compositions such a
surface would be maintained in a nanoparticle. The dream is to be able to
design a particle that is stable and efficient for CO2 fixation under some given
conditions providing only the composition. We use the GA to predict the
stable nanoparticles under reactive conditions, in this case we observe under
which conditions and composition the sought after surface structure appears.
Alternatively we can let the GA predict which composition is most likely to
promote a favorised surface structure.
In this chapter we take the first steps. The first sections are intended to
supplement paper III on page 126 that primarily introduces and tests the new
permutation operators designed to increase efficiency in predicting stable alloy
nanoparticle catalysts, using the Cu-Ni alloy as a test system. In section 4.4
on page 32 we develop the methods needed for predicting the composition of
particles under certain conditions and a small example of a Cu-Ni nanoparticle
in an oxygen atmosphere will be presented.
4.1 The Cu Ni alloy
The Cu-Ni system has a rich phase diagram. Distribution of the elements in
an alloy depends on: The difference in surface energies, the mixing energy and
the mixing entropy. Cu-Ni has a small positive mixing energy [96] favoring
segregation, Cu has a lower surface energy than Ni [96] leading to surface seg-
regation of Cu. At higher temperatures the mixing entropy dominates leading
to a solid solution. The highest temperature 627.5K in the miscibility gap is
at 65.6% Ni [97]. The stable solid solution also comes from the small lattice
mismatch of ≈ 2.5% for Cu and Ni.
For particles more factors have an influence on the distribution of Cu and
Ni atoms. The Ni−Ni bond is stronger than the Ni−Cu and Cu−Cu and the
Ni atom is smaller resulting in a tendency for Ni to occupy the central positions
in a particle both to maximize its number of bonds and to reduce the strain in
the lattice observed for e.g. icosahedral nanoparticles [98]. These tendencies
have been confirmed for Cu-Ni particles in a number of previous studies; 64 to
8000 atom fcc clusters studied with force field Monte Carlo simulations [99],
icosahedral and cuboctahedral clusters with up to 147 atoms studied with EAM
[100], clusters consisting of up to 38 atoms studied with EAM coupled to a GA
[98] and CunNi clusters (n = 1-12) studied with DFT [101].
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4.2 Modelling particles
We model a particle with 309 atoms which is a small but realistic size of a
catalyst nanoparticle [102, 103]. Particles with 309 atoms can form complete
geometric icosahedral or cuboctahedral clusters [104], both Cu [105] and Ni
[106, 107] have been observed to form stable icosahedra, for larger sizes it is
expected that the cuboctahedron will be more stable. Thus we consider only
icosahedral and cuboctahedral structure types.
Figure 4.1 shows the two structures opened up. A cuboctahedron is an
octahedron with the corners cut off, it has 6 square faces (with a packing
equal of the fcc (100) surface), 8 triangular faces (with a packing equal to
that of fcc (111)), 24 edges and 12 vertices. An icosahedron has 20 triangular
faces, 30 edges and 12 vertices. The inside of a cuboctahedral particle display
fcc packing, the inside of a icosahedral particles on the other hand is more
complex.
Since we want to employ GA propagation operations that manipulate atoms
at specific sites or add adsorbates to the surfaces, we employ two practical de-
scriptions of the clusters. Common neighbor analysis (CNA) for the description
of adsorption sites located between atoms and the description by Montejano-
Carrizales et al. [108] based on shells of atoms with different radial distances.
Table 4.1: Reproduced from [108]. The number of atom sites in each crust
and shell of cuboctahedral and icosahedral particles. ν is the order of crusts,
particles with a filled crust number 4 contain 309 atoms. V,E,T and S means
vertex, edge, triangular and square face sites respectively.
ν
Cuboctahedron Icosahedron
shell # type of shell # type of
number atoms site number atoms site
0 0 1 center 0 1 center
1 1 12 V 1 12 V
2 2 6 S 2 30 E
3 24 E 3 12 V
4 12 V
3 5 24 S 4 20 T
6 8 T 5 60 E
7 48 E 6 12 V
8† 12 V
4 9 6 S 7 60 T
10† 24 S 8 30 E
11 24 S 9 60 E
12 24 T 10 12 V
13 24 E
14 48 E
15 12 V
† Shell 8 and 10 in Cu-Ni cuboctahedral particles were found to
have the same distance and are therefore inseparable.
In the radial distance description the particles are thought of to be con-
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structed in a number of crusts, each full crust correspond to a perfect geomet-
rical icosahedron or cuboctahedron. Table 4.1 show the geometrical charac-
teristics for cuboctahedral and icosahedral particles up to crust order 4 corre-
sponding to 309 atom particles. The crust of order 0 is the central atom. 12
atoms in crust 1 can be fitted around the central atom, these are all vertice
sites in order 1 clusters. The following crusts consist of several shells, each shell
has a different distance to the central atom.
CNA is based on the fact that the geometrical environment of a bond is
unique for different types of crystal structure. The bond does not need to
be a chemical bond, it will be defined as the minimum between the first two
peaks in the pair distribution function; a geometrical bond. A CNA signature
is based around a central atom and calculated using its bonds. Each bond is
characterised by three indices ijk: i: the number of neighbors the two bonded
atoms have in common, j: the number of bonds between the atoms in i, k:
the number of bonds in the longest continuous series of bonds in j [109]. The
collection of ijk indices starting from a central atom is the CNA signature of
that atom. Each type of crystal structure has a certain CNA signature, e.g.
atoms in a fcc lattice has 12 (4,2,1) bonds.
In figure 4.1 the cuboctahedron and icosahedron particles are depicted with
the different colors signifying the different CNA signatures specified in table 4.2.
(a) (b)
Figure 4.1: (a) Cuboctahedron and (b) icosahedron particles. The colors
signify the different positions discernible with a CNA analysis see table 4.2.
The numbers indicate the shell cf. table 4.1.
All sites could in principle be discerned by the shell method however this is
particularly vulnerable to variances in distances between atoms coming from
an atomic relaxation with an adsorbate for example. We have therefore found
that combining the two methods is better. For determining adsorption sites
we also use a list of nearest neighbors for all atoms. The method can also be
used for sites inside the particle, useful for modelling oxide or nitride surface
formation, but is vulnerable to large differences in bond lengths.
CNA for binary systems have also been developed [110], but not employed
for the work in this thesis. Other methods to discern different crystal structures
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Table 4.2: CNA signatures for the sites specified in figure 4.1
Structure Positions Color CNA signature [(i, j, k):# bonds]
Icosa Edge sites on out-
ermost shell
(3, 2, 2):2 (4, 2, 2):2 (3, 1, 1):4
Icosa Edge sites from
3rd innermost shell
to 2nd outermost
shell
(4, 2, 2):6 (4, 2, 1):6
Icosa Vertex sites on out-
ermost shell
(3, 2, 2):5 (5, 5, 5):1
Icosa Vertex sites except
on outermost shell
(4, 2, 2):10 (5, 5, 5):2
Icosa Center atom (5, 5, 5):12
Both Triangle sites on
outermost shell
(3, 1, 1):6 (4, 2, 1):3
Both FCC (4, 2, 1):12
Cubocta Edge sites on out-
ermost shell
(2, 1, 1):3 (3, 1, 1):2 (4, 2, 1):2
Cubocta Square sites on
outermost shell
(2, 1, 1):4 (4, 2, 1):4
Cubocta Vertex sites on out-
ermost shell
(2, 1, 1):4 (4, 2, 1):1
include the bond–orientational order method [111, 112] that associates each
bond with a spherical harmonic. The local crystal structure of an atom can then
be discerned from all its bonds depending on the chosen spherical harmonics.
4.3 Setup and optimization of the algorithm
The customization of the GA to incorporate nanoparticle structure and com-
position prediction resembles the approach of Deaven and Ho [79] as described
in section 3.2 on page 21. Each individual particle is represented in the pro-
creation operators by its atomic coordinates. The operators defined in paper
III on page 126 are all used, the ratio between the number of offspring created
with crossover or mutation will be dealt with in the next section. The offspring
structures are relaxed with EMT before potential inclusion in the population,
the final total energy is used as fitness.
We employ a diversity filter based on the radial distribution function, the
measure is a number reflecting the probability of each element neighbor pair.
It is described in more detail in paper III. The diversity allow us to keep
the parents in the population after the offspring has been created, in this way
genetic material are not lost before it is determined to be obsolete. Furthermore
we use a small population size of 10 individuals, this is also only possible due
to the diversity filter. A population of 10 individuals balances the need for
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good initial performance of the algorithm and obtaining the best result in the
end. A population size of 20 exhibited slightly better results in the long run,
however the initial performance is very important since a full algorithm run
can take a long time to complete with DFT, which should be used as fitness
evaluator in the final application of the GA. Population sizes of 5 and 40
individuals were also tested; 5 did not offer enough diversity and 40 did not
improve the performance of 20 at a much higher computational cost. We also
include a couple of individuals with bad fitness in the population to enforce
further diversity, a number corresponding to 20% of the population size were
found to give the best results.
In order to use DFT calculations as fitness evaluator in the GA we have to
make sure that the algorithm is optimized for the problem. We first test the
algorithm without sustaining a fixed stoichiometry.
To be able to compare different stoichiometries we introduce the mixing
energy, as defined in [113]:
Emix =
Etot −NCuECuN −NNiE
Ni
N
N
(4.1)
where Etot is the total energy as calculated by EMT, N is the total number
of atoms in the cluster here N = 309, NNi and NCu are the number of Ni and
Cu atoms in the particle respectively while ENi and ECu are the total energies
of pure Ni and Cu clusters respectively.
In figure 4.2 the mixing energy for all stoichiometries of icosahedral and
cuboctahedral 309 atom particles are shown in red. Starting from a pure Ni
cluster atoms are switched to Cu atoms one by one from the outermost shell
and all the way to shell 0 cf. table 4.1. This results in the red straight lines
forming a lower bound in the energy. The lines change slope at the points
where one shell is completely substituted. For the cuboctahedral particle, see
figure 4.2(b), the slope changes at Cu12Ni297 where shell 15, the vertices, are
changed from Ni to Cu, this is the most favorable substitution of all as this
is the lowest coordinated site. At Cu84Ni225 all the edge site are substituted,
shell 13 and 14, and the filling of the faces recommences at a smaller slope.
At Cu162Ni147 the complete outer layer is substituted and Emix reaches its
minimum. Substituting more atoms is unfavorable and only a slight change in
slope is barely visible at Cu254Ni55 when the entire third crust is filled. For
the icosahedral particle, figure 4.2(a), the slope changes also occur when the
vertices, edges (at Cu102Ni207) and entire surface is substituted. During the
unfavorable replacements the slope changes at Cu254Ni55 and Cu296Ni13 are
visible corresponding to the completion of crust 3 and 2 respectively.
Also shown on figure 4.2 is the algorithm runs where the stoichiometry is
not held constant, all particles in the initial population had the stoichiometry
Cu155Ni154. The light markers represent the structures in the initial popula-
tion, the markers get darker with increasing generation. This is an example
where the algorithm has not been optimised and it falls into a local minimum
with a too high Ni concentration. The structures with a different stoichiometry
tested late in the run, see figure 4.2(a), have too high energy to be included
in the population, and the algorithm is stuck in the local minimum. A sub-
stitution operator would be optimal for this type of problem. Figure 4.2(b)
shows two algorithm runs; the triangles have Emix as the fitness function, the
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Figure 4.2: Emix as a function of number of Cu atoms. (a) icosahedral and
(b) cuboctahedral particles. The red dots indicate stoichiometries that have
Cu atoms in the outermost shells cf. table 4.1. Both has a minimum at
the stoichiometry Cu162Ni147. The markers with grey filling are structures
calculated with a GA run, the darker the grey filling the later in the run.
circles have the total energy. Here the tendency is clearly for the circles to
move towards the pure Cu particle as it has the lowest total energy.
Figure 4.3 shows the average EMT energy of the population as a function
of generation with different crossover / mutation ratios. 5 runs contribute to
the average at each ratio. GA runs have different length, when a run converges
it contributes to the average with its final value.
Each ratio line starts at an average EMT energy of approximately 110. The
extreme ratios (1:0 only crossover and 0:1 only mutation) are clearly the worst
performers. The slope of the 0:1 ratio flattens much quicker than any other
ratio. The 1:0 ratio converges before any other ratio because the algorithm
does not receive new input through mutations. All the other ratios perform
reasonably. This again demonstrates that both operations are required for the
algorithm to be effective.
The best ratios are 2:1, 4:1 and slightly surprising 9:1. The conclusion we
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Figure 4.3: The average EMT energy as a function of generation for a number
of GA runs for different crossover/mutation ratios.
can draw from this is well established in GA literature; crossover should be
performed regularly with occasional mutations. We have therefore primarily
used a 4:1 ratio in the algorithm runs for paper III on page 126.
4.4 Genetic algorithm under reactive conditions
Previous works in the literature have utilized GAs to predict catalytically active
particles. Froemming et al. [114] use the d-band center of the shell of a core-
shell particle as a descriptor of catalytic activity since the d-band center is
directly related to the O binding energy, this is commonly refered to as the
d-band model [115, 116]. Vilhelmsen et al. [117] fixed a coverage layer of
adsorbates and let the GA predict the structure of the catalyst, this work even
included support effects.
In our efforts to include reactive conditions in the GA we have defined two
new operators; one that adds and one that removes adsorbates. The determi-
nation of where to position the adsorbates will be discussed later. The remove
adsorbate operator takes a random adsorbate and removes it from the surface,
if no adsorbates are on the surface at all, it will add one instead.
The offspring resulting from an add adsorbate operation will be accepted in
the population if the adsorption energy is less than the entropy of an adsorbate
species in the gas phase, e.g. for adsorption of oxygen:
Ew.ads. − (Ewo.ads. + 12EO2(g)) < SO2(g) (4.2)
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adsorption is thus determined by the chemical potential of the gas phase. More
specifically this is achieved by using the fitness function:
f = Eparticle + (N − n) · 12G(T, P )O2(g) (4.3)
where Eparticle is the DFT energy of the particle with n number of oxygen
adsorbates, N is a large number that acts as an oxygen gas reservoir and G is
the free energy as defined in (2.13).
4.5 Adding adsorbates
Normally adsorption energies are calculated by carefully positioning adsorbates
on a specific site on a surface then relaxing the structure to get a realistic
adsorption energy. When adding adsorbates blindly, which is actually what
has to be done when they have to be added by an algorithm, the first part
could be achieved by having a fixed list of positions corresponding to certain
sites, however after relaxation the positions shift and the list would no longer
be valid and would have to be remade. For this we employ the combination of
CNA and radial distance shells mentioned in section 4.2 on page 27. The CNA
signatures of the surface atoms in table 4.2 on page 29 allows the algorithm to
determine the positions of all adsorption sites dynamically during the algorithm
run.
We test the adsorption of oxygen on a cuboctahedral particle at different
sites with different environments, i.e. the number of Ni and Cu atoms in the
adsorption site, the second nearest neighbors also play a role, however this is
not described here.
Figure 4.4(b) is divided into four different types of binding sites that are
stable on the Cu-Ni alloy nanoparticle. To the left is the fcc site on a (111)
surface (the adsorbate sits on the same position as would an metal atom if
there was put a layer on top). Two different types of fcc sites are available
on a (111) surface on a 309 atom cuboctahedron. Both with approximately
the same average adsorption energy for oxygen. Second from the left are the
three different types of hcp sites, each with very different average binding
energies. The edge position is the most stable followed by the tip position
whereas the middle position is not very stable. The slope of the dotted line
has an opposite sign than all others in the figure, meaning the the more Cu
neighbors to the oxygen the better, this is surprising since Ni generally binds
O stronger, however Cu is more stable on low coordinated sites like the edges.
Third from the left is the hollow sites on the fcc (100) surface. This plot has
a large spread of values, not surprising since this site has more atoms in the
binding site than any other, the second nearest neighbors adds further to the
spread. The plot on the right shows the oxygen adsorption energies of the
bridge sites on the edge between two surfaces, the site is stable but mostly for
Ni dominated environments, with Cu neighbors the oxygen are prone to move
to the very stable neighboring hcp-edge sites. Vertex sites were found not to
be stable adsorption sites.
Sites at the fcc (100) surface including edge and vertice atoms are not shown
in the plot. These calculations were deemed not important as the oxygen ad-
sorption often catalysed the structural transformation of the nanoparticle from
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Figure 4.4: (a) The different stable oxygen adsorption sites on a cuboctahe-
dron. (b) shows the approximate oxygen adsorption energy. The circles show
the calculated energy, the dotted line is a linear fit to guide the eye and the
full line connects the average binding energy at each number of nearest copper
neighbors. The color designations of the different site types are the same on
the picture (a) and on the plot (b). Entropy is not included in the approximate
binding energy.
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cuboctahedron to icosahedron. Sites equivalent to the sites depicted in fig-
ure 4.4 have approximately the same oxygen binding energy on an icosahedron.
The clear order of preferred adsorption sites evident on figure 4.4(b) is used
as input to the operator that adds adsorbates, thereby filling preferably the
most favorable sites first.
4.6 Results
A dynamical number of operations as described in paper III on page 126 has
also been employed here, this means that in the beginning the offspring will be
exposed to several permutations before they are evaluated for inclusion in the
population.
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Figure 4.5: Fitness and number of adsorbed oxygen atoms as functions of
generation. The average of the best population is shown that is why the number
of adsorbed oxygen atoms does not show as an integer. The arrows guide each
graph to the axis it belongs to.
Figure 4.5 shows the result of three algorithm runs, one has been allowed
to run approximately twice as long as the other two, but none of them has
converged yet. The temperature and pressure were set to T = 298.15K, P =
1× 105 Pa respectively. The behavior of the fitness are similar for all runs, the
dynamical number of operations allows for a fast decline in fitness (lower fitness
is better) in the beginning. After the initial progress the slope of the fitness
line decreases and is constant at a small negative slope for the rest of the run.
While the fitness is decreasing through all the runs the number of adsorbed
oxygen atoms reaches 60 after approximately 20 generations and from there on
out stays constant with the value varying between 60 and 65. The fact that
the fitness continues to decrease indicates that the number of adsorbates have
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reached a limit depending on the temperature and pressure of the gas and not
the surface composition.
Figure 4.6 is a depiction of a particle with 60 adsorbed oxygen atoms and
it is evident that more oxygen could be adsorbed if the conditions so favored.
Instead regions on the particle are covered with oxygen, these regions primarily
has Ni in the surface. Other regions have no oxygen, these consist primarily of
Cu atoms in the surface. We have at maximum observed 10 adsorbed oxygen
atoms on a triangle face on the icosahedron particle (all the hcp sites filled),
since the structure has 20 faces, the theoretical maximum of oxygen adsorbates
would be 200. The surface coverage for these conditions is thus 0.3 - 0.33.
Figure 4.6: A typical particle found by the GA after the number of adsorbed
oxygen atoms has converged.
4.7 Summary
The Cu-Ni alloy has been shown to be very efficient for methanol synthesis
from CO. In this chapter the methods were developed for using the GA to
efficiently predict stable compositions of alloy nanoparticles. The new permu-
tation operators is defined in paper III. The method required that each atomic
and adsorption site is reachable in the GA, a method for this combining CNA,
a radial distance description and neighbor lists were shown. The efficiency en-
hancing operators were tested on Cu162Ni147 particles that were determined to
have the lowest mixing energy, with the composition of atoms being a Cu skin
on a Ni core.
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Furthermore a method to predict structures at reactive conditions were
presented. The method was used to run the GA at finite temperature and
pressure resulting in a particle with regions with Ni with adsorbed oxygen and
regions with bare Cu on the surface.
Future studies will be conducted at realistic temperatures and pressures for
methanol synthesis, T = 230–280 ◦C and P = 50–120 bar [10], and with other
adsorbates e.g. CO.
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Chapter 5
Introduction to metal ammine salts
In 1913 Alfred Werner received the nobel prize in chemistry for his work on the
structure of transition metal coordination compounds [118]. He proposed that
all the ammonia ligands coordinate directly to the metal atom forming metal
complexes, that mostly have the shape of an octahedron. This work formed
the general perception of ammine structure for many years and the principles
still hold today.
In principle, nearly all alkali, alkaline earth and transition metal salts bind
ammonia on the chemical formula M(NH3)xAy, where A is a halide element or
even SO4 and the size of x and y is largely determined by the size of the metal
ion and its oxidation state respectively, for example: LiBr binds 4, MgCl2 6
and SrCl2 8 ammonia molecules.
Hydrogen bonds generally play an important role in the atomic structures
of metal ammine salts. The phases with a low saturation of ammonia, e.g.
SrNH3Cl2 and Sr(NH3)2Cl2, are constructed in layers held together by hydro-
gen bonds. The exact atomic structure of the fully saturated ammines, e.g.
the orientation of the metal-ammonia complex and the rotation of the ammo-
nia molecules, also depends on the amount of hydrogen bonds (as determined
in [119]). However the strength of each hydrogen bond also matters in that
concern, one strong hydrogen bond can be preferred over two weak bonds, but
it is hard to determine which situation will prevail without doing an electronic
structure calculation.
The absorption of ammonia into a metal salt is an exothermic process,
for this reason metal ammine salts have been tested extensively for use in
thermochemical heat pumps due to the large heat transfer connected with ab-
and desorption [120]. In 2005 Christensen et al. [23] proposed using metal
ammine salts, in particular Mg(NH3)6Cl2, as a material for indirect hydrogen
storage. The fully loaded material contains a high weight percent of hydrogen,
up to 9.78% in CaCl2 [121]. It is possible to compress the material so the
macroscopic density becomes 97% of the crystal density [122].
The material also has great potential for the removal of harmful NO and
NO2 gasses from the exhaust from lean burn engines such as diesel. This is
performed by running the selective catalytic reduction reaction (SCR-DeNOx)
[123] with an ammonia supply from metal ammines, this has been shown to be
more efficient [124] than urea which is the traditional form of supply [125].
Figure 5.1 shows the characteristic properties associated with metal am-
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Figure 5.1: The de- and absorption process involving Mg(NH3)6Cl2 as a model
metal ammine. From [23]
mines. The ammonia is released by the supply of energy normally as heat.
Below the desorption temperature the vapor pressure of ammonia is very small,
thus metal ammines are a safe method for ammonia storage, as the toxic effects
of ammonia gas is avoided for the user. The vapor pressure can be determined
with the van’t Hoff equation (5.1).
After desorption the ammonia can be used directly in a solid oxide fuel cell
operating at high [11, 24] or intermediate temperature [126] or alkaline fuel
cell operating at low temperature [127]. The ammonia could also be decom-
posed into H2 and N2 for use in proton exchange membrane (PEM) fuel cells.
Ammonia decomposition is performed by an appropriate catalyst, for example:
the commercially used Ni on Al2O3 [128] or the most efficient but expensive Ce
promoted Ru on carbon support [20, 129], at elevated temperatures. PEM fuel
cells do not tolerate ammonia so purification of the H2 gas with a membrane
or similar technology is required.
The empty salt will readily be reloaded by exposing it to the regenerated
ammonia gas. A dry ammonia source is needed because water will be bound in
a similar way to NH3, thereby inhibiting ammonia absorption, we will try to
take advantage of this effect in chapter 7 on page 53. A pure salt is naturally
also needed as small impurities can change the absorption characteristics, in
chapter 8 on page 63 we investigate if some impurities can alter the charac-
teristics of the material in a positive direction. The circle can be rerun many
times because the material takes no harm during loading and unloading, it
only becomes porous [25] during desorption, thus the macroscopic density is
not recovered after each cycle.
The van’t Hoff equation relates vapor pressures, P , with enthalpy, ∆Hdes,
and entropy, ∆Sdes, of the desorption states
ln P
P ◦
= −∆Hdes
RT
+ ∆Sdes
R
, (5.1)
where P ◦ = 1Pa is defined for metal ammines and R is the gas constant. It
40
should be stressed that the enthalpy and entropy values are defined as a per
released NH3 molecule or mol. This entails that entropy at standard conditions
is calculated as ∆S = (Sfinal − Sinitial)/x + R ln 105 Pa1Pa , where x is the number
of released ammonia molecules in the reaction and Sfinal/initial are absolute
entropies (in Jmol−1K−1), as is the output from theoretical calculations.
The most investigated metal ammine salt Mg(NH3)6Cl2 has good weight
and volume qualities, the release kinetics is fast [130, 131], however the major
drawback is the release temperature (142 ◦C for the first 4 NH3 molecules)
which is too high for any viable fuel economy. The same holds for other metal
ammines which has a high release temperature. An interesting more energy
conserving alternative to raising the temperature would be to use water to
drive out the ammonia from the salts. The metal salts bind water in a similar
manner as ammonia, and most salts form both ammines and hydrates.
Another interesting application that could utilize the properties of metal
ammine salts is the protection of catalysts in an (electro-) chemical reaction. By
expressing affinity for both NH3 and H2O the metal ammines could help drive
ammonia production taking advantage of Le Chateliers principle by removing
the reaction products and also inhibiting water that could poison the catalyst,
this idea is shown in figure 5.2. MgCl2 has been shown to be effective in
removing ammonia formed at Haber process conditions [131].
N2 + 6H+ + 6 e– −−→ 2NH3
Mg(NH3)xCl2
N2 H2
H2O
NH3
Figure 5.2: Metal ammines in connection with (electro-) chemical production
of ammonia. With MgCl2 as an ammine example.
In chapter 6 on page 43 we present the investigation of the stable phases
of SrCl2 ammines and also discuss if ammonia has a stable surface state, this
chapter elaborates on paper I on page 98 and paper II on page 108. In chapter 7
on page 53 we will investigate the notion of using water to push ammonia out
instead of using heat. In chapter 8 on page 63 we describe the initiation of a
screening study designed to identify mixed metal ammine salts with superior
qualities.
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Chapter 6
Strontium Chloride Ammines
The present chapter is based on the work that lead to paper I on page 98 and
paper II on page 108. It only contains some background and results that did
not make it into the final papers, thus in order to have the full picture the
reader must study both this chapter and the attached papers.
The Sr2+ ion can coordinate 8 NH3 molecules directly in the complex as
opposed to 6 for magnesium. The possible weight percent hydrogen is 8.2%.
The bond between Sr and NH3 is also stronger than to H2O, so moisture is
not as big a problem as for MgCl2. Furthermore the desorption temperature
for the first 7 NH3 molecules is just above room temperature (35 ◦C [120]), this
means that for applications were ammonia poisoning is not as great a concern,
e.g. SCR-DeNOx, SrCl2 is a better alternative than MgCl2.
6.1 Experimental methods
In this section the experimental techniques used for studying metal ammine
salts are described in brief.
Desorption isotherms
For investigating both ab- and desorption kinetics we measure the vapor pres-
sure of the prevalent phase at a specific temperature in the metal ammine salts.
We utilize a double chamber system; one for the sample, another for measuring
and evacuating gas. This setup allows us to approach equilibrium very slowly,
so that the temperature and saturation degree can be assumed to be constant.
The system is presented in detail in paper I on page 98.
Powder x-ray diffraction
Stable phases can be characterized with x-ray diffraction (XRD), this gives
information about the constituent elements, the atomic structure, the unit cell
and space group. Solving an atomic structure using XRD needs a starting point
which could come from theoretical DFT calculations. The resulting structure
can in turn be tested with DFT.
XRD is a versatile characterization technique. Anything that can be made
into a crystal can be studied. X-rays are created two ways; either by acceler-
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ating electrons in to a metal and knocking out core electrons thereby releasing
x-rays when valence electrons fill the vacancy, or by accelerating the electrons
in a synchrotron device releasing x-rays when the electrons go around a bend.
The ex situ XRD patterns presented here and in paper I uses the former tech-
nique, whereas the in situ patterns presented in paper I uses the latter.
When x-rays collide with a sample they are scattered on the electrons.
When several x-rays interact with electrons on different atoms there can be
interference. Constructive interference between the outgoing x-rays yields
Bragg’s law: λ = 2d sin θ, where λ is the wavelength of the x-rays, θ is half
the angle between incoming rays and the lattice planes, d is distance between
crystal planes designated by Miller indices. For this reason it is quite simple
to calculate the size of the unit cell. Since the angle takes part in Bragg’s law
you have to measure in every possible angle to get the full diffraction pattern.
To avoid having to turn the crystal in every direction – a powder of the sample
is used. The advantage of using a powder is that every possible orientation of
the crystal is present.
Thermogravimetric analysis
Another way to analyse the desorption mechanics of metal ammines is to utilize
thermogravimetric analysis (TGA). In this technique mass of the ammonia gas
released upon a controlled increase in temperature is measured with a precise
scale. We employ TGA in paper II on page 108, when determining at what
temperature desorption from bulk and the surface state commences.
6.2 Bulk phases
The presence of a stable diammine, Sr(NH3)2Cl2, phase is unclear throughout
the literature (see references in paper I on page 98), this is not uncommon
as even the stable phases of MgCl2, being the most studied ammine material,
have been a topic for debate in the literature [132].
Sr(NH3)8Cl2 −−→ Sr(NH3)2Cl2 + 6 NH3 (C 6.1)
Sr(NH3)2Cl2 −−→ SrNH3Cl2 + NH3 (C 6.2)
SrNH3Cl2 −−→ SrCl2 + NH3 (C 6.3)
Most studies claim that C 6.1 and C6.2 occur in one step rendering the
diammine phase superfluous. No crystal structures were reported of strontium
chloride ammines, thus we only had structures of other metal chloride ammines
start from. We have made different experimental measurements and DFT
calculations indicating a stable diammine phase.
Ex situ x-ray diffraction studies
SrCl2 samples were prepared with different saturation degrees of ammonia and
ex situ x-ray measurements were performed. The XRD patterns on figure 6.1
shows the presence of distinct SrCl2, SrNH3Cl2, Sr(NH3)2Cl2, and Sr(NH3)8Cl2
phases. It should be noted that due to the preparation methods only the
SrCl2 sample could be expected to be in a single phase. This means that the
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SrNH3Cl2 sample is a mix of several phases (mono, di and octa) but with
majority of the monoammine phase, this is important to keep in mind when
regarding the experimental patterns.
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Figure 6.1: Ex situ x-ray diffraction patterns of SrCl2 with different saturations
of ammonia. The baselines have been shifted in order to fit all patterns into
one plot. Courtesy of Andreas L. Ammitzbøll.
The fact that no phase exists between Sr(NH3)2Cl2 and Sr(NH3)8Cl2 can
be confirmed by regarding the spectrum for 73% saturation equivalent to
Sr(NH3)6Cl2. All peaks in this spectrum can also be found in either the di-
or octaammine patterns. The heights of the peaks are furthermore an almost
exact average between peaks at the same angle in the two aforementioned pat-
terns.
A distinct diammine phase can also be determined from the patterns by
regarding the heights of peaks in the patterns. For example the peak at 29.7°,
present in all (disregarding SrCl2) patterns, is highest in the spectrum corre-
sponding to 25% saturation, and therefore originates from a distinct diammine
phase. Using the same logic all other peaks can be assigned to distinct phases
where their heights are largest. Only a few peaks have almost equal heights in
two patterns making them difficult to attribute to one phase only. Sr(NH3)2Cl2
ends up having several distinct peaks assigned. We see this as another piece of
evidence for a stable diammine phase.
Modelling the structures
The process of finding correct atomic structures will be described here. Initially
the diammine structure acquired from Ca(NH3)2Cl2 was found to be quite
stable and account for the expected peaks from the ex situ XRD patterns. Thus
45
6. Strontium Chloride Ammines
Sr(NH3)2Cl2 was assumed to be in the same structure, it was later confirmed
by in situ XRD studies.
The structure of the monoammine was still unknown but by taking the di-
ammine and removing the ammonia molecules in half of the layers and then
forcing the layers together by reducing the lattice constant in steps in the di-
rection perpendicular to the layers and relaxing the structure between each
step, this is illustrated in figure 6.2. This method lead to the finding of two
equally stable monoammines are found. P21/c with 6-fold coordinated stron-
tium atoms, this is simply a double layer of the diammine structure, see also
figure 6.6(a) on page 49. Also Pmca with 7-fold coordinated strontium, this
looked particularly interesting as it seemed to have the best fit with the in
house ex situ XRD measurements, see this in figure A.1 on page 77, however
since there is only partial agreement between calculated and measured XRD
patterns we speculate that we only had some features of the monoammine
atomic structure correct.
(a) (b) (c) (d)
Figure 6.2: Going from the diammine to the monoammine by removing the
NH3 molecules between two layers. Blue spheres are N, white H, small green
Cl and large green Sr. (a) Shows the diammine structure of Ca(NH3)2Cl2,
in (b) the ammonia molecules between two layers is removed, (c) the lattice
constant perpendicular to the layers has been decreased to such an extent
that a 6-fold coordinated monoammine is found in the space group P21/c, by
reducing the lattice constant even more the structure is forced into a 7-fold
coordination (d) designated by its space group Pmca. The entire relaxation
can be seen at http://dcwww.fys.dtu.dk/~stly/6to7/
Another appealing factor of this structure is that there exists a similarly
simple structural transition (as the Sr(NH3)2Cl2 → SrNH3Cl2 shown in fig-
ure 6.2) from the empty salt (SrCl2 −−→ SrNH3Cl2) this is illustrated in figure
6.3 where the NH3 molecules adsorb to the (100) surface of SrCl2 in the po-
sitions of a missing row of Cl atoms, figure 6.3(a) to 6.3(b). SrCl2 is cut in
a direction parallel to the surface, leaving room for ammonia, figure 6.3(c)
to 6.3(d). The horizontal unit cell length in the figures 6.3(c) to 6.3(d) are ex-
tended whereas the vertical length stays approximately the same. The vertical
length in figures 6.3(c) to 6.3(d) can not be compared.
As detailed in paper I, the atomic structures of SrNH3Cl2 and Sr(NH3)8Cl2
were determined with in situ powder XRD belonging to the space groups Cmcm
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(a) (b) (c) (d)
Figure 6.3: A possible mechanism for going from SrCl2 to Sr(NH3)Cl2 if the
(100) surface of SrCl2 was exposed. (a) Top view of the SrCl2 (100) surface.
The middle row of Cl atoms are missing. (b) Top view of the Pmca SrNH3Cl2
structure, the ammonia molecules attach in the positions of the missing Cl
atoms forming capped prisms. (c) Side view of the SrCl2 (100) surface. The
missing row of Cl atoms at the surface is also evident. The red line signifies
where the structure should be cut into layers in order to form (d) side view of
the Pmca SrNH3Cl2 structure.
(a) (b) (c) (d)
Figure 6.4: A possible mechanism for going from SrCl2 to SrNH3Cl2 if the
(110) surface of SrCl2 is exposed. (a) Top view of the SrCl2 (110) surface. The
exposed Sr atom binds a NH3 molecule in (b) top view of Cmcm SrNH3Cl2
structure. (c) Side view of the ceSrCl2 (110) surface. The red line indicates
where the structure should be cut in order to form the layers of the Cmcm
monoammine depicted from the side in (d).
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and Pnma respectively. Sr in the monoammine coordinates to six Cl atoms
and one NH3 molecule in a capped prism arrangement, the polyhedra share
the same edges as predicted in figure 6.3(d), however the orientation of the
polyhedra is different with the ammonia molecules pointing straight up and
down from each layer, see figure 6.4(d). A mechanism for going from the
empty salt to the experimentally observed monoammine can also be visualized
easily, see figure 6.4. No structural rearrangement is needed in the surface as
shown in 6.4(a) (depiction of the (110) SrCl2 surface) and 6.4(b) (the surface of
the Cmcm monoammine). The unit cell length are shortened in the horizontal
direction relative to the figures 6.4(a) to 6.4(b) and extended in the vertical
direction. Layers are again cut parallel to the surface with NH3 molecules
attaching to both sides, see 6.4(c) and 6.4(d).
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Figure 6.5: The energies of different (a) monoammine, SrNH3Cl2, and (b)
octammine, Sr(NH3)8Cl2, structures
The simulated annealing algorithm described in [119] were used to sug-
gest the octammine structures in figure 6.6(b) and 6.6(c). In 6.6(c) the NH3
molecules are arranged around the strontium atom as a twisted square an-
tiprism, this arrangement was also found in the in situ XRD studies from
which the Pnma octammine structure was determined in paper I. Figure 6.5
illustrates how close in energy the different structures are. 6.5(a) shows the
energy of the three lowest energy structures, each structure has several points
on the graph corresponding to different mutual arrangements of the layers or
rotations of the ammonia molecules. 6.5(b) shows the same for the octammine
structure.
Other computational search methods are available for crystal structure de-
termination. These include: USPEX (Universal Structure Predictor: Evolu-
tionary Xtallography) [133] a GA implementation with crossover and mutation
operations designed to probe crystal structures. PEGS (Prototype Electro-
static Ground States) [134] a Monte Carlo approach for ionic compunds with
an energy functional comprised of the Coulomb and soft-sphere repulsions be-
tween ions. AIRSS (Ab Initio Random Structure Search) a method where
atoms are positioned randomly, though with some constraints based on chem-
ical knowledge and experiments, and subsequently relaxed with DFT. Data
mining and machine learning approaches [135] where new structures and com-
positions are proposed and tested with DFT on the basis of similar materials
available in databases. However all computational predictions need to be veri-
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(a) (b) (c)
Figure 6.6: Different SrNH3Cl2 and Sr(NH3)8Cl2 structures. (a) The P21/c
monoammine structure, (b) the C2 octammine structure and (c) the P4/nmm
structure.
fied by experiments and since the crystal structures could be determined by the
in situ powder XRD measurements, we did not do any further computational
searches.
The effect of van der Waals forces
The effect of adding van der Waals forces to the calculations is evident in
table 6.1. The enthalpies calculated with raw PBE and vdW-DF energies are
shown. No zero point or finite temperature effects have been added. The PBE
functional yield systematically lower energies, thereby effectively predicting a
weaker bound ammonia in the structure.
8→2 8→1 8→0 2→1 2→0 1→0
PBE (kJmol−1) 35.6 36.7 37.7 45.7 42.5 44.6
vdW-DF (kJmol−1) 42.5 44.2 45.3 53.9 53.7 53.6
Table 6.1: DFT enthalpies calculated with the PBE and vdW-DF functionals.
Both functionals predict, purely based on the DFT energies, that the des-
orption pathway will be 8 → 2 → 0, the monoammine will not be observed.
However where the vdW-DF values for desorption from the diammine only
differ by 0.2 kJmol−1 the PBE values differ by more than 3 kJmol−1. This
finding is of course in contradiction with all experimental and literature data,
in the next section the effects of temperature and pressure amend this.
Enthalpy
Figure 6.7 shows which phase has the lowest free energy depending on both the
temperature and pressure using the calculated values found in table 5 in paper I
on page 98. The van’t Hoff equation (5.1) defines the lines dividing two phases.
At 1 bar (105 Pa) reaction C 6.1 on page 44 is in equilibrium at 228.8K, this
is naturally much to low a temperature, the literature value is approximately
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308K for Sr(NH3)8Cl2 to give rise to a vapor pressure of 1 bar. The difference
between the two temperatures stem from the octammine structure which is
too unstable in the calculations. A more stable octammine would narrow the
temperature window in figure 6.7 where the diammine is most stable, thereby
explaining the discrepancy in the literature regarding whether the diammine is
a stable phase or not.
Figure 6.7: van’t Hoff relationship for the calculated structures.
Surface structures
The (110) surface was disregarded initially as a starting point for a SrCl2 →
SrNH3Cl2 transition, because the surface energy (the cost of forming a surface
from the bulk) was lower for the (111) surface and the adsorption energy was
lower for the (100) surface, see table 6.2. The (100) surface has half the rows
of Cl atoms missing from the surface, this is necessary in order to create equal
surfaces on both sides of a slab. This can be visualized in figure 6.3(a) on
page 47 and 6.3(c) on page 47. The NH3 adsorption energy on the (100)
surface is higher than at any of the other surfaces but the layer formation is
not as straightforward since each layer has to attract every second row of Cl
atoms. However in the end it is impossible to make certain statements about
transformation mechanisms without topotactic studies.
Surface Surface energy (eV) NH3 adsorption energy (eV)
(111) 0.05 -0.60
(110) 0.12 -0.74
(100) 0.09 -0.96
Table 6.2: Surface energies and adsorption energies of SrCl2. The unit of the
surface energy is eV per NH3 surface area, that is the energy it costs to make
surface big enough for an ammonia molecule to adsorb.
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6.3 Surface states
During desorption from the ammines in TGA measurements immediately below
the desorption temperature a little ammonia is seen to dose of. Likewise two
pressure regimes exist for the absorption rate of ammonia, this is interpreted
as the adsorption to the surface in a stable surface state and the diffusion from
the surface state into the bulk.
The stable phases determined in paper I were used for the surface calcula-
tions. The most important rule when making a surface from a bulk structure
is that as few bonds as possible should be broken. This means that the surface
with the lowest energy is almost always parallel to a low Miller index plane.
Table 6.3 shows the surface energies of the different surfaces used in paper II
as these have the lowest energy and are therefore expected to dominate the
surface of the real material.
Phase Surface Esurface (eV) Eadsorption (eV) Evacancy (eV)
Monoammine (010) 0.05 -0.30 0.69
Diammine (001) 0.03 -0.36 0.89
Octammine
(100) 0.08 -0.30 0.39
(010) 0.15 - -
(001) 0.09 - -
Table 6.3: Surface, adsorption and vacancy formation energies of different SrCl2
ammine phases. The unit of the surface energy is eV per NH3 surface area,
that is the energy it costs to make surface big enough for an ammonia molecule
to adsorb. The vacancy formation energy is the energy cost of removing the
weakest bound ammonia from the surface.
6.4 Summary
This chapter elaborated on the papers I and II. We showed that the strontium
chloride diammine phase is indeed stable, however it will only be observable
in experiments if the equilibrium of approached very slowly. We also showed
that the strontium chloride ammines have a stable surface state of adsorbed
ammonia, this is clearly observed with standard thermogravimetric analysis
and verified with DFT calculations.
This chapter should give an impression of the complicated phase space of
metal ammine salts. In the next chapter we will investigate magnesium chloride
ammines and a different desorption method using water as a competitor for
ammonia.
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Chapter 7
Water substitution in Mg(NH3)6Cl2
One of the challenges surrounding metal ammine salts as energy storage media
is the relatively high temperature required for thermodynamic release of the
ammonia. All processes, that do not involve some form of waste heat, require
energy to be supplied to release the energy carrier, obviously not an optimal
solution. This problem can possibly be circumvented by employing chemical
energy instead of heat. As mentioned in the preceding chapter water is bound
in the same manner as ammonia in the ammine structure, and since the wa-
ter bond is typically stronger, water will force ammonia out as illustrated in
figure 7.1.
A non-thermal release mechanism of ammonia using water has several in-
teresting applications. A one time energy release for use in desolate areas as
emergency energy packs could be one example. If a material is found where
ammonia and water are readily interchanged a second application would be
to extract ammonia from an aqueous solution containing ammonia. By ex-
posing the material to a water- and ammonia atmosphere both gases would
be absorbed, later the ammonia could be forced out by subjecting to a higher
pressure of water or heat.
How to regenerate the ammines from the hydrates? The optimal would
be to run the process in figure 7.1 in reverse because the cycle depicted in
figure 5.1 on page 40 for ammines does not hold for hydrates. The reaction
Mg(H2O)6Cl2 → Mg(H2O)2Cl2 proceeds readily at temperatures up to 390K
where the hexahydrate is stable. At higher temperatures hydrolysis of the
water generate reactive oxygen and hydrogen which in turn create HCl(g) and
MgOHCl(s) [136, 137]. The reaction can proceed all the way to the MgCl2
salt by enforcing a HCl gas pressure on the system [137]. By adding NH4Cl to
the hexahydrate forming NH4MgCl3 · 6H2O anhydrous MgCl2 will be released
during heating [138], but some HCl gas will be released as well which could
cause problems at the system level. It has been shown in [139] that direct
absorption of ammonia in metal chloride hydrates is possible by using a high
pressure of NH3.
In the next section we will calculate stabilities of the different phases in 7.1.
Which phase is observed in an experiment depends on the partial pressure
of both water and ammonia. With DFT we can simulate different partial
pressures of the gas and thereby determine phase changes as a function of
denoted pressures.
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Mg(NH3)6Cl2 Mg(NH3)5(H2O)Cl2 . . . Mg(H2O)6Cl2
H2O NH3
Figure 7.1: The reactions we investigate
7.1 Thermodynamics
In the following, to use a simple notation the mixed water / ammonia structure
(Mg(NH3)x(H2O)yCl2) will be designated as x:y. We assume that the material
is always fully loaded with water, ammonia or a mixture of the two, i.e. x+y =
6.
Ammine and hydrate structures
Two base structures will be considered here. One is the experimentally deter-
mined Ni(NH3)6Cl2 [140] structure simplified in [121] to contain two formula
units (will in the following be referenced with its space group I4/m), it is in
the structure type K2PtCl6 with a cubic lattice of Cl ions with the Mg(NH3)
2+
6
complexes centered and tilted in every second cell [141], see figure 7.2(a). By
employing an algorithm designed to optimise the number of hydrogen bonds
a low temperature version of the Mg(NH3)6Cl2 structure was discovered in
[119], but that structure has not been taken into account here. The other is
the experimentally determined Mg(H2O)6Cl2 [142]. Metal hydrate structures
are known to be structurally more complicated than ammines because the two
lone pairs on oxygen makes water able to coordinate to two different metal
cations at the same time. This is, though, not the case for Mg(H2O)Cl2. In
the following it will be referenced C2/m after the space group it belongs to,
see figure 7.2(b).
The mixed structures are setup by exchanging a NH3 molecule for a H2O
with the oxygen atom in the same position as the nitrogen. The hydrogen atoms
are also pointed towards the same Cl ions as was the case for the ammonia
molecules. Afterwards the structure is relaxed in the standard internal degrees
of freedom – volume – internal degrees of freedom procedure. The substitution
is tried for all the NH3 molecules in all the NH3:H2O ratios, the 3:3 structure
can both be made of 3 NH3 and H2O in each Mg complex or with 6 NH3 on
one and 6 H2O on the other since both structures contain two formula units.
At each ratio the structure with the lowest DFT energy is used for the free
energy calculation.
DFT energies
Figure 7.3 shows a comparison of stabilities calculated from vdW-DF DFT
energies. The ratios 1:5 and 0:6 are only stable in the C2/m structure whereas
the other ratios will be in the I4/m structure.
The stable mixed water / ammonia structures are differently setup for the
C2/m and the I4/m ammonia structure let’s look at the 4:2 structure for an
example: The I4/m (basic ammonia structure) arranges the two H2O opposite
each other, the C2/m structure on the other hand arranges the H2O molecules
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(a) (b)
Figure 7.2: The two structure types used in this chapter. Mg ions are centered
in the light green polyhedra, Cl are green, N blue, O red and H white. The
unit cells are indicated with the black line. (a) The structure I4/m used for
Mg(NH3)6Cl2 calculations, from [121] described in the text. the brown lines
indicate two cubes of Cl ions, one empty and one full. (b) The structure C2/m
used as the basis for the Mg(H2O)6Cl2 structure.
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NH3:H2O ratio
0.3
0.2
0.1
0.0
−0.1
−0.2
∆
E
/e
V
I 4/m
C 2/m
Figure 7.3: Plot of DFT energies vs. the different NH3:H2O ratios for two
different basis structures; I4/m and C2/m. The reference energy 0 is for both
cases the energy of the 6:0 I4/m structure.
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as neighbors (this trend of different favorable mixed structures between the two
parent structures transfers to the 3:3 structure but not the 2:4 structure). This
could be an effect of the unit cell size, as the I4/m (ammonia structure) is larger
leaving more room for the complexes to be arranged in the most symmetrical
way.
Free energies
The prevalent phase is determined by calculating the free energy, using the
formulas in section 2.2 on page 11. The relative stability of two phases is
determined by the change in free energy when going from one phase to the
other. In this case the entropy is no longer dependent on the absolute pressure
as this falls away in the ideal gas approximation:
∆S = S(T, P ◦)− kB ln P2
P ◦
− (S(T, P ◦)− kB ln P1
P ◦
)
= kB(ln
P1
P ◦
− ln P2
P ◦
)
= kB ln
P1
P2
(7.1)
A constant background pressure term could be added, however this has not
been taken into account for this.
One could also use the experimental (Shomate paramters) for the gas phase
data since DFT is not always able to predict energetics of gas phase species
accurately, however the references at 1 bar seems to agree very well with liter-
ature data. For NH3: S0g,1 bar = 192.77 Jmol−1K−1 [143] 192.53 Jmol−1K−1
[DFT]. Using the Shomate equation would also not allow us to examine other
pressures than 1 bar.
Figure 7.4 shows which ratio would be predominant in the material with
crystal structure I4/m at different temperatures and relative pressures (PNH3
/ PH2O).
Of the mixed structures only the ratios 2:4 and 4:2 would exist at relative
pressures and temperatures investigated in figure 7.4. At temperatures close to
room temperature the full ammine or hydrate would only exist at the pressure
extremes (e.g. PNH3  PH2O or vice versa). At low temperature the 2:4 ratio
(as figure 7.3) is reproduced as the most stable phase. The 0:6 structure would
only appear at temperatures above 120K, this again assumes that the crystal
structure does not change.
In figure 7.5 on page 58 only the C2/m structure has been taken into
consideration. Of the mixed structures only the 1:5 ratio has a small window
above 400K where it can be observed, at all other conditions the full ammine
or hydrate will be prevalent.
If we disregard barriers for structural transitions and assume that the ma-
terial can change between the two structures readily, i.e. we wait long enough
for the system to be in thermodynamic equilibrium and take both I4/m and
C2/m structures into account. We see no clear mechanism for transforming
I4/m to C2/m, as was the case for SrCl2 to SrNH3Cl2 to Sr(NH3)2Cl2 in chap-
ter 6.2 on page 44 and paper I on page 98, thus we can make no statements
on whether disregarding the transformation barrier is a sound approximation.
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Figure 7.4: The most stable NH3:H2O ratio as a function of relative pressure
(P(NH3)/P(H2O)) and temperature. The colors indicate the NH3:H2O ratio
as signified by the color bar. For this plot only the I4/m structure has been
taken into account.
The figure 7.6 on page 59 shows the result for using both structures. Only in
a narrow region is the 4:2 structure stable, however the region extends down
to room temperature and modest relative pressures P(NH3)/P(H2O) = 1-10.
Experimental verification
The results in this chapter are awaiting experimental verification before an
eventual publication. By using an aqueous ammonia solution [144, 145] it is
possible to tune the temperature and concentration to achieve constant relative
pressures of NH3 and H2O for long enough time to be able to investigate the
material exposed to the vapor using x-ray diffraction.
The result from two initial experiments at 18 ◦C are shown in figure 7.7 on
page 59. Magnesium chloride were put in the atmospheres from two aqueous
solutions, containing 0% and 8% ammonia in the two experiments respectively.
The partial pressures for the latter is approximated to P (NH3) = 6.83 kPa and
P (H2O) = 1.95 kPa, a marker is put at the corresponding point in figure 7.6.
The experimental results are not detailed enough to discern mixed struc-
tures but only structure types. The experiment starts with the unsaturated salt
MgCl2 and the only distinguishable peaks are from the MgCl2 structure. Two
different patterns are shown recorded after exposing the salt to an atmosphere
containing some or no ammonia. The peaks are clearly different for the two
cases, the C2/m and I4/m structures are most prevalent in the experiments
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Figure 7.5: The most stable NH3:H2O ratio as a function of relative pressure
(P(NH3)/P(H2O)) and temperature. The colors indicate the NH3:H2O ratio
as signified by the color bar. For this plot only the C2/m structure has been
taken into account.
with an 8% ammonia and 0% ammonia percentage in the solution respectively.
There are also an unknown peak originating either from an unknown mixed
phase or an impurity. These initial experiments thus indicate that the change
in structure occurs readily corresponding to the situation plotted in figure 7.6.
7.2 Diffusion of H2O
If the metal salts are ever going to be used as an ammine/hydrate interchange-
able material it is important to know whether the change occurs quickly or
slowly to be able to decide what type of operation it could be helpful in.
The diffusion of NH3 in magnesium chloride ammines has previously been
investigated [119, 121] with the dacapo1 DFT code. To test if similar barriers
were obtainable with gpaw the barrier for ammonia diffusion between Mg
complexes in Mg(NH3)6Cl2 were studied. The I4/m structure contains three
“different” NH3 molecules depending on the lengths of the hydrogen bonds
between H and Cl [119]. We consider diffusion between NH3 vacancies. When
making a single vacancy in these structures the magnesium atom is pushed
away from the vacancy and the neighboring NH3 molecules moves closer to the
vacancy. How much closer depends on how the NH3 molecule is oriented. In
the original structure each NH3 forms two hydrogen bonds to Cl-atoms, only
1https://wiki.fysik.dtu.dk/dacapo
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Figure 7.6: The most stable NH3:H2O ratio as a function of relative pressure
(P(NH3)/P(H2O)) and temperature. The colors indicate the NH3:H2O ratio
as signified by the color bar. For this plot both the I4/m and C2/m structures
have been taken into account.
Figure 7.7: Powder X-ray diffraction patterns of MgCl2. The red line indicates
the pattern recorded at t = 0 (start of experiment). The blue line is a pattern
after 3 hours in an atmosphere with no ammonia. The black line is after
3 hours in an atmosphere containing ammonia. Courtesy of Nikolaj Brandt
Enevoldsen.
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for one ammonia molecule are these bond lengths optimal. If the hydrogen
bonds are facing towards the vacancy it will be favorable for the ammonia
molecules to move closer to the vacancy and thereby optimizing their hydrogen
bond lengths. Energetically this means that one vacancy structure is lower in
energy than any of the others and this one is most likely to form. This is
important since the energy barriers depend very much on which vacancies are
used. Alternatively rotations of NH3 molecules would accompany the vacancy
formation.
The barrier for NH3 diffusion is 0.51 eV in the I4/m structure of Mg(NH3)6Cl2
and is very similar to 0.6 eV obtained in [121] with the same structure and
0.52 eV to 0.60 eV in [119] with the low temperature version of the structure.
During the movement the NH3 keeps one H-bond and rotates around this bond
to end up pointing the N-atom towards the other Mg-atom.
After investigation of the paths it has become clear that the diffusion mech-
anism of water between ammine or hydrate complexes is made of two processes:
1. The actual jump from one complex to the next, during the jump the wa-
ter molecule maintain two hydrogen bonds to the nearest Cl atoms. 2. The
rotation of water so that the two aforementioned hydrogen bonds are formed.
Both processes are required for long-range transport, but the barrier of process
1 is always larger and will be rate determining, we will therefore focus on that
in the following.
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Figure 7.8: Energy barriers and highest energy structures of ammines and
hydrates in the I4/m structure.
Figure 7.8 show the barrier and highest energy point in the path of H2O dif-
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fusion in Mg(NH3)6Cl2 and Mg(H2O)6Cl2 in the I4/m structure. The hydrate
is unstable in the I4/m structure as determined in figure 7.3 on page 55 and
thus the lattice becomes more distorted during the diffusion of H2O as evident
in figure 7.8(d) leaving also suboptimal H-bond angles for the diffusing water
molecule. The energy barriers are higher for structures with higher water con-
tent, 0.38 eV for Mg(NH3)6Cl2 shown in 7.8(c) and 0.58 eV for Mg(H2O)6Cl2
shown in 7.8(a) for the mixed structures the barrier is around 0.50 eV.
To investigate if the barriers calculated above are merely a phenomenon
resulting from the unit cell size. The I4/m vacancy structures were volume
scaled to ± 5% to 10% and new NEB path calculations were performed. The
results for the rate limiting 1. process can be seen in figure 7.9. The total
energies of the volume ratios are scaled so that each barrier starts at energy
0.0. The different volumes definitely have an effect on the barriers, however the
barrier does not get smaller with increasing unit cell size as could be expected
if the diffusion only was a question of having enough room. At the volume
scalings 0.90 and 0.95 (−10% and −5%) the lattice is distorted and optimal
H-bonds cannot be maintained throughout the jump. For the volumes scaled to
1.05 and 1.10 (+5% and +10%) the H2O molecule cannot form two adequate
hydrogen bonds has to settle with only one H-bond throughout the jump. We
can thus conclude that the increase in diffusion barrier with water content is
not solely an effect of the unit cell size.
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Figure 7.9: NEB barriers for the H2O jump between Mg complexes.
An example of a NEB calculation of the full diffusion process is shown in
appendix B on page 79.
7.3 Summary
In this chapter the non-thermal release of ammonia from metal ammine salts
by use of water was investigated. Only fully loaded structures were taken into
account. At higher temperatures it would be more correct to include structures
with a lower saturation as the stability would switch towards them, as an
example see paper I on page 98. The mixed structures of NH3 and H2O were
shown to be very stable, figure 7.3 on page 55, however at realistic temperatures
it turned out that they would only be stable in a small temperature and pressure
window. The substitution calculations could be performed on gradually larger
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unit cells to see if a type of phase/layer segregation of the different ratios were
preferred.
The substitution would occur faster for the ammines than the hydrates as
determined by calculating barriers for H2O diffusion in the different structures.
Now I have outlined a number of different aspects regarding magnesium
and strontium chloride ammines. The pure materials are naturally the easiest
systems to demonstrate a proof of concept, however more complicated compos-
ite materials often exhibit properties tailored to their fields of application. In
the next chapter I will describe a search for such a mixed metal halide ammine.
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Chapter 8
Screening of mixed metal ammines
The search for stable mixed metal ammines has been described in the book
chapter: Computational design of catalysts, electrolytes and materials
for energy storage by Tejs Vegge, Jakob G. Howalt, Steen Lysgaard, Jón
Steinar G. Mýrdal, Nicolai Bork and Jens Strabo Hummelshøj in New and
future developments in catalysis: Batteries, hydrogen storage and fuel cells
(not included in the thesis) and excerpts of it will be used in this chapter.
In the previous two chapters different aspects regarding metal halide am-
mines have been presented. It is the hope that unknown mixed metal halides
exist that display superior qualities properties compared to the known pure ma-
terials. The desorption enthalpy is the most natural parameter to optimize as
the fact that it requires too much energy to release the ammonia is detrimental
if metal halide ammines were to be used as an energy storage medium.
In the ideal case, all ammonia is released in a one-step process at a sin-
gle temperature as is the case for Ba(NH3)8Cl2 [146]; alternatively all release
steps should take place at a low temperature e.g. Sr(NH3)xCl2 reaches 1 bar
ammonia pressure at only 85.2 ◦C. For mobile applications, the optimal release
temperature is around 50 ◦C to 80 ◦C for coupling with a fuel cell and general
safety measures in warm areas. It is possible to estimate the release tempera-
ture using the van’t Hoff equation (5.1) and since the desorption entropy does
not vary much with different metals [120] the release temperature is almost ex-
clusively determined by the enthalpy. The enthalpy is a direct function of the
bonds ammonia is a part of, that is the N−Metal bond and the N−H···Halide
hydrogen bonds. It is thus possible to design the release temperature by mix-
ing different metals or halides in the metal ammine salt. This principle has
been shown in a small screening study in [147]. Liu and Aika [148] have shown
that ammonia absorption into mixed salts leads to, in the case of two different
cations, differential absorption due to different ammonia affinity of the metals
or, in the case of different anions, a distorted parent structure with the same
absorption characteristics, this is however for a limited number of alkaline earth
mixtures.
8.1 The search space
Since almost all metals form some sort of salt when combined with an anion the
search space is quite large. The elements that will be included in the study is
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indicated in figure 8.1. In the initial results presented in this chapter the group
I elements have been disregarded. Since this is a scientific investigation we will
as a first test include elements that are expensive and maybe toxic and worry
about the viability of using the results later. If all found materials fall due to
the aforementioned reasons, we can disregard some elements in the setup, or
maybe penalise them in the fitness function e.g. making it possible for a toxic
element to only contribute as a small ratio of the final mixed ammine.
Figure 8.1: The table of elements with the elements ineligible for this study
greyed out.
A comprehensive screening study to identify optimal release thermodynam-
ics should include both mixed metal ammine salts as well as low concentration
dopants. It is, however, not practically possible due to the large number of
possible combinations and size of the computational cell. In the following we
present an example (more comprehensive than the results from the initial study
presented later in this chapter) of the number of calculations needed in an ex-
haustive screening study using some different restrictions one could enforce.
In order for the individual calculations to not be to computationally costly
we limit the unit cell to hold 8 cations. This means that we can go down to
a doping concentration of 12.5%. Table 8.1 shows an example of calculating
the number of possible structures with m and n different cations and anions
respectively in the study. We allow up to 3 different cations in one structure,
figuring out how many ways x number of allowed different cations can be
divided in different structures is similar to the “subset sum” problem [149]
which is a computationally “hard” problem, however for the small number we
work with here the solution is easy and equal to the number of rows in the table.
The column cation distribution show the different ways of distributing the 3
different cations. Each cation distribution must be multiplied with the number
of ways this distribution can achieved with m different cation elements, this is
specified the column combinations elemental. It should be noted that if two
elements occur in the same stoichiometric ratio the elemental combinations
need to be multiplied by a factor 12 to avoid double counting. If different
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orderings of the elements gives truly different structures1 the number must
be multiplied with the structural combinations defined as the number of ways
the chosen element can be distributed. This is expressed with a multinomial
coefficient
(
n
i,j,k
)
= n!i!j!k! . Finally the different ways to choose and distribute
the anions must be multiplied to the factor. In table 8.1 it is assumed that we
allow two different anions in a 1:1 ratio and the ordering of the anions does not
matter, i.e. two lists of anions with the same elements but in different positions
only counts once. We could also impose similar restrictions as for the cations,
in that case the anions would need the same treatment.
Table 8.1: Method to find the number of different structures in the mixed metal
ammine screening study.
Cation Combinations Anion
distribution Elemental Structural factor
8:0:0 m 1 n2
7:1:0 m · (m− 1) ( 87,1) n2
6:1:1 m · (m− 1) · (m− 2) · 12
( 8
6,1,1
)
n2
6:2:0 m · (m− 1) ( 86,2) n2
5:2:1 m · (m− 1) · (m− 2) ( 85,2,1) n2
5:3:0 m · (m− 1) ( 85,3) n2
4:4:0 m · (m− 1) · 12
( 8
4,4
)
n2
4:3:1 m · (m− 1) · (m− 2) ( 84,3,1) n2
4:2:2 m · (m− 1) · (m− 2) · 12
( 8
4,2,2
)
n2
3:3:2 m · (m− 1) · (m− 2) · 12
( 8
3,3,2
)
n2
m = 30, n = 4 378 276 480
Further restrictions on the possible structures up for investigation can be
carried out by modifying some parts of the calculation in table 8.1. For example
if we restrict the third cation element to a maximum of 12.5% we just take
away the two bottom columns where the third cation occurs in a concentration
above 12.5%.
The bottom line in table 8.1 shows the number of combinations if all the ele-
ments indicated in figure 8.1 is used. The 378 million should be multiplied with
the number of different crystal structures to obtain the number of calculations.
This huge number of calculations is of course impracticable for DFT calcula-
tions on present-day computers. An intelligent screening method is necessary
to cut down the number of calculations; we employ a genetic algorithm.
8.2 Setup of algorithm
An individual mixed metal ammine in the GA is represented by a list of ele-
ments denoted a GA string, it is this GA string that is used for crossover and
mutation. With the GA string representation it is possible to specify certain
1This is a symmetry consideration, which we will not go further into.
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minimum and maximum concentrations of metals and halides obeyed by the
procreation operators. How this works is best explained by looking at some
simple examples. In the few results presented in this chapter we only use a
unit cell with four formula units. We limit the minimum cation concentration
to 50% and the minimum anion concentration to 25%, that translates to at
maximum two different cations and four different anions.
Figure 8.2 shows how an individual structure is represented in the GA.
The structure files are setup with the atoms enumerated as in the figure, the
position in the GA string then corresponds to the position in the structure. A
clear distinction between cations and anions are always needed in the algorithm
as some operators only make sense for anions and some for cations.
Figure 8.2: The salt model of the CaCl2 structure type. The GA string in this
example is [Ag,Ag,Zr,Zr,Cl,Cl,Cl,Cl,Cl,Cl,Cl,Cl]. Ag is depicted in grey, Zr in
cyan and Cl in green.
The atomic structure should, in principle, be the correct ground state struc-
ture in order to get quantitative correct thermodynamic data from DFT. This is
typically only achieved after rigorous computational optimization, which is too
computationally costly in any screening study, and we thus have to use model
structures that give correct trends but not necessarily exact numbers. This
has previously been shown to be a valid approach for metal chloride ammines
and other coordination compounds [121, 150]. Here, the model structures are
based on the different coordination numbers observed in metal ammine salts,
starting with 8 in SrCl2 and moving to 6 in MgCl2 and 4 in LiBr if the former
is not stable.
The most promising candidates are then analyzed through exhaustive theo-
retical studies and finally – if still found promising; synthesis and experimental
characterization will take place. All calculations are kept in a database for
possible future studies (http://cmr.fysik.dtu.dk).
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8.3 Propagation operators
Chemical trends can be utilized to design efficient crossover and mutation oper-
ators. For example for 3d transition metals, the desorption enthalpy increases
when going from left to right in the periodic table [121], this can be used in a
mutation when needing to shift the desorption enthalpy either up or down, and
similarly for alkali and alkaline earth metals the desorption enthalpy decreases
when going down through the periods, whereas it increases when the same is
done for the halides [121].
A mutation operation picks out a position in the GA string at random, it
then changes the block of elements containing that position to another element
either at random or biased (using chemical trends). The GA string is divided
into blocks of elements using the minimum concentration limitations, in our
example the structure depicted in figure 8.2 is divided into [Ag2, Zr2, Cl2, Cl2,
Cl2, Cl2] upon which a mutation could lead to [Ag2, Cu2, Cl2, Cl2, Cl2, Cl2]
or [Ag2, Cu2, Cl2, Cl2, Br2, Cl2].
A crossover operation uses the same blocks of elements to determine allowed
points for cutting the GA string. A position to cut is then decided at random.
Two structures [Ag2, Zr2, Cl2 | Cl2, Cl2, Cl2] and [Ni2, Sc2, I2 | Br2, Br2, F2]
with the position to cut indicated by | would result in the offspring [Ag2, Zr2,
Cl2 | Br2, Br2, F2] and [Ni2, Sc2, I2 | Cl2, Cl2, Cl2].
In current form the algorithm only uses a one cut crossover operation be-
tween two parents, a more advanced crossover would include more cuts and
more parents (a non-biological operation), for example three cuts in four par-
ents would lead to four children that could all be successful as all parts of the
new offspring have been seen before. However the building block hypothesis
put forward in [151] and touched upon in section 3 on page 17 states that the
simple crossover operation is more efficient, due to less building blocks being
cut.
No permutation operators have been incorporated as the systems of study
so far has been so simple that no significant energy gain would be achieved
by switching the positions of two or more elements. A permutation operator
would consequently not contribute to the exploration of the search space and
therefore no computational time should be invested in such offspring. In fact
we use a sorted GA string as the veto check described in section 3.2 on page 19.
If a newly created individual has the same gross formula a veto is imposed so
no time is wasted on the calculation.
After a promising material has been found, the next step would naturally be
to investigate all permutations of the elements to be sure that the more thor-
ough investigation (à la the theoretical investigation presented in section 6.2 on
page 44 and paper I on page 98) is conducted with the lowest energy structure.
8.4 Calculation of stability
For a decomposition reaction, AB −−→ A + B, we define the decomposition
energy as:
Edecomp = EAB − (EA + EB) (8.1)
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A negative decomposition energy means a stable reactant, AB, whereas a
positive decomposition energy means the products, A + B, are more stable.
SrBaCl4 + 16NH3
∆Htotmixed
SrBa(NH3)16Cl4
−Edecomp,ammine
Sr(NH3)8Cl2 + Ba(NH3)8Cl2
∆HtotSr + ∆HtotBa
SrCl2 + BaCl2 + 16NH3
−Edecomp,salt
Figure 8.3: How decomposition energy and desorption enthalpy are related in
mixed metal ammines.
The decomposition energy is defined per unit cell, in the results presented
in this chapter the unit cell holds four metal atoms. The desorption enthalpy
on the other hand is defined per released NH3. Figure 8.3 shows how the
decomposition energies relates to the desorption enthalpy. That means the
∆Htot in figure 8.3 is related to the real enthalpy as: ∆Htot = ∆H · n, where
n is the number of ammonia molecules released in the reaction. Equating the
left and right pathways in figure 8.3 yields:
∆Htotmixed − Edecomp,salt = −Edecomp,ammine + ∆HtotSr + ∆HtotBa
∆Hmixed =
Edecomp,salt − Edecomp,ammine
16 +
∆HSr + ∆HBa
2 (8.2)
Equation (8.2) relates the desorption enthalpy with the decomposition en-
ergy. It reads if the mixed ammine is more stable against decomposition than
the mixed salt (Edecomp,ammine < Edecomp,salt) ∆Hmixed will be higher than the
average enthalpies of the component ammines and vice versa (Edecomp,ammine >
Edecomp,salt → ∆Hmixed < ∆Havg). We must remember that making one struc-
ture more stable against decomposition will move the desorption enthalpy ac-
cordingly, thus an slightly unstable structure that fits the required desorption
enthalpy precisely will lose the favorable enthalpy if it is made more stable.
The above example is quite simple, different anions complicate matters
though. Does SrBaCl2Br2 decompose into SrCl2 and BaBr2 or SrBr2 and
BaCl2?2 To know that one needs to know the energies of all four decomposition
products and find the lowest sum of two. This becomes a lot of combinations
if the mixed metal ammine is made of many different elements.
A problem also arises when mixing metals that are stable in different phases,
e.g. the structure BaMg(NH3)16Cl4 would be deemed artificially stable if
the decomposition energy was calculated as Edecomp = EBaMg(NH3)16Cl4 −
2The combination 1/2SrCl2, 1/2SrBr2, 1/2BaCl2 and 1/2BaBr2 can be disregarded.
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(EBa(NH3)8Cl2 + EMg(NH3)8Cl2) due to MgCl2 not being stable as an octam-
mine, i.e. the most stable decomposition product should always be used when
calculating the decomposition energy. Thus in the previous case: Edecomp =
EBaMg(NH3)16Cl4−(EBa(NH3)8Cl2 +EMg(NH3)6Cl2 +2ENH3), and for the opposite
example of MgSr(NH3)12Cl4: Edecomp = EMgSr(NH3)12Cl4 − (EMg(NH3)6Cl2 +
(3ESr(NH3)8Cl2 +ESrCl2)/4). In this example since many reference systems ex-
ist (the different decomposition products) linear programming [87, 152] can
be utilized to systematically take all products into account and determine the
highest decomposition energy.
8.5 Results
GA runs have been made to predict stable combinations in four different struc-
ture types; CaCl2, CaF2, CdI2 and Ni(NH3)6Cl2. In figure 8.4 the decomposi-
tion stability for all the calculated combinations in the structure types CaCl2
and CaF2 are shown, at each point the most stable anion mixture containing
the two indicated cations are shown. The axes are sorted by group in the
periodic table, this is equivalent to the number of valence electrons. It is evi-
dent that in both structure types the same elements form stable mixtures, the
Sc-Cu, Sc-Ag, Zr-Cu and Zr-Ag combinations catches the eye.
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Figure 8.4: The decomposition stability of mixed metal halides. The plot is
divided into two sections by an invisible line from the bottom left corner to the
top right corner. The bottom right triangle is calculated in the structure of
CaF2. The top left triangle is calculated in the structure of CaCl2. The white
squares have not been investigated in the algorithm.
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Figure 8.5: The anion mixtures for the metal combination Zr-Cu calculated
during the algorithm runs in (a) the CaCl2 structure type and (b) the CaF2
structure type. The white squares have not been investigated in the algorithm.
As an example the anion mixtures in the Zr-Cu cation combination for the
CaCl2 and CaF2 structure types are shown in figure 8.5 It is clear that Cl and
Br are the favored anions for the Zr-Cu combination.
A GA run searching for the combined stability of CdI2 and the hexammine
Ni(NH3)6Cl2 (both structure types that e.g. MgCl2 is known to utilize) have
been performed and the calculations are shown in figure 8.6. Here the symmetry
is not as evident as in figure 8.4. The same Sc, Zr, Cu and Ag combinations are
stable for the CdI2 structure type, these are also stable in the ammine phase.
The hexammine also has a lot of stable mixtures containing Be. A majority of
hexammines containing strontium has been examined even though strontium
prefers to coordinate eight NH3 molecules (see section 6.2 on page 44), this
came from an error in the reference energies of strontium containing structures
which resulted in a propensity of the algorithm to examine those structures.
The error has been corrected for the plot so the energies shown are correct but
the structures would not be investigated in another run.
A desorption temperature of approximately 50 ◦C have been deemed the
“optimal” for automotive use, this corresponds to a desorption enthalpy of
approximately 42.8 kJmol−1 if an entropy of 228.1 Jmol−1K−1 is assumed.
In figure 8.7 on page 72 the sum of decomposition stability and desorption
enthalpy for the combinations are plotted for the 94 combinations with both
phases stable from an algorithm run adapting the desorption enthalpy towards
an optimal value indicated by the dashed line.
Most combinations lie above the optimal desorption temperature. Naturally
the combinations that have been shown to be stable in the figures 8.6 such as
Cu-Zr and Ag-Sc dominate the picture. The Cu-Zr combination seems to be
a good suggestion in terms of being stable and having the right desorption
thermodynamics. However we must remind ourselves of equation (8.2) and the
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Figure 8.6: The decomposition stability of mixed metal halides and ammines.
The plot is divided into two sections by an invisible line from the bottom
left corner to the top right corner. The bottom right triangle is calculated in
the structure of CdI2. The top left triangle is calculated in the structure of
Ni(NH3)6Cl2.
fact that the algorithm in this run did not perform atomic relaxation, thus an
internal relaxation moving the mixed ammine closer to the actual ground state
structure would also move the desorption enthalpy.
8.6 Summary
The algorithm has shown that it is capable of optimizing a couple of differ-
ent parameters important for mixed metal ammines for use as energy storage
material.
It is evident that stable mixtures depends on that the valence of the cations
must match. This is not really surprising as it is one of the basic rules of
chemistry. However it is substantiation that our approach to the problem is
valid and well-chosen.
Future algorithm runs will include more reference and model structures of
different phases. The decomposition energy will then be calculated with linear
programming as outlined in section 8.4.
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Figure 8.7: The sum of the decomposition energies (of the salt and the am-
mine) are plotted as a function of the hexammine to salt desorption enthalpy
(∆H6→0). Only combinations with stable salts and ammines are shown. The
dashed line indicate a desorption enthalpy on 42.8 kJmol−1, see text for expla-
nation.
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Chapter 9
Summary and outlook
The development of a new transportation infrastructure based on sustainable
resources is going to require carbon-free energy carriers with higher energy
densities and better durability than existing materials, or alternatively the
catalytic production of fuels (methanol or higher alcohols) from CO2 using a
sustainable energy source.
Catalyst nanoparticles
The local genetic algorithm implementation based on the computational mate-
rials repository was presented and customized to handle nanoparticle optimiza-
tion. The main deviations from a standard GA was the veto checks, to make
sure no duplicate calculations were performed and the several new procreation
operators. By employing a combination of common neighbor analysis and ra-
dial distance shells it was possible for the algorithm to have complete control
of all atoms at all time. This facilitated the permutation operators described
and tested in paper III on page 126; the COM2surf, poor2rich and rich2poor
permutations. The poor2rich permutation was especially efficient for Cu-Ni
nanoparticle alloys due to the surface segregation of Cu atoms.
A method to predict structure and composition of alloy particles at reactive
conditions was developed. This included the operators to add or remove adsor-
bates from the surface of particles. The addition of an adsorbate was effectively
accepted if the adsorption energy was lower than the entropy of the adsorbate in
the gas phase. The method was tested at standard temperature and pressure.
The number of adsorbates levels off between 60 and 65, or approximately 30%
of a monolayer, while the fitness continues to drop throughout the algorithm
run. The surface of the particles are characterized by regions dominated by Ni
with adsorbed oxygen and regions dominated by Cu with less or no adsorbates.
Future studies will be performed at reactive conditions for the methanol
synthesis and with other gas species. The initial steps have been taken for
using CO as it participates in the rate limiting step in the methanol production
mechanism.
Strontium chloride ammines
Metal ammines are attractive as a safe and stable storage medium for ammo-
nia. The applications for metal ammine salts depend very much on the release
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conditions for ammonia. Through ammonia desorption isotherms and ex situ
XRD we found indications of a stable diammine phase hitherto not acknowl-
edged. A DFT study was initiated to identify crystal structures in order to
confirm the proposed stability of the diammine. Starting from the phases of
known structures the unknown structures were made by the simplest transfor-
mation mechanism, SrCl2 to SrNH3Cl2. This approach was relatively succesful
however since the starting point was the wrong surface the crystal structures
were determined with in situ XRD. The mono- and diammine were found to
be very close in stability we could thus explain why only some experiments
detected the diammine.
Two pressure regimes during the absorption of ammonia and ammonia des-
orption from below the release temperature indicated a stable ammonia surface
state on metal ammine halides. This was verified with DFT. A microkinetic
model was presented to explain the influence of the surface state on the ab-
and desorption kinetics.
Water substitution in Mg(NH3)6Cl2
Water and ammonia are bound similarly in metal salts, forming either hydrates
or ammines. In chapter 7 we utilized this feature to investigate a non-thermal
release mechanism of NH3 using magnesium chloride hexammine and hexahy-
drate as model cases. In a small window between the full ammine and full
hydrate a mixed phase containing coth water and ammonia is found to be
most stable. Initial experimental investigation indicate that shifting between
the ammine and hydrate structure types is possible.
The diffusion of H2O during the ammonia/water substitution consisted of
two processes where the jump between metal complexes were found to have
the highest barrier and therefore be limiting in diffusion. The barrier size were
found to be lowest in structures where the water molecule was able to maintain
two hydrogen bonds of the optimal length throughout the jump.
If it, as the initial experiments suggest, is possible to change structure type
between ammine and hydrate readily it will be important to include other
phases, e.g. mono- and diammines, as well when predicting the dominating
phase and NH3:H2O ratio as a function of temperature and pressure.
Mixed metal ammine screening
Finally in chapter 8 we have connected the genetic algorithm with the metal
ammines. The setup of the GA for this very different optimization problem
was presented. Here customized mutation operations based on chemical trends
were designed for the algorithm to be more efficient.
Future studies will take into account different preferred coordinations of the
reference materials in the calculation of the decomposition stability in order to
prevent false positives. Also the mixing of metals with different oxidation states
needs to be addressed. The addition of more reference structures is simple to
implement since the GA itself emanates the database project CMR. The price
and availability of the elements could also be included in the fitness function.
This thesis covered two aspects important for the future transition into
relying on sustainable energy; the conversion of renewable energy into fuels
and the storage of another fuel. The subjects were both treated with electronic
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structure theory at different levels of accuracy. The genetic algorithm has been
implemented and run succesfully in both areas.
Both projects relying on the genetic algorithm are not yet completed but I
hope that the results I have presented forms a whole story, and the implemen-
tations I have made will seed many derived stories.
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AppendixA
XRD plots with 6- and 7-fold
coordinated strontium complexes
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Figure A.1: The experimental diamine (Sr(NH3)2Cl2) plot with the simulated
mono- and diamine plots, both 6- and 7-fold coordinated.
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AppendixB
Pathways for water diffusion
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Figure B.1: Energy as a function of position on the reaction pathway, cal-
culated using NEB. More pathways are available here: dcwww.fys.dtu.dk/
~stly/nebs
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a b s t r a c t
Strontium chloride octamine, Sr(NH3)8Cl2, has been shown to be a highly efficient ammonia
reservoir for selective catalytic reduction of NOx gases in vehicle exhaust and to hold great
potential for indirect hydrogen storage. The possible applications of such metal amines
depend explicitly on the conditions for ammonia release and it is thus essential to
understand the exact ab- and desorption mechanisms. Here, we apply equilibrium pres-
sure measurements from ammonia desorption, X-ray powder diffraction and density
functional theory calculations to identify thermodynamically stable Sr(NH3)Cl2, Sr(NH3)2Cl2
and Sr(NH3)8Cl2 phases. The crystal structures were solved in the space groups Cmcm, Aem2
and Pnma respectively. Controversy regarding the possible existence of a diamine phase is
resolved on the basis of a combined structural and thermodynamic analysis of the
ammonia release mechanisms, yielding a diamine structure with nearly the same stability
as the monoamine. Depending on temperature and pressure, the diamine phase is found to
have marginally higher or lower stability than the monoamine phase which explains why
the diamine phase is found in some experiments and is not found in others.
Copyright ª 2012, Hydrogen Energy Publications, LLC. Published by Elsevier Ltd. All rights
reserved.
1. Introduction
Metal amines present a promising method for secure and
inexpensive ammonia storage [1,2]. Ammonia stored in a safe
manner is an attractive candidate as an energy carrier in
vehicles [2e5] and as an ammonia reservoir for the selective
catalytic reduction (SCR) of NOx gases in the vehicular exhaust
[6]. Addition of metal borohydrides like LiBH4 [7,8] or Mg(BH4)2
[9,10] to form the amine metal borohydrides (AMBs), enables
a promising pathway for direct release of hydrogen upon
heating, which is currently under intense investigation
[11,12]. One of the most studied members of the amine family
is Mg(NH3)6Cl2 [1,13], due to a high volumetric and gravimetric
hydrogen capacity as well as good ab- and desorption kinetics
[14,15]. Undesirably high temperatures around 450 K are,
however, still needed to release the first four NH3 molecules
and the last two NH3 molecules are released at even higher
temperatures of 585 K and 680 K, respectively [1,13].
Sr(NH3)8Cl2, which is considered to be used commercially for
SCR de-NOx,
z can release 87.5% (7 of 8) of the stored ammonia
molecules at temperatures just above room temperature, but
when the release conditions are changed slightly, an
* Corresponding author. Tel.: þ45 4677 5818; fax: þ45 4677 5858.
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additional 12.5%-point reduction in the accessible storage
capacity (6 of 8) can occur. In the literature, SrCl2 amines are
described as having either two or three stable phases. In 1922,
the monoamine, SrNH3Cl2, and octamine phases, Sr(NH3)8Cl2,
were found to be stable and indications of a third phase,
possibly diamine, Sr(NH3)2Cl2, was observed [16]. However,
review articles from 1923 [17] and 1924 [18], only report two
amine phases. In 1980, a possible diamine phase was
mentioned again [19], but in more recent publications only
monoamine and octamine are reported [20e26].
Under standard experimental and industrial conditions,
a diamine phase does not appear explicitly. If ammonia is
absorbed in pure strontium chloride at elevated pressure, no
sign of a diamine phase is typically observed. Erhard et al. [21]
reported a similar mechanism if fully saturated strontium
chloride octamine is degassed by heating the material at
ambient pressure. In both cases, there seem to be a direct
transition between the octamine and the monoamine phases.
Even when a stoichiometric ratio corresponding to diamine is
prepared by either degassing from higher saturation or
absorbing from lower saturation, usually a diamine phase is
not seen, but rather a mixture of monoamine and octamine
where the equilibrium pressure of the octamine dominates
the measured pressure.
In this work, we confirm the existence of a stable diamine
phase bymeasurements of equilibriumpressures and propose
the structure as belonging to space group Aem2 by X-ray
powder diffraction (XRPD) and density functional theory (DFT)
calculations. We furthermore provide an explanation of the
existing controversy on the basis of the relative stability of the
individual phases.
2. Methods
2.1. Experimental setup
In order to determine the thermodynamic and kinetic prop-
erties of ammonia ab- and desorption at various operating
temperatures and pressures relevant for industrial applica-
tions, a novel instrumental setup for accurate determination
of the release pressure as a function of the degree of satura-
tion and temperature was constructed (see Fig. 1).
5.1 g of SrCl2 was placed in a sample chamber (volume:
Vs ¼ 30.3 cm3), which was connected to a measurement
chamber (Vm ¼ 54.3 cm3). The temperature in both chambers
was measured using Type K NiCrþ/NiAl thermocouples. The
pressure in the measurement chamber was determined using
a JUMO dTrans p30 0e6 bar pressure transducer and a Pfeiffer
VacuumDUO 2.5C pump using F4 oil was used to evacuate the
measurement chamber to the level of w0.6 Pa through the
active valve V2. The subsequent measurements were carried
out at the 102–105 Pa level, so the evacuated system was
considered to be less than 1.0 Pa and the pressure transducer
was calibrated to this value for each experiment. Before and
after each experiment, the sample chamber was weighed
using an A&D EK-3000i electronic scale, with a resolution
of 0.1 g.
2.2. Ammonia desorption isotherms
To investigate the existence and stability of the diamine
phase, fully saturated strontium chloride (octamine) is
degassed using the described setup (Fig. 1). A measurement
cycle starts with the measurement chamber evacuated and
the valves V1 and V2 closed.WhenV1 is opened, ammonia gas
flows from the sample chamber to themeasurement chamber
and the pressure drops abruptly in the sample chamber; the
pressure drop then causes desorption of ammonia from the
sample. After some time, the pressure stabilizes as the system
approaches a new equilibrium. The pressure recorded at this
time is the experimental equilibrium pressure, Peq. V1 is then
closed and V2 is opened to evacuate the measurement
chamber. When the measurement chamber is evacuated, V2
is closed and the system is ready for the next cycle. Since the
amount of ammonia removed from the sample increases with
pressure, more measurement cycles are needed to fully degas
a sample at low temperature (and thus low pressure) than at
high temperature.
Weight measurements are used to determine the start and
end saturations and give a resulting precision of 3.2%-points
for the start and end saturations. The saturation between the
start and the end of the experiment is determined from the
released ammonia during the measurement. This is done
using the ideal gas equation where the amount of ammonia
released from the system is calculated from the pressure
change, the volume and the temperature nrel ¼ Peq(Vs þ Vm)/
RT. By subtracting the released amount nrel after each cycle
from the initial amount of ammonia in the sample, the
residual ammonia content in the sample is known and cor-
responding saturation degrees can be calculated. Finally these
saturation degrees are scaled to fit the previously determined
start and end saturations. Potential errors fromusing the ideal
gas equation instead of an equation of state are therefore
compensated. Under the experimental conditions of the
diamine phase the maximal error from using the ideal gas
equation is 0.8%, which is also insignificant compared to the
accuracy of the calibrated end saturation degree. It is thus
possible to obtain sets of experimental equilibrium pressures
as function of the degrees of saturation; as shown in Fig. 2 for
three different temperatures. In each measurement cycle, the
pressure is normally stabilized after 30 min. However, a small
pressure increase is seen if the sample is left for several hours
or days. The slow approach to true equilibrium is also
observed by Huttig [16] and Raldow et al. [19]. The pressure
increase was investigated over several cycles and is found to
remain below 5$103 Pa, which is consistent with Raldow et al.
[19] who observed a pressure change of w53 mbar over anFig. 1 e Overview of the measurement setup.
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additional period of 3 days. Using a 3 days cycle time in the
experiment is not practically feasible for this type of experi-
ment and a cycle time of 30e80 min is used throughout, see
Table 1, noting that the expected uncertainty on the estimated
equilibrium pressure isw50 mbar as depicted in Fig. 3.
2.3. X-ray powder diffraction experiments
To support the findings of the ammonia desorption isotherm
measurements, X-ray powder diffraction (XRPD) experiments
were carried out at various temperatures and times giving
different degrees of ammonia saturation in the sample. The
XRPD experiments were performed at beamline I711 at the
MAX-lab synchrotron in Lund, Sweden. A small amount of
sample material was taken from the center of a storage
container (that was stored in a freezer at w253 K) and placed
in a 0.3 mm quartz glass capillary. The capillary was mounted
in an in situ cell of modified Swagelok fittings and a back-
pressure of 1.5 bar nitrogen gas was applied to the sample in
order to shield it as much as possible from the moist atmo-
sphere and to limit the diffusion of ammonia from the sample.
Even though the sample was exposed to air for a short while
during handling no Sr(H2O)xCl2 phases were observed. Powder
diffraction data were collected during isothermal desorption
of ammonia at different temperatures using a Titan CCD
detector from Oxford Diffraction (2048  2048 pixels) with
a diameter of 165 mm, a sample-to-detector distance of
108.3 mm, a wavelength of 1.001 A, a slit size of 0.3  0.3 mm,
an exposure time of 20 s and 20 oscillation of the capillary.
The temperature was controlled using a Cryojet from Oxford
Instruments. The data were converted to conventional one-
dimensional powder patterns using the programFIT2D [27,28].
2.4. Computational methods
DFT calculations [29,30] were performed alongside the
experimental methods to support the structural finding of the
XRPD data and to determine the thermodynamic properties of
the observed amine phases. The calculations were performed
in the ASE framework [31] using the GPAW code [32], which is
a real space implementation of the PAWmethod [33]. We use
the vdW-DF [34] exchange correlation functional that
accounts for dispersion and van der Waals forces, which are
essential in weakly bound systems as themetal halide amines
containing a large amount of hydrogen bond donors (NeH)
and acceptors (Cl). All reported structures were tested for
convergence of the energy for both k-points and grid spacing.
The Brillouin-zone was sampled using a MonkhorstePack grid
[35] with 4 k-points, the grid spacing was 0.18 A and all initial
structures were allowed to relax the atomic coordinates by
a quasi-Newton type optimization algorithm [36] using the
calculated DFT forces. The energy of NH3(g) was calculated by
placing a molecule in a cube with a side length of 8 A,
removing the periodic boundary conditions and using the
same grid spacing as above.
Enthalpies of desorption, for the different possible reac-
tions pathways are calculated by subtracting the absolute
electronic energies of the most stable structures in the
desorption step and including the gas-phase energy of the
released ammonia molecules. Finite enthalpy and entropy
values are calculated by adding the calculated zero point
energy and finite temperature corrections. For the solids, the
correction is found by summation of the mean energies of the
vibrational frequencies calculated in the harmonic approxi-
mation at finite temperatures. The gas phase correction is
Fig. 2 e The determined equilibrium pressure as a function
of saturation degree at three different temperatures.
Table 1 e Details about the pressure measurements.
Temperature Number of cycles Cycle time
344 K 48 3500 s
328 K 80 4840 s
305 K 276 1700 s
Fig. 3 e van’t Hoff plot of the di- and octamine phases. The
linear fits yields the values DHDes [ 43.4(0.8) kJ mol
L1 and
DSDes[ 235.6(2.6) J mol
L1 KL1 for the octamine transitions
and DHDes [ 58.9(1.9) kJ mol
L1 and DSDes [ 270.1(5.8)
J molL1 KL1 for the diamine transitions.
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calculated in the ideal gas approximation, by including the
translational, rotational and vibrational degrees of freedom in
the NH3 molecule [37].
2.5. In house X-ray diffraction
In house X-ray diffraction (XRD) measurements were carried
out on a sample containing ammonia in a concentration cor-
responding to Sr(NH3)2Cl2, i.e. 25% saturation from the
ammonia desorption experiment, see Supporting information
for experimental details.
3. Results and discussion
3.1. Equilibrium pressure analysis
For each measurement cycle, the last recorded pressure
(experimental equilibrium pressure) is plotted against the
corresponding saturation degree of the Sr(NH3)xCl2 (see Fig. 2).
When degassing from 100% saturation to 25% saturation,
a sharp pressure drop is observed at 344 K and 323 K, whereas
the pressure drop is first observed around 15% saturation at
305 K (see insert in Fig. 2). The pressure drop indicates
a change in equilibrium pressure and hence also a change in
the Sr(NH3)xCl2 amine composition. The initial pressure drop
at 25% saturation is interpreted to be due to the establishment
of a diamine phase.
For all temperatures, the experimental equilibrium pres-
sure is nearly constant for saturation degrees >25%, which is
due to formation of the octamine above this saturation degree.
Using the van’t Hoff equation, ln(Peq/Pref) ¼ DHDes/
RTþ DSDes/R, and the pressures at 78% saturation recorded for
the three different temperatures, it is possible to determine
the ammonia desorption enthalpy and entropy for the oct-
amine phase, see Fig. 3.
From the fit it is seen that the enthalpy change when going
from octamine to diamine is DHDes, Octamine¼ 43.4(0.8) kJ mol1
and the associated entropy change isDSDes, Octamine¼ 235.6(2.6)
J mol1 K1.
At 344 K and 328 K, the observed pressure drop at a satu-
ration of 25% is followed by a shallow local minimum when
progressing toward a saturation of 12.5% (see Fig. 2). This
minimum is also reported by Raldow et al. [19] and it is
expectedly due to slow kinetics, which is ascribed to the
nucleation that will take place when forming a new phase. For
344 K and 328 K, the diamine pressure is determined as the
maximum after the pressure drop and for 305 K, the first
measured pressure after the pressure drop is used. The
desorption enthalpy and entropy for the diamine to mono-
amine phases can thereby be determined, see Fig. 3, yielding
DHDes, Diamine¼ 58.9(1.9) kJ mol1 and DSDes, Diamine¼ 270.1(5.8)
J mol1 K1.
Whenprogressing from25% saturation toward a saturation
of 12.5%, the pressure gradually decreases, which can be
explained by the smaller amount of diamine present, which,
for the relative low cycle times, results in a smeared pressure
curve, when changing from the diamine tomonoamine phase.
3.2. XRPD results
After the sample was heated to 308 K for w10 min, only the
monoamine phase was present in the sample. The powder
diffraction pattern of the sample was indexed using the soft-
ware DICVOL06 [38] giving a unit cell of a ¼ 4.48 A, b ¼ 14.24 A
and c ¼ 7.49 A. Based on extinction rules and symmetry
consideration of the possible symmetry elements, the space
group Cmcm was considered to be the most likely one. Thus,
the structure was attempted solved in this space group using
the direct-space method supplied by the FOX software ver.
1.9.0.2 [39]. The atomic positions and the isotropic thermal
displacement parameters (Uiso) were refined using the Riet-
veld program GSAS [40] and the EXPGUI interface [41]. A
pseudo-Voigt profile function was used for the refinement in
a 2q range of 6.5e30. The pattern was corrected for the Lor-
entz polarization factor and cylinder absorption. A total of 15
Chebyshev background parameters were used to describe the
background of the XRPD patterns. The scale factor, the 2q zero
point, the unit-cell parameters (a, b and c axes) and three
profile parameters were refined for the monoamine phase.
Due to the quality of the XRPDdata it was not possible to refine
the position of the individual hydrogen atoms in the ammonia
molecule. Thus, the ammonia molecule was refined as
a single atom with a scattering power calculated by a linear
combination of one nitrogen atom and three hydrogen atoms.
The refined atomic positions and thermal displacement
parameters of the monoamine phase are given in Table 2 and
the Rietveld refinement plot is shown in Fig. 4a. The agree-
ment factors are: Rp ¼ 0.0124, Rwp ¼ 0.0176, R2F ¼ 0:0236 and
c2 ¼ 0.513. The low c2 value is caused by overestimation of the
standard deviations on the count rates due to the normali-
zation in the integration software used to reduce the area-
detector data.
The Rietveld refinement of the monoamine structure
reveals that the strontium atoms are 7-coordinated to six
chlorine atoms and one ammonia molecule forming a capped
trigonal prism with a SreNH3 bond distance of 2.704(6) A and
SreCl bond distances of 2.954(1)e2.978(2) A. A comparative
discussion of the bond distances will follow in the DFT
modeling section. The edge-sharing trigonal prisms lay
parallel to the c axis and form layers in the ac plane with
ammonia molecules pointing alternating up and down from
the layers which gives rise to the capped trigonal prisms. The
ammonia molecules thereby also form a layer in the ac plane,
(see Fig. 5b).
Another capillary with sample prepared in the same
mannerwas heated to 298 K forw45min and an X-ray powder
Table 2 e Rietveld refined atomic positions and thermal
displacement parameters of the monoamine phase at
308 K.
Atom Wyckoff x/a y/b z/c Uiso/A
2
Sr1 4c 0.5 0.81212(9) 0.25 0.011(1)
Cl1 8f 0.5 0.6507(1) 0.9976(2) 0.005(1)
NH31 4c 0 0.4979(4) 0.75 0.080(3)
a ¼ 4.4785(1) A, b ¼ 14.2403(5) A and c ¼ 7.4883(2) A.
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diffraction pattern was acquired. The XRPD pattern indicates
that the sample is a mixture of the monoamine Sr(NH3)Cl2
phase and a second phase with a unit cell of a ¼ 6.18 A,
b¼ 8.15A and c ¼ 12.67A (and<1 wt% of the octamine phase).
The second phase resembles the one of Ca(NH3)2Cl2 proposed
by Westman et al. [42] in space group Aem2. This structure
model was therefore used as the starting point for the Rietveld
refinement of the Sr(NH3)2Cl2 phase following the same
strategy as the one described above for themonoamine phase.
The refined atomic positions and thermal displacement
parameters of the diamine phase at 295 K are listed in Table 3
and the Rietveld refinement plot is shown in Fig. 4b. The
agreement factors of the Rietveld refinement are: Rp ¼ 0.0156,
Rwp ¼ 0.0222, R2F ¼ 0:0322 and c2 ¼ 0.522. Note that Aem2 is
a non-centrosymmetric space group. Thus, the Cl1 position
was chosen as the origin of the space group. Also note that the
thermal displacement parameter of the chlorine positions
were fixed to Uiso ¼ 0.01 A˚2. The limited resolution of the d-
space and of the diffraction peaks, especially combined the
presence of multiple phases, made it impossible to refine all
the parameters. The refined structure is build up by layers of
corner-sharing Sre(NH3)2Cl4 octahedra in the ab plane. The
strontiumatoms coordinate each to four chlorine atoms in the
equatorial plane of the octahedra with bond distances of
2.85(1)e2.93(1)A, whereas the ammoniamolecules are located
at the poles with refined SreNH3 bond distances of 2.95(4) and
2.41(4) A. Thus, the apparent SreNH3 bond distances are
notable longer and shorter than the one [2.704(6) A] of the
monoamine phase, respectively. In the absence of high reso-
lution X-ray powder diffraction, DFT calculations are later
applied to analyze the difference in the bond distances. Also
note that the diamine phase may not be thermodynamically
stable at 295 K in the given partial pressure of ammonia.
The octamine phase was analyzed based on an X-ray
powder diffraction pattern acquired at 293 K. The XRPD
pattern reveals the presence of three phases: the mono-, di-
and octamine. The octamine has a unit cell of a ¼ 6.18 A,
b ¼ 8.15 A and c ¼ 12.67 A. The structure of Ca(NH3)8Cl2
proposed by Westman et al. [42] with the space group Pnma
was used as a starting model for the refinement of the
Sr(NH3)8Cl2. The three-phase refinement followed a similar
strategy as the ones described above. The results of the Riet-
veld refinement of the octamine phase at 293 K are shown in
Table 4 along with the Rietveld refinement plot in Fig. 4c. The
refinement gave these agreement factors: Rp ¼ 0.0212,
Rwp ¼ 0.0270, R2F ¼ 0:0290 and c2 ¼ 2.405. The refined octamine
structure reveals a coordination environment around the
strontium atoms that is markedly different from the ones of
the mono- and diamine phases. The strontium atoms do not
coordinate to any chlorine atoms. They coordinate to eight
ammonia molecules with seven bond distances of 2.74(1)e
2.89(2) A and one strontiumeammonia distance of 3.33(2) A
(Sr1eNH31). The isolated Sre(NH3)8 polyhedra are shaped as
double capped trigonal prisms or twisted square antiprisms
forming a structure with chlorine filled pores along the a axis.
The occupancy factor of the NH31 site with the longer stron-
tiumeammonia distance refines to a value of 0.73(1) which
suggests that the parts of the ammonia already has desorbed
from the octamine under the given conditions. This partial
desorption may also explain the longer strontiumeammonia
Fig. 4 e Rietveld refinement plots of the amine phases at a)
308 K, b) 298 K and c) 293 K showing the experimental
(black crosses), calculated (solid gray line) and difference
(solid black line) XRPD patterns. The dark gray, light and
black vertical bars (specified by m, d and o to the right)
show the position of the Bragg reflections of the
monoamine, diamine and octamine phases, respectively.
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distance. Also, the refined occupancy factor of the NH31 site
may be an effect of a less localized ammonia molecule with
a higher Uiso value than the refined one that was restrained by
the other ammonia molecules which then consequently
underestimated of the site occupancy factor. However, one
should bear in mind that the limited resolution of the avail-
able diffraction data combined with the partial correlation
with the other phases in the multiple-phase refinement
makes it difficult to draw final conclusion on the fine details of
the structure. High-resolution X-ray powder diffraction data
could provide the fine structural details of the strontium
chloride amines under thermodynamic stable conditions, but
additional structural insight can also be gained from DFT
calculations, as presented here.
A plot of the refined normalized unit-cell volumes pre-
sented in this paper and other comparable alkaline earth
chloride amines and strontium chloride hydrates from the
literature are included in the Supplementary information.
Finally, we should note that no intermediate phases
between Sr(NH3)2Cl2 and Sr(NH3)8Cl2 were observed under
these conditions.
3.3. Modeling the structures
Tomake a realistic thermodynamic analysis of the desorption
procedure in the SrCl2 amines, good candidate structures for
the ground states are needed. Candidate structures of the
different phases were determined with XRPD as previously
explained. Other candidate structures were obtained by
applying a combination of a simulated annealing procedure,
described in Ref. [15], with an analysis of previously reported
experimental structures for related metal amines; an
approach which has previously led to the identification of the
mono-, di- and hexamine phases of Mg(NH3)xCl2 [13]. The
structures with the lowest DFT energies were used in a ther-
modynamic analysis of the desorption process.
SrCl2 crystallizes in the fluorite (CaF2) structure [43] with
a cubic lattice of Cl ions with Sr2þ ions centered in every
second cube formed by the Cl ions (see Fig. 5a).
The XRPD data suggests that the monoamine consists of
7-fold coordinated Sr atoms in capped edge-sharing trigonal
prisms (Fig. 5b). The theoretical investigations also point to
this coordination to be the most favorable since structures
with 6- or 8-fold coordinated Sr atoms all turned out to have
higher DFT energies. A gamma point analysis of the phonon
frequencies reveals that the structure contains no imaginary
frequencies, which would indicate structural instability. The
bond lengths of the calculated monoamine structure
[SreNH3 ¼ 2.716 A and SreCl ¼ 3.035e3.057 A] are comparable
to the distances of the experimental determined structure
[SreNH3 ¼ 2.704(6) A and SreCl ¼ 2.954(1)e2.978(2) A]. The
ionic radii of Sr (1.18A) and Cl (1.81A) [44] gives bond distances
comparable with our SreCl observations. The SreN distances
are also comparable to previous observations 2.68 A (in
Sr((NH2)BH3)2) [45], 2.59e3.13 A (average of 2.78 A in SrNH) [46]
and 2.62e2.73 A (in Sr(NH2)2) [47]. A simple transformation
mechanism for going fromSrCl2 to themonoamine (see Fig. 5a
and b) in accordance with the proposed layer/chain formation
[13] could be to split the bulk SrCl2 parallel to the (110) plane
into layers with ammonia molecules added to the top and
bottom, thus creating the monoamine, note that the angles
and bond lengths in the trigonal prisms also will change.
Fig. 5 e The crystal structures of the strontium chloride amines calculated with DFT. Sr atoms are in the center of the yellow
polyhedra, Cl atoms are depicted as green, nitrogen blue and hydrogen as white. (a) SrCl2, (b) Sr(NH3)Cl2, (c) Sr(NH3)2Cl2, (d)
Sr(NH3)8Cl2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
Table 3 e Rietveld refined atomic positions and thermal
displacement parameters of the diamine phase at 298 K.
Atom Wyckoff x/a y/b z/c Uiso/A
2
Sr1 4c 0.741(2) 0.75 0.594(2) 0.014(1)
Cl1 4a 0 0 0 0.01
Cl2 4b 0.5 0 0.2109(7) ¼Uiso(Cl1)
NH31 4c 0.031(6) 0.25 0.279(2) 0.062(4)
NH32 4c 0.548(5) 0.25 0.466(2) ¼Uiso(NH31)
a ¼ 6.1812(3) A, b ¼ 8.1532(4) A and c ¼ 12.6659(8) A.
Table 4 e Rietveld refined atomic positions and thermal
displacement parameters of the octamine phase at 293 K.
Atom Wyckoff x/a y/b z/c Uiso/A
2
Sr1 4c 0.7555(3) 0.25 0.3676(1) 0.017(1)
Cl1 4c 0.3584(5) 0.25 0.4461(3) 0.01
Cl2 4c 0.4481(4) 0.25 0.8326(4) ¼Uiso(Cl1)
NH31 4c 0.521(2) 0.25 0.179(1) 0.084(2)
NH32 4c 0.658(1) 0.25 0.539(1) ¼Uiso(NH31)
NH33 8d 0.3604(8) 0.499(1) 0.0313(5) ¼Uiso(NH31)
NH34 8d 0.3051(7) 0.0129(8) 0.2652(6) ¼Uiso(NH31)
NH35 8d 0.5771(8) 0.4908(8) 0.3674(7) ¼Uiso(NH31)
a ¼ 12.2375(4) A, b ¼ 7.4755(2) A and c ¼ 15.3455(5) A.
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A diamine phase has previously been reported for the
related amine Ca(NH3)2Cl2 [42], and the lowest energy, of all
analyzed diamine structures, were found by substituting Sr
for Ca and allowing the structure to relax (Fig. 5c). A subse-
quent gamma point analysis of the phonon frequencies
resulted in only a single soft imaginarymode. The structure is
layered, where the layers are held together by hydrogen bonds
(NeH/Cl). The calculated structure resembles the refined one
from the XRPD data. The SreCl distances are alike
[2.950e2.963 A for the calculated structure and 2.85(1)e2.93(1)
A for the refined one] whereas the SreNH3 bond lengths are
different. The calculated structure has two equidistant bond
lengths of 2.704 A whereas the refined structure has one
SreNH3 distance of 2.95(4) and one of 2.41(4) A. The calculated
bond lengths are all averagely 0.012(2) A shorter for the
diamine than for the monoamine because the lower coordi-
nation number of the Sr atom gives more room for shorter
bonds. Note that the average of the two distances in the
refined structure is comparable to the SreNH3 bond length of
the calculated structure. However, bear in mind that the DFT
calculations are ground state calculations (0 K) and that the
refined structure is based on XRPD data with limited angular
and d-space resolution. A possible mechanism for going from
the mono- to the diamine could be, as shown in Fig. 5, to
elongate a layer in the a direction, thereby moving two of the
Cl atoms forming the prism, it leaves room for an ammonia
molecule to attach to one of the square faces of the prism. The
ammonia molecule already present is dragged closer to the
layer and rotated, thus creating corner sharing Sr-(NH3)2Cl4
octahedra. This straightforward mechanism for going
between the mono- and diamine supports the ammonia
desorption measurements by indicating that the kinetic
barrier between the two phases is small, but a more detailed
analysis would be needed to confirm the mechanism.
The structure of the octamine, Sr(NH3)8Cl2, has not previ-
ously been reported. Sørensen et al. [13], found that
Mg(NH3)6Cl2 and Ca(NH3)8Cl2 coordinate six ammonia mole-
cules directly to the central metal ion. For Ca, the two
remaining NH3 molecules are dangling between CaðNH3Þ62þ
complexes and stabilized by hydrogen bonding with Cl ions.
Since the Sr2þ ion is larger than the Ca2þ ion, it is possible to
coordinate all eight NH3 molecules directly. The structure
with the lowest calculated energy (Fig. 5d) was based on the
Rietveld refined structure from the XRPD data. The calculated
structure has seven SreNH3 distances of 2.754e2.824 A and
one that is slightly longer (2.945A). These bonds are in average
0.07(3) A and 0.08(3) A (the long bond 0.23 A and 0.24 A) longer
than the equivalent bonds in the mono- and diamines
respectively, again resulting from the coordination number of
Sr, which in this case is 8, the highest observed. The seven
shorter bonds are comparable to the seven shortest ones of
the refined structure [2.74(1)e2.89(2)A]. However, whereas the
eighth SreNH3 bond is only slightly longer in the calculated
structure it is significantly longer in the Rietveld refined
structure [3.33(2) A]. The Rietveld refinement does, however,
indicate that the eighth ammonia site is only partially occu-
pied, whereas it is fully occupied in the DFT calculated
structure. Note that the conditions were also different. The
DFT calculations assumed thermodynamically stable condi-
tions, whereas the XRPD data most likely were acquired while
the octamine phase was in a non-thermodynamically stable
condition (also note the limitations discussed above). Finally,
it should be noted that a gamma point analysis of the phonon
frequencies in the DFT calculation at 0 K reveals that the
structure still contains a few imaginary phonon frequencies;
indicating that the real ground state of the octamine has not
yet been obtained. Previous investigations of eighth-fold
ammonia coordinated Sr (as isolated species) report bond
lengths between 2.68 A and 2.80 A [48], i.e. a bit shorter than
reported here, but with the same antiprism coordination.
The calculations show that the coordination of the Sr2þ
ions changes during the ammonia absorption cycle. Both the
dry and the fully loaded salt coordinate eight Cl and NH3
species, respectively, whereas the Sr2þ ions in the mono- and
diamine structures are only 7 and 6-fold coordinated,
respectively. The observed change in coordination number
Fig. 6 e XRD pattern of measured Sr(NH3)2Cl2, i.e. 25%
saturation (blue), simulated Sr(NH3)2Cl2 (green) and Sr(NH3)
Cl2 (red). The dotted vertical lines signify the positions of
the measured peaks and which phase they are expected to
originate from (red Sr(NH3)Cl2, green Sr(NH3)2Cl2). (For
interpretation of the references to color in this figure
legend, the reader is referred to the web version of this
article.)
Fig. 7 e XRD pattern of measured Sr(NH3)2Cl2 (scaled down
to 50%) and the sum of the simulated Sr(NH3)2Cl2 and
Sr(NH3)Cl2 patterns in a 1:1 ratio.
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during the cycle is expectedly a consequence of the small
structural rearrangements required for the continuous
absorption mechanism as shown in Fig. 5.
In order to validate the existence of the diamine phase and
to test the proposed structures of the mono- and diamine
phases, we perform a direct comparison of the thermody-
namic and structural data from the calculations to the
experiments.
A comparison of the experimental in houseX-ray diffraction
pattern corresponding to a 25% saturation (diamine domi-
nated) with the calculated XRD patterns of the most stable di-
and monoamine phases is shown in Fig. 6. Peak positions and
intensities for the calculated XRD patterns were generated by
the program Diamond version 3.2g [49], the patterns were
plotted using Gaussian peaks with a half width of 0.08. By
down-scaling the calculated lattice constants a few percent to
compensate for the general overestimate from GGA func-
tionals and vdW-DF in particular, excellent agreement is
found between the Aem2 diamine and the experimental
pattern. The peaks not accounted for by the simulated
diamine are found to correspond to the 7-fold coordinated
monoamine.
The experimental pattern of Sr(NH3)2Cl2 can be well
accounted for by a weighted (1:1) sum of the simulatedmono-
and diamine patterns as shown in Fig. 7.
3.4. Desorption energies
In Table 5, we present the calculated static zero Kelvin
enthalpies of desorption, DH0 Kelec, the calculated enthalpy and
entropy values at 300 K, DH300 K and DS300 K respectively and
for comparison the experimentally determined enthalpies,
DHexp, and entropies, DSexp. The critical temperatures, TC, in
the table show the temperature at which the equilibrium
pressure, Peq, reaches 10
5 Pa (1 bar) for the given reaction, this
value is calculated using the theoretical enthalpies and
entropies. When discussing the values in Table 5 the reactions
will for brevity be denoted by number of ammonia molecules
e.g. 2 / 1 means the reaction Sr(NH3)2Cl2 / Sr(NH3)
Cl2 þ NH3(g).
Regarding only the calculated enthalpy values in Table 5
the preferred desorption pathway at 300 K will be
8/ 2/ 0, although the steps 2/ 1, 2/ 0 and 1/ 0 only
differ by 2 kJ mol1 so each phase cannot easily be distin-
guished. It is also seen that the critical temperatures of the
2/ 1, 2/ 0 and 1/ 0 transitions are very close and switch
stabilities due to the entropy. By including the entropy and
comparing Gibbs free energy, the preferred pathway would be
the shaded 8/ 2/ 1/ 0 (seen by the critical temperatures,
TC).
The effect of the finite temperature correction on the
enthalpies seems to be to decrease the value by 5e8 kJ mol1.
Thismakes the calculated enthalpy at 300 K of the initial 8/ 2
desorption step appear lower than the experiments, whereas
the values for the di- and monoamine agree very well when
using the tabulated entropy value. This supports the
assumption that a more stable octamine phase is likely to
exist.
The calculated entropies all (except for the 1 / 0 transi-
tion) appear higher than the typically experimentally
Table 5eCalculated enthalpies and entropies of all possible desorption reactions. DH0 Kelec is the static zero Kelvin desorption
enthalpies, DH300 K is the enthalpy with zero point and finite temperature corrections at 300 K in [kJ molL1], DS300 K is the
desorption entropy at 300 Kwith Pref[ 1 Pa in [Jmol
L1 KL1].DHexp andDSexp are the experimentally determined enthalpies
and entropies either from this work or from the literature (in square brackets). TC [K] is the temperature at which
Peq [ 10
5 Pa for the given reaction.
Reaction DH0 Kelec DH
300 K DS300 K DHexp DSexp TC
Sr(NH3)8Cl2/ Sr(NH3)2Cl2 þ 6NH3(g) 42.5 36.0 253.2 43.4(0.8) 235.6(2.6) 228.8
Sr(NH3)8Cl2/ Sr(NH3)1Cl2 þ 7NH3(g) 44.2 37.9 254.9 [41.4] [228.1] 238.4
Sr(NH3)8Cl2/ SrCl2 þ 8NH3(g) 45.3 38.9 252.4 248.1
Sr(NH3)2Cl2/ Sr(NH3)1Cl2 þ NH3(g) 53.9 49.4 265.1 58.9(1.9) 270.1(5.8) 292.1
Sr(NH3)2Cl2/ SrCl2 þ 2NH3(g) 53.7 47.4 250.2 307.1
Sr(NH3)1Cl2/ SrCl2 þ NH3(g) 53.6 45.4 235.3 [48.1] 325.6
Fig. 8 e Plot of Gibbs free energy for a vapor pressure of
0.5$105 Pa for the two reactions
Sr(NH3)8Cl2/ Sr(NH3)2Cl2 D 6NH3(g) (red) and
Sr(NH3)2Cl2/ Sr(NH3)Cl2 D NH3(g) (blue). The dashed lines
signify the temperatures at which DG is zero for the
reaction (i.e. the temperature at which the two phases are
in equilibrium with a vapor pressure of 0.5$105 Pa), the
horizontal error bars on this temperature is found by
including the uncertainties on both enthalpy and entropy.
The solid vertical line signifies the temperature found
using tabulated values for the octa- to monoamine
transition. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version
of this article.)
i n t e rn a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 3 7 ( 2 0 1 2 ) 1 8 9 2 7e1 8 9 3 618934
observed 230 J mol1 K1 [20], this however fits with our
experimental determination of the diamine entropy.
In Fig. 8 we have plotted the Gibbs free energy in a vapor
pressure of 0.5$105 Pa using the experimentally determined
enthalpy and entropy values. We chose this pressure as it
corresponds to desorption from the diamine at 328 K and
almost from the octamine at 305 K (see Fig. 2). A dashed line
signifies a temperature above which the desorption product is
more stable. The two dashed lines make up a small window
just above room temperature where the diamine is stable, the
window moves to higher temperatures with increasing pres-
sure; it also decreases in size due to the entropy difference.
Notice also the error bars that potentially narrow or even close
the window.
The slow approach to equilibrium for octamine desorption
suggests that the kinetics for that reaction is quite slow (the
kinetics has not been investigated theoretically for this paper).
Thus the temperature, in a desorption experiment, could
easily be raised above the stable diamine window while the
octamine still dominates the ammonia partial pressure. This
would lead to a failure in observing the diamine.
4. Conclusion
Using a combination of experimental equilibriumpressures as
a function of NH3 saturation and temperature, XRPD and DFT
calculations, we have solved the structure of the monoamine
phase in the space group Cmcm with an unusual 7-fold coor-
dination, and confirmed the existence of a diamine phasewith
the proposed space group of Aem2. Excellent agreement is
obtained when comparing the simulated and experimental
XRD patterns for the mono- and diamine phases. Using DFT
we also determine the reaction enthalpy of the di- to mono-
amine transition to be 49.4 kJ mol1, which is very close to the
literature value 48.1 kJ mol1 for the monoamine to SrCl2
transition. The proposed mechanism (Fig. 5) for the 2/ 1 and
1 / 0 desorption steps are found to be structurally similar,
which would also suggest similar reaction enthalpies. The
desorption mechanism are well in line with earlier suggested
mechanisms [13].
We have solved the structure of the octamine in space
group Pnma. However, the underestimation of the reaction
enthalpy of the 8/ 2 transition and the existence of imagi-
nary modes in the phonon spectrum indicate that an even
more stable octamine exists.
We have shown that the diamine phase is stable in
a temperature window whose position and size depends very
much on the partial pressure of ammonia.
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Abstract 
A surface state and its implications on the ab- and desorption kinetics of ammonia in strontium 
chloride ammine is identified using a combination of ammonia absorption measurements, 
thermogravimetric analysis and density functional theory calculations. During thermogravimetric 
analysis, ammonia desorption originating from the surface state is directly observed below the bulk 
desorption temperature, as confirmed by density functional theory calculations. The desorption 
enthalpy of the surface state of strontium chloride octa-ammine is determined with both techniques 
to be around 37-39 kJ/mol. A simple kinetic model is proposed that accounts for the absorption of 
ammonia through the surface state. 
 
 
 
 
 
 
 
1 Introduction 
Metal ammine complexes are useful materials for absorption of ammonia. Applications of the 
materials include thermochemical heat pumps1, ammonia separation 2, and ammonia storage and 
delivery 3,4 for fuel cells 5 or selective catalytic reduction of NOx gasses 6.  Salts that form 
complexes with ammonia are very common and show a wide spectrum in binding energies and 
                                                 
a
 Author to whom correspondence should be addressed. Electronic mail: ujq@amminex.com 
  
ammonia capacities1. For reasons of ammonia storage capacity and availability, alkaline Earth 
halides are very attractive, and for practical reasons of operating temperature and pressure, CaCl2 
and SrCl2 are often preferred. Since SrCl2 binds 7 out of 8 ammonia molecules with low binding 
energy compared to 6 out of 8 for CaCl2, SrCl2 is often the chosen material for practical 
applications7. The stable ammines of SrCl2 are the mono-ammine Sr(NH3)Cl2, the di-ammine 
Sr(NH3)2Cl2 and the octa-ammine Sr(NH3)8Cl2. Depending on temperature and pressure, transitions 
can go between mono-, di- and octa-ammine or directly between mono- and octa-ammine 8. 
For all the above mentioned applications, the absorption/desorption dynamics of ammonia is 
essential for the performance. In the literature effective kinetic models of the form 
),,()1()/(exp0 pTsfsTREkr Maa −−=
      (1) 
have previously been investigated9–12. Here, Ea is the activation energy, R is the gas constant, k0 and 
M are constants, T is the absolute temperature and s is the ammonia saturation degree. Different 
forms of f  has been proposed including a linear term ),( Tspf rel= , a power term Nrel Tspf ),(=  
and a logarithmic term eqppf /log= , where p is the pressure and N is another constant. The 
relative pressure prel is given by 
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and the equilibrium pressure peq is calculated from the van ’t Hoff relationship  
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where ∆H and ∆S are enthalpy and entropy changes associated with desorption, and K is the 
equilibrium constant. The pressure, p0, is the reference pressure - here p0=1 Pa. 
In the present study, absorption rates are measured as a function of pressure at different 
temperatures and a deviation from the effective kinetic model (1) is observed at pressures 
approaching the equilibrium pressure. It is proposed that this indicates the existence of a surface 
state that is filled at pressures significantly higher than the equilibrium pressure, but less occupied 
closer to the equilibrium pressure.  
Desorption from the surface state is directly demonstrated using thermogravimetric analysis (TGA) 
and confirmed by density functional theory (DFT). Finally, a simple microkinetic model based on 
the surface state is analyzed and shown to fit the absorption rate data well. 
2 Measurement of absorption rate 
 
FIG. 1. Sketch of the experimental setup. The chamber volumes are specified in the text. 
The overall principle used to measure absorption rates is: i. to prepare a reactor of known volume 
with an amount of strontium chloride, ii. almost instantly fill the reactor to a high pressure with 
ammonia, and iii. follow the pressure as ammonia is absorbed in the salt until the pressure stabilizes 
close to the equilibrium pressure. The rate, at which the pressure drops, is proportional to the 
absorption rate. This measurement principle is dynamic rather than a steady state. The main 
advantage is that the amount of ammonia in the gas phase is small compared to the amount of 
strontium chloride. This implies that the temperature can be considered constant during absorption, 
  
because the heat evolved during absorption of the limited amount of ammonia gas is small. Also, 
the saturation degree can be considered constant. In this way, the measurement principle has the 
unique feature that absorption rates as function of ammonia pressure can be measured at different 
and independently chosen saturation degrees and temperatures. 
The experimental set-up is showed in Figure 1 (For a detailed description, see ref. (8) ). The 
experiment consists of a sample chamber containing SrCl2 and a measurement chamber that can be 
evacuated or filled with ammonia to a certain pressure through the valve V2. The measurement 
volume is kept at a fixed temperature in a climate chamber. For each cycle of the experiment, the 
two volumes are first separated by closing the valve V1 between them. This is followed by 
evacuating the measurement volume and pressurizing it with ammonia to a specified initial 
pressure. Hereafter, the valve V1 to the sample volume is opened. The pressure equilibrates 
between the sample chamber and the measurement chamber within milliseconds. From then on, the 
sample and measurement chambers behave as a batch reactor, and the ammonia pressure, p(t), 
measured with the pressure sensor P, decreases as ammonia is absorbed in the strontium chloride. 
After a while, the pressure becomes almost constant in time, which indicates an approach to 
equilibrium. By repeating the procedure, the salt can be prepared at any saturation degree. During 
the experiment, the absorption rate is determined from dp/dt and the equation of state: 
dt
dp
RT
V
dt
dn
ra ==                         (4) 
 From the initial pressure and final pressure in each cycle, the increase in absorbed ammonia per 
cycle can be calculated. In the measured range, the saturation degree changes less than a few 
percent during each cycle. Also, the sample is highly dispersed between a high number of steel balls 
8
 both to maximize the heat capacity, thus reducing the temperature changes during absorption to 
  
less than a few Kelvin and to minimize any mass transport limitations. The saturation degree is 
verified by measuring the mass of the reactor.  
A new sample of SrCl2 will break up and form a porous structure upon ammonia absorption and 
desorption13. Before the experiment is started, the sample is saturated with ammonia and degassed 
several times to prepare a stable sample with a non-changing structure. The experiment contains 5.1 
g SrCl2 and the gas volume in the two volumes V1 and V2 together is 90 mL. 
All together, absorption rates as function of ammonia pressure can be obtained for specific 
saturation degrees and temperatures.  
In Figure 2 measured absorption rates ra are plotted as function of the relative pressure (2) for four 
temperatures.  
 
FIG. 2. Relationship between logarithms of the absorption rate in mol(NH3)/mol(SrCl2)/sec and the relative pressure. 
The saturation degree in the displayed measurements is s=0.3. 
The best fit of the proposed model (1) to the data in Figure 2 is obtained with the linear expression 
for f : 
),()1()/(exp0 TspsTREkr relaa −−=
, 
with k0=9.5 x 103 mol/s, Ea = 32.9 kJ/mol, and s=0.3. The relative pressure, prel , is calculated from 
(2) using literature values of ∆Η=41.4 kJ/mol and ∆S=228.8 J/(mol K)1. 
  
The model fit well at high relative pressures, but deviates at low relative pressures. 
 
It is proposed, that this indicates the existence of a surface state in the absorption dynamics: The 
linear regime at high pressures, where the absorption rate is high, is interpreted to belong to a high 
ammonia surface coverage. At lower pressures, the surface coverage will shift to lower values and 
the rate will drop. Assuming that the diffusion into the bulk is significantly slower than the 
adsorption/desorption process between surface state and gas phase, the change from the high 
pressure regime to the low pressure regime is also an indication of the equilibrium pressure of the 
surface state.  
3 Thermogravimetric analysis of the surface state 
Thermogravimetric analysis (TGA) is a technique where a sample can be heated while monitoring 
the mass change with a balance. In a standard configuration, the sample is heated in a (typically) 
non-corrosive gas stream at ambient pressure. For measurements with corrosive gasses at varying 
pressures, the sample and gas stream need to be isolated from the balance and electronics. The 
 
FIG. 3. TGA measurement showing release of ammonia prior to the onset of bulk desorption. This is interpreted as 
desorption from the surface. 
 
  
  
present investigations are performed on a high pressure TGA (HP-TGA, Isosorp Gas, LP-flow) 
from Rubotherm, where the sample and sample holder are magnetically coupled to the balance and 
electronics. The HP-TGA works in an ammonia pressure of 0-5 bar and a temperature range of 0 °C 
- 400 °C with a mass resolution of 10 µg.  
A SrCl2 sample of 226 mg is first saturated and degassed several times in the HP-TGA to create a 
stable structure of the sample with high porosity and surface area. The measurement cycle hereafter 
is 1. fully saturate the sample for 120-180 minutes at 0 °C and an ammonia pressure of 3 bar. 2. 
stabilize the start temperature, Ts, and pressure, p, for the HP-TGA measurement. 3. ramp the 
temperature at 1 K/min to the desired final temperature Tf.  
A representative desorption measurement in 2 bar of ammonia is shown in Figure 3. The 
temperature is ramped from Ts=273 K to Tf=323 K at 1 K/min. The plotted data is dm/dt, the mass 
change per time unit. The fast desorption above 320 K is desorption from bulk. Below 320 K, the 
mass changes are close to the noise limit, but it is clear that the onset of desorption is observed 
around 309 K. This is interpreted as desorption from the surface state. 
The experiment is repeated with at four different pressures as seen in Table I. 
Pressure/bar Ti/K Tf/K Tdesorption/K 
0.5 273 303 285 
1 293 373 296 
1 273 308 296 
2* 273 323 309 
2 273 323 311 
2.5 273 323 315 
Table I: List of TGA experiments: For each experiment the pressure, the temperature interval and the temperature, 
Tdesorption, at which desorption from the surface begins, is listed. The asterisk denotes the dataset plotted in Figure 3.  
 
  
The pressures and desorption temperatures Tdesorption of Table I are plotted in Figure 4 and the fitted 
enthalpy change and entropy change associated with desorption from the surface state are 
∆Ηsurf=39.2 kJ/mol and ∆S surf=228 J/(mol K). 
Desorption from bulk is well understood and expected when the temperature exceeds the bulk 
equilibrium temperature at a given pressure. The general relation between pressure and temperature 
at equilibrium is given by (3). For desorption from fully saturated Sr(NH3)8Cl2 the enthalpy and 
entropy changes are ∆Η8-1=41.4 kJ/mol and ∆S 8-1=228.8J/(mol K) 1, where the subscript denotes 
going from the octa-ammine phase to the mono-ammine phase. From this, the equilibrium 
temperature related to desorption from bulk can be calculated as plotted in Figure 4. 
 
FIG. 4. Van ’t Hoff plot for the surface state and bulk state. The data points for the surface state are the pressures p and 
temperatures Tdesorption of Table I. The fit to data yields ∆Ηsurf=39.2 kJ/mol and ∆S surf=228 J/(mol K). For the bulk state, 
the plotted line is based on the literature value of ∆Η8-1=41.4 kJ/mol and ∆S 8-1=228.8J/(mol K) 1. 
 
It is clearly seen from the figure that desorption starts at a significantly lower temperature than 
expected from the equilibrium temperature of ammonia absorbed in bulk Sr(NH3)8Cl2. This is 
consistent with desorption from a surface state with lower binding energy than the bulk states.  
To estimate the possible amount of ammonia on the surface, the surface area of saturated SrCl2 is 
assumed to be of the order of 50 m2/g, which has been reported for similar metal ammine 
chlorides14. Setting the area of a surface bound ammonia molecule to 2.5 x 10-19 m2, a fair 
  
assumption as shown by DFT calculations in Figure 5, it is possible to adsorb 2 mg of ammonia on 
the surface, which is roughly the mass change observed from the onset of desorption at 309 K until 
bulk desorption kicks in at around 320 K as seen in Figure 3. (0.226 g of strontium chloride can 
absorb a total of 0.19 g of ammonia meaning that the ratio between surface sites and bulk sites is 
about 1:100 in the experiment). 
4 DFT calculations 
Density functional theory (DFT) 15,16 calculations were performed using the ASE framework 17 with 
the GPAW ver. 0.7.6383 DFT code18, GPAW is a grid-based real space implementation of the ( 
Projector Augmented Wave method (PAW)19. A van der Waals corrected exchange correlation 
functional (vdW-DF)20 that includes long range correlation effects, important for systems where 
hydrogen bonds are present is used. The Brillouin zone was k-point sampled using a Monkhorst-
Pack scheme 21. For each structure, the k-point sampling, grid spacing and added vacuum were 
tested for convergence of the energy. A grid spacing of 0.18 Å, a k-point sampling of (4,2,1) (1 in 
the direction normal to the surface) and 15 Å of vacuum between slabs were sufficient for all 
structures. The surfaces were made of four layers of the material with the bottom two layers fixed. 
All reported DFT enthalpies are after relaxation of the atomic positions with a quasi-Newton type 
optimization algorithm. 22   
4.1 Modeling the surfaces 
Surfaces were made from bulk crystals of the different ammines (see Ref. (8) for more information 
about the bulk structures). Cuts were made along different low Miller index planes to simulate 
possible surface terminations and the energy cost of exposing a surface from the bulk was found. 
The relaxation usually led to a small contraction in the direction perpendicular to the surface. The 
facets with the lowest surface energy were used for studying adsorption energies of NH3, as these 
surfaces are expected to dominate the real surface of the material. The surface indexes are indicated 
  
in table II. For all surfaces, the general rule of thumb was that the surface termination should break 
the least bonds, thereby letting the surface atoms have the highest possible coordination number. 
Adsorbate NH3 molecules were investigated in different positions that maximized the number of 
hydrogen bonds formed between the adsorbates and the surface. 
4.2 DFT results 
Material 
Surface state energy / kJ/mol 
θ = 0.5 θ = 1.0 
Sr(NH3)Cl2 (010) 27.5 29.2 
Sr(NH3)2Cl2 (001) 35.9 34.7 
Sr(NH3)8Cl2 (100) 37.0 29.0 
Table II. Surface state energies of the adsorbed NH3 molecules in half of the stable sites (θ = 0.5) and all of the stable 
sites (θ = 1.0). 
For Sr(NH3)Cl2, only one surface site is stable in the unit cell, the energy corresponding to half 
coverage (θ = 0.5) is therefore calculated by doubling one side of the unit cell in the surface and 
filling only one of the equivalent sites. For the other phases, two stable surface sites exist. The 
energy for full coverage (θ = 1.0) is defined as: (Eθ=1-(Eθ=0.0+2ENH3))/2, i.e. the average of the 
adsorbed ammonia molecules. 
  
FIG. 5. View of the surface atomic structures as calculated with DFT. Green: Cl, blue: N, white: H and Sr is in the 
center of the yellow coordination polyhedra. The adsorbed NH3 are indicated by having grey hydrogen. The black line 
indicates the calculational unit cell. (a) The mono-ammine (010) surface with full coverage. The unit cell indicated is 
4.69×7.72Å2. (b) The di-ammine (001) surface with half coverage. The unit cell is 6.23×8.45Å2. (c) Top view of the 
octa-ammine (100) surface with full coverage. Dark and light grey hydrogen indicates θ = 0.5 and θ = 1.0 respectively. 
The NH3 molecule with black hydrogen is weakly bound as explained in the text. The unit cell indicated is 
  
7.51×15.4Å2. (d) Side view of the octa-ammine surface structure. Half of the calculational vacuum between layers is 
indicated with the unit cell.  
The adsorbed NH3 molecules form long hydrogen bonds to the Cl atoms in the surface. For the 
mono-ammine, the surface site is asymmetric and has one short H-bond on 2.72Å at 161°, and one 
longer on 2.87Å at 142°. For the di-ammine the hydrogen bonds to Cl atoms are of equal length and 
angle, 2.85Å and 142° respectively. Furthermore, a hydrogen bond to the N on the adsorbed 
ammonia of only 2.32Å and 156° is established; this is what stabilizes the di-ammine surface site 
more than the mono-ammine (see Figure 5b).  
The second adsorption energy, θ = 1, for the mono-ammine is slightly higher than the first, probably 
owing to interaction with the first adsorbed NH3. For the di-ammine, the second adsorbs in almost 
equivalent environments as the first just rotated 180° as apparent on Figure 5b, leading to almost 
equal adsorption energies. The surface sites on the octa-ammine are different in hydrogen bond 
length and angles giving energies with large differences. The strongly adsorbed NH3 (indicated with 
dark grey hydrogen in Figure 5c and d) molecule forms two hydrogen bonds of 3.07Å and 3.16Å at 
160° and 159° respectively. The weakly adsorbed NH3 (marked with light grey hydrogen in Figure 
5c and d) has distances that can hardly be called hydrogen bonds of 3.67Å at 161° and 3.54Å at 
163°. Since the hydrogen bonds are more than 3Å, it is more reasonable to ascribe the surface state 
stability to van der Waals interactions. It should be noted that the octa-ammine when forming a 
surface exposes one NH3 molecule (marked with black hydrogen in Figure 5c and d) bound by only 
37.8 kJ/mol almost the same as the first adsorbed NH3. The other phases do not expose weakly 
bound NH3 when the surface is formed. 
5 Microkinetic model 
  
With the knowledge of the surface state it is possible to develop a simple microkinetic model of 
absorption. The simplest possible model is adsorption on the surface followed by crossing a barrier 
to the bulk as shown in Figure 6. 
  *  

 adsorption             (5a) 


   ¤   
¤
   diffusion to bulk        (5b) 
where "*" denotes a surface site and "¤" a bulk site. 
 
FIG. 6. Model describing absorption of ammonia through a stable surface state. 
The simple model does not include any transport limitations by e.g. bulk diffusion inside the 
crystals. From collision theory, it can easily be verified that for all realistic values, the time-scale to 
reach equilibrium between the gas phase and the surface is several orders of magnitude faster than 
all other time-scales in the system23. As a consequence, the adsorption reaction (5a) can be 
considered in equilibrium, as in Langmuir adsorption, in which case the surface coverage can be 
written 23 
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where θ is the surface coverage and the equilibrium constant Ksurf  is given from (3) with 
∆Ηsurf=39.2 kJ/mol and ∆Ssurf=228 J/(mol K) (Figure 4). 
The rate equation for crossing the barrier between surface and bulk is: 
)1()1()(' θϕϕθϕγ −−−= −+ kkt ,       (7) 
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where ϕ  is the occupancy of bulk sites and γ is the ratio between the number of bulk sites and 
surface sites. 
To model the batch absorption experiments depicted in Figure 2, the mass balance between gas 
molecules and molecules on the surface and in the bulk is needed: 
))(')('()(' tt
V
TkN
tp bs θϕγ +−= .              (10) 
Here Ns is the number of surface sites, and V is the gas volume in the reactor.  
The model can be integrated using the physical parameters of the reactor and the binding energy of 
the surface state found from the TGA experiments. A complete list of values is found in Table III.  
inν  30 Hz 
outν  30 Hz 
inE∆  10 kJ/mol 
outE∆  insurftot EEE ∆+∆−∆  
totE∆  41.4 kJ/mol 
  
surfsurf HE ∆=∆  39.2 kJ/mol 
V 5109 −× m3 
γ  100 
Table III 
In Figure 7 the microkinetic model is plotted together with the experimental data of Figure 2. It is 
seen that absorption though a surface state is consistent with the data. The only parameters for 
which there is no independent prediction are the effective attempt frequencies νin, νout, and the 
barrier ∆Ein. Values for these parameters are chosen to make the best fit to data. A value of 30 Hz 
for the frequencies is too low to be a vibration frequency. Instead it is understood as an effective 
value taking into account that the atomic configuration in the crystal change significantly when an 
ammonia molecule moves from one site to another. The barrier ∆Ein is the barrier an ammonia 
molecule has to surpass when going from the surface into the bulk.  
 
FIG. 7. The desorption measurements at 235K with blue circles, 277K green diamonds, 306K with red squares and 
328K with cyan triangles. The full lines represent the simple microkinetic model at the corresponding temperature. 
It is a quite small barrier, but reflects the fact that the absolute absorption rates does not change 
much with temperature in the investigated temperature range as seen in Figure 7. The absorption 
rate, thus, mainly depends on the surface coverage. The model is not fitted to reach the exact 
  
equilibrium pressures. As a consequence, the relative pressure prel is not well defined, and the x-axis 
of Figure 4 linear in pressure in contrast to Figure 2. 
6 Discussion 
In the TGA experiments, the sample is fully saturated and comparison to DFT calculations should 
be done for the octa-ammine phase only. The measured surface state energy of 39.2 kJ/mol is very 
close to the predicted 37.0 kJ/mol for octa-ammine (Table II) for the expected θ=0.5 coverage at the 
experimental conditions. 
In the absorption rate experiments, the saturation degrees correspond to mostly mono-ammine or di-
ammine and some octa-ammine. For the saturation degree of 30%, the sample will be 20% octa-
ammine if only a stable mono-ammine phase is assumed to exist or 6% octa-ammine assuming a 
stable di-ammine phase to exist 8. The experimental data should therefore be dominated by either 
the mono-ammine phase or the di-ammine phase, and the comparison between absorption rate 
experiments and DFT calculations should therefore be done using the DFT calculations for mono- 
and di-ammine.  
However, fitting the model to the data in Figure 7, with the predicted surface state energy of the 
mono- and di-ammine, give poor fits - especially for the lowest temperature. Only the high surface 
energy of the octa-ammine give good fits for all temperatures. This can be explained by the 
dynamics of absorption: The ammonia molecules adsorb on the surface, cross the barrier to the  
bulk sites closest to the surface,  and then diffuse deeper into the material. This will induce a 
concentration gradient where the bulk sites close to the surface can be dominated by octa-ammine. 
Different mechanisms of ammonia diffusion in MgCl2 ammines has been investigated recently14,24. 
The diffusion between layers in ref. (24) can be considered equivalent to the diffusion of adsorbed 
NH3 molecules into the bulk of the mono- and di-ammine, as the layers are constructed almost 
  
identically in MgCl2 and SrCl2. The barriers for diffusion between layers in the mono- and di-
ammines were found to be more than 1 eV (~96.5 kJ/mol) that is a much larger value than observed 
here thereby ruling out diffusion as the mechanism giving rise to the different absorption rates in the 
two pressure regimes.  
Barriers in the MgCl2 hexamine are approximately 0.5 eV (~48 kJ/mol), much higher than the 
estimate of ∆Ein in our microkinetic model, however the octa-ammine is a more open structure as 
evident in Figure 5c and d and more space leads to smaller barriers. If the weakly bound NH3 
(marked with black in Figure 5c and d) is responsible for the surface state, it is easy to imagine a 
very small barrier for diffusion from the surface state into the bulk as this would just necessitate a 
move of the NH3 molecule to an adjacent position in the same Sr-NH3 complex, and no Sr-N bond 
would be broken and the barrier  ∆Ein would thus be very small. 
Assuming that only a stable octa-ammine phase dominates in the experiments, the DFT surface site 
energy to compare with the experimental desorption enthalpy would be 37.0 kJ/mol (half coverage). 
That is in good agreement with the experimental finding of 39.2 kJ/mol, leading us to conclude that 
stable NH3 surface states exist and play an important role in the ammonia absorption in metal halide 
ammines. 
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Abstract The meta-stability of binary nanoparticles and clusters is the main
challenge in the development of stable (electro-)catalysts for e.g. CO2 reduc-
tion. Here, we present a method for determining the stable composition and
structure of alloy nanoparticles and clusters, with particular focus on control-
ling the surface properties and stoichiometry. Based on a genetic algorithm
we introduce and discuss efficient permutation operations that work by inter-
changing positions of elements depending on their environment and position
in the cluster. We discuss the fact that in order to be efficient, the operators
have to be dynamic i.e. change their behavior during the algorithm run. The
implementation of the genetic algorithm including the customized operators
is freely available at svn.fysik.dtu.dk/projects/pga.
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1 Introduction
Nanoparticles and clusters are known to display unique properties compared to
their bulk counterparts depending on their size, structure and composition, e.g.
increased (electro-)catalytic activity and novel alloy stoichiomteries, but their
inherent meta-stability remains a challenge for practical applications. This is
particularly true for core-shell type particles or binary compositions such as
PtxMy used in electrocatalysis for the oxygen reduction reaction (ORR) [1] and
Cu-Au [2] and Cu-Ni [3] alloys for CO2 fixation into fuels, where an alloying
element is used to optimize the binding energy of a reaction intermediate on
the surface.
Whereas the stoichiometry and composition of bulk alloys are generally
well defined, the particle structure and surface composition will be particular
sensitive to the particle size, stoichiometry and reaction conditions. The ability
to predict - and ultimately - design stable nanoparticles with specific surface
compositions is thus of great importance. Here, we present a new and efficient
approach for determining and optimizing the composition and structure of
alloy nanoparticles and clusters based on genetic algorithms and database
techniques suitable for density functional theory (DFT) [4,5] as well as classical
molecular dynamics (MD) level calculations.
Due to the long time-scales involved in the atomic and structural reorga-
nization and segregation processes of such particles, conventional or ab initio
molecular dynamics (MD) simulations are unsuited for this type of challenges.
Even accelerated approaches like temperature accellerated dynamics (TAD)
[6] or simulated annealing [7] are only be able to treat relavtively small or
simple clusters. The highest activities of (electro-) catalysts are measured for
clusters sizes of a few nanometers or larger, e.g. Au for CO oxidation [8] and
Pt-Ir for PEM fuel cells [9], containing several hundreds to thousands of atoms.
The multiple degrees of freedom in the task of finding the ground state
structure of a binary or ternary nanoparticle makes it a suitable problem for
a genetic algorithm (GA) [10].
A GA works by maintaining a host of structures called a population. The
population is evolved through a process including natural selection, crossover
and mutation. The most fit structures in each generation are given a bias when
selecting structures allowed to procreate through crossing of two structures
to form two refined structures or mutation of a part of the genetic material
of a structure to form a structure with different characteristics that could
prove to be valuable. Once the population does not change during a couple of
generations or the same structures are produced, the GA has converged.
The departure from performing mutation and crossover operations on bi-
nary encoded genes was initiated by Zeiri [11] who used real numbers in the
encoding of atomic coordinates. The major development however, started in
1995 with the seminal paper by Deaven and Ho [12], who presented an ap-
proach that later became standard and a starting point for the implementation
used in this paper. Propagation operators now worked solely on the atomic co-
ordinates. The cut-splice crossover were efficient in passing favorable traits on
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through generations. Atomic relaxations were performed after each operation
to effectively change the potential energy surface to a step function. Further-
more, a diversity filter based on the energy of a particle alleviated the need for
large populations. Since 1995 lots of development has taken place in predicting
ground state structure and composition of nanoparticles [13–16].
In this paper we present new permutation operators optimised for solving
the arrangement of elements in multi-component nanoparticles. The opera-
tors all stem from chemically known alloy arrangements forcing the algorithm
to take previous knowledge into account along with random mutations and
refining via crossover. The operators have been implemented in a GA im-
plementation which is freely available at svn.fysik.dtu.dk/projects/pga.
These operators can also be used in connection with a structural search e.g.
turned on when a minimum energy structural type is found. Permutations of
atoms in structures are most efficient if the atoms if very similar, otherwise
the relaxation method is expected to take care of positioning the atoms cor-
rectly and permutation would work against finding the global minimum[17].
The main focus of this work is the operators needed to address the atomic
(re)arrangement problem.
The general method and propagation operators optimised for this type of
problem are presented in section 2, and the results of the optimisation will
follow in section 3.
2 Method
We are interested in the Cu-Ni nanoparticle alloy as a test system. Cu-Ni alloys
have been shown to be efficient in the catalytic production of synthetic fuels,
methanol and higher alcohols [3]. The system has previously undergone similar
investigations through classical Monte Carlo studies of several sizes from 64 to
8000 [18], embedded atom method of the 55 and 147 cluster [19] and coupling
this with a GA of small clusters up to 38 atoms[20]. We model a particle
with 309 atoms in different configurations, the icosahedron and cuboctahedron
approximately 1.9 nm and 2.0 nm in diameter respectively. The two cluster
types are isomers in the sense that it takes the same number of atoms to make
a full shell [21]. The GA is always started with a population of cuboctahedron
particles with 147 Nickel and 162 Copper atoms in random arrangements.
The icosahedron is the most favorable structure for small systems whereas
the cuboctahedron (being basically a cut fcc crystal) is more stable for larger
clusters. The Cu162Ni147 stoichiometry has a simple minimum when all Cu
atoms are located in the outer shell, and Ni forms the core.
The number of homotops (different distribution of atoms in a given ge-
ometry)[22] for this system is staggeringly high: 309!/(147! · 162!) ≈ 3.3 · 1091
without considering symmetry which would lower the number. Nevertheless,
such a number of possibilities rules out any brute force approach trying to find
the global minimum structure.
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2.1 GA implementation
The genetic algorithm implementation presented here is closely coupled to the
Computational Materials Repository (CMR) [23]. All storage of individuals
(structures) in the algorithm in handled by CMR in its own internal format,
reading and searching for data is done using the same functions optimized for
large sets of data, this leads to easy evaluation after an algorithm run as all
data are available in a database, statistics can be run on the fly.
The implementation is written in Python and thus based on classes and
modules making it easy to write new derived classes just defining new methods
for e.g. a new type of mutation. The calculations for this paper are set up using
the Atomistic Simulation Environment (ASE) [24], this is however not strictly
necessary for the GA implementation.
For the results presented here, the GA implementation was setup as fol-
lows: A rather small population of 10 structures were evolved with ranked
selection and the crossover and permutation operations described section 2.2.
Elitism[25] was employed meaning the structures can stay infinitely in the
population if they are fit enough. The algorithm was converged when the 5
fittest individuals remained unchanged in 5 generations. The total energy was
used as the fitness function.
We uphold diversity in the population by using a customized measure of
the distribution of atoms in the particle. The measure is derived from the ra-
dial distribution function, which is calculated as a histogram of interatomic
distances, the measure is a number of neighbor pairs reflecting the frequency
of certain element neighbors compared to others. The way to distinguish be-
tween different internal compositions is counting how many element A and B
neighbors element A has and vice versa, we then take the average of all the
elements. The measure is also slightly structure sensitive since the total num-
ber of bonds is not the the same for two different particle structures. This is
similar to the coordination numbers provided by EXAFS data [26]. Values of
selected clusters is shown table 1. The precision by which the nearest neighbor
average is expressed determines the degree of similarity of atomic distributions
allowed.
A list of elements where the list indices specify coordinates would be an
easy method to differentiate structures, however this implies that the structure
should be completely fixed through the entire algorithm run since elements in
different positions would lead to different energies hence no atomic relaxation.
Another reason is the operators that depend on the positions, the benefit of
the cut-splice crossover comes from the fact that positive traits from parts
of the actual physical particle is carried over to the offspring, this would not
be possible with a list of elements. The special mutations depend on the sur-
roundings of the atom chosen for mutation, this would only be available after
the conversion from list to particle.
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Table 1 The nearest neighbor average used to distinguish between similar clusters
Ni-Ni Ni-Cu (Cu-Ni) Cu-Cu Ni-Ni Ni-Cu (Cu-Ni) Cu-Cu
8.57 2.88 4.99 3.01 6.44 3.43
6.21 4.17 4.78 9.04 2.42 6.23
2.2 Permutation and Crossover
Random permutation takes two random atoms (not identical) and inter-
changes their positions, this method should always be part of an algorithm
because this is often what leads to unexpected discoveries as opposed to a
permutation based on chemical intuition.
Poor2rich (Rich2poor) permutates two atoms in environments poor
(rich) of atoms of their own kind. These operators enhance the convergence in
systems with positive (negative) mixing energy leading to segregation (perfect
mixing).
COM2surf permutates an atom in the core region with another type on
the surface. Systems that exhibit core-shell structures will benefit from this
operator. In order to be successful during the entire algorithm run the core has
to be variably defined ensuring that not just one type of element is present. In
order to calculate the core size, the particle is divided into shells as introduced
in ref ([21]), each shell contains atoms with a similar distance to the center of
mass. The minimum core is the 13 atom center but higher order shells will be
added one at a time if the core region does not contain at least a ratio 0.25 of
both the elements.
Cut-splice crossover as introduced by Deaven and Ho[12]. This operator
takes two parent structures cuts them in a plane and splices parts from different
parents together resulting in two offspring. If the offspring structures contain
the wrong number of atoms, the parents are translated slightly before the
cut to adjust and yield offspring with the correct number of atoms. Since the
operation is performed on the real coordinates it is possible to transfer a region
of atoms in a specially stable distribution to the offspring.
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Core-shell crossover utilize the same shell division as the COM2surf per-
mutation when it takes a core region from one parent and fuses it with a shell
from the other parent, the shells are chosen so the offspring has the correct
number of atoms. This method is equivalent to doing the cut-splice operation
with a sphere of a chosen radius instead of a plane.
Neither crossover operation can guarantee that the offspring will sustain
the chosen composition of elements. In that case the correct composition will
be recovered by permutations of the atoms in the offspring.
2.3 Dynamic operators
The concept of dynamic operators turns out to be important, certain opera-
tions are more efficient at different times in the algorithm run. We show an
example of doing several mutations each time a mutation operation is applied.
This shows that mutations are most efficient in the initial generations of a run
and faster convergence can be achieved by dynamically changing the number
of mutations performed during a run.
2.4 Electronic structure methods
The results presented are performed mainly with effective medium theory
(EMT) as formulated by Jacobsen et al.[27,28] and implemented in ASAP1.
The EMT potential is developed mainly for transition metals and thus de-
scribes Copper, Nickel and their alloys very well [29,30].
We have also performed calculations with density functional theory (DFT)[4,
5] as implemented in the GPAW code [31,32]. We run GPAW in the linear com-
bination of atomic orbitals (LCAO) mode[33] with atomic-like basis functions.
This enables us to easily run DFT calculations on clusters with hundreds of
atoms, however with a little less confidence in the accuracy of the results.
3 Results
When plotting averages of GA runs, the graphs are always most accurate in
the beginning when all runs are contributing to the average, since all runs are
typically of different length (unless the a criterion to run a certain number of
generations were set). The endpoints are only made up of a single run that
went on for most generations.
When optimizing a GA, it quickly becomes obviuos that operators does not
have a constant efficiency or success rate during a run, e.g. drastic changes to
a particle designed to probe the phase space are most succesful and important
in the beginning, while small mutations will be succesful during the entire run
but in the beginning the improvements will be small and easy to better by
more drastic operators.
1 wiki.fysik.dtu.dk/asap
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Fig. 1 Convergence as a function of generation number. A 4:1 crossover/mutation ratio
were used but every time a mutation operator were to be used, several mutations were
actually performed.
An example where dynamically altering the mutation rate would be helpful
is shown in figure 1. Four different number of mutations per mutation (mpmX
where X = 1, 5, 10, 20) signifying the number of times the mutation actually
was performed when invoking that mutation. In the very beginning of the
algorithm (first ≈ 20 generations) mpm20 reduces the energy fastest, but
mpm10 and mpm5 also reduce the energy significantly faster than the standard
mpm1. After ≈ 60 generations the slope of mpm20 and mpm10 decreases
to almost zero, here the operations are simply too drastic, it becomes too
unlikely that the average of 10 or 20 operations at once will be favorable and
produce a fitter offspring. mpm5 carries a decent slope a little longer before at
approximately 100 generations the limit is reached. The standard mpm1 ends
up with the lowest energy. It is important to note that crossover is still the
most used operation (4:1 crossover mutation ratio), it is thus clearly seen that
mutations is what brings diversity into a population. Also when doing small
mutations followed by an atomic relaxation it is important that the mutations
is at least large enough to move into another basin of attraction[12], otherwise
the GA will be overpopulated with duplicates thereby dramatically decreasing
the efficiency of the GA.
We have plotted the fitness as a function of generation not cpu-time as
the computational time spent on extra mutations is neglible compared to the
actual fitness calculation and atomic relaxation.
In figure 2, we plot the acceptance of the different permutation operators
defined section in 2.2. The acceptance percentage is defined as the number of
offspring more fit than their parents divided by the total number of offspring in
a specified interval of generations, figure 2 is divided into intervals containing
20 generations each.
8 Steen Lysgaard et al.
0 20 40 60 80 100120140160180200220240260280300320340360380400420440460480500520540560580
Generation
0
10
20
30
40
50
60
70
80
A
cc
e
p
ta
n
ce
poor2rich
random
com2surf
rich2poor
Fig. 2 Acceptance percentages (defined in the text) of the different permutation operators
as a function of generation number. Shown is an average of 41 GA runs, the runs are not of
equal length therefore the variation on the values increase in the end.
The poor2rich permutation is clearly the most efficient operator of the
four with the highest percentage at any point in the algorithm runs. The
total amount of accepted offspring is naturally larger in the beginning of an
algorithm run than in the end since the fitness landscape is unknown and
we have not yet found any local minimum. The poor2rich peaks at the end
is a product of the fact that it is only a few algorithm runs contributing to
the average, so they should not be interpreted as that operation suddenly
becoming very efficient.
The rich2poor permutation has a low acceptance percentage throughout
the algorithm runs. This is clearly a result of the test system favoring segrega-
tion. This is an important note to remember if the algorithm is unable to find
a global minimum, the acceptance percentages of the different permutations
can be used to give indications of what the global minimum could look like
from what permutations induce stability.
The acceptance of the COM2surf permutation falls of as the core grows,
compare with figure 3. The efficiency of the operator suffers since it has a
75% chance of counteracting the general trend of making a Ni core Cu shell
particle. Increasing the minimum elemental ratio beyond 0.25 would not make
sense due to the large surface atom to bulk atom ratio in particles of this size.
We define the size of the core for the sake of the COM2surf permutation
that requires a selection of different elements to choose from in order to be
efficient. A core region of a fixed size will, if there is a driving force for a single
element core, only consist of a single element, a permutation of an element
from the core will induce disorder and the offspring will likely be rejected. If
on the other hand the core consists of several elements there is always the
possibility of either creating mixing or division. The size of the core is defined
as the radius around the center of mass that contains at minimum a ratio of
0.25 (this ratio fits for a bielemental system but will have to be decreased when
using more elements) of either element it is shown in figure 3 as a function
of generation. The core size maximum would be the integer closest above
147/(1−0.25) = 196 found when summing the shell sizes, this is 201. The GA
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individual GA runs are outlined in light grey
Fig. 4 The total energy of the fittest particle in the population as a function of generation
for an algorithm run where the cuboctahedral particle is transformed to the icosahedral.
runs approach this number, however since this would require a perfect core-
shell structure the fewest structures reach 201 and the average never does.
That said a few runs actually obtain an average above 201 quite fast these are
the structures that during relaxation transforms from the cuboctahedron to
icosahedron structure where the maximum is 207.
Figure 4 shows the total energy of the fittest particle in the population
as a function of generation for an algorithm run where the transformation
occurs. Shown is also snapshots of the algorithm at different points in the
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Fig. 5 Energy as a function of radial distance of Cu atoms. Both DFT and EMT values.
The trend is evident from the EMT calculations, and the DFT energies follow the same
trend albeit with a slightly different slope.
algorithm run. The particle from the first generation has a completely random
composition. The energy of the best particle decreases steadily until the second
snapshot at generation 60, where the particle now clearly has more Cu in
the surface layer. At this point a crossover operation mates two structures
a little crooked and the subsequent relaxation transforms the particle to an
icosahedral. This process is described in [34]. When the algorithm converges
the Cu skin is almost complete on the icosahedral particle.
In figure 5 the energy of the particle calculated either with EMT or DFT
is plotted as a function of the radial distance of Cu. The trend is the same
as determined before; the further away the Cu atoms get from the center on
average the lower the energy.
The figure also shows that relative structural and compositional changes
are described well with EMT, since the curves follow each other nicely and
also has the same gap between cuboctahedral and icosahedral structures.
4 Conclusion
We have presented a GA implementation, which is freely available at svn.
fysik.dtu.dk/projects/pga. It should be stressed that many classes are
available for running the algorithm in a different way than used for the results
presented here and new behavior can easily be added.
The new permutation operators were defined and tested for the Cu-Ni
309 atom system. The poor2rich operator made the convergence of the Cu-Ni
system more efficient. Other systems would benefit from some of the other
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permutation operators depending on the chemical structural tendencies of the
system.
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