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Abstract
Geometric perturbation theory is universally needed but not recognized as
such yet. A typical example is provided by the three-dimensional wave equa-
tion, widely used in acoustics. We face vibrating eardrums as binaural au-
ditory input and stemming from an external sound source. In the setup of
internally coupled ears (ICE), which are present in more than half of the
land-living vertebrates, the two tympana are coupled by an internal air-filled
cavity, whose geometry determines the acoustic properties of the ICE sys-
tem. The eardrums themselves are described by a two-dimensional, damped,
wave equation and are part of the spatial boundary conditions of the three-
dimensional Laplacian belonging to the wave equation in the internal cav-
ity that couples and internally drives the eardrums. In animals with ICE
the resulting signal is the superposition of external sound arriving at both
eardrums and the internal pressure coupling them. This is also the typi-
cal setup for geometric perturbation theory. In the context of ICE it boils
down to acoustic boundary-condition dynamics (ABCD) for the coupled dy-
namical system of eardrums and internal cavity. In acoustics the deviations
from equilibrium are extremely small (nm range). Perturbation theory there-
fore seems natural and is shown to be appropriate. In doing so, we use a
time-dependent perturbation theory a` la Dirac in the context of Duhamel’s
principle. The relaxation dynamics of the tympanic-membrane system, which
neuronal information processing stems from, is explicitly obtained in first or-
der. Furthermore, both the initial and the quasi-stationary asymptotic state
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are derived and analyzed. Introducing the so-called spinning parameter as a
natural generalization of the modal cut-off criterion in duct acoustics, we jus-
tify the piston approximation. Finally, we set the general stage for geometric
perturbation theory where (d − 1)-dimensional manifolds as subsets of the
boundary of a d-dimensional domain are driven by their own dynamics with
the domain pressure p and an external source term as input, at the same
time constituting time-dependent boundary conditions for p.
Keywords: partial differential equations, time-dependent boundary
conditions, acoustic boundary conditions, time-dependent perturbation
theory, dynamical interactions, acoustics, internally coupled ears, piston
approximation
1. Introduction: Geometric perturbation theory
Though omnipresent, geometric perturbation theory has hardly been dis-
cerned as such, if at all. We start by describing a typical situation, viz., that
of internally coupled ears (ICE), which is present in more than half of the
terrestrial vertebrates. Though ICE has been observed and described since
long, it has attracted considerable attention only recently [37]. It is used here
as a typical example from acoustics to illustrate the general idea of geometric
perturbation theory.
Terrestrial animals perform azimuthal sound localization through neu-
ronally determining the time difference between left and right eardrums, the
so-called interaural time difference (ITD). Whereas mammals have indepen-
dent ears, which do not influence each other, most of the terrestrial verte-
brates have ICE at their disposal, which means an internal, air-filled, cavity
that connects the two eardrums. ICE allows in particular small animals with
small head and, hence, small ITD to greatly increase its effective interaural
distance; typically, for low frequencies by a multiplicative factor of 2–4 [37].
What the animal then actually perceives is the so-called the internal time
difference (iTD) as the superposition of the external auditory stimulus pext
operating at the two eardrums located at, say, x = 0 and x = L, and the
internal pressure p; see Fig. 1.
The eardrums are driven by the superposition of the external stimulus pext
and the internal pressure p that so-to-speak couples them, and are part of
the the boundary confining the wave equation governing the internal pressure
p. In the, for the sake of clarity, concrete situation of ICE analyzed here
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in Fig. 1 (e) as well as in any other acoustic problem, the time-dependent
deviations from equilibrium (defined to be u(x) = 0 for all x on – sloppily –
the eardrums; see below) are extremely small, in the nm range and thus orders
of magnitude smaller than any other physical quantity involved. Furthermore
and contrary to naive physical intuition, eardrums are strongly damped.
Since an exact solution to the coupled dynamics of outside stimulus, inside
pressure, and both eardrums is nearly always out of range and the tympanic
deviations from equilibrium are small (nm), a perturbation theory seems
natural.
As early as 1938, Herbert Fro¨hlich [14] published a short paper with the
title “A solution of the Schro¨dinger equation by a perturbation of the bound-
ary conditions,” where he initiated a perturbation theory for the change in
eigenfunctions and eigenvalues by changing the boundary conditions but still
fixing the domain, and also by changing the domain as well. Both types of
change, however, did not depend on time. In the acoustic context of the
above examples, they do and we are also interested in a general treatment of
the ensuing time evolution but, despite the small amplitudes involved, until
now a systematic, time-dependent, perturbation theory did not exist. That
is what we do here.
Starting with the work of Beale and Rosencrans [2], which Beale [1] has
extended and worked out, the approach was different. In view of the nm de-
viations from equilibrium, the boundary was fixed to be the original one and
assumed to be “locally reacting” in the sense that is was covered by indepen-
dent oscillators satisfying a separate damped harmonic-oscillator equation
coupled linearly to p [1, 2]. Beale and Rosencrans [2] called the final con-
struct Acoustic Boundary Conditions or, for short, ABC. In so doing they
have started the mathematical analysis of ABC. Though their construct can
be handled mathematically and Beale and Rosencrans [2] and particularly
Beale [1] could prove the existence of a dynamical evolution, it does not cor-
respond to the underlying physics. Nor was it possible to obtain any explicit
solution, valuable as it is for practical work. In fact, many concrete situa-
tions in vibro-acoustics have been analyzed in a similar spirit [8, 16, 28, 27]
– to name just a few outstanding papers, though even these allow neither a
dynamics nor a dynamical coupling either.
Here we return to the essential physics of the problem by taking the vol-
ume fluctuations due to the dynamics of the eardrums as our starting point
and incorporating them as time-dependent perturbations of the Laplacian, a
procedure that seems to be novel and, more importantly, allows for a system-
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atic perturbation theory. We develop a time-dependent perturbation theory
in the style of Dirac [9, 10], whose key idea is nicely described by Dirac him-
self in his classic on quantum mechanics [10, §44]. Not only do we present
a mathematical perturbation theory for handling time-varying domains and
allowing for explicit solutions but also for obtaining the full dynamical evo-
lution for all times t ≥ 0, including the asymptotics as t → ∞. In a sense,
we extend Beale’s ABC [1, 2] to ABCD, i.e., Acoustic Boundary Condition
Dynamics, and in so doing proceed to geometric perturbation theory as the
proper generalization. In the context of geometric perturbation theory, a
few of ABCD’s applications are presented in sections 3 and 4. A summary
in terms of a concrete theorem as well as an algorithmic delineation can be
found at the end of this paper in section 5.
Before embarking on the mathematical theory, a cautionary remark is
in order. The tenor of the present paper is somewhat unconventional in
that its goal is two-fold. First, we replace the traditional, i.e., weak [12,
35], form of the present fluctuating-boundary value problem, which is rather
clumsy (understatement), by a strong form that allows for a systematic and
slick perturbation expansion taking care of the fluctuating boundary with
its inherent internal dynamics and exploiting the smallness of its amplitude,
which is typical to a huge class of problems in acoustics. In so doing we
will also derive a systematic approximation to the exact dynamics, which
until now was out of range as well. Second, though Dirac’s time-dependent
perturbation theory is well known, we will make a small detour to explain a
Duhamel version that in the present context is more efficient but less known.
1.1. ICE and Acoustic Boundary-Condition Dynamics
The ICE model [40, 41, 42] describing internally coupled ears is a geo-
metrical model of binaural directional hearing in lizards as representatives
of more than half of the terrestrial vertebrates. Physically, the lizard’s
eardrums, also termed tympana, are connected by a cylindrical cavity. We
model the eardrum cavity by a cylinder of length L and radius acyl. The
two sectorial membranes with radius atymp < acyl and sectorial opening
angle 2β are situated at the x = 0/L end of the cylindrical cavity; see
Fig. 1. Mathematically, the membranes are denoted by their respective dis-
placement fields u0/L from their equilibrium positions Γ0/L × {x = 0/L} =
[0, atymp < acyl] × [β; 2pi − β] × {x = 0/L}; cf. Fig. 1E. The eardrums
respond to the difference between the outside pressure pex and the inside
pressure p. They detect the difference of an incident plane-wave acoustic
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signal pex = p0 exp[i(ωt− k∆)] where pex is the external pressure at x = 0
or x = L, and the acoustic pressure p inside the cylindrical, interaural cavity
Ω(t). Our geometric setup to be used throughout what follows is shown in
Fig. 1 (e).
We take u0 : Γ0 → C and uL : ΓL → C to denote the complex-valued
membrane displacements at the x = 0 and x = L end caps of the stationary
cylinder Ω0. See Fig. 1 (e), where the tympanum is restricted to the circle
with radius atymp < acyl. At rest the eardrums are described by Γ0 = {x =
0, 0 ≤ r = √y2 + z2 ≤ atymp} and ΓL = {x = L, 0 ≤ r = √y2 + z2 ≤ atymp},
respectively. During a sound stimulus the time-dependent deviations along
the x-axis (no sound, or rest, means deviation = 0) are denoted by u0(t, y, z)
and uL(t, y, z) for the eardrums contained in the discs at x = 0 and x = L,
respectively, which we have just specified; or simply glance Fig. 1 (e). As
usual, t stands for time. Since under natural circumstances disco-sound
stimuli are exceptional, we can safely assume that eardrum deviations from
rest are in the nm range. That is to say, “small” as compared to any other
macroscopic object such as atymp or acyl or L.
The time-varying cylindrical cavity is now defined as follows: Ω(t) ≡
{(x, y, z) ∈ D2acyl×R|u0(t, y, z) ≤ x = x(y, z) ≤ L+uL(t, y, z)}. The cylindri-
cal shapes of the cavity Ω0 and of the equilibrium positions Γ0 and ΓL suggest
using polar coordinates in the (y, z)-plane instead of Cartesian coordinates.
Since the treatment of u0 and uL will proceed completely analogously for
both, we use the notation u0/L = uk where k ∈ {0, L}, mimicking a subscript
notation with subscript ±.
Qualitative view on auditory ICE dynamics. As a response to the pressure
difference, the membranes start vibrating. The acoustic wave equation for
p contains a three-dimensional Laplacian. Because of membrane vibrations,
the Laplacian is defined on a time-varying domain Ω(t). We indicate this
time dependence in the notation by denoting the Laplacian on Ω(t) by ∆t
and the Laplacian on Ω0 = Ω(t = 0) by a single ∆. On Ω0, the pressure is
described by the acoustic wave equation,
∂2p
∂t2
− c2∆p = 0, (1)
in conjunction with Neumann boundary conditions [36, chapter 2]; namely,
∂np = 0 where n denotes the outward unit normal to ∂Ω0.
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The investigation of the model at times t > 0 requires the three-dimensional
Laplacian ∆t to live in a time-varying domain based on Ω(t) ⊂ R3. Misusing
our language a bit, ∆2 is simply two-dimensional. Further domain questions
will be discussed at the beginning of section 2.3. The full ICE equations
[40, 41] read in the present notation
∂2p
∂t2
− c2∆tp = 0 , (2)
∂2u0/L
∂t2
+ 2α
∂u0/L
∂t
− c2m∆2u0/L =
pex − p
ρmd
∣∣∣∣
x=u(t,Γ0/L)
. (3)
Equation (2) describes the wave equation for the cavity pressure p whereas
the equations for u0/L in (3) characterize the vibration pattern of the left
(x = 0) and right (x = L) tympanic membranes in response to the difference
of the outside pressure signals pex due to, say, a sound signal and the internal
cavity pressure p; cf. Fig. 1. The boundary conditions corresponding to the
above equations of motion (2) and (3) will be expounded in and after Eq. (4).
The factor 1/ρmd in (3) contains two material constants, the membrane
density ρm and its thickness d. Though it is tempting to choose units in
such a way that ρmd = 1, we will see – cf. Eq. (44) – that the fraction
of the density ρ0 of air and ρm of the tympanic membrane, which couples
outside air to inside air and is such that ρ0/ρm ≈ 10−3  1, is the relevant
coupling parameter. Accordingly, we refrain from putting ρmd = 1. Damping
is incorporated through a phenomenological damping coefficient α > 0, with
dimension s−1. Since long it describes reality surprisingly well but has never
been derived (yet). In cochlear acoustics its decay time constant is amazingly
short; in general, < 5 ms.
By the manifest time dependence of the Laplacian ∆t because of the time
dependence of its domain Ω(t) and its boundary conditions as exhibited in
(4), the acoustic wave equation cannot be separated exactly. As shown below,
we need to analyze the time-varying boundary conditions with great care. We
also note that for α > 0 and without external pressure, i.e., pex ≡ 0, the ICE
equations (2) & (3) approach the asymptotic solutions p = 0 and u0/L = 0
as t → ∞, where u0/L denotes u0 = 0 or uL = 0. This dissipative behavior
has been demonstrated with the aid of a Lyapunov functional [1, 2].
The models proposed by Beale and Rosencrans [1, 2] differ from (2) & (3)
in the sense that local interactions between the constituents of the membranes
are not considered. In physical words, the boundary equations describe each
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point on the undulating surface as a (damped) harmonic oscillator that has
no interactions with its neighbors and operates in a way different from (3)
dictated by physics. In our notation, this means using u¨0/L + 2αu˙0/L +
ω20u0/L = (ρmd)
−1 (pex − p)|x=u(t,Γ0/L) instead of (3). From the perspective of
physics, [1, 2] consider a source term to their version of (3) that is different
from the biophysical model [42, 40, 41] on which our analysis is based.
A recent study [15] has extended the setup considered by Beale and
Rosencrans [1, 2]. In particular, interaction effects between the constituent
points on the boundary are included using the Laplace-Beltrami operator
considered in our equation (3) as well. From the applied perspective, this
setup is more realistic than Beale’s harmonic oscillator model as the reacting
bounding surfaces of the cavity feature interactions due to elastic coupling
inside the boundary material. In the aforementioned contribution, these sur-
faces are termed “non-locally reacting surfaces”. For their model, [15] prove
the existence, uniqueness, and asymptotic stability of global solutions to the
mixed problem for the wave equation of Carrier type with acoustic bound-
ary conditions for non-locally reacting boundaries. Additionally a nonlinear
impenetrability condition is considered.
What will be exploited here regarding the concrete situation of Fig. 1 is
that small membrane vibrations typically are of the order of 10 nm and thus
 L, where L is of the order of cm. The smallness of the ratio of typical
membrane vibration amplitude U and geometric length scale of the acoustic
cavity L, U/L  1, is typical of vibrational acoustic models and therefore
our perturbation theory is highly relevant to many practical situations. The
present method can be generalized in a straightforward manner to > 2 mem-
branes and > 1 acoustic domains, mutually coupled by means of an elastic
structure such as a membrane.
Acoustic boundary conditions. The acoustic wave equation is incomplete with-
out specification of boundary conditions. Biologically, e.g., a lizard’s eardrum
cavity is bounded by a bony structure, which acts as a immobile, acoustically
hard wall, as well as by eardrums at either end. The tympanic membranes
u0/L are much lighter than the bony structure and start oscillating after an
incident pressure signal appears.
The boundary conditions for the acoustic wave equation are derived from
the linearized Euler’s equations, cf. [36, chapter 2] for the fluid we usually
call air. Starting from the Navier-Stokes equations inside the air-filled cavity
Ω(t), one considers the inviscid case, i.e., where µ = 0. The result is Euler’s
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DFigure 1: Schematic representation of Internally Coupled Ears (ICE) in frogs (a), lizards
(b), and birds (c). The bird in (c) is seen from the top, the other two in (a) and (b) show
a cross section, and all three exhibit the interaural cavity as a gray tube. (d) Cross section
of a real Gecko cavity as it occurs in Nature. The extracolumella in (d) is embedded in
the eardrum and the beginning of the middle-ear bone in (b) that picks up the eardrum
vibrations and transports them through the ear-filled cavity to the cochlea. The latter is
quite near to the neuronal information processing of sound in the brain. The mathematical
idealization of (d) is depicted in (e) where the cylindrical cavity Ω of length L and radius
acyl are as used in the ICE model [40] that is used here as example. The circular sectors
Γ0 and ΓL with radius atymp ≤ acyl and opening angle β are situated at x = 0 and x = L.
The left and right membrane-displacement fields are indicated by u0 and uL, respectively.
The arrow at the bottom of Fig. 1 (e) denotes orientation in positive x-direction. Figures
1 (a)–(c) have been adapted from Christensen-Dalsgaard [3], (d) stems from Carr, Tang,
and Christensen-Dalsgaard [7], and (e) has been taken from Vedurmudi et al. [40].
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equation. Performing the acoustic linearization procedure for the mass con-
tinuity equation and Euler’s equation, one gets the acoustic wave equation.
Restricting the linearized version of Euler’s equation to the boundary, one
obtains Neumann-type boundary conditions [36, chapter 2],
∂t(nˆ · v) = −(nˆ · ∇)p
ρ0
on ∂Ω(t). (4)
Here nˆ denotes the outward unit normal to the boundary ∂Ω(t) of the cavity
Ω(t), v is the acoustic fluid velocity, and the dot · in nˆ · v denotes a scalar
product of the vectors nˆ and v ∈ R3.
Equation (4) is a consequence of the so-called “no-slip” boundary condi-
tion [36, Ch. 2], which requires that the speed of air at the boundary equals
that of the boundary itself. Replacing nˆ ·v by u˙0/L in (4) is also referred to as
the “impenetrability conditions”; cf. [15] using the acoustic velocity potential
instead of the acoustic pressure and fully neglects both the physical origin
of the boundary’s variation in time and the ensuing mathematical nature
embodied by Eq. (4). Instead, Beale [15] used fictitious oscillators. We now
spell out the details for the situation of Figs. 1 (d)&(e).
The boundary condition in (4) decomposes into the static cylinder wall
and the time-varying end caps of Ω(t), the eardrums that respond to sound.
In cylindrical coordinates [40], ∂rp(t, r, φ, x) = 0 as the wall does not re-
act to the acoustic pressure. Physically, this means that the cavity wall
is idealized as infinitely heavy, a reasonable assumption. Hence, the cav-
ity wall’s speed vanishes, i.e., v ≡ 0, and we obtain the traditional Neu-
mann boundary condition with vanishing normal derivative of p. On the
end caps, however, ∂xp(t, y, z, x = u0(t, y, z) = −ρ0∂tu0(t, y, z) on x =
u0(t, y, z) and ∂xp(t, y, z, x = L + uL(t, y, z) = −ρ0∂tuL(t, y, z) on x =
L + u0(t, y, z). On the parts of the end caps that do not undulate, that is,
for (y, z, x) ∈ D2acyl × {0, L} \ (Γ0 ∪ ΓL), (4) reduces to ∂xp(t, r, φ, x = 0) = 0
and ∂xp(t, r, φ, x = L) = 0 in cylindrical coordinates. Explicitly, the parts of
the end caps in question are defined by the constraints atymp < r < acyl and
φ ∈ (0, β) ∪ (2pi − β, 2pi) in cylindrical polar coordinates.
The membranes u0/L satisfy Dirichlet boundary conditions [40] on the
boundaries of what is taken to be a circular sector Γ0/L for left and right
eardrums at x = 0 and x = L, as shown in Fig. 1 (e): u0/L = 0 on ∂Γ0/L, a
circle of radius atymp.
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2. Geometric perturbations
The subtlety in the treatment of a model such as ICE is that the geome-
try Ω(t) of the acoustic wave equation for the pressure p implicitly depends
on the membranes as part of the boundary ∂Ω(t), while the dynamics of the
membranes as 2-dimensional manifolds contains p as source term; cf. Eqs.
(2), (3), and (4). That is, at t > 0 the boundary ∂Ω(t) ⊇ u0/L(t,Γ0/L) ≡
{(y, 0/L+u0/L(t,y)) ∈ R3|y ∈ Γ0/L} contains the membranes’ hypersurfaces
implicitly in the boundary conditions (4) and explicitly in the Laplacian ∆t.
In turn, the membranes’ hypersurfaces depend on the pressure difference
[pex(t)− p(t)] as indicated in (3). How to approach these two subtleties and
solve the coupled dynamics of p and u0/L? Experimentally, typical mem-
brane vibration amplitudes U . 10 nm are much smaller than the charac-
teristic axial length scale L ' 2 cm of the cavity, i.e., U/L ' 10−6 ≪ 1,
so that a perturbation theory ought to be designed to reduce the acoustic
wave equation on Ω(t) to a reference acoustic wave equation on Ω0. Analo-
gously to Dirac’s perturbation theory originating from quantum theory [10],
the Laplacian ∆t is decomposed into a Laplacian ∆ on the unperturbed do-
main Ω0 and a time-dependent perturbation operator V to account for the
time-dependent deviation of Ω(t) from the stationary reference cylinder Ω0.
We therefore turn to the underlying ideas.
2.1. Time-dependent perturbation theory in the style of Dirac
In the late twenties of last century, Paul Dirac devised a time-dependent
perturbation theory in the context of quantum mechanics [9, 10]. See Reed
and Simon [31, 32, 33] for a lucid description and first mathematical proofs.
Here we describe its main idea from the perspective of Dirac’s classic on
quantum mechanics [10, §§44-46] but along the lines of Duhamel’s principle
[44, §XIV.5], which turns out to be most suitable to the present approach.
We start with the time-dependent Schro¨dinger equation
i~∂tψ = [H0 + V(t)]ψ, (5)
where ∂t = ∂/∂t denotes the partial derivative with respect to time t, ~
is Planck’s constant, and H0 = −(~2/2m)∆ is proportional to the operator
−∆ with proportionality constant ~2/2m while V(t) is a time-dependent
perturbation. We assume the operators H0 and V(t) to be defined on a
single, simply-connected, compact domain Ω0 in R3 for all t ≥ 0 The linear
operator H = H0 + V(t) is what is called a Hamiltonian system in quantum
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mechanics. Here the self-adjoint H0 is known completely in the sense that its
eigenfunctions {Ψ(0)n }n∈N and eigenvalues {λ(0)n }n∈N are supposed to be known
so that a spectral representation [21, §VI.5] is well-defined. In the present
case, we treat a spatial domain that is so bounded that the statement is
evident.
Let us call Vψ ≡ f and use it as a source term in
(i~∂t − H0)ψ = f. (6)
With the semi-group U0(t, τ) = exp [−i~−1(t− τ)H0] from, say, Stone’s the-
orem, the solution can be rewritten in Duhamel representation [44, §XIV.5],
as one verifies by direct differentiation,
ψ(t) = U0(t, 0)ψ(0) +
∫ t
0
dτ U0(t, τ)f(τ) (7)
so that we get an integral representation for our original problem,
ψ(t) = U0(t, 0)ψ(0) +
∫ t
0
dτ U0(t, τ)V(τ)ψ(τ). (8)
In quantum mechanics, one takes a judicious choice for ψ(τ) in the right-hand
side of (8), such as ψ(τ) = ψ(0), and iterates (8). Here we shall do something
similar by taking due advantage of the underlying physics of our time-varying
boundary conditions, which apparently has been overlooked until now.
Three remarks are in order. First, in physics literature it is common usage
to put ψ˜(t) ≡ U0(−t, 0)ψ(t) so as to arrive at the “interaction picture” also
introduced by Dirac [10, §44],
ψ˜(t) = ψ(0) +
∫ t
0
dτ V˜(τ)ψ˜(τ) (9)
where V˜(t) = U0(−t, 0)V(t)U0(t, 0) is unitarily equivalent to V(t). Once
V ≡ 0, ψ˜(t) = ψ(0). Second, except for Dirac nearly all quantum mechanics
books work coordinate-wise through the expansion ψ˜(t) =
∑
n cn(t)Ψ
(0)
n and
solve for cn(t). Here, however, we stick to the Duhamel representation (7).
Third, and important, starting with ψ(0)(t) = ψ(0), one can iterate (9) and
obtain higher-order solutions. In the present context we substitute, so to
speak, t→ i~t and x→ (~/√2m)x as well as V→ −V in (5), and study
∂tψ = [∆ + V(t)]ψ (10)
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We now let ψ become a vector-valued function ψ = (ψ1, ψ2, ..., ψn) with
components ψi, 1 ≤ i ≤ n. Instead of the scalar operators ∆,V, we shift to
quadratic matrices with operators as entries. That is, we analyze an evolution
equation of the form
∂tψ = [∆ + V(t)]ψ. (11)
As a first step, we recast the model equations (2) & (3) into an equation
that has the evolution equation structure as indicated by (11). Our original
problem stems from the wave equation (∂2t −∆t)p = 0 as in (5) & (6) but with
c2 = 1. Through the simple substitution ∂tp = q, we can reduce the second-
order wave equation to a first-order differential equation with the structure
of (11). The boundary condition to the acoustic wave equation generates the
coupling with the damped wave equation for both eardrums, which constitute
a time-varying boundary condition for the original wave equation. That is,
we are going to study a problem of the following shape,
∂2t p = ∆tp⇒ ∂tψ = [∆ + κ(1δΩ∆1δΩ)]ψ = [∆ + V(t)]ψ (12)
where ψ = (p, ∂tp) and V(t) is a matrix of operators taking the role of a
time-dependent perturbation in the style of Dirac [10, §§44-46]. In the above
equation (12), κ = κ(t,x) = ±1 describes the local increase or decrease of
the time-varying domain Ω(t), an open set, with respect to the unperturbed
domain Ω0, and δΩ(t) indicates the symmetric difference δΩ(t) ≡ Ω0 	 Ω(t)
of the sets Ω0 and Ω(t) with indicator function 1δΩ(t). The operator
(1δΩ∆1δΩ) ≡ ∆ |δΩ(t) (13)
is the Laplacian restricted to the fluctuating domain δΩ(t), a (separate unit)
that – despite a slight misuse of language – effectively does what it formally
looks like. In this way, we can take into account the physical variation of the
cavity domain Ω(t) as a consequence of the eardrum or whatever membrane
variations, which are always very small, and the right-hand side of (12) then
leads directly to Duhamel [44, §XIV.5].
As compared to its quantum-mechanical origin, where time evolution is
unitary and the unperturbed action is generated by a unitary semigroup, the
present perturbation theory is based on an unperturbed action generated
by a contraction instead of unitary semigroup, which simplifies the ensuing
arguments substantially.
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2.2. Intermezzo: The need for perturbation theory
Since dynamical problems associated with ICE have been scarcely stud-
ied, it is worthwhile to quickly analyze the appropriate setup in the sim-
plest possible context. To this end, we consider a modification of a problem
discussed by Shearer and Levy [35, §6.2.2], viz., the inhomogeneous time-
dependent boundary-value problem
∂2tw − ∂2xw = f(t, x) with t > 0, x ∈ [0, pi] (14)
where w = w(t, x). The initial conditions are w(0, x) = 0 and ∂tw(0, x) = 0
for 0 < x < pi and the time-dependent boundary conditions are given by
∂xw(t, 0) = b0(t) and ∂xw(t, pi) = bpi(t) for t > 0, with b0 and bpi sufficiently
smooth but nonzero. We note the boundaries at x = 0 and x = pi are still
fixed.
For Neumann boundary conditions ∂xw(t, 0) = ∂xw(t, pi) = 0, we know
−∂2x is a non-negative self-adjoint operator on [0, pi] with (
√
2/pi) cos(nx)
and n positive integer as a complete orthonormal set of eigenfunctions. We
now make the separation ansatz w(t, x) =
∑
n≥0wn(t) (
√
2/pi) cos(nx). Ob-
viously, ∂x cos(nx) = 0 if evaluated at x = 0 and x = pi. So the correct way
to understand the boundary conditions is: limx→0+ ∂xw(t, x) = b0(x) and
limx→pi− ∂xw(t, x) = bpi(x). That is, the boundary is always approached from
the inside of the domain and convergence of the infinite series in the above
ansatz is not uniform but point-wise in the open interval, here associated
with the Gibbs phenomenon [35, §7.5.2].
A decently straight calculation gives, with fn as n-th Fourier component
of f ,
w¨n(t) = −n2wn(t) + 2
pi
[b0(t) + cos(npi)bpi(t)] + fn(t) ≡ −n2wn(t) + Fn(t).
(15)
Using the above convention of always approaching the boundary from the
inside, one easily verifies that Fn can also be written as the n-th component
of f plus two surface δ-functions and, without components n but back at
PDE level,
∂2tw(t, x)− ∂2xw = F (t, x) = f(t, x) + [δ(x)b0(t) + δ(x− pi)bpi(t)] (16)
with ∂xw(t, 0) = 0 = ∂xw(t, pi). By definition, the surface-δ only requires
semi-continuity from the inside. Indeed, this is an acceptable assumption
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given that even the technique of partial Fourier expansion built into Green’s
function and PDE treatments via eigenfunction expansions requires it.
Duhamel reproduces the standard solution to (15) and directly solves (16)
on the operator level, without specifying the component n. Even the more
so, in ICE the end points are boundary points and functions of time. To get
explicit solutions, we need a systematic perturbation theory, which we now
turn to.
2.3. Perturbative approach to acoustic geometries
The wave equation
∂2p
∂t2
− c2∆tp = 0 (17)
with the boundary conditions (4), i.e.,
(nˆ · ∇)p = −ρ0∂t(nˆ · v) on ∂Ω(t), (18)
shall be solved by a Dirac-inspired perturbation theory, as in (10). In order to
reduce the partial differential equation from the domain Ω(t) to the domain
Ω0, we define the perturbation operator V by
∆t = 1Ω(t)∆1Ω(t) = 1Ω0∆1Ω0 + κ1δΩ∆1δΩ
= ∆ + κ (1δΩ∆1δΩ) ≡ ∆ + V(t) (19)
where V(t) is specified through (12), (13), and (19), and for the sake of
completeness 1X denotes the indicator function of a Borel set X ⊂ R3,
1X =
{
1 for x ∈ X
0 for x ∈ X{ (20)
where X{ is the complement of X as subset of whatever. Furthermore, κ
takes the value +1 if x ∈ Ω(t) and x 6∈ Ω0, and the value −1 if x ∈ Ω0 and
x 6∈ Ω(t). This accounts for the observation that the deformation of Ω0 by
membrane vibrations can either increase or decrease the volume of Ω(t), and
the ± of κ tells us so. The fluctuation term V(t) = κ (1δΩ∆1δΩ) has a spatial
extent that is small (viz., nm) as compared to the size of the cavity (viz.,
cm). Nevertheless it facilitates hearing and sound localization.
The Laplacian ∆t in (19) is to be defined as operator on a suitable domain
of continuous and sufficiently oft differentiable functions [44] in the Hilbert
14
space L2(Ωmax). Here Ωmax is a stationary, regular, compact region in R3
such that the subregion Ωt with t ≥ 0 and undulating boundary ∂Ωt satisfies
Ωt ⊂ Ωmax for all t ≥ 0. The existence of Ωmax is guaranteed by the dissipative
nature of the underlying dynamics; more in particular, by α > 0 in (3).
Although Dom(∆t) requires functions to be defined only for arguments x ∈
Ωt, we demand them to be restrictions of functions defined on Ωmax that
live in a suitable subspace V ⊆ H1(Ωmax). The boundary ∂Ωt being a two-
dimensional manifold in R3 and, hence, having Lebesgue measure zero in
Ωmax, the discontinuities just mentioned do not count in L
2(Ωmax). The
“unperturbed” operator ∆ = ∆t=0 with Neumann boundary conditions on
∂Ω0 is (essentially) self-adjoint [44].
As explained above in section 2.1, we choose the ansatz p(t,x) = p(0)(t,x)+
p(1)(t,x) with p(0) as the solution to the zeroth-order equation and p(1) as the
solution to the first-order equation. As boundary condition of the zeroth-
order problem we put
(nˆ · ∇)p(0) = 0 on ∂Ω0, (21)
which is Neumann. For the first-order problem, we then get
(nˆ · ∇)p(1) = −ρ0∂t(nˆ · v) on ∂Ω(t). (22)
The initial conditions to the zeroth and first-order problem are obtained on
physical grounds. For instance, lizards perceive sound as the superposition
of the external stimulus pext and the internal pressure p operating on their
eardrums. Lizards and other terrestrial vertebrates need to azimuthally lo-
calize a sound source in their environment through neuronally determining
the resulting internal time difference (iTD). The difference between the inci-
dent pressure signal pex, which in turn generates a response pressure p in the
eardrum cavity as the resultant of the interaction between both eardrums,
causes the vibrations of the membranes u0/L of either ear and gives rise to
the iTD, which in general differs from the external time difference ITD.
The no-slip boundary condition [36, chapter 2] of the zeroth-order prob-
lem is independent of any membrane vibration and such that p(0)(t = 0) =
0 = ∂tp
(0)(t = 0). Analogously to the quantum-mechanical Dirac perturba-
tion theory, we regard the first-order contribution p(1) to the cavity pressure
as a response to the perturbation such that p(1)(t = 0) = 0 = ∂tp
(1)(t = 0).
Thus, in view of (19), the perturbation ansatz for the acoustic wave equation
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in (2) results in
O(1) : ∂
2p(0)
∂t2
− c2∆p(0) = 0, (23)
O(U/L) : ∂
2p(1)
∂t2
− c2∆p(1) = c2Vp(0). (24)
Since both initial and boundary conditions for the zeroth-order equation
vanish, p(0)(t,x) = 0, i.e., p(t,x) = p(1)(t,x). As a difference of Laplacians,
V = κ(1δΩ∆1δΩ) is a linear operator (on p) such that 0 ∈ Ker[V]. Since
p(0)(t,x) = 0, it follows V[p(0)] = 0. Thus, the first-order problem simplifies
to
O(U/L) : ∂
2p(1)
∂t2
− c2∆p(1) = 0. (25)
We note that instead of ∆t the Laplacian ∆ on the stationary domain occurs
in the above equation (25). It is good to realize that appearances are deceiv-
ing in that p(1) ≡ 0 is a solution to (25) but does not satisfy the boundary
condition (22), a problem to which we return in (31).
As detailed in Section 2.1, we solve the eigenvalue problem for the zeroth-
order operator ∆ on Ω0 subject to the homogeneous, Neumann, boundary
conditions and obtain the eigenfunctions Ψn and eigenvalues λn ≥ 0. Since
Ω0 is a compact simply-connected domain, the Laplacian has a discrete set
of eigenfunctions and eigenvalues [44]. They follow from
∆Ψn = −λnΨn on Ω0 , (nˆ · ∇)Ψn = 0 on ∂Ω0. (26)
Up to a normalization constant N−1n , the solution to the eigenvalue equation
is, after separation of variables in cylindrical coordinates, given by
Ψn(x) = N−1n Jn2
(
µn1,n2r
acyl
)
ein2φ cos
(npix
L
)
, (27)
λn =
µ2n1,n2
a2cyl
+
n2pi2
L2
(28)
where µn1,n2 denotes the n1-st non-negative extremum of the Bessel function
Jn2 with µn1,n2 ∈ {x|J ′n2(x) = 0}. This concludes the preparation of tackling
the perturbed problem.
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In order to solve the wave equation with inhomogeneous boundary con-
ditions, we use an as yet not quite standard technique of translating inho-
mogeneous boundary conditions into homogeneous boundary conditions with
a corresponding source term; see [27, 28] for an experimental study of this
topic. As in Vossen et al. [42], we extend the eigenfunctions Ψn due to their
smoothness – and to Neumann with error O((U/L)2) – from Ω0 to Ω0 ∪Ω(t)
so that
O(U/L) : ∂
2p(1)
∂t2
− c2∆p(1) = −ρ0c2∂tvnδ(y ∈ ∂Ω(t)) . (29)
vn denotes the normal component of the acoustic velocity v of air at the
boundary ∂Ω(t) and δ(y ∈ ∂Ω(t)) is, as before, a surface-Dirac-delta distri-
bution. We define δ(y ∈ Γ(t)) ≡ −ny∇1Ω(t)\(∂Ω(t)\Γ(t))(y) for the subdomain
Γ(t) ⊂ Ω(t); cf. Lange [24] for a definition in terms of the indicator function
for the entire boundary.
The usage of Dirac distributions as source functions, as preferred in the
mathematical physics literature, is an equivalent way of writing the usual
boundary terms in a weak formulation [12, 35] of the problem posed in a
space of distributions. On the other hand, the above procedure is more
direct and even supported by textbook presentations [35, § 6.2.2] that, as
one can easily verify (see also below), present an algorithm equivalent to
(29).
Practically, the surface-Dirac-delta distribution (not meant to be a dis-
tribution in the sense of Schwartz [34]) is a measure concentrated on a two-
dimensional manifold, the tympanic membrane, with the following property,∫
Ω(t)
d3x f(x)δ(x ∈ Γ(t)) =
∫
Γ(t)⊆∂Ω(t)
d2y f(y) (30)
where we denote points on the boundaries ∂Ω(t) by y ∈ ∂Ω(t) and points in
the t-dependent volume Ω(t) by x ∈ Ω(t). The source term in (29) can be
expressed in terms of the membrane accelerations ∂2t u0 for the left and ∂
2
t uL
for the right membrane. The no-slip condition [36, chapter 2] tells us that we
have vn(t, u0/L(t,y)) ' ∂tu0/L(t,y) for weakly curved tympanic membranes
(here nm amplitudes for a cm-large eardrum), where we can neglect curvature
effects of the membranes.
In the ICE model, the membrane amplitudes u0 &uL, or for short u0/L,
are the only mobile elements of the boundary ∂Ω(t) such that (29) reads in
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terms of the membrane accelerations ∂2t u0 and ∂
2
t uL in the source term
∂2p(1)
∂t2
− c2∆p(1) = ρ0c2 [(∂2t u0)δ(x ∈ u0(t,Γ0)) + (∂2t uL)δ(x ∈ uL(t,ΓL)]
(31)
where we have ignored additional contributions to the normal velocity vn =
nˆv of order ∼ U/L, which stem from the tympanic membranes’ curvature, in
order to stay in first-order perturbation theory. Abbreviating the right-hand
side of (31) by q = q(t,x), the equation takes the form
∂2p(1)
∂t2
− c2∆p(1) = q, (32)
As in subsection 2.1, the Duhamel principle [44, §XIV.5] (see also [45, §§5.9-
5.11]) can now be applied by noting that the above equation is equivalent to
the first-order differential equation system,
∂
∂t
(
p(1)
∂tp
(1)
)
=
(
0 1
c2∆ 0
)(
p(1)
∂tp
(1)
)
+
(
0
q
)
. (33)
On the basis of semigroup theory – cf. Reed and Simon [32, chapter 10] and
Yosida [44, Chapter XIV] – we use exponentiation and the initial conditions
p(1)(t = 0) = 0 = ∂tp
(1)(t = 0) to solve the linear system (33) of first-order
differential equations and substitute back the definition of the source term
q so as to obtain an explicit expression in terms of operator-sine functions;
cf. [39, 38] or Zeidler’s textbook presentation [45, §§5.9-5.11]. We define the
operator Green’s function
G∆(t− τ) ≡
√
−c2∆−1 sin
(
(t− τ)
√
−c2∆
)
(34)
and the corresponding spectral Green’s functions by means of projection
Gn(t− τ) ≡ 〈Ψn|G∆(t− τ)|Ψn〉Ω(t=0) (35)
where the {Ψn|n ∈ N30} denote the eigenfunctions from (26). We notice
that G∆ =
∑
n |Ψn〉Gn(t − τ)〈Ψn| by a resolution of the identity thanks
to completeness of the eigenfunction set {Ψn|n ∈ N30}. The solution of the
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first-order differential equation system (29) is then given by
p(1)(t,x) =
∫ t
0
dτ G∆(t− τ)q(τ,x) (36)
= ρ0c
2
∑
i∈{0,L}
∑
n
Ψn(x)
∫ t
0
dτ Gn(t− τ)
∫
ui(τ,Γi)
dSi(τ) Ψ¯n(x)∂
2
t uiδ(x ∈ ui(τ,Γi)).
(37)
The surface elements dSi, i ∈ {0, L} are time-dependent for time-varying
hypersurfacse graphΓiui ≡ {(x,y) : x = ui(t,y),y ∈ Γi}. Explicitly, a
surface element dSi is given for i ∈ {0, L} by
dSi(t) = dSi
√
1 + (∇ui)2 ' dSi, (38)
where dSi denotes the surface element of Γi and we can neglect higher-order
membrane curvature contributions due to the smallness of the vibration am-
plitudes: U ' 10 nm vs L ' acyl ' atymp ' 1 cm so that U/L ' 10−6. The
surface integral then simplifies to an integral over the boundary ∂Ω0 ⊃ Γ0,ΓL
of the stationary domain Ω0,
p(1)(t,x) = −ρ0c2
∑
i∈{0,L}
∑
n
Ψn(x)
∫ t
0
dτ Gn(t− τ)
∫
Γi
dSi Ψ¯n(x)∂
2
t ui1Γi .
(39)
Setting p = p(1) in first-order perturbation theory, we can formulate the
problem for the cavity pressure p as
∂2p
∂t2
− c2∆p = ρ0c2 [∂2t u0δ(y ∈ Γ0) + ∂2t uLδ(y ∈ ΓL)], (40)
which is geometrically situated solely in the stationary domain Ω0 instead
of the time-varying Ω(t). We note that the dynamics is now “stored” solely
in the membrane displacements u0 and uL and no longer implicitly in the
geometry.
To make contact with the coupled ICE equations, we apply the perturba-
tion ansatz p = p(0) + p(1) to the membrane equations [for u0/L, see Eq. 31],
∂2u0/L
∂t2
+ 2α
∂u0/L
∂t
− c2m∆2u0/L =
pex − p
ρmd
∣∣∣∣
u0/L(t,Γ0/L)
, (41)
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which are inhomogeneous second-order hyperbolic differential equations in
two spatial variables. We now observe that, in first order in acoustically
small quantities, the source term in the differential equations for u0/L is to
be evaluated at x = 0/L, where we neglect contributions of quadratic order
in acoustic quantities.
Furthermore, in lowest non-trivial order of perturbation theory, p = p(0) =
0, i.e., only the external pressure signal pex drives the membranes. This is
in agreement with the biophysical reasoning that, say, a lizard shall locate
predator or prey by membrane vibration due to an external sound source
emitting the pressure signal pex. Using the above two observations, the
lowest-order contribution to the membrane equations consistent with the
previously introduced perturbation theory is given by
∂2u
(0)
0/L
∂t2
+ 2α
∂u
(0)
0/L
∂t
− c2m∆2u(0)0/L =
pex
ρmd
∣∣∣∣
x=0/L
on Γ0/L ⊂ ∂Ω0. (42)
Together with the wave equation for the cavity pressure p, this has the effect
of decoupling the ICE equations in lowest-order perturbation theory. These
equations serve as a starting point for the investigation of the validity of the
piston approximation [18, 40, 41] in subsection 4.1.
2.4. Intermediate summary
What has been achieved until now and what is its use? First and foremost,
a perturbative treatment of vibrational acoustics boundary value problems
has been established. Because of the vibrations of structural elements in the
boundary of an acoustic enclosure, i.e., membranes in this article, the domain
Ω(t) of the Laplacian ∆t is no longer stationary but changes in time. Typi-
cally, the vibration amplitudes U of the structural elements, viz., membranes,
are very small compared to a characteristic length scale of the acoustic en-
closure. That is, 10 nm vs. 1 cm. For a cylinder with membranes (of the
eardrums) as end-caps, it makes physically sense to choose its length L as a
geometric length scale and to compare it with the vibration amplitudes U of
the membranes.
Since the deviations of the domain Ω = Ω(t) from the stationary Ω0,
where the acoustic wave equation can be solved analytically, are very small,
a Dirac-type [9, 10] perturbation theory argument demonstrates that we can
in first-order perturbation theory reduce the boundary-value problem on the
time-varying domain Ω(t) to a boundary-value problem on the stationary Ω0.
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In this way we exploit the underlying physics to mathematically formulate a
time-dependent perturbation problem that can be solved iteratively.
In first-order perturbation theory we have p = p(0) + p(1), where p(0) has
been argued to be 0. For small-vibration amplitudes, the membranes are
almost flat and corrections are of third order in derivatives of the membrane
displacement, viz. (∂u)3, so that the acoustic pressure can be expressed as
the solution to the acoustic wave equation on a stationary domain Ω0 with
Neumann boundary conditions, identifying the normal fluid velocity with the
membrane displacements, n · v = ∂tu0δ(y ∈ Γ0) + ∂tuLδ(y ∈ ΓL).
An aesthetic improvement can be accomplished by switching from the
inhomogeneous boundary conditions to a source term using Duhamel’s prin-
ciple [44, §XIV.5]. Together with the pressure-difference driven membranes,
the ICE model can be formulated in terms of three wave equations with ho-
mogeneous initial and boundary conditions for the acoustic pressure p and
the membrane displacements u0/L. That is, equations (40) and (41). Ap-
plying the technique of Picard iterations and setting p(0) = 0 in agreement
with the perturbative argument before, the three partial differential equa-
tions decouple. The membranes are driven by the external pressure only and
modulated by the internal dynamics of, in our case, the interaural cavity;
cf. Fig. 1. The first non-vanishing contribution to the acoustic pressure p(1)
then can be obtained from solving the inhomogeneous acoustic wave equa-
tion with source terms given by the 0-th order membrane displacements, i.e.,
membranes driven by the external pressure only.
One of the major advantages of the present approach is that we can iterate
the Duhamel expression systematically and obtain higher-order corrections
straightforwardly, as will be demonstrated in the next Section 3.
3. Applications of geometric perturbation theory
We now apply the formalism of acoustic boundary-condition dynamics
(ABCD) developed in Section 2 so as to solve the ICE equations (2) & (3).
As a consequence of the solution, we can for the first time derive the piston
approximation [40, 41], which has been studied from a geometric viewpoint
in full mathematical detail by Heider and van Hemmen [18] by means of
a generalized cut-off criterion for non-axial cavity modes. The evanescent
mode cut-off criterion referred to as modal cut-off criterion in the following
is generalized and reproduced by an exact series expansion in terms of the
so-called spinning parameter s(n). The modal cut-off criterion opens up a
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way to study the qualitative accuracy of the piston approximation [40, 41]
numerically.
As a second application, we investigate the time scale needed for the re-
laxation of the system in Fig. 1 to the quasi-stationary state, i.e., when exclu-
sively the external pressure pex governs the dynamics of the internal pressure
p and the membrane displacements u0/L. In particular we demonstrate that
the quasi-stationary state is sufficient for the description of the system as
depicted in Fig. 1 (e) in first-order perturbation theory since other contribu-
tions will become at least second-order effects in a time scale T < Tneuro where
Tneuro ' 100 ms forms the threshold for neuronal information processing and
action in animals that use ICE [40, 41, 42]; say, lizards.
3.1. Introduction to ABCD context
The ICE model [40, 41, 42] describes directional hearing in frogs, lizards,
crocodilians, and birds by idealizing the eardrums as two sectorial (sec-
tors Γ0, ΓL with total opening angle 2β and radii atymp), damped (linear
damping coefficient α), elastic membranes with displacement field u0, uL; cf.
Fig. 1 (e). The membranes respond linearly to the difference in pressures re-
ceived at both sides of the membranes, Ψ = p−pex, which induce the acoustic
boundary-condition dynamics, ABCD. The pressure p denotes the acoustic
pressure in the cylindrical interaural cavity Ω = Ω(t). Both are instrumental
in coupling the membranes (radii atymp < acyl, interaural distance L), with
pex as external acoustic signal stimulus. Realistic, overall, geometries are de-
picted in Fig. 1 (a)–(d), whereas Fig. 1 (e) is their mathematical abstraction.
Details on the biological experiments conducted in lizards that served as a
basis for the ICE model can be found elsewhere [4, 5, 6, 26, 25, 46].
In Section 2.3 we have seen that the acoustic wave equation in a cylinder
with time-dependent end-caps contained in {Ω(t)} can be written in first-
order perturbation theory as the deviation from the acoustic wave equation
on the stationary cylinder Ω0 with homogeneous boundary conditions. The
boundary conditions of the perturbed problem originate as perturbations
from the time-varying end-caps u0,L(t,Γ0/L) around the stationary end-caps
{0/L} × Γ0/L.
The analysis of Section 1.1 has resulted in a formulation of the ICE equa-
tions (2) & (3) in terms of first-order perturbation theory, viz., equations
(40) and (41). With the definition of pressure difference Ψ = p − pex driv-
ing the membranes, the equations are given by linear second-order partial
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differential equations on exclusively stationary domains,
∂2p
∂t2
− c2∆p = ρ0c2∂
2u0
∂t2
δ(x ∈ {0} × Γ0) + ρ0c2∂
2uL
∂t2
δ(x ∈ {L} × ΓL),(
∂2u0
∂t2
+ 2α
∂u0
∂t
)
− c2m∆2u0 =
1
ρmd
Ψ(x = 0),(
∂2uL
∂t2
+ 2α
∂uL
∂t
)
− c2m∆2uL =
1
ρmd
Ψ(x = L).
(43)
As before, ∆ is a three-dimensional Laplacian and ∆2 refers to the two-
dimensional eardrums. We first focus on the underlying physics, then turn to
the mathematics proper, and explain the meaning of the different variables
below. The pressure p depends on x = (x, y, z) ∈ Ω0 while u0 and uL
are eardrum deflections in the x-direction at x = 0 and x = L depending
only on y = (y, z), as do Ψ(x = 0) and Ψ(x = L). Vedurmudi et al.
[40] have introduced the so-called piston approximation to approximate the
above system (43) of partial differential equations. The idea is this. Since air
on a small scale is “fairly” incompressible, we replace the time- and space-
dependent deviation of the end-caps by their spatial average, viz., (t, x) 7→∫
Γ0/L
dy dz u0/L(t, y, z, x), which effectively results in an air-shifting piston
of the same surface, whose position depends on time only. By focusing on
the plane-wave mode, the effect of the membranes is one of a system of two
piston membranes operating on the cavity Ω. In this section, the decoupling
of the equations in first-order perturbation theory is investigated from the
point of view of our time-dependent perturbation theory based on Duhamel’s
principle [44, §XIV.5].
Below we will also introduce the so-called spinning parameter as a quan-
tity to measure how strongly a certain acoustic mode n = (n1, n2, n3) of the
cavity propagates as compared to the associated plane wave mode (0, 0, n3).
The spinning parameter will allow us to derive the piston approximation
starting from a generalization of the evanescent modal cutoff criterion from
duct acoustics [13], the so-called spinning-mode expansion. Finally, the per-
turbative scheme to be developed allows an investigation of the relaxation
dynamics of the system into the quasi-stationary state, i.e., when the damp-
ing of the membrane amplitudes u0, uL has reduced them to a level that is
negligible in first-order of the coupling strength
g = ρ0/ρm ' 10−3 , (44)
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the ratio between the density ρ0 of air and that of the tympanic membrane,
viz., ρm. As a starting point of our analysis we take (43), i.e., the ICE
equations on stationary domains,
∂2p
∂t2
− c2∆p = ρ0c2∂
2u0
∂t2
δ(x ∈ {0} × Γ0) + ρ0c2∂
2uL
∂t2
δ(x ∈ {L} × ΓL),(
∂2u0
∂t2
+ 2α
∂u0
∂t
)
− c2m∆2u0 =
1
ρmd
Ψ(x = 0),(
∂2uL
∂t2
+ 2α
∂uL
∂t
)
− c2m∆2uL =
1
ρmd
Ψ(x = L).
(45)
The speed of sound in air is denoted by c while cm is the wave-propagation
velocity of flexural waves in the tympanic membranes. Furthermore, ∆ rep-
resents the three-dimensional Laplacian in cylindrical coordinates [30] on Ω,
∆2 the two-dimensional Laplacian in polar coordinates [30] on Γ0/ΓL in the
equations of motion for u0/uL. Finally, ρ0 and ρm denote the mass density
of air and tympanic membranes; see [40] for numerical values. Ψ denotes the
driving pressure difference for the eardrum,
Ψ(y, x, t) = [p(y, x, t)− pex(t, x)] δ(y ∈ Γ0) + [p(y, x, t)− pex(t, x)] δ(y ∈ ΓL)
(46)
where δ(y ∈ Γ0,L) denotes the surface-Dirac-delta distribution [24] for the
stationary end-caps {0/L} × Γ0/L.
On the basis of the geometry of the problem [40, 41, 42], we take the
external sound stimulus (see [4, 5, 6, 46] for experimental realizations) as a
plane wave propagating in x-direction,
pex(x) =

p0e
iωteikL/2 : x = 0
p0e
iωte−ikL/2 : x = L
0 elsewhere
(47)
Experimental methods for adjusting the angular frequency ω and the wave-
vector’s x-component k have been discussed in the literature [4, 5, 6, 46].
Mathematically, the initial/boundary-value problem becoming well-defined
is achieved by suitably settling initial and boundary conditions [19, 45]. The
tympana are clamped at the boundaries of the sectors Γ0,ΓL, [40, 41, 42];
cf. Fig. 1 (e). This corresponds to homogeneous Di richlet boundary con-
ditions u0(t,y) = 0 on ∂Γ0 and uL(t,y) = 0 on ∂ΓL associated with the
two-dimensional Laplacian ∆2 in the membrane equations on Γ0 and ΓL.
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Acoustic linearization of Euler’s equation [13, 36, 43] results in Neumann
boundary conditions for the three-dimensional Laplacian ∆ in the acoustic
wave equation on the cylinder Ω(t). In Section 2.3, while deriving equation
(29), we have shown that we can translate the coupling of the acoustic wave
equation and the membrane equations to a source term when we special-
ize homogeneous boundary conditions in the inhomogeneous wave equation.
That is, we set ∂nˆp = 0 auf ∂Ω at the cost of including a source term. The
associated eigenvalue problem ∆|n〉 = λn|n〉 admits a solution by means of
separation of variables [30],
|n〉 = Λ−1n Jn2
(
µn1,n2r
acyl
)
ein2φ cos
(n3pi
L
x
)
, λn = −
[
µn1,n2
a2cyl
+
(n3pi
L
)2]
.
(48)
Application of separation of variables to the eigenvalue problem for ∆2 on
Γ0 and ΓL for ∆2|k〉 = γk|k〉, results in [30]
|k〉 = Λ−1k Jq
(
νk1,k2
atymp
r
)
sin
(
k2piφ
2pi − 2β
)
, γk = −
ν2k1,k2
a2tymp
, q ≡ k2pi
2(pi − β) .
(49)
In (48) and (49) we have used Dirac’s bra-ket notation [10, §6], where n =
(n1, n2, n3) ∈ N3 and k = (k1, k2) ∈ K2 symbolizes the eigenfunctions with
discrete label n, Jq(x) is a Bessel function of first kind of order q, µn1,n2
is the position of the n1-th extremum of Jn2 , and νk1,k2 is the k1-th zero
of Jq with q = q(k2) = k2pi(2pi − 2β)−1. Furthermore, Λ−1k and Λ−1n are
normalization constants [30]. Since q ∝ pik2 with rational proportionality
constant (2pi − 2β)−1 [40], the sets of eigenfunctions {|n〉},n ∈ N3 as well
as {|k〉},k ∈ K2 are complete and orthonormal function systems on L2(Ω),
L2(Γ0), and L2(ΓL), respectively [30, 45].
For modeling external sound sources, the membrane system (45) must
be driven exclusively by pex and p. This is a physical interpretation of the
mathematical choice of the 0-th iterate as proposed before. Correspondingly,
the initial conditions read
p(0) := p(t = 0) = 0 , ∂tp(t = 0) = 0,
u(0) := u0(t = 0) = 0 , ∂tu0(t = 0) = 0,
u
(0)
L := uL(t = 0) = 0 , ∂tuL(t = 0) = 0.
(50)
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3.2. Applying Duhamel’s principle to ICE
The three partial differential equations with partial derivatives up to sec-
ond order in (45) can be transformed into three two-component partial differ-
ential equations of first order in the time derivative by introducing the auxil-
iary fields q = ∂tp, v0 = ∂tu0, and vL = ∂tuL. Defining u(y, t) = e
−αtw(t,y, t)
reduces the damped membrane equation for u0 and uL to massive Klein-
Gordon equations [17] for w0, wL, ∂tw0, and ∂twL. Duhamel’s principle [44,
§XIV.5] allows expressing the solutions to (45) as a convolution integral of
an integration kernel depending on the Laplacians ∆, ∆2, and the source
terms, respectively. Carrying out the procedure [45] and subsequently recon-
verting to the physical fields p, u0 and uL gives to us together with the initial
conditions (50), we get the solution
p(t,x) = ρ0c
2
∫ t
0
dτ sin(t− τ |∆)
[
∂2u0
∂τ 2
(τ,x))1Γ0 +
∂2uL
∂τ 2
(τ,x)1ΓL
]
,
u0(t,y) =
1
ρmd
∫ t
0
dτ e−α(t−τ)sin(t− τ |∆2, α) [p(y, 0, τ)− pex(τ, 0)] ,
uL(t,y) =
1
ρmd
∫ t
0
dτ e−α(t−τ)sin(t− τ |∆2, α) [p(y, L, τ)− pex(τ, L)]
(51)
where
sin(t|∆) = sin
(
t
√−c2∆)√−c2∆ , sin(t|∆2, α) = sin
(
t
√−(c2m∆2 + α2))√−(c2m∆2 + α2) . (52)
Here −∆ and −∆2 are essentially self-adjoint, even positive, operators on
suitable domains [44] in the Hilbert spaces L2N(Ω) for ∆ and L
2
D(Γ0/L) for ∆2
on the eardrums in equilibrium, Γ0 and ΓL. The indices “N” and “D” refer
to Neumann and Dirichlet boundary conditions, respectively, assigned to ∆
and ∆2 on Ω ⊂ R3 and ∂Γ0/L for the eardrums, respectively.
The standard tool to solve wave equations in ducts is Green’s functions
technology in conjunction with an eigenfunction expansion [19, 43]. Since the
solution to the partial differential equation system is unique, the equivalence
between the two approaches can be demonstrated as follows. We define the
pressure amplitudes Pn(t) and membranes amplitudes U0/L,k(t) and, using
the spectral decomposition [21, 45], we find
p(t,x) =
∑
n∈N3
Pn(t)|n〉 , u0/L(t,y) =
∑
k∈K2
U0/L,n(t)|k〉 . (53)
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Taking advantage of (44), we use the parameter g = ρ0/ρm ≈ 10−3 as the
coupling strength g in the above Duhamel representations of p, u0, and uL.
Our parameter g is independent of length scales of the membranes in contrast
to elsewhere; see, e.g., Kriegsmann, Norris, and Rice [22, 23]. We use the
coupling strength g to eliminate one of the mass densities ρ0 and ρm in the
above Duhamel expansion, and perform an iteration in g.
Again by the spectral theorem [21, 45], the operator sine functions [29,
39] can be expressed [11] in terms of the Green’s functions Gn and Hk for
the harmonic oscillator and damped harmonic oscillator, respectively. Using
the eigenfunctions and eigenvectors in (48) and (49) as well as the operator
functions sin(t|∆) and sin(t|∆2, α) defined in (52), we obtain
Gn(t− τ) = Θ(t− τ)〈n|sin(t− τ |∆)|n〉,
Hk(t− τ) = Θ(t− τ)〈k|e−α(t−τ)sin(t− τ |∆2, α)|k〉.
(54)
The solution (51) becomes a solution for the pressure and membrane am-
plitudes. Furthermore, noting the identity g ρ−10 = ρ
−1
m in (51), we obtain
expressions for the pressure and membrane amplitudes
Pn(t) = ρ0c2
∫ ∞
0
dτGn(t− τ)∂2τ 〈n|u0(τ,x))〉Γ0
+ ρ0c
2
∫ ∞
0
dτGn(t− τ)∂2τ 〈n|uL(τ,x)〉ΓL ,
U0,k(t) = g
ρ0d
∫ ∞
0
dτHk(t− τ) 〈k| [p(r, φ, 0, τ)− pex(τ, 0)]〉Γ0 ,
UL,k(t) = g
ρ0d
∫ ∞
0
dτHk(t− τ) 〈k| [p(r, φ, L, τ)− pex(τ, L)]〉ΓL .
(55)
Comparing with standard solutions such as those of Jackson [19], we see
that the solutions (55) are precisely those for inhomogeneous wave equations
that are obtained by means of Green’s functions. In particular, each of
Pn(t) and U0/L,k(t) satisfies, irrespectively of the other amplitudes, ordinary
differential equations describing harmonic or damped harmonic oscillators
[17, 19]. We now apply the Picard-Lindelo¨f iteration [45] to (55) using the
initial conditions (50) as zeroth iterate. Working in first order in the coupling
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strength g, the iteration scheme becomes
P(l+1)n (t) = ρ0c2
∫ ∞
0
dτGn(t− τ)∂2τ
〈
n|u(l)0 (τ,x))
〉
Γ0
+
ρ0c
2
∫ ∞
0
dτGn(t− τ)∂2τ
〈
n|u(l)L (τ,x)
〉
ΓL
,
U (l+1)0,k (t) =
g
ρ0d
∫ ∞
0
dτHk(t− τ)
〈
k| [p(l)(r, φ, 0, τ)− pex(τ, 0)]〉Γ0 ,
U (l+1)L,k (t) =
g
ρ0d
∫ ∞
0
dτHk(t− τ)
〈
k| [p(l)(r, φ, L, τ)− pex(τ, L)]〉ΓL .
(56)
These are the iteration equations to solve the first-order perturbation equa-
tions (40) and (41) derived in subsection 2.3.
4. Acoustic applications: Piston approximation of the dynamics
We now turn to derivation of the piston approximation, which is both a
mathematically convenient and a physically appealing way of obtaining ex-
plicit solutions. Moreover, we are going to derive a first-oder approximation
of the dynamical evolution of the ICE system for all times t ≥ 0. In so doing
we will also see how to proceed in similar situations as they occur, e.g., in
acoustics, too often. Finally, we analyze the (in practice fast) approach to
the so-called quasi-stationary state as a consequence of damping (α > 0)
4.1. Application 1: Derivation of the piston approximation
The first application of the formalism presented in the previous section
is the derivation of the piston approximation introduced by Vedurmudi et
al. [40], which is practical in the sense that it produces analytically exact
solutions that can be used to match with the experimental findings on direc-
tional hearing in e.g. lizards [40]. The external signal is taken to be a pure
tone with angular frequency ω, which is switched on at time t = 0. In view
of the linearity of the system, a pure tone is not a restriction of generality.
The asymptotic state, which varies harmonically with angular frequency ω,
is called quasi-stationary. We need the perturbative solution to the three-
dimensional initial-boundary value problem (45) as it approaches the quasi-
stationary state for t  α−1. In first order in g, the iterative scheme (56)
with zeroth iterates p(0), u
(0)
0 and u
(0)
L as in (50) gives the dynamical evolution
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for the membrane equations,
u0/L(t,y) = − g
ρ0d
eiωt
∑
k∈K2
|k〉〈k|p0e(±)0/LikL/2〉Γ0/L
−ω2 − c2mγk + 2iαω
(57)
where u0/L stands for either u0 or uL. We can directly get the above result
by substituting p(0) = 0 into the last two equations of (56), which yields
the amplitudes U0/L,k(t) in the decomposition (53), in terms of tractable
integrals. The integrals depend on t and can be readily evaluated by insertion
of the external pressure pex as specified in (47). The expression (57) coincides
with the one found before [40]. Furthermore, equation (56) yields for the
acoustic pressure p = p(t,x) the solution
p = g
(ωc)2
d
∑
n∈N3
∑
k∈K2
[(
〈n|U0,kk〉Γ0 + 〈n|UL,kk〉ΓL
) (eiωt −Rn(t)) |n〉
ω2 + c2λn
]
.
(58)
Abusing notation, the time-dependent dynamics of the membrane amplitudes
has been singled out as U0/L(t) ≡ U0/L exp(iωt). The resonance function
Rn(t) = (c
√
−λn)−1
[
iω sin
(
c
√
−λn(t)
)
+ c
√
−λn cos
(
c
√
−λn(t)
)]
guarantees the existence of proper limits as ω → √−c2λn in (58). That is,
−∞ < lim
ω→√−λn
p(t) <∞.
The solution for the cavity pressure p in (58) is the fully time-dependent
three-dimensional solution to the acoustic wave equation presented (but not
solved) by Vedurmudi et al. [40] in the asymptotic quasi-stationary state
including contributions from the resonance function Rn(t).
In passing we note that we could have replaced the external signal of
the form exp(iωt) by any function φ(t). In the latter case we could proceed
exactly as before but we would not have obtained a solution that is explicit
as the present one.
Spinning parameter. As a next step, we define the spinning parameter s(n) as
the quotient of the frequency-domain propagator of a mode n = (n1, n2, n3)
and the one of a purely axial mode with the same axial mode number n3,
s(n) ≡ −ω
2 − c2λ(0,0,n3)
−ω2 − c2λ(n1,n2,n3)
, (59)
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Expressing the solution (58) in terms of (59), we find
p = −ω
2gc2
d
∑
n∈N3,k∈K2
s(n)
[(
〈n|U0,kk〉Γ0 + 〈n|UL,kk〉ΓL
) (eiωt −Rn(t)) |n〉
−ω2 − c2λn
]
(60)
The angular frequency ω of the external pressure signal pex is fixed. The
spinning parameter s(n) is a monotonously decreasing function of µn1,n2 ,
depending on the modal number n = (n1, n2, n3) through the µn1,n2 . Specif-
ically, one has s(0, 0, n3) = 1 while |s(n1 6= 0, n2 6= 0, n3)| < 1. The
mode cut-off criterion as used in duct acoustics [13] is obtained from the
requirement that the spinning parameter vanishes for all non-axial modes,
s(n1,n2,0)
!
= 0 ⇔ ω2  c2µ2n1,n2a−2cyl. In this way, only purely axial modes, i.e.,
n = (0, 0, n3) modes, can propagate in the cavity Ω, if L acyl [13, 43].
The piston approximation [40] violates the necessary requirement L 
acyl for application of the mode cut-off criterion. Expanding (60) in s(n) < 1,
however, and taking the leading-order contribution in this spinning-mode
expansion of (60), we nevertheless see that the piston approximation [40] can
again be reproduced,
p ' −ω
2gc2
d
∞∑
n=0
∑
k∈K2
[(
〈n|U0,kk〉Γ0 + 〈n|UL,kk〉ΓL
) (eiωt −Rn(t)) |n〉
−ω2 − c2λn
]
.
(61)
All acoustic modes with a spinning parameter s(n) < 1 have been neglected
as contributions O(s(n) < 1) in (60). The purely axial modes have been
notationally abbreviated by n instead of (0, 0, n3). In the notation of this
article, the acoustic pressure becomes in the piston approximation,
p(t,x) = −2ω
2gc2
dL
∞∑
n=0
∑
k∈K2
〈|U0,kk〉〉D2(acyl)
cos
(npix
L
)
−ω2 − c2λn
(
eiωt −Rn(t)
)
− 2ω
2gc2
dL
∞∑
n=0
∑
k∈K2
〈|UL,kk〉〉D2(acyl)
cos
(
npi(L− x)
L
)
−ω2 − c2λn
(
eiωt −Rn(t)
)
.
(62)
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In the above equation, we have defined the average value
〈f(y ∈ Γ0/L)〉D2(acyl) :=
1
piacyl
∫
D2(acyl)
d2yf(y)1Γ0/L .
Since the eardrums exhibit vibration amplitudes on the nano-meter scale
[4, 6], the above equation describes an approximation of the membranes as
flat piston membranes operating on both ends of the cylindrical cavity Ω.
It is to be stressed that (62) represents a plane wave propagating only in
the axial direction in Ω. The accuracy of the piston approximation can be
tested by first considering the spinning parameter and secondly the cou-
pling of the |n〉-modes to the |k〉 modes. Normalizing to a2cyl, the quantity
a−2cyls(n)〈n1(r)|k1(r)〉[0,atymp] is to be assessed numerically.
The coupling between acoustic and membrane modes is captured in the
L2-inner product in (60),
〈n1(r)|k1(r)〉[0,atymp] ≡
∫ atymp
0
dr rJq
(
νk1,k2ra
−1
tymp
)
Jn2
(
µn1,n2ra
−1
cyl
)
.
The φ-dependent factors in the eigenfunctions (48) and (49) contribute mul-
tiplicatively as < 1, i.e., reduce the coupling between different polar modes
further.
In the practice of the above argument as illustrated by Figure 4.1, we have
mapped the first 30 acoustic modes at fixed n3 – using the strict monotony
of the extrema µn1,n2 with respect to a suitably ordered index pair – on the
cyclic group of order 30 (Z30). Likewise, the first 25 membrane modes are
mapped to the cyclic group of order 25 (Z25), where we use monotony of the
zeroes νk1,k2 of the Bessel functions Jq(k2) after re-ordering the index pair.
The mapping is formulated as
Π :X := {µn1,n2 ;n1, n2 = 1, 2, 3, 4, 5;n2 = 0} → Z30
µn1,n2 7→ ](µn′1,n′2 ∈ X : µn′1,n′2 < µn1,n2) =: Π(n1, n2)
Π :Y := {νk1,k2 ; k1, k2 = 1, 2, 3, 4, 5} → Z25
νk1,k2 7→ ](νk′1,k′2 ∈ X : νk′1,k′2 < νk1,k2) =: Π(k1, k2).
(63)
The ensuing simulation is shown for the lizard Gecko gekko in Figure 4.1 (a)
at f = 750 Hz and Varanus salvator, another lizard, in Figure 4.1 (b) at
f = 200 Hz with the parameters as in [40] for the lowest non-trivial axial
modes n3 = 1, 2, 3, 4 and f = ω/2pi as frequency. The simulated quantity
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Figure 2: Simulation results of a−2cyl s(n)〈n1(r)|k1(r)〉[0,atymp] for the lizards (a) Gecko gekko
(acyl = 6.6 mm, atymp = 2.6 mm, L = 22 mm, β = pi/30) at ω/(2pi) = 750 Hz (left) and (b)
Varanus salvator (acyl = 6 mm, atymp = 2.6 mm, L = 15.5 mm, β = pi/30) at ω/(2pi) =
200 Hz. In each plot: left upper corner/right upper corner/left lower corner/right lower
corner & axial mode index n3 = 1/n3 = 2/n3 = 3/n3 = 4. The homogeneous color code
(≈ 0) everywhere below the main diagonal signals negligible contributions. Only upper-left
indicates deviations from the piston approximation.
peaks at Π(n1, n2) = 0, i.e., becomes maximal at purely axial modes, visible
as the dark-red box in the upper left corner of each panel. The axial mode
numbers have been chosen to agree with the biological fact that frequencies
above f > 10 kHz are beyond the maximally audible frequency of most,
particularly these, lizards.
Figure 4.1 demonstrates that the piston approximation is qualitatively
accurate and quantitatively captures the leading-order contribution (60) to
the acoustic pressure. The dominant part of each sub-plot in Figure 4.1 is
uniformly blue, which means that the coupling between non-axial acoustic
modes and membrane modes is present but in general weak as compared to
the tiny square in the upper left corners of each of the four plots for each
animal. The upper left-corner is dark red, which means that the coupling
between the purely axial acoustic modes and the membrane modes is more
dominant than any coupling between spinning acoustic modes and mem-
branes modes in the plotting range.
4.2. Application 2: Relaxation of tympanic membranes to their quasi-stationary
state
Because of membrane damping, exemplified by α > 0 in (55), the system
relaxes to a quasi-stationary state once a pure harmonic has been presented.
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We expect the relaxation to happen after a time Teq ' α−1 [40, 41, 42]. The
second application of the formalism presented in Section 3 therefore is the
investigation of the relaxation behavior of the tympanic membranes in the
quasi-stationary state. We now show how this proceeds.
The calculations of subsection 3.2 used the assumption t  α−1 as a
working definition of obtaining the quasi-stationary state. Can this defini-
tion be refined? Iterating (56) without assuming t  α−1 we find that the
total membrane displacement U0/L(t,y) is given as a superposition of the
membrane amplitudes u0/L(t,y) derived in Section 2 and a correction term
including a time-dependent cousin h(t) of the coupling strength, specified by
h(t) ≡ g exp(−αt) where g = ρ0/ρm (64)
due to (44). The quantity h is called transient coupling strength. It describes
the fluid-structure coupling [13] between the cavity’s acoustic wave and the
exponentially decaying transient membrane modes from the beginning of the
experiment at t = 0.
Let us define reduced (angular) eigenfrequencies ωr,k ≡
√−(c2mγk + α2)
that characterize the eardrum as tympanic membrane. Then the complex
function describing the relaxation behavior as
tk(t) ≡ (ωr,k)−1[ωr,k cos(ωr,kt) + (α + iω) sin(ωr,kt)] (65)
and the transient coupling strength h(t) yield through U0/L,k(t) ≡ U0/L,k exp(iωt),
with as usual 0/L standing for either 0 or L, in conjunction with (56),
U0/L(t,y) = u0/L(t,y) +
h(t)
ρ0d
∑
k∈K2
tk(t)U0/L,k|k〉 . (66)
Figures 4.2 (a) and (b) show a comparison of the time-harmonic quasi-stationary
dynamics of the fundamental mode |1, 1〉 of one eardrum with the total dy-
namics according to (66) for the lizards Gecko gekko and Varanus salvator
[40] during the first 5 ms and 25 ms at sound-stimulus frequency of 750 Hz
and 200 Hz, respectively. The system relaxes for both lizards in a time [41,
Appendix] Teq ≈ 3 ms  Tneuro ≈ 100 ms (mostly, Teq < 1 ms) to the quasi-
stationary state characterized by an almost purely time-harmonic dynamics
according to (57).
For the calculation of transient corrections P(tr)n (t) to the quasi-stationary
pressure amplitudes Pn(t) according to (56), we observe the scaling of P(tr)n (t)
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Figure 3: (a) Dynamics of the fundamental mode |k〉 = |11〉 for Gecko gekko with
ω11/(2pi) = 1050 Hz, α = 2611 Hz) during the first 5 ms for ω/(2pi) = 750 Hz after ex-
position to an external sound stimulus. The left column shows the real part (<) of the
dynamics, the right one the imaginary part (=). The first row depicts the time-harmonic
dynamics exp(iωt) in blue, the second one the transient dynamics exp(−αt) tk=(1,1)(t) in
green and the third the total dynamics exp(iωt)− exp(−αt) tk=(1,1)(t) in red. (b) Results
of the analogous simulation for Varanus salvator with ω11/(2pi) = 550 Hz, α = 347 Hz and
ω/(2pi) = 200 Hz during the first 25 ms after exposition to an external sound stimulus. In
(a) and (b) the relaxation to the quasi-stationary, or harmonic, asymptotics is fast: after
1 and 5 ms, respectively.
as h(t) as defined in (64). Furthermore, the decomposition P(tot)n (t) ≡ Pn(t)+
P(tr)n (t) of the total pressure amplitudes P(tot)n (t) provides a calculational
improvement. Converting (56) into a harmonic oscillator equation for P(tr)n (t)
allows [17] by defining the quantities Ck,e ≡ α2 − ω2r,k − 2α(α + iω), Ck,o ≡
ω−1r,k
(
(α2 − ω2r,k)(α + iω) + 2αω2r,k
)
and kn,k ≡ ((−α + iωr,k)2 + c2λn)−1 the
solution
P(tr)n (t) =−
h(t)c2
d
∑
k∈K2
[
Ck,e<
(
kn,ke
iωr,kt
)
+ Ck,o=
(
kn,ke
iωr,kt
)] 〈n|U0,kk〉Γ0
− h(t)c
2
d
∑
k∈K2
[
Ck,e<
(
kn,ke
iωr,kt
)
+ Ck,o=
(
kn,ke
iωr,kt
)] 〈n|UL,kk〉ΓL
where < and = denote real and imaginary part, respectively. Thus both the
transient corrections to the membrane and pressure amplitudes scale as h(t).
Requiring consistency with first-order perturbation theory in g (h(t) < g2)
yields a characteristic time scale for the relaxation of the tympanic mem-
branes to the quasi-stationary state (g ' 10−3 and typically [41, Appendix]
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α ' 2-3× 103 Hz),
Teq = −α−1 ln g ' 3 ms. (67)
This is far below the threshold time-scale Tneuro, in that Teq  Tneuro ≈
100 ms above which information processing on the neuronal level is predom-
inantly supported.
5. Discussion and algorithmic summary
It is time to summarize our results and the algorithmic steps that have
led to them. This is dome in two different ways. First, we simply formulate,
as fait accomplis, a theorem based on the geometry of Fig. 1 (e). Second,
by carefully spelling out the perturbation-theoretic algorithm itself. The
geometry of Fig. 1 (e) gives rise to eigenfunctions of the unperturbed two-
and three-dimensional Laplacians that can be expressed analytically so that
smooth, even analytic, extension outside the original domain is straightfor-
ward. See Jost [20, Sections 11.3–11.5] for the standard regularity results on
eigenfunctions; in particular Theorem. 11.3.1 and Corollary 11.4.1.
5.1. Formulating a theorem
The theorem below, whose ingredients we have already met on our way
to this section, is based on the simple geometry of Fig. 1 (e) in conjunction
with a few simplifications that we now list 1.
Simplifications. (i) Smallness of perturbations The perturbations are sup-
posed to be small in the sense that max(t,x,y,z) |U/L| =   1. Thus,
U/L ∼ O() where e.g. in acoustics  = 10−6 at most.
(ii) Membrane-like displacements The modeling assumption is that ‖∂2zU‖ 
‖(∆−∂2z )U‖ so that the equation for U becomes effectively a membrane equa-
tion. In other words, the equation axial part of the Laplacian is discarded
from the equation for U and we model the two membranes at the z = 0 and
z = L end cap through one equation.
(iii) Smallness of perturbations variations We assume small variations in
the sense that ∂zU(t, x, y, z)  1 so that U can be treated as effectively
z-independent. This corresponds to k cos θ  2/L. The assumption is e.g.
1Though implicit, a carefully spelled-out proof can be obtained from the authors.
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acoustically realistic [41] in that the source term model as described above
becomes an inadequate description if θ = 0, i.e., when a sound source is
located along the cylinder’s symmetry axis. Then, only the closer of the two,
the ipsilateral membrane, is excited by the stimulus. The contralateral mem-
brane resides in the acoustic shadow region and is not affected by the sound
stimulus at all. However, if θ is in the vicinity of pi/2, the cosine approaches
0 as ∼ −(θ − pi/2) and the above smallness requirement is satisfied.
(iv) Regularity of p in the transverse coordinate We assume p to be smooth
or even analytic – think of the Bessel functions in the case of Fig. 1 (e) –
in the third spatial variable z. That is, in the coordinate that is perturbed.
We require that exp(∂zˆ)D
2p(t, x, y, z) is square integrable over (0, T ) × Ω
for all T > 0 where D2 ∈ {∂2t , ∂2x, ∂2y , ∂2z} and zˆ = z/L while exp(∂zˆ) is the
associated translation operator.
Theorem. 1. Reducibility via linearization Up to an error of order  to
the contribution of the wave operator ∂2t − c2∆, the wave equation (2)
equals ∂2t p(t, x, y, z) − c2∆p(t, x, y, z) = 0 on Ω0. The boundary con-
ditions are pulled back accordingly and turn into ∂zp(t, x, y, z = 0) =
−ρ0∂2t u0(t, x, y) and ∂zp(t, x, y, z = 0) = −ρ0∂2t uL(t, x, y), respectively.
2. Existence and uniqueness of solutions to the linearized problem With
homogeneous initial conditions (e.g., ≡ 0), the linearized problem on the
stationary domain Ω has one and only one solution, viz., (p, u0, uL) ∈
C2(R+0 → H1(Ω))× C2(R+0 → H10 (Γ0))× C2(R+0 → H10 (ΓL)), if p sat-
isfies homogeneous Neumann boundary conditions on ∂Ω and u0 and
uL satisfy homogeneous Dirichlet boundary conditions on ∂Γ0 and ∂ΓL,
respectively. In particular, if g ≡ ρ0/ρm  1, which holds for natural
samples, the first-order solution triplet can be found by truncation of
Picard-iteration once α > 0 in g.
3. Spinning-mode expansion Once L > acyl > 0 while p0,ex = p0,ex(t)
and pL,ex = pL,ex(t), the maximum contribution to the eigenfunction
expansion is realized by the purely axial modes. Maximum is to be
understood in the sense that the expansion coefficient has maximum
modulus.
4. Relaxation dynamics In lowest non-trivial order, the transient contribu-
tion to the solution of the linearized (in ) and decoupled (in g) system
of partial differential equations becomes negligible for t ≥ −α−1 ln(g).
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Here α is the linear damping coefficient in the membrane equation (3)
and g is the coupling strength stemming from (44). In other words, after
t ≥ −α−1 ln(g) the linearized and decoupled system of wave equations
having homogeneous initial conditions turns, up to error contributions
scaling as g2, indistinguishable from the corresponding quasi-stationary
state Helmholtz equations, which have no initial conditions altogether.
By means of the time-dependent, Dirac-like [9, 10], perturbation scheme
derived in Section 3.2, in particular, Eq. (56), the general ideas presented
in Section 2 have been applied, for the sake of definiteness, to the special
case of the ICE model [42, 40, 41]. Through the introduction of the coupling
strength g = ρ0/ρm as parameter, we could use the iteration scheme (56) to
systematically decouple the previously coupled partial-differential-equation
dynamics (43). In doing so and in conjunction with all operator semigroups
being contractive, we have obtained the solution to the three-dimensional
wave equation (58) with acoustically varying boundary conditions in first
order of the coupling strength g; see in particular Eqs. (56), (57) and (58).
Moreover, we can do so in a well-controlled manner, with 0 < g  1 telling
us that the first-order approximation is already a good one.
The method that has been developed here is quite general and can handle
any finite cavity in contact with the external auditory world through bound-
ing manifolds [18], modulo the extension of the eigenfunctions of the three-
dimensional Laplacian for the unperturbed domain, whose two-dimensional
boundary is supposed to be smooth.
Introducing the spinning parameter (59) as the quotient of plane-wave ax-
ial mode versus Fourier-Bessel axial mode propagation, we have extended the
mode cut-off criterion as used in duct acoustics [13] to a general series expan-
sion. The conventional criterion is reproduced in the limit of vanishing spin-
ning parameter for non-axial modes. By means of the series expansion (60),
the piston approximation [40] can be justified and the plane-wave result (61)
& (62) can be deduced from the full solution (45) to the three-dimensional dy-
namics. As shown in Section 3.1, the piston approximation originates from
a truncation of the spinning-mode series expansion (60), which is general
enough to be transferred to other cylindrical-coordinate models.
Furthermore, the present formalism allows a consistent perturbative for-
mulation to justify the widely used ‘quasi-stationarity assumption,’ practiced
in the present context by Vedurmudi et al. [40]. As (67) shows explicitly, the
system quickly relaxes into the quasi-stationary state, the speed of relaxation
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of course depending on the damping parameter α. The relaxation dynamics
can now be derived straightforwardly by using linearity of the partial differ-
ential operators in a systematic iteration scheme such as (56). We can write
the general membrane and pressure amplitudes as a superposition of tran-
sient amplitudes decaying due to the membrane damping and a contribution
that carries the time-harmonic (or whatever) dynamics of the external stimu-
lus. Investigating the system for a very short time after external stimulation
onset (e.g., ∼ 7 ms), we have seen that the transient contributions are only
of sub-leading order and the animal predominantly experiences the external
sound stimulus. The Duhamel representation is the key to efficiently han-
dling the transients as well, which as such singles out the present approach
uniquely.
Finally, geometric perturbation theory exemplified by acoustic boundary
condition dynamics (ABCD) is based on the fundamental idea that pertur-
bation theory as applied to fluctuating acoustic boundary conditions ought
to exploit and, hence, critically depends on the geometry of the underlying
dynamics. The deviations from equilibrium being quite small, which is a re-
formulation of the smallness of the coupling strength g 1, guarantees that
not only ABCD gives rise to a valid perturbation scheme but also that the al-
gorithmic structure of geometric perturbation theory is far more general than
ABCD and, actually, universal. It inherently unifies the geometry of the per-
turbations with the dynamically varying boundary conditions. The present
arguments are the nucleus of a far more general but also far more involved
theory of geometric perturbations, for which we refer to elsewhere [18]. The
universality of geometric perturbation theory has been demonstrated there.
5.2. Algorithmic summary
Since the aim of the present paper is providing a mathematical basis
for the applicability of geometric perturbation theory, we finish it by an
algorithmic overview, divided up into seven concrete steps.
1. General setup. As a first step, we need to identify the acoustic enclo-
sures (Ωi)i∈I , which may be of any finite size, and the connective vibrational
structures (Γj)j∈J where both I and J are finite sets; cf. Section 2.3. The
domains (Ωi)i∈I and (Γj)j are assumed to be at least C2-regular, compact,
and simply-connected with closed boundary ∂Γj. In vibro-acoustic models
specification is straightforward.
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2. Smallness of perturbations. Next, we need to ensure that the elastic
constituents of the general setup only give rise to small perturbations; cf.
Sections 2.3 and 3.1. Smallness is understood in the sense that if L ≡
mini∈I{ 3
√
Vol(Ωi)} denotes a characteristic length scale for the acoustic enclo-
sures, we have U/L  1 where U denotes a characteristic, maximal, length
scale for the perturbations uj of the (Γj)j from the equilibrium positions
uj ≡ 0. The perturbations are the displacement fields describing the normal
vibration of Γj(t), i.e., uj(t,Γj) for j ∈ J .
3. Model equations. We specify the dynamical equations such as the wave
equations in acoustics; cf. Section 3.1. That is, for all i ∈ I we have an
acoustic wave equation on the domain Ωi with homogeneous initial condi-
tions pi(t = 0) = 0 = ∂tpi(t = 0) = 0. Moreover, we have no-slip and,
hence, Neumann boundary conditions [36, Chapter 2] from Euler’s equation,
−ρ0∂tvn = ∂np at the boundaries ∂Ωi and we equate the acoustic normal
velocity vn to the displacement (±)j,i,kuj for all j ∈ J such that Γj ⊆ ∂Ωi;
cf. (12).
4. Unperturbed problem. We derive the discretely labeled eigenfunctions
{{Ψn,i}n}i and {{Φk,j}k}j with i ∈ I and j ∈ J as well as their correspond-
ing eigenvalues – see Sections 2.3 and 3.2 – for the wave operators ∆i and
Lj while using homogeneous Neumann and Dirichlet boundary conditions for
∆i and Lj, respectively.
5. Systematic perturbation theory. For pex = 0, the unperturbed solution is
p
(0)
i = 0 and u
(0)
j = 0. We now restore the original pex 6= 0 and apply Banach’s
fixed-point theorem in conjunction with the Duhamel principle [44, §XIV.5]
and Picard-style iterations so as to obtain a perturbation expansion in terms
of the small parameter  = |U/L|; cf. the example of Section 3.2. In so doing
we can take advantage of the (complete and orthonormal) set of eigenfunc-
tions from the previous step to implement the unperturbed semigroups that
occur.
6. Truncating the perturbation series. We truncate the iterations of the dy-
namical equations, such as (56) in subsection 3.2. We can do so on the
basis of the a-priori estimates for the convergence of the Banach fixed-point
iteration. In acoustics, a first-order term will do since  is of the order of
10−6; except for the disco, which does not occur in nature. In practice, pex
is smooth. For details, see Section 4.
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7. Full solution through iteration. One can use the spectral decomposition
[45] to advantage so as to set up an eigenfunction expansion for the per-
turbed problem by “inverting” the projection from the above step 5. This
yields a truncation of the full solution to a first-order problem. For practical
applications such as to engineering, capturing the first-order perturbation
terms suffices; cf. Eqs. (57), (58), and (62). The nonlinear effects are more
elaborate and for acoustic applications less rewarding to model, but doable
[18].
In the case of axial symmetries for (Ωi)i∈I , e.g., for cylindrical enclosures,
a spinning-mode series expansion can help to cut off spinning modes, al-
though the conventional cut-off criterion [13, Section 7.2.3, specifically pp.
220–221] is not applicable. The result of the procedure is the piston approx-
imation; see subsection 4.1. The spinning-mode series expansion requires a
partial separability structure ∆i = ∆∂Ωi + ∂
2
z in the Laplacians ∆i on the
domains (Ωi)i∈I . Details on accuracy as well as geometric interpretation
of the piston approximation have been outsourced [18]. Numerically, the
spinning-mode series expansion can be implemented easily.
Finally, geometric perturbation theory intertwines fluctuating geometries
and the dynamics that drives them and, in doing so, gives rise to a flexible
formalism to analytically treat rather intricate phenomena; for instance, but
not only, in acoustics.
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