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COEFFICIENT INEQUALITIES FOR SHAH'S FUNCTIONS
The role of the Grunsky inequalities for the coefficient problem in the theory of univalent functions is well known. These inequalities have been sharpened for some subclasses of univalent functions, for example for the case of bounded univalent functions by Nehari [6] and by Schiffer and Tammi [8] and for the case of Bieberbach-Eilenberg functions by Hummel and Schiffer [2] . The purpose of the present paper is to sharpen the Grunsky inequalities far the univalent functions introduced by Shah [9] . We will first arrive at the generalized area theorem for Shah's functions and, as a direct consequence, we will obtain a set of inequalities between a quadratic and Hermitean form which are typical for Grunsky estimates. Secondly we give some application for these inequalities to extremal problems in the family of Shah's functions.
2. We begin with the following definition Definition.
The class K of all functions f which are regular and univalent in the unit disk K(0,1), vanish at the origin, and have the property that fCz^) f(z2) ^ 4 -1 for all pairs of points z^, z2 in K(0,1), is called the class of Shah's functions.
Let f e K and
2
(1) f(s) = b1z + b?z + ..., |z I <1 .
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If f e K, and C r and C^ denote, respectively, the curve described by the points w = f(re ie ) and w = -[f (re i0 )] 0<r< ( if 0 varies from 0 to 2 Ji , then it is easy to see that C p is contained in the interior of the finite domain bounded by C^. Hence, C r and C^ bound a doubly-connected domain D r which does not contain the origin. To simplify the calculation of the integrals in (2), we shall choose the function g(w) in an appropriate wsy. Let o)
Since f is of the class K, both power series converge in K(0,1)x K(0,1). Next, we define polynomials of degree n in the variable t by means of the generating function
For 0< |z|<1 fixed and i, sufficiently near to the origin, we can write the identity (3) in the form
a comparison of equal powers of t, in (6) leads to the identities
for m>0, while no new information is contained in (6) for m = 0. From (5) and (4) we have the identities
for m > 0, and observe that the matrix (Bam) is Hermitean. Row we can define the function g(w) as follows. Let xQ, y (n = 1,... ,1T) be 2N complex numbers and xQ a real number. Let Similarly, we evaluate the integral (16). Applying now the decomposition
n-1 and since Q(z) is single valued in K(0,1), we obtain 2ir "1/h = -2 JTXq log r + log r + Re
Using the series development (19) for Q(z), we find oo (20) I2 = -2 wXq log r -Jr a 2 r 2a + d0.
Applying now formulas (18) and (20) to the inequality
we finally find the estimate ti , -4 x 2 log r + £ n(|xj 2 + |yQ| ) r~2 a > 2 xQ Re aQ -^ n=1 ^ + £ n(|ad| 2 +|^a| 2 ) . n = 1
Letting r tend to 1 we obtain the best possible estimate (21) 2 Xq Re oio _/3o . + £ n(|«n| 2 + |^J 2 )< n=1 < t n (i*j 2 -bj 2 ).
n=.l
Hence "by (11) and ( where A^ and B^ are given "by expansions (3) and (4), are satisfied for any set of complex numbers xm, ym(m = 1,... ,N) and for any XQ-real.
3. We obtain a better insight into inequalities (22) by a change of variables. Let
Using the decomposition
Substituting now ¡1 Q = 0 (n = 1,2,...) into (23) we find the estimate
while for x Q and £ n vanishing, we obtain the estimate
We may specialize (24) by choosing all to be zero" and find the useful estimate (24) with xQ = 0 and in vi^w of (25)t we obtain
By denoting (3) and (4) (32) and (33) we may prove that the coefficients AQm and ®nm m = = 1,2,...) are bounded and as an immédiate consequence of this fact and of the fact that the function f is regular in a neighborhood of z = 0 we derive the convergence of series (3) and (4) We may next raise the question, for which functions f e K can equality be achieved in (^40"). The extremum of P(A) can only be achieved for such functions for which all signs in (39), (40) (37) and (38) -184 -7. We will now give applications of inequalities (22) and (41). We begin with an application of inequality (26) which follows from (22).
Since by (26) we clearly have (42) Re A, "00 <0
and since Aqq = log f'(0) = log b^, we arrive at theorem Theorem 4. For any f e K there holds (43) or (44) f'(0) <1 , b J < 1 .
Next;» we can use the Schwarz inequality to find log f(z) = Re It is well known that a (f) is a non-decreasing func-/i tion of A and that,therefore, (46) is stronger than the inequality ^(f) <1.
Proof. The following theorem was shown "by Lebedev and Milin [4] , [5] .
Theorem. For any sequence a^, a2,.." such that (26) and identity (7) we are in a position to apply the above theorem. At first in view of' (48) Conditions (53) under which there is equality in (50) imply that the equality in (51) is possible only if Thus we have proved the following! up to a factor of modulus 1, the only functions to be considered are It is easy to prove that these functions are in K.
I-KJ
Indeed, suppose the existence of two points z*, ¿,*eK(0,1) such that f Q (z*) f (è*) = -1. We easily arrive at the inequality which is impossible for |c| <1 and for |z*| <1 .
This establishes the statement regarding equality in (46). We are now in a position to obtain the last conclusion of our theorem, i. e. that we cannot have ¿¿¿(f) <1 if A > 2 for each f £ K. Indeed, fa (f) = (f), /L<A;> , is possible 
-188 -^2(f Q ) = 1, we must have >1 for A >2. This completes the proof of our theorem.
In view of (52) This completes the proof of (56). Nehari in [7] gave exactly the same inequalities for the coefficients of Bieberbach-Eilenberg functions.
9_. Now we will give some applications of inequality (41). We begin with an application of inequality (55). By setting in (55) An = z n (n = 1,2,...) in view of (4) Similarly, if in equality (51) we take /ln= z11 (n=1,2,...) we obtain Theorem 10. Let f e K. Then for Izl <1 log f'(z)blZ £ f 2 (z) + logh + | f (z) • < -iog(i -\zn ,
