Abstract
Introduction
Cascade realizations of logic functions have recently received attention for the following reasons:
1. There are DSM (Deep Sub-Micron) problems cased by lateral capacitance coupling between wires, inductance effect, and manufacturing variations. These make custom design of LSI very expensive and time consuming [3] . To solve these DSM problems, programmable cascade realizations have been developed [13] . 2. Power dissipation problem are reduced. With the increase of the number of gates per chip, according to Moore's law, current standard CMOS technology will dissipate too much energy in a chip. Because of economic, ecological, and ethical reasons, we have to find a novel approach that dissipates drastically lower power than before. Theoretically, computation can be performed with reversible logic without of loss of information, and consequently without energy loss [1, 2, 5] . An Ò-input Ò-output circuit is reversible if there is a one-to-one correspondence between its input vectors and output vectors, that is, there is a distinct output vector for each input vector. An important restriction in the reversible logic circuits is that each output terminal of a gate fanouts to exactly to one input terminal of other gate. Thus, the design of cascades becomes very important [6, 8] . Conservative logic is another model for low power circuit [9, 5] . A circuit is conservative if the number of 1's is each input is equal to the number of 1's in the corresponding output [9] .
Cascade can be classified into two classes: two-rail cascades, and multi-rail cascades [14] . Maitra [7] considered single-rail cascades of two-input cells. Unfortunately, single-rail cascades realize only a small fraction of twovalued logic functions. Short [15] showed that any logic function can be realized as a two-rail cascade of three-input cells. Yoeli-Turner [17] showed a design method for multirail cascades [4] .
In this paper, we show a method to design two-valued input three-valued output functions by using a three-rail cascade of reversible and conservative logic elements. In the design of logic circuits, sum-of-products expressions (SOPs), exclusive-OR sum-of-products expression (ESOPs), and binary decision diagrams (BDDs) are used extensively. They are useful representations of logic functions [10, 11, 12] . In this paper, however, we will use group function as a basic tool to design cascades.
In Section 2, we survey group theory. In Section 3, we introduce a group function, and its decomposition theory. We show that the canonical form of the cascade can be derived from the Walsh spectrum of the given function. In Section 4, we consider the complexity of the cascades and show some statistical data. In Section 5, we extend the theory to implement two-valued input Ô-valued output functions and show the sizes of cascades for an Ò-bit adder and an Ò-bit multiplier. In Section 6, we summarize the paper.
In this paper, we use the theory of finite groups and linear algebra in addition to Boolean algebra. The method is illustrated with numerous examples.
Group Theory
In this part, we survey group theory, which will be used in this paper. 
It is convenient to omit the operator "¡". 
Group Functions
In this part, we introduce a group function, which is an important tool in the design multi-rail cascades. 
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Decomposition of Group Functions
where Ü Ò denotes a variable, and ´ µ and ´ µ denote group functions that do not depend on Ü Ò .
A proof can be found in [17] .
The expansion (3.1) is essential in the design of cascades, and corresponds to the Shannon expansion in a logic function. Fig. 3 .2 shows hardware to implement Ü . When Ü ¼ , Ü represents the identity permutation. When Ü ½ , Ü swaps the two lower rails. From (3.1), we have By using a matrix notation, we have
Note that
is the Walsh matrix of one variable. Since,
One-Variable Case
For a one-variable function, the canonical form for the group function is written as ´Ü½µ Û Ü½ Û Ü½ . 
Two-Variable Case
In this part, we derive the canonical form for twovariable functions. From By assigning 0 and 1 to Ü ½ and Ü ¾ , we have the following four equations:
In the matrix form, they are represented as Note that Fig. 3.8(a) shows the cascade for ´Ü ½ Ü ¾ µ Ü ½¨Ü¾ , and Fig. 3.8(b) 
Three-Variable Cases
The canonical form for a three-variable function ´Ü ½ Ü ¾ Ü ¿ µ is given by 
The vector representing the canonical form is 
The group function is 
Complexity of Cascades
In this part, we consider the number of cells needed to realize an Ò-variable function by a cascade. (Proof) As shown in Fig. 3 .1, we can realize a constant function by using one cell, so AE´¼µ ½. As shown in Fig. 3.3 , we can realize a one-variable function by using four cells, so AE´½µ . As shown in Fig. 4.1 
Upper Bounds on the Number of Cells

Actual Size of Cascades
As shown in Theorem 3.1, any function can be decom- 
Therefore, except for the first coefficient, a zero coefficient in the Walsh spectrum implies that three cells can be removed from the canonical cascade. Thus, functions with fewer non-zero coefficients tend to have shorter cascades. Also, Ò rightmost cells are not used to realize the function (see, for example, Fig. 3.8(a) ). Thus, at least Ò cells can be removed.
Experimental Results
We generated 10 random two-valued functions of Ò variables, where
That is, functions produce value 0 for ¾ Ò ½ combinations, and ½ for ¾ Ò ½ combinations. Then, we obtained the Walsh spectrum for them. In Table 4 .1, the column for Two-valued shows the average number of zero coefficients in the spectrum. From the table, we can see that the number of zero coefficients in the spectrum is near to ¾ Ò ¿.
We did the similar experiments for three-valued output functions. In this case, we generated random functions such that ½´¼ µ ½´½ µ ³ ½´¾ µ ³ ¾ Ò ¿. In Table 4 .1, the column for Three-valued shows the average number of zero coefficients in the spectrum. The result is similar to the case of two-valued functions. That is, the average number of zero coefficients is near to ¾ Ò ¿.
The number of cells in the canonical cascade is ¿ ¡¾ Ò ¾, and there are about ¾ Ò ¿ zero-coefficients. Also, for each zero-coefficient, we can remove three cells. Thus, we have the following: 
Extension to Ô-valued Functions
In the previous sections, we showed a method to realize a three-valued function 
The function vector is
The vector representing the canonical form of the cascade is
The simplified group function is 
Conclusion and Comments
In this paper, we have shown a design method for cascades which implement two-valued input three-valued output functions. We used ¿ (the cyclic group of order three) and Ë ¿ (the symmetric group of degree three) to decompose ¿ . The designed cascades are reversible and conservative. The Walsh spectrum specifies the canonical cascade, and the number of non-zero coefficients in the spectrum is related to the number of the cells. Note that Yoeli-Turner [17] designed two-rail cascades.
They used Ã (the Klein 4-group, that is isomorphic to ¾ ¾ ), and (the alternating group on four objects) to decompose Ã.
