Abstract: With the purpose of reinforcing correlation analysis of risk assessment threat factors, a dynamic assessment method of safety risks based on particle filtering is proposed, which takes threat analysis as the core. Based on the risk assessment standards, the method selects threat indicates, applies a particle filtering algorithm to calculate influencing weight of threat indications, and confirms information system risk levels by combining with state estimation theory. In order to improve the calculating efficiency of the particle filtering algorithm, the k-means cluster algorithm is introduced to the particle filtering algorithm. By clustering all particles, the author regards centroid as the representative to operate, so as to reduce calculated amount. The empirical experience indicates that the method can embody the relation of mutual dependence and influence in risk elements reasonably. Under the circumstance of limited information, it provides the scientific basis on fabricating a risk management control strategy.
Introduction
In recent years, the information system has brought people convenience, but at the same time, the security problem is also becoming more and more outstanding. It has been widely used to solve the potential security problem by identifying the security risk of information system [1] . The evaluation result of traditional risk assessment method *Corresponding Author: Jia Cui: Naval Aeronautical and Astronautical University, Yantai, China; Email: cjhwet@163.com Bei Hong, Xuepeng Jiang, Qinghua Chen: Naval Aeronautical and Astronautical University, Yantai, China; Email: hongbei1983@163.com, jxb070107@163.com, 8447868@qq.com may have greater subjectivity such as matrix method and phase multiplication, because they mainly depend on the experience of experts. Some researchers have proposed using rough set model [2] , Bayesian network model [3] or support vector machine model [4] method for risk assessment, which have made some achievements, but there are some problems in these models: rough set model has lower accuracy; Bayesian network model's accuracy is determined by the class conditional probability density and the prior probability; support vector machine model needs solving convex quadratic programming, which is equal to the number of training samples two times, the storage space is large, and the calculation time is long.
In order to improve the accuracy of the evaluation results, it may be considered to start with one or several major security risk factors [5, 6] . A method of information system risk assessment based on particle filter is proposed in this paper. It is based on the information security risk assessment process and combined with the information security risk assessment standards, to reduce the risk assessment of subjectivity, improve the effectiveness of evaluation and decision-making as the goal, and it's a new and effective risk evaluation method.
Particle filter algorithm
The particle filter algorithm is that: by looking for a random sample spread in the state space to approximate the probability density function p(x k |y k ), integral operation by sample mean value, so as to obtain the process state minimum variance estimation, the random sample is called particle. The mathematical language is described as follows: for stationary stochastic processes, it can be assumed that at the k − 1 moment, the posterior probability density of the system is p(x k−1 |y k−1 ), according to a certain principle, then select n random sample point, after getting the measure information y k at the k moment, the posterior probability density of n particle can be approximated to p(x k |y k ) after the state and time renewal process.
With the increase of the number of particles, probability density function of particle is gradually approaching the probability density function of the state, the particle filter estimation is to achieve the effect of the optimal Bayesian estimation.
Particle filter algorithm has the following advantages:
1. The state equation and the observation equation of the system are not required to be linearized, which avoids the error caused by the linearization process; 2. With a large number of sample points, this algorithm predicts and updates the probability density function of state by sampling and re-sampling, and contains more information than only using mean value and variance; 3. Particle filter algorithm does not need to has too many constraints on the probability density of the state variables Therefore, it is the "optimal" filter for the state estimation of nonlinear non-Gaussian systems.
The core of the particle filter algorithm is with a set of random samples to represent random variables inspection probability density, which can be obtained basing on the approximate optimal numerical solution of physical model rather than the approximate model of optimal filtering. Particle filtering algorithm can be used in any system, and is especially suitable for strong nonlinear nonGaussian system.
Theoretically speaking, all systems in real life are nonlinear, many of which are nonlinear and non-Gaussian, therefore using the particle filter algorithm to estimate the system, and estimating the risking state for nonlinear nonGaussian information system would undoubtedly be the best choice.
Sequential importance sampling first appeared in 1950s, however, due to the limitations of the degradation problem and the computational power, the SIS has not been well developed. Until 1993, Gordon overcomes the problem of degradation of the algorithm, and puts forward the concept of resampling, then the first operation of the Carlo Monte filter appears, that is called the resampling particle filter algorithm [7] [8] [9] [10] [11] [12] . As for particle filter algorithm, when the number of particles approaches infinity, the calculation accuracy of the particle filter algorithm is the highest, but the computation is also increased. How to reduce the computational complexity of the particle filter algorithm, and how to improve the computational efficiency of the particle filter algorithm have become a hot spot in the research field of the particle filter algorithm. Aiming at the above problems, the K-means clustering algorithm was proposed into particle filter algorithm by clustering all particles on the particle concentration, the centroid of each class as the class representative to participate in the operation [13, 14] . When the degenerate phenomenon is serious, the optimal particle is replaced by the degenerated particle, so as to reduce the amount of computation, and solve the problem of degradation to a certain extent.
Clustering algorithm
Cluster analysis is an unsupervised pattern recognition method, which is one of the most common techniques in data mining. Clustering is a progress of dividing a data set into several groups or classes, which makes the data object in the same class of high similarity, and similarities between data objects are relatively low.
Each set of data generated by the clustering is called a cluster, and each data in the cluster is called an object. The purpose of clustering is to make the characteristics of objects in the same cluster as similar as possible, and the difference among different cluster objects is as large as possible. The task of clustering is to divide an unlabeled model into several subsets according to some criteria, and the similar samples are classified into the same class. Many existing clustering methods such as rough set clustering [15] , fuzzy clustering [16, 17] and support vector clustering [18] have been used in many fields, including data analysis, fault diagnosis, text classification, pattern recognition, image processing, radar target detection, biological engineering, space remote sensing technology, etc.
Characteristics of K-means algorithm
Particle filter algorithm is designed to reduce the calculation of particle filter algorithm, so the first principle of the clustering algorithm is: easy to implement, as the algorithm is simple. K-means clustering algorithm, also known as hard C mean clustering algorithm, which is a classical algorithm to solve the clustering problem, and it has been successfully applied in many clustering problems [19] . The main advantages of the algorithm are simplicity and speed. In addition, when programming in MAT-LAB, one can directly call the K-means clustering function to simplify the preparation of the program. Above all, Kmeans algorithm is the best choice of particle clustering algorithm.
K-means clustering algorithm is one of the basic and most widely used classification methods in clustering analysis. It is a method to discover clusters and cluster centers in non-labeled data. After choosing the number of expecting centers k, K-means becomes the progress of minimizing variance within clusters by moving the centers repeatedly.
The idea of K-means clustering algorithm
The basic idea of K-means clustering algorithm is: giving a database containing n data object, and the number of clusters to be generated k, select k objects as the initial k cluster centers randomly, then calculate the distance between every remaining sample and each cluster center, then return to its nearest cluster center which is located in the class, then calculate the cluster centers by the method of adjusting the new class using the average value. If there is no change in the cluster center of the two adjacent centers, it means the sample adjustment is done and the clustering average error criterion function E is convergent [20, 21] . The algorithm has to examine whether each sample in each iteration is correct. If it is not correct, then it should be adjusted. After all the samples are adjusted, the algorithm should modify the cluster center and enter the next iteration. In an iterative algorithm, if all samples are correctly classified, there will be no adjustment, the clustering center will not have any change too. In the process of iterative algorithm, the value of E decreased, and finally converged to a fixed value, which is also one of the basis of the measurement algorithm [22] . The following criterion function is generally selected:
where the E is the sum of squared error of all research objects, p is the point of the space, that is, data objects, m i is the average value of class C i . According to this criterion, the resulting clusters tend to be independent and compact.
K-means algorithm process
Input: number of clusters k, and a sample set {x} containing n data objects. Output: k cluster with minimum variance criterion. K-means clustering algorithm process [23, 24] Step 1. Select k object as the initial cluster center:
, the ordinal number in the bracket is the second ordinal of the iteration of the center of the class, the vector value of cluster centers can be arbitrarily set, for example, k initial data can be used as the clustering center;
Step 2. According to the mean value of all the objects in each cluster, the distance between each object in the sample set {x} and the center object is calculated, according to the principle of minimum distance, the corresponding object is divided into the corresponding cluster center z j (t). Which means when min{
, where S j (t) indicates the cluster whose center is z j (t);
Step 3. Calculate the average (center object) of each cluster. z j (t + 1), j = 1, 2 · · · , k, that is
Where N j represents the number of samples contained in the cluster S j (t). The cluster mean value is used as the class center, which can make the clustering criterion function
In this step, the mean of the k clusters is calculated separately, and the name of the k-means cluster is derived;
Step 4. If z j (t + 1) ≠ z j (t), j = 1, 2 · · · , k, then t = t + 1, back to step 2, reclassification of sample set {x}, then iterative calculate; if z j (t + 1) = z j (t), then the algorithm is convergent, and the calculation is finished.
Information system security risk state estimation method based on clustering particle filter
In the process of information security risk assessment, the risk state estimation is a key link, and the accuracy of the state estimation algorithm will directly determine whether the evaluation results are accurate. Particle filter is a nonlinear non-Gaussian optimal filtering algorithm [7, 25] , so this paper select the particle filter algorithm for information system security risk assessment, combined with clustering algorithm to solve the computational problem. The dynamic model of the information system is assumed to be:
where x k ∈ R nx is the threat index vector of the system at moment k, y k ∈ R ny is risk output vector, ν k ∈ R nν is the system's noise, v ′ k ∈ R nn is the observation noise.
The posterior density p(x 0:k |y 1:k ) is a complete solution to the sequential estimation problem. According to the principle of Monte Carlo simulation, the posterior density can be approximately represented as:
Introducing the key density q(x 0:k |y 1:k ) and assuming that the sample x i 0:k is obtained from the focus density sampling:
and the importance weight:
Assuming that the density can be decomposed into: 
Using Bayes formula:
× p(x k |x 0:k−1 |y 1:k−1 )p(x 0:k−1 |y 1:k−1 )
As the system follows the first order Markov process, and it's an independent observation system, so
If the focus density satisfies
Combining formulas (4)
Which is
After weight normalization
Then
The above steps are all the basis of particle filter dynamic estimation algorithm. According to the measuring value of the system, the above-mentioned method is used to calculate samples and weight recursively, forming a dynamic estimation algorithm of particle filtering. And the progress of particle filter and state estimation algorithm based on weight is as follows:
Step 1. Initialization: At k = 0 moment, taking samples according to the key density, k = 1;
Step 2. Predication:
Step 3. Weighting:
Step 4. Weight normalization:
Step 5. State estimation:
Step 6. Back to step 2.
The essence of the method of information system state estimation based on particle filter is that making j-steps forward prediction about the particle at k moment. Knowing the observed value y 1:k , when making j-steps forward prediction about the system's state, particles are updated in an existing way, the weight of a particle at (k + j) moment keeps unchanged to particle at k moment, and the j-step forward to the state of risk prediction probability (i.e., a comprehensive assessment of the risk level) can be calculated as:
Where w j k is the importance weight corresponding to x i k , which is the system risk state, such as {normal, medium, dangerous}, and w 0 = {0.1, 0.5, 1}, I(A) is the symbolic function. In order to ensure the accuracy of calculation, usually take j = 1, which means one step prediction.
Simulation and verification
In this paper, the simulation data is generated by a security laboratory database provided by a scientific research institution. In order to ensure the overall accuracy of the selected indicators, this paper takes the GB/T 20984-2007 "Information security technology-risk assessment specification for information security" as the principle, which raises the basic concepts, elements relationships, analysis principles, implementation processes and assessment methods, as well as implementation points and forms of work on risk assessment [26] . According to the information security risk management and the actual evaluation process specification and experts' discussion, the 12 specific threat indexes system is finally obtained which is shown in Figure 1 .
According to the 12 risk indexes selected in Figure 1 , the paper converts it into a 1×12 dimensional line vector and extract all kinds of samples to participate in the validation in order. The dynamic equation of the information system can be found below:
. . .
Where A and C are the system state parameter matrices and they are full rank, this paper selects it as the unit matrix. Under normal circumstances, the track situation of former three threat index of the risk status is as shown in Figure 2 . Figure 3 shows the track situation of former three threat index of the risk status when the system state is in risk. In the normal operation of the system as in Figure 2 , it can be showed that the true value of the system state agrees with the estimated value well. When the system is in danger, the state estimation from Figure 3 shows that the state estimation algorithm based on particle filter can track the change of system state very well. The risk level probability of the comprehensive assessment is calculated by formula (23), and Table 1 lists the probability from 74 to 83 moment. As shows Table 1 , if the threat of hidden dangers remains, the system risk will change as time goes on. In this paper, the algorithm can track the dynamic change of the risk very well.
Conclusion
Considering the key threat analysis, this paper proposes an effective method of information security risk assessment based on particle filter combined with information security risk assessment process. Firstly, the paper uses particle filter algorithm to obtain the indexes of comprehensive influence weight according to the selected threat indicators, and at the same time uses the state estimation theory to track the dynamic change of information system risk. Finally, the impact of the weight of each index obtained and the state are used to take a comprehensive evaluation on the information system, to determine the probability of safety risk level.
